The tensor Singular Value Decomposition (t-SVD) for third order tensors that was proposed by Kilmer and Martin [30] has been applied successfully in many fields, such as computed tomography, facial recognition, and video completion. In this paper, we propose a method that extends a well-known randomized matrix method to the t-SVD. This method can produce a factorization with similar properties to the t-SVD, but is more computationally efficient on very large datasets. We present details of the algorithm, theoretical results, and provide numerical results that show the promise of our approach for compressing and analyzing datasets. We also present an improved analysis of the randomized subspace iteration for matrices, which may be of independent interest to the scientific community.
Introduction
In this era of "big data," it is not uncommon for the size of a matrix operator, or a dataset, to reach the scale of petabytes or even exabytes. By 2013, for example, Facebook was already claiming to use 1.5 petabytes to store about 10 billion photos, and Netflix claimed to use 3.14 petabytes to store available shows and movies [44] . As another example, the size of the matrix operator in quantum chromodynamics is on the order of several millions, or even billions [17] . On the one hand, there still seems to be a push to obtain ever more information by collecting more data since the storage capability exists, and for modeling very fine scale phenomena. On the other hand, current data analysis and scientific computing methods are continually challenged by the expanding sizes of the models and datasets.
Almost all of the methods in data analysis and scientific computing rely on matrix algorithms [46] . In particular, the low-rank matrix approximation,
where k < min{m, n}, is used often, because it allows us to store or analyze the matrix A by the factor matrices B and C instead of the full matrix, which is more efficient when k min{m, n}.
Moreover, these smaller matrices have often been shown to provide specific structure that help analyze the data with better results, see [5, 8, 43] . It is well known that truncating the matrix singular value decomposition to k terms provides the optimal rank-k approximation to a matrix in both the matrix 2-norm and Frobenius norm, and the algorithms for computing the approximation are numerically robust. Therefore, it is not surprising that the truncated SVD has been proposed for use in many applications, included but not limited to image processing [35, 22] , statistics [25, 40] and Partial Differential Equations (PDEs) [12] . However, the cost of accurately computing the truncated matrix SVD can be prohibitively expensive, making it unsuitable for very large scale applications [38] .
Therefore, much work has been devoted to generating low-rank approximations which have similar rank-revealing properties to the SVD but which are cheaper to compute. As a trade-off, one gives up the optimality property that is the signature feature of the SVD. In recent years, much work has been devoted to the development of randomized algorithms for computing low-rank matrix approximations. They are particularly appealing because although the cannot give the optimal low-rank approximation, they can be shown to give nearly optimal results.
Randomized algorithms have been recently developed for accurate low-rank representations, see [16, 3, 10, 2, 4, 21, 20, 9] and several others. Randomized matrix methods are powerful because they are numerically robust, computationally efficient, and suitable for implementation on a variety of architectures, including high-performance computing. They usually come in two different flavors -based on random sampling of columns and rows of the matrix, or by random projection onto a lower dimensional subspace. More details of these two different approaches can be found in the review paper by [33] .
All the previous work referenced above involves generating near optimal low-rank matrix approximations from randomized techniques. However, many data sets and matrix operators are inherently multidimensional in nature. Consider, for example, a collection of hyperspectral images. One can choose to scan the image at each wavelength as a vector, resulting in a matrix representation of all the hyperspectral data. But one might also store each 2D image as a slice of a 3-way array, resulting in a third order tensor representation of the data. As another example, each frame of a color image is technically a 3D array, and so the time sequence of a video can be stored as a 4D array with time as the last index -the resulting data structure is called a fourth order tensor. The question of interest to us in this paper is, if we choose to keep the multi-way structure inherent in the data, can we then generalize the concept of a best (in some norm) "low-rank" approximation to tensor data, and if so, how do we move from randomized low-rank matrix techniques to randomized tensor factorizations.
First, one must decide on method of tensor decomposition, and with it, the notion of best "low-rank". The well-known CP decomposition, originally proposed by Hitchcock in 1927 [26] , is a decomposition as a sum of multiway outer products of vectors. Tensor rank is then defined in terms of the minimal sum of these outer products necessary to construct the tensor [31] . The difficulty is a best rank-k approximation need not exist without extra assumptions, and computing the rank-k approximation is also highly non-trivial even when it does exist. The Tucker decomposition [42] , developed by Tucker in 1963, is an alternative decomposition. For a third-order tensor, the Tucker3 decomposition requires 3 factor matrices and a core tensor. A Tucker3 factorization always exists, and can be generated such that factor matrices can have orthonormal columns -the HOSVD [11] is such a decomposition. One can specify the rank of the factor matrices, and thus obtain a socalled best rank-(R 1 , R 2 , R 3 ) Tucker3 approximation. However, unlike the matrix case, this best approximation cannot be obtained by truncating the full HOSVD.
A more recent alternative approach to factoring tensors was introduced by Kilmer and Martin in 2011 [30] . In their work, the authors present the concept of a tensor-tensor product with suitable algebraic structure such that classical matrix-like factorizations are possible. In particular, they give the definition of the tensor SVD (t-SVD) over this new product, and show that truncating that expansion does give a compressed result that is optimal in the Frobenius norm.
Applications of all three types of these tensor-based decompositions can be found in the literature: see for example [45, 39, 14, 48, 23, 15, 36] . Though the decompositions are different, the common theme among the results is evidence that tensor-based decompositions of the data/operators provide considerable improvement over the matrix-based counterparts. However, all these tensorbased decompositions are deterministic, so it is natural to explore randomization of these tensor decompositions as well.
To the best of our knowledge, the authors in [13] appear to have pioneered the generalization of random sampling methods to tensors. Specifically, they extended random sampling methods to the Tucker decomposition, and provided a guide to the theoretical analysis for the tensor-based decomposition via random sampling methods. In [41] , the authors provide numerical examples of Tucker decomposition with the random sampling method. A literature search also reveals attempts to extend the random sampling approach to tensors-based on CP decomposition and Tucker decomposition, [6, 37] .
In this paper, we extend a well-known matrix-based random projection method, the randomized SVD (r-SVD) [21] , to third-order tensors through use of the algebra induced by the t-product and the t-SVD [30] . The motivation for focusing our efforts on the randomization of the t-SVD is the theoretical and computational advantages provided by the t-product, as well as the use of the t-SVD in applications. For example, as mentioned above, a best k-term expansion can be obtained from truncation of the t-SVD. Further, the t-SVD computations are readily parallelizable. Under the t-product, there are well defined concepts of orthogonality, identity and orthogonal projections, QR factorizations, and the like [29, 18, 34] . Moreover, in some applications, such as compression and facial recognition, the t-SVD has been shown to have superior compression characteristics [24] relative to the Tucker decomposition. When they use some storage, the t-SVD has better performance in term of recognition rate.
Contributions We develop randomized algorithms for low-rank decompositions of tensors, based on the t-product. The first algorithm applies the randomized SVD to the frontal slices of the tensor (in the Fourier domain), where as the second algorithm applies the randomized power method to the same slices. Efficient implementations of the above algorithms are also provided in the spatial, as well as Fourier domains. We develop a framework for error analysis and derive expressions for expected behavior of the error in the low-rank representation, as well as probabilistic bounds for deviation from expectation. Our analysis for randomized power method is novel even for the matrix case. Application to facial recognition, including a parallel implementation, underscores the benefits of the proposed methods.
This paper is organized as follows. In section 2, we review some relevant mathematical concepts including the matrix r-SVD, basic definitions and theorems of tensors, and the t-SVD based on the t-product. In section 3, we give the basic randomized t-SVD (rt-SVD) method and extend this to the rt-SVD with subspace iteration. There, we also provide the analysis of error expectations. In section 4, we compare the errors of our algorithms with theoretical minimal errors on a real dataset, apply the algorithms in the application of facial recognition, and compute them in parallel on a cluster to show the improvement of computation efficiency. Conclusions and future work are provided in section 5. Where noted in the body of the paper, some of the proof details are provided in the Appendix A.
Preliminaries
In this section, we introduce some definitions and algorithms which are used throughout the paper. We begin by noting that boldface lowercase letters indicate vectors, e.g. a. Boldface uppercase letters indicate matrices, e.g. A. Boldface Euler script letters indicate tensors, e.g. A, and unless otherwise specified, the tensors are third order.
We will assume that A is of rank r, and A = 
The r-SVD
The randomized Singular Value Decomposition (referred to as r-SVD), was proposed in a series of papers published over the last decade (see e.g., [32, 47] ) and popularized by the review paper [21] . The first step in computing the r-SVD is generating several Gaussian random vectors W ∈ R n×(k+p) that are, with high probability, linearly independent. Here k is the desired target truncation term of the approximation, and p is a non-negative integer oversampling parameter. The matrix Y := AW ∈ C m×(k+p) thus contains random linear combinations of the columns of A. A thin QR of Y is computed, so that range(Y ) = range(Q). The idea is if A has rapidly decaying singular values, so that the dominant part of the range of A is marked by the first k or so left singular vectors, i.e., A ≈ QQ H A. Thus, one computes B := Q H A followed by the compact SVD of B, B =ŨSṼ H . The estimated desired singular values of A are the diagonals ofS, while QŨ gives the estimated right singular vectors of A. Algorithm 1 summarizes the procedure described above.
Algorithm 1: r-SVD method [21] Input : A ∈ C m×n , target truncation term k, and oversampling parameter p Output: U k ∈ C n×k , S k ∈ C k×k , and V k ∈ C n×k 1 Generate a Gaussian random matrix W ∈ R n×(k+p) ;
2 Form a matrix Y = AW; 3 Construct matrix Q ∈ C n×(k+p) which is orthogonal column basis for Y;
When A is dense and of size n × n, this algorithm can take O(kn 2 ) flops. For more details, see [47] . The expected error in the low-rank approximation measured using the Frobenius norm can be bounded, as the result below shows. This result was first proved in [21, Theorem 10.5] , but is stated here in a slightly different form. The original result derived the error bound for E A − QQ H A F , whereas, in the next section we require the error bound for E A − QQ H A
F
. Theorem 1. Given a matrix A ∈ C m×n and a Gaussian random matrix W ∈ R n×(k+p) , let p ≥ 2 be a pre-specified integer. Suppose that Q is computed as in Algorithm 1, then the expected approximation error is
where σ j is the j th singular value of A.
Proof. The proof follows readily from [21, Theorem 10.5] .
From the inequality (2), the value of
When the singular values of A decay gradually, j>k σ 2 j can be large, and therefore the low-rank approximation as computed above may not be sufficiently accurate. In this situation, Algorithm 2, which is based on subspace iteration, may be preferred.
Algorithm 2: r-SVD method with subspace iteration [21] Input : A ∈ C m×n , target truncation term k, a parameter q, and an oversampling parameter 
The error analysis for Algorithm 2 is developed in [21] for the spectral norm, but no analysis was presented in the Frobenius norm. We present the following result that characterizes the error due to Algorithm 2 in the Frobenius norm. We assume that k is the target truncation term, and define the singular value gap τ k ≡ σ k+1 σ k . We further assume that τ k 1, i.e., there is a gap between singular values k and k + 1.
Theorem 2 (Average Frobenius error for Algorithm 2).
Let A ∈ C m×n and let W ∈ R n×(k+p) be a Gaussian random matrix with p ≥ 2 being the oversampling parameter. Suppose Q is obtained from Algorithm 2, then
where k is a target truncation term, q is the number of iterations, σ j is the j th singular value of A, and τ k = σ k+1 /σ k 1 is the singular value gap.
Proof. See Appendix A.
The error due to the randomized subspace iteration is similar to Theorem 2, except for the term τ 4q k . As the number of subspace iterations q increases, the effect of the residual term kτ 4q k /(p − 1) decreases, and the subspace iteration achieves the optimal error of the SVD. Also note that for q = 0, we exactly obtain the result in Theorem 2. A similar result was presented in [19, Theorem 5.7] , but our analysis is sharper, see discussion in Remark 1.
Tensors
A tensor is a multi-dimensional array, and the order of the tensor is the number of dimensions of this array. In this paper, we focus on the third order tensor A ∈ R n1×n2×n3 . Each entry of the tensor A is denoted by Matlab indexing notation, i.e., A(i, j, k).
A fiber of tensor A is a one-dimensional array defined by fixing two indices. A(:, j, k) is the (j, k) th column fiber, A(i, :, k) is the (i, k) th row fiber, and A(i, j, :) is the (j, k) th tube fiber. A slice of tensor A is a two-dimensional array defined by fixing one index. A(i, :, :) is the i th horizontal slice, A(:, j, :) is the j th lateral slice, and A(:, :, k) is the k th frontal slice. For convenience, A(:, :, k) is written as A (k) . A third order tensor A can be seen as an n 1 × n 2 array of tube fibers, each of size 1 × 1 × n 3 . The t-product of two tube fibers is defined as their the circular convolution, so the t-product between two tensors can be defined as in Definition 1. Next, we review several definitions from [30] that will be necessary for the rest of this paper.
Definition 1 (t-product). Let A be an n 1 × n 2 × n 3 tensor and B be an n 2 × n 4 × n 3 tensor. The t-product of A and B, C = A * B, is an n 1 × n 4 × n 3 tensor where the notation • denotes the circular convolution.
Because the circular convolution of two tube fibers can be computed by discrete Fourier transform, the t-product can be alternatively computed in the Fourier domain 1 , as shown in Algorithm 3.
Algorithm 3: t-product computation in Fourier domain [30]
Input : A ∈ R n1×n2×n3 and B ∈ R Output:
Definition 2 (Identity tensor). The n 1 × n 2 × n 3 identity tensor I is the tensor whose first frontal slice is the n 1 × n 2 identity matrix, and whose other frontal slices are all zeros.
Definition 3 (Transpose).
If A is an n 1 × n 2 × n 3 tensor, then A T is an n 2 × n 1 × n 3 tensor obtained by transposing each of the frontal slices and then reversing the order of transposed frontal slices 2 through n 3 , see Fig. 2 
.2.2.
Definition 4 (Orthogonality). An n 1 × n 2 × n 3 tensor A is called orthogonal if n 1 = n 2 , if the t-product of A T and A is equal to the identity tensor, i.e.,
If the above equation holds but n 1 > n 2 , then the tensor is said to be partially orthogonal. Definition 6 (t-QR factorization). Given an n 1 × n 2 × n 3 tensor A, the t-QR factorization of A is
where Q is partially orthogonal.
We also introduce for the first time the notion of Gaussian random tensors. Our definition for Gaussian random tensors is motivated by the need to generate as few random numbers, or samples, as possible, while still being able to use the conclusions of literature on Gaussian random matrices.
Definition 7 (Gaussian random tensor). An n 1 × n 2 × n 3 tensor W is called a Gaussian random tensor, if the elements of W
(1) satisfy the standard normal distribution, and other frontal slices are all zeros.
The Fourier transform of W along the 3 rd dimension is denoted asŴ such that every frontal slice is an identical copy of the first slice W
(1) , see Figure 6 . 
t-SVD
We now present the t-SVD and truncated t-SVD, which builds on the operations of tensors introduced in Section 2.2. These were first developed in [30] .
where U ∈ R n1×n1×n3 , V ∈ R n2×n2×n3 are partially orthogonal tensors, and S k ∈ R n1×n2×n3 is a f-diagonal tensor.
Definition 9.
[30] Given a tensor A ∈ R n1×n2×n3 , define the truncated t-SVD of A as
where k is a target truncation term, U k ∈ R n1×k×n3 , V k ∈ R n2×k×n3 are partially orthogonal, and The optimality of the error in the truncated t-SVD is presented below, which is a generalization of the well-known result of optimality of the truncated SVD [27, Section 7.4.2]. Note, however, that truncation of the t-SVD to k terms is not the same as computing a rank-k tensor approximation (i.e., a tensor approximation as the sum of k outer products of vectors), nor is it equivalent to a best rank-(R 1 , R 2 , R 3 ) Tucker3 approximation. What we show is that truncating the t-SVD gives the best "tubal-rank k" approximation [29] .
Here, and henceforth, we will use the short-hand notation j>k to represent min{n1,n2} j=k+1 for clarity.
is the j th singular value corresponding to the i th frontal face (in the Fourier domain).
The relevance of the Fourier transform is perhaps not immediately obvious, until one examines how the truncated t-SVD is actually computed. The procedure is given in Algorithm 4.
Algorithm 4: k-term truncated t-SVD [30]
Input : A ∈ R n1×n2×n3 and target truncation term k Output:
Form U k , S k , and V k by truncating U, S, and V with target truncation term k;
For a tensor A ∈ R n1×n2×n3 , computing a k-term truncated t-SVD using Algorithm 4 takes O(n 1 n 2 n 3 k) flops. For a matrix A ∈ R n1n2×n3 , computing a k-term truncated SVD takes O(n 1 n 2 n 3 k) flops as well. However, Algorithm 4 can be computed in parallel over the frontal slices on a cluster, whereas typical algorithms used for the truncated SVD of a matrix cannot be computed in parallel.
Randomized Tensor SVD
In this section, we propose the rt-SVD method, which extends the matrix r-SVD method to the t-SVD. The goal of the rt-SVD (randomized tensor SVD) method is to find a good approximate factorization of tensor A ∈ R n1×n2×n3 , U k * S k * V T k . There are two main steps which is summarized in Algorithm 5. The first step is to find a tensor Q such that
in a manner that will be made precise, and the second step is to connect this low-tubal-rank representation to a rt-SVD factorization.
Algorithm 5: rt-SVD, spatial domain version Input : A ∈ R n1×n2×n3 , target truncation term k, and oversampling parameter p Output:
1 Generate a Gaussian random tensor W ∈ R n2×(k+p)×n3 ;
2 Form a random projection of tensor A as Y = A * W; 3 Construct the tensor Q by using t-QR factorization; 4 Form a tensor B = Q T * A, whose size is (k + p) × n 2 × n 3 ;
5 Compute t-SVD of B, truncate it with target truncation term k, and obtain U, S k , and
For the convenience of error analysis , we present an implementation of Algorithm 5 in the Fourier domain. This allows us to apply results from the matrix r-SVD independently to each frontal slice.
Algorithm 6: rt-SVD, Fourier domain version
Input : A ∈ R n1×n2×n3 , target truncation term k, and parameter p Output:
We now present a theorem that gives the expected error of A − Q * Q T * A F where the tensor Q is computed using Algorithm 5.
where k is a target truncation term, p ≥ 2 is the oversampling parameter, andσ Proof. See Appendix B.
2 Since slices ofÂ can be complex in general, we use the notation superscript H instead of superscript T here.
Theorem 4 is important because it shows that, in expectation, the error in the rt-SVD algorithm is within a factor 1 + k p − 1 of the optimal result in Theorem 3. Note that this is the same optimality factor that one obtains in the matrix case, see Theorem 2. Theorem 4 also shows how the error of the low-tubal-rank approximation Q * Q T * A relies on the decay of singular values of the frontal slicesÂ (i) . If the singular values decay rapidly, we can approximate ( j>kσ
and therefore
If the singular values ofŜ (i) decay gradually, we can instead use the following approximation
k+1 is the (k + 1) th singular value of the i th frontal slice in the Fourier domain, and m = min{n 1 , n 2 }. However,σ
k+1 can be large, in which case the accuracy of the rt-SVD may be poor. We present a new algorithm (Algorithm 7) for tensor low-tubal-rank representation based on the t-product that applies the randomized subspace iteration to each frontal slice in the Fourier domain.
Algorithm 7: rt-SVD with subspace iteration, spatial domain version
Input : A ∈ R n1×n2×n3 , target truncation term k, oversampling parameter p, the number of iterations q Output:
2 Form a tensor Y 0 = A * W and compute the t-QR factorization Y 0 = Q 0 * R 0 ; 3 for i ← 1 to q do 4Ỹ i = A T * Q i−1 and compute the t-QR factorizationỸ i =Q i * R i ;
5
Y i = A * Q i and compute the t-QR factorization Y i = Q i * R i ;
6 end 7 Form a tensor Q = Q q ; 8 Form a tensor B = Q T * A, the size of B is (k + p) × n 2 × n 3 which is smaller than tensor A;
9 Compute t-SVD of B, truncate it, and obtain U, S k ,
Algorithm 7 works efficiently when the singular values, given by the diagonals ofŜ (i) , decay at the same rate across each frontal slice of A. However, when the singular values decay gradually only for some slices, Algorithm 7 may be wasteful in terms of computational costs, since some iterations can be stopped earlier than others. This can be avoided if a different number of iterations q i is used for each frontal slice. Let us define the iteration vector as q = (q 1 , q 2 , . . . , q n3 ) . We present an algorithm (Algorithm 8) that employs different iteration count in each frontal slice.
The expected error of the probabilistic part of Algorithm 8 is given in Theorem 5.
Theorem 5. Given an n 1 × n 2 × n 3 tensor A and an n 2 × (k + p) × n 3 tensor W, if Q is obtained from Algorithm 8, then
, where k is a target truncation term, p ≥ 2 is the oversampling parameter, q is the iterations count vector,σ 
Proof. See Appendix B.
Algorithm 8: rt-SVD with subspace iterations, Fourier domain version
Input : A ∈ R n1×n2×n3 , target truncation term k, parameter p, and the iterations vector q Output: U k ∈ R n1×k×n3 , S k ∈ R k×k×n3 , and V k ∈ R n2×k×n3 1 Generate a Gaussian random tensor W ∈ R n2×(k+p)×n3 ;
If the iteration count q i = q for all i = 1, . . . , n 3 , then we can use the following simpler bound
where
k is the largest singular value gap. In particular, q = 0 gives the same result as Theorem 4.
Theorem 5 suggests an effective strategy to pick the iteration count q i . Suppose we are given a tolerance parameter 0 < < 1. Then we choose
which ensures that the error in E A − Q * Q T * A F is at most √ 1 + of the optimal result in Theorem 3.
Theorems 4 and 5 provide insight into the average behavior of the error. This next result provides the tail bounds of the probabilistic error. Theorem 6. With the assumptions of Theorem 5, let 0 < δ < 1 be the failure probability and define the constant
Then with probability at most δ,
Theorem 6 shows that although the result holds with high probability, there is an arbitrary small chance that the upper bound may not hold. For the sample values n 2 = 100, k = 30, p = 20 and δ = 10 −16 , we obtain C δ ≈ 43. We now discuss the computational cost of Algorithm 8. Recall that the t-SVD requires O (n 1 n 2 n 3 log n 3 ) flops to transform to the Fourier domain and an additional O (n 1 n 2 n 3 min{n 1 , n 2 }) flops for the decomposition. On the other hand, the rt-SVD method only requires O (kn 1 n 2 n 3 ). The rt-SVD can be advantageous when k min{n 1 , n 2 }.
Numerical Results
In this section, we provide some numerical results on the accuracy of the proposed low-rank representations, as well as on the computation time of the proposed methods. The proposed algorithms are demonstrated on an application to facial recognition. 
Error Analysis
In Section 3, we derived theoretical results for the expected approximation errors of rt-SVD and rt-SVD with subspace iteration. Here, we provide some numerical results to demonstrate their comparative performance. We compare the relative errors obtained by using rt-SVD, rt-SVD with subspace iteration and the relative theoretically minimal errors on the dataset B. The target truncation term k is allowed to vary between 50 and 180. We define the relative errors obtained by using the rt-SVD with subspace iteration as e q k ,
where q represents the number of iterations (see Algorithm 7) and k denotes the target truncation term. Because the rt-SVD is a specific case of rt-SVD with subspace iteration with q = 0, we will use e 0 k to denote the relative errors obtained by using rt-SVD. Theorem 3, gives us the best possible relative error e k , as a function of the target truncation term k.
Figure 4.1 shows that the errors e q k , with different number of iterations, have the similar convergence trajectories and are quite close to the best possible theoretical error e k . In other words, rt-SVD and rt-SVD with subspace iteration are both comparable in accuracy with the truncated t-SVD. Moreover, Figure 4 .1 shows that e q k approaches e k when the number of iterations q increases, yielding a more accurate approximation.
Facial Recognition
In this section, we apply the rt-SVD and rt-SVD with subspace iterations on the Cropped Yale B dataset and AT&T dataset. The images from each database is split into a training and test datasets. The tensors are constructed in such a way that the various images stored as lateral slices of the tensor. We process the training dataset and store a projector tensor U k and a coefficient tensor C of smaller dimensions as described in Table 1 . For each image in the test dataset, we obtain a tensor coefficient by projecting onto the training dataset, and the face is recognized as the lateral slice with the closest distance to the tensor coefficient. The procedure for processing the training and test datasets is shown in Table 1 . To measure the performance more rigorously, we use 10-fold cross-validation. In 10-fold crossvalidation, the dataset is randomly partitioned into 10 equal-size subsets. In the k th trial, the k subset (also referred to as a fold) is used as the test dataset, whereas the other 9 subsets are simultaneously used as training dataset. Therefore, the algorithm will be tested 10 times with 10 different combinations of the same dataset. The randomized algorithms are run 20 times for each fold to compute the mean, maximum, and minimum of recognition rates. The recognition rate here is defined as r = the number of images recognized correctly the number of test images .
Cropped Yale Face B Dataset
There Table 2 shows the accuracy of the rt-SVD algorithm, whereas Table 3 shows the accuracy of rt-SVD with subspace iterations. The computational times are reported in Figure 4 .2.2. We observe that as the truncation term gets larger, the recognition rate increases, as well as the computation time. In practice, the target truncation term k depends on the tradeoff between recognition rate and computational time. We report results for target truncation term ranging from 25 to 50. In Table 2 , we make the following observations.
• The minimum and maximum recognition rates are very close to the mean recognition rate in the series of rt-SVD methods. • Comparing the recognition rate between t-SVD and the series of rt-SVD methods, they are identical in 7 out of 10 folds. In the other 3 folds (fold 3, fold 4, and fold 10), the difference is very slight, less than .001.
• In fold 10, the maximum recognition rates of the series of rt-SVD method are even slightly higher than the recognition rate of rt-SVD.
The randomized algorithms show almost no variation between different realizations which shows that while there is a probability of failure, however small, the accuracy of the low-rank representations concentrates about its mean value. Table 3 shows similar results as Table 2 . In particular, the recognition rates are identical in each fold. The rt-SVD is about a third as expensive as the full t-SVD.
AT&T Dataset
For the AT&T dataset, there are 400 images, so the size of training dataset in each fold is 112 × 360 × 92 and the size of test dataset in each fold is 192 × 40 × 168. As compared to the Cropped Yale B dataset, the AT&T dataset has images of people with different poses, some sample faces are shown in 
Computation time for parallel implementation
In the facial recognition application, most of the computation time is spent on computing the compression, either exactly or approximately. In this subsection, we report the computation times of computing truncated t-SVD, rt-SVD, and rt-SVD with subspace iterations implemented in parallel on a cluster. The dataset we use, as an example, is the Cropped Yale B dataset B, and the target truncation term (i.e., k) is 50. The experiments are run on Matlab 2015a in (Tufts cluster with Intel(R) Xeon(R) CPU X5675 running at 3.07 GHz (8 cores)), and up to 8 processors are used. The t-SVD is computed by Algorithm 4, the rt-SVD is computed using Algorithm 6, and the rt-SVD with subspace iterations is computed using Algorithm 8. The results are shown in Figure 4 .3.1; as can be seen, with increasing number of processors, the runtime using the parallel computing, decreases on average.
Conclusion and Future Work
In this paper, we discussed the advantages and limitations of the matrix version of randomized algorithms and deterministic tensor-based algorithms. The algorithms we design combines the advantages of randomization for dimensionality reduction, and applied it to tensor decompositions based on the t-product. We extend the randomized SVD method to third order tensors and provide a basic version algorithm (rt-SVD), as well as a more general version algorithm (rt-SVD with subspace iterations). We showed, theoretically, that the expected errors of both rt-SVD and rt-SVD with subspace iterations, are comparable to the best rank-k approximation obtained using the deterministic t-SVD. Furthermore, we provide numerical support by means of application to facial recognition, on two commonly used publicly available datasets. Moreover, the randomized algorithms proposed here, can be readily parallelized and we demonstrate the benefits of parallelization on the computational time. This makes our algorithm both accurate and efficient, in practice. Our algorithms also have the added benefit that if the application is run on a distributed memory machine, the approximation factorization can be separately stored on different processors, and can be conveniently used later, without additional computation cost. For future work, there are several potential research directions. First, the authors in [24] proposed a different method for truncated tensor SVD decomposition, called t-SVD II. This method, while deterministic, has good performance when the singular values decay at different rates across the frontal slices. One avenue of future research would be to develop a randomized version of t-SVD II, the benefits of which maybe higher recognition rate and lower computational cost. In this paper, we have used Gaussian random tensors for dimensionality reduction. The second possible direction is to investigate other possible structured random tensors, based on subsampled Hadamard or Fourier Transform. One drawback of the current methods for compression is that, if a new image or set of images is introduced into the database, then we have to recompute the approximate factorization which can be very expensive. It would be interesting to extend updating or down-dating of matrix factorizations to tensors using the t-product. Finally, the randomized algorithms can be extended to other tensor decompositions based on invertible linear transforms (see [28] for more details).
A Randomized subspace iteration
Our goal in this section is to prove Theorem 2. Before we give the proof, we define the following quantities that will be used later.
Partition A conformally as
The subspace iteration (Algorithm 2) with random starting guess, can be alternatively expressed as
Suppose V has full column rank; we denote the projection matrix by
. Additionally, because of V has orthonormal columns, then the expression for the projector simplifies to P V = V V H . We present a result that characterizes the error of the low-rank matrix approximation. The result makes minimal assumptions about the sampling matrix W , and is therefore, applicable to any distribution. This result will be used to prove Theorem 2.
Theorem 7. Let A be an m × n matrix with SVD A = U ΣV H and k ≥ 0 be a fixed parameter. Choose a matrix W ∈ C n× , define W 1 and W 2 as above and assume that W 1 has full row rank. Compute Q using Algorithm 2. Then the approximation error satisfies
Proof. Define matrices Z and F as
The construction of Z ensures that the following results hold
Plugging the SVD of A into the error in the low-rank approximation
where the last step follows since the Frobenius norm is unitarily invariant. Recall that [21, Proposition 8.4] implies that U H P Q U = P U H Q , and from [21, Proposition 8.5] and (10) follows
Following the steps of [21, Theorem 9 .1] it can be shown that
We also recall from [21, Theorem 9 .1] the following inequality
We can then bound
where the last step follows from (11) and [21, Proposition 8.4] . We can bound
where the second result follows from the sub-multiplicativity of the Frobenius norm, and the last result follows from a simple SVD argument. Together with (12) this gives
Observe that
, and together with some simple norm inequalities, it follows that
Combining this result with (13) gives the desired result.
We are now ready to prove Theorem 2.
Proof of Theorem 2 Apply the same arguments as [21, Theorem 10.5] to Theorem 7.
Remark 1. The estimate in Theorem 2 is sharper than [19, Theorem 5.7 ] when = k + p and p ≥ 2. This implies that the singular value gap is chosen to be between k and k + 1. To see this, we can simplify the bound in Theorem 2 to
The equivalent bound from [19, Theorem 5.7 ] is
where C = ( √ n − k + √ k + p + 7)( 4e √ k+p p+1 ). Since the first terms in both expressions are the same, comparing the second terms we have
This shows that our bound is tighter under these conditions. For any other choice of p and , [19, Theorem 5.7] maybe sharper depending on the singular value decay.
B Proofs of Section 3
We present the following Lemma, which is similar to Parseval's theorem.
Lemma 1. Let A be a real n 1 × n 2 × n 3 tensor. Then Alternatively, from its definition it follows that
Equating appropriate terms gives us the desired result.
We now use this result to prove Theorems 4 and 5.
Proof of Theorem 4 Using Lemma 1 and the linearity of the expectation, we can write
We can bound the individual terms in the summation by applying the result from (2),
Substitute inequality (15) into inequality (14) to obtain
Finally, using Hölder's inequality E A − Q * Q T * A F ≤ E A − Q * Q T * A , from which the desired result follows.
Proof of Theorem 5 Apply the results of Theorem 2 to each frontal slice in (14) and follow the remaining steps of Theorem 4.
We next prove Theorem 6. We will need a result from [19] . .
Plugging this into the above equation gives us
Since Gaussian random matrices are invariant to rotations, W
2 and W (i) 1 will be independent for each i = 1, . . . , n 3 . We can therefore apply Lemma 2 to obtain the desired result. 
