Abstract. We introduce Khovanov homology for ribbon graphs and show that the Khovanov homology of a certain ribbon graph embedded on the Turaev surface of a link is isomorphic to the Khovanov homology of the link (after a grading shift). We also present a spanning quasi-tree model for the Khovanov homology of a ribbon graph.
a ribbon graph G does not have any loops, then the quasi-tree model implies that the reduced Khovanov homology is isomorphic to Z in its minimum nontrivial polynomial grading. Define j min (G) = min{j | i∈Z Kh i,j (G) = 0}. Theorem 1.4. Suppose that G is a ribbon graph with no loops. Then j min (G) = 1 − |V (G)| and A ribbon graph where both G and its dual G * (defined in Section 2) have no loops is called adequate. If a ribbon graph is adequate, then a corollary to Theorem 1.4 states that the Khovanov homology in the maximum polynomial grading is also isomorphic to Z. This corollary is the generalization to ribbon graphs of results by Khovanov [Kho03] and Abe [Abe09] . Define j max (G) = max{j | i∈Z Kh i,j (G) = 0}. 
Corollary 1.5 implies that the homological width of an adequate ribbon graph is determined by its genus (see Corollary 8.2).
This paper is organized as follows. In Section 2, we review basic definitions for ribbon graphs. In Section 3, we define the Khovanov homology of ribbon graphs. In Section 4, we review the construction of Khovanov homology and show if G is the all-A ribbon graph of a diagram of a link L, then Kh(G) ∼ = Kh(L) up to a grading shift. In Section 5, we show how to construct the all-A ribbon graph of a virtual link diagram and prove a generalization of Theorem 1.1 for virtual links whose all-A ribbon graphs are orientable. In Section 6, we define Reidemeister moves for ribbon graphs that generalize the Reidemeister moves for both classical and virtual links. We also show that our Khovanov homology of ribbon graphs is invariant under the ribbon graph Reidemeister moves. In Section 7, we construct the spanning quasi-tree model for Khovanov homology of ribbon graphs. We also show that the gradings in this complex can be express via activity words. In Section 8, we provide several applications of our spanning quasi-tree model. In Section 9, we compute the Khovanov homology of an example ribbon graph.
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Ribbon graphs
In this section, we provide some basic definitions for ribbon graphs. A ribbon subgraph H of a ribbon graph G is a subgraph H of the underlying graph G of G such that the cyclic order of the edges in H around each vertex is inherited from the cyclic order of the edges in G. A ribbon subgraph H of G is spanning if V (H) = V (G).
Recall that a ribbon graph G can be represented by its two-dimensional regular neighborhood Σ G in Σ. There is a natural identification between the faces of G and the boundary components of Σ G , and we will use the notation F (G) to equivalently denote both sets. If the boundary components of Σ G are capped off with disks, then one recovers the surface Σ. In the case where G is the all-A ribbon graph of a link diagram D (defined in Section 4), then Σ is known as the Turaev surface of 
D.
The dual ribbon graph G * is constructed as follows. The vertices of G * are the centers of the faces of G. There is a one-to-one correspondence between the edges of G and G * . Locally, each edge e in G has two (not necessarily distinct) disks attached to it to form Σ. For each edge e in G, there is a dual edge e * in G * such that the endpoints of e * correspond to the two (not necessarily distinct) disks attached along e, and such that e and e * transversely intersect exactly once in Σ. The cyclic order of the edges around each vertex in G * is given by its embedding into Σ. Chmutov [Chm09] and Moffatt [Mof10] provide other notions of duality in ribbon graphs. Compare also with [Kru11] .
Let S(G) be the set of spanning ribbon subgraphs of the ribbon graph G. Fix a bijection S(G) → S(G * ) taking H to H as follows. Suppose that the edges of G are e 1 , . . . , e n and the edges of G are e * 1 , . . . , e * n . Given a spanning ribbon subgraph H of G, define H to be the spanning ribbon subgraph of G * whose edge set is E( H) = {e * i ∈ E(G * ) | e i / ∈ E(H)}. The ribbon graphs H and H can be mutually embedded into Σ (though these embeddings are not necessarily cellular). Let Σ H and Σ H be two-dimensional regular neighborhoods of H and H inside of Σ. By taking suitably sized neighborhoods of H and H one may realize Σ as Σ H ∪ Σ H , which gives a bijection Φ between the boundary components F (H) of H and the boundary components The ribbon graph G is depicted with black vertices and solid edges, while the ribbon graph G * is depicted with white vertices and dashed edges. Right: Ribbon subgraphs H and H of G and G * respectively.
Chmutov [Chm09] introduced a representation of a ribbon graph called an arrow presentation. An arrow presentation is a collection of non-nested circles in the plane together with a collection of oriented, labeled arcs lying on the circles, called marking arrows, such that each label appears on exactly two marking arrows. Two arrow presentations are equivalent if one can be obtained from the other by reversing all arrows on a circle and reversing the cyclic order of the arrows along it, by reversing the orientation of all marking arrows that belong to some subset of the labels, or by changing the labeling set.
A (possibly non-orientable) ribbon graph can be obtained from an arrow presentation by the following process. Consider each circle of the arrow presentation as the boundary of a disk corresponding to a vertex of the ribbon graph. Glue a band to each pair of marking arrows with the same label such that the orientation of the band agrees with the orientation of the marking arrows, as depicted in Once bands are attached to every pair of identically labeled marking arrows, the resulting surface may or may not be orientable. If the resulting surface is orientable, then it is the regular neighborhood of an oriented ribbon graph. We will not consider arrow presentations whose associated ribbon graphs are non-orientable. 
Khovanov homology of ribbon graphs
In this section, we introduce Khovanov homology and reduced Khovanov homology for ribbon graphs. We also prove a result about the Khovanov homology of the dual ribbon graph. The construction closely imitates Khovanov's original categorification of the Jones polynomial [Kho00] (especially as interpreted by Bar-Natan [BN02] and Viro [Vir04] ).
3.1. Khovanov homology for ribbon graphs. In the cube of resolutions complex for the Khovanov homology of links, the vertices in the hypercube correspond to Kauffman states of the link diagram, while in our construction the vertices in the hypercube correspond to subsets of the edge set of the ribbon graph. In both constructions, the Z-modules associated to the vertices and the maps between those Z-modules are defined analogously.
A bigraded Z-module M is a Z-module that has a direct sum decomposition M = i,j∈Z M i,j , where each summand M i,j is said to have bigrading (i, j). Alternatively, one can think of a bigrading on M as an assignment of a bigrading (i, j) to each element in a chosen basis of
Let G be a ribbon graph with edges e 1 , . . . , e n , and let {0, 1} n denote the n-dimensional hypercube. Denote the vertices and edges of {0, 1} n by V(n) and E(n) respectively. A vertex I = (m 1 , . . . , m n ) in the hypercube is an n-tuple of 0's and 1's. There is a directed edge ξ ∈ E(n) from a vertex I = (m 1 , . . . , m n ) to a vertex
The set S(G) of spanning ribbon subgraphs of G is in one-toone correspondence with the vertices of the hypercube V(G). Each vertex I = (m 1 , . . . , m n ) ∈ V(G) is associated to the spanning ribbon subgraph G(I) of G whose edge set is E(G(I)) = {e i |m i = 1}.
There are Z-modules associated to each vertex in V(n) and morphisms associated to each edge in E(n). Let V be the free Z-module with basis elements v + and v − , and suppose that v + has bigrading (0, 1) and v − has bigrading (0, −1). Associate the Z-module V (G(I)) = V ⊗F (G(I)) [h(I)]{h(I)} to each I ∈ V(n). One should view this as associating one tensor factor of V to each boundary component of Σ H . Define CKh(G) to be the direct sum I∈V(n) V (G(I)). The Z-module CKh(G) is bigraded, and we write CKh(G) = i,j CKh i,j (G). The summand CKh i,j (G) is said to have homological grading i and polynomial grading j. It will sometimes be useful to consider all summands of CKh(G) in a particular homological grading without specifying the polynomial grading; therefore, we let CKh i, * (G) = j∈Z CKh i,j (G).
Suppose that there is a directed edge ξ ∈ E(n) from a vertex
The spanning ribbon subgraph G(J) can be obtained from the spanning ribbon subgraph G(I) by adding a single edge. The height of the edge ξ is defined as |ξ| = E(G(I)), which is the height of the vertex from which the edge originates. Each edge in the hypercube has an associated map
Adding the edge e to G(I) either merges two boundary components of Σ G(I) into one boundary component of Σ G(J) or splits one boundary component of Σ G(I) into two boundary components of
) to be the identity on the tensor factors corresponding to boundary components that do not change when adding the edge e. If adding the edge e to G(I) merges two boundary components, then define d ξ to be the map m : V → V ⊗ V on the tensor factors corresponding to merging boundary components, and if adding the edge e to G(I) splits one boundary component into two, then define d ξ to be the map ∆ : V → V ⊗ V on the tensor factor corresponding to the splitting boundary component. Suppose that I 00 , I 10 , I 01 , and I 11 are vertices in V(n) that agree in all but two coordinates k and l, and whose k and l coordinates are given by their subscripts. Let ξ * 0 , ξ 0 * , ξ 1 * , and ξ * 1 be the edges in the hypercube from I 00 to I 10 , from I 00 to I 01 , from I 10 to I 11 , and from I 01 to I 11 respectively. The edge maps around this square commute, that is
In order to ensure that d•d = 0, it is necessary that the edge maps around any square anti-commute. An edge assignment on E(n) is a map ǫ : E(n) → {±1} such that each square in the hypercube has an odd number of edges ξ for which ǫ(ξ) = −1. Given such an edge assignment, we have
Proposition 3.1 below states the choice of edge assignment does not change the isomorphism type of the chain complex. If we wish to highlight the choice of the edge assignment, we denote the complex by (CKh(G), d ǫ ); however we will often hide this choice and denote the complex by only (CKh(G), d) or just CKh(G).
Suppose the edges of G are e 1 , . . . , e n and fix an ordering on the edges where e i < e j if and only if i < j. An edge assignment on E(n) can be constructed as follows. Suppose that ξ is a directed edge from vertex I to vertex J, where I and J differ only at the kth coordinate. Suppose that I = (m 1 , . . . , m n ), and define ǫ(ξ) = (−1) l where l = |{m i |m i = 1 and i < k}|.
The differential d i : CKh i, * (G) → CKh i+1, * (G) is defined by taking the signed sum of the edge
Observe that d i preserves the polynomial grading, and thus
. Since the signed edge maps around any square of the hypercube anticommute, it follows that d • d = 0. The Khovanov homology of the ribbon graph G is defined to be
where
The construction of the chain complex CKh(G) depends on an edge assignment ǫ : E(n) → {±1}. However, using a proof adapted from Ozsváth, Rasmussen, and Szabó [ORS07] , one can show that complexes with different edge assignments are isomorphic.
Proposition 3.1. Let ǫ and ǫ ′ be edge assignments on E(n).
Proof. The hypercube {0, 1} n is a simplicial complex. We consider the edge assignments ǫ and ǫ ′ as 1-cochains in Hom(C 1 , F 2 ) where C 1 is the space of 1-chains and F 2 is the field of two elements. Since both edge assignments assign a −1 to an odd number of edges around each square, it follows that ǫ·ǫ ′ is a 1-cocycle. Because the hypercube is contractible, the product of the edge assignments ǫ·ǫ ′ is the coboundary of a 0-cochain, that is there exists η : V(n) → {±1} such that η(I)η(J) = ǫ(ξ)ǫ ′ (ξ) if ξ is an edge between vertices I and J.
Let
be the map which when restricted to V (G(I)) is multiplication by η(I). Then ψ is an isomorphism from (CKh(G),
3.2. Reduced homology. In the construction of CKh(G), one associates a tensor factor of V to each boundary component of Σ G(I) . Suppose that there is a marked point on the boundary of a vertex of Σ G that misses the bands attached for each edge. Let F (G(I)) denote the set of boundary components of Σ G(I) without marked points. . The edges of the cube are labeled according either m or ∆ corresponding to a merge or a split of boundary components respectively. If the sign of an edge map is negative, then there is a small circle on the tail of the edge.
where the Zv + and Zv − are the two summands of V associated to the boundary component of Σ G(I) that contains the marked point. Define V (G(I)) = (Zv − ⊗ V ⊗ F (G(I)) ){1} where as before, the Zv − corresponds to the boundary component of Σ G(I) that contains the marked point.
Let CKh(G) = I∈V(n) V (G(I)), and define d := d| CKh(G) . Since the range of d is a subset of CKh(G), it follows that ( CKh(G), d) forms a chain complex. The homology of this chain complex Kh(G) is called the reduced Khovanov homology of G.
3.3. Homology of the dual ribbon graph. Throughout this subsection, let G be a ribbon graph and let G * be the dual ribbon graph. In what follows we show that the Khovanov complex of G * is isomorphic to the dual complex of the Khovanov complex of G.
If M is a Z-module, then define the dual of M by M * = Hom(M, Z), and if f : M → N is a Z-module homomorphism, then the dual homomorphism f * :
The dual complex (C * , ∂ * ) is the complex where (C * ) i = (C −i ) * and (∂ * ) i is the dual of ∂ −i−1 . When there is a polynomial grading on C that ∂ preserves (as is the case with the Khovanov homology defined above), define C * to have the opposite polynomial grading, i.e. (C * ) i,j = (C −i,−j ) * .
Proof. We prove the proposition for CKh(G * ); the result for CKh(G * ) is proved similarly. Let { 0, 1} n be an n-dimensional hypercube with vertex set V(n) and edge set E(n). The one-skeleton of the hypercube { 0, 1} n is the same underlying graph as the one-skeleton of {0, 1} n except that the edges in E(n) are in the opposite direction as the edges in E(n). If I = (m 1 , . . . , m n ) is a vertex in V(n), define its dual vertex I = ( m 1 , . . . , m n ) in V(n) to be the vertex where m i + m i ≡ 1 mod 2 for 1 ≤ i ≤ n. The complexes CKh(G) and CKh(G * ) will use the hypercube {0, 1} n , while the complex CKh(G) * will use the dual hypercube { 0, 1} n . First, we show that for each vertex I ∈ V(n), we have a grading preserving isomorphism
Next we show that if ξ is an edge in E(n) from I to J and ξ is the dual edge in E(n) from I to J, then the edge maps
. Finally, we note that an edge assignment for the hypercube {0, 1} n induces an edge assignment for the dual hypercube { 0, 1} n , giving us the desired isomorphism of complexes.
Define a basis {v 
If m * and ∆ * are the dual maps of m and ∆ respectively, then
Let d * ξ be the edge maps in the dual complex defined using m * and ∆ * . Since
gives an edge assignment ǫ : E(n) → {±1} by ǫ( ξ) := ǫ(ξ). Therefore, up to the prescribed grading shift, the complexes (CKh(G * ), d ǫ ) and (CKh(G) * , d * ǫ ) are isomorphic. Proposition 3.1 states that the choice of edge assignment does not change the isomorphism type of the complex, and the result follows.
The following corollary follows from Proposition 3.2 and the relationship between the homology of a complex and the homology of its dual. Corollary 3.3. Let G be a ribbon graph with n edges, and let G * be the dual ribbon graph. There are isomorphisms
The connection to Khovanov homology of links
Every link diagram D has an associated ribbon graph D, called the all-A ribbon graph, whose construction is given in this section. The Khovanov homology of D is isomorphic to the Khovanov homology of the associated link (up to a grading shift). The goal of this section is to establish this isomorphism.
Loebl and Moffatt [LM08] established a similar result for a different homology assigned to ribbon graphs with signed edges. Specifically, one can obtain Khovanov homology from the Loebl and Moffatt homology of the (necessarily planar) signed checkerboard graph of the link. By considering ribbon graphs with arbitrary genus, we are able to eliminate the dependency on signs. An alternate method to construct the all-A ribbon graph uses arrow presentations. This method is useful because it is easily generalized to the virtual link case (see Section 5). Once again, start with a link diagram D and choose the A-resolution for every crossing in A. Instead of replacing each crossing with a trace, we replace the crossing by a pair of marking arrows with the same label. is a collection of (possibly nested) circles in the plane decorated with labeled marking arrows. In order to obtain an arrow presentation, translate any circle that is nested inside another circle until it is no longer nested. An example of this process is shown in Figure 9 . Let I = (m 1 , . . . , m n ) be a vertex such that m k = 1 for some k with 1 ≤ k ≤ n, and let 
is bigraded, and we denote the summand with bigrading (i, j) by CKh i,j (D). As before, it will useful to refer to all summands in a specific homological grading but arbitrary polynomial grading; therefore, we write
Each edge ξ in the hypercube has an associated edge map Suppose that ξ is an edge from the vertex I = (m 1 , . . . , m n ) to the vertex J = (m ′ 1 , . . . , m ′ n ), and let |ξ| = h(I). The coordinates of I and J are the same except at one coordinate, say the kth coordinate. Define (−1) ξ = (−1)
Since the differential preserves the polynomial grading, we can write
proves that Kh(L) is a link invariant. In a manner similar to the construction described in Section 3.2, one can also construct reduced Khovanov homology Kh(L). 
Proof. Lemma 4.1 implies that there is a bijection from the spanning ribbon subgraphs of D and the Kauffman states of D sending D(I) → D(I) such that the number of boundary components of Σ D(I) equals the number of components in D(I). Therefore, for each I ∈ V(n), there is a bigraded isomorphism
Hence, the map ρ = I∈V(n) ρ I is grading preserving isomorphism
If there is an edge in E(n) from I to J and two components of 
Virtual links
A virtual link diagram is a closed one-manifold generically immersed in the plane so that each double point is either a classical crossing or a virtual crossing. Classical crossings are depicted exactly as in classical knot theory, and virtual crossings are depicted by a small circle surrounding the double point. See Figure 8 , the label of the crossing and marking arrows is x). After resolving each crossing, the resulting diagram is a collection of immersed curves c 1 , c 2 , . . . , c k in the plane with marking arrows along the curves. Each immersed curve c i has an associated circle c i in the arrow presentation P (D). Traversing the curve c i (in either direction) gives a cyclic order of the marking arrows along c i . Additionally, the orientation of each marking arrow on c i either agrees or disagrees with the direction c i is traversed. Place marking arrows on the circle c i in P (D) so that the cyclic order of the marking arrows on c i (also in either direction) is the same as the cyclic order of the arrows around c i . Additionally, each marking arrow on c i agrees with the direction that c i is traversed if and only if the corresponding marking arrow on c i agrees with the direction that c i is traversed.
Said more informally, the collection of immersed curves c 1 , . . . , c k can be considered as a virtual link diagram D with only virtual crossings. The arrow presentation P (D) is obtained by transforming D into a k-component unlink using the virtual Reidemeister moves while carrying the marking arrow information in the obvious way. See Figure 14 for an example. Suppose that D is a virtual diagram such that Σ D contains at least two cycles C 1 and C 2 . Let e 1 and e 2 be two edge bands in Σ D such that e 1 is in C 1 but not C 2 and e 2 is in C 2 but not C 1 . Let c 1 and c 2 be the two crossings of D corresponding to e 1 and e 2 , and let D 1 and D 2 be the diagrams obtained by performing an A-resolution at c 1 and c 2 respectively. Suppose that D has n + positive crossings and n − negative crossings. There are grading preserving isomorphisms
and
Proof. The proof of this theorem is identical to the proof of Theorem 1.1.
Reidemeister moves
In this section we define local moves on ribbon graphs that generalize Reidemeister moves on both classical and virtual link diagrams. The main result of this section states that if two ribbon graphs are related by a sequence of these moves, then their Khovanov homologies are isomorphic. The ribbon graph Reidemeister moves are most easily described using arrow presentations. Let G be a ribbon graph with arrow presentation P . • Add an additional circle C to P and add a pair of marking arrows with the same label x to P such that one arrow lies on C and the other arrow lies one of the circles of P .
• Add two adjacent marking arrows with the same orientation and label x to an arc of a circle of P . The first type of Reidemeister I move adds an isolated vertex to G and then connects that isolated vertex to G with a single edge, and the second type of Reidemeister I move adds a loop to a vertex v of G such that the two half-edges of the loop are adjacent in the cyclic order of the half-edges around v.
Reidemeister II: The following move (and its inverse) is called a Reidemeister II move. Suppose that P contains two arcs (segments of the circles of P ) with no marking arrows. Then the two arcs can be replaced as in Figure 17 in such a way that all circles of the resulting arrow presentation are non-nested. Also, two new pairs of marking arrows, labeled x and y, are added to the resulting arrow presentation, as in Figure 17 . If the two arcs in the Reidemeister II move lie on different circles in the arrow presentation P , then the move merges two vertices of G into one. It is possible to transform an oriented ribbon graph into a non-orientable ribbon graph by merging two vertices into one. However, if the arcs lie on the same circle in P , then the move splits a single vertex of G into two.
Reidemeister III: The following move (and its inverse) is called a Reidemeister III move. If three arcs on P have three pairs of marking arrows labeled as in the left side of Figure 18 , then the marking arrows can be changed to the right side of Figure 18 . A ribbon graph Reidemeister move that takes an oriented ribbon graph to another oriented ribbon graph is called an oriented ribbon graph Reidemeister move. The ribbon graph Reidemeister moves generalize Reidemeister moves for classical links and also generalize the virtual Reidemeister moves. It remains to show that each classical and virtual Reidemeister moves on diagrams induce ribbon graph Reidemeister moves. The proof of Proposition 6.2 shows that the classical Reidemeister moves induce ribbon graph Reidemeister moves. The virtual Reidemeister moves labeled IV, V, and VI in Figure 13 involve only virtual crossings, and they do not change the all-A ribbon graph at all. Figure 21 shows that the virtual Reidemeister move labeled VII in Figure 13 does not change the all-A ribbon graph, and hence the result follows. The main result of this section states that oriented ribbon graph Reidemeister moves induce isomorphisms on Khovanov homology. Theorem 6.4. Suppose that G 1 and G 2 are ribbon graphs such that G 1 can be transformed into G 2 by a sequence of oriented ribbon graph Reidemeister moves. Then (up to a grading shift), there are isomorphisms
Proof. The proof of this theorem is identical to Bar-Natan's proof [BN02] of Reidemeister move invariance for Khovanov homology of links. The quasi-isomorphisms between complexes of link diagrams that differ by a single Reidemeister move depend only on the local difference between the state circles in the two different diagrams. Since each ribbon graph Reidemeister move changes the boundary components of the regular neighborhood of the spanning subgraphs in the same way as a Reidemeister move changes the state circles of the Kauffman states, the Bar-Natan quasiisomorphisms between complexes generalize naturally to the ribbon graph setting.
Remark 6.5. The example in Figure 15 implies that oriented ribbon graphs modulo oriented ribbon graph Reidemeister moves are distinct from virtual link diagrams modulo the classical and virtual Reidemeister moves. The ribbon graph in the example can be transformed into the ribbon graph of the standard diagram of the unknot by a Reidemeister II move followed by two Reidemeister I moves. However, the virtual link diagram on the left of Figure 15 is not equivalent to the unknot.
Quasi-tree expansion
In this section, we describe a spanning quasi-tree model for ribbon graph homology. Recall that a spanning quasi-tree H of a connected ribbon graph G is a spanning ribbon subgraph of G such that Σ H has one boundary component.
7.1. Deletion -ribbon contraction decomposition. Let G be a ribbon graph and let e be an edge in E(G). Define G\e to be the ribbon graph with e removed and the cyclic order of all the other edges preserved. Define the ribbon contraction of e, denoted G/e, as follows. If e is not a loop, then G/e is G with the edge e contracted and the cyclic ordering of the edges around each vertex induced from G. If e is a loop incident to the vertex v, then G/e is G with e deleted and the vertex v split into two vertices, with the other edges incident to v as in Figure 22. A loop e in G is separating if G/e has one more component than G; otherwise, e is nonseparating. Suppose that C 0 and C 1 are cochain complexes with differentials d 0 and d 1 respectively, and that w : C 0 → C 1 is a cochain transformation. The mapping cone of w is defined to be the cochain complex C(w) :
Proposition 7.1. Let G be a ribbon graph with an edge e. Then there exists cochain transformations w and w such that CKh(G) is isomorphic to the mapping cone of w : CKh(G\e) → CKh(G/e){1} and CKh(G) is isomorphic to the mapping cone of w : CKh(G\e) → CKh(G/e){1}.
Proof. The spanning ribbon subgraphs of G can be partitioned into two sets: ribbon subgraphs not containing the edge e and ribbon subgraphs containing the edge e. There is a natural identification between the spanning ribbon subgraphs of G\e and the spanning ribbon subgraphs of G not containing the edge e that assigns to a ribbon subgraph H ∈ S(G\e) the spanning ribbon subgraph of G containing the same edges as H. Similarly, there is a natural identification between the spanning ribbon subgraphs of G/e and the spanning ribbon subgraphs of G that assigns to a ribbon subgraph H ∈ S(G/e) the spanning ribbon subgraph of G containing all the edges of H plus the edge e. Together, these identifications define a bijection f : S(G\e) ∪ S(G/e) → S(G).
It is straightforward to check that Σ H and Σ f (H) have the same number of boundary components. Therefore, as modules we have CKh(G) = CKh(G\e) ⊕ CKh(G/e)[1]{1}, where the shift grading occurs because if H ∈ S(G/e), then H has one less edge than f (H).
Let d 0 and d 1 denote the differentials in the complex C(G\e) and C(G/e) respectively. Then d 0 and d 1 can be represented by square matrices (also called d 0 and d 1 ) whose rows and columns are indexed by bases of CKh(G\e) and CKh(G/e) respectively. The differential of C(G) is given by the block matrix
where the first block of rows is indexed by a basis of I∈V(n) V (G(I)) where G(I) does not contain e, the second block of rows is indexed by I∈V(n) V (G(I)) where G(I) contains e, and likewise for the two blocks of columns. The bottom right block is −d 1 instead of d 1 since all edges in the hypercube for G contain one more edge (the edge e) than the corresponding edges in the hypercube of G/e. Therefore CKh(G) is isomorphic to the mapping cone of w. The proof for CKh(G) is similar.
Let G be a connected ribbon graph with edges e 1 , . . . , e n . We construct a binary tree T(G) whose vertices correspond to ribbon graphs recursively constructed from G. By a slight abuse of notation, we label the vertices of T(G) by their associated ribbon graphs. The root of the tree T(G) is G. The depth of a vertex in T(G) is the length of the path from the vertex to the root. Suppose that the ribbon graph H is a vertex of depth k. If the edge e n−k is either a bridge or a separating loop in H, then H has only one child vertex and the ribbon graph assigned to that vertex is also H. If the edge e n−k is neither a bridge nor a separating loop, then H has two children: H \ e n−k and H/e n−k . The leaves of T(G) are those vertices with depth n. Let L(G) denote the set of leaves of T(G). Figure 23 depicts an example of the tree T(G) for the ribbon graph of Figure 1 .
Define a map τ : L(G) → S(G) from the leaves of T(G) to the spanning ribbon subgraphs of G as follows. Suppose L is a leaf of T(G).
Since the codomain of τ is the set of spanning ribbon subgraphs of G, it follows that the ribbon graph τ (L) is determined by its edges. There is a unique path P in T(G) of length n between L and the root G. Let H and H ′ be vertices in P such that the depth of H is k and the depth of H ′ is k + 1. Either the edge e n−k is a bridge or separating loop in H, or H ′ is obtained from H by deleting or ribbon contracting e n−k . The edge e n−k is in τ (L) if and only if either e n−k is a bridge in H or H ′ is obtained from H by ribbon contracting e n−k . The following proposition states that τ is actually a bijection onto the set Q(G) of spanning quasi-trees of G.
Proposition 7.2. Let G be a connected ribbon graph with edges e 1 , . . . , e n . The map τ : L(G) → S(G) is a bijection onto the set Q(G) of spanning quasi-trees of G.
Proof. It is clear from the construction that τ is injective. It remains to show that the image of τ is contained in Q(G) and that τ is a surjection onto Q(G).
Let L be a leaf in T(G). If each edge of τ (L) is ribbon contracted, then the resulting ribbon graph is a single vertex. If H is a connected ribbon graph such that Σ H/e has one boundary component for some edge e, then Σ H also has one boundary component. It follows that τ (L) is a spanning quasi-tree of G, and hence the image of τ is contained in Q(G).
Let T ∈ Q(G) be a spanning quasi-tree of G. By way of induction, if e n is not an edge in T, assume that T is in the image of τ (G \ e n ), and if e n is an edge of T, assume that T/e n is in the image of τ (G/e n ). The edge e n is either a bridge, a separating loop, or neither in G. If e n is a separating loop, then T is a spanning quasi-tree of G \ e n . If e n is a bridge, then T/e n is a spanning quasi-tree of G/e n . Suppose e n is neither a bridge nor a separating loop in G. If e n is an edge in T, then T/e n is a spanning quasi-tree of G/e n , and if e n is not an edge in T, then T is a spanning quasi-tree of G \ e n . Therefore, T is in the image τ (G), and hence τ is a bijection between the leaves of T(G) and the spanning quasi-trees of G. 7.2. Quasi-tree expansion. In this section, we describe a decomposition CKh(G) ∼ = A⊕B where B is a contractible complex and A is a complex generated by the spanning quasi-trees of G. Our approach is a modification of Wehrli's method for proving a similar result in Khovanov homology for links [Weh08] .
A knot diagram that can be transformed into the crossingless diagram of the unknot via a sequence of Reidemeister I moves is called a twisted unknot.
Proposition 7.3. Let L be a leaf in the resolution tree T(G) of a connected ribbon graph G. Then L is the all-A ribbon graph of a twisted unknot.
Proof. Each edge of L is either a bridge or a separating loop. A twisted unknot can be constructed from L as follows. Replace each vertex of L with a circle. Replace each non-loop edge e of L with a blue arc that connects the two circles corresponding to the endpoints of the edge e. The arc should lie in the exterior of the circles. Replace each loop e at a vertex v of L with a red arc whose interior lies inside the circle corresponding to v and whose endpoints lie on the circle corresponding to v. Furthermore, arrange the red and blue arcs so that the cyclic order of the arcs around any circle is the same as the cyclic order of the half edges around the corresponding vertex in L.
Since L is a tree with loops, it follows that the blue arcs can be embedded into the plane so that they are pairwise nonintersecting. The red arcs are also pairwise nonintersecting since they correspond to separating loops.
The diagram of circles and blue and red arcs can be modified to obtained a twisted unknot. Replace each blue arc and neighborhood of the endpoints of the arc in the circles with a crossing whose A-resolution is locally a diagram of a neighborhood of the endpoints of the blue arc in the circles. Similarly, replace each red arc and a neighborhood of its endpoints in the circle with a crossing whose B-resolution results is locally a diagram of a neighborhood of the endpoints of the red arc in the circle. The resulting diagram is a twisted unknot.
Recall that V = Z ⊕ Z where the two summands have bigradings (0, −1) and (0, 1) and V = Z supported in bigrading (0, 0) . One can consider both V and V to be a bigraded cochain complexes with zero differential.
Since each leaf of T(G) is the all-A ribbon graph of a twisted unknot, one can easily compute the Khovanov homology of the leaves. If L is a leaf of T(G), then let Bridge(L) be the number of edges which are bridges in L and let Loop(L) be the number of edges which are loops in L. 
and the complex CKh(L) is isomorphic to a complex
where the complexes B and B are contractible.
Proof. Since L is a leaf of the partial resolution tree, it is the all-A ribbon graph of a twisted unknot T . The Khovanov complex of a twisted unknot CKh(T ) is isomorphic to a contractible complex direct sum with V and the reduced Khovanov complex CKh(T ) is isomorphic to a contractible complex direct sum with
, where B and B are contractible. The result follows from the fact that negative crossings in T correspond to loops in L and positive crossings in T correspond to bridges in L.
Wehrli [Weh08] proves the following lemma Lemma 7.5. Let C 0 and C 1 be two complexes with C i = A i ⊕ B i for complexes A i and B i with B i contractible. Let w : C 0 → C 1 be a grading preserving chain transformation and let w AA : A 0 → A 1 denote w composed with the obvious projection and inclusion. Let A be the mapping cone of w AA , let B be the contractible complex B 0 ⊕ B 1 [1], and let C be the mapping cone of w. Then C is isomorphic to A ⊕ B.
Let Con(L) denote the number of edges that are ribbon contracted from G in order to obtain L. Proposition 7.1, Lemma 7.4 and Lemma 7.5 imply that ribbon graph homology has the following spanning quasi-tree expansion.
Theorem 7.6. Let G be a ribbon graph, and let L(G) be the set of leaves of the resolution tree T(G) of G. There is an isomorphism of complexes CKh(G) ∼ = A ⊕ B, where B is contractible and as a bigraded module, A is given by
Similarly, there is an isomorphism of complexes CKh(G) ∼ = A ⊕ B, where B is contractible and as a bigraded module, A is given by
Theorem 1.2 is a consequence of Theorem 7.6, where the complex C(G) of Theorem 1.2 is the complex A from the previous theorem. The homology of A is Kh(G), and the homology of A is Kh(G). Moreover, the generators of A are in one-to-one correspondence with the spanning quasitrees of G. If T is a spanning quasi-tree whose corresponding leaf in the resolution tree is L, then T may be considered as an element of a basis of A with bigrading (i(T), j(T)) where
Similarly, the generators of A are in two-to-one correspondence with spanning quasi-trees of G. For each spanning quasi-tree T there are two generators T ± of A where the bigrading of T ± is (i(T ± ), j(T ± )) where
7.3. Quasi-tree activities. Tutte [Tut54, Tut04] defined activities for spanning trees of a graph, which can be used to express the Tutte polynomial of that graph. Thistlethwaite [Thi87] used activity words for spanning trees of the checkerboard graph of a link diagram to express the Jones polynomial. Champanerkar and Kofman [CK09] showed that Thistlethwaite's activity words give gradings on a spanning tree complex for Khovanov homology. Champanerkar, Kofman, and Stoltzfus [CKS11] extended the idea of activities to spanning quasi-trees of a ribbon graph and used them to express the Bollobas-Riordan-Tutte polynomial. In this section, we show the gradings of the quasi-tree expansion can be expressed in terms of ribbon graph activity words.
Let G be a ribbon graph. Each spanning quasi-tree T of G has an associated chord diagram C(G, T) constructed as follows. Suppose that the edges of G are e 1 , . . . , e n where e i < e j if and only if i < j. The surface Σ T is a collection of disks, which correspond to the vertices of G, and 2-dimensional one-handles attached to the disks, which correspond to the edges of G. Each onehandle contributes two segments S 0 × [0, 1] to the boundary of Σ T . Label the two points S 0 × { 1 2 } with the label on the corresponding edge of G. Also, label points on the boundary of the disks of Σ T where one-handles would be attached for edges in G but not T by the label on the corresponding edge. Since Σ T is a quasi-tree, it has one boundary component.
The orientation of the boundary of Σ T induces a cyclic ordering of the 2n labeled points on the boundary of Σ T . The chord diagram C(G, T) is formed by taking a circle with 2n marked points, labeling those points according to the cyclic ordering given by the boundary of Σ T , and connecting two marked points if they have the same label. An example of this construction is shown in Figure  25 .
Each edge in G can be described as either internally active, internally inactive, externally active, or externally inactive with respect to T. An edge e i is internal with respect to T if e i ∈ E(T); otherwise, the edge e i is external with respect to T. An edge e i is active with respect to T if the chord c i in C(G, T) corresponding to e i in C does not intersect any chord c j corresponding to the edge e j where e j < e i ; otherwise, the edge e i is inactive with respect to T. Let ia(T) and ea(T) denote the number of internally active and the number of externally active edges in G with respect to T respectively. Let G be the ribbon graph in Figure 7 , and let T 1 , T 2 , and T 3 be its three spanning quasitrees. Figure 25 shows the chord diagrams for each of the spanning quasi-trees. We have ia(T 1 ) = 1, ea(T 1 ) = 0, ia(T 2 ) = 0, ea(T 2 ) = 1, ia(T 3 ) = 2, and ea(T 3 ) = 0.
Proposition 7.7. Let G be a ribbon graph with spanning quasi-tree T and associated chord diagram C(G, T). Let e be an edge of G.
(1) If e is an edge in T, then the chord diagram C(G/e, T/e) can be obtained from C(G, T) by deleting the chord associated to the edge e. (2) If e is an edge in G but not T, then the chord diagram C(G \ e, T) can be obtained from C(G, T) by deleting the chord associated to the edge e.
Proof. Suppose that e is an edge in T. The cyclic order of the labeled points on the boundary of Σ T/e is inherited from the cyclic order of the labeled points on the boundary of Σ T . Now suppose that e is an edge in G but not in T. If one considers T as a spanning quasi-tree of G, then the surface Σ T has 2n labeled points on its boundary, and if one considers T as a spanning quasi-tree of G \ e, then the surface Σ T has 2n − 2 labeled points on its boundary. The labeled points when T is a spanning quasi-tree of G/e are obtained by deleting the 2 labeled points corresponding to e on the boundary of Σ T when T is considered as a spanning quasi-tree of G.
Proposition 7.8. Let T be a spanning quasi-tree of a ribbon graph G. A chord c in C(G, T) does not intersect any other chords if and only if c corresponds to an edge e in G that is either a bridge or a separating loop in G.
Proof. If c corresponds to an edge e that is a bridge in G, then e is an edge of T, and if c corresponds to an edge e that is a separating loop in G, then e is not an edge of T. Suppose that the edges of G are labeled 1, . . . , n, and that the label of the edge e is k. If e is either a bridge or a separating loop in G, then the cyclic order of the labels given by the boundary of Σ T is of the form k, a 1 , . . . , a p , k, b 1 , . . . b q where a i = b j for 1 ≤ i ≤ p and 1 ≤ j ≤ q. Therefore the chord c does not intersect any other chords in C(G, T).
Suppose that c intersects another chord in C(G, T). We will show that the chord c corresponds to an edge e that is not a bridge or separating loop via induction on the number of chords in C(G, T). For the base case, suppose that C(G, T) has 2 chords, i.e. G has 2 edges. Then T is a spanning quasi-tree of one of the five ribbon graphs in Figure 26 , and a straightforward check shows that the result holds. Now suppose that C(G, T) has n chords, where n ≥ 3. Let c ′ be a chord distinct from c that intersects c, and let c ′′ be any chord distinct from c and c ′ . Furthermore, let e ′′ be the edge in G that corresponds to the chord c ′′ . If e ′′ is an edge in T, then the chord diagram of C(G/e ′′ , T/e ′′ ) is obtained from the chord diagram C(G, T) by deleting the chord c ′′ . In this case, the chords c and c ′ still intersect in C(G/e ′′ , T/e ′′ ), and hence the edge e is not a bridge or a separating loop in G/e ′′ . Therefore, e is also not a bridge or a separating loop in G. If e ′′ is not an edge in T, then the chord diagram C(G \ e ′′ , T) is obtained by deleting the chord c ′′ from C(G, T). As in the previous case, the chords c and c ′ intersect in C(G \ e ′′ , T) and hence e is not a bridge or separating loop in G \ e ′′ . Therefore e is not a bridge or separating loop in G.
Theorem 7.9. Let G be a connected ribbon graph with edges e 1 , . . . , e n . There is a complex A(G) whose generators are in one-to-one correspondence with the spanning quasi-trees of G and whose homology is Kh(G). Moreover, the bigrading of each spanning quasi-tree T is (i(T), j(T)) where
Proof. The existence of the complex A(G) is the content of Theorem 7.6. It remains to show that the grading formulas in Equations 7.3 and 7.4 are equivalent to those in Equations 7.1 and 7.2.
We prove that the grading formulas hold in three steps. First we show that if every edge of G is either a bridge or a separating loop, then the grading formulas hold. Next, we show that if an edge e is not in T, then the grading formulas for G \ e imply the grading formulas for G. Finally, we show that if an edge e is in T, then the grading formulas for G/e imply the grading formulas for G.
If an edge e in G is either a bridge or a separating loop in G, then Proposition 7.8 states the corresponding chord in C(G, T) does not intersect any other chord. Suppose that every edge in G is either a bridge or a separating loop. The resolution tree T(G) has only one leaf L = G, and thus only one spanning quasi-tree T. The quasi-tree T consists of all edges of G that are bridges. There are no intersections in the chord diagram C(G, T), and hence every edge is active. Since the bridges of G are internal with respect to T, it follows that ia(T) = Bridge(L) = |V (G)| − 1 and ea(T) = Loop(L). The grading formulas follow from the above equations and the fact that the genus of T is zero.
Suppose that e n is an edge of G that is not a bridge or a separating loop of G. Proposition 7.8 states that the chord c n corresponding to e n intersects another another chord in C(G, T).
Suppose that e n is not an edge of T, and define T ′ to be the spanning quasi-tree of G \ e n with E(T ′ ) = E(T). Let L be the leaf of the resolution tree of G corresponding to T, and let L ′ be the leaf of the resolution tree of G \ e n corresponding to T ′ . Note that L and L ′ are the same ribbon graph. By induction on the number of edges of G that are not bridges or separating loops, we know that
Proposition 7.7 implies that C(G \ e n , T ′ ) can be obtained from C(G, T) by deleting the chord c n . Since c n is the chord with the largest label and it intersects at least one more chord, it is not active. Moreover, the chord c n does not cause any other chord to be inactive. Therefore, ia(T) = ia(T ′ ) and ea(T) = ea(T ′ ). Also, we have that g(T) = g(T ′ ) and |V (G)| = |V (G \ e n )|. Let P be the path in the resolution tree of G from the root to the leaf L, and let P ′ be the path in the resolution tree of G \ e n from the root to L ′ . Since L and L ′ are isomorphic, it follows that Loop(L) = Loop(L ′ ) and Bridge(L) = Bridge(L ′ ). Since P can be obtained from P ′ by adding one edge that corresponds to a deletion, it follows that Con(L) = Con(L ′ ). Therefore, i(T) = i(T ′ ) and j(T) = j(T ′ ), and the result holds for T.
Suppose that e n is an edge of G that is not a bridge or separating loop and that e n is an edge of T. Then T/e n is a spanning quasi-tree of G/e n . Let L be the leaf of the resolution tree of G corresponding to T, and let L ′ be the leaf of the resolution tree of G/e n corresponding to T/e n . As in the previous case, the ribbon graphs L and L ′ are isomorphic. By induction on the number of edges of G that are not bridges or separating loops, we know that
= 2(g(T/e n ) + ea(T/e n ) − ia(T/e n )) + V (G/e n ) − 1.
Proposition 7.7 implies that C(G/e n , T/e n ) can be obtained from C(G, T) by deleting the chord c n . Since c n is the chord with the largest label and it intersects at least one more chord, it is not active. Moreover, the chord c n does not cause any other chord to be inactive. Therefore, ia(T) = ia(T/e n ) and ea(T) = ea(T/e n ). If the edge e n is a loop, then it must be a nonseparating loop, and thus g(T) = g(T/e n ) + 1 and |V (G)| = |V (G/e n )| − 1. If the edge e n is not a loop, then g(T) = g(T/e n ) and |V (G)| = |V (G/e n )| + 1. Let P be the path in the resolution tree of G from the root to the leaf L, and let P ′ be the path in the resolution tree of G/e n from the root to L ′ .
Since L and L ′ are isomorphic, it follows that Loop(L) = Loop(L ′ ) and Bridge(L) = Bridge(L ′ ). Since P can be obtained from P ′ by adding one edge that corresponds to a contraction, it follows that Con(L) = Con(L ′ ) + 1.
Either e n is a loop or e n is not a loop. Suppose e n is a (necessarily nonseparating) loop. Then
Suppose that e n is not a loop. Then
Corollary 7.10. Let D be a diagram of the link L, and let D be the all-A ribbon graph of D. The Jones polynomial of L evaluated at q 2 can be expressed as
where n ± is the number of positive and negative crossings in D respectively. Proof of Theorem 1.3. Let G be a ribbon graph whose edges are numbered 1, . . . , n. The diagonal grading of a generator T in the spanning quasi-tree complex is given by
While the homological and polynomial gradings each depend on the activities of the spanning quasi-tree (and thus on the labeling of the edges of G), the diagonal grading does not. In fact, since 1 2 (|V (G)| − 1) does not depend on T, the difference between the diagonal gradings of any two spanning quasi-trees depends only on the difference of their genera. The result follows from the fact that any ribbon graph G contains a spanning quasi-tree of genus zero and a spanning quasi-tree of genus g(G).
8.2.
Ribbon graphs with no loops. Throughout this section, suppose G is a ribbon graph with no loops. If, in addition to having no loops, the dual ribbon graph G * has no loops, then G is called adequate. If D is adequate and the all-A ribbon graph of some link diagram of the link L, then L is said to be adequate. Khovanov [Kho03] proves that the summands of the Khovanov homology of an adequate link in the maximal and minimal polynomial gradings are each isomorphic to Z. Abe [Abe09] proves that if a link is adequate, then its Turaev genus is its homological width plus one. Theorem 1.4 and Corollary 1.5 are ribbon graph analogs of Khovanov's result for adequate links, and Corollary 8.2 is the ribbon graph version of Abe's result.
Lemma 8.1. Let G be a ribbon graph with no loops, and let T be a spanning quasi-tree of G with g(T) > 0. For any ordering of the edges of G, there are at least g(T) + 1 internally inactive edges with respect to T.
Proof. Since g(T) > 0 and G has no loops, T has a ribbon subgraph of one of the two following forms. The first type of ribbon subgraph contains at least two vertices u and v and three disjoint paths P 1 , P 2 and P 3 from u to v such that the cyclic order of the paths at each both u and v is (P 1 , P 2 , P 3 ) as in Figure 27 . If P 1 , P 2 , and P 3 contain k, l, and m edges respectively, then the chord diagram C(G, T) contains the configuration on the right of Figure 27 .
The second type of ribbon subgraph consists of a vertex v and two disjoint cycles C 1 and C 2 containing v. The cyclic order of the cycles at the vertex v is (C 1 , C 2 , C 1 , C 2 ) as depicted on the in Figure 28 . If C 1 contains k edges and C 2 contains l edges, then the chord diagram C(G, T) contains the configuration on the right of Figure 28 . Since G has no loops, both k and l are at least two.
We will prove a slightly stronger result than stated via induction on the genus of T. Let C int (G, T) be the chord diagram obtained by deleting all chords that are external with respect to T. We show there are at least g(T) + 1 internally inactive edges in C int (G, T). Since adding the external edges back can only possibly increase the number of internally inactive edges, the result follows. If g(T) = 1, then C int (G, T) contains a configuration as in either Figure 27 or Figure 28 . In either case, there are at least two chords which must intersect lower numbered chords. Hence there are at least two internally inactive edges with respect to T.
Suppose that g(T) > 1. Since g(T) > 0, there exists two chords c 1 and c 2 in C(G, T) that are internal and intersect. Since they intersect, at least one of c 1 and c 2 is internally inactive with respect to T. If c 1 and c 2 correspond to edges e 1 and e 2 respectively, there is a spanning quasi-tree T ′ of G with E(T ′ ) = E(T) \ {e 1 , e 2 }. The chords c 1 and c 2 intersect in C(G, T ′ ) except now they are external with respect to T ′ .
The endpoints of the chords c 1 and c 2 partition the circle in the chord diagram C(G, T ′ ) into four arcs. Label the endpoints of the other chords in Figure  29 . Surgery may be performed along c 1 and c 2 in C(G, T ′ ) by replacing the chords with bands and labeling opposing midpoints of each band by the original label of the chord. The resulting diagram has one component that can be deformed into a round circle, producing the chord diagram C(G, T). This process is depicted in Figure 29 .
Two chords different from c 1 and c 2 intersect in C(G, T ′ ) if and only if they also intersect in C(G, T). By way of induction, there are at least g(T ′ ) + 1 = g(T) internally inactive edges in C int (G, T ′ ). Those chords are also internally inactive in C int (G, T). Since at least one of c 1 and c 2 must also be internally inactive in C int (G, T), it follows that there are at least g(T) + 1 internally inactive edges in C int (G, T).
Proof of Theorem 1.4. Let T be a spanning quasi-tree of G such that g(T) = 0. Hence the underlying graph T of T is a spanning tree of the underlying graph G of G. We prove that there exists Arbitrarily label the edges of T by 1, . . . , k and the edges of G not in T by k + 1, . . . , n. Since g(T) = 0, the chords corresponding to the edges of T do not intersect one another. Thus every edge in T is internally active, and ia(T) = |E(T)| = |V (G)| − 1. Let c be a chord corresponding an edge e in G but not in T. Since G is loopless, the endpoints of the edge e are two distinct vertices u and v in V (G). Since T is a spanning tree of G, there is a unique path γ from u to v in T . The chord c intersects each of the chords corresponding to the edges of γ, and hence c is not externally active. Therefore ea(T) = 0, and thus i(T) = 0 and j(T) = 1 − |V (G)|.
We prove that there does not exist a spanning quasi-tree T ′ distinct from T such that j(T ′ ) ≤ 1 − |V (G)| in two steps: first we show that no such genus zero quasi-tree can exist, and then we show it for quasi-trees with positive genus.
Suppose that T ′ is a quasi-tree which is distinct from T and such that g(T ′ ) = 0. The least possible j-grading occurs when ea(T ′ ) = 0 and ia(T ′ ) = |E(T)|. Therefore, if T ′ contains an internally inactive edge, then j(T) > 1 − |V (G)|. Since T and T ′ are distinct, there is a cycle C in G whose edge set is a subset of E(T) ∪ E(T ′ ). Also, there exist edges e and e ′ in the edge set of C, such that e ∈ E(T), e / ∈ E(T ′ ), e ′ ∈ E(T ′ ), and e ′ / ∈ E(T). The chords c and c ′ corresponding to the edges e and e ′ intersect in C(G, T ′ ). Therefore c ′ is not internally active.
Suppose that T ′ is a spanning quasi-tree of G of positive genus. Lemma 8.1 states that there are at least g(T ′ ) + 1 internally inactive edges in C(G, T). An Euler characteristic argument implies that 2g(
Therefore j(T ′ ) > 1 − |V (G)|, and the result follows.
For another result about the form of Khovanov homology in its extremal gradings see Todd [Tod09] .
Proof of Corollary 1.5. Since G is adequate, neither G nor G * have loops. Corollary 3.3 implies
The result follows from Theorem 1.4 and Corollary 3.3.
Abe [Abe09] proves that if a link is adequate, then the upper bound on its homological width coming from Khovanov homology is tight. We generalize that result to ribbon graphs in the following corollary. 
Therefore hw( Kh(G)) ≥ g(G) + 1. Since Theorem 1.3 states that hw( Kh(G)) ≤ g(G) + 1, the desired equality follows.
8.3. Bounds on gradings. Let G be a ribbon graph possibly with loops, and let i min (G), i max (G), j min (G), and j max (G) be the minimum and maximum homological and polynomial gradings of Kh(G) respectively. From the cube of resolutions complex for Kh(G) it is clear that i min (G) ≥ 0 and i max (G) ≤ |E(G)|, and thus i max (G) − i min (G) ≤ |E(G)|. The relationship between the maximum and minimum polynomial gradings is captured in the following proposition. Proposition 8.3. Let G be a ribbon graph, and let j min (G) and j max (G) be the minimum and maximum polynomial gradings where Kh(G) is nontrivial. Then
Moreover, if G is adequate, then
Proof. 
|E(G)| g(G)
Figure 30: For a ribbon graph G, the reduced Khovanov homology Kh(G) can only be nontrivial within the shaded region.
An example
In this section, we compute Kh(G) and Kh(G) for a ribbon graph G. We first compute Kh(G) via the cube of resolutions complex. Although Kh(G) can also be computed from the cube of resolutions complex, we instead compute Kh(G) via the spanning quasi-tree model, which is possible because the differential in the spanning quasi-tree complex is zero for grading reasons. The ribbon graph G in Figure 31 is not the all-A ribbon graph of any classical link diagram. In order for a ribbon graph to be the all-A ribbon graph of some classical link diagram, there must be a realization of G in the form of the middle diagram of Figure 7 where the vertices of G are simple closed curves in the plane and the edges of G are nonintersecting curves with endpoints on the simple closed curves. The ribbon graph in Figure 31 has no such depiction. However, this ribbon graph is represented arrow presentation in Figure 14 and hence is the all-A ribbon graph of the virtual link diagram in Figure 14. 9.1. Computing Kh(G). Since V (G(I)) = V or V ⊗2 for each I ∈ V(3), each of our edge maps will either be m or ∆ (without tensoring with the identity on other factors of V ). Before we begin the computation, set the notation for CKh 1, * (G) and CKh 2, * (G) by so that the order of the terms in the direct sum are ordered from top to bottom as they appear in Figure 32 . Note that any subgroup CKh i,j (G) of CKh i, * (G) will share this order of its summands.
We proceed by computing the complexes for each nontrivial polynomial grading. The Z-module CKh 0,−1 (G) has basis {v − } and the Z-module CKh Table 1 shows the results of our calculation. The rows correspond to polynomial grading, and the columns correspond to the homological grading. If an entry is left blank, then that summand is trivial. The Khovanov homology of this ribbon graph does not contain any torsion. Asaeda and Przytycki [AP04] proved a conjecture of Shumakovitch which states the all nonsplit alternating links except the unknot, the Hopf link, and connected sums of Hopf links contain torsion of order two. In the language of ribbon graphs, Asaeda and Przytycki's theorem says that all connected, genus zero ribbon graphs without loops or vertices of degree one except the graph consisting of a single vertex and arbitrary 1-sums of the graph with two vertices and two parallel edges between them contains two torsion. Recently, Shumakovitch [Shu04] proved that nonsplit alternating links do not have torsion of odd order, and conjectured that Asaeda's and Prztycki's result should extend to nonalternating links as well. Our example indicates that examining the torsion for non-planar ribbon graphs could be an interesting question.
Computing Kh(G).
Instead of marking a point on the boundary of each Σ G(I) and computing the subcomplex of the cube of resolutions complex, we examine the spanning quasi-tree complex and see that the differential must be zero. Let T 1 , T 2 , T 3 , and T 4 be the four spanning quasi-trees depicted in Figure 33 . After constructing chord diagrams from each spanning quasi-tree (as in
Figure 33: The four spanning quasi-trees of G.
Subsection 7.3), one can compute the number of internally active and externally active edges in T k for each spanning quasi-tree using the edge ordering given in Figure 31 . From this information, the homological and polynomial grading of each spanning quasi-tree can be computed. Table 2 shows the genus, activity information, and gradings of each of the four spanning quasi-trees. 0  0  1  1  2  2  1  1  0  1  0  3  1  1  0  1  0  4  1  0  1  3  4  Table 2 . The activities and bigrading for each of the four spanning quasi-trees of G.
As Table 2 indicates, there does not exist two spanning quasi-tree T k and T l with j(T k ) = j(T l ) and i(T k ) = i(T l ) − 1. Therefore, the differential of the reduced Khovanov complex (for any choice of basepoint) must be zero, and the reduced Khovanov homology of G has a summand of Z corresponding to each spanning tree. Table 3 shows the reduced Khovanov homology of G. Table 3 . The reduced Khovanov homology Kh(G) of the ribbon graph G from Figure 31 .
