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En esta tesis nos enfocamos en el estudio de cuatro variaciones del Problema de Do-
minación y Separación en grafos: los problemas de código de identificación, localización-
dominación, localización-dominación abierta y localización-dominación total en grafos.
Estos problemas han sido desarrollados y estudiados activamente durante las últimas
décadas. Entre los desaf́ıos relacionados con ellos nos proponemos determinar y/o aproxi-
mar el cardinal del mı́nimo código de identificación, conjunto de localización-dominación,
conjunto de localización-dominación abierta o conjunto de localización-dominación total pa-
ra diferentes clases de grafos. Es sabido que responder estas preguntas es de interés tanto
teórico como práctico. La relevancia de estos problemas se debe a que modelan situacio-
nes reales provenientes de variadas disciplinas, como por ejemplo el análisis de dispersión
de enfermedades, detección de fallas en redes de comunicación y ubicación de alarmas de
incendio o detectores de movimiento en establecimientos, edificios, viviendas, instalaciones,
etc. Esta importancia práctica hace necesario el desarrollo de algoritmos exactos capaces de
resolver instancias provenientes de aplicaciones del mundo real en tiempos computacionales
razonables. Una manera a menudo exitosa de resolver esta clase de problemas, es a través
de modelos de programación lineal entera sobre los cuales se realiza un estudio poliedral del
espacio de soluciones. También aplicamos este abordaje para encontrar valores exactos del
mı́nimo conjunto en cuestión, o estimaciones de estos parámetros para varias clases de grafos.
Por otra parte, utilizamos la teoŕıa de grafos para la obtención de los parámetros menciona-
dos en ciertas familias de grafos. Finalmente, presentamos algoritmos que en tiempo lineal,
resuelven los problemas de determinar la cardinalidad del mı́nimo código de identificación,
conjunto de localización-dominación, conjunto de localización-dominación abierta y conjunto




Antecedentes y estado actual del tema
El Problema del Conjunto Dominante en grafos, introducido por Berge [7] en 1962, es un
problema clásico dentro del área de Optimización Combinatoria que ha sido muy investigado
desde el punto de vista teórico y algoŕıtmico (ver [8, 9, 12, 13, 14, 18, 21, 25, 31, 34]).
Dado un grafo G = (V,E) donde V es el conjunto de sus vértices y E es el conjunto
de sus aristas, un conjunto dominante en G es un subconjunto de vértices D ⊆ V de modo
tal que cada vértice en V − D es adyacente a un vértice en D. El Problema del Conjunto
Dominante en G consiste en encontrar un conjunto dominante de cardinalidad mı́nima.
Existen numerosos problemas provenientes del mundo real que pueden modelarse median-
te el problema del conjunto dominante en ciertos grafos. Entre éstos podemos mencionar,
por ejemplo, la detección de incendios en un edificio. Supongamos que V = {1, . . . , n} es un
conjunto de departamentos en un cierto edificio donde es posibles ubicar alarmas detectoras
de incendio. Una alarma colocada en el departamento j puede proteger el departamento en
el cual está ubicada y los departamentos vecinos que se encuentran a menos de 3 metros
de distancia. Llamemos Nj al conjunto de departamentos que pueden ser protegidos desde
j. Supongamos además que el costo de instalar una alarma es el mismo para todo depar-
tamento. Entonces, el problema de elegir un conjunto de departamentos para instalar las
alarmas de manera tal que todo el edificio esté protegido, es un problema de dominación en
un grafo en donde V representa los departamentos del edificio y el conjunto E está dado por
las vecindades Nj para cada j ∈ V .
Algunas variantes del problema de determinar el mı́nimo conjunto dominante en un
grafo G, son los problemas de determinar el mı́nimo código de identificación, el mı́nimo
conjunto de localización-dominación, el mı́nimo conjunto de localización-dominación abierta
y el mı́nimo conjunto de localización-dominación total en G. Estos cuatro problemas se
conocen en la literatura espećıfica con sus nombres en inglés Identifying Code Problem (ID),
Locating-Dominating Problem (LD), Open Locating-Dominating Problem (OLD) y Locating
Total-Dominating Problem (LTD) respectivamente; y se han estudiado activamente durante
la última década, ver por ejemplo, la bibliograf́ıa dada por [35].
El concepto de código de identificación fue introducido en [34]. Determinar el mı́nimo
código de identificación en un grafo G es en general NP-hard [14] e incluso sigue siendo dif́ıcil
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para varias clases de grafos donde otros problemas dif́ıciles de optimización combinatoria son
fáciles de resolver. Este es el caso de los grafos bipartitos [14] y dos clases de grafos cordales:
los grafos splits y los grafos de intervalos [22]. Se han encontrado fórmulas cerradas que
calculan el valor del mı́nimo código de identificación para algunas familias de grafos, como
por ejemplo, los caminos y los ciclos [9], las estrellas [24] y algunas subclases de grafos splits
[3]. Además, se obtuvo un algoritmo para determinar un mı́nimo código de identificación en
tiempo lineal en árboles [5].
La definición de un conjunto de localización-dominación se introduce en [46]. Determinar
el cardinal del mı́nimo conjunto de localización-dominación en un grafo G es NP-hard [14],
incluso en grafos bipartitos [14]. Este resultado se extiende a los grafos discos unitarios
planares bipartitos en [37].
También se conocen fórmulas para el cálculo del tamaño de un mı́nimo conjunto de
localización-dominación para ciertas clases de grafos como los caminos [46], los ciclos [9], las
estrellas, los multipartitos completos y los soles delgados [4]. Además, en [45] se obtuvo un
algorimto que en tiempo lineal calcula el tamaño de un mı́nimo conjunto de localización-
dominación en árboles.
Los conjuntos de localización-dominación abierta se definen en [44]. Al igual que en
los casos anteriores, determinar el cardinal del mı́nimo conjunto de localización-dominación
abierta en un grafo G es NP-hard [44] en varias familias de grafos como los grafos APX-
completos, grafos cordales con grado máximo 4 entre otros (ver [40]). Se conocen fórmulas
exactas para el cálculo del cardinal del mı́nimo conjunto de localización-dominación abierta
en cliques y caminos [44].
El concepto de conjunto de localización-dominación total fue introducido en [27]. Con
respecto a este problema, observamos a partir de [44] que es tan dif́ıcil de resolver como el
problema de localización-dominación abierta en un grafo cualquiera. Se han obtenido cotas
para el cardinal del mı́nimo conjunto de localización-dominación total en árboles [27, 29].
Además, en [29] se estudió el cardinal del mı́nimo conjunto de localización-dominación total
en grafos cúbicos y grafos grilla.
Es importante destacar que la existencia de un algoritmo que en tiempo polinomial re-
suelva cualquiera de estos cuatro problemas para ciertas familias de grafos, sigue del famoso
meta teorema de Courcelle et al. [20], que establece que cualquier problema de optimización
P que pueda expresarse en lógica monádica de segundo orden (MSOL) puede resolverse en
tiempo polinomial para familias de grafos con clique-width acotado por una constante q.
Más aún, si la q-expresión se encuentra en tiempo lineal, P se resuelve en tiempo lineal
para esas familia de grafos. En efecto, una fórmula MSOL para el problema de código de
identificación aparece en [36] y puede ser fácilmente adaptable para los problemas de lo-
calización-dominación, localización-dominación abierta y localización-dominación total. Sin
embargo, obtener algorimos expĺıcitos para tales problemas es interesante como se puede ver
en la bibliograf́ıa en el caso de árboles [5, 45] o cografos [23].
El problema de determinar el tamaño del mı́nimo conjunto ID, conjunto LD, conjunto
OLD o conjunto LTD en un grafo, tanto como el problema de encontrar cotas de estos
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números, pueden abordarse de distintas formas. Una de ellas es estudiar estos problemas
desde el punto de vista poliedral. Otra forma es a través del análisis de la estructura combi-
natoria de los grafos en cuestión y una tercer alternativa, es la formulación de algoritmos que
resuelvan los problemas en tiempos computacionales razonables. En esta tesis abordamos los
tres enfoques en diferentes clases de grafos.
Objetivos y resultados obtenidos
El objetivo de esta tesis es avanzar en el estudio de los cuatro ploblemas de dominación
antes mencionados, encontrar el mı́nimo ID, mı́nimo conjunto LD, mı́nimo conjunto OLD
y mı́nimo conjunto LTD en clases particulares de grafos, o estimar cotas para los mismos.
En el Caṕıtulo 1 presentamos las definiciones y los resultados previos para la comprensión
de este trabajo. En el Caṕıtulo 2, conseguimos los poliedros asociados a los 4 problemas en
los grafos estrellas, p-partitos completos y coronas generalizadas. Además obtenemos todas
las facetas con coeficientes 0, 1, 2 del los poliedros asociados a los problemas ID,LD,OLD
en caminos y ciclos y describimos el poliedro correspondiente al problema LTD para dichos
grafos. En el Caṕıtulo 3, estudiamos el cardinal del mı́nimo conjunto ID,LD,OLD,LTD
para los soles completos y los co-soles. En ciertos casos, y a través de la estructura combi-
natoria de tales grafos, pudimos obtener cotas o el valor exacto de estos números. También,
analizamos la variación de los distintos parámetros a través de ciertas operaciones en grafos.
En el Caṕıtulo 4, estudiamos el problema de determinar el cardinal del mı́nimo conjunto
ID,LD,OLD,LTD en grafos block, a partir de la formulación de algoritmos que resuel-
ven estos problemas en tiempo lineal, los grafos block tienen clique-width a lo sumo 6 [33].
Finalmente, presentamos las conclusiones y ĺıneas abiertas de investigación.
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workshop argentino de programación entera y mixta - MIP@AR, Buenos Aires, Argen-
tina (2016).
Y. Lucarini, Polyhedra associated with identifying codes in graphs, São Paulo School
of Advanced Science on Algorithms, Combinatorics and Optimization - SPSAS-ACO,
San Pablo, Brasil (2016).
G. Argiroffo, S. Bianchi, Y. Lucarini, El poliedro de códigos de identificación en familias
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3.1.1. Número de código de identificación . . . . . . . . . . . . . . . . . . . 45
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En este caṕıtulo presentamos las definiciones y resultados previos necesarios para la com-
prensión de este trabajo. En particular, definimos los cuatro problemas que serán estudiados
en esta tesis.
2
1.1. LOS CUATRO PROBLEMAS DE DOMINACIÓN Y SEPARACIÓN
1.1. Los cuatro problemas de dominación y separación
Sea G = (V,E) un grafo donde V es el conjunto de vértices y E es el conjunto de aristas.
La vecindad abierta de un vértice u ∈ V es el conjunto de todos los vértices de G adyacentes
(o vecinos) a u y la denotamos N(u), N [u] = {u} ∪ N(u) es la vecindad cerrada de u. Un
subconjunto C ⊆ V es un conjunto dominante (resp. totalmente-dominante) si N [i] ∩ C
(resp. N(i) ∩ C) es no vaćıo para todo i ∈ V . Se dice también que el conjunto C domina
(resp. domina-totalmente) a V .
Por otro lado, un subconjunto C ⊆ V separa (resp. separa-totalmente) dos vértices
i, j ∈ V si N [i] ∩ C 6= N [j] ∩ C (resp. N(i) ∩ C 6= N(j) ∩ C).
Notamos con el śımbolo 4 a la operación de diferencia simétrica entre conjuntos, es decir
A4B = (A ∪B)− (A ∩B). Aśı resulta que C separa (resp. separa-totalmente) dos vértices
i, j ∈ V si (N [i]4N [j]) ∩ C es no vaćıo (resp. (N(i)4N(j)) ∩ C es no vaćıo).
A continuación presentamos los conceptos de código de identificación, conjunto de loca-
lización-dominación, localización-dominación abierta y localización-dominación total intro-
ducidos en [34], [46], [44] y [27] respectivamente.
Un conjunto C ⊆ V satisface la propiedad de:
código de identificación (ID) si C domina y separa todos los vértices de V .
localización-dominación (LD) si C domina todos los vértices de V y separa-totalmente
todos los vértices de V − C.
localización-dominación abierta (OLD) si C domina-totalmente y separa-totalmente
todos los vértices de V .
localización-dominación total (LTD) si C domina-totalmente todos los vértices de V
y separa-totalmente todos los vértices de V − C.
Notación 1.1 Sea X ∈ {ID,LD,OLD,LTD}, si C es un conjunto en V que satisface la
propiedad X decimos que C es un X-conjunto.
La Figura 1.1 ilustra los cuatro conjuntos definidos anteriormente con mı́nima cardinali-
dad en un grafo particular.
Es inmediato observar que un grafo G admite un ID-conjunto, si no existen true twins
en G, es decir, no existe ningún par de vértices distintos i, j ∈ V tal que N [i] = N [j]. En este
caso se dice que G es identificable. Análogamente, un grafo G sin vértices aislados admite
un OLD-conjunto si no existen false twins en G, esto es, no existe ningún par de vértices
distintos i, j ∈ V tal que N(i) = N(j).
Dado un grafo G, para X ∈ {ID,LD,OLD,LTD}, definimos el X-problema en G como
el problema de encontrar un X-conjunto de tamaño mı́nimo en G. El tamaño de tal conjunto
3
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Figura 1.1: Un grafo donde los vértices en negro forman un mı́nimo conjunto (a) ID, (b) LD,
(c) OLD y (d) LTD.
es llamado X-número de G y se denota por γX(G). A partir de las definiciones sigue que son
válidas las siguientes relaciones para todo grafo G que admita un X-conjunto:
γLD(G) ≤ γLTD(G) ≤ γOLD(G), (1.1)
y
γLD(G) ≤ γID(G).
Notemos que γID(G) y γOLD(G) no son comparables.
Figura 1.2: γID(G) y γOLD(G)
En efecto, como se observa en los grafos de la Figura 1.2, si G = P4 entonces γID(G) = 3 <
4 = γOLD(G). Sin embargo si G es el grafo en (c) y (d) resulta γID(G) = 4 > 3 = γOLD(G).
1.2. Grafos
Un camino es un grafo G = (V,E) cuyos vértices en V pueden ser ordenados en una
lista de modo tal que dos vértices son adyacentes si y solo si son consecutivos en la lista.
4
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Por lo general si G es un camino se lo nota como Pn donde n = |V |. Un ciclo es un grafo
G = (V,E) que satisface la condición |V | = |E| y los vértices en V pueden disponerse
alrededor de un ćırculo de modo tal que dos vértices son adyacentes si y solo si aparecen
en forma consecutiva alrededor del ćırculo. Llamamos al ciclo de n vértice como Cn. Dado
G = (V,E) la distancia entre dos vértices i, j ∈ V , denotada por dist(i, j), es la longitud
del camino más corto en G que une i con j. Decimos que i ∈ V es un vértice pendiente
de G si i tiene un único vecino j ∈ V . Un conjunto estable en un grafo es un conjunto de
vértices mutuamente no adyacentes. Un conjunto de vértices en un grafo es una clique si su
complemento es un conjunto estable. Un grafo se dice completo si sus vértices forman una
clique. Notamos Kn al grafo completo de n vértices.
Un sol es un grafo cuyo conjunto de vértices se puede particionar en dos subconjuntos
disjuntos C y S, donde S = {s1, . . . , sn} es un conjunto estable y C = {c1, . . . , cn} induce
ciclo en el grafo, no necesariamente sin cuerdas. Si C es una clique y si es adyacente a
exactamente los vértices ci y ci+1 para i ∈ {1, . . . , n} (donde cn+1 = c1), tenemos el grafo
sol completo que denotamos por Sn. El complemento del sol completo, denotado por Sn, es
llamado co-sol.




cada Ui induce un conjunto estable no vaćıo en Kn1,...,np . Si además todos los vértices de los
conjuntos Ui y Uj con i 6= j son adyacentes, Kn1,...,np es llamado p-partito completo.
Un grafo block es un grafo cuyas componentes biconexas son cliques.
En esta tesis utilizaremos las operaciones de grafos que se definen a continuación.
El agregado de un vértice universal a un grafo dado: Sea G = (V,E) un grafo tal que
V = {1, . . . , n} y 0 /∈ V . Definimos el grafo obtenido al agregar el vértice universal 0 a G








= V ∪ {0} y E ′ = E ∪ {0i : i ∈ V }. Si aplicamos esta
operación a Pn obtenemos el grafo conocido como grafo fan de n + 1 vértices y denotado
por Fn. Cuando aplicamos la misma operación a Cn obtenemos el grafo conocido como grafo
wheel de n+ 1 vértices, denotado por Wn.
El cuadrado de un grafo: Dado un grafo G = (V,E), denotamos por G2 = (V,E
′
) el
cuadrado del grafo G donde E
′
= E ∪ {ij : dist(i, j) = 2}.
La k-corona generalizada de un grafo: Dado un grafo G = (V,E) y k ∈ N|V |, denotamos
por Gk la k-corona generalizada de G obtenida al añadir a cada i ∈ V , ki vértices pendientes.
Una generalización del concepto de grafo es el hipergrafo,H = (V, E) donde V un conjunto
de vértices y E es una familia de subconjuntos de V . Los elementos de E se llaman hiperaristas.
Consideramos n > q ≥ 2. Sea Rqn = (V, E) un hipergrafo donde V = {1, . . . , n} y E





Hemos mencionado que, para X ∈ {ID,LD,OLD,LTD}, determinar el número γX es
en general dif́ıcil (ver [14, 44]). Como los métodos polidrales ya han demostrado ser exitosos
para varios problemas de optimización combinatoria NP-hard, uno de nuestros objetivos es
aplicar tales técnicas a cada X-problema.
1.3.1. Poliedros
Un conjunto T es convexo si, cualesquiera sean x1, x2 ∈ T y λ ∈ [0, 1], resulta que
λx1 + (1− λ)x2 ∈ T .
Dado un conjunto S ⊆ Rn, un punto x ∈ Rn es un combinación convexa de puntos
de S si, existe un conjunto finito de puntos {xi}li=1 en S y λ ∈ Rl+ con
l∑
i=1




λixi. La cápsula convexa de S ⊆ Rn, denotada por conv(S), es el conjunto de
todos los puntos que son combinación convexa de puntos de S. Si S es un conjunto convexo,
entonces S = conv(S).
Un poliedro P ⊆ Rn es el conjunto de todos los puntos que satisfacen un número finito
de desigualdades lineales, es decir, P = {x ∈ Rn : Mx ≤ b} donde (M, b) es una matriz
m× (n+ 1). Claramente, todo poliedro es convexo. Por otra parte, si S ⊆ Rn finito, conv(S)
es un poliedro (ver [48]).
Un conjunto {x0, . . . , xm} ⊆ Rn es af́ınmente independiente si el conjunto {x1 − x0, . . . ,
xm − x0} es linealmente independiente. Se puede probar fácilmente que si un conjunto
{x0, . . . , xm} ⊆ Rn es linealmente independiente entonces es af́ınmente independiente.
La dimensión de un poliedro P , denotada por dim(P ), es el número r si la cantidad
máxima de puntos de P af́ınmente independientes es r+1. Si P = ∅, se dice que dim(P ) = −1.
Un poliedro P ⊆ Rn es de dimensión completa si dim(P ) = n.
Si α ∈ Rn y β ∈ R la desigualdad αx ≤ β es una desigualdad válida para un convexo T
si es satisfecha por todos los punto de T .
Una cara del poliedro P es un conjunto de puntos de P que satisfacen por igualdad
alguna desigualdad válida para P . Se dice que tal desigualdad define la cara. El conjunto
vaćıo es una cara de cualquier poliedro. La dimensión de la cara está dada por la dimensión
del poliedro que ella define. Una cara F de P es una faceta de P si dim(F ) = dim(P ) − 1.
Si dim(F ) = 0 entonces la cara es llamado punto extremo de P .
En general, si M es una matriz de entradas 0, 1 y tamaño m×n, el poliedro de cubrimiento
asociado a M es
Q∗(M) = conv
{
x ∈ Zn+ : Mx ≥ 1
}
y su relajación lineal es
Q(M) =
{





Un cubrimiento de M es un vector x ∈ {0, 1}n tal que Mx ≥ 1. El número de cubrimiento
de M , denotado por τ(M) se consigue a través de mı́n 1Tx, x ∈ Q∗(M).
Dados dos vectores x, y ∈ Rn, decimos que x ≤ y si xi ≤ yi para todo i ∈ {1, . . . , n}. Si
x, y ∈ {0, 1}n son dos filas de M y x ≤ y, decimos que y es redundante o que y está dominada
por x.
Un cubrimiento x de M es minimal si no existe otro cubrimiento y de M tal que y ≤ x.
Dada la matriz M y dado j ∈ {1, . . . , n}, introducimos dos operaciones sobre la matriz M :
la contracción de j y el borrado de j. La contracción de j denotada por M/j, es la eliminación
de la columna j de la matriz M aśı como también de las filas redundantes resultantes y, por
lo tanto, esto corresponde a considerar xj = 0 en las restricciones Mx ≥ 1. El borrado de j,
denotado por M \ j es la eliminación de la columna j y de todas las filas que tienen un 1
en dicha columna de la matriz M , esto corresponde a considerar xj = 1 en las restricciones
Mx ≥ 1.
La contracción de un conjunto V1 de columnas de M es la matriz M/V1 obtenida por la
contracción de todas las columnas j ∈ V1 y el borrado de un conjunto V2 de columnas de M
es la matriz M \ V2 obtenida por el borrado de las columnas j ∈ V2.
Luego, dada la matriz M y los conjuntos disjuntos V1, V2 ⊆ {1, . . . , n}, decimos que
M/V1 \ V2 es un menor de M . No es dif́ıcil probar que el menor no depende del orden de las
operaciones o elementos en {1, . . . , n}.
Sea U ⊆ {1, . . . , n} un subconjunto de columnas de M y U = {1, . . . , n} − U su comple-
mento. La desigualdad de rango asociada con el menor M
′





De aqúı en adelante para S ⊆ {1, . . . , n} denotamos por x(S) a
∑
i∈S
xi. Luego la desigualdad de
rango (1.2) puede ser escrita como x(U) ≥ τ(M ′), donde τ(M ′) es el número de cubrimiento
de M
′
. En [43] se demuestra que si M
′
es un menor obtenido por borrado, entonces la
desigualdad (1.2) es siempre válida para Q∗(M).
Observación 1.2 ([1]) Si la desigualdad (1.2) define faceta para Q∗(M
′
) entonces define
faceta para Q∗(M). Más aún, si la desigualdad de rango asociada con un menor induce una
faceta de Q∗(M), entonces esta desigualdad es la desigualdad de rango asociada a un menor
obtenido por borrado.
Además,
Observación 1.3 El conjunto de desigualdades que definen facetas para Q∗(M) cuando M










En la siguiente subsección reformulamos los cuatro problemas como problemas de cubri-
miento de conjuntos.
1.3.2. El poliedro de cubrimiento de conjuntos
Los problemas de cubrimiento de conjuntos constituyen una amplia variedad de pro-
blemas de Optimización Combinatoria con importantes aplicaciones, como por ejemplo la
asignación de clientes a rutas de distribución o de trabajadores a turnos de trabajo, ubica-
ciones de servicios, detecciones de fallas en redes o de incendios en edificios, entre otros (ver,
por ejemplo [6, 35, 42, 47]).
En un problema de cubrimiento de conjuntos debemos considerar, un conjunto finito
N = {1, 2, . . . , n} y una familia F de subconjuntos de N . Un subconjunto X de N es un
cubrimiento de F si intersecta a todos los elementos de F , es decir, para todo F ∈ F ,
X ∩ F 6= ∅, o eqivalentemente
|X ∩ F | ≥ 1.




problema de cubrimiento de la familia F de mı́nimo peso consiste en buscar un cubrimiento
X∗ de F tal que
c(X∗) = mı́n{c(X) : X es un cubrimiento de F}.
Sea M la matriz de orden m×n con entradas 0, 1 tal que cada fila de M representa el vector
caracteŕıstico de un elemento de F . Si c ∈ Rn es un vector de pesos y 1 es el m-vector de
todos unos, entonces el problema de cubrimiento de conjuntos de mı́nimo peso admite la
siguiente formulación como problema de programación lineal entera:
mı́n cTx
Mx ≥ 1 (PC)
x ∈ {0, 1}n
Rećıprocamente, toda matriz M de orden m × n y con entradas 0, 1 puede pensarse como
la matriz de los vectores incidencia de subconjuntos de N = {1, . . . , n}, y aśı (PC) es el
problema de cubrimiento de mı́nimo peso asociado a la matriz M . El poliedro de cubrimiento
de conjuntos asociado a la matriz M es Q∗(M).
El problema de dominación (de dominación-total) clásico en un grafo es el problema de
hallar un conjunto dominante (resp. totalmente-dominante) de cardinal mı́nimo, es decir, un
subconjunto de vértices de cardinal mı́nimo que tenga intersección no vaćıa con las vecindades
cerradas (resp. abiertas) del grafo.
Es inmediato verificar que el problema de dominación (de dominación-total) clásico en
un grafo G puede formularse como problema de cubrimiento de conjuntos considerando
como conjunto F a los vectores de incidencia de las vecindades cerradas (resp. abiertas)
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correspondientes a cada vértice de G. Aśı, si agregamos a F los vectores de incidencia de
las diferencias simétricas cerradas (resp. abiertas) correspondientes a pares de vértices en G,
resultan los X-problemas definidos, con X ∈ {ID,LD,OLD,LTD} casos particulares del
problema de dominación o dominación-total en grafos.
En [4] se presenta el siguiente resultado.
Teorema 1.4 ([4]) Sea G = (V,E) un grafo y C ⊆ V , C es un LD-conjunto de G si y solo
si su vector caracteŕıstico x satisface:
(a) x(N [i]) ≥ 1 para todo i ∈ V ,
(b) x(N(i)4N(j)) ≥ 1 para todo i, j ∈ V con dist(i, j) = 1,
(c) x(N [i]4N [j]) ≥ 1 para todo i, j ∈ V con dist(i, j) = 2.
A continuación, presentamos los restantes casos.
Teorema 1.5 Dado un grafo G = (V,E) y un subconjunto de vértices C ⊆ V , se vertifica:
1. C es un ID-conjunto de G si y solo si su vector caracteŕıstico x satisface:
(a) x(N [i]) ≥ 1 para todo i ∈ V ,
(b) x(N [i]4N [j]) ≥ 1 para todo i, j ∈ V con dist(i, j) = 1 o dist(i, j) = 2.
2. C es un OLD-conjunto de G si y solo si su vector caracteŕıstico x satisface:
(a) x(N(i)) ≥ 1 para todo i ∈ V ,
(b) x(N(i)4N(j)) ≥ 1 para todo i, j ∈ V con dist(i, j) = 1 o dist(i, j) = 2.
3. C es un LTD-conjunto de G si y solo si su vector caracteŕıstico x satisface:
(a) x(N(i)) ≥ 1 para todo i ∈ V ,
(b) x(N(i)4N(j)) ≥ 1 para todo i, j ∈ V con dist(i, j) = 1,
(c) x(N [i]4N [j]) ≥ 1 para todo i, j ∈ V con dist(i, j) = 2.
Demostración:
1. Consideramos un ID-conjunto C de G y sea x su vector caracteŕıstico.
Como todos los vértices de V están dominados por C, se verifica (a). Sean i, j ∈ V ,





En particular, dicha desigualdad se satisface para i, j ∈ V tales que dist(i, j) = 1 o
dist(i, j) = 2 y esto prueba que vale (b).
Rećıprocamente, sea x ∈ {0, 1}|V | que satisface (a) y (b) y sea C = {i ∈ V : xi = 1}. A
partir de (a) sigue que x es el vector caracteŕıstico de un conjunto dominante de G.
Ahora bien, dados i, j ∈ V tales que dist(i, j) = 1 o dist(i, j) = 2, como se verifica
la condición (b) tenemos que x(N [i]4 N [j]) ≥ 1 y aśı resulta (N [i]4 N [j]) ∩ C 6= ∅
para tales i, j ∈ V . Por otro lado, si dist(i, j) ≥ 3, N [i] 4 N [j] = N [i] ∪ N [j] y
N [i]∩N [j] = ∅, luego N [i]∩C 6= N [j]∩C, o equivalentemente (N [i]4N [j])∩C 6= ∅,
de donde podemos concluir que x es el vector caracteŕıstico de un conjunto separador
de G.
Por lo tanto, C es un ID-conjunto de G.
2. Se prueba de manera análoga al ı́tem 1., reemplazando vecindades cerradas por vecin-
dades abiertas. Aśı C resulta un conjunto que domina-totalmente y separa-totalmente
todos los vértices de G.
3. Sea C un LTD-conjunto de G y sea x su vector caracteŕıstico.
Como todos los vértices de V están dominados-totalmente por C, (a) se satisface.
Sean i, j ∈ V − C, por definición de C, (N(i)4 N(j)) ∩ C 6= ∅. Entonces para todo
i, j ∈ V − C sigue que: ∑
k∈N(i)4N(j)
xk ≥ 1.
Ahora, si i ∈ C o j ∈ C, resulta que xi = 1 o xj = 1 y aśı∑
k∈N(i)4N(j)
xk + xi + xj ≥ 1.
En ambos casos, se obtiene que para todo i, j ∈ V ,∑
k∈N(i)4N(j)
xk + xi + xj ≥ 1.
Si dist(i, j) = 1, i, j ∈ N(i)4N(j) y aśı resulta
x(N(i)4N(j)) + xi + xj = x(N(i)4N(j)− {i, j}) + 2xi + 2xj.
Ahora bien,
x(N(i)4N(j)) + xi + xj = x(N(i)4N(j)− {i, j}) + 2xi + 2xj ≥ 1
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se satisface si se satisface la desigualdad
x(N(i)4N(j)− {i, j}) + xi + xj = x(N(i)4N(j)) ≥ 1,
luego se verifica (b).
Si dist(i, j) = 2, entonces i, j /∈ N(i)4N(j), y se verifica (c) ya que
x(N(i)4N(j)) + xi + xj = x(N [i]4N [j]) ≥ 1.
Rećıprocamente, sea x ∈ {0, 1}|V | que satisface (a), (b) y (c) y sea C = {i ∈ V : xi = 1}.
A partir de (a), x es el vector caracteŕıstico de un conjunto totalmente-dominante de
G.
Ahora, sean i, j ∈ V − C. Si dist(i, j) = 1, como se verifica la condición (b), x(N(i)4
N(j)) ≥ 1 y aśı, (N(i)4N(j)) ∩ C 6= ∅.
Si dist(i, j) = 2, a partir de (c) se obtiene x(N [i]4N [j]) ≥ 1. Como i, j /∈ N(i)4N(j)
entonces (N(i)4N(j)) ∩ C 6= ∅.
Por último, si dist(i, j) ≥ 3, N [i]4 N [j] = N [i] ∪ N [j] y N [i] ∩ N [j] = ∅, entonces
N(i) ∩ C 6= N(j) ∩ C y aśı resulta (N(i)4N(j)) ∩ C 6= ∅.
Por lo tanto C es un LTD-conjunto de G.

Para cada X-problema con X ∈ {ID,LD,OLD,LTD} obtenemos un sistema de restric-
ciones MXx ≥ 1. Definimos las matrices N [G] (N(G)) y 4k[i, j] (4k(i, j)), donde cada fila
de la matriz N [G] (N(G)) es el vector caracteŕıstico asociado a la vecindad cerrada (resp.
abierta) de un vértice en G y cada fila de la matriz 4k[i, j] (resp. 4k(i, j)), es el vector
caracteŕıstico asociado a las diferencias simétricas de las vecindades cerradas (resp. abiertas)
de los vértices i y j que están a distancia k ∈ {1, 2}.
A partir de los Teoremas 1.4 y 1.5, obtenemos el siguiente resultado.
Corolario 1.6 Para X ∈ {ID,LD,OLD,LTD}, la matriz MX asociada a cada problema
es:
MID(G) =
 N [G]41[i, j]
42[i, j]
 MLD(G) =

















x ∈ Z|V |+ : MXx ≥ 1
}
.
A partir de la definición, es claro que γX(G) es igual al número de cubrimiento
τ(MX) = mı́n 1
Tx tal que x ∈ PX(G).
Balas y Ng en [6], probaron que un poliedro Q∗(M) es de dimensión completa si y solo
si la matriz M tiene al menos dos unos por fila. Más aún, los autores prueban que toda fila
a no redundante de M define la faceta ax ≥ 1 de Q∗(M).
Definimos los siguientes conjuntos:
V1(G) = {k ∈ V (G) : {k} = N [i]4N [j], i, j ∈ V },
V2(G) = {k ∈ V (G) : {k} = N(i), i ∈ V },
V3(G) = {k ∈ V (G) : {k} = N(i)4N(j), i, j ∈ V }.
Es claro que si dist(i, j) = 1 entonces {i, j} ⊆ N(i)4 N(j) y si dist(i, j) = 2 entonces
{i, j} ⊆ N [i]4N [j].
A partir de las descripciones de las matrices MX con X ∈ {ID,LD,OLD,LTD} y los
resultados en [6], es inmediato el siguiente:
Corolario 1.7 Sea G un grafo sin vértices aislados. Luego tenemos:
1. dim(PID(G)) = |V − V1(G)| y xi ≥ 0 define una faceta de PID(G) si y solo si i /∈ V1(G).
2. dim(PLD(G)) = |V | y xi ≥ 0 define una faceta de PLD(G) para todo i ∈ V .
3. dim(POLD(G)) = |V − V2(G)− V3(G)| y xi ≥ 0 define una faceta de POLD(G) si y solo
si i /∈ V2(G) ∪ V3(G).
4. dim(PLTD(G)) = |V − V2(G)| y xi ≥ 0 define una faceta de PLTD(G) si y solo si
i /∈ V2(G).
Para X ∈ {ID,LD,OLD,LTD}, definimos la matriz clutter asociada al X-problema,
denotada por CX(G), a la matriz obtenida a partir de MX(G) luego de eliminar las filas
redundantes. Es claro que
PX(G) = conv{x ∈ Z|V |+ : CX(G)x ≥ 1}.
Para estudiar cada X-problema desde el punto de vista poliedral, será de utilidad consi-
derar el poliedro relajación lineal :





CAPÍTULO 2. ESTUDIO POLIEDRAL
Resumen
En este caṕıtulo estudiamos los poliedros asociados a los cuatro problemas en clases par-
ticulares de grafos. El objetivo es describir total o parcialmente el X-poliedro para X ∈
{ID,LD,OLD,LTD} y determinar el valor exacto del mı́nimo código o conjunto corres-
pondiente.
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Comenzamos este caṕıtulo con la descripción del poliedro de cubrimiento de las q-rosas
que será de utilidad en el resto del estudio poliedral.
Consideramos la q-rosa completa de orden n, Rqn y su matriz de incidencia M(Rqn), es
decir, la matriz cuyas filas son los vectores caracteŕısticos asociados a las hiperaristas de Rqn.
En [43] se probó el siguiente resultado.
Teorema 2.1 ([43]) Para n > q ≥ 2 e i ∈ {1, . . . , n}
n∑
i=1
xi ≥ τ(M(Rqn)) = n− q + 1
es una desigualdad que define faceta para Q∗(M(Rqn)).
Además, en [11] se probó el siguiente Teorema.
Teorema 2.2 ([11]) Sea n > q ≥ 2. Una desigualdad
n∑
i=1
aixi ≥ 1 con aj /∈ {0, 1} para
algún j ∈ {1, . . . , n} es una desigualdad que define faceta para Q∗(M(Rqn)) si y solo si
n∑
i=1
aixi ≥ 1 puede ser escrita como x(As) ≥ n− q + 1− s para algún As ⊆ {1, . . . , n} donde
s ∈ {0, . . . , n− q − 1} y |As| = n− s.
2.1. Grafos p-partitos
En esta sección, consideramos los grafos p-partitos completos y establecemos una conexión
con las 2-rosas completas de orden n, R2n.
2.1.1. Grafos bipartitos completos
Sea Km,n el grafo bipartito completo con la bipartición A = {1, . . . ,m} y B = {m +
1, . . . ,m+ n}.
Notemos que K1,2 = P3 y los caminos Pn se estudian más adelante dentro de este caṕıtulo.
También observemos que no existe un OLD-conjunto para Km,n con n ≥ 2 ya que
N(i)4N(j) = ∅ si i, j ∈ A o i, j ∈ B.
Para continuar con el estudio de los restantes problemas, comenzamos con el caso de la
estrella K1,n, es decir, A = {1} y n ≥ 3.
Teorema 2.3 Para una estrella K1,n con n ≥ 3, tenemos
CID(K1,n) = CLD(K1,n) = M(R2n+1)
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Demostración: Sea K1,n una estrella con n ≥ 3, las filas de las matrices dadas en el Corolario
1.6 corresponden a los siguientes conjuntos:
(f1) N [1] = {1} ∪B,
(f2) N(1) = B,
(f3) N [i] = {1, i} para todo i ∈ B,
(f4) N(i) = {1} para todo i ∈ B,
(f5) N [1]4N [i] = B − {i} para todo i ∈ B,
(f6) N(1)4N(i) = N [1] para todo i ∈ B,
(f7) N [j]4N [k] = {j, k}, j 6= k, j, k ∈ B.
En el caso del ID-problema, tenemos que las filas de la matriz CID(K1,n) son las filas no
redundantes asociadas a los conjuntos dados en los ı́tems (f1), (f3), (f5) y (f7). Observemos
que las filas asociadas a los conjuntos (f1) y (f5) son redundantes, ya que:
N [1] = {1} ∪B contiene a N [i] = {1, i} para todo i ∈ B y
N [1]4N [i] = B − {i} contienen a N [j]4N [k] = {j, k}, cuando j, k 6= i.
Aśı cada fila de la matriz CID(K1,n) contiene exactamente dos entradas no nulas. Más
aún, las entradas no nulas de todas las filas de CID(K1,n) están en correspondencia con dos
elementos del conjunto A ∪B y, por lo tanto, CID(K1,n) = M(R2n+1).
Ahora bien, consideramos el LD-problema, las filas de la matriz CLD(K1,n) son las filas
no dominadas asociadas a los conjuntos dados en los ı́tems (f1), (f3), (f6) y (f7). Es claro
que los conjuntos de los ı́tems (f1) y (f6) coinciden y contienen a los conjuntos del ı́tem (f7).
Por lo tanto CLD(K1,n) = CID(K1,n).
Por último, en el LTD-problema utilizamos un argumento similar al de los problemas
anteriores y tenemos que las filas de la matriz CLTD(K1,n) son las filas dominantes asociadas
a los conjuntos (f2), (f4), (f6) y (f7). En este caso el conjunto en (f2) contiene a los conjuntos
del ı́tem (f7) y el conjunto del ı́tem (f6) contiene al conjunto del item (f4). Por lo tanto
CLTD(K1,n) =

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
Luego, deducimos de los Teoremas 2.2 y 2.3 el siguiente resultado.
Corolario 2.4 Los poliedros PID(K1,n) y PLD(K1,n) con n ≥ 3 se describen por las desigual-
dades x(C) ≥ |C| − 1 para todos los subconjuntos no vaćıos C ⊆ {1, . . . , n + 1}. Mientras
que el poliedro PLTD(K1,n) se describe por las desigualdades x1 = 1 y x(C) ≥ |C| − 1 para
todos los subconjuntos no vaćıos C ⊆ {2, . . . , n+ 1}.
A partir del corolario anterior concluimos:
Corolario 2.5 Para una estrella K1,n con n ≥ 3, tenemos γID(K1,n) = γLD(K1,n) =
γLTD(K1,n) = n.
Es fácil ver que K2,2 = C4 y CID(K2,2) = M(R24), por lo tanto γID(K2,2) = 3. Además,
CLD(K2,2) = CLTD(K2,2) =
(
1 1 0 0
0 0 1 1
)
y podemos concluir que γLD(K2,2) = γLTD(K2,2) = 2.
Para los grafos bipartitos completos generales Km,n con m ≥ 2, n ≥ 3, obtenemos:
Teorema 2.6 Si Km,n es un grafo bipartito completo con m ≥ 2, n ≥ 3, se tiene que






Demostración: Sea Km,n un grafo bipartito con m ≥ 2 y n ≥ 3, las filas de las matrices
dadas en el Corolario 1.6 corresponden a los siguientes conjuntos:
(f1) N [i] = {i} ∪B para todo i ∈ A,
(f2) N [i] = {i} ∪ A para todo i ∈ B,
(f3) N(i) = B para todo i ∈ A,
(f4) N(i) = A para todo i ∈ B,
(f5) N [j]4N [k] = (A ∪B)− {j, k} para j ∈ A y k ∈ B o bien, j ∈ B y k ∈ A,
(f6) N(j)4N(k) = A ∪B para j ∈ A y k ∈ B o bien, j ∈ B y k ∈ A,
(f7) N [j]4N [k] = {j, k} para j, k ∈ A o j, k ∈ B.
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Para el ID-problema, las filas de la matriz CID(Km,n) son las filas no dominadas asociadas
a los conjuntos dados en los ı́tems (f1), (f2), (f5) y (f7). Ahora bien, las filas asociadas a los
conjuntos (f1), (f2) y (f5) son redundantes, en efecto:
N [i] = {i} ∪B para todo i ∈ A contienen a N [j]4N [k] = {j, k}, cuando j, k ∈ B,
N [i] = {i} ∪ A para todo i ∈ B contienen a N [j]4N [k] = {j, k}, cuando j, k ∈ A,
N [j]4N [k] = (A ∪ B)− {j, k} para j ∈ A y k ∈ B o bien, j ∈ B y k ∈ A, contienen a
N [m]4N [`] = {m, `}, cuando m, ` ∈ A, m, ` 6= j o bien, m, ` ∈ B, m, ` 6= k.
Aśı obtenemos que cada fila de la matriz CID(Km,n) contiene exactamente dos entradas
no nulas. Más aún, todas las filas de CID(Km,n) están en correspondencia con todos los







Consideramos ahora el LD-problema, entonces las filas de CLD(Km,n) son las filas no re-
dundantes asociadas a los conjuntos dados en los ı́tems (f1), (f2), (f6) y (f7). Como los
conjuntos de los ı́tems (f1), (f2) y (f6) contienen a los conjuntos del ı́tem (f7), resulta
CLD(Km,n) = CID(Km,n).
En el caso del LTD-problema, las filas de CLTD(Km,n) son las filas no dominadas asocia-
das a los conjuntos dados en (f3), (f4), (f6) y (f7). Es claro que los conjuntos de los ı́tems (f3),
(f4) y (f6) contienen a los conjuntos del ı́tem (f7) y por lo tanto CLTD(Km,n) = CID(Km,n).

Como consecuencia de la Observación 1.3, del Teorema 2.2 y del Teorema 2.6 podemos
concluir:
Corolario 2.7 Los poliedros PID(Km,n), PLD(Km,n) y PLTD(Km,n) están dados por las si-
guientes desigualdades:
(1) x(C) ≥ |C| − 1 para todo conjunto no vaćıo C ⊆ A,
(2) x(C) ≥ |C| − 1 para todo conjunto no vaćıo C ⊆ B.
A partir del Corolario 2.7 obtenemos el siguiente resultado:
Corolario 2.8 Dado un grafo bipartito completo Km,n con m ≥ 2 y n ≥ 3,
γID(Km,n) = γLD(Km,n) = γLTD(Km,n) = m+ n− 2.
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2.1.2. Grafos p-partitos completos
Los resultados anteriores pueden generalizarse a grafos p-partitos completos. Considera-
mos Kn1,...,np = (V,E) un grafo p-partito completo con V =
p⋃
i=1
Ui donde Ui = {vi1, . . . , vini},
|Ui| = ni para i ∈ {1, . . . , p}, |V | = n y suponemos n1 ≤ n2 ≤ . . . ≤ np con p ≥ 3.
Al igual que en el caso de las estrellas y los grafos bipartitos completos, no existe un
OLD-conjunto para los grafos p-partitos completos ya que N(vij)4 N(vik) = ∅ para todo
vij, vik ∈ V con dist(vij, vik) = 2.
Comenzamos estudiando en detalle el ID-problema. En primer lugar, tengamos en cuenta
que Kn1,...,np no es identificable si n2 = 1, ya que en este caso, U1 = {v11} y U2 = {v21} y
aśı v11 y v21 resultan true twins.
En la Figura 2.1 se muestran dos ejemplos, un grafo 3-partito completo y uno 4-partito
completo, donde los vértices pintados de negro representan un código de identificación de
tamaño mı́nimo.
Figura 2.1: (a) Un grafo 3-partito completo con n1 = 2, n2 = 3 y n3 = 4. (b) Un grafo
4-partito completo con n1 = 1, n2 = n3 = 2 y n4 = 3.
Teorema 2.9 Sea Kn1,n2,...,np un grafo p-partito completo luego:
(1) Si n1 = 1, n2 = . . . = nr+1 = 2 con r ∈ {2, . . . , p− 2} y ni ≥ 3 con i ∈ {r + 2, . . . , p},
CID(Kn1,n2,...,np) =

0 I2r 0 0 . . . 0
0 0 M(R2n2) 0 . . . 0
...
. . . . . .
...
0 0 . . . M(R2np)
 .
(2) Si ni = 2 con i ∈ {1, . . . , r} y ni ≥ 3 con i ∈ {r + 1, . . . , p},
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CID(Kn1,n2,...,np) =

M(R22r) 0 0 . . . 0




0 . . . M(R2np)
 .
(3) Si ni ≥ 3 con i ∈ {1, . . . , p},
CID(Kn1,n2,...,np) =

M(R2n1) 0 0 . . . 0




0 . . . M(R2np)
 .
Demostración: SeaG = Kn1,n2,...,np un grafo p-parito completo con n1 = 1. Si r = |{i : ni = 2}|
y r ∈ {1, . . . , p− 2}, tenemos las siguientes vecindades cerradas:
N [v11] = V ,
N [vi1] = V − {vi2} y N [vi2] = V − {vi1} para i ∈ {2, . . . , r + 1},
N [vij] = (V − Ui) ∪ {vij} para i ∈ {r + 2, . . . , p}.
Luego, N [v11]4N [vi1] = {vi2} y N [v11]4N [vi2] = {vi1} para todo i ∈ {2, . . . , r + 1} lo
que muestra que U2 ∪ . . .∪Ur+1 ⊆ V1(G). Todas las vecindades cerradas contienen al menos
un vértice de V1(G) y, por lo tanto, todas las filas asociadas a las vecindades cerradas son
redundantes.
Además, todas las filas asociadas con las diferencias simétricas N [vij]4N [vik] = {vij, vik}
para i ∈ {r + 2, . . . , p} dominan a las filas asociadas con N [v11]4 N [vij] = Ui − {vij} para
i ∈ {r + 2, . . . , p}.
Por otro lado, los conjuntos N [vi1]4N [vi2] y N [vil]4N [vjk] para todo i, j ∈ {2, . . . , r+1}
y, los conjuntos N [vil] 4 N [vjk] para i ∈ {2, . . . , r + 1} y j ∈ {r + 2, . . . , p} intersectan a
V1(G).
Además, cada uno de los conjuntos Ui con i ∈ {r+2, . . . , p} induce un bloque en CID(G)
correspondiente a una 2-rosa de orden ni. Por lo tanto, toda fila de MID(G) con entrada en 1
asociada al vértice v11 está dominada. El conjunto vértices U2∪ . . .∪Ur+1 coincide con V1(G),
lo que nos lleva a obtener un bloque en CID(G) que corresponde a una matriz identidad de
tamaño 2r.
A partir de este resultado se puede observar que, si r = 0 no aparece I2r en la construcción
de la matriz CID(K1,n2,...,np) y si r = p − 1, entonces ninguna de las submatrices M(R2ni)
aparece en tal construcción. Aśı queda demostrado el ı́tem (1) del teorema.
Supongamos ahora que que ni = 2 para i ∈ {1, . . . , r} y ni ≥ 3 para i ∈ {r + 1, . . . , p}.
Entonces,
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N [vi1] = V − {vi2} y N [vi2] = V − {vi1} para i ∈ {1, . . . , r},
N [vij] = (V − Ui) ∪ {vij} para i ∈ {r + 1, . . . , p}.
Es claro que las filas de la matriz MID(G) asociadas a las diferencias simétricas N [vij]4
N [vik] = {vij, vik} para i ∈ {1, . . . , p}, dominan a las filas asociadas a las vecindades cerradas
y restantes diferencias simétricas. Aśı queda probado el ı́tem (2).
Finalmente supongamos que ni ≥ 3 para i ∈ {1, . . . , p}. En este caso,
N [vij] = (V −Ui)∪ {vij} para i ∈ {1, . . . , p}. Entonces, utilizando un razonamiento análogo
a los casos anteriores, podemos concluir que las filas de la matriz MID(G) asociadas a las
diferencias simétricas N [vij]4N [vik] = {vij, vik} para i ∈ {1, . . . , p} dominan a las restantes
filas. Por lo tanto, vale (3) y el teorema queda demostrado. 
Como consecuencia del Teorema 2.2, la Observación 1.3 y del Teorema 2.9, tenemos:
Corolario 2.10 Sea G = Kn1,n2,...,np un grafo p-partito completo con n1 = 1 y sea
r = |{i : ni = 2}|. Consideremos las siguientes desigualdades:
(1) x(v11) ≥ 0 y x(vij) ≥ 0 para todo vij ∈ Ui, i ∈ {r + 2, . . . , p},




∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ Ui para i ∈ {r + 2, . . . , p}.
Luego el poliedro PID(G) está dado por las desigualdades:
(1) y (3) si r = 0,
(1), (2) y (3) si r ∈ {1, . . . , p− 2},
(1) y (2) si r = p− 1.
Corolario 2.11 Sea G = Kn1,n2,...,np un grafo p-partito completo con ni = 2 para todo i ∈
{1, . . . , r} y ni ≥ 3 para i ∈ {r+1, . . . , p}, PID(G) está dado por las siguientes desigualdades:








∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ Ui para i ∈ {r + 1, . . . , p}.
Corolario 2.12 Sea G = Kn1,n2,...,np un grafo p-partito completo con ni ≥ 3 para i ∈
{1, . . . , p}, PID(G) está dado por las siguientes desigualdades:
(1) x(v) ≥ 0 para todo v ∈ V ,
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∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ Ui para i ∈ {1, . . . , p}.
A partir de los Corolarios 2.10, 2.11 y 2.12 obtenemos el siguiente resultado.
Corolario 2.13 Dado G = Kn1,n2,...,np un grafo p-partito completo:
(1) γID(G) = n− p+ r si n1 = 1 y r = |{i : ni = 2}| para i ∈ {2, . . . , p− 1},
(2) γID(G) = n− p+ r − 1 si ni = 2 con i ∈ {1, . . . , r} y ni ≥ 3 con i ∈ {r + 1, . . . , p},
(3) γID(G) = n− p si ni ≥ 3 con i ∈ {1, . . . , p}.
A continuación estudiamos el LD-problema en grafos p-partitos completos.
Teorema 2.14 Sea Kn1,n2,...,np un grafo p-partito completo entonces:
(1) Si n1 = 1,
CLD(Kn1,n2,...,np) =

0 M(R2n2) 0 0 . . . 0
0 0 M(R2n3) 0 . . . 0
...
. . . . . .
...
0 0 . . . M(R2np)
 .
(2) Si n1 ≥ 2,
CLD(Kn1,n2,...,np) =

M(R2n1) 0 0 . . . 0




0 . . . M(R2np)
 .
Demostración: Consideramos primero el caso n1 = 1. Teniendo en cuenta el resultado obte-
nido en el Corolario 1.6, para describir la matriz CLD(Kn1,n2,...,np) consideramos las filas no
redundantes asociadas a los conjuntos:
(f1) N [v11] = V ,
(f2) N [vij] = (v − Ui) ∪ {vij} para i ∈ {2, . . . , p},
(f3) N(v11)4N(vij) = Ui ∪ {v11} para i ∈ {2, . . . , p},
(f4) N(vij)4N(vkh) = Ui ∪ Uk para i, k ∈ {2, . . . , p},
(f5) N [vij]4N [vik] = {vij, vik} para i ∈ {2, . . . , p}.
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Claramente las filas asociadas a los conjuntos del ı́tem (f5) dominan a las restates, aśı queda
probado (1).
Ahora bien, si n1 ≥ 2, utilizando nuevamente el resultado ontenido en el Corolario 1.6
tenemos que las filas de la matriz CLD(Kn1,n2,...,np) son aquellas filas no dominadas asociadas
a los conjuntos:
(f1) N [vij] = (v − Ui) ∪ {vij} para i ∈ {1, . . . , p},
(f2) N(vij)4N(vkh) = Ui ∪ Uk para i, k ∈ {1, . . . , p},
(f3) N [vij]4N [vik] = {vij, vik} para i ∈ {1, . . . , p}.
En este caso es fácil ver que las filas asociadas a (f3) dominan a las restantes, aśı obtenemos
(2) y queda probado el teorema. 
Como consecuencia del Teorema 2.2, la Observación 1.3 y del Teorema 2.14 tenemos el
siguiente resultado.
Corolario 2.15 Sea G = Kn1,n2,...,np un grafo p-partito completo, PLD(G) está dado por las
siguientes desigualdades:
Si n1 = 1,




∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ Ui para i ∈ {2, . . . , p}.
Si n1 ≥ 2,




∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ Ui para i ∈ {1, . . . , p}.
A partir del Corolario 2.15 obtenemos:
Corolario 2.16 Dado G = Kn1,n2,...,np un grafo p-partito completo resulta:
γLD(G) = n− p.
Para finalizar con el estudio de los grafos p-partitos completos, analizamos el LTD-
problema.
Teorema 2.17 Sea Kn1,n2,...,np un grafo p-partito completo, luego
CLTD(Kn1,n2,...,np) = CLD(Kn1,n2,...,np).
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Demostración: A partir del Corolario 1.6 podemos observar que la diferencia entre las ma-
trices asociadas al LD-problema y al LTD-problema son las filas correspondientes a las
vecindades de los vértices. Para el LD-problema se consideran vecindades cerradas mientras
que, para el LTD-problema, vecindades abiertas. Ahora bien,
Si n1 = 1,
N(v11) = V − {v11},
N(vij) = V − Ui para i ∈ {2, . . . , p}.
Si n1 ≥ 2,
N(vij) = V − Ui para i ∈ {1, . . . , p}.
Al igual que en la prueba del Teorema 2.14 es claro que las filas de la matrizMLTD(Kn1,n2,...,np)
asociadas a las vecindades abiertas quedan dominadas en ambos casos por las filas asociadas
a las diferencias simétricas de vértices a distancia 2. Por lo tanto,
CLTD(Kn1,n2,...,np) = CLD(Kn1,n2,...,np).

Obtenemos el siguiente corolario como consecuencia del Teorema 2.2, la Observación 1.3
y del Teorema 2.17.
Corolario 2.18 Sea G = Kn1,n2,...,np un grafo p-partito completo, PLTD(G) está dado por
las siguientes desigualdades:
Si n1 = 1,




∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ Ui para i ∈ {2, . . . , p}.
Si n1 ≥ 2,




∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ Ui para i ∈ {1, . . . , p}.
A partir del Corolario 2.18 obtenemos:
Corolario 2.19 Dado G = Kn1,n2,...,np un grafo p-partito completo resulta:




Sean G = (V,E) un grafo con |V | = n y k ∈ Z|V |+ . Consideramos Gk el grafo k-corona
generalizada de G.
Es claro que si G admite un X-conjunto para X ∈ {ID,LD,OLD,LTD} y k = 1,
C = V resulta un X-conjunto para G1. Luego,
γX(G
1) ≤ n.













Si para algún i ∈ V , el número de sus vértices pendientes es mayor o igual a dos, entonces
estos vértices resultan false twins y el grafo Gk no admite un OLD-conjunto. A continuación
estudiamos los restantes problemas en el caso en que la cantidad de vértices pendientes, para
cada vértice del grafo G, es mayor o igual a 2.
Teorema 2.20 Sea Gk la k-corona generalizada de un grafo G con k = (k1, k2, . . . , kn) ∈ Zn+





M(R2k1+1) 0 · · · 0











In 0 · · · 0





0 0 · · · M(R2kn)
 .
Demostración: Sea V = {v1, . . . , vn} y para cada vi ∈ V , Pi = {p1i , . . . , p
ki
i } el conjunto de
vértices pendientes de vi con ki ≥ 2 para todo i ∈ {1, . . . , n}.
Claramente, N [pji ] = {p
j




i ) = 2 entonces N [p
j





Luego, a partir de la definición de la matriz MID(G
k) obtenida en el Corolario 1.6, es claro
que las filas de dicha matriz asociadas a los siguientes conjuntos son redundantes:
N [vi] = Pi∪{vi}∪NG(vi), N [vi]4N [vj] = Pi∪Pj∪(NG(vi)4NG(vj)) si dist(vi, vj) = 1,
N [vi]4N [pji ] = (Pi − {p
j
i}) ∪NG(vi) si dist(vi, p
j
i ) = 1,
N [vi]4N [pkj ] = Pi ∪ (NG[vi]− {vj}) ∪ {pkj} si dist(vi, pkj ) = 2 y
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N [vi]4N [vj] ⊇ Pi ∪ {vi} ∪ Pj ∪ {vj} si dist(vi, vj) = 2.
Aśı las filas CID(G
k) tienen exactamente dos entradas no nulas que representan los sub-




M(R2k1+1) 0 · · · 0





0 0 · · · M(R2kn+1)
 .
Ahora, observemos que como dist(vi, p
j
i ) = 1 entonces las filas correspondientes a los
vectores de incidencia de N(vi)4N(pji ) son redundantes, en efecto {p
j






Finalmente, observemos que las filas correspondientes a las diferencias simétricas de la
matriz CLTD(G
k) son idénticas a las ya obtenidas para la matriz CLD(G
k). Además las




i ) = 2 y, por
tanto, las filas de la matriz MLTD(G
k) asociadas a estos conjuntos son redundantes. Por






In 0 · · · 0





0 0 · · · M(R2kn)
 .

Como consecuencia del Teorema 2.2, la Observación 1.3 y del Teorema 2.20 obtenemos
los siguientes resultados.
Corolario 2.21 Sea Gk la k-corona generalizada de un grafo G con k = (k1, k2, . . . , kn) ∈
Zn+ y ki ≥ 2 para todo i ∈ {1, . . . , n}. Para X ∈ {ID,LD}, PX(G) está dado por las
siguientes desigualdades:







∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ {vi} ∪ Pi para i ∈ {1, . . . , n}.
Corolario 2.22 Sea Gk la k-corona generalizada de un grafo G con k = (k1, k2, . . . , kn) ∈
Zn+ y ki ≥ 2 para todo i ∈ {1, . . . , n}, PLTD(G) está dado por las siguientes desigualdades:
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∣∣V ′∣∣− 1 para todo subconjunto no vaćıo V ′ ⊆ Pi para i ∈ {1, . . . , n}.
A partir de los Corolarios 2.21 y 2.22 obtenemos:
Corolario 2.23 Dada Gk la k-corona generalizada de un grafo G con k = (k1, k2, . . . , kn) ∈




k) = k1 + k2 + . . .+ kn.
Por último, observemos qué ocurre cuando en la k-corona generalizada de un grafo G,
existen i, j ∈ {1, . . . , n} tales que ki = 1 y kj 6= 1.
Si se trata del ID-problema, es fácil chequear que la restricción asociada a la condición
N [pji ] 4 N [vi] = NG(vi) cuando |Pi| = 1 no está dominada. Esto produce que la matriz
correspondiente al problema no resulta ser una matriz de q-rosas por bloques. Una situación
similar ocurre en los problemas restantes.
Esto significa que, en estos últimos casos, debeŕıamos realizar el análisis del poliedro re-
sultante utilizando otras estructuras matriciales, lo cual da lugar a una ĺınea de investigación
diferente a la abordada en esta sección.
2.3. Caminos y ciclos
En esta sección, consideramos los hipergrafos HX asociados a la matrix de clutter CX(G)
para cada X ∈ {ID,LD,OLD,LTD} cuando G es un camino o un ciclo. El objetivo es
obtener una descripción total o parcial del poliedro PX(G) correspondiente.
Dado X ∈ {ID,LD,OLD,LTD} y la matriz CX(G), construimos el hipergrafo
HX = (V (G), EX) donde una hiperarista pertenece a EX si y solo si su vector caracteŕıstico
es una fila de la matriz CX(G). Es decir, CX(G) resulta ser la matriz de incidencia de HX .
En lo que sigue, será necesario el concepto de hiperciclo en un hipergrafo. Un hiperciclo
C = (V ′, E ′) de longitud m en un hipergrafo H = (V, E) donde V ′ ⊆ V , es una secuencia
alternada i1E1i2...imEmi1 de m vértices distintos y m hiperaristas tales que {ij, ij+1} ∈ Ei.
En [2] se observa que si M(C) es la matriz de incidencia de C y m es impar, la desigualdad
x(V ′) ≥ τ(M(C)) es una faceta de Q∗(M(C)). Más aún, a partir de la Observación 1.2 resulta
que si m es impar la misma desigualdad es también faceta de Q∗(M(H)).
Por tanto, dado X ∈ {ID,LD,OLD,LTD} y la matriz CX(G), si V ′ ⊆ V (G) y





una faceta de PX(G).
También haremos uso de los resultados de [6] para el estudio de las desigualdades válidas
para PX(G) de la forma αx ≥ 2 con αj ∈ {0, 1, 2}.
Vamos a presentar los resultados y la notación en [6] que utilizaremos en lo que sigue.
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Sea A una matriz 0, 1 y sean F y N los conjuntos de ı́ndices de filas y columnas de A
respectivamente. Llamamos aij a la entrada de la matriz A que ocupa la fila i ∈ F y la
columna j ∈ N .
Sea αx ≥ 2 una desigualdad válida para Q∗(A) con αj ∈ {0, 1, 2} para j ∈ N . Se define
Jt(α) = {j ∈ N : αj = t} para t ∈ {0, 1, 2} (notamos Jt por Jt(α) cuando sea claro en el
contexto).
Además, para cada subconjunto no vaćıo S ⊆ F , se tiene la desigualdad αSx ≥ 2 donde
αSj =

0 si aij = 0 para todo i ∈ S
2 si aij = 1 para todo i ∈ S.
1 en otro caso
En [6], se denomina CG al conjunto de desigualdades αSx ≥ 2 para todo S ⊆ F . En
realidad, CG es la clase de desigualdades que se obtiene del sistema Ax ≥ 1 mediante el
procedimiento de Chvátal-Gomory [17, 26], que se transcribe a continuación:
Procedimiento CG:
1. Sumar las desigualdades
∑
j∈N
aijxj ≥ 1, i ∈ S,
2. dividir el resultado de la desigualdad obtenida en el apartado anterior por |S| − ε,
0,5 < ε < 1, y
3. considerar la parte entera superior de los coeficientes.
Aśı, para cualquier conjunto S ⊆ F , la desigualdad αSx ≥ 2 es válida para Q∗(A).
Recordemos que el número de veces en que se aplica el procedimiento CG de manera
sucesiva para obtener una cierta desigualdad se llama el rango de la desigualdad. El sistema
original junto con las desigualdades de rango 1 forman la clausura elemental.
En [6], se demuestra que toda desigualdad válida para Q∗(A) con coeficientes en {0, 1, 2}
pertenece a la clausura elemental del sistema Ax ≥ 1, x ≥ 0. Más aún, se caracterizan todas
las desigualdades válidas con coeficientes 0, 1, 2 que definen faceta de Q∗(A).
A continuación presentamos definiciones y resultados relativos a esta caracterización que
resultarán de interés en lo que sigue de este caṕıtulo.
En [6], se definen F (Q) = {i ∈ F : aij = 0, ∀ j ∈ Q} cuando Q ⊆ N con Q 6= ∅ y
F (∅) = F . También se denota por AJ1F (J0) a la submatriz de A cuyos conjuntos de filas y
columnas son F (J0) y J1, respectivamente.
Observemos que si J2 = ∅ entonces AJ1F (J0) es la matriz que se obtiene de A por borrado
de todas las columnas en J0. De acuerdo a [43], esto significa que la desigualdad α
Sx ≥ 2 es
válida para Q∗(A) y representa a la desigualdad de rango correspondiente a la matriz AJ1F (J0).
Por otra parte, puede ocurrir que dada la desigualdad αSx ≥ 2 donde S = F (J0), exista
un conjunto T ( S tal que αTx ≥ 2 produce la misma desigualdad que αSx ≥ 2. Tales
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conjuntos T y S son llamados en [6] CG-equivalentes. Si T es CG-equivalente a S y no existe
ningún subconjunto propio de T con esta propiedad, se dice que T es un subconjunto CG-
equivalente minimal de S.
La matriz Ck−1k , matriz circulante completa de orden k, es la matriz que se consigue al
restar a la matriz E de orden k × k con todas entradas en el valor 1, la matriz identidad de
orden k × k.
Teorema 2.24 ([6]) Sea αSx ≥ 2 con S = F (J0) válida para Q∗(A). Para todo subconjunto
CG-equivalente minimal T de F (J0), la matriz AJ1T contine como submatriz a una matriz
circulante completa Ct−1t donde t = |T |.
Observemos que en el teorema anterior debe ser t ≥ 3. Puesto que, si t = 2, la desigualdad
αTx ≥ 2 se obtiene sumando dos desigualdades del sistema Ax ≥ 1 y resulta dominada por
cada una de estas.
En lo que sigue de este caṕıtulo vamos a aplicar estos resultados para obtener todas
las desigualdadces con coficientes 0, 1, 2 válidas para los poliedros PX(Pn) y PX(Cn) cuando
X ∈ {ID,LD,OLD,LTD}.
2.3.1. Los poliedros PID(Pn) y PID(Cn)
Consideramos ahora el camino Pn y el ciclo Cn cuando n ≥ 10.
En [2] se obtuvo que el poliedro relajación QID(Pn) está dado por:
desigualdades de no negatividad: xi ≥ 0 para todo i 6= 3, n− 2,
desigualdades de vecindades cerradas: x1 +x2 ≥ 1, xn−1 +xn ≥ 1 y xi +xi+1 +xi+2 ≥ 1
para i ∈ {4, . . . , n− 5},
desigualdades de diferencias simétricas de vecindades cerradas: x3 ≥ 1, xn−2 ≥ 1 y
xi + xi+3 ≥ 1 para i 6= 3, n− 5, n− 2, n− 1, n.
Sigue que V1(Pn) = {3, n− 2} y dim(QID(Pn)) = n− 2.
También, el poliedro relajación lineal QID(Cn) está dado por:
desigualdades de no negatividad: xi ≥ 0 para todo i ∈ {1, . . . , n},
desigualdades de vecindades cerradas: xi + xi+1 + xi+2 ≥ 1 para i ∈ {1, . . . , n} donde
la suma de los sub́ındices es módulo n,
desigualdades de diferencias simétricas de vecindades cerradas: xi + xi+3 ≥ 1 para
i ∈ {1, . . . , n} donde la suma de los sub́ındices es módulo n.
Nuestro objetivo es probar el siguiente resultado:
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Teorema 2.25 Para n ≥ 10, las únicas desigualdades con coeficientes 0, 1 y 2 que definen
facetas para PID(Pn) (PID(Cn)) son las desigualdades que describen a QID(Pn) (QID(Cn)
resp.) y las desigualdades xi + xi+1 + xi+2 + xi+3 ≥ 2 donde i ∈ {4, . . . , n − 6} (donde
i ∈ {1, . . . , n} y la suma de sub́ındices es módulo n resp.).
De acuerdo a lo ya mencionado en la Sección 1.3.2, todas las desigualdades que describen
a QID(Pn) y a QID(Cn) definen facetas.
Con el fin de simplificar la notación llamamos A a la matriz CID(Pn) (CID(Cn)). Además,
denotamos con F y N a los conjuntos de ı́ndices de filas y columnas, respectivamente, de A.
Consideramos las siguientes restricciones del sistema Ax ≥ 1 para i ∈ {4, . . . , n−6} ⊆ N
si A = CID(Pn) (para i ∈ N y la suma de sub́ındices es módulo n si A = CID(Cn)):
xi + xi+1 + xi+2 ≥ 1 que corresponde a x(N [i+ 1]) ≥ 1,
xi+1 + xi+2 + xi+3 ≥ 1 que corresponde a x(N [i+ 2]) ≥ 1,
xi + xi+3 ≥ 1 que corresponde a x(N [i+ 1]4N [i+ 2]) ≥ 1.
La submatriz de A correspondiente a las filas asociadas a las anteriores desigualdades es:

i i+ 1 i+ 2 i+ 3
1 1 1 0
0 1 1 1
1 0 0 1
.
Por un lado es inmediato observar que esta matriz es la matriz de incidencia de un
hiperciclo de longitud 3 cuyas hiperaristas son N [i + 1], N [i + 2] y N [i + 1] 4 N [i + 2].
Entonces, utilizando la observación vista al principio de la sección, concluimos que xi +
xi+1 + xi+2 + xi+3 ≥ 2 es una faceta de PID(Pn) (PID(Cn)) si i ∈ {4, . . . , n − 6} ⊆ N (si
i ∈ N y la suma de sub́ındices es módulo n).
Por otro lado, puede verificarse que aplicando el procedimiento CG a la misma submatriz
obtenemos también xi + xi+1 + xi+2 + xi+3 ≥ 2.
Para completar la prueba del Teorema 2.25, demostramos el siguiente resultado.
Teorema 2.26 Sea αSx ≥ 2 una CG-desigualdad válida para PID(Pn) (PID(Cn)) con n ≥ 10
distinta del conjunto de desigualdades xi+xi+1+xi+2+xi+3 ≥ 2 para cada i ∈ {4, . . . , n−6} ⊆
N en el caso de PID(Pn) (i ∈ N con la suma de sub́ındices módulo n para PID(Cn)). Entonces
αSx ≥ 2 no define faceta.
Demostración: Sea T un subconjunto CG-equivalente minimal de S y supongamos que
αTx ≥ 2 define faceta de PID(Pn) (PID(Cn)). De acuerdo al Teorema 2.24, la matriz AJ1T
contiene una submatriz circulante de tamaño t = |T |.
Ya hemos mencionado que t ≥ 3. Por otra parte t ≤ 4, ya que toda fila de la matriz A
tiene a lo sumo tres entradas distintas de 0.
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Consideramos C23 submatriz de A
J1
T . Realizando una permutación adecuada de filas, la




i1 1 1 0
i2 0 1 1
i3 1 0 1
,
donde {i1, i2, i3} ⊆ F y {j1, j2, j3} ⊆ N . Sin pérdida de generalidad podemos suponer
que j1 < j2 < j3 (la relación de orden es módulo n en caso de los ciclos). Las filas de
C23 pueden estar asociadas a:
(1) 3 vecindades cerradas,
(2) 3 diferencias simétricas de vecindades cerradas,
(3) 2 diferencias simétricas de vecindades cerradas y 1 vecindad cerrada,
(4) 1 diferencia simétrica de vecindades cerradas y 2 vecindades cerradas.
En el caso de Pn es fácil ver que si j1 = 1 y j2 = 2, no existen filas de la matriz A que
permitan la construcción de C23 . Idéntico razonamiento vale para j2 = n− 1 y j3 = n.
Por lo tanto j1 ∈ {4, . . . , n− 6} ⊆ N .
Es claro que si j1, j3 ∈ N [k] para algún k ∈ N entonces j2 ∈ N [k]. Por lo tanto la fila i3
que tiene la entrada j2 en el valor 0 sólo puede representar a una diferencia simétrica.
Sigue que no se satisface (1). Entonces j2 ∈ {j1 +1, j1 +2}. En cualquier caso, i1, i2 ∈ F
no corresponden a una diferencia simétrica en la que participe j2. Es decir (2) y (3) no
se verifican.
Finalmente supongamos que se satisface (4). La desigualdad resultante es xj1 +xj1+1 +
xj1+2 + xj1+3 ≥ 2 para algún j1 ∈ N adecuado, y esta desigualdad queda descartada
por hipótesis. Luego, no es posible encontrar una matriz AJ1T que contenga a C
2
3 .
Consideramos t = 4, otra vez suponemos j1 < j2 < j3 < j4.
C34 =

j1 j2 j3 j4
i1 1 1 1 0
i2 0 1 1 1
i3 1 0 1 1
i4 1 1 0 1
.
Observemos que hay más de dos unos en cada fila, entonces las restricciones están
asociadas con vecindades cerradas. Pero las filas i3 e i4 no pueden representar a ninguna
vecindad cerrada, por razones análogas a las ya vistas en el caso (1) para t = 3.
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Por lo tanto αSx ≥ 2 no es una desigualdad minimal y entonces no define faceta. 
Por otra parte, hemos conseguido utilizando PORTA [41] que las desigualdades xi+xi+1+
xi+2 +xi+3 ≥ 2 con i ∈ {4, . . . , n− 6} ⊆ N son suficientes para describir al poliedro PID(Pn)
cuando n ≤ 10. Sin embargo, utilizando la misma herramienta vimos que no alcanzan para
describir al poliedro PID(Cn) aún cuando n ≤ 10. Por ejemplo cuando n = 7 la desigualdad
x1 + x2 + x3 + x4 + x5 + x6 + x7 ≥ 5
define faceta del poliedro PID(C7).
2.3.2. Los poliedros PLD(Pn) y PLD(Cn)
En [4] se prueba que si n ≥ 5, el poliedro QLD(Pn) está dado por:
desigualdades de no negatividad: xi ≥ 0 para i ∈ {1, . . . , n},
desigualdades de vecindades cerradas: x1 +x2 ≥ 1, xn−1 +xn ≥ 1 y xi−1 +xi +xi+1 ≥ 1
para i ∈ {3, . . . , n− 2},
desigualdades de diferencias simétricas de vecindades cerradas: x1 + x3 + x4 ≥ 1,
xn−3 + xn−2 + xn ≥ 1 y xi−1 + xi + xi+2 + xi+3 ≥ 1 para i ∈ {3, . . . , n− 4}.
Aqúı V1(Pn) = ∅ y resulta que PLD(Pn) es de dimensión completa.
Además se demuestra que:
Teorema 2.27 ([4]) Si n ≥ 5, las desigualdades
x1 + x2 + x3 + x4 ≥ 2, xn−3 + xn−2 + xn−1 + xn ≥ 2,
xi−1 + xi + xi+1 + xi+2 + xi+3 ≥ 2 para i ∈ {3, . . . , n− 4}.
describen facetas de PLD(Pn).
Para la demostración del resultado anterior se utilizaron las mismas ideas que para el
caso del poliedro PID(Pn). En efecto, se identifica al hiperciclo inducido por las hiperaristas
N [1], N [3] y N [1]4N [3] para la primera desigualdad y al hiperciclo inducido por N [n− 2],
N [n] y N [n−2]4N [n] en la segunda desigualdad. También se consigue el hiperciclo inducido
por las aristas N [i], N [i+ 2] y N [i]4N [i+ 2] para la última desigualdad.
Es fácil ver que si tomamos uno cualquiera de los hiperciclos mencionados y aplicamos
el procedimiento CG a cada conjunto de restricciones asociados a las hiperaristas obtenemos
la misma desigualdad inducida por el hiperciclo.
También, en [4], se tiene el siguiente resultado.
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Lema 2.28 ([4]) Para un ciclo Cn con n ≥ 6, QLD(Cn) está dado por:
desigualdades de no negatividad: xi ≥ 0 para i ∈ {1, . . . , n},
desigualdades de vecindades cerradas: xi−1 + xi + xi+1 ≥ 1 para i ∈ {1, . . . , n},
desigualdades de diferencias simétricas de vecindades cerradas: xi−1 +xi+xi+2 +xi+3 ≥
1 para i ∈ {1, . . . , n}.
donde la suma entre sub́ındices es módulo n.
Como consecuencia inmediata tenemos:
Corolario 2.29 Para un ciclo Cn con n ≥ 6, las desigualdades
xi−1 + xi + xi+1 + xi+2 + xi+3 ≥ 2 para i ∈ {1, . . . , n}
donde la suma entre sub́ındices es módulo n, definen facetas de PLD(Cn).
Nuestro objetivo es demostrar que todas las desigualdades αx ≥ 2 con αj ∈ {0, 1, 2}
que definen facetas para el poliedro PLD(Pn) (PLD(Cn)) son las que están descriptas por el
Teorema 2.27 (Corolario 2.29).
Nuevamente haremos uso de los resultados en [6] y para simplificar la notación llama-
mos A a la matriz CLD(Pn) (CLD(Cn)) y F y N a los conjuntos de filas y columnas de A
respectivamente.
Teorema 2.30 Sea αSx ≥ 2 una CG-desigualdad y n ≥ 6.
Si αSx ≥ 2 es válida para PLD(Pn) y distinta de x1 + x2 + x3 + x4 ≥ 2, xn−3 + xn−2 +
xn−1 +xn ≥ 2 y xi−1 +xi +xi+1 +xi+2 +xi+3 ≥ 2 para i ∈ {3, . . . , n−4} ⊆ N entonces
αSx ≥ 2 no define faceta.
Si αSx ≥ 2 es válida para PLD(Cn) y distinta de xi−1 +xi +xi+1 +xi+2 +xi+3 ≥ 2 para
i ∈ N , donde la suma de sub́ındices es módulo n, luego αSx ≥ 2 no define faceta.
Demostración: Consideramos T un subconjunto CG-equivalente minimal de S y supongamos
que αTx ≥ 2 define faceta de PLD(Pn) (PLD(Cn)). A partir del Teorema 2.24, la matriz AJ1T
contiene una submatriz circulante Ct−1t con t = |T |.
Ya mencionamos que t ≥ 3. Por otro lado t ≤ 5, ya que toda fila de la matriz A tiene a
lo sumo 4 entradas no nulas.
Consideramos t = 3 y realizando una permutación adecuada de filas, tenemos que C23
submatriz de AJ1T puede escribirse como:
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i1 1 1 0
i2 0 1 1
i3 1 0 1
.
donde {i1, i2, i3} ⊆ F y {j1, j2, j3} ⊆ N . Sin pérdida de generalidad, sea j1 < j2 < j3
(donde la relación de orden es módulo n en caso de los ciclos). Las filas de C23 pueden
estar asociadas a:
(1) 3 vecindades cerradas,
(2) 3 diferencias simétricas de vecindades cerradas,
(3) 2 diferencias simétricas de vecindades cerradas y 1 vecindad cerrada,
(4) 1 diferencia simétrica de vecindades cerradas y 2 vecindades cerradas.
De manera análoga al ID-problema, si j1, j3 ∈ N [k] para algún k ∈ N entonces
j2 ∈ N [k]. Luego la fila i3 sólo puede representar a una diferencia simétrica, entonces
(1) no se satisface y además, j2 ∈ {j1 + 1, j1 + 2}.
Supongamos que i1 e i2 también están asociadas a diferencias simétricas de vecindades
cerradas. Si j2 = j1 + 1 y j3 = j1 + 2 obtenemos una desigualdad con lado derecho
2 que queda dominada por la suma de las desigualdades xj1−2 + xj1−1 + xj1 ≥ 1 y
xj1+1 + xj1+2 + xj1+3 ≥ 1 si j1 ∈ {4, . . . , n− 4} cuando A corresponde a CLD(Pn) (con
la suma de sub́ındices módulo n si A = CLD(Cn)), o bien por xj1−1 + xj1 + xj1+1 ≥ 1 y
xj1+2 + xj1+3 + xj1+4 ≥ 1 si j1 ∈ {3, . . . , n− 5} ⊆ N cuando A corresponde a CLD(Pn)
(si j1 ∈ N con la suma de sub́ındices módulo n si A = CLD(Cn)). En el caso en que
j2 = j1 + 1 y j3 = j1 + 3, i2 no corresponde a una diferencia simétrica. Si j2 = j1 + 2,
i1 no está asociada una diferencia simétrica. Por lo tanto podemos concluir que (2) no
se satisface.
Supongamos ahora que una de las filas i1 o i2 está asociada a una diferencia simétrica de
vecindades cerradas y la otra a una vecindad cerrada. El caso j2 = j1 + 1 y j3 = j1 + 2
se analiza de manera análoga al caso en que ambas filas, i1 e i2, están asociadas a
diferencias simétricas y obtenemos las mismas conclusiones. Si j2 = j1 + 1 y j3 =
j1 + 3 resulta i2 asociada a una vecindad cerrada y en este caso la desigualdad que se
obtiene con lado derecho 2, queda dominada por la suma de dos vecindades cerradas
xj1−2 +xj1−1 +xj1 ≥ 1 y xj1+1 +xj1+2 +xj1+3 ≥ 1 si j1 ∈ {4, . . . , n− 4} ⊆ N cuando A
corresponde a CLD(Pn) (j1 ∈ N con la suma de sub́ındices módulo n si A = CLD(Cn)).
Por último, si j2 = j1 + 2, i1 está asociada a una vecindad cerrada y también resulta
que la desigualdad que se obtiene con lado derecho 2, queda dominada por la suma
de dos vecindades cerradas xj1 + xj1+1 + xj1+2 ≥ 1 y xj1+3 + xj1+4 + xj1+5 ≥ 1 si
j1 ∈ {2, . . . , n − 6} ⊆ N cuando A corresponde a CLD(Pn) (j1 ∈ N con la suma de
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sub́ındices módulo n si A = CLD(Cn)). Por todo lo analizado podemos concluir que (3)
no se satisface.
Finalmente supongamos que se satisface (4). La desigualdad resultante en el caso j2 =
j1 + 1 cuando A corresponde a CLD(Pn) es, x1 + x2 + x3 + x4 ≥ 2, o bien xj1−1 + xj1 +
xj1+1 +xj1+2 +xj1+3 ≥ 2 si j1 ∈ {3, . . . , n−4} ⊆ N , o bien xn−3 +xn−2 +xn−1 +xn ≥ 2.
Si A = CLD(Cn) la desigualdad resultante es xj1−1 + xj1 + xj1+1 + xj1+2 + xj1+3 ≥ 2
para j1 ∈ N con la suma de sub́ındices módulo n. Pero estas desigualdades quedan
descartadas por hipótesis. Ahora, si j2 = j1 +2 podemos obtener la misma desigualdad
o xj1 + 2xj1+1 + xj1+2 + xj1+3 + xj1+4 ≥ 2 dominada por la anterior.
Por lo tanto, no es posible encontrar una matriz AJ1T que contenga a C
2
3 y satisfaga las
hipótesis requeridas.
Consideramos t = 4 y suponemos j1 < j2 < j3 < j4.
C34 =

j1 j2 j3 j4
i1 1 1 1 0
i2 0 1 1 1
i3 1 0 1 1
i4 1 1 0 1
.
Observemos que si j1, j3 ∈ N [k] para algún k ∈ N entonces j2 ∈ N [k], luego la fila i3
representa una diferencia simétrica. Razonando de manera análoga obtenemos que i4
está asociada a una diferencia simétrica. Mán aún, j1 6= 1, j2 = j1 + 1, j3 = j1 + 2 y
j4 = j1+3, aśı podemos concluir que i1 e i2 se corresponden con las vecindades cerradas
de j2 y j3 respectivamente. Por lo tanto, la desigualdad que se obtiene en este caso con
lado derecho 2, queda dominada por la suma de las desigualdades xj1−1+xj1 +xj1+1 ≥ 1
y xj1+2 +xj1+3 +xj1+4 ≥ 1 si j1 ∈ {3, . . . , n−5} ⊆ N cuando A corresponde a CLD(Pn)
(j1 ∈ N con la suma de sub́ındices módulo n si A = CLD(Cn)).
Vamos a analizar el caso t = 5, nuevamente suponemos j1 < j2 < j3 < j4 < j5.
C45 =

j1 j2 j3 j4 j5
i1 1 1 1 1 0
i2 0 1 1 1 1
i3 1 0 1 1 1
i4 1 1 0 1 1
i5 1 1 1 0 1
.
Como hay más de tres unos por filas, éstas no están asociadas a vecindades cerradas.
Teniendo en cuanta el orden de las columnas, a partir de i4 podemos concluir que
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j2 = j1 + 1, j3 = j1 + 2, j4 = j1 + 3 y j5 = j1 + 4. Sin embargo, no es posible que i1, i2,
i3 e i5 estén asociadas a diferencias simétricas de vecindades cerradas con las columnas
aśı definidas.
Por lo tanto αSx ≥ 2 no es una desigualdad minimal y entonces no define faceta. 
2.3.3. Los poliedros POLD(Pn) y POLD(Cn)
Comenzamos estudiando el poliedro relajación QOLD(Pn).
Teorema 2.31 El poliedro QOLD(Pn) está dado por:
(1) desigualdades de no negatividad: xi ≥ 0 para todo i 6= 2, 4, n− 3, n− 1,
(2) desigualdades de vecindades abiertas: x2 ≥ 1, xi + xi+2 ≥ 1 para i ∈ {1, . . . , n − 2},
i 6= 2, 4, n− 3 y xn−1 ≥ 1,
(3) desigualdades de diferencias simétricas de vecindades abiertas: x4 ≥ 1, xi + xi+4 ≥ 1
para i ∈ {1, . . . , n− 4}, i 6= 2, 4, n− 7 y xn−3 ≥ 1.
Demostración: Teniendo en cuenta el resultado obtenido en el Corolario 1.6, para describir
la matriz COLD(Pn) consideramos las filas no redundantes asociadas a los conjuntos:
(f1) N(1) = {2},
(f2) N(n) = {n− 1},
(f3) N(i+ 1) = {i, i+ 2} para i ∈ {1, . . . , n− 2},
(f4) N(1)4N(2) = {1, 2, 3},
(f5) N(n− 1)4N(n) = {n− 2, n− 1, n},
(f6) N(i)4N(i+ 1) = {i− 1, i, i+ 1, i+ 2} para i ∈ {2, . . . , n− 2},
(f7) N(1)4N(3) = {4},
(f8) N(n− 2)4N(n) = {n− 3},
(f9) N(i+ 1)4N(i+ 3) = {i, i+ 4} para i ∈ {1, . . . , n− 4}.
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Es fácil ver que las filas asociadas a los conjuntos del ı́tem (f3), para i ∈ {2, 4, n− 3}, están
dominadas por las filas asociadas a los conjuntos de los ı́tems (f1), (f7) y (f2). Además,
las filas asociadas a los conjuntos dados en (f4), (f5) y (f6) están dominadas por las filas
asociadas a (f1), (f2) y (f3) respectivamente. También es claro que para i ∈ {2, 4, n − 7},
las filas asociadas a los conjuntos del ı́tem (f9) están dominadas por aquellas asociadas a los
cojuntos de los ı́tems (f1), (f7) y (f8).
Aśı, tenemos que poliedro QOLD(Pn) queda descripto por las desigualdades dadas en (1),
(2) y (3). 
De aqúı sigue que V2(Pn) ∪ V3(Pn) = {2, 4, n− 3, n− 1}.
A continuación describimos el poliedro relajación lineal QOLD(Cn).
Teorema 2.32 El poliedro QOLD(Cn) está dado por:
(1) desigualdades de no negatividad: xi ≥ 0 para todo i ∈ {1, . . . , n},
(2) desigualdades de vecindades abiertas: xi + xi+2 ≥ 1 para i ∈ {1, . . . , n} donde la suma
de los sub́ındices es módulo n,
(3) desigualdades de diferencias simétricas de vecindades abiertas: xi + xi+4 ≥ 1 para
i ∈ {1, . . . , n} donde la suma de los sub́ındices es módulo n.
Demostración: Nuevamente, a partir del Corolario 1.6, para describir la matriz COLD(Cn)
consideramos las filas no dominadas asociadas a los conjuntos:
(f1) N(i+ 1) = {i, i+ 2} para i ∈ {1, . . . , n},
(f2) N(i)4N(i+ 1) = {i− 1, i, i+ 1, i+ 2} para i ∈ {1, . . . , n},
(f3) N(i+ 1)4N(i+ 3) = {i, i+ 4} para i ∈ {1, . . . , n}.
Claramente las filas asociadas a los conjuntos del ı́tem (f2) están dominadas por las filas
asociadas a (f1) y las filas asociadas a los conjuntos dados en los ı́tems (f1) y (f3) no son
redundantes. A partir de de esta observación tenemos que poliedroQOLD(Cn) queda descripto
por las desigualdades dadas en (1), (2) y (3). 
En lo que sigue vamos a probar el siguiente resultado:
Teorema 2.33 Para n ≥ 9, las únicas desigualdades con coeficientes 0, 1 y 2 que defi-
nen facetas para POLD(Pn) (POLD(Cn)) son las desigualdades que describen a QOLD(Pn)
(QOLD(Cn)) y las desigualdades xi + xi+2 + xi+4 ≥ 2 donde i ∈ {1, . . . , n − 4} con i 6=
2, 4, n− 7, n− 5 (donde i ∈ {1, . . . , n} y la suma de sub́ındices es módulo n).
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Como en el caso del ID-problema y del LD-problema, sabemos que todas las desigual-
dades que describen a QOLD(Pn) y a QOLD(Cn) definen facetas.
Nuevamente, para simplificar la notación llamamos A a la matriz COLD(Pn) (COLD(Cn))
y denotamos por F y N a los conjuntos de ı́ndices de filas y columnas de A, respectivamente.
Si A = COLD(Pn) entonces consideramos las columnas i ∈ {1, . . . , n − 4} ⊆ N con
i 6= 2, 4, n− 7, n− 5 (i ∈ N y la suma de sub́ındices es módulo n si A = COLD(Cn)):
xi + xi+2 ≥ 1 que corresponde a x(N(i+ 1)) ≥ 1,
xi+2 + xi+4 ≥ 1 que corresponde a x(N(i+ 3)) ≥ 1,
xi + xi+4 ≥ 1 que corresponde a x(N(i+ 1)4N(i+ 3)) ≥ 1.
La submatriz de A correspondiente a las filas asociadas a las anteriores desigualdades es:






Como esta matriz es la matriz de incidencia de un hiperciclo de longitud 3 cuyas hiper-
aristas son N(i+1), N(i+3) y N(i+1)4N(i+3), podemos concluir que xi+xi+2 +xi+4 ≥ 2
es una faceta de POLD(Pn) (POLD(Cn)) si i ∈ {1, . . . , n − 4} ⊆ N con i 6= 2, 4, n − 7, n − 5
(si i ∈ N y la suma de sub́ındices es módulo n). También se puede verificar que dicha
desigualdad puede ser obtenida aplicando el CG-procedimiento.
Entonces para completar la prueba del Teorema 2.33, vamos a probar el siguiente resul-
tado.
Teorema 2.34 Sea αSx ≥ 2 una CG-desigualdad válida para POLD(Pn) (POLD(Cn)) con
n ≥ 9 distinta del conjunto de desigualdades xi +xi+2 +xi+4 ≥ 2 para cada i ∈ {1, . . . , n−4}
con i 6= 2, 4, n− 7, n− 5 para POLD(Pn) (i ∈ {1, . . . , n} con la suma de sub́ındices módulo n
para POLD(Cn)). Entonces α
Sx ≥ 2 no define faceta.
Demostración: Consideramos T un subconjunto CG-equivalente minimal de S y supongamos
que αTx ≥ 2 define faceta de POLD(Pn) (POLD(Cn)). A partir del Teorema 2.24, la matriz
AJ1T contiene una submatriz circulante de tamaño t = |T |.
Notemos que t = 3. En efecto, por un lado recordemos que t ≥ 3 y, por otra parte, como
cada fila de la matriz A tiene a lo sumo 2 entradas no nulas, resulta t ≤ 3.
Sea C23 submatriz de A
J1





i1 1 1 0
i2 0 1 1
i3 1 0 1
,
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donde {i1, i2, i3} ⊆ F y {j1, j2, j3} ⊆ N . Sin pérdida de generalidad suponemos j1 < j2 <




(1) 3 vecindades abiertas,
(2) 3 diferencias simétricas de vecindades abiertas,
(3) 2 diferencias simétricas de vecindades abiertas y 1 vecindad abierta,
(4) 1 diferencia simétrica de vecindades abiertas y 2 vecindades abiertas.
Observemos que si j1, j3 ∈ N(k) para algún k ∈ N entonces j2 = k, j1 = k−1 y j3 = k+1.
En este caso, i1 e i2 no están asociadas ni a una vecindad abierta, ni a una diferencia simétrica
de vecindades abiertas. Entonces i3 corresponde a una diferencia simétrica de vecindades
abiertas. En este caso j3 = j1 + 4, luego i1 e i2 están asociadas a vecindades abiertas, más
aún, j2 = j1 +2 y la desigualdad resultante corresponde a la que fue descartada por hipótesis.
Aśı, podemos concluir que no es posible encontrar una matriz AJ1T que contenga a C
2
3 .
Por lo tanto αSx ≥ 2 no es una desigualdad minimal y entonces no define faceta. 
2.3.4. Los poliedros PLTD(Pn) y PLTD(Cn)
Estudiamos el poliedro relajación QLTD(Pn).
Teorema 2.35 El poliedro QLTD(Pn) está dado por:
(1) desigualdades de no negatividad: xi ≥ 0 para todo i 6= 2, n− 1,
(2) desigualdades de vecindades abiertas: x2 ≥ 1, xi + xi+2 ≥ 1 para i ∈ {1, . . . , n − 2},
i 6= 2, n− 3 y xn−1 ≥ 1.
Demostración: Teniendo en cuenta el resultado obtenido en el Corolario 1.6, para describir
la matriz CLTD(Pn) consideramos las filas no redundantes asociadas a los conjuntos:
(f1) N(1) = {2},
(f2) N(n) = {n− 1},
(f3) N(i+ 1) = {i, i+ 2} para i ∈ {1, . . . , n− 2},
(f4) N(1)4N(2) = {1, 2, 3},
(f5) N(n− 1)4N(n) = {n− 2, n− 1, n},
(f6) N(i)4N(i+ 1) = {i− 1, i, i+ 1, i+ 2} para i ∈ {2, . . . , n− 2},
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(f7) N [1]4N [3] = {1, 3, 4},
(f8) N [n− 2]4N [n] = {n− 3, n− 2, n},
(f9) N [i]4N [i+ 2] = {i− 1, i, i+ 2, i+ 3} para i ∈ {2, . . . , n− 3}.
Observemos que, para i ∈ {2, n− 3}, las filas asociadas a los conjuntos del ı́tem (f3), están
dominadas por las filas asociadas a los conjuntos de los ı́tems (f1) y (f2). Además, las filas
asociadas a los conjuntos dados en (f4) y (f5) están dominadas por las filas asociadas a (f1)
y (f2) respectivamente. También es fácil ver que las filas asociadas a los conjuntos de los
ı́tems (f6), (f7) (f8) y (f9) están dominadas por las filas asociadas a los cojuntos del ı́tem
(f3).
Luego el poliedro QLTD(Pn) queda descripto por las desigualdades dadas en (1) y (2). 
Por lo enunciado tenemos que V2(Pn) = {2, n− 1}.
A continuación vamos a estudiar el poliedro relajación lineal QLTD(Cn).
Teorema 2.36 El poliedro QLTD(Cn) está dado por:
(1) desigualdades de no negatividad: xi ≥ 0 para todo i ∈ {1, . . . , n},
(2) desigualdades de vecindades abiertas: xi + xi+2 ≥ 1 para i ∈ {1, . . . , n} donde la suma
de los sub́ındices es módulo n.
Demostración: A partir del Corolario 1.6, para describir la matriz CLTD(Pn) consideramos
las filas no dominadas asociadas a los conjuntos:
(f1) N(i+ 1) = {i, i+ 2} para i ∈ {1, . . . , n},
(f2) N(i)4N(i+ 1) = {i− 1, i, i+ 1, i+ 2} para i ∈ {1, . . . , n},
(f3) N [i]4N [i+ 3] = {i− 1, i, i+ 2, i+ 3} para i ∈ {1, . . . , n}.
Claramente las filas asociadas a los conjuntos de los ı́tems (f2) y (f3) están dominadas por
las filas asociadas a (f1) y, las filas asociadas a los conjuntos dados en el ı́tem (f1) no son
redundantes. Aśı, poliedro QOLD(Pn) queda descripto por las desigualdades dadas en (1) y
(2). 
Es fácil ver que si n ∈ {2, . . . , 5} se tiene que PLTD(Pn) = QLTD(Pn).
Teorema 2.37 Para n ≥ 6 vale PLTD(Pn) = QLTD(Pn).
Demostración: Sea A = CLTD(Pn). Llamamos fi a la fila de A asociada a la restricción
xi + xi+2 ≥ 1 con i ∈ {1, . . . , n− 2}, i 6= 2.
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Si n es par definimos,
N1 = {1, 3, 5, . . . , n− 3} y N2 = {4, 6, 8, . . . , n}.
Es claro que N = N1 ∪N2, entonces reordenamos las columnas de A de modo que las
primeras columnas correspondan a los ı́ndices en N1 y las restantes a los ı́ndices en
N2. También reordenamos las filas de A como sigue, {f1, f3, f5, . . . , fr, f4, f6, f8, . . . , fs}
donde r = n− 5 y s = n− 2.
Si n es impar definimos,
N1 = {1, 3, 5, . . . , n} y N2 = {4, 6, 8, . . . , n− 2}.
Repetimos idéntico razonamiento respecto al orden de las columnas y reordenamos las
filas como {f1, f3, f5, . . . , fr, f4, f6, f8, . . . , fs} para r = n− 2 y s = n− 5.
En ambos casos la matriz resultante, isomorfa a la matriz A, es una matriz de intervalo.
Por lo tanto y de acuerdo a los resultados en [19], el poliedro PLTD(Pn) = QLTD(Pn). 
También es fácil ver que si n ∈ {3, . . . , 5} se tiene que PLTD(Cn) = QLTD(Cn).
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Demostración: Sea A = CLTD(Cn). Llamamos fi a la fila de A asociada a la restricción
xi + xi+2 ≥ 1 con i ∈ {1, . . . , n} y la suma en los ı́ndices es módulo n. Reordenamos las
columnas de A como sigue, {1, 3, . . . , p, 2, 4, . . . , q} donde p = n − 1 y q = n cuando n es
par, y p = n y q = n − 1 cuando n es impar. Mientras que las filas de A se reordenan de
acuerdo a {f1, f3, . . . , fp, f2, f4, . . . , fq} donde p = n − 1 y q = n cuando n es par, y p = n
y q = n − 1 cuando n es impar. Luego la matriz que se obtiene es una matriz circulante
por bloques. Si n es múltiplo de 4 entonces se consiguen dos bloques correspondientes a
matrices ideales de la forma C2n
2
. Por lo tanto PLTD(Cn) = QLTD(Cn) ([19]) y se verifica (a).
Si n es par y no es múltiplo de 4 entonces
n
2
= 2k + 1 con k ∈ Z+ y la matriz resultante
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([19]) y aśı se obtiene
(b). Si n es impar entonces la matriz resultante es C2n que es mı́nimamente no ideal y entonces









y queda probado (c). 
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Soles y operaciones en grafos
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Resumen
En este caṕıtulo estudiamos el cardinal del mı́nimo X-conjunto para X ∈ {ID,LD,OLD,
LTD} en ciertas clases de grafos a través de su estructura. Aśı obtenemos o bien cotas o
bien el valor exacto de estos parámetros. Trabajamos sobre algunas clases de soles, grafos
obtenidos al agregar un vértice universal y el cuadrado de ciclos y caminos.
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3.1. Soles completos y co-soles
Comenzamos este caṕıtulo estudiando el número de código de identificación, de localiza-
ción-dominación, de localización-dominación abierta y de localización-dominación total para
los soles completos Sn y los co-soles Sn. Recordemos que podemos particionar los vértices de
estas dos familias de grafos en dos conjuntos, C y S tales que |C| = |S| = n donde C induce
una clique y S es un conjunto estable.
3.1.1. Número de código de identificación
Observemos que γID(S3) = 3 como se ve en la Figura 3.1.
Figura 3.1: Los vértices en negro forman un mı́nimo ID-conjunto en S3.
Analizamos el ID-número para los restantes soles completos y tenemos el siguiente re-
sultado:
Teorema 3.1 Sea Sn un sol completo con n ≥ 4. Luego,
γID(Sn) = n.
Demostración: Observamos primero que el conjunto estable S es un código de identificación
de Sn ya que, N [si] ∩ S = {si} y N [ci] ∩ S = {si−1, si} para todo i ∈ {1, . . . , n}, aśı cada
vértice de Sn está dominado y separado por S y resulta γID(Sn) ≤ n.
Consideramos un código de identificación arbitrario I en Sn con I 6= S, vamos a mostrar
que |I| ≥ n. Luego podemos concluir que γID(Sn) = n.
El conjunto I contiene vértices tanto de C como de S, no puede ocurrir que I ⊂ S, ya
que de este modo los vértice en S − I no están dominados, ni puede ocurrir I ⊆ C, de ser
aśı, ningún par de vértices en C está separado.
Además, no es posible que se satisfaga que si, si+1, si+2 /∈ I para i ∈ {1, . . . , n} con la
suma de sub́ındices módulo n, de lo contrario N [ci+1] ∩ I = N [ci+2] ∩ I y ci+1, ci+2 no están
separados. Por lo tanto, S − I puede dividirse en bloques que contienen un solo vértice {si}
o dos vértices {si, si+1} para i ∈ {1, . . . , n}. Supongamos que S − I contiene p bloques Aj
de cardinalidad 1 y q bloques Bk de cardinalidad 2, en consecuencia, |S − I| = p+ 2q.
Por cada bloque Aj = {si}, se verifica |I ∩ {ci, ci+1}| ≥ 1 y, por cada bloque Bk =
{si, si+1}, |I ∩ {ci, ci+1, ci+2}| ≥ 2 ya que si, si+1 están dominados y separados por I.
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Además, si si y sj pertenecen a bloques diferentes de S − I, entonces los conjuntos
formados por sus vecinos en C son disjuntos. Esto muestra que |I ∩ C| ≥ p+ 2q.
Luego, |I| = |I ∩ C| + |I ∩ S| = |I ∩ C| + n− |S − I| ≥ n entonces γID(Sn) ≥ n. Por lo
tanto γID(Sn) = n. 
A continuación vamos a calcular γID(Sn). En la Figura 3.2, se puede observar que
γID(S3) = γID(S4) = 4, γID(S5) = 5 y γID(S6) = 6.
Figura 3.2: Los vértices en negro forman un mı́nimo ID-conjunto en Sn para n ∈ {3, . . . , 6}.
En lo que sigue consideramos los casos cuando n ≥ 7.
Observación 3.2 A partir de la definición de Sn:
1. N [si] = (C − {ci−1, ci}) ∪ {si},
2. N [si]4N [sj] = {ci−1, ci, cj−1, cj, si, sj}, en particular N [si]4N [si+1] = {ci−1, ci+1, si, si+1},
3. N [ci]4N [cj] = {si, si+1, sj, sj+1}, en particular N [ci]4N [ci+1] = {si, si+2}.
Teorema 3.3 Sea Sn un co-sol con n ≥ 7. Luego,
γID(Sn) = n− 1.
Demostración: Vamos a mostrar que I∗ = {c1, c3, s2, s3} ∪
n−1⋃
i=5
{si} es un código de identifi-
cación. Todos los vértices en C ∪ S están separados y dominados, ya que:
N [ci] ∩ I∗ = I∗ − {si+1} con i = 1 o i = 4.
N [ci] ∩ I∗ = I∗ − {si} con i = 3 o i = n− 1.
N [ci] ∩ I∗ = I∗ − {si, si+1} con i = 2 o i ∈ {5, . . . , n− 2}.
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N [cn] ∩ I∗ = I∗.
N [s1] ∩ I∗ = {c3}.
N [s2] ∩ I∗ = {s2, c3}.
N [s3] ∩ I∗ = {s3, c1}.
N [s4] ∩ I∗ = {c1}.
N [si] ∩ I∗ = {si, c1, c3} con i ∈ {5, . . . , n− 1}.
N [sn] ∩ I∗ = {c1, c3}.
Claramente |I∗| = n− 1, luego sigue que γID(Sn) ≤ n− 1.
Sea I un código de identificación de Sn, vamos a probar que |I| ≥ n− 1.
Recordemos que la suma de sub́ındices es módulo n. No puede ocurrir que si, si+1, si+2 ∈
S − I, pues si si+1 /∈ I, a partir de la Observación 3.2.3. tenemos que {si, si+2} ∩ I 6= ∅.
Además, a partir de la misma Observación no se verifica que {si, si+1, sj, sj+1} ⊆ S − I con
|j − i− 1| ≥ 2 o |i− j − 1| ≥ 2.
Como consecuencia, el conjunto S−I puede particionarse como S−I = B∪A1∪ . . .∪At
con t < n donde cada Ai es un bloque que tiene exactamente un vértice de S para cada
i ∈ {1, . . . , t} y B = {si, si+1} para algún i ∈ {1, . . . , n}, o bien B = ∅.
Entre Aj y Aj+1 hay al menos dos vértices de I ∩ S para todo j ∈ {1, . . . , t − 1}. En
efecto, si para algún j ∈ {1, . . . , t − 1}, Aj = {si}, si+1 ∈ I ∩ S y Aj+1 = {si+2}, a partir
de la Observación 3.2.3. se tiene que |{si, si+2} ∩ I| ≥ 1, lo que contradice el hecho de que
Aj ∪ Aj+1 = {si, si+2} ⊆ S − I.
Por lo tanto, para el conjunto SA = A1 ∪ . . . ∪ At tenemos que si Aj = {si} entonces
Aj+1 = {sk} con |i− k| ≥ 3 para todo j ∈ {1, . . . , t− 1}.
Como |SA| = t resulta |I ∩ C| ≥ t−1. En efecto, si SA = {si1 , si2 , . . . , sit}, sin pérdida de
generalidad consideramos i1 = 1 e ij ≥ 4 para j ∈ {2, . . . , t}. De acuerdo con la Observación
3.2.2. existe w1 ∈ {cn, c1, cij−1, cij} ∩ I que separa s1 de sij . Si w1 ∈ {c1, cn} entonces w1
separa s1 de sij para todo j ∈ {2, . . . , t} (sigue una conclusión análoga si w1 ∈ {cij−1, cij}).
Ya que w1 ∈ N [sij ] para todo j ∈ {2, . . . , t} entonces hay otro vértice en I que separa a sij
de sik para ij, ik 6= 1. Llamemos w2 ∈ (C − {w1}) ∩ I al vértice que separa a si2 de sij para
todo j ∈ {3, . . . , t}. Aplicando iterativamente este razonamiento está claro que I tiene t− 1
vértices diferentes en C que separan los vértices en SA. Por lo tanto |I ∩ C| ≥ t− 1.
Si B = ∅ entonces |I ∩ S| = n− t. Además, como |I ∩ C| ≥ t− 1 resulta |I| ≥ n− 1.
Para el caso B 6= ∅, |I ∩ S| = n − t − 2. Sin pérdida de generalidad supongamos que
B = {s1, s2}. Por Observación 3.2.2., {c2, cn} ∩ I 6= ∅. Consideramos c2 ∈ I (el mismo
argumento se puede aplicar a cn ∈ I). Como c2 ∈ N [x] para cada x ∈ {s1} ∪ SA, entonces
existen otros vértices en C que separan los vértices del conjunto {s1} ∪ SA. Además, si
S
′
A = {s1}∪SA, con un razonamiento análogo al caso anterior se obtiene que |I| = |I ∩ S|+
|I ∩ (C − {c2})|+ 1 ≥ n− t− 2 + t+ 1 = n− 1. Por lo tanto, γID(Sn) = n− 1.

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3.1.2. Número de localización-dominación
Es inmediato verificar que γLD(S3) = γLD(S4) = 3 (ver Figura 3.3).
Figura 3.3: Los vértices en negro forman un mı́nimo LD-conjunto en Sn para n ∈ {3, 4}.
A continuación mostramos una cota superior para el LD-número de Sn con n ≥ 5.













n ≥ 5. Sea n = 5k + r con r ∈ {0, . . . , 4}. Definimos,
Si r = 0,
I∗ = {ci, ci+1 : i = 5`+ 1, ` ∈ {0, . . . , k− 1}}∪{si, si+1 : i = 5`+ 3, ` ∈ {0, . . . , k− 1}}.
Si r = 1,
I∗ = {ci, ci+1 : i = 5`+ 1, ` ∈ {0, . . . , k − 1}} ∪ {cn} ∪
{si, si+1 : i = 5`+ 3, ` ∈ {0, . . . , k − 1}}.
Si r = 2 o r = 3,
I∗ = {ci, ci+1 : i = 5`+ 1, ` ∈ {0, . . . , k}} ∪ {si, si+1 : i = 5`+ 3, ` ∈ {0, . . . , k − 1}}.
Si r = 4,
I∗ = {ci, ci+1 : i = 5`+ 1, ` ∈ {0, . . . , k}} ∪ {cn−1} ∪
{si, si+1 : i = 5`+ 3, ` ∈ {0, . . . , k − 1}}.
Si r = 0, es fácil ver que todos los vértices de Sn están dominados por el correspondiente
conjunto I∗, además podemos observar que todos los vértices en (C∪S)−I∗ están separados
por dicho conjunto ya que:
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N [si] ∩ I∗ = {ci, ci+1} con i = 5`+ 1, ` ∈ {0, . . . , k − 1}.
N [si] ∩ I∗ = {ci} con i = 5`+ 2, ` ∈ {0, . . . , k − 1}.
N [si] ∩ I∗ = {ci+1} con i = 5`, ` ∈ {1, . . . , k − 1}.
N [sn] ∩ I∗ = {c1}.
N [ci] ∩ I∗ = (I∗ ∩ C) ∪ {si} con i = 5`+ 3, ` ∈ {0, . . . , k − 1}.
N [ci] ∩ I∗ = (I∗ ∩ C) ∪ {si−1, si} con i = 5`+ 4, ` ∈ {0, . . . , k − 1}.
N [ci] ∩ I∗ = (I∗ ∩ C) ∪ {si−1} con i = 5`, ` ∈ {1, . . . , k}.
Análogamente, puede verificarse que si r ∈ {1, . . . , 4} e i ∈ {1, . . . , 5k − 1}, los vértices
si, ci /∈ I∗ están dominados y separados por el correspondiente conjunto I∗, claramente si
si, ci ∈ I∗ están dominados por dicho conjunto. Además:
Si r = 1,
N [s5k] ∩ I∗ = {c5k+1}.
N [s5k+1] ∩ I∗ = {c1, c5k+1}.
t
Si r = 3,
N [s5k] ∩ I∗ = {c5k+1}.
N [s5k+1] ∩ I∗ = {c5k+1, c5k+2}.
N [s5k+2] ∩ I∗ = {c5k+2}.
N [s5k+3] ∩ I∗ = {c1}.
N [c5k+3] ∩ I∗ = I∗ ∩ C.
t
Si r = 2,
N [s5k] ∩ I∗ = {c5k+1}.
N [s5k+1] ∩ I∗ = {c5k+1, c5k+2}.
N [s5k+2] ∩ I∗ = {c1, c5k+2}.
Si r = 4,
N [s5k] ∩ I∗ = {c5k+1}.
N [s5k+1] ∩ I∗ = {c5k+1, c5k+2}.
N [s5k+2] ∩ I∗ = {c5k+2, c5k+3}.
N [s5k+3] ∩ I∗ = {c5k+3}.
N [s5k+4] ∩ I∗ = {c1}.
N [c5k+4] ∩ I∗ = I∗ ∩ C.












Se puede observar que esta cota es alcanzada por ejemplo para S6, donde I
∗ = {c1, c2, c6, s3,
s4} es un LD-conjunto de tamaño mı́nimo de S6 (ver Figura 3.4).
A continuación estudiamos el LD-número del grafo co-sol. Es fálcil verificar que γLD(S3) =
γLD(S4) = 3 y γLD(Sn) = n−1 para n ∈ {5, 6, 7}. En la Figura 3.5 mostramos LD-conjuntos
mı́nimos para Sn con n ∈ {3, 4, 5}. De manera similar a los casos n = 4 y n = 5, se puede ob-
servar que I∗ = {c1, . . . , cn−1} es un LD-conjunto de tamaño mı́nimo de Sn para n ∈ {6, 7}.
Ahora bien, para n ≥ 8 vamos a probar que n− 2 es una cota superior para dicho número.
Teorema 3.5 Sea Sn un co-sol con n ≥ 8. Luego,
γLD(Sn) ≤ n− 2.
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Figura 3.4: Los vértices en negro forman un mı́nimo LD-conjunto en S6.
Figura 3.5: Los vértices en negro forman un mı́nimo LD-conjunto en Sn para n ∈ {3, 4, 5}.
Demostración: Consideramos el conjunto I∗ = {c1, c2, c3} ∪
n⋃
i=6
{si}, claramente todos los
vértices de Sn están dominados por I
∗. Vamos a mostrar que los vértices de Sn que no están
en I∗ están separados. Observemos que:
N [c4] = I
∗.
N [c5] = I
∗ − {s6}.
N [ci] = I
∗ − {si, si+1} con i ∈ {6, . . . , n− 1}.
N [cn] = I
∗ − {sn}.
N [s1] = (I
∗ ∩ C)− {c1}.
N [s2] = (I
∗ ∩ C)− {c1, c2}.
N [s3] = (I
∗ ∩ C)− {c2, c3}.
N [s4] = (I
∗ ∩ C)− {c3}.
N [s5] = I
∗ ∩ C.
Por lo tanto, I∗ es un LD-conjunto y aśı resulta γLD(Sn) ≤ n− 2. 
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Esta cota se alcanza por ejemplo para S10, I
∗ = {c1, c2, c3, s6, s7, s8, s9, s10} es un LD-
conjunto de tamaño mı́nimo para dicho grafo (ver Figura 3.6).
Figura 3.6: Los vértices en negro forman un mı́nimo LD-conjunto en S10.
3.1.3. Número de localización-dominación abierta y localización-
dominación total
En primer lugar, es fácil ver que γLTD(S3) = γLTD(S4) = 3 (ver Figura 3.7).
Para n ≥ 5 demostramos el siguiente resultado:
Teorema 3.6 Sea Sn un sol completo con n ≥ 5. Entonces,
γLTD(Sn) ≥ n− 1.
Demostración: Nuevamente denotamos por si con i ∈ {1, . . . , n} los vértices en S y por ci
con i ∈ {1, . . . , n} los vértices en C y recordamos que la suma de sub́ındices es módulo n.
Además, cada arista entre vértices de S y C es o bien si, ci o si, ci+1 para i ∈ {1, . . . , n}.
Consideramos I un LTD-conjunto de Sn. Observemos que I ∩ C 6= ∅, pues si esto no
ocurre entonces I ⊆ S y los vértices de S no están dominados-totalmente por I.
Distinguimos diferentes casos:
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Figura 3.7: Los vértices en negro forman un mı́nimo LTD-conjunto en S3 y S4.
Si I = C − {ci}, I es un LTD-conjunto ya que
. N(ci) ∩ I = C − {ci},
. N(cj) ∩ I = C − {ci, cj} con j 6= i,
. N(si) ∩ I = {ci+1},
. N(si−1) ∩ I = {ci−1},
. N(sj) ∩ I = {cj, cj+1} con j 6= i− 1, i.
Supongamos que existen al menos dos vértices en C − I.
Primero observemos que:
Si ci, ci+1 ∈ C − I, entonces si no está dominado-totalmente lo que contradice el hecho
de que I es un LTD-conjunto.
Entonces, si existen al menos dos vértices en C − I, dichos vértices no tiene sub́ındices
consecutivos. Ahora bien, como I separa-totalmente todos los vértices de (C ∪ S)− I,
en particular separa-totalmente los vértices de C − I Podemos concluir que, todos los
vértices en C − I salvo a lo sumo uno de ellos, tiene un vecino distinto en I ∩ S, luego
|I ∩ S| ≥ n− |I ∩ C| − 1.
Por lo tanto, |I| = |I ∩ C|+ |I ∩ S| ≥ |I ∩ C|+ n− |I ∩ C| − 1 = n− 1.
En ambos casos resulta |I| ≥ n− 1, aśı podemos concluir que γLTD(Sn) ≥ n− 1. 
Observemos que γOLD(S3) = γOLD(S4) = 4, ver Figura 3.8.
A continuación, entudiamos el OLD-número en Sn para n ≥ 5.
Teorema 3.7 Sea Sn un sol completo con n ≥ 5. Entonces,
γOLD(Sn) ≤ n− 1.
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Figura 3.8: Los vértices en negro forman un mı́nimo OLD-conjunto en S3 y S4.
Demostración: Consideramos Sn un sol completo con n ≥ 5, observemos que I∗ = C − {ci}
para todo i ∈ {1, . . . , n} es un OLD-conjunto de Sn. Sin pérdida de generalidad sea i = 1,
I∗ domina-totalmente y separa-totalmente todos los vértices de C ∪ S, ya que:
N(c1) ∩ I∗ = I∗.
N(ci) ∩ I∗ = I∗ − {ci}.
N(s1) ∩ I∗ = {c2}.
N(sn) ∩ I∗ = {cn}.
N(si) ∩ I∗ = {ci, ci+1} con i ∈ {2, . . . , n− 1}.
A partir de la definición de I∗, |I∗| = n− 1, luego sigue que γOLD(Sn) ≤ n− 1. 
Ahora bien, recordando que para todo grafo G se verifica que γLTD(G) ≤ γOLD(G) y
teniendo en cuenta los resultados obtenidos en los Teoremas 3.6 y 3.7 podemos concluir que:
Corolario 3.8 Para todo n ≥ 5,
γLTD(Sn) = γOLD(Sn) = n− 1.
A continuación estudiamos el OLD-número de Sn. Primero observemos que para n ∈
{3, . . . , 7} resulta γOLD(Sn) = n, en particular en la Figura 3.9 podemos observar los mı́nimos
OLD-conjuntos para cada Sn con n ∈ {3, 4, 5}. De manera análoga, se puede ver que I∗ = C
es un mı́nimo OLD-conjunto de Sn si n = 6 o n = 7.
Para n ≥ 8 probamos el siguiente resultado.
Teorema 3.9 Sea Sn un co-sol con n ≥ 8. Entonces,
γOLD(Sn) = n− 1.
Demostración: Consideramos n = 4k + r con r ∈ {0, 1, 2, 3}.
En primer lugar definimos,
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Figura 3.9: Los vértices en negro forman un mı́nimo OLD-conjunto en Sn para n ∈ {3, 4, 5}.
Si r = 0,
I∗ = {c3, c4} ∪ {ci, ci+1, ci+2 : i = 4`+ 2, ` ∈ {1, . . . , k − 1}} ∪ {s3} ∪
{si : i = 4`+ 2, ` ∈ {1, . . . , k − 1}}.
Si r = 1,
I∗ = {c3, c4, cn} ∪ {ci, ci+1, ci+2 : i = 4`+ 2, ` ∈ {1, . . . , k − 1}} ∪ {s3} ∪
{si : i = 4`+ 2, ` ∈ {1, . . . , k − 1}}.
Si r = 2,
I∗ = {c3, c4, cn−1, cn} ∪ {ci, ci+1, ci+2 : i = 4`+ 2, ` ∈ {1, . . . , k − 1}} ∪ {s3} ∪
{si : i = 4`+ 2, ` ∈ {1, . . . , k − 1}}.
Si r = 3,
I∗ = {c3, c4, cn−1, cn} ∪ {ci, ci+1, ci+2 : i = 4`+ 2, ` ∈ {1, . . . , k − 1}} ∪ {s3, sn−1} ∪
{si : i = 4`+ 2, ` ∈ {1, . . . , k − 1}}.
Notemos que, en cada caso, I∗ es un OLD-conjunto de Sn, es decir, I
∗ domina-totalmente
y separa-totalmente todos los vértices de C ∪ S ya que:
Si r = 0,
N(c1) ∩ I∗ = I∗.
N(c2) ∩ I∗ = I∗ − {s3}.
N(c3) ∩ I∗ = I∗ − {c3, s3}.
N(c4) ∩ I∗ = I∗ − {c4}.
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N(ci) ∩ I∗ = I∗ − {si+1} con i = 4`+ 1, ` ∈ {1, . . . , k − 1}.
N(ci) ∩ I∗ = I∗ − {ci, si} con i = 4`+ 2, ` ∈ {1, . . . , k − 1}.
N(ci) ∩ I∗ = I∗ − {ci} con i = 4`+ 3 o 4`+ 4, ` ∈ {1, . . . , k − 1}.
N(s1) ∩ I∗ = (C ∩ I∗)− {cn}.
N(s2) ∩ I∗ = C ∩ I∗.
N(s3) ∩ I∗ = (C ∩ I∗)− {c3}.
N(s4) ∩ I∗ = (C ∩ I∗)− {c3, c4}.
N(si) ∩ I∗ = (C ∩ I∗)− {ci−1} con i = 4`+ 1, ` ∈ {1, . . . , k − 1}.
N(si) ∩ I∗ = (C ∩ I∗)− {ci} con i = 4`+ 2, ` ∈ {1, . . . , k − 1}.
N(si) ∩ I∗ = (C ∩ I∗)− {ci−1, ci} con i = 4`+ 3 o 4`+ 4, ` ∈ {1, . . . , k − 1}.
Análogamente, puede verificarse que si r ∈ {1, . . . , 3} e i ∈ {1, . . . , 4k} todos los vérti-
ces están dominados-totalmente y separados-totalmente por el correspondiente conjunto I∗.
Además:
Si r = 1,
N(c4k+1) ∩ I∗ = I∗ − {c4k+1}.
N(s4k+1)∩ I∗ = (C ∩ I∗)−{c4k, c4k+1}.
Si r = 2,
N(c4k+1) ∩ I∗ = I∗ − {c4k+1}.
N(c4k+2) ∩ I∗ = I∗ − {c4k+2}.
N(s4k+1)∩ I∗ = (C ∩ I∗)−{c4k, c4k+1}.
N(s4k+2)∩I∗ = (C∩I∗)−{c4k+1, c4k+2}.
Si r = 3,
N(c4k+1) ∩ I∗ = I∗ − {s4k+2}.
N(c4k+2) ∩ I∗ = I∗ − {c4k+2, s4k+2}.
N(c4k+3) ∩ I∗ = I∗ − {c4k+3}.
N(s4k+1) ∩ I∗ = (C ∩ I∗)− {c4k}.
N(s4k+2) ∩ I∗ = (C ∩ I∗)− {c4k+2}.
N(s4k+3)∩I∗ = (C∩I∗)−{c4k+2, c4k+3}.
Dado que |I∗| = n− 1, resulta que γOLD(Sn) ≤ n− 1.
Para terminar la prueba del teorema, vamos a considerar I un OLD-conjunto de Sn y
demostramos que |I| ≥ n− 1.
Primero observemos que valen las siguientes afirmaciones:
(a) No puede ocurrir que ci, ci+1, ci+2 ∈ C − I para algún i con la suma de sub́ındices
módulo n. De lo contrario, para tal i, N(si+1) ∩ I = N(si+2) ∩ I lo que contradice el
hecho de que I es un OLD-conjunto.
(b) No se verifican simultaneamente ci, ci+2 ∈ C − I y ci+1 ∈ C ∩ I para algún i, teniendo
en cuenta la suma de sub́ındices módulo n. Si esto ocurre, los vértices si+1 y si+2 no
están separados-totalmente.
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CAPÍTULO 3. SOLES Y OPERACIONES EN GRAFOS
(c) Tampoco puede ocurrir que ci, ci+1 ∈ C − I y cj, cj+1 ∈ C − I con |i+ 1− j| ≥ 3 o
|j + 1− i| ≥ 3. Si esta condición se verifica es claro que N(si+1) ∩ I = N(sj+1) ∩ I, lo
que contradice que I es un OLD-conjunto de Sn.
Por lo tanto, por lo observado en (a) y (c), podemos separar la prueba en los siguientes
casos:
Caso 1: No existen dos vértices en C − I con sub́ındices consecutivos.
Por lo observado en (b), todo par de vértices ci, cj ∈ C − I verifica que |i− j| ≥ 3.
Entonces (S − N(ci)) ∩ (S − N(cj)) = ∅ y vale {si, si+1, sj, sj+1} ∩ I 6= ∅, esto quiere
decir que existen al menos |C − I| − 1 vértices en I ∩ S.
Luego, |I| = |I ∩ C|+ |I ∩ S| ≥ |I ∩ C|+ |C − I| − 1 = n− 1.
Caso 2: Existe sólo un par de vértices en C − I con sub́ındices consecutivos.
Sin pérdida de generalidad supongamos que c1, c2 ∈ C − I.
Caso 2.1: |C − I| = 2.
Como c1 y c2 están separados-totalmente por I, existe al menos un vértice en I ∩ S
que los separa, luego |I| = |I ∩ C|+ |I ∩ S| ≥ n− 2 + 1 = n− 1.
Caso 2.2: |C − I| ≥ 3.
Sea C−I = {c1, c2}∪{cir : r ∈ {1, . . . , p}}. A partir de lo observado en (b), |2− i`| ≥ 3
y |ij − ik| ≥ 3 para todo j, k ∈ {1, . . . , p}, como c2 está separado-totalmente de cada
cir por I, utilizando un razonamiento análogo al Caso 1, existen en I ∩ S p vértices
que separan cada uno de estos pares. Además, es claro que dichos vértices no separan
a c1 de c2 o bien, a c1 de cir para algún r{1, . . . , p}, aśı resulta |I| = |I ∩ C|+ |I ∩ S| ≥
n− 2− p+ p+ 1 = n− 1.
Por lo tanto podemos concluir que en todos los casos posibles resulta |I| ≥ n − 1 y
aśı obtenemos que γOLD(Sn) = n− 1. 
Finalmente, estudiamos el LTD-número para Sn. En la Figura 3.9 podemos observar
que los mı́nimos OLD-conjuntos para cada Sn si n ∈ {3, 4, 5} en particular son mı́nimos
LTD-conjuntos para dichos grafos. Más aún, de manera análoga, se puede ver que I∗ = C
es un mı́nimo LTD-conjunto de Sn si n = 6 o n = 7. Además, obtenemos el siguiente
resultado cuya prueba omitimos ya que el conjunto I∗ dado en la prueba del Teorema 3.5 es
un LTD-conjunto de Sn con n ≥ 8.
Teorema 3.10 Sea Sn un co-sol con n ≥ 8. Luego,
γLTD(Sn) ≤ n− 2.
Al igual que en el Teorema 3.5, se puede observar que esta cota es alcanzada en S10.
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3.2. Grafos obtenidos al agregar un vértice universal
Recordamos que dado G = (V,E) un grafo y 0 /∈ V , denotamos por G′ = (V ′, E ′) el grafo
obtenido al agregar el vértice universal 0 a G, V ′ = V ∪ {0} y E ′ = E ∪ {i0 : i ∈ V }.
Observación 3.11 Sea G = (V,E) un grafo y 0 /∈ V .
G′ tiene true twins si y solo si G tiene true twins o un vértice universal.
G′ tiene false twins si y solo si G también los tiene.
Teorema 3.12 Sea X ∈ {ID,LD,OLD,LTD} y G = (V,E) un grafo conexo que admite
un X-conjunto. En particular, si X = ID suponemos que G no contiene un vértice universal.
Luego
γX(G) ≤ γX(G′) ≤ γX(G) + 1.
Más aún, γX(G
′) = γX(G) si y solo si existe un X-conjunto mı́nimo C tal que para todo
i ∈ V , C * N [i] para X = ID o bien, C * N(i) cuando X ∈ {LD,OLD,LTD}.
Demostración: Sea C ′ un X-conjunto de tamaño mı́nimo de G′, es decir, γX(G
′) = |C ′|.
Si 0 /∈ C ′ luego C ′ es un X-conjunto de G y γX(G) ≤ |C ′| = γX(G′). Si 0 ∈ C ′, como
0 ∈ N [i] para todo i ∈ V , 0 no separa los vértices en V . Por otra parte, como C ′ es minimal,
luego existe j ∈ V tal que N [j]∩C ′ = {0}. Más aún j es el único vértice con esta propiedad
ya que C ′ es un X-conjunto de G′. Como G es conexo y |V (G)| ≥ 2, existe k ∈ N(j) ∩ V .
Definimos C = (C ′ − {0}) ∪ {k}. Aśı C es un X-conjunto de G tal que |C| = |C ′|. Por lo
tanto, γX(G) ≤ |C| = |C ′| = γX(G′).
Sea C un mı́nimo ID-conjunto de G tal que C ⊆ N [iC ] para iC ∈ V . Claramente C no es
un ID-conjunto de G′, pues N [iC ] ∩ C = N [0] ∩ C. Pero como C es un ID-conjunto, existe
j /∈ N [iC ] (pues no hay vértice universal en G), luego C ∪ {j} es un ID-conjunto de G′ y
vale γX(G
′
) ≤ γX(G) + 1.
Ahora, sea C un mı́nimo X-conjunto de G con X ∈ {LD,OLD,LTD} tal que C ⊆ N(iC)
para iC ∈ V . Similarmente, concluimos que C no es un X-conjunto de G′. Ahora bien, C∪{0}
es un X-conjunto de G′y vale γX(G
′
) ≤ γX(G) + 1.
Supongamos que hay un X-conjunto C de tamaño mı́nimo de G tal que para todo i ∈ V ,
C * N [i] cuando X = ID o C * N(i) cuando X ∈ {LD,OLD,LTD}. Vamos a probar que
C es un X-conjunto de G′.
Como N(0) ∩ C = C 6= ∅ luego C domina-totalmente o domina los vértices en V ′.
Por otro lado, supongamos que N [0]∩C = N [i]∩C (o N(0)∩C = N(i)∩C) para algún
i ∈ V . Si C es un X-conjunto con X = ID (o X ∈ {LD,OLD,LTD}) luego C ⊆ N [i] ∩ C
(resp. C ⊆ N(i) ∩ C) y esto contradice el supuesto sobre C. Luego, N [0] ∩ C 6= N [i] ∩ C
(N(0) ∩ C 6= N(i) ∩ C) para todo i ∈ V , es decir, C es un X-conjunto de G′ con X ∈
{ID,LD,OLD,LTD}. Por lo tanto, γX(G′) ≤ |C| = γX(G).
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Finalmente, suponemos que para todo X-conjunto mı́nimo C de G existe i ∈ V tal que
C ⊆ N [i] si X = ID (C ⊆ N(i) si X ∈ {LD,OLD,LTD}). Sea D un X-conjunto de tamaño
mı́nimo de G′ tal que |D| = γX(G). Es claro que 0 ∈ D (ya que D−{0} seŕıa un X-conjunto
de G de cardinal menor que γX(G)). Entonces existe un único k ∈ V tal que N [k]∩D = {0}.
Sea j ∈ N(k) y sea D′ = D − {0} ∪ {j}. Es fácil chequear que D′ es un X-conjunto de G′
de cardinalidad γX(G) que no contiene al vértice 0. Entonces D
′ es un X-conjunto de G de
cardinalidad γX(G). Por hipótesis existe h ∈ V tal que D′ ⊆ N [h]. Pero esto contradice el
hecho de que D′ es un X-conjunto de G′ ya que los vértices 0 y h no están separados. 
3.2.1. Fans y wheels
Denotamos por Fn y Wn el grafo fan y el grafo wheel de n+1 vértices obtenidos al agregar
un vértice universal al camino Pn y al ciclo Cn respectivamente.















e para n ≥ 2 [27]
Tabla 3.1: γX(Pn)
También, en el caso de los ciclos, γID(Cn), γLD(Cn) y γLTD(Cn) son números conocidos
(ver Tabla 3.2). Calculamos a continuación el valor de γOLD(Cn).
Lema 3.13 Para n ≥ 3, γOLD(Cn) = d2n3 e.
Demostración: En [44] se prueba que γOLD(Cn) ≥ d2n3 e. Veamos que dicha cota es ajustada.
En efecto, si n = 3k + r con r ∈ {0, 1, 2}, consideramos la suma módulo n y definimos los
siguientes conjuntos:
Si r = 0,
I∗ = {3i− 2, 3i− 1 : i ∈ {1, . . . , k}}.
Si r = 1,
I∗ = {3i− 2, 3i− 1 : i ∈ {1, . . . , k}} ∪ {n− 1}.
Si r = 2,
I∗ = {3i− 2, 3i− 1 : i ∈ {1, . . . , k}} ∪ {n− 1, n− 2}.
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Ahora bien:
Si r = 0,
N(i) ∩ I∗ = {i+ 1} con i = 3`+ 1, ` ∈ {0, . . . , k − 1}.
N(i) ∩ I∗ = {i− 1} con i = 3`+ 2, ` ∈ {0, . . . , k − 1}.
N(i) ∩ I∗ = {i− 1, i+ 1} con i = 3`, ` ∈ {1, . . . , k}.
En este caso, es claro que I∗ es un OLD-conjunto de Cn. Análogamente se verifica que si
r ∈ {1, 2} e i ∈ {1, . . . , 3k − 2} los vértices de Cn están dominados-totalmente y separados-
totalmente por el correspondiente I∗. Además:
Si r = 1,
N(3r − 1) ∩ I∗ = {3r − 2, 3r}.
N(3r) ∩ I∗ = {3r − 1}.
N(3r + 1) ∩ I∗ = {1, 3r}.
Si r = 2,
N(3r − 1) ∩ I∗ = {3r − 2, 3r}.
N(3r) ∩ I∗ = {3r − 1, 3r + 1}.
N(3r + 1) ∩ I∗ = {3r}.
N(3r + 2) ∩ I∗ = {1, 3r + 1}.
Aśı resulta que, el conjunto I∗ asociado a los casos r = 1 y r = 2 respectivamente, también
es un OLD-conjunto y, como |I∗| = d2n
3









si n es par, n ≥ 6 y n+1
2













e si n ≥ 3[15]
Tabla 3.2: γX(Cn)
Es claro que no existe un ID-conjunto para P2 y para C3, ni un OLD-conjunto para C4.
Si n = 4 o n = 5 en las Figuras 3.10 y 3.11 mostramos X-conjuntos de tamaños mı́nimos
para caminos y fans representados por los vértices pintados de negro y, para n = 5, en la
Figura 3.12 tenemos X-conjuntos de tamaños mı́nimos para ciclos y wheels.
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CAPÍTULO 3. SOLES Y OPERACIONES EN GRAFOS
Figura 3.10: X-conjuntos mı́nimos para P4 y F4
Figura 3.11: X-conjuntos mı́nimos para P5 y F5
Como consecuencia del Teorema 3.12, obtenemos:






si n es par y
n+1
2






OLD 4k + r para n = 6k + r, r ∈ {0, 1, 2, 3, 4} y d2n
3
e














Tabla 3.3: γX(Fn) y γX(Wn)
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Figura 3.12: X-conjuntos mı́nimos para C5 y W5
Demostración: Sea n ≥ 6. Al menos un vértice en cada uno de los conjuntos {1, 2} y {n−1, n}
pertenece a un X-conjunto de Pn, pero dichos vértices no pertenecen a una misma vecindad
cerrada ya que dist(2, n − 1) ≥ 3. Luego, a partir del Teorema 3.12 tenemos que γX(Fn) =
γX(Pn).
Por otro lado, también es inmediato observar, en el caso de los ciclos Cn, que no hay
un X-conjunto mı́nimo contenido en N [i] cuando X = ID (o bien en N(i) cuando X ∈
{LD,OLD,LTD}) luego, aplicando nuevamente el Teorema 3.12, resulta γX(Wn) = γX(Cn).

Observemos que combinando los resultados del Corolario 3.14 y las Tablas 3.1 y 3.2,
calculamos el valor exacto de un X-conjunto mı́nimo de un grafo fan o un grafo wheel para
X ∈ {ID,LD,OLD,LTD}.
3.3. El cuadrado de caminos y ciclos
En la última sección de este caṕıtulo, estudiamos los cuatro problemas para el cuadrado
de caminos y ciclos.
Primero observemos que P 23 y P
2
4 tienen true twins entonces no existe un código de
identificación para dichos grafos. También es fácil comprobar que γID(P
2





7 ) = γID(P
2
8 ) = γID(P
2
9 ) = 5 y γID(P
2
10) = 6 (ver Figuras 3.13, 3.14 y 3.15).










+ 1 para n ≥ 11. Además, los mismos
autores identifican los valores de n ≥ 11 para los cuales se alcanzan estas cotas.
Ahora bien, en el caso del LD-problema se puede verificar que γLD(P
2





5 ) = 2 y γLD(P
2
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Figura 3.13: Todos los pares de vértices son true twins en P 23 y 2 y 3 son true twins en P
2
4 .
Figura 3.14: Los vértices en negro forman un mı́nimo ID-conjunto en P 2n para n ∈ {5, 6, 7}.
Para en LTD-problema se puede observar fácilmente que γLTD(P
2
3 ) = 2,
γLTD(P
2
4 ) = γLTD(P
2
5 ) = 2 y γLTD(P
2
6 ) = 3.
Recordamos las relaciones (1.1) válidas para todo grafo G:
γLD(G) ≤ γLTD(G) ≤ γOLD(G)
y
γLD(G) ≤ γID(G).
Observación 3.15 Combinando estas relaciones con el resultado mencionado en [30], te-
nemos que para todo n ≥ 1 se verifica
γLTD(P
2
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Figura 3.15: Los vértices en negro forman un mı́nimo ID-conjunto en P 2n para n ∈ {8, 9, 10}.
Además, obtenemos una cota superior para el LTD-número de P 2n :










Más aún, la cota inferior se alcanza si n = 6k.
Demostración: Sea n ≥ 7, consideramos n = 6k + r con k ≥ 1 y r ∈ {0, . . . , 5}. Definimos:
Si r = 0,
I∗ = {4} ∪ {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}}.
Si r = 1,
I∗ = {4, n} ∪ {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}}.
Si r = 2,
I∗ = {4, n− 1} ∪ {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}}.
Si r = 3,
I∗ = {4, n− 1, n} ∪ {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}}.
Si r = 4,
I∗ = {4, n− 3, n− 1} ∪ {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}}.
Si r = 5,
I∗ = {4, n− 2, n} ∪ {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}}.
Ahora bien,
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Si r = 0,
N(1) ∩ I∗ = {3}.
N(2) ∩ I∗ = {3, 4}.
N(3) ∩ I∗ = {4, 5}.
N(4) ∩ I∗ = {3, 5}.
N(5) ∩ I∗ = {3, 4}.
N(6) ∩ I∗ = {4, 5}.
N(i) ∩ I∗ = {i− 2, i+ 2} con i = 6`+ 1, ` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i+ 1} con i = 6`+ 2, ` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i+ 2} con i = 6`+ 3, ` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i− 1, i+ 1} con i = 6`+ 4, ` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i− 2} con i = 6`+ 5, ` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i− 2, i− 1} con i = 6`+ 6, ` ∈ {1, . . . , k − 1}.
N(6k − 1) ∩ I∗ = {6k − 3}.
N(6k) ∩ I∗ = {6k − 1}.
En este caso podemos concluir que todos los vértices de P 2n están dominados-totalmente
por I∗ y que los vértices en V (P 2n) − I∗ están separados-totalmente por I∗. Luego I∗ es un
LTD-conjunto de P 2n . Además, como |I∗| = dn+13 e, resulta γLTD(P
2
n) = dn+13 e.
Analizamos ahora los restantes casos. De manera análoga al caso r = 0, se puede verificar
que si r ∈ {1, . . . , 5} e i ∈ {1, . . . , 6k−2} los vértices de P 2n están dominados-totalmente por
I∗ y los vértices en V (P 2n)− I∗ están separados-totalmente por el correspondiente conjunto
I∗. Además:
Si r = 1,
N(6k − 1) ∩ I∗ = {6k − 3, 6k + 1}.
N(6k) ∩ I∗ = {6k − 1, 6k + 1}.
N(6k + 1) ∩ I∗ = {6k − 1}.
Si r = 2,
N(6k − 1) ∩ I∗ = {6k − 3, 6k + 1}.
N(6k) ∩ I∗ = {6k − 1, 6k + 1}.
N(6k + 1) ∩ I∗ = {6k − 1}.
N(6k + 2) ∩ I∗ = {6k + 1}.
Si r = 3,
N(6k − 1) ∩ I∗ = {6k − 3}.
N(6k) ∩ I∗ = {6k − 1, 6k + 2}.
N(6k+1)∩I∗ = {6k−1, 6k+2, 6k+3}.
N(6k + 2) ∩ I∗ = {6k + 3}.
N(6k + 3) ∩ I∗ = {6k + 2}.
Si r = 4,
N(6k − 1) ∩ I∗ = {6k − 3, 6k + 1}.
N(6k) ∩ I∗ = {6k − 1, 6k + 1}.
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N(6k + 1) ∩ I∗ = {6k − 1, 6k + 3}.
N(6k + 2) ∩ I∗ = {6k + 1, 6k + 3}.
N(6k + 3) ∩ I∗ = {6k + 1}.
N(6k + 4) ∩ I∗ = {6k + 3}.
Si r = 5,
N(6k − 1) ∩ I∗ = {6k − 3}.
N(6k) ∩ I∗ = {6k − 1}.
N(6k + 1) ∩ I∗ = {6k − 1, 6k + 3}.
N(6k + 2) ∩ I∗ = {6k + 3}.
N(6k + 3) ∩ I∗ = {6k + 5}.
N(6k + 4) ∩ I∗ = {6k + 3, 6k + 5}.
N(6k + 5) ∩ I∗ = {6k + 3}.
Por lo tanto, en cada caso, I∗ resulta un LTD-conjunto. Además, se puede observar a















Por otro lado, no es dif́ıcil comprobar que no existe un OLD-conjunto para P 24 ya que
dicho grafo tiene false twins. Además, γOLD(P
2
3 ) = 2 y γOLD(P
2
n) = 4 cuando n ∈ {5, . . . , 9}.





4k + 1 si r ∈ {0, 1}
4k + 2 si r ∈ {2, 3}
4k + 3 si r ∈ {4, 5}
4k + 4 si r ∈ {6, 7, 8, 9}
Demostración: Sea n = 10k+r con k ≥ 1 y r ∈ {0, . . . , 9}. Definimos los siguientes conjuntos:
Si r = 0,
I∗ = {2i : i ∈ {1, . . . , n}} − {10i : i ∈ {1, . . . , k − 1}}.
Si r ∈ {1, . . . , 7},
I∗ = {2i : i ∈ {1, . . . , n}} − {10i : i ∈ {1, . . . , k − 1}}.
Si r ∈ {8, 9},
I∗ = {2i : i ∈ {1, . . . , n}} − {10i : i ∈ {1, . . . , k}}.
Analizamos primero qué ocurre cuando r = 0.
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Si r = 0,
N(1) ∩ I∗ = {2}.
N(2) ∩ I∗ = {4}.
N(i) ∩ I∗ = {i − 1, i + 1} con i = 2m + 1, i ∈ {3, . . . , n − 1} e i 6= 10` − 1, 10` + 1,
` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i − 2, i + 2} con i = 2m, i ∈ {4, . . . , n − 2} e i 6= 10` − 2, 10` + 2,
` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i− 1} con i = 10`− 1, ` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i+ 1} con i = 10`+ 1, ` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i− 2} con i = 10`− 2, ` ∈ {1, . . . , k − 1}.
N(i) ∩ I∗ = {i+ 2} con i = 10`+ 2, ` ∈ {1, . . . , k − 1}.
N(10k) ∩ I∗ = {10k − 2}.
Podemos concluir que todos los vértices de P 2n están dominados-totalmente y separados-




A continuación estudiamos los restantes casos. Claramente se verifica que |I∗| = 4k+ 1 +⌊r
2
⌋




si r ∈ {8, 9}. Entonces, vamos a probar que I∗ es un
OLD-conjunto cuando r ∈ {1, . . . , 9} y aśı queda demostrado el teorema.
De manera análoga al caso r = 0, se puede comprobar que si r ∈ {1, . . . , 9} e i ∈
{1, . . . , 10k − 1} los vértices de P 2n están dominados-totalmente y separados-totalmente por
el correspondiente conjunto I∗. Además:
Si r = 1,
N(10k) ∩ I∗ = {10k − 2}.
N(10k + 1) ∩ I∗ = {10k}.
Si r = 2,
N(10k) ∩ I∗ = {10k − 2, 10k + 2}.
N(10k + 1) ∩ I∗ = {10k, 10k + 2}.
N(10k + 2) ∩ I∗ = {10k}.
Si r = 3,
N(10k) ∩ I∗ = {10k − 2, 10k + 2}.
N(10k + 1) ∩ I∗ = {10k, 10k + 2}.
N(10k + 2) ∩ I∗ = {10k}.
N(10k + 3) ∩ I∗ = {10k + 2}.
Si r = 4,
N(10k) ∩ I∗ = {10k − 2, 10k + 2}.
N(10k + 1) ∩ I∗ = {10k, 10k + 2}.
N(10k + 2) ∩ I∗ = {10k, 10k + 4}.
N(10k + 3) ∩ I∗ = {10k + 2, 10k + 4}.
N(10k + 4) ∩ I∗ = {10k + 2}.
Si r = 5,
N(10k) ∩ I∗ = {10k − 2, 10k + 2}.
N(10k + 1) ∩ I∗ = {10k, 10k + 2}.
N(10k + 2) ∩ I∗ = {10k, 10k + 4}.
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N(10k + 3) ∩ I∗ = {10k + 2, 10k + 4}.
N(10k + 4) ∩ I∗ = {10k + 2}.
N(10k + 5) ∩ I∗ = {10k + 4}.
Si r = 6,
N(10k) ∩ I∗ = {10k − 2, 10k + 2}.
N(10k + 1) ∩ I∗ = {10k, 10k + 2}.
N(10k + 2) ∩ I∗ = {10k, 10k + 4}.
N(10k + 3) ∩ I∗ = {10k + 2, 10k + 4}.
N(10k + 4) ∩ I∗ = {10k + 2, 10k + 6}.
N(10k + 5) ∩ I∗ = {10k + 4, 10k + 6}.
N(10k + 6) ∩ I∗ = {10k + 4}.
Si r = 7,
N(10k) ∩ I∗ = {10k − 2, 10k + 2}.
N(10k + 1) ∩ I∗ = {10k, 10k + 2}.
N(10k + 2) ∩ I∗ = {10k, 10k + 4}.
N(10k + 3) ∩ I∗ = {10k + 2, 10k + 4}.
N(10k + 4) ∩ I∗ = {10k + 2, 10k + 6}.
N(10k + 5) ∩ I∗ = {10k + 4, 10k + 6}.
N(10k + 6) ∩ I∗ = {10k + 4}.
N(10k + 7) ∩ I∗ = {10k + 6}.
A diferencia de los casos anteriores:
Si r = 8 o r = 9,
N(i) ∩ I∗ = {i− 2} con i = 10`− 2, ` ∈ {1, . . . , k}.
N(i) ∩ I∗ = {i+ 2} con i = 10`+ 2, ` ∈ {1, . . . , k}.
Entonces para i ∈ {1, . . . , 10k − 3} los vértices de P 2n están dominados-totalmente y
separados-totalmente por el correspondiente I∗, la prueba de lo enunciado es análoga
al caso r = 0. Ahora bien, para i ≥ 10k − 2 se puede observar que:
N(10k − 2) ∩ I∗ = {10k − 4}.
N(10k − 1) ∩ I∗ = {10k − 2}.
N(10k) ∩ I∗ = {10k − 2, 10k + 2}.
N(10k + 1) ∩ I∗ = {10k + 2}.
N(10k + 2) ∩ I∗ = {10k + 4}.
N(10k + 3) ∩ I∗ = {10k + 2, 10k + 4}.
N(10k + 4) ∩ I∗ = {10k + 2, 10k + 6}.
N(10k + 5) ∩ I∗ = {10k + 4, 10k + 6}.
N(10k + 6) ∩ I∗ = {10k + 4, 10k + 8}.
N(10k + 7) ∩ I∗ = {10k + 6, 10k + 8}.
N(10k + 8) ∩ I∗ = {10k + 6}.
N(10k + 9) ∩ I∗ = {10k + 8}.
Por lo tanto en cada caso, I∗ resulta un OLD-conjunto. 
Se puede observar que la cota obtenida en el Teorema 3.17 es ajustada ya que por ejemplo




11) como se muestra en la Figura 3.16.
De manera similar, estudiamos los cuadrados de los ciclos.
Notemos que C2n es igual a una clique cuando n ≤ 5, luego no existe un ID-conjunto en
estos casos y γX(C
2

















+ 1 si n = 5k + 1, 5k + 4 (ver [16]).
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Figura 3.16: Los vértices en negro forman un mı́nimo OLD-conjunto en P 2n para n ∈ {10, 11}.













en otro caso (ver [16]). Para analizar el LTD-número, observemos primero
que γLTD(C
2
6) = 3 (ver Figura 3.17).
Figura 3.17: Los vértices en negro forman un mı́nimo LTD-conjunto en C26 .
Para n ≥ 7, tenemos el siguiente resultado.













Demostración: Sea n = 6k + r, n ≥ 7 con k ≥ 1 y r ∈ {0, . . . , 5}. Definimos,
Si r = 0,
I∗ = {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}}.
Si r ∈ {1, 2},
I∗ = {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}} ∪ {n− 1}.
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Si r = 3,
I∗ = {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}} ∪ {n− 1, n}.
Si r = 4,
I∗ = {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}} ∪ {n− 3, n− 1}.
Si r = 5,
I∗ = {6i+ 3, 6i+ 5 : i ∈ {0, . . . , k − 1}} ∪ {4, n− 2, n}.
Se puede observar que |I∗| = dn
3
e si r ∈ {0, 1, 2, 4} y |I∗| = dn
3
e+ 1 si r ∈ {3, 5}. Teniendo en
cuenta la suma módulo n, vamos a probar que en cada caso, los correspondientes conjuntos
I∗ son un LTD-conjunto para C2n.
Si r = 0,
N(i) ∩ I∗ = {i− 2, i+ 2} con i = 6`+ 1, ` ∈ {0, . . . , k − 1}.
N(i) ∩ I∗ = {i+ 1} con i = 6`+ 2, ` ∈ {0, . . . , k − 1}.
N(i) ∩ I∗ = {i+ 2} con i = 6`+ 3, ` ∈ {0, . . . , k − 1}.
N(i) ∩ I∗ = {i− 1, i+ 1} con i = 6`+ 4, ` ∈ {0, . . . , k − 1}.
N(i) ∩ I∗ = {i− 2} con i = 6`+ 5, ` ∈ {0, . . . , k − 1}.
N(i) ∩ I∗ = {i− 1} con i = 6`, ` ∈ {1, . . . , k}.
Para el caso r = 0, podemos concluir que todos los vértices de C2n están dominados-totalmente
y todos los vértices en V (C2n)− I∗ están separados-totalmente por I∗. Además, se prueba de
manera análoga al caso anterior que, si r ∈ {1, . . . , 4} e i ∈ {3, . . . , 6k − 3} los vértices de
C2n están dominados-totalmente y los vértices en V (C
2
n)− I∗ están separados totalmente por
el correspondiente conjunto I∗ definido en cada caso.
Además, podemos observar que:
Si r = 1,
N(1) ∩ I∗ = {3, 6k}.
N(2) ∩ I∗ = {3}.
N(6k − 2) ∩ I∗ = {6k − 3, 6k − 1, 6k}.
N(6k − 1) ∩ I∗ = {6k − 3, 6k}.
N(6k) ∩ I∗ = {6k − 1}.
N(6k + 1) ∩ I∗ = {6k, 6k − 1}.
Si r = 2,
N(1) ∩ I∗ = {3, 6k + 1}.
N(2) ∩ I∗ = {3}.
N(6k − 2) ∩ I∗ = {6k − 3, 6k − 1}.
N(6k − 1) ∩ I∗ = {6k − 3, 6k + 1}.
N(6k) ∩ I∗ = {6k − 1, 6k + 1}.
N(6k + 1) ∩ I∗ = {6k − 1}.
N(6k + 2) ∩ I∗ = {6k + 1}.
Si r = 3,
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N(1) ∩ I∗ = {3, 6k + 2, 6k + 3}.
N(2) ∩ I∗ = {3, 6k + 3}.
N(6k − 2) ∩ I∗ = {6k − 3, 6k − 1}.
N(6k − 1) ∩ I∗ = {6k − 3}.
N(6k) ∩ I∗ = {6k − 1, 6k + 2}.
N(6k+1)∩I∗ = {6k−1, 6k+2, 6k+3}.
N(6k + 2) ∩ I∗ = {6k + 3}.
N(6k + 3) ∩ I∗ = {6k + 2}.
Si r = 4,
N(1) ∩ I∗ = {3, 6k + 3}.
N(2) ∩ I∗ = {3}.
N(6k − 2) ∩ I∗ = {6k − 3, 6k − 1}.
N(6k − 1) ∩ I∗ = {6k − 3, 6k + 1}.
N(6k) ∩ I∗ = {6k − 1, 6k + 1}.
N(6k + 1) ∩ I∗ = {6k − 1, 6k + 3}.
N(6k + 2) ∩ I∗ = {6k + 1, 6k + 3}.
N(6k + 3) ∩ I∗ = {6k + 1}.
N(6k + 4) ∩ I∗ = {6k + 3}.
Aśı resulta en cada caso, que el correspondiente I∗ es un LTD-conjunto.
Por otro lado, si r = 5 e i ∈ {7, . . . , 6k − 3}, de manera análoga a los casos anteriores
tenemos que los vértices de C2n están dominados-totalmente y los vértices en V (C
2
n) − I∗
están separados-totalmente por I∗, además:
Si r = 5,
N(1) ∩ I∗ = {3, 6k + 5}.
N(2) ∩ I∗ = {3, 4, 6k + 5}.
N(3) ∩ I∗ = {4, 5}.
N(4) ∩ I∗ = {3, 5}.
N(5) ∩ I∗ = {3, 4}.
N(6) ∩ I∗ = {5}.
N(6k − 2) ∩ I∗ = {6k − 3, 6k − 1}.
N(6k − 1) ∩ I∗ = {6k − 3}.
N(6k) ∩ I∗ = {6k − 1}.
N(6k + 1) ∩ I∗ = {6k − 1, 6k + 3}.
N(6k + 2) ∩ I∗ = {6k + 3}.
N(6k + 3) ∩ I∗ = {6k + 5}.
N(6k + 4) ∩ I∗ = {6k + 3, 6k + 5}.
N(6k + 5) ∩ I∗ = {6k + 3}.
Por lo tanto, en cada caso, I∗ resulta un LTD-conjunto de C2n. 





8) = 4. Para n ≥ 9, presentamos el siguiente resultado:
Teorema 3.19 Para C2n con n ≥ 9 tenemos que:

















3.3. EL CUADRADO DE CAMINOS Y CICLOS
Demostración: A partir de la relación γLTD(C
2
n) ≤ γOLD(C2n) dada en (1.1) y de la cota
inferior para γLTD(C
2
n) dada en el Teorema 3.18, deducimos la cota inferior para γOLD(C
2
n).





+ 1 es cota superior de γOLD(C
2
n) si n es impar. Definimos:
Si n = 2k + 1,
I∗ = {2i− 1 : i ∈ {1, . . . , k − 1}} ∪ {2k − 2}.
Considerando la suma módulo n, podemos observar que:
N(1) ∩ I∗ = {3}.
N(i) ∩ I∗ = {i− 2, i+ 2} con i = 2`+ 1, ` ∈ {1, . . . , k − 3}.
N(i) ∩ I∗ = {i− 1, i+ 1} con i = 2`, ` ∈ {1, . . . , k − 3}.
N(2k − 4) ∩ I∗ = {2k − 5, 2k − 3, 2k − 2}.
N(2k − 3) ∩ I∗ = {2k − 5, 2k − 2}.
N(2k − 2) ∩ I∗ = {2k − 3}.
N(2k − 1) ∩ I∗ = {2k − 3, 2k − 2}.
N(2k) ∩ I∗ = {1, 2k − 2}.
N(2k + 1) ∩ I∗ = {1}.
Claramente, todos los vértices de C2n están dominados-totalmente y separados-totalmente














Veamos ahora que si n es par,
n− 2
2
es cota superior de γOLD(C
2
n). Para ello, definimos:
Si n = 2k + 2,
I∗ = {2i− 1 : i ∈ {1, . . . , k}}.
Nuevamente considerando la suma módulo n tenemos que:
N(1) ∩ I∗ = {3}.
N(i) ∩ I∗ = {i− 2, i+ 2} con i = 2`+ 1, ` ∈ {1, . . . , k − 2}.
N(i) ∩ I∗ = {i− 1, i+ 1} con i = 2`, ` ∈ {1, . . . , k − 1}.
N(2k − 1) ∩ I∗ = {2k − 3}.
N(2k) ∩ I∗ = {2k − 1}.
N(2k + 1) ∩ I∗ = {1, 2k − 1}.
N(2k + 2) ∩ I∗ = {1}.
Luego el conjunto I∗ asociado al caso n = 2k + 2, también resulta un OLD-conjunto de
C2n. Como |I∗| =
n− 2
2







CAPÍTULO 3. SOLES Y OPERACIONES EN GRAFOS
Podemos observar que la cota obtenida en el Teorema 3.19 es ajustada ya que por ejemplo




11) como se muestra en la Figura 3.18.





CAPÍTULO 4. ALGORITMOS LINEALES
Resumen
En este caṕıtulo presentamos algoritmos que determinan en tiempo lineal la cardinalidad
de un mı́nimo código de identificación, conjunto de localización-dominación, conjunto de
localización-dominación abierta y conjunto de localización-dominación total en grafos block.
De este modo, proporcionamos una subclase de grafos cordales para los cuales se pueden
resolver los cuatro problemas en tiempo lineal.
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4.1. DEFINICIONES BÁSICAS Y NOTACIÓN
En este caṕıtulo vamos a presentar algoritmos lineales para determinar los X-números
con X ∈ {ID,LD,OLD,LTD} en grafos block (ver Figura 4.1).
Figura 4.1: Grafo block.
En particular los árboles son grafos block con tamaño de clique 2 y siempre admiten un
código de identificación a menos que se trate de la clique de tamaño 2. Vamos a presentar
algoritmos lineales para calcular γX(B) para B un grafo block y X ∈ {ID,LD,OLD,LTD}
que muestran una generalización del algoritmo presentado por Auger en [5] que resuelve el
ID-problema en árboles. Además, nuestros algoritmos tienen en cuenta que el grafo block
B, dado como entrada, podŕıa no admitir un ID-conjunto o un OLD-conjunto en el caso de
tener true twins o false twins respectivamente.
4.1. Definiciones básicas y notación
Con el fin de dar los algoritmos lineales que computan los X-números con X ∈ {ID,LD,
OLD,LTD} de un grafo block, consideramos la notación utilizada en [5] adaptada para los
problemas mencionados.
Sea G = (V,E) un grafo y v ∈ V . Diremos que C ⊆ V es un v-almost X-conjunto de
G donde X ∈ {ID,LD,OLD,LTD}, si el conjunto C es un X-conjunto para el subgrafo
inducido G− {v} de G. Más aún, decimos que C satisface la propiedad:
ID (LD, OLD, LTD) si C es un ID (LD, OLD, LTD resp.)-conjunto en G,
CO si v ∈ C,
ADJ si v tiene un vecino en C,
FN si v tiene un vecino w tal que N [w] ∩ C = {v},
OFN si v tiene un vecino w tal que N(w) ∩ C = {v},
P si C no satisface la propiedad P ∈ {ID,LD,OLD,LTD,CO,ADJ, FN,OFN}.
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En las propiedades FN y OFN el vértice w es llamado el vértice favorecido por v. Sea
P = {ID,LD,OLD,LTD,CO,ADJ, FN,OFN, ID,LD,OLD,LTD,CO,ADJ, FN,OFN}
y sea X ∈ {ID,LD,OLD,LTD}. Denotamos por γP1,...,Pk(v,G) a la función que retorna el
mı́nimo tamaño de un v-almostX-conjunto enG que satisface las propiedades {P1, . . . , Pk} ⊆
P o ∞ si tal conjunto no existe.
Observamos que existen relaciones de dependencia entre estas propiedades. De hecho, si
un v-almost X-conjunto C satisface FN u OFN luego satisface CO. Si C satisface ID o LD
entonces C satisface CO o ADJ . Si C satisface ID, CO y FN luego debe satisfacer ADJ .
Finalmente, si C satisface OLD o LTD entonces debe satisfacer ADJ . Como consecuencia
tenemos la siguiente:
Observación 4.1 No existe ningún v-almost X-conjunto en G que satisface el siguiente
conjunto de propiedades:
ID, CO, ADJ y FN ,
ID, CO, ADJ y FN ,
ID, CO, ADJ y FN ,
ID, CO, ADJ y FN ,
LD, CO, ADJ y FN ,
LD, CO, ADJ y FN ,
LD, CO, ADJ y FN ,
OLD, CO, ADJ y OFN ,
OLD, CO, ADJ y OFN ,
OLD, CO, ADJ y OFN ,
OLD, CO, ADJ y OFN ,
OLD, CO, ADJ y OFN ,
LTD, CO, ADJ y OFN ,
LTD, CO, ADJ y OFN ,
LTD, CO, ADJ y OFN ,
LTD, CO, ADJ y OFN ,
LTD, CO, ADJ y OFN .
Nota 4.2 En lo que sigue, para simplificar la escritura, dados C ⊆ V y P ∈ P diremos que
“C es P” en lugar de “C satisface P”.
Sea X ∈ {ID,LD,OLD,LTD}. Si v ∈ V (G), denotamos por γX(v,G) el tamaño de un
mı́nimo v-almost X-conjunto. Además con γP1,P2,...,Pr(v,G) denotamos el tamaño de un mı́ni-
mo v-almost conjunto que satisface las propiedades P1, P2, . . . , Pr. A veces es necesario señalar
el problema particular X ∈ {ID,LD,OLD,LTD} cuando calculamos γP1,P2,...,Pr(v,G), en
ese caso utilizamos la notación γ(P1,P2,...,Pr)X (v,G).







4.1. DEFINICIONES BÁSICAS Y NOTACIÓN
γLD(v,G) = min{γLD,CO(v,G), γLD,CO(v,G)} (4.2)
γOLD(v,G) = min{γOLD,CO,OFN(v,G), γOLD,CO,OFN(v,G), γOLD,CO(v,G)} (4.3)
γLTD(v,G) = min{γLTD,CO,OFN(v,G), γLTD,CO,OFN(v,G), γLTD,CO(v,G)} (4.4)
Si B es un grafo block, v1 ∈ V (B) y K es una clique maximal con V (K) = {v1, v2, . . . , vk}
luego borrando todas las aristas en K obtenemos k subgrafos block, digamos B1, B2, . . . , Bk,
que contienen a v1, v2, . . . , vk respectivamente (ver Fig. 4.2).
Figura 4.2: Bi subgrafos block para i ∈ {1, 2, . . . , k}.
En adelante, es conveniente utilizar la siguiente notación:
Notación 4.3 Sea B un grafo block, v1 un vértice elegido en V (B) y K una clique maximal
con vértices v1, . . . , vk. Denotamos por B1, . . . , Bk los grafos block, que contienen a v1, . . . , vk
respectivamente, obtenidos a partir de B luego de eliminar las aristas en K.
Observación 4.4 Sea X ∈ {ID,LD,OLD,LTD}, B un grafo block y V (K) = {v1, v2, . . . ,
vk}. Si C es un v1-almost X-conjunto en B luego Ci = C∩V (Bi) es un vi-almost X-conjunto
en Bi para todo i ∈ {1, . . . , k}.
De aqúı en adelante, cuando sea claro con qué X-problema estamos trabajando, diremos
que un vértice está dominado, si está dominado o dominado-totalmente. De la misma forma
diremos que dos vértices están separados si están separados o separados-totalmente.
Lema 4.5 Sea X ∈ {ID,LD,OLD,LTD}, B un grafo block y V (K) = {v1, v2, . . . , vk}. Si
Ci es un vi-almost X-conjunto en Bi para i ∈ {1, . . . , k} y C =
k⋃
i=1
Ci, luego los vértices
en V ′ =
k⋃
i=1
(V (Bi)−{vi}) están dominados (dominados-totalmente) y separados (separados-
totalmente) por C.
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Demostración: Observemos que u, v están trivialmente separados (separados-totalmente) si
dist(u, v) > 2. Consideramos u, v ∈ V ′ tal que dist(u, v) ≤ 2. Luego u, v ∈ V (Bi)−{vi} para
algún i ∈ {1, . . . , k}. Como Ci es un vi-almost X-conjunto en Bi para todo i ∈ {1, . . . , k}, los
vértices en V ′ están dominados (dominados-totalmente) y separados (separados-totalmente)
por C. 
Lema 4.6 Sea X ∈ {ID,LD,OLD,LTD}, B un grafo block y V (K) = {v1, v2, . . . , vk}. Si
C es un v1-almost X-conjunto en B y Ci = C ∩ V (Bi) para todo i ∈ {1, . . . , k} entonces,
(i) si X = ID y C satisface ID, existe a lo sumo un i ∈ {1, . . . , k} tal que Ci satisface
ADJ ,
(ii) si X = LD (resp. OLD, LTD) y C satisface LD (resp. OLD, LTD), existe a lo sumo
un i ∈ {1, . . . , k} tal que Ci satisface ADJ y CO,
(iii) si X = ID, existe a lo sumo un i ∈ {2, . . . , k} tal que Ci satisface ADJ ,
(iv) si X = LD (resp. OLD, LTD), existe a lo sumo un i ∈ {2, . . . , k} tal que Ci satisface
ADJ y CO.
Demostración: Consideramos la clique maximal K con V (K) = {v1, v2, . . . , vk}. Sin pérdida
de generalidad supongamos que existe j ∈ {2, . . . , k} tal que C1 y Cj satisfacen ADJ , luego
N [vj] ∩ C = N [v1] ∩ C = V (K) ∩ C. Entonces claramente C no satisface ID, aśı (i) queda
probado. Si además, el mismo par satisface CO luego N(vj) ∩ C = N(v1) ∩ C = V (K) ∩ C
y C no es ni un LD-conjunto, ni un OLD-conjunto, ni un LTD-conjunto, lo que prueba
(ii). Supongamos que C es un vj-almost X-conjunto con X ∈ {ID,LD,OLD,LTD}, luego
utilizando los ı́tems anteriores el lema queda demostrado. 
4.2. Un algoritmo para grafos block
Sea B un grafo block y v ∈ V (B), para obtener el X-número de B con X ∈ {ID,LD,
OLD,LTD}, vamos a probar que necesitamos computar 55 funciones que están basadas en
las fórmulas (4.1), (4.2), (4.3) y (4.4). Las primeras 32 funciones serán llamadas funciones
principales y se dan en la Tabla 4.1 y las siguientes 23 funciones auxiliares se encuentran en
la Tabla 4.2.
Observemos que si B = {v} los valores de las funciones son sencillos de calcular y se dan
en la Tabla 4.3.
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Nombre Función Nombre Función Nombre Función
f1 γID,CO,ADJ,FN f12 γLD,CO f23 γCO,ADJ,OFN
f2 γID,CO,ADJ,FN f13 γ(CO,ADJ,FN)LD f24 γCO,ADJ,OFN
f3 γID,CO,ADJ f14 γ(CO,ADJ,FN)LD
f25 γCO,ADJ,OFN
f4 γID,CO,ADJ f15 γ(CO,ADJ,FN)LD
f26 γ(CO,ADJ)OLD









f19 γOLD,CO,OFN f30 γLTD,CO
f9 γ(CO,ADJ)ID
f20 γOLD,CO,OFN f31 γ(CO,ADJ)LTD
f10 γ(CO,ADJ)ID
f21 γOLD,CO f32 γ(CO,ADJ)LTD
f11 γLD,CO f22 γCO,ADJ,OFN
Tabla 4.1: Lista de funciones principales.
Nombre Función Nombre Función
f33 γ(CO,ADJ)ID
= min{f7, f8} f45 γOLD,CO = min{f19, f20}
f34 γ(CO,ADJ)ID = min{f5, f6} f46 γ(CO,ADJ)OLD,LTD = min{f22, f23}
f35 γ(CO,FN)ID = min{f5, f7} f47 γ(CO,ADJ)OLD,LTD = min{f24, f25}
f36 γ(CO,FN)ID
= min{f6, f8} f48 γCOOLD,LTD = min{f22, f23, f24, f25}
f37 γCOID = min{f9, f10} f49 γADJOLD = min{f22, f23, f26}
f38 γADJID = min{f5, f6, f9} f50 γ(CO∨ADJ)OLD = min{f22, f23, f24, f25, f26}
f39 γID,CO,ADJ = min{f1, f2} f51 γCO,OFN = min{f22, f24}
f40 γ(CO∨ADJ)LD = min{f13, f14, f15, f16, f17} f52 γCO,OFN = min{f23, f25}
f41 γ(CO,FN)LD
= min{f14, f16} f53 γCOOLD = min{f26, f27}
f42 γ(CO,FN)LD = min{f13, f15} f54 γCOLTD = min{f31, f32}
f43 γCOLD = min{f17, f18} f55 γ(CO∨ADJ)LTD = min{f22, f23, f24, f25, f31}
f44 γCOLD = min{f13, f14, f15, f16}
Tabla 4.2: Lista de funciones auxiliares.
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Nombre Función Nombre Función Nombre Función
f1 γID,CO,ADJ,FN ∞ f20 γOLD,CO,OFN ∞ f38 γADJID ∞
f2 γID,CO,ADJ,FN ∞ f21 γOLD,CO ∞ f39 γID,CO,ADJ ∞
f3 γID,CO,ADJ 1 f22 γCO,ADJ,OFN ∞ f40 γ(CO∨ADJ)LD 1
f4 γID,CO,ADJ ∞ f23 γCO,ADJ,OFN ∞ f41 γ(CO,FN)LD 1
f5 γ(CO,ADJ,FN)ID ∞ f24 γCO,ADJ,OFN ∞ f42 γ(CO,FN)LD ∞
f6 γ(CO,ADJ,FN)ID
∞ f25 γCO,ADJ,OFN 1 f43 γCOLD 0
f7 γ(CO,ADJ,FN)ID
∞ f26 γ(CO,ADJ)OLD ∞ f44 γCOLD 1
f8 γ(CO,ADJ,FN)ID
1 f27 γ(CO,ADJ)OLD
0 f45 γOLD,CO ∞
f9 γ(CO,ADJ)ID
∞ f28 γLTD,CO,OFN ∞ f46 γ(CO,ADJ)OLD,LTD ∞
f10 γ(CO,ADJ)ID
0 f29 γLTD,CO,OFN ∞ f47 γ(CO,ADJ)OLD,LTD 1
f11 γLD,CO 1 f30 γLTD,CO ∞ f48 γCOOLD,LTD 1
f12 γLD,CO ∞ f31 γ(CO,ADJ)LTD ∞ f49 γADJOLD ∞
f13 γ(CO,ADJ,FN)LD ∞ f32 γ(CO,ADJ)LTD 0 f50 γ(CO∨ADJ)OLD 1
f14 γ(CO,ADJ,FN)LD
∞ f33 γ(CO,ADJ)ID 1 f51 γCO,OFN ∞
f15 γ(CO,ADJ,FN)LD
∞ f34 γ(CO,ADJ)ID ∞ f52 γCO,OFN 1
f16 γ(CO,ADJ,FN)LD
1 f35 γ(CO,FN)ID ∞ f53 γCOOLD 0
f17 γ(CO,ADJ)LD
∞ f36 γ(CO,FN)ID 1 f54 γCOLTD 0
f18 γ(CO,ADJ)LD
0 f37 γCOID 0 f55 γ(CO∨ADJ)LTD 1
f19 γOLD,CO,OFN ∞
Tabla 4.3: Lista L de funciones fj junto con sus valores iniciales fj(v, {v}).
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De acuerdo con la notación introducida en la Tabla 4.1, podemos reescribir las fórmulas
(4.1), (4.2), (4.3) y (4.4).
γID(v,B) = min {f1(v,B), f2(v,B), f3(v,B), f4(v,B)}
γLD(v,B) = min {f11(v,B), f12(v,B)}
γOLD(v,B) = min {f19(v,B), f20(v,B), f21(v,B)}
γLTD(v,B) = min {f28(v,B), f29(v,B), f30(v,B)}
(4.5)
A continuación, presentamos los algoritmos que llamamos XB para X ∈ {ID,LD,OLD,
LTD} que calculan γX(v,B) aplicando las ecuaciones anteriores.
Algoritmo 4.7 (Algoritmo XB)
Entrada: un grafo block conexo B y su lista de cliques maximales.
Salida: γX(B), X ∈ {ID,LD,OLD,LTD}.
1: seleccionar un vértice al azar v1 y llamar a RXB(v1, B);
2: retornar γX(v1, B).
El algoritmo RXB corresponde al Algoritmo 4.8 que se detalla más abajo y que elige una
clique maximal K que contiene al vértice v1 y devuelve los valores de las funciones iniciales
dadas en la Tabla 4.3 si K = {v1}, o borra todas las aristas de K y llama recursivamente
a RXB(vi, Bi) para todas las componentes Bi obtenidas de B − E(K) de acuerdo a la
Notación 4.3. El Algoritmo RXB, devuelve en cada caso una lista LX, según el problema
X ∈ {ID,LD,OLD,LTD}, que contiene el valor de las funciones principales dadas en la
Tabla 4.1 sobre (v1, B).
Algoritmo 4.8 (Algoritmo RXB)
Entrada: un grafo block B, su lista de cliques maximales y v1 ∈ V (B).
Salida: lista L de los valores de las funciones principales fj sobre (v1, B) correspondiente al
problema X.
1: si v1 tiene grado 0 en B luego
2: inicializar LX (Tabla 4.3 correspondiente al problema X);
3: si no
4: sea K una clique maximal con V (K) = {v1, . . . , vk}, borrar las aristas de K;
5: sean B1, . . . , Bk los grafos block obtenidos que contienen a v1, . . . , vk resp.;
6: sean (LX)i = RXB(vi, Bi) para todo i ∈ {1, . . . , k} correspondientes al problema X;
7: computar las funciones principales sobre (v1, B) de (LX)i para todo i ∈ {1, . . . , k}
correspondiente al problema X.
8: fin si
9: retornar la lista LX de los valores de las funciones principales fj sobre (v1, B)
correspondientes a X.
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En las siguientes secciones, utilizamos este esquema algoŕıtmico común para los 4 proble-
mas estudiados y especificamos cuáles de las funciones principales y auxiliares son relevantes
para cada problema particular y cómo podemos calcularlas en cada uno de los 4 casos.
4.3. Cálculo del número de código de identificación
Sea v1 ∈ V (B) y sea k el tamaño de una clique maximal que contiene a v1. Vamos a
mostrar que el algoritmo RIDB necesita computar las funciones principales fj(v1, B) con
j ∈ {1, . . . , 10}. En realidad, para i ∈ {1, . . . , k} debemos obtener la lista (LID)i que consiste
en las funciones fj(vi, Bi) para j ∈ {1, . . . , 10}. Para ello necesitamos las funciones auxiliares
fj(vi, Bi) para j ∈ {33, . . . , 39}.
De modo de probar la corrección del Algoritmo 4.7 cuando X = ID, probamos primero
un lema técnico.
Lema 4.9 Consideramos un grafo block B y V (K) = {v1, v2, . . . , vk}. Sea Ci un vi-almost








(1) Sean v ∈ V ′ y vj ∈ V (K) tales que dist(v, vj) = 1. Luego vj y v están dominados y
separados por C si existe i ∈ {1, . . . , k}, i 6= j tal que Ci es CO.
(2) Sea v ∈ V ′ y vj ∈ V (K) con dist(v, vj) = 2. Luego vj y v están dominados y separados
por C si Cj satisface CO o existe i ∈ {1, . . . , k}, i 6= j tal que Ci es CO y v /∈ V (Bi).
(3) Sean vi, vj ∈ V (K) con i 6= j. Luego vi y vj están dominados y separados por C si Ci o
Cj es ADJ .
Demostración: Si v ∈ V ′ y vj ∈ V (K) tal que dist(v, vj) = 1 luego es claro que v ∈ V (Bj).
Si existe i 6= j tal que Ci es CO luego vi ∈ N [vj]−N [v] y obtenemos (1).
Sea v ∈ V (Br)− {vr} para algún r ∈ {1, . . . , k} y j ∈ {1, . . . , k} tal que dist(vj, v) = 2.
Claramente vj ∈ N [vr]−N [v]. Si vj ∈ C entonces tenemos (2). De lo contrario, supongamos
que existe i 6= j tal que vi ∈ C e i 6= r. Entonces vi ∈ N [vj]−N [v] y esto completa la prueba
de (2).
Es fácil observar que si Ci (Cj) es ADJ luego existe w ∈ (N [vi]−N [vj]) (w ∈ N [vj]−N [vi])
con w ∈ V (Bi) ∩ Ci (w ∈ V (Bj) ∩ Cj) y el lema queda demostrado. 
En todas las figuras utilizadas como ilustraciones para las pruebas que siguen, los vértices
en negro representan vértices en el código correspondiente, los vértices en blanco representan
vértices fuera del código y las cruces representan vértices que pueden estar o no en el código.
El siguiente resultado muestra cómo computar f1(v1, B) para v1 ∈ V (B) dado.
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Teorema 4.10 Consideramos un grafo block B y V (K) = {v1, v2, . . . , vk}. Sea C un código
en V (B) y Ci = C ∩ V (Bi) para todo i ∈ {1, 2, . . . , k}. Luego, C es un v1-almost código de
identificación en B con las propiedades ID, CO, ADJ, FN si y solo si Ci es un vi-almost
código de identificación en Bi para todo i ∈ {1, 2, . . . , k} y se satisface uno de los siguientes
conjuntos de afirmaciones:
(i) C1 satisface ID, CO, ADJ y FN , existe j 6= 1 tal que Cj satisface CO y ADJ , y Ci
satisface CO y ADJ para todo i 6= 1, j.
(ii) C1 satisface CO, ADJ y FN, existe j 6= 1 tal que Cj satisface CO y ADJ , y Ci satisface
ADJ para todo i 6= 1, j.
(iii) Si k ≥ 3, C1 satisface CO, ADJ y FN, existe h 6= 1 tal que Ch satisface CO, existe
j 6= 1 tal que Cj satisface CO y ADJ , y Ci satisface ADJ para todo i 6= j.
(iv) C1 saisface CO y FN, existe h 6= 1 tal que Ch satisface CO, y Ci satisface ADJ para
todo i 6= 1.
(v) C1 satisface ID, CO, ADJ y FN, y Ci satisface CO y ADJ para todo i 6= 1.
Demostración: Sea C un v1-almost código de identificación en B con las propiedades ID,
CO, ADJ y FN .
Notemos que por la Observación 4.4, Ci es un vi-almost código de identificación en Bi
para todo i ∈ {1, . . . , k}. También, C1 satisface CO ya que C satisface CO y v1 ∈ V (B1).
Como C es FN existe un único w ∈ V (B)− C tal que N [w] ∩ C = {v1}.
Analizamos los diferentes casos que pueden ocurrir (ver Figura 4.3).
Si w = vj para algún j ∈ {2, . . . , k} luego C1 es FN , Ci es CO para todo i 6= 1 y Cj es
ADJ . Aśı a partir del Lema 4.6 y por el hecho de que C es ID sigue que Ci es ADJ para
todo i 6= j. Como N(v1) ∩ C ∩ V (Bi) = ∅ para todo i 6= 1 y C es ID, C1 es ID y queda
probado (i).
Ahora, si w ∈ V (B1) luego C1 es FN . Como C es ADJ existe un vértice v tal que
v ∈ N(v1) ∩ C.
Si V (K) ∩ C = {v1} entonces v ∈ V (B1) y C1 es ADJ , además Ci es CO para todo
i 6= 1. Como C es ID y C1 es FN sigue que Ci es ADJ para todo i 6= 1 y C1 es ID. Luego
se verifica (v).
Si |V (K) ∩ C| ≥ 2 entonces existe h 6= 1 tal que Ch es CO. Luego, si Ci es ADJ para
todo i 6= 1 obtenemos (iv). Pero, si Ch es ADJ , el Lema 4.6 implica que Ci es ADJ para
todo i 6= h lo cual prueba (ii). Más aún, si existe algún j 6= h tal que Cj es ADJ y CO
nuevamente por el Lema 4.6, Ci es ADJ para todo i 6= j y se verifica (iii).
Rećıprocamente, sea Ci un vi-almost código de identificación enBi para todo i ∈ {1, . . . , k}






CAPÍTULO 4. ALGORITMOS LINEALES
Vamos a probar que C es un v1-almost código de identificación en B con las propiedades
ID, CO, ADJ y FN .
Es fácil ver que C es CO y ADJ ya que C1 es CO y, o bien C1 satisface ADJ o Ch es
CO con h 6= 1 en cada una de las afirmaciones de (i) a (v). También, es fácil verificar que
cada una de las afirmaciones implica que C es FN .
Entonces queda por demostrar que C es ID, es decir, vamos a probar que dados u, v ∈
V (B), con dist(u, v) ≤ 2, están separados y dominados por C.
A partir del Lema 4.5 si u, v ∈
k⋃
i=1
(V (Bi)− {vi}) el teorema queda probado.
Consideramos u, v ∈ V (B) con dist(u, v) = 2 tal que u ∈ V (K). Luego v ∈ V (Bi)− {vi}
para algún i y u = vr para algún r. Si r = 1, usando el Lema 4.9 (2) y del hecho que C1 es
CO en todas las afirmaciones de (i) a (v), sigue que v1 y v están dominados y separados por
C.
Ahora, sea r 6= 1. Si i 6= 1 nuevamente el Lema 4.9 (2) junto con el hecho de que v1 ∈ C
implican vr y v están dominados y separados por C.
Cuando r 6= 1 e i = 1, las afirmaciones de (ii) a (iv) dicen que existe h 6= 1 con vh ∈ C
y el Lema 4.9 (2) asegura que vr y v están dominados y separados por C. Si ocurre la
afirmación (i), como C1 es FN existe w ∈ N [v]∩C∩V (B1) tal que w /∈ N [vr]. Si se satisface
la afirmación (v) luego Cr es ADJ . En ambos casos v y vr están dominados y separados por
C.
Si u, v ∈ V (B) con dist(u, v) = 1 tal que u ∈ V (K) y v /∈ V (K) luego v ∈ V (Bi)− {vi}
y u = vi para algún i. Si i = 1 vemos que en las afirmaciones de (ii) a (iv) se asegura que
existe h 6= 1 tal que Ch es CO mientras que (i) y (v) afirman que C1 es ID. Luego el Lema
4.9 (1) implica que están dominados y separados. En el caso i 6= 1 todas las afirmaciones
verifican que C1 es CO y el mismo lema prueba que u y v están dominados y separados por
C.
Finalmente, si u = vi y v = vj con i 6= j luego o bien Ci es ADJ o Cj es ADJ pero no
ambas. Aśı por el Lema 4.9 (3) se completa la prueba. 
A partir del Teorema 4.10 obtenemos el siguiente:
Corolario 4.11 Con la notación del Teorema 4.10, tenemos las siguientes igualdades:
si k = 2,
f1(v1, B) = min

f2(v1, B1) + f10(v2, B2)
f5(v1, B1) + f33(v2, B2)
f35(v1, B1) + f34(v2, B2)
f1(v1, B1) + f9(v2, B2)
si k ≥ 3,
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f1(v1, B) = min

f2(v1, B1) + mı́n
j=2,...,k














f5(v1, B1) + mı́n
j,h=2,...,k
j 6=h


















Figura 4.3: Teorema 4.10.
De un modo similar, se pueden obtener las restantes funciones principales fj(v1, B) para
j ∈ {2, . . . , 10}. Las Tablas 4.4, 4.5, 4.6 y 4.7 muestran cómo obtenerlas. Además en el
Apéndice se presenta una explicación ilustrativa.
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Función Función
f1(v1, B) = min

f2(v1, B1) + f10(v2, B2)
f5(v1, B1) + f33(v2, B2)
f35(v1, B1) + f34(v2, B2)
f1(v1, B1) + f9(v2, B2)
f6(v1, B) = min

f36(v1, B1) + f33(v2, B2)
f36(v1, B1) + f34(v2, B2)
f6(v1, B1) + f9(v2, B2)
f2(v1, B) = min

f6(v1, B1) + f33(v2, B2)
f36(v1, B1) + f34(v2, B2)
f2(v1, B1) + f9(v2, B2)
f7(v1, B) = min
{
f7(v1, B1) + f9(v2, B2)
f8(v1, B1) + f10(v2, B2)
f3(v1, B) = f3(v1, B1) + f9(v2, B2) f8(v1, B) = f8(v1, B1) + f9(v2, B2)
f4(v1, B) = min

f9(v1, B1) + f3(v2, B2)
f10(v1, B1) + f2(v2, B2)
f9(v1, B1) + f39(v2, B2)
f4(v1, B1) + f4(v2, B2)
f9(v1, B) = min

f37(v1, B1) + f3(v2, B2)
f37(v1, B1) + f39(v2, B2)
f9(v1, B1) + f4(v2, B2)
f5(v1, B) = min

f6(v1, B1) + f10(v2, B2)
f35(v1, B1) + f33(v2, B2)
f35(v1, B1) + f34(v2, B2)
f5(v1, B1) + f9(v2, B2)
f10(v1, B) = f10(v1, B1) + f4(v2, B2)
Tabla 4.4: Caso |V (K)| = 2 para RIDB.
A partir de las fórmulas en las Tablas 4.4, 4.5, 4.6 y 4.7, es inmediato ver que para cada
una de las diez funciones fj con j ∈ {1, . . . , 10}, podemos computar fj(v1, B) conociendo
(LID)i para todo i ∈ {1, . . . , k} en tiempo O(k), donde k es el tamaño de una clique maximal
que contiene al vértice v1.
Teorema 4.12 Dado B un grafo block, el Algoritmo IDB computa en tiempo lineal γID(B)
si B es identificable o retorna ∞ si no lo es.
Demostración: En lo que sigue llamamos g(B) al número de operaciones que el algoritmo
necesita para resolver el problema sobre un grafo B. La prueba es por inducción sobre el
número de vértices del grafo B. Si V (B) = {v} luego usando la Tabla 4.3 tenemos que
g(B) ∈ O(1). Supongamos que para cada grafo block con menos de n vértices el resultado
vale y sea B un grafo block de tamaño n.
Sea v ∈ V (B) y consideramos una clique maximal K que contiene a v. Luego, bo-
rramos todas las aristas en K y obtenemos |V (K)| = k subgrafos block llamados Bi con
i ∈ {1, . . . , k}. Por hipótesis de inducción g(Bi) ∈ O(ni + mi) donde ni = |V (Bi)| y
mi = |E(Bi)| para i ∈ {1, . . . , k}. Entonces, para obtener γID(B) necesitamos fj(v,B)
para j ∈ {1, . . . , 10}. Como mencionamos antes, esto se puede computar en tiempo O(k).
Aśı g(B) ∈ O(n+m) y se completa la prueba. 
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Función
f1(v1, B) = min

f2(v1, B1) + mı́n {f10(v2, B2) + f9(v3, B3), f9(v2, B2) + f10(v3, B3)}
f5(v1, B1) + mı́n {f33(v2, B2) + f38(v3, B3), f38(v2, B2) + f33(v3, B3)}
f5(v1, B1) + mı́n {f10(v2, B2) + f34(v3, B3), f34(v2, B2) + f10(v3, B3)}
f35(v1, B1) + mı́n {f29(v2, B2) + f38(v3, B3), f38(v2, B2) + f34(v3, B3)}
f1(v1, B1) + f9(v2, B2) + f9(v3, B3)
f2(v1, B) = min

f6(v1, B1) + mı́n {f33(v2, B2) + f38(v3, B3), f38(v2, B2) + f33(v3, B3)}
f6(v1, B1) + mı́n {f10(v2, B2) + f34(v3, B3), f34(v2, B2) + f10(v3, B3)}
f36(v1, B1) + mı́n {f34(v2, B2) + f38(v3, B3), f38(v2, B2) + f34(v3, B3)}
f2(v1, B1) + f9(v2, B2) + f9(v3, B3)
f3(v1, B) = f3(v1, B1) + f9(v2, B2) + f9(v3, B3)
f4(v1, B) = min

f9(v1, B1) + mı́n {f28(v2, B2) + f34(v3, B3), f34(v2, B2) + f33(v3, B3)}
f9(v1, B1) + mı́n {f10(v2, B2) + f2(v3, B3), f2(v2, B2) + f10(v3, B3)}
f9(v1, B1) + mı́n {f3(v2, B2) + f9(v3, B3), f9(v2, B2) + f3(v3, B3)}
f37(v1, B1) + f34(v2, B2) + f34(v3, B3)
f10(v1, B1) + mı́n {f2(v2, B2) + f9(v3, B3), f9(v2, B2) + f2(v3, B3)}
f9(v1, B1) + mı́n {f39(v2, B2) + f9(v3, B3), f9(v2, B2) + f39(v3, B3)}
f4(v1, B1) + f4(v2, B2) + f4(v3, B3)
f5(v1, B) = min

f6(v1, B1) + mı́n {f10(v2, B2) + f9(v3, B3), f9(v2, B2) + f10(v3, B3)}
f35(v1, B1) + mı́n {f10(v2, B2) + f34(v3, B3), f34(v2, B2) + f10(v3, B3)}
f35(v1, B1) + mı́n {f33(v2, B2) + f38(v3, B3), f38(v2, B2) + f33(v3, B3)}
f35(v1, B1) + mı́n {f34(v2, B2) + f38(v3, B3), f38(v2, B2) + f34(v3, B3)}
f5(v1, B1) + f9(v2, B2) + f9(v3, B3)
f6(v1, B) = min

f36(v1, B1) + mı́n {f33(v2, B2) + f38(v3, B3), f38(v2, B2) + f33(v3, B3)}
f36(v1, B1) + mı́n {f10(v2, B2) + f34(v3, B3), f34(v2, B2) + f10(v3, B3)}
f36(v1, B1) + mı́n {f34(v2, B2) + f38(v3, B3), f38(v2, B2) + f34(v3, B3)}
f6(v1, B1) + f9(v2, B2) + f9(v3, B3)
f7(v1, B) = min
{
f7(v1, B1) + f9(v2, B2) + f9(v3, B3)
f8(v1, B1) + mı́n {f10(v2, B2) + f9(v3, B3), f9(v2, B2) + f10(v3, B3)}
f8(v1, B) = f8(v1, B1) + f9(v2, B2) + f9(v3, B3)
f9(v1, B) = min

f37(v1, B1) + mı́n {f3(v2, B2) + f9(v3, B3), f9(v2, B2) + f3(v3, B3)}
f37(v1, B1) + mı́n {f10(v2, B2) + f2(v3, B3), f2(v2, B2) + f10(v3, B3)}
f37(v1, B1) + mı́n {f33(v2, B2) + f34(v3, B3), f34(v2, B2) + f33(v3, B3)}
f37(v1, B1) + f34(v2, B2) + f34(v3, B3)
f37(v1, B1) + mı́n {f39(v2, B2) + f9(v3, B3), f9(v2, B2) + f39(v3, B3)}
f9(v1, B1) + f4(v2, B2) + +f4(v3, B3)
f10(v1, B) = f10(v1, B1) + f4(v2, B2) + f4(v3, B3)
Tabla 4.5: Caso |V (K)| = 3 para RIDB.
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Función
f1(v1, B) = min

f2(v1, B1) + mı́n
j=2,...,k
{













f5(v1, B1) + mı́n
j,h=2,...,k
j 6=h


















f2(v1, B) = min









f6(v1, B1) + mı́n
j,h=2,...,k
j 6=h






















f4(v1, B) = min

f9(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h6=l






f9(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f9(v1, B1) + mı́n
j,h=2,...,k
j 6=h














f37(v1, B1) + mı́n
h,l=2,...,k,h6=l
{
























f5(v1, B) = min

f6(v1, B1) + mı́n
j=2,...,k
{





f35(v1, B1) + mı́n
j,h=2,...,k,j 6=h
{

























Tabla 4.6: Caso |V (K)| ≥ 4 para RIDB.88
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Función
f6(v1, B) = min









f36(v1, B1) + mı́n
j,h=2,...,k
j 6=h
























f8(v1, B1) + mı́n
j=2,...,k










f9(v1, B) = min









f37(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f37(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f37(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f37(v1, B1) + mı́n
h,l=2,...,k
h 6=l






















Tabla 4.7: Caso |V (K)| ≥ 4 para RIDB.
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4.4. Cálculo del número de localización-dominación
El algoritmoRLDB necesita computar las funciones principales fj(v1, B) con j ∈ {11, . . . , 18}.
De hecho, para i ∈ {1, . . . , k} necesitamos la lista (LLD)i que consiste en las funciones
fj(vi, Bi) para j ∈ {11, . . . , 18}, y para ello necesitamos también las funciones auxiliares
fj(vi, Bi) para j ∈ {40, . . . , 44}.
Teorema 4.13 Consideramos un grafo block B y V (K) = {v1, v2, . . . , vk}. Sea C un conjun-
to en V (B) y Ci = C ∩ V (Bi) para todo i ∈ {1, . . . , k}. Luego, C es un v1-almost conjunto
de localización-dominación en B que tiene las propiedades LD, CO si y solo si Ci es un
vi-almost conjunto de localización-dominación en Bi para todo i ∈ {1, . . . , k} y se satisface
uno de los siguientes conjuntos de afirmaciones:
(i) C1 es CO, FN , existe j 6= 1 tal que Cj es CO y ADJ , y Ci es CO y ADJ para todo
i 6= 1, j.
(ii) Si k ≥ 3, C1 es CO, existe h 6= 1 tal que Ch es CO, existe j 6= 1, h tal que Cj es CO y
ADJ , y Ci es CO o ADJ para todo i 6= j, h.
(iii) C1 es CO, y Ci es CO o ADJ para todo i.
Demostración: Sea C un v1-almost LD-conjunto que satisface LD y CO.
A partir de la Observación 4.4, Ci es un vi-almost LD-conjunto en Bi para todo i ∈
{1, . . . , k}. También C1 es CO, ya que C es CO y v1 ∈ V (B1). Más aún, el Lema 4.6 asegura
que existe a lo sumo un j 6= 1 tal que Cj es CO y ADJ .
Sea j 6= 1 tal que Cj es CO y ADJ . Si Ci es CO para todo i 6= 1, Ci es ADJ para todo
i 6= 1 y como C es LD, C1 es FN y tenemos (i).
Ahora, sea h 6= 1, j tal que Ch es CO. Luego para todo i 6= 1, j, h, Ci es CO o ADJ y
tenemos (ii).
Finalmente, si Ci es CO o ADJ para todo i 6= 1 se verifica (iii).
Rećıprocamente, sea Ci un vi-almost LD-conjunto en Bi para todo i que satisface uno
de los conjuntos de afirmaciones de (i) a (iii) y sea C =
k⋃
i=1
Ci. Probaremos que C es un
v1-almost LD-conjunto en B con las propiedades LD y CO.
Es fácil ver que C es CO ya que C1 es CO en todos los casos. Luego para probar que C
es LD necesitamos verificar que u, v ∈ V (B) con dist(u, v) ≤ 2 están dominados y separados
por C.
A partir del Lema 4.5, u, v ∈ V (B)−
k⋃
i=1
{vi} están dominados y separados por C. Luego,
sean u, v ∈ V (B), dist(u, v) = 2 y u ∈ V (K). Tenemos que v ∈ V (Bi)− {vi} para algún i y
u = vr para r 6= i tal que Cr es CO (si vr ∈ C no es necesario que estén separados).
Si i 6= 1, u y v están dominados y separados por C ya que C1 es CO.
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Sea i = 1. En el caso (i), como C1 es FN existe w ∈ (N [v] ∩ C)−N(u), w 6= v1. En los
restantes casos, ya que Cr es CO y, o bien es ADJ o existe h 6= 1 tal que Ch es CO, resulta
que u y v están separados y dominados.
Ahora, sean u, v ∈ V (B), dist(u, v) = 1, u ∈ V (K) y v /∈ V (K).
Si u = vi para algún i, luego v ∈ V (Bi)− {vi} y Ci es CO. Como i 6= 1 y C1 es CO, u y
v están separados y dominados.
Finalmente, sean u = vi y v = vj, i, j 6= 1 y Ci, Cj es CO. En todos los casos, por el
Lema 4.6 al menos uno entre Ci y Cj es ADJ . Aśı resultan u y v separados y dominados.
La Figura 4.4 ilustra la demostración. 
Figura 4.4: Teorema 4.13.
Corolario 4.14 Con la notación del Teorema 4.13, tenemos:
k = 2,
f11(v1, B) = min
{
f41(v1, B1) + f18(v2, B2)
f44(v1, B1) + f40(v2, B2)
k ≥ 3,
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f11(v1, B) = min

f41(v1, B1) + mı́n
j=2,...,k






f44(v1, B1) + mı́n
j,h=2,...,k
j 6=h










De manera similar, se pueden obtener las restantes funciones principales fj(v1, B) para
j ∈ {12, . . . , 18}. Estas se muestran en las Tablas 4.8, 4.9, 4.10 y 4.11 y en el Apéndice se
encuentra una explicación ilustrativa.
Función Función
f11(v1, B) = min
{
f41(v1, B1) + f18(v2, B2)
f44(v1, B1) + f40(v2, B2)
f15(v1, B) = min
{
f16(v1, B1) + f18(v2, B2)
f15(v1, B1) + f17(v2, B2)
f12(v1, B) = min

f18(v1, B1) + f41(v2, B2)
f12(v1, B1) + f12(v2, B2)
f17(v1, B1) + f44(v2, B2)
f16(v1, B) = f16(v1, B1) + f17(v2, B2)
f13(v1, B) = min

f14(v1, B1) + f18(v2, B2)
f13(v1, B1) + f17(v2, B2)
f42(v1, B1) + f44(v2, B2)
f17(v1, B) = min
{
f17(v1, B1) + f12(v2, B2)
f43(v1, B1) + f44(v2, B2)
f14(v1, B) = min
{
f14(v1, B1) + f17(v2, B2)
f41(v1, B1) + f43(v2, B2)
f18(v1, B) = f18(v1, B1) + f12(v2, B2)
Tabla 4.8: Caso |V (K)| = 2 para RLDB.
A partir de las fórmulas dadas en las Tablas 4.8, 4.9, 4.10 y 4.11, es inmediato ver que
para cada una de las ocho funciones fj con j ∈ {11, . . . , 18}, podemos computar fj(v1, B) a
partir de (LLD)i para todo i ∈ {1, . . . , k} en tiempo O(k).
El siguiente resultado se prueba de manera similar al Teorema 4.12.
Teorema 4.15 Dado B un grafo block, el Algoritmo LDB computa en tiempo lineal γLD(B).
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Función
f11(v1, B) = min

f41(v1, B1) + mı́n {f18(v2, B2) + f17(v3, B3), f17(v2, B2) + f18(v3, B3)}
f44(v1, B1) + mı́n {f18(v2, B2) + f44(v3, B3), f44(v2, B2) + f18(v3, B3)}
f44(v1, B1) + f40(v2, B2) + f40(v3, B3)
f12(v1, B) = min

f17(v1, B1) + mı́n {f18(v2, B2) + f41(v3, B3), f41(v2, B2) + f18(v3, B3)}
f18(v1, B1) + mı́n {f41(v2, B2) + f17(v3, B3), f17(v2, B2) + f41(v3, B3)}
f18(v1, B1) + f44(v2, B2) + f44(v3, B3)
f12(v1, B1) + f12(v2, B2) + f12(v3, B3)
f17(v1, B1) + mı́n {f44(v2, B2) + f40(v3, B3), f40(v2, B2) + f44(v3, B3)}
f13(v1, B) = min

f14(v1, B1) + mı́n {f18(v2, B2) + f17(v3, B3), f17(v2, B2) + f18(v3, B3)}
f13(v1, B1) + f17(v2, B2) + f17(v3, B3)
f42(v1, B1) + mı́n {f18(v2, B2) + f44(v3, B3), f44(v2, B2) + f18(v3, B3)}
f42(v1, B1) + mı́n {f44(v2, B2) + f40(v3, B3), f40(v2, B2) + f44(v3, B3)}
f14(v1, B) = min

f41(v1, B1) + mı́n {f18(v2, B2) + f44(v3, B3), f44(v2, B2) + f18(v3, B3)}
f14(v1, B1) + f17(v2, B2) + f17(v3, B3)
f41(v1, B1) + mı́n {f44(v2, B2) + f40(v3, B3), f40(v2, B2) + f44(v3, B3)}
f15(v1, B) = min
{
f16(v1, B1) + mı́n {f18(v2, B2) + f17(v3, B3), f17(v2, B2) + f18(v3, B3)}
f15(v1, B1) + f17(v2, B2) + f17(v3, B3)
f16(v1, B) = f16(v1, B1) + f17(v2, B2) + f17(v3, B3)
f17(v1, B) = min

f17(v1, B1) + f12(v2, B2) + f12(v3, B3)
f43(v1, B1) + mı́n {f18(v2, B2) + f41(v3, B3), f41(v2, B2) + f18(v3, B3)}
f43(v1, B1) + mı́n {f44(v2, B2) + f17(v3, B3), f17(v2, B2) + f44(v3, B3)}
f43(v1, B1) + f44(v2, B2) + f44(v3, B3)
f18(v1, B) = f18(v1, B1) + f12(v2, B2) + f12(v3, B3)
Tabla 4.9: Caso |V (K)| = 3 para RLDB.
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Función
f11(v1, B) = min

f41(v1, B1) + mı́n
j=2,...,k






f44(v1, B1) + mı́n
j,h=2,...,k
j 6=h










f12(v1, B) = min

f17(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f17(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h6=l














f18(v1, B1) + mı́n
h,l=2,...,k
h 6=l

















f13(v1, B) = min

f14(v1, B1) + mı́n
j=2,...,k










f42(v1, B1) + mı́n
j,h=2,...,k
j 6=h














f14(v1, B) = min

f41(v1, B1) + mı́n
j,h=2,...,k
j 6=h


















f15(v1, B) = min

f16(v1, B1) + mı́n
j=2,...,k














Tabla 4.10: Caso |V (K)| ≥ 4 para RLDB.
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Función






f43(v1, B1) + mı́n
j,h=2,...,k
j 6=h














f43(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f43(v1, B1) + mı́n
h,l=2,...,k
h 6=l













Tabla 4.11: Caso |V (K)| ≥ 4 para RLDB.
4.5. Cálculo del número de localización-dominación abier-
ta
El algoritmo ROLDB necesita computar las funciones principales fj(v1, B) con j ∈
{19, . . . , 27}, y para poder hacerlo necesitamos para todo i ∈ {1, . . . , k} las funciones
principales fj(vi, Bi) para j ∈ {19, . . . , 27} y las funciones auxiliares fj(vi, Bi) para j ∈
{45, . . . , 53}.
Teorema 4.16 Consideramos un grafo block B y V (K) = {v1, v2, . . . , vk}. Sea C un con-
junto en V (B) y Ci = C ∩ V (Bi) para todo i ∈ {1, . . . , k}. Luego, C es un v1-almost
conjunto de localización-dominación abierta en B que tiene las propiedades OLD, CO y
OFN si y solo si Ci es un vi-almost conjunto de localización-dominación abierta en Bi para
todo i ∈ {1, 2, . . . , k} y se satisface uno de los siguientes conjuntos de afirmaciones:
(i) C1 es OLD, CO y OFN , existe j 6= 1 tal que Cj es CO y ADJ , y Ci es CO y ADJ para
todo i 6= 1, j.
(ii) Si k ≥ 3, C1 es CO, ADJ y OFN , existe h 6= 1 tal que Ch es CO, existe j 6= 1, h tal
que Cj es CO y ADJ , Ci es CO y ADJ para todo i 6= 1, h, j.
(iii) Si k ≥ 3, C1 es CO y OFN , existe h 6= 1 tal que Ch es CO, existe j 6= 1, h tal que Cj
es CO, ADJ y OFN , y Ci es CO y ADJ para todo i 6= 1, j.
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(iv) Si k ≥ 3, C1 es CO, ADJ y OFN, existe j 6= 1 tal que Cj es CO y ADJ , existe h 6= 1, j
tal que Ch es CO y ADJ, y Ci es CO y ADJ para todo i 6= 1, j, h.
(v) Si k ≥ 3, C1 es CO y OFN, existe j 6= 1 tal que Cj es CO y ADJ , existe h 6= 1, j tal
que Ch es CO, ADJ y OFN , y Ci es CO y ADJ para todo i 6= 1, j, h.
(vi) Si k ≥ 4, C1 es CO y OFN, existe j 6= 1 tal que Cj es CO y ADJ , existe h, l 6= 1, h 6= l
tal que Ch, Cl son CO, y Ci es CO o ADJ para todo i 6= 1, j, h, l.
(vii) C1 es OLD, CO y OFN, y Ci es CO y ADJ para todo i 6= 2.
(viii) C1 es CO, ADJ y OFN, existe h 6= 1 tal que Ch es CO y ADJ, y Ci es CO y ADJ
para todo i 6= 1, h.
(ix) C1 es CO y OFN, existe h 6= 1 tal que Ch es CO, ADJ y OFN , y Ci es CO y ADJ
para todo i 6= 1, h.
(x) Si k ≥ 3, C1 es CO y OFN, existe h, l 6= 1, h 6= l tal que Ch, Cl son CO, y Ci es CO o
ADJ para todo i 6= 1, h, l.
Demostración: Sea C un v1-almost OLD-conjunto que satisface OLD, CO y OFN .
Por la Observación 4.4 tenemos que Ci es un vi-almost OLD-conjunto en Bi para todo i.
También tenemos que C1 es CO ya que C es CO y v1 ∈ V (B1). Más aún, como C es OFN ,
existe único w ∈ V (B) tal que N(w) ∩ C = {v1}.
Sea w = vj para algún j 6= 1, luego C1 es OFN , Ci es CO para todo i 6= 1, j y Cj es ADJ .
Más aún, si Cj es CO, entonces Ci es ADJ para i 6= 1, j. Además, como N(v1)∩C∩V (Bi) = ∅
para todo i 6= 1 y C es OLD, tenemos que C1 es OLD, y se verifica (i). Ahora bien, si Cj es
CO, por el Lema 4.6 existe a lo sumo h 6= 1, j tal que Ch es ADJ . Por otro lado, ya que C
es OLD los vecinos de vj están separados de v1. Luego, o bien C1 es ADJ y se prueba (ii),
o Cj es OFN y tenemos (iii).
Ahora, si w ∈ V (B1) luego C1 es OFN . Tenemos que analizar diferentes casos.
Supongamos que existe j 6= 1 tal que Cj es CO y ADJ , tal j es único por Lema 4.6.
Como C1 es OFN , existe h 6= 1, j tal que Ch es CO.
Si Ci es CO para todo i 6= 1, h, Ci es ADJ para todo i 6= 1, j, h ya que C es OLD y vj
está separado de vi. Además Ch es ADJ , pues C1 es OFN . Como C es OLD, v1 está separado
de los vértices en N(vh), por lo tanto, o bien C1 es ADJ y tenemos (iv), o Ch es OFN y se
verifica (v).
Supongamos ahora que existen al menos dos h, l 6= 1, j, h 6= l tales que Ch y Cl son CO.
Luego Ci es CO o ADJ para todo i 6= 1, j, h, l, lo que prueba (vi).
Por otro lado, si Ci es CO o ADJ para todo i 6= 1, tenemos tres casos.
Si Ci es CO para todo i 6= 1, luego Ci es ADJ para todo i 6= 1 y como C es OLD y
N(v1) ∩ C ∩ V (Bi) = ∅ para todo i 6= 1, tenemos que C1 es OLD y se prueba (vii).
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Si existe único h 6= 1 tal que Ch es CO, luego Ci es CO y ADJ para todo i 6= 1, h. Más
aún, como C1 es OFN , tenemos que Ch es ADJ . Ahora, como C es OLD, v1 y los vértices
en N(vh) están separados, luego o bien C1 es ADJ y tenemos (viii), o Ch es OFN y ocurre
(ix).
Finalmente, si Ch y Cl son CO para ciertos h, l 6= 1, h 6= l, Ci es CO o ADJ para todo
i 6= 1, h, l y tenemos (x).




Probaremos que C es un vi-almost OLD-conjunto en B con las propiedades OLD, CO y
OFN .
Observemos que C es CO ya que C1 es CO en todos los conjuntos de afirmaciones de (i)
a (x). También, es inmediato chequear que C es OFN .
Para probar que C es OLD necesitamos verificar que si u, v ∈ V (B), dist(u, v) ≤ 2
están dominados y separados por C. Por el Lema 4.5, si u, v ∈ V (B)−
k⋃
i=1
{vi}, u y v están
dominados y separados por C. Ahora, sean u, v ∈ V (B), dist(u, v) = 2 y u ∈ V (K). Entonces
v ∈ V (Bi)− {vi} para algún i y u = vr para algún r.
Suponemos primero que r = 1. Si i = 1, en (i) y (vii) C1 es OLD. En los restantes casos,
existe h 6= 1 tal que Ch es CO. Por lo tanto, en cualquier caso, u y v están dominados y
separados. Ahora, sea i 6= 1. En (i), (ii), (iv), (vii) y (viii), C1 es ADJ , aśı u y v están
dominados y separados. En (vi) y (x), {vh, vl} ⊆ N(u)∩C, pero a lo sumo uno entre vh y vl
está en N(v)∩C, aśı u y v están dominados y separados. En (iii), si i = j, como Cj es OFN
existe w 6= vj tal que w ∈ (N(v)∩C)−N(u), por otra parte, si i 6= j, vj ∈ (N(u)∩C)−N(u),
luego u y v están dominados y separados. En (v) y (ix), si i = h como Ch es OFN existe
w 6= vh tal que w ∈ (N(v) ∩ C) − N(u), por otro lado, si i 6= h, vh ∈ (N(u) ∩ C) − N(v),
luego u y v están dominados y separados.
Consideramos r 6= 1. Si i 6= 1, como C1 es CO en todos los casos de (i) a (x), se tiene que
v1 ∈ (N(u) ∩ C) − N(v) y u y v están dominados y separados. Si i = 1, en (i), (ii) y (iii),
C1 es OFN y existe w ∈ (N(v) ∩ C) − N(u) − {v1} y u y v están dominados y separados.
En los restantes casos, Cr es ADJ o existe h 6= 1, r tal que vh ∈ N(u) ∩ C, aśı u y v están
dominados y separados.
Ahora, sean u, v ∈ V (B), dist(u, v) = 1, u ∈ V (K) y v /∈ V (K). Luego, v ∈ V (Bi)−{vi}
para algún i y u = vi.
Si i = 1, en (i) y (vii) C1 es OLD. En los restantes casos existe h 6= 1 tal que Ch es CO,
aśı u y v están dominados y separados.
Si i 6= 1, en todos los casos de (i) a (x) C1 es CO y u y v están dominados y separados.
Finalmente, sean u = vi y v = vj para i 6= j. En todos los casos de (i) a (x), Ci y Cj son
CO o ADJ . Luego u y v están dominados y separados.
Una ilustración de la prueba del teorema se encuentra en las Figuras 4.5, 4.6 y 4.7. 
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Corolario 4.17 Con la notación del Teorema 4.16, tenemos lo siguiente:
si k = 2,
f19(v1, B) = min

f20(v1, B1) + f27(v2, B2)
f19(v1, B1) + f26(v2, B2)
f22(v1, B1) + f46(v2, B2)
f51(v1, B1) + f23(v2, B2)
si k = 3,
f19(v1, B) = min

f20(v1, B1) + mı́n{f27(v2, B2) + f26(v3, B3), f26(v2, B2) + f27(v3, B3)}
f23(v1, B1) + mı́n{f53(v2, B2) + f47(v3, B3), f47(v2, B2) + f53(v3, B3)}
f52(v1, B1) + mı́n{f53(v2, B2) + f25(v3, B3), f25(v2, B2) + f53(v3, B3)}
f22(v1, B1) + mı́n{f27(v2, B2) + f46(v3, B3), f46(v2, B2) + f27(v3, B3)}
f51(v1, B1) + mı́n{f27(v2, B2) + f23(v3, B3), f23(v2, B2) + f27(v3, B3)}
f19(v1, B1) + f26(v2, B2) + f26(v3, B3)
f22(v1, B1) + mı́n{f46(v2, B2) + f26(v3, B3), f26(v2, B2) + f46(v3, B3)}
f51(v1, B1) + mı́n{f23(v2, B2) + f26(v3, B3), f26(v2, B2) + f23(v3, B3)}
f51(v1, B1) + f48(v2, B2) + f48(v3, B3)
si k ≥ 4,
f19(v1, B) = min

f20(v1, B1) + mı́n
j=2,...,k






f23(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f52(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f22(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f51(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f51(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l


























f51(v1, B1) + mı́n
h,l=2,...,k
h 6=l
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Figura 4.5: Teorema 4.16. Casos (i) a (iii).
En forma similar se pueden obtener las restantes funciones principales fj(v1, B) para
j ∈ {20, . . . , 27}. Dichas funciones se encuentran en las Tablas 4.12, 4.13, 4.14, 4.15, 4.16,
4.17 y 4.18 se presenta una explicación ilustrativa en el Apéndice.
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Figura 4.6: Teorema 4.16. Casos (iv) a (vi).
Función Función
f19(v1, B) = min

f20(v1, B1) + f27(v2, B2)
f19(v1, B1) + f26(v2, B2)
f22(v1, B1) + f46(v2, B2)
f51(v1, B1) + f23(v2, B2)
f24(v1, B) = min
{
f25(v1, B1) + f27(v2, B2)
f24(v1, B1) + f26(v2, B2)
f20(v1, B) = min

f20(v1, B1) + f26(v2, B2)
f23(v1, B1) + f46(v2, B2)
f52(v1, B1) + f23(v2, B2)
f25(v1, B) = f25(v1, B1) + f26(v2, B2)
f21(v1, B) = min

f27(v1, B1) + f20(v2, B2)
f21(v1, B1) + f21(v2, B2)
f26(v1, B1) + f40(v2, B2)
f26(v1, B) = min
{
f26(v1, B1) + f21(v2, B2)
f53(v1, B1) + f45(v2, B2)
f22(v1, B) = min

f23(v1, B1) + f27(v2, B2)
f52(v1, B1) + f47(v2, B2)
f22(v1, B1) + f26(v2, B2)
f51(v1, B1) + f46(v2, B2)
f27(v1, B) = f27(v1, B1) + f21(v2, B2)
f23(v1, B) = min
{
f23(v1, B1) + f26(v2, B2)
f52(v1, B1) + f46(v2, B2)
Tabla 4.12: Caso |V (K)| = 2 para ROLDB.
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Figura 4.7: Teorema 4.16. Casos (vii) a (x).
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Función
f19(v1, B) = min

f20(v1, B1) + mı́n{f27(v2, B2) + f26(v3, B3), f26(v2, B2) + f27(v3, B3)}
f23(v1, B1) + mı́n{f53(v2, B2) + f47(v3, B3), f47(v2, B2) + f53(v3, B3)}
f52(v1, B1) + mı́n{f53(v2, B2) + f25(v3, B3), f25(v2, B2) + f53(v3, B3)}
f22(v1, B1) + mı́n{f27(v2, B2) + f46(v3, B3), f46(v2, B2) + f27(v3, B3)}
f51(v1, B1) + mı́n{f27(v2, B2) + f23(v3, B3), f23(v2, B2) + f27(v3, B3)}
f19(v1, B1) + f26(v2, B2) + f26(v3, B3)
f22(v1, B1) + mı́n{f46(v2, B2) + f26(v3, B3), f26(v2, B2) + f46(v3, B3)}
f51(v1, B1) + mı́n{f23(v2, B2) + f26(v3, B3), f26(v2, B2) + f23(v3, B3)}
f51(v1, B1) + f48(v2, B2) + f48(v3, B3)
f20(v1, B) = min

f23(v1, B1) + mı́n{f27(v2, B2) + f46(v3, B3), f46(v2, B2) + f27(v3, B3)}
f52(v1, B1) + mı́n{f27(v2, B2) + f23(v3, B3), f23(v2, B2) + f27(v3, B3)}
f20(v1, B1) + f26(v2, B2) + f26(v3, B3)
f23(v1, B1) + mı́n{f46(v2, B2) + f26(v3, B3), f26(v2, B2) + f46(v3, B3)}
f52(v1, B1) + mı́n{f23(v2, B2) + f26(v3, B3), f26(v2, B2) + f23(v3, B3)}
f52(v1, B1) + f48(v2, B2) + f48(v3, B3)
f21(v1, B) = min

f26(v1, B1) + mı́n{f27(v2, B2) + f20(v3, B3), f20(v2, B2) + f27(v3, B3)}
f27(v1, B1) + mı́n{f20(v2, B2) + f26(v3, B3), f26(v2, B2) + f20(v3, B3)}
f53(v1, B1) + f46(v2, B2) + f46(v3, B3)
f53(v1, B1) + f52(v2, B2) + f52(v3, B3)
f53(v1, B1) + mı́n{f48(v2, B2) + f23(v3, B3), f23(v2, B2) + f48(v3, B3)}
f21(v1, B1) + f21(v2, B2) + f21(v3, B3)
f26(v1, B1) + mı́n{f45(v2, B2) + f26(v3, B3), f26(v2, B2) + f45(v3, B3)}
f22(v1, B) = min

f23(v1, B1) + mı́n{f27(v2, B2) + f26(v3, B3), f26(v2, B2) + f27(v3, B3)}
f52(v1, B1) + mı́n{f27(v2, B2) + f47(v3, B3), f47(v2, B2) + f27(v3, B3)}
f52(v1, B1) + mı́n{f47(v2, B2) + f26(v3, B3), f26(v2, B2) + f47(v3, B3)}
f51(v1, B1) + mı́n{f27(v2, B2) + f46(v3, B3), f46(v2, B2) + f27(v3, B3)}
f22(v1, B1) + f26(v2, B2) + f26(v3, B3)
f51(v1, B1) + mı́n{f46(v2, B2) + f26(v3, B3), f26(v2, B2) + f46(v3, B3)}
f51(v1, B1) + f48(v2, B2) + f48(v3, B3)
f23(v1, B) = min

f52(v1, B1) + mı́n{f27(v2, B2) + f46(v3, B3), f46(v2, B2) + f27(v3, B3)}
f23(v1, B1) + f26(v2, B2) + f26(v3, B3)
f52(v1, B1) + mı́n{f46(v2, B2) + f26(v3, B3), f26(v2, B2) + f46(v3, B3)}
f52(v1, B1) + f48(v2, B2) + f48(v3, B3)
f24(v1, B) = min
{
f25(v1, B1) + mı́n {f27(v2, B2) + f26(v3, B3), f26(v2, B2) + f27(v3, B3)}
f24(v1, B1) + f26(v2, B2) + f26(v3, B3)
f25(v1, B) = f25(v1, B1) + f26(v2, B2) + f26(v3, B3)
f26(v1, B) = min

f26(v1, B1) + f21(v2, B2) + f21(v3, B3)
f53(v1, B1) + mı́n{f45(v2, B2) + f26(v3, B3), f26(v2, B2) + f45(v3, B3)}
f53(v1, B1) + mı́n{f27(v2, B2) + f20(v3, B3), f20(v2, B2) + f27(v3, B3)}
f27(v1, B) = f27(v1, B1) + f21(v2, B2) + f21(v3, B3)
Tabla 4.13: Caso |V (K)| = 3 para ROLDB.
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Función
f19(v1, B) = min

f20(v1, B1) + mı́n
j=2,3,4




f23(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f53(vi, Bi) + f47(vj , Bj) + f26(vs, Bs)}
f52(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f53(vi, Bi) + f25(vj , Bj) + f26(vs, Bs)}
f22(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f27(vi, Bi) + f46(vj , Bj) + f26(vs, Bs)}
f51(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f27(vi, Bi) + f23(vj , Bj) + f26(vs, Bs)}
f51(v1, B1) + mı́n
j=2,3,4




f19(v1, B1) + f26(v2, B2) + f26(v3, B3) + f26(v4, B4)
f22(v1, B1) + mı́n
j=2,3,4




f51(v1, B1) + mı́n
j=2,3,4




f51(v1, B1) + mı́n
j=2,3,4




f20(v1, B) = min

f23(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i6=s
{f26(vi, Bi) + f27(vj , Bj) + f46(vs, Bs)}
f52(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f27(vi, Bi) + f23(vj , Bj) + f26(vs, Bs)}
f52(v1, B1) + mı́n
j=2,3,4




f20(v1, B1) + f26(v2, B2) + f26(v3, B3) + f26(v4, B4)
f23(v1, B1) + mı́n
j=2,3,4




f52(v1, B1) + mı́n
j=2,3,4




f52(v1, B1) + mı́n
j=2,3,4




f21(v1, B) = min

f26(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i6=s
{f27(vi, Bi) + f20(vj , Bj) + f26(vs, Bs)}
f26(v1, B1) + mı́n
j=2,3,4




f26(v1, B1) + mı́n
j=2,3,4




f26(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f27(vi, Bi) + f23(vj , Bj) + f48(vs, Bs)}
f27(v1, B1) + mı́n
j=2,3,4




f53(v1, B1) + f48(v2, B2) + f48(v3, B3) + f48(v4, B4)
f53(v1, B1) + mı́n
j=2,3,4




f53(v1, B1) + mı́n
j=2,3,4




f53(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f23(vi, Bi) + f48(vj , Bj) + f26(vs, Bs)}
f21(v1, B1) + f21(v2, B2) + f21(v3, B3) + f21(v4, B4)
f26(v1, B1) + mı́n
j=2,3,4




Tabla 4.14: Caso |V (K)| = 4 para ROLDB.
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Función
f22(v1, B) = min

f23(v1, B1) + mı́n
j=2,3,4




f52(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f26(vi, Bi) + f27(vj , Bj) + f47(vs, Bs)}
f52(v1, B1) + mı́n
j=2,3,4




f51(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f26(vi, Bi) + f27(vj , Bj) + f46(vs, Bs)}
f51(v1, B1) + mı́n
j=2,3,4




f22(v1, B1) + f26(v2, B2) + f26(v3, B3) + f26(v4, B4)
f51(v1, B1) + mı́n
j=2,3,4




f51(v1, B1) + mı́n
j=2,3,4




f23(v1, B) = min

f52(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i6=s
{f26(vi, Bi) + f27(vj , Bj) + f46(vs, Bs)}
f52(v1, B1) + mı́n
j=2,3,4




f23(v1, B1) + f26(v2, B2) + f26(v3, B3) + f26(v4, B4)
f52(v1, B1) + mı́n
j=2,3,4




f52(v1, B1) + mı́n
j=2,3,4




f24(v1, B) = min




f24(v1, B1) + f26(v2, B2) + f26(v3, B3) + f26(v4, B4)
f25(v1, B) = f25(v1, B1) + f26(v2, B2) + f26(v3, B3) + f26(v4, B4)
f26(v1, B) = min

f26(v1, B1) + f21(v2, B2) + f21(v3, B3) + f21(v4, B4)
f53(v1, B1) + mı́n
j=2,3,4




f53(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f26(vi, Bi) + f27(vj , Bj) + f20(vs, Bs)}
f53(v1, B1) + mı́n
j=2,3,4




f53(v1, B1) + mı́n
j=2,3,4




f53(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f23(vi, Bi) + f48(vj , Bj) + f53(vs, Bs)}
f53(v1, B1) + f48(v2, B2) + f48(v3, B3) + f48(v4, B4)
f27(v1, B) = f27(v1, B1) + f21(v2, B2) + f21(v3, B3) + f21(v4, B4)
Tabla 4.15: Caso |V (K)| = 4 para ROLDB.
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Función
f19(v1, B) = min

f20(v1, B1) + mı́n
j=2,...,k






f23(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f23(v1, B1) + mı́n
j=2,...,k






f52(v1, B1) + mı́n
j=2,...,k






f22(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f51(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f51(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l


























f51(v1, B1) + mı́n
h,l=2,...,k
h6=l






f20(v1, B) = min

f23(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f52(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f52(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h6=l


























f52(v1, B1) + mı́n
h,l=2,...,k
h 6=l






Tabla 4.16: Caso |V (K)| ≥ 5 para ROLDB.
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Función
f21(v1, B) = min

f26(v1, B1) + mı́n
j,h=2,...,k,j 6=h
{





f26(v1, B1) + mı́n
j,h,l,s=2,...,k
j 6=h,j 6=l,j 6=s
h 6=l,h6=s,l6=s






f26(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f26(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f26(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l














f53(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f53(v1, B1) + mı́n
h,l=2,...,k,h6=l
{





f53(v1, B1) + mı́n
h,l=2,...,k,h6=l
{





f53(v1, B1) + mı́n
h,l=2,...,k, h 6=l
{
















f22(v1, B) = min

f23(v1, B1) + mı́n
j=2,...,k
{





f52(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f52(v1, B1) + mı́n
j=2,...,k
{





f51(v1, B1) + mı́n
j,h=2,...,k,j 6=h
{





f51(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l










f51(v1, B1) + mı́n
h=2,...,k
{





f51(v1, B1) + mı́n
h,l=2,...,k,h 6=l
{





Tabla 4.17: Caso |V (K)| ≥ 5 para ROLDB.
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Función
f23(v1, B) = min

f52(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f52(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l


















f52(v1, B1) + mı́n
h,l=2,...,k
h6=l






f24(v1, B) = min

f25(v1, B1) + mı́n
j=2,...,k




























f53(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f53(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f53(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h6=l






f53(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f53(v1, B1) + mı́n
h,l,s=2,...,k
h 6=l,h 6=s,l 6=s






f53(v1, B1) + mı́n
j,h,l,s=2,...,k
j 6=h,j 6=l,j 6=s
h 6=l,h 6=s,l 6=s










Tabla 4.18: Caso |V (K)| ≥ 5 para ROLDB.
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CAPÍTULO 4. ALGORITMOS LINEALES
A partir de las fórmulas mencionadas, es inmediato ver que para cada una de las nueve
funciones fj con j ∈ {19, . . . , 27}, podemos computar fj(v1, B) de (LOLD)i para todo
i ∈ {1, . . . , k} en tiempo O(k).
El siguiente resultado se puede probar de una manera similar al Teorema 4.12.
Teorema 4.18 Dado B un grafo block, el Algoritmo OLDB computa en tiempo lineal γOLD(B)
si existe un conjunto de localización-dominación abierta en B o retorna∞ en caso contrario.
4.6. Cálculo del número de localización-dominación to-
tal
El algoritmoRLTDB debe computar las funciones principales fj(v1, B) con j ∈ {28, . . . , 32}.
Para poder hacerlo necesitamos para todo i ∈ {1, . . . , k} las funciones principales fj(vi, Bi)
para j ∈ {28, . . . , 32} y las funciones auxiliares fj(vi, Bi) para j ∈ {54, 55}.
Teorema 4.19 Consideramos un grafo block B y V (K) = {v1, v2, . . . , vk}. Sea C un con-
junto en V (B) y Ci = C ∩ V (Bi) para todo i ∈ {1, 2, . . . , k}. Luego, C es un v1-almost
conjunto de localización-dominación total en B que tiene las propiedades LTD, CO y OFN
si y solo si Ci es un vi-almost conjunto de localización-dominación total en Bi para todo
i ∈ {1, 2, . . . , k} y se satisface uno de los siguientes conjuntos de afirmaciones:
(i) C1 es CO, ADJ y OFN , existe j 6= 1 tal que Cj es CO y ADJ y Ci es CO y ADJ para
todo i 6= 1, j.
(ii) Si k ≥ 3, C1 es CO y OFN , existe h 6= 1 tal que Ch es CO, existe j 6= 1, h tal que Cj
es CO y ADJ , Ci es CO y ADJ para todo i 6= 1, h, j.
(iii) Si k ≥ 3, C1 es CO y OFN, existe j 6= 1 tal que Cj es CO y ADJ , existe h 6= 1, j tal
que Ch es CO y ADJ y Ci es CO y ADJ para todo i 6= 1, j, h.
(iv) Si k ≥ 4, C1 es CO y OFN, existe j 6= 1 tal que Cj es CO y ADJ , existe h, l 6= 1, h 6= l
tal que Ch, Cl son CO y Ci es CO o ADJ para todo i 6= 1, j, h, l.
(v) C1 es CO y OFN y Ci es CO y ADJ para todo i 6= 2.
(vi) C1 es CO y OFN, existe h 6= 1 tal que Ch es CO y ADJ y Ci es CO y ADJ para todo
i 6= 1, h.
(vii) Si k ≥ 3, C1 es CO y OFN, existe h, l 6= 1, h 6= l tal que Ch, Cl son CO y Ci es CO o
ADJ para todo i 6= 1, h, l.
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Demostración: Sea C un v1-almost LTD-conjunto que satisface LTD, CO y OFN .
Por la Observación 4.4 tenemos que Ci es un vi-almost LTD-conjunto en Bi para todo
i. También podemos observar C1 es CO ya que C es CO y v1 ∈ V (B1). Más aún, como C es
OFN , existe único w ∈ V (B) tal que N(w) ∩ C = {v1}.
Supongamos que w = vj para algún j 6= 1, luego C1 es OFN , Ci es CO para todo
i 6= 1, j y Cj es ADJ . Más aún, si Cj es CO, entonces Ci es ADJ para i 6= 1, j. Además,
como N(v1) ∩ C ∩ V (Bi) = ∅ para todo i 6= 1 y C es LTD, tenemos que C1 es ADJ , y se
verifica (i). Ahora bien, si Cj es CO, a partir del Lema 4.6 existe a lo sumo un h 6= 1, j tal
que Ch es ADJ y tenemos (ii).
Ahora, si w ∈ V (B1) luego C1 es OFN . Tenemos que analizar diferentes casos.
En primer lugar, consideramos que existe j 6= 1 tal que Cj es CO y ADJ , tal j es único
por Lema 4.6. Como C1 es OFN , existe h 6= 1, j tal que Ch es CO.
Si Ci es CO para todo i 6= 1, h, Ci es ADJ para todo i 6= 1, j, h ya que C es LTD y vj
está separado de vi. Además, como C1 es OFN , tenemos que Ch es ADJ y tenemos (iii).
Supongamos ahora que existen al menos dos h, l 6= 1, j, h 6= l tales que Ch y Cl son CO.
Luego Ci es CO o ADJ para todo i 6= 1, j, h, l, lo que prueba (iv).
Ahora, si Ci es CO o ADJ para todo i 6= 1, tenemos tres casos.
Si Ci es CO para todo i 6= 1, luego Ci es ADJ para todo i 6= 1 ya que el vértice favorecido
por v1 pertenece a V (B1) y como C es LTD y N(v1) ∩ C ∩ V (Bi) = ∅ para todo i 6= 1,
tenemos que C1 es ADJ y se prueba (v).
Si existe único h 6= 1 tal que Ch es CO, luego Ci es CO y ADJ para todo i 6= 1, h. Más
aún, como C1 es OFN , tenemos que Ch es ADJ y (vi) se satisface.
Finalmente, si Ch y Cl son CO para ciertos h, l 6= 1, h 6= l, Ci es CO o ADJ para todo
i 6= 1, h, l y se verifica (vii).




Vamos a probar que C es un vi-almost LTD-conjunto en B con las propiedades LTD, CO
y OFN .
Observemos que C es CO ya que C1 es CO en todos los conjuntos de afirmaciones de (i)
a (vii). También, es inmediato chequear que C es OFN .
Para probar que C es LTD necesitamos verificar que si u, v ∈ V (B), dist(u, v) ≤ 2
están dominados y separados por C. Por el Lema 4.5, si u, v ∈ V (B)−
k⋃
i=1
{vi}, u y v están
dominados y separados por C. Ahora, sean u, v ∈ V (B), d(u, v) = 2 y u ∈ V (K). Entonces
v ∈ V (Bi)− {vi} para algún i y u = vr para algún r.
Como C sólo debe separar los vértices en V (B)− C resulta r 6= 1.
Si i 6= 1, como C1 es CO en todos los casos de (i) a (vii), se tiene que v1 ∈ (N(u)∩C)−
N(v) y u y v están dominados y separados. Si i = 1, en (i) y (ii) C1 es OFN , entonces existe
w ∈ (N(v)∩C)−N(u)−{v1} y u y v están dominados y separados. En los restantes casos,
Cr es ADJ o existe h 6= 1, r tal que vh ∈ N(u) ∩ C, aśı u y v están dominados y separados.
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Ahora, sean u, v ∈ V (B), dist(u, v) = 1, u ∈ V (K) y v /∈ V (K). Luego, v ∈ V (Bi)−{vi}
para algún i y u = vi.
Nuevamente consideramos i 6= 1. En todos los casos de (i) a (vii) C1 es CO y u y v
resultan dominados y separados.
Finalmente, sean u = vi y v = vj para i 6= j y vi, vj /∈ C. En todos los casos de (i) a
(vii), Ci y Cj son CO o ADJ . Luego u y v están dominados y separados.
Se ilustra la demostración de este teorema en las Figuras 4.8, 4.9 y 4.10. 
Corolario 4.20 Con la notación del Teorema 4.19, tenemos lo siguiente:
si k = 2,
f28(v1, B) = min

f23(v1, B1) + f32(v2, B2)
f51(v1, B1) + f31(v2, B2)
f51(v1, B1) + f46(v2, B2)
si k = 3,
f28(v1, B) = min

f23(v1, B1) + mı́n{f32(v2, B2) + f31(v3, B3), f31(v2, B2) + f32(v3, B3)}
f52(v1, B1) + mı́n{f53(v2, B2) + f54(v3, B3), f54(v2, B2) + f53(v3, B3)}
f47(v1, B1) + mı́n{f32(v2, B2) + f46(v3, B3), f46(v2, B2) + f32(v3, B3)}
f51(v1, B1) + f31(v2, B2) + f31(v3, B3)
f51(v1, B1) + mı́n{f46(v2, B2) + f31(v3, B3), f31(v2, B2) + f46(v3, B3)}
f51(v1, B1) + f48(v2, B2) + f48(v3, B3)
si k ≥ 4,
f28(v1, B) = min

f23(v1, B1) + mı́n
j=2,...,k






f52(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f51(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f51(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l


















f51(v1, B1) + mı́n
h,l=2,...,k
h 6=l






En forma similar se obtienen las restantes funciones principales fj(v1, B) para j ∈
{29, . . . , 32}. Dichas funciones se encuentran en las Tablas 4.19, 4.20, 4.21, 4.22, 4.23 y
4.24, en el Apéndice se encuentra una explicación ilustrativa.
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Figura 4.8: Teorema 4.19. Casos (i) y (ii).
Función Función
f28(v1, B) = min

f23(v1, B1) + f32(v2, B2)
f51(v1, B1) + f31(v2, B2)
f51(v1, B1) + f46(v2, B2)
f30(v1, B) = min

f32(v1, B1) + f23(v2, B2)
f30(v1, B1) + f30(v2, B2)
f31(v1, B1) + f46(v2, B2)
f29(v1, B) = min
{
f23(v1, B1) + f31(v2, B2)
f52(v1, B1) + f46(v2, B2)
f31(v1, B) = min
{
f31(v1, B1) + f30(v2, B2)
f53(v1, B1) + f46(v2, B2)
f32(v1, B) = f32(v1, B1) + f30(v2, B2)
Tabla 4.19: Caso |V (K)| = 2 para RLTDB.
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Figura 4.9: Teorema 4.19. Casos (iii) y (iv).
Función
f28(v1, B) = min

f23(v1, B1) + mı́n{f32(v2, B2) + f31(v3, B3), f31(v2, B2) + f32(v3, B3)}
f52(v1, B1) + mı́n{f53(v2, B2) + f54(v3, B3), f54(v2, B2) + f53(v3, B3)}
f51(v1, B1) + mı́n{f32(v2, B2) + f46(v3, B3), f46(v2, B2) + f32(v3, B3)}
f51(v1, B1) + f31(v2, B2) + f31(v3, B3)
f251(v1, B1) + mı́n{f46(v2, B2) + f31(v3, B3), f31(v2, B2) + f46(v3, B3)}
f51(v1, B1) + f48(v2, B2) + f48(v3, B3)
f29(v1, B) = min

f52(v1, B1) + mı́n{f32(v2, B2) + f46(v3, B3), f46(v2, B2) + f32(v3, B3)}
f23(v1, B1) + f31(v2, B2) + f31(v3, B3)
f52(v1, B1) + mı́n{f46(v2, B2) + f31(v3, B3), f31(v2, B2) + f46(v3, B3)}
f52(v1, B1) + f48(v2, B2) + f48(v3, B3)
f30(v1, B) = min

f31(v1, B1) + mı́n{f32(v2, B2) + f23(v3, B3), f23(v2, B2) + f32(v3, B3)}
f32(v1, B1) + mı́n{f23(v2, B2) + f31(v3, B3), f31(v2, B2) + f23(v3, B3)}
f30(v1, B1) + f30(v2, B2) + f30(v3, B3)
f31(v1, B1) + mı́n{f46(v2, B2) + f31(v3, B3), f31(v2, B2) + f46(v3, B3)}
f53(v1, B1) + f48(v2, B2) + f48(v3, B3)
f31(v1, B) = min

f31(v1, B1) + f30(v2, B2) + f30(v3, B3)
f53(v1, B1) + mı́n{f46(v2, B2) + f31(v3, B3), f31(v2, B2) + f46(v3, B3)}
f53(v1, B1) + mı́n{f32(v2, B2) + f23(v3, B3), f23(v2, B2) + f32(v3, B3)}
f32(v1, B1) + f30(v2, B2) + f30(v3, B3)
Tabla 4.20: Caso |V (K)| = 3 para RLTDB.
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Figura 4.10: Teorema 4.19. Casos (v), (vi) y (vii).
Función
f28(v1, B) = min

f23(v1, B1) + mı́n
j=2,3,4




f52(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f53(vi, Bi) + f54(vj , Bj) + f47(vs, Bs)}
f51(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f46(vi, Bi) + f32(vj , Bj) + f31(vs, Bs)}
f51(v1, B1) + mı́n
j=2,3,4




f51(v1, B1) + f31(v2, B2) + f31(v3, B3) + f31(v4, B4)
f51(v1, B1) + mı́n
j=2,3,4




f51(v1, B1) + mı́n
j=2,3,4




f29(v1, B) = min

f52(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i6=s
{f32(vi, Bi) + f46(vj , Bj) + f31(vs, Bs)}
f52(v1, B1) + mı́n
j=2,3,4




f23(v1, B1) + f31(v2, B2) + f31(v3, B3) + f31(v4, B4)
f52(v1, B1) + mı́n
j=2,3,4




f52(v1, B1) + mı́n
j=2,3,4




Tabla 4.21: Caso |V (K)| = 4 para RLTDB.
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Función
f30(v1, B) = min

f31(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i6=s
{f32(vi, Bi) + f23(vj , Bj) + f31(vs, Bs)}
f32(v1, B1) + mı́n
j=2,3,4




f30(v1, B1) + f30(v2, B2) + f30(v3, B3) + f30(v4, B4)
f31(v1, B1) + mı́n
j=2,3,4




f31(v1, B1) + mı́n
j=2,3,4




f54(v1, B1) + f48(v2, B2) + f48(v3, B3) + f48(v4, B4)
f54(v1, B1) + mı́n
j=2,3,4




f31(v1, B) = min

f31(v1, B1) + f30(v2, B2) + f30(v3, B3) + f30(v4, B4)
f54(v1, B1) + mı́n
j=2,3,4




f54(v1, B1) + mı́n
i,j,s=2,3,4,i 6=j,j 6=s,i 6=s
{f32(vi, Bi) + f23(vj , Bj) + f31(vs, Bs)}
f54(v1, B1) + mı́n
j=2,3,4




f54(v1, B1) + f48(v2, B2) + f48(v3, B3) + f48(v4, B4)
f32(v1, B) = f32(v1, B1) + f30(v2, B2) + f30(v3, B3) + f30(v4, B4)
Tabla 4.22: Caso |V (K)| = 4 para RLTDB.
A partir de las fórmulas de las Tablas anteriores, es inmediato ver que para cada una de
las cinco funciones fj con j ∈ {28, . . . , 32}, podemos computar fj(v1, B) de (LLTD)i para
todo i ∈ {1, . . . , k} en tiempo O(k).
El siguiente resultado se prueba de manera similar al Teorema 4.12.
Teorema 4.21 Dado B un grafo block, el Algoritmo LTDB computa en tiempo lineal
γLTD(B).
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Función
f28(v1, B) = min

f23(v1, B1) + mı́n
j=2,...,k






f52(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f51(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f51(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l










f51(v1, B1) + mı́n
j=2,...,k






f51(v1, B1) + mı́n
h,l=2,...,k
h 6=l






f29(v1, B) = min

f52(v1, B1) + mı́n
j,h=2,...,k
j 6=h






f52(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l










f52(v1, B1) + mı́n
j=2,...,k






f52(v1, B1) + mı́n
h,l=2,...,k
h 6=l






Tabla 4.23: Caso |V (K)| ≥ 5 para RLTDB.
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Función
f30(v1, B) = min

f31(v1, B1) + mı́n
j,h=2,...,k,j 6=h
{
























f31(v1, B1) + mı́n
j,h,l,s=2,...,k
j 6=h,j 6=l,j 6=s
h 6=l,h 6=s,l6=s






f31(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f54(v1, B1) + mı́n
h,l,s=2,...,k
h 6=l,h 6=s,l6=s






f54(v1, B1) + mı́n
h,l=2,...,k,h6=l
{






















f54(v1, B1) + mı́n
j,h=2,...,k,j 6=h
{





f54(v1, B1) + mı́n
j,h,l=2,...,k
j 6=h,j 6=l,h 6=l






f54(v1, B1) + mı́n
h,l,s=2,...,k
h 6=l,h 6=s,l6=s






f54(v1, B1) + mı́n
j,h,l,s=2,...,k
j 6=h,j 6=l,j 6=s
h 6=l,h6=s,l6=s
















En esta tesis nos centramos en el estudio de cuatro variaciones del Problema de Do-
minación y Separación en grafos: los problemas de código de identificación, localización-
dominación, localización-dominación abierta y localización-dominación total en grafos.
Entre los desaf́ıos relacionados con ellos nos propusimos tres ĺıneas de trabajo que nos
permitieron determinar o aproximar el cardinal del mı́nimo código o conjunto asociado a los
cuatro problemas.
Por un lado, utilizamos técnicas polidrales para los grafos estrellas, bipartitos completos,
p-partitos completos con p ≥ 3 y las k-coronas generalizadas de un grafo G = (V,E) donde
k = (k1, k2, . . . , k|V |) ∈ Z|V |+ con ki ≥ 2. De este modo obtuvimos el X-poliedro para X ∈
{ID,LD,LTD} (no existe un OLD-conjunto para estas familias de grafos). Esto permite
resolver el X-problema para cualquier vector cT ∈ R|V |+ de pesos, consiguiendo cuando c = 1
el correspondiente X-número. También en el caso de los caminos y los ciclos, el enfoque
poliedral nos permitió identificar todas y cada una de las desigualdades que definen facetas
con coeficientes 0, 1, 2 del X-poliedro cuando X ∈ {ID,LD,OLD}. Más aún, describimos el
LTD-poliedro para estas dos familias de grafos. Teniendo en cuenta evidencia computacional
sobre el X-poliedro en caminos, presentamos:
Conjetura 5.1 Si Pn es un camino de al menos n ≥ 10 vértices entonces el X-poliedro
cuando X ∈ {ID,LD,OLD} se describe mediante las desigualdades en QX(Pn) y las de-
sigualdades de la forma αx ≥ 2 con αi ∈ {0, 1} para todo i ∈ V (Pn).
Por otro lado, estudiamos el X-número con X ∈ {ID,LD,OLD,LTD} para los grafos
soles completos y co-soles analizando la estructura de estos grafos. Obtuvimos cotas en el ca-
so del LD-número para ambas familias y para el LTD-número de los co-soles. Es importante
destacar que estas cotas son alcanzadas en ciertas instancias. En los restantes casos, consegui-
mos el valor exacto de los X-números correspondientes. También, a partir del agregado de un
vértice universal a un grafo, conseguimos el X-número con X ∈ {ID,LD,OLD,LTD} para
los grafos fan y wheel. Además, obtuvimos cotas para el X-número con X ∈ {OLD,LTD}
de los cuadrados de ciclos y caminos que son alcanzadas en instancias particulares.
Por último, presentamos algoritmos que en tiempo lineal determinan el X-número en
grafos block para X ∈ {ID,LD,OLD,LTD}. De este modo, proporcionamos una subclase
de grafos cordales para los cuales se pueden resolver los cuatro problemas en tiempo lineal.
Más aún, observemos que los árboles son exactamente grafos block con cliques de tamaño
2 y por tanto resultan la intersección entre los grafos block y los grafos bipartitos. Por lo
tanto, nuestro resultado provee un algoritmo en tiempo lineal que encuenta el OLD-número
y el LTD-número de un árbol hasta ahora desconocido.
También, nuestros algoritmos para grafos block, pueden modificarse de modo de en-
contrar en tiempo lineal el X-conjunto para el cual el X-número se alcanza con X ∈
{ID,LD,OLD,LTD}. Esto puede hacerse simplemente teniendo en cuenta cuáles son los
vértices donde el mı́nimo de las funciones se alcanza. Además, si los vértices del grafo block
tienen asociados pesos, los algoritmos pueden modificarse fácilmente de modo de obtener el
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X-conjunto de mı́nimo peso cambiando en la Tabla 4.3 los valores 1 por los valores de pesos
correspondientes.
Finalmente, es interesante analizar si ideas similares pueden adaptarse a otras clases
de grafos con estructuras similares, como por ejemplo los cactus (grafos para los cuales
todo subgrafo maximal 2-conexo es un ciclo) o los grafos block-cactus (grafos en los cuales
todo subgrafo maximal 2-conexo es una clique o un ciclo). En ambos casos la existencia de
un algoritmo en tiempo lineal para estos problemas está avalada por el meta-teorema de









En este apéndice, proporcionamos figuras que ilustran las pruebas de los Teoremas corres-
podientes al Caṕıtulo 4.
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6.1. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
CÓDIGO DE IDENTIFICACIÓN.
6.1. Ilustración correspondiente a los resultados del
número de código de identificación.
Cálculo de γID,CO,ADJ,FN (v1, B): cuatro casos.
Cálculo de γID,CO,ADJ(v1, B). Cálculo de γ(CO,ADJ,FN)ID (v1, B).
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CAPÍTULO 6. APÉNDICE
Cálculo de γID,CO,ADJ(v1, B): ocho casos.
Cálculo de γ(CO,ADJ)ID (v1, B): siete casos.
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6.1. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
CÓDIGO DE IDENTIFICACIÓN.
Cálculo de γ(CO,ADJ,FN)ID (v1, B): cienco casos.
Cálculo de γ(CO,ADJ,FN)ID (v1, B): cuatro casos.
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CAPÍTULO 6. APÉNDICE
Cálculo de γ(CO,ADJ)ID (v1, B).
Cálculo de γ(CO,ADJ,FN)ID (v1, B): dos casos.
6.2. Ilustración correspondiente a los resultados del
número de localización-dominación.
Cálculo de γ(CO,ADJ,FN)LD (v1, B): un caso. Cálculo de γ(CO,ADJ)LD (v1, B): un caso.
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6.2. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
LOCALIZACIÓN-DOMINACIÓN.
Cálculo de γ(CO,ADJ,FN)LD (v1, B): cuatro casos.
Cálculo de γ(CO,ADJ,FN)LD (v1, B): tres casos.
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CAPÍTULO 6. APÉNDICE
Cálculo de γ(CO,ADJ,FN)LD (v1, B): dos casos.
Cálculo de γ(CO,ADJ)LD (v1, B): cinco casos.
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6.2. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
LOCALIZACIÓN-DOMINACIÓN.
Cálculo de γLD,CO(v1, B): seis casos.
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6.3. Ilustración correspondiente a los resultados del
número de localización-dominación abierta.
Cálculo de γCO,ADJ,OFN (v1, B): dos casos.
Cálculo de γCO,ADJ,OFN (v1, B). Cálculo de γ(CO,ADJ)OLD (v1, B).
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6.3. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
LOCALIZACIÓN-DOMINACIÓN ABIERTA.
Cálculo de γOLD,CO,OFN (v1, B): siete casos.
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CAPÍTULO 6. APÉNDICE
Cálculo de γOLD,CO(v1, B): doce casos.
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6.3. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
LOCALIZACIÓN-DOMINACIÓN ABIERTA.
Cálculo de γCO,ADJ,OFN (v1, B): ocho casos.
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CAPÍTULO 6. APÉNDICE
Cálculo de γCO,ADJ,OFN (v1, B): cinco casos.
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6.3. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
LOCALIZACIÓN-DOMINACIÓN ABIERTA.
Cálculo de γ(CO,ADJ)OLD (v1, B): ocho casos.
135
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6.4. Ilustración correspondiente a los resultados del
número de localización-dominación total.
Primero observamos que las funciones γCO,ADJ,OFN , γCO,ADJ,OFN , γCO,ADJ,OFN y γCO,ADJ,OFN
son iguales para el OLD-problema y el LTD-problema.
A continuación presentamos las figuras asociadas a los restantes números para el LTD-
problema.
Cálculo de γLTD,CO,OFN (v1, B): cinco casos.
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6.4. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
LOCALIZACIÓN-DOMINACIÓN TOTAL.
Cálculo de γLTD,CO(v1, B): ocho casos.
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Cálculo de γ(CO,ADJ)LTD (v1, B): seis casos.
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6.4. ILUSTRACIÓN CORRESPONDIENTE A LOS RESULTADOS DEL NÚMERO DE
LOCALIZACIÓN-DOMINACIÓN TOTAL.
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