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THEORY FOR PERIODIC SYSTEMS
Abstract
By Boris Daniel Gutiérrez Cortés
University of the Pacific
2021
There are a lot of interesting problems in surface chemistry where quantum
chemistry could give great insight, like reaction mechanisms in heterogeneous catalysis, the
effect of surface functionalization on semiconductors, or the influence of defects on the
reactivity of crystal surfaces.
Plane wave based methods applied to crystals cannot handle problems that are
localized in nature like surface defects and adsorbates. On the other hand, molecular
electronic structure techniques, which describe these effects and the locality of the
electronic correlation well, are too computationally expensive to use on these systems.
In this work, we introduce translationally-transformed coupled-cluster (TT-CC)
theory, a new electronic structure method that incorporates the periodicity of crystals and
the locality of electronic correlation. This is accomplished by encoding the periodicity into
the amplitudes, instead of using plane waves, in order to be able to use a local basis to
reflect the decay of the electronic correlation at sufficiently large distances. This avoids the
calculation of redundant amplitudes. Perfectly periodic surfaces are envisioned as reference
wavefunctions for localized defects and chemical reactions.
The working equations in one dimension are derived starting from the amplitude
equations of conventional coupled cluster singles and doubles (CCSD) on an infinite system
and rearranging them such that the distance to an anonymous cell is an explicit degree of
freedom, L. The formally infinite summations can be truncated by systematically
neglecting numerically insignificant amplitudes. The generalization of the amplitude
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equations to higher dimensions is straightforward, albeit laborious. We show a general
strategy to incorporate defects. These will be subjects of future dissertations.
We present a proof of principle for 1-dimensional chemical systems of increasing size
(He, H2, Be, Ne and N2) using the 6-31G basis set. We compute the energies, with
TT-CCSD, at different distances and compared them against the perfectly periodic
intensive energy (PPIE) using conventional CCSD. All results, up to L = 3, show that the
energies of TT-CCSD converge to the PPIE. For neon, TT-CCSD shows an error of
−6.2× 10−6Eh per cell against the PPIE at the bonding distance with the potential
computational cost of 7 cells using CCSD, as an upper bound. For nitrogen, TT-CCSD
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The structure of this introduction will be divided in several parts. First, we will
introduce the chemical systems and problems that are ultimately the goal for the present
work, as well as the enumeration of the features that makes them uniquely problematic and
worth studying. Second, we will introduce the current state of the art in methods that
address these type of chemical systems and their current limitations. Third, we will
describe the accomplishments of the current work and how they fit in the ultimate goal to
handle the desired chemical problems.
Most of the applications of this work fall within the field of surface chemistry. There
many important and interesting problems left to be solved such as the search for new or
more efficient materials (semiconductors, catalysts, etc), or simply a better understanding
of the mechanisms of chemical reactions or adsorption processes. [1–9]
These problems are interesting because of the unusual chemical behavior that is
possible with these systems compared to other fields of chemistry such as solution
chemistry. This ranges from reproducing well-known reactions in solution, in order to make
them more practical for industrial use to allowing brand new chemical reactions. This
unusual behavior depends fundamentally on the properties of crystals, which are chemical
systems that have a periodic arrangement of atoms. This periodic arrangement provides
the crystal with peculiar electronic properties not present in non-periodic bulk materials,
especially the atoms that are located in the surface of the crystal, which are situated in a
different electronic environment, so usually these atoms are highly reactive [1, 3, 4, 9]. This
can be exploited for chemical or physical purposes such as catalysis, electrochemistry or
conductivity. These peculiar electronic properties are due to the electronic structure of
atoms being repeated throughout the solid, thus, any electronic property of the unit cell
interacts with the same property of its neighboring cell, therefore some electronic features
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of atoms or functional groups can become enhanced greatly on the bulk material. [10, 11]
For instance, the conducing character of metal is just the result of the unpaired electrons of
atoms in a periodic pattern, so there is no restriction in their movement.
Additionally, when crystals have non-periodic features or “defects” such as missing
atoms in the periodic arrangement or additional functional groups on the surface, their
unusual electronic properties can be modified or manipulated such as increasing
conductivity, increasing catalytic activity, inactivating the crystal surface for adsorbates
[12–25], etc.
In environmental science, in order to capture carbon dioxide from the atmosphere, a
solar-energy stimulated reaction is desirable. Consequently, any reaction of this sort will
involve the study of excited species. [26, 27] This is the case for the indium oxide, In2O3,
crystal which catalyzes the formation of H2O from CO2. The excited states of the In2O3
crystal drive the reaction, especially since, the defected form of the crystal has a greater
reactivity, in the presence of light, compared to the pristine form. Additionally, the
impurities involved on the surface of this system are referred as frustrated Lewis pairs,
which have been reported in other systems [28–31]. These frustrated lewis pairs enhance or
decrease its catalytic capabilities depending on their average proximity. However, the exact
role of the excited states during the reaction and the identity of the frustrated lewis pairs
are not completely clear, in order to improve the rate of capture. [32].
In the field of semiconductors, which is the backbone of the exponentially growing
computer power, there is the need to find a substitute for its silicon, which is a doped
crystal, in order to continue with Moore’s law [33]. This is because of the decreasing size of
the computer transistors require a higher band gap. A possible substitute could be black
phosphorous, which has a tunable band gap, however, it degrades at room temperature, so
it cannot be used for a desktop computer. It has been found that the functionalization of
its surface can slow down its degradation to a certain extent. The specific electronic effects
that make the stabilization possible are not yet understood, so it is not possible to predict
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a functionalization that increases its half-life, in order to be useful [34]. The study of the
band gap inevitably involves excited states.
In material nano science, there is great interest in self-assembly structures over
semiconductors. For example, it has been reported the self-assembled of one-dimensional
nano-structures of 1,5-dicloropentane molecules over the surface of Si(100)-2x1, at room
temperature [35]. Although, other types of organic molecules have been used such as
olefines and aldehydes [36–38] or inorganic molecules [39]. This one-dimensional structures
could be used for creating smaller integrated circuits at a molecular level or other types of
nano-devices.
Even in the field of heterogeneous catalysis, there are many well-known reactions for
which the details of the mechanism or the electronic details are still being debated. Such is
the case for the oxidative coupling of CH4 on an MgO surface to produce C2H4 and C2H6.
The role of MgO doping by Li is not clear in how it leads to the observed catalytic activity
of its surface [40–42] and what are the intermediates involved in its mechanism. Even
more, it is still unknown the effect of such doping in other properties, such as conductivity
[43, 44].
The problem with studying all these periodic systems with defects is that there are
many complications experimentally and theoretically. The final behavior of the solid
interacting with its “defects” can be difficult or impossible to predict with normal chemistry
reaction models. This is because the electronic structure of the “defect” or impurity
interacts with electronic structure of the infinite solid, so many subtle but complicated
electronic effects take place. Experimentally probing the surface of these systems directly
can be difficult because many of these reactions are conducted at very extreme pressures or
temperatures. Even in the case where there are moderate experimental conditions, there is
an fundamental difficulty in studying these systems. This is due to the fact that the
reactivity of the surface is driven by a few atoms or reactive centers, so in order to study
the geometric and electronic details of such a small system, it restricts greatly the number
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of experimental tools to use, since all of them have to be molecular in nature. Hence, these
systems can be a good target for computational simulation using quantum mechanics.
Electronic structure methods use the Shrödinger equation to model the behavior of
electrons computationally. Simulations allows for certain advantages over experiment such
as predictions of electronic properties guiding experiments and allowing for better design,
saving money, man power and time. [11, 45]. However, the direct application of the
standard electronic structure methods to periodic systems is problematic, since the
electronic features that make these systems interesting are the very features that
complicate their modeling. For instance, the crystal is infinite, so any stress or
perturbation in the periodic system will have a ripple effect that has to be modeled under
this assumption. So, in essence, any simulation of a periodic system must account for an
infinite number of electronic interactions [11]. But at the same time, these electronic
interactions can be very subtle, so high accuracy is needed for many chemical processes.
Accordingly, special techniques have to be developed to tackle these kind of systems.
Historically, two sets of independent fields of electronic structure theory have emerged with
their own strategies to approach solids systems, namely: solid state and molecular
quantum mechanics. DFT [11] has been used extensively in both fields, namely solid state
and molecular quantum mechanics, on the other hand, wavefunction methods have been
used mostly in molecular quantum mechanics, along with Green function methods [46, 47].
The quantum molecular mechanics approach for solids mostly consist on applying
standard electronic structure methods by dividing the system into fragments to reach a
compromise between the inherent the exponential scaling of the methods and the number
of electronic interactions, infinite in principle, that have to be accounted for [48]. A
successful approach is the method of increments, where the energy of the infinite system is
approximated an expansion of the energy, which consists of computing increasingly bigger
fragments of the total system [49]. Even though a lot of these methods are, in principle,
systematically improvable, the scaling of any wavefunction method quickly makes this
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approach unfeasible. Moreover, a number of fragmentation methods are focused primarily
on the computation of the energy, so usually, there is no associated global wavefunction,
which excludes excited-states computation. This precludes their use for research on
systems such as semiconductors or photochemistry, in general.
By far, the most widely used method is DFT, in the field of solid state as well as in
the field of molecular quantum mechanics. In order for DFT to handle an infinite crystal
system, it incorporates the periodicity by using an underlying periodic basis set,
specifically plane waves with periodic boundary conditions [11]. In general, DFT can give
good results for metallic systems. However, it has several disadvantages such that the
machinery necessary for the method is quite sophisticated and it cannot handle local
impurities without a serious increase in computational cost due to any disruption in the
periodicity of the electronic system would be best represented by a local basis instead of
the periodic basis that is used in DFT. This point becomes especially crucial for the study
of systems where there is catalysis or presence of surface defects. Moreover, this approach
inherits all the problems associated with DFT such as no systematic improvability, failure
to describe strongly correlated systems and poor description of dispersion forces.
All these approaches fail to efficiently address the presence of impurities in these
periodic systems; therefore, there is always a compromise for the specific system that is
being studied. Even with the ever increasing power of new computers, there is always a
new chemical system or modification to a given system that will be out of reach and cannot
be efficiently modeled. This creates a bottleneck for the kind of chemicals systems that can
be studied.
Recently, more sophisticated approaches [48, 50–54] have appeared that incorporate
the impurity in some form such as DMFT [52, 55] where the infinite periodic problem is
mapped into an local interacting impurity, where it can be a unit cell or defect, however,
the numerical implementation of the method introduces an approximation discarding Van
der Waals forces from the outset. Additionally since DMFT is restricted to one impurity, it
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has difficulty studying the distance dependence of the interaction between defects. The
most similar approach to our work is the l-MP2 [50, 56], that also uses a local basis, which
is obtained by localizing the canonical Bloch orbitals into Wannier functions, but this
localization process increases the computational cost, increases the possibility of numerical
instabilities and it is inherently more inefficient compared to the use of a local basis from
the start. Moreover, to the best of our knowledge this implementations is present only in
MP2. A more detailed description of these methods will be discussed in subsequent
sections.
In this dissertation, we introduce the TT-CC method. It is a straightforward
extension of conventional CC theory from quantum chemistry, and it proceeds in a basis of
periodically replicated local functions. Translational symmetry is incorporated into the
working equations for the amplitudes. Due to local representation, this approach is most
applicable to systems with larger band gaps, such as molecular crystals, salts,
non-conducting network solids, and, perhaps, high-band-gap semiconductors. Very
importantly, the equations can be adapted to handle generic aperiodic defects, including
multiple point impurities, crystal cleavages, and multiple impurities at or on cleavages,
paving the way for the chemistry of adsorbates on surfaces, to name one application.
The aim of this entirely new approach is to introduce a robust general method that
is systematically improvable using a local basis, that is able to handle generic
non-periodicities interacting with the perfectly periodic system. It will allow us to bypass
the shortcomings of previous approaches such as inherent approximations for defects or in
the periodicity; restrictions to the types of impurities or unnecessary transformations.
Although at the current state of the work, it cannot handle impurities immediately,
nevertheless, we show that the path to incorporate them is straightforward, albeit
laborious. It will be subject of future dissertations.
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CHAPTER 2: QUANTUM CHEMISTRY METHODS
Hartree Fock
In electronic structure theory, the first step is usually to obtain the HF state. It is
usually written as a antisymmetrized product of spin orbitals, which is written as the





χ1(x1) χ2(x1) · · · χN(x1)
χ1(x2) χ2(x2) · · · χN(x2)





χ1(xN) χ2(xN) · · · χN(xN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.1)
where N is the number of electrons of the system, χi is a spin orbital, which is the product
of a spatial orbital and spin function, where i = 1, ..., N , and xj is a generalized electron
coordinate composed of the spatial coordinates and spin coordinates of the respective
electron. The factor (N !)−1/2 is to normalize the wavefunction. Notice the rows are
numbered by the electron coordinates, so exchanging two rows is equivalent at exchanging
two electrons, which changes the sign of the determinant and, therefore, the wavefunction.
Moreover, having one electron in two spin-orbitals is equivalent to having two equal rows,
which causes the determinant to vanish. This antisymmetry means that the Slater
determinant fulfills the Pauli exclusion principle.
The Hartree Fock state is obtained by solving the HF equations using the so-called
Fock operator. It is a one-electron operator and its solutions are the spin orbitals, χi(xj)
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that compose the Slater determinant in equation (2.1). These spin orbitals are the
eigenfunctions of the the Fock operator.
f̂(x1)χj(x1) = εjχj(x1) (2.2)
The Fock operator is defined as
f̂(x1) = ĥ(x1) + Ĵ(x1)− K̂(x1) (2.3)
where ĥ is the Hamiltonian-core operator, Ĵ is the Coulomb operator and K̂ is the










where the first term is the kinetic energy operator of electron with coordinates x1. The
second term is the nuclear attraction operator of electron x1 to all nuclei, A. The operators




















where the p̂x1x2 is a permutation operator that exchanges the coordinates of electron x1
with x2 in the spin orbital to the right. Equations (2.5) and (2.6) show that the Coulomb
and exchange operators depend on the spin orbitals, which are the eigenfunctions of the
Fock operator, as shown in equation (2.2). In other words, the Coulomb and exchange
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operators depend on their solutions, which makes the eigenvalue problem of the Fock
operator a non-linear problem. So, these equations are solved iteratively.
Additionally, note that the Coulomb and exchange operator show that in the
Hartree-Fock state any given electron x1 feels the electron repulsion of the rest of the
electrons as an average charge cloud. This means that it does not include the
instantaneous electron-electron correlations. This will be discussed further below.
The Hartree-Fock state is used as a trial function for the electronic Hamiltonian to
obtain an approximate of the exact nonrelativistic energy of the system. The electronic
Hamiltonian for most applications assumes the Born-Oppenheimer approximation, which
decouples the nuclei movement from the electron movement, by assuming that the nuclei
are stationary with respect to the electrons [45]. The full electronic Hamiltonian, in atomic





















where A refers to a nucleus and i and j refers to electrons. By using the electronic
Hamiltonian on the HF state and integrating over all space we get the Hartree-Fock energy,
EHF. ∫ +∞
−∞
Ψ∗HF Ĥ ΨHF dτ = EHF (2.8)
where dτ represents the differential over all space.
Correlation Energy and Post-Hartree Fock Methods
The Hartree-Fock approximation captures most of the total energy for atoms and
molecules, around 99%, which is a very good approximation for physical applications.
However, the 1% remaining is very important for chemical applications because most of the
chemistry takes place in within this range. Consequently, there have been many methods
that try to capture the last 1% of the energy.
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The way in which Hartree-Fock deals with electron-electron repulsion is by
considering any given electron being repelled by the average charge cloud of the other
electrons, which is done in order to make the equations solvable. However, this treatment
tends to overestimate electron repulsion because, in reality, electrons are able to avoid each
other, in other words their movements are correlated. Accordingly, the energy associated
with this effect is called “the correlation energy”. Formally defined as
Ecorr ≡ Enonrel − EHF (2.9)
where Enonrel is the exact non-relativistic energy of system and, EHF is the Hartree-Fock
energy. In principle, the non-relativistic energy could be computed with a
configuration-interaction method with a infinite complete basis set, however, in practice
this is unfeasible. A more detailed discussion is on subsection 2.3.
The correlation energy in equation (2.9) can be divided into two types: dynamic
and static correlation energies. The dynamic correlation energy is due to HF not
accounting for the instantaneous movement of the electrons. The static correlation energy
refers to the fact that HF writes its reference with a single determinant. This description is
qualitatively wrong for some systems that have degenerate or near degenerate frontier
orbitals (HOMO or LUMO), so HF does not know how to assign the occupied orbitals.
This situation shows up in many systems such as singlet diradicals.
The main purpose of the post-Hartee-Fock methods is to recuperate these two types
of correlation energy as much as possible. Although, not all methods recuperate both
correlations at the same time. Some of them, specialize in obtaining one type over the
other. For example, the CASSCF method [60] recuperates the static correlation by
expressing its reference state as a liner combination of determinants. On the other hand,
methods such as Møller-Plesset method [61] obtains exclusively dynamic correlation by
using perturbation theory on the HF state. Although, there are methods that are able to
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incorporate both kinds of correlation, such as CASPT2 [62], which is based on using
perturbation theory on the CASSCF reference state [59].
Most post-HF methods are based on using the many-body wavefunction to improve
the energy description. However, the wavefunction is a very complicated mathematical
object. It can be easily shown that, even assuming the Born-Oppenheimer approximation,
the electronic wavefunction still depends on 4N variables, where N is the number of
electrons. Each electron has to be described by three spatial coordinates (x, y, z) and one
spin coordinate (σ). Consequently, we can see that the complexity grows exponentially by
increasing the number of particles, which becomes intractable for any moderate-size
chemical system. This is in contrast with a classical description, in which its complexity
grows linearly with the number of particles.
As a general rule, the more energy is retrieved the more numerically intensive the
method is. Configuration interaction (CI) [63] is a prime of example of this general
statement since it is in principle arbitrarily accurate, yet it can only be used for very small
chemical systems [64], which makes it impractical for most applications.
Configuration Interaction
The most straight forward method to improve the HF energy is called the FCI. It
writes the wavefunction as a linear combination of all the possible determinants or
configurations created by the excitations of a reference state that have the same symmetry
of the FCI wavefunction, ΨFCI. An excited determinant or configuration is created by the
promotion of electrons from orbitals in the reference, or occupied orbitals, to a virtual
orbitals. Each excited determinant can be classified according to their number of
excitations: single excitations, double excitations, etc. Correspondingly, a singly-excited
determinant, where the occupied orbital, χi, has been promoted to the virtual orbital, χa,
can be denoted as ψai . A doubly excited determinant, where occupied orbitals, χi and χj,




and so on. Consequently, we can write the FCI wavefunction by grouping all the
determinants that have the same excitation level as

















ijk + · · · (2.10)
The reference state ψ0 is usually the Hartree-Fock state, ΨHF. The indices
{i, j, k, ...} denote the occupied orbitals and {a, b, c, ...} denote the virtual orbitals. In
practice, we need to deal with a finite set of spin orbitals, {χi}, and consequently, the
number of excited determinants that can be built is finite. The number of determinants
that can be formed in this expansion is (2K)!
N !(2K−N)! where 2K is the number of spin orbitals
created by HF and N is the number of electrons of the system. Each determinant has it
own independent coefficient denoted by the same indices involved in the excitation. The
goal of CI is to determine these coefficients.
By taking the FCI expansion, one is guaranteed to have the exact wavefunction
within a given basis set. Applying the full electronic Hamiltonian in equation (2.7) on the
FCI state
ĤΨFCI = EnonrelΨFCI (2.11)
we get the exact nonrelativistic ground state energy, Enonrel, of the system within the basis
set in the Born-Oppenheimer approximation. However for systems that are larger than a
few electrons and modest size basis sets this expansion is intractable, even for super
computers so, in practice, this expansion has to be truncated. Although, one can always
take an ever larger arbitrary set of configurations and it is guaranteed to improve the
energy accuracy.
The most usual truncated form of CI is at the level of double excitations, called
CISD The main drawback in truncating CI at any level, is that it is not size consistent.
A size-consistent method is defined as such method that is able to describe the
physical situation where the energy of two fragments, infinitely far apart, have the same
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energy of those same fragments calculated independently. Any method that does not
reproduce this physical effect will introduce artifacts to any calculation, which as
mentioned before, CISD is a prime example. Nevertheless, CI provides a baseline whenever
comparison are possible, but more importantly, a road map for better methods. Coupled
cluster is intimately related to CI, and one of its main advantages is that it is size
consistent as opposed to any truncated CI.
Density Functional Theory
Density functional theory (DFT) is a method that balances the general rule by
computing a large fraction of the correlation energy, although not as much as CI, but is not
as numerically intensive as CI. Therefore, it has been the method of choice for many
decades in the theoretical chemistry and the solid state communities, especially in the
latter, due to crystals having a great number of atoms to consider in the computations.
The main idea behind DFT is that instead of computing the energy from a
wavefunction, one computes the ground state energy from the ground-state electron density
of the system. According to the Born postulate the square modulus of the wavefunction is
the probability density per volume of the quantum system
Pr = |Ψ(x1, y1, z1, x2, . . . zn, σ1, . . . , σn)|2dx1dy1dz1dx2. . . dzn (2.12)
where x1, y1, z1 represents the spatial coordinates of electron 1, and σ1 is its spin
coordinate, x2, y2, z2 represents the spatial coordinates of electron 2, and so on up to
electron n. Suppose we want to know the probability of finding electron 1 in a volume
differential without the regard of the positions of the rest of electrons or spin state. This
would entail integrating overall all electronic spatial coordinates and spin coordinates
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except for the spatial coordinates of electron 1. The range of integration of spatial
coordinates has to be over all space, which typically is (−∞,+∞).
Pr1 =
∑






|Ψ(x1, y1, z1, x2, . . . zn, σ1, . . . , σn)|2dx2dy2dz2dx3. . . dzn
(2.13)
Since all electrons are indistinguishable particles, then the probability of finding any other
electron, at this location, is the same as electron 1. It can be easily shown by renaming the
dummy variable for each electron. Consequently, the probability of finding any electron
without considering the positions or spins of the rest of the electrons can be calculated by
multiplying by n the probability of electron 1.
ρ(x1, y1, z1) = n
∑




|Ψ(x1, y1, z1, x2, . . . zn, σ1, . . . , σn)|2dx2dy2dz2dx3. . . dzn
(2.14)
This is what is known as the electron density. Additionally, we can abbreviate the notation
by dropping the subindices to electron 1 because electrons are indistinguishable particles
and using vector notation. We can see that the electron density depends only on three
spatial coordinates, which makes it a much more simple mathematical object to
manipulate than the many-body wavefunction.
ρ(r) = n
∑




|Ψ(r1, r2, . . . rn, σ1, . . . , σn)|2dr2dr3. . . drn (2.15)
The theoretical underpinnings of the DFT are based on the two Hohenberg-Kohn
theorems that justify the use of the electron density as a replacement for the many-body
wavefunction. The first theorem states that the energy, as well as other properties of a
quantum system in the ground state can be computed, in principle, using the electronic
density of the ground state, ρ0, through the use of an unknown functional. The second
theorem is a variational statement that guarantees that any trial electron density will
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always give a higher energy than the true electron density, however, this is only true if we
were using the exact functional.
The first of the Hohenberg-Kohn theorems states only the existence of a functional,
however, it does not give a systematic path to find it, so in practice we will always deal
with approximates. Correspondingly, the second theorem never comes into use due to it
applies only to the exact functional.
A functional is different from a function, in which the latter is a rule, f , that
receives an scalar, x, and returns a scalar, f(x)
x
f−→ f(x) (2.16)
or a group of discrete scalars, r, such as vector functions over vector fields.
r
f−→ f(r) (2.17)
Contrastingly, a functional is a rule that receives a function as an input and gives a





(b4 − a4) (2.18)






In the context of DFT, the first Hohenberg-Kohn theorem states that any ground
state property of a molecular system is a functional of the electron density in the ground
state, ρ0(r), where the ground state energy, E0, is especially valuable.
E0 = F [ρ0(r)] (2.20)
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Unfortunately, the exact functional, F , is not known, and furthermore, there is no
systematic strategy to find it. Therefore, many different approaches have been proposed to
find good functionals, which have given rise to many different functionals.
The most successful approach in DFT is called the Kohn-Sham (KS) approach
which uses the machinery of Hartree-Fock to compute most of the energy and encapsulate
the correction into a small term that requires the elusive functional. This functional is
called XC functional. The key idea is that we can find a fictitious noninteracting reference
system whose ground state density, ρr, is the same as that of the real system, ρ0. The
noninteracting electrons can be modeled exactly and the deviations are encapsulated into
the term that uses the XC functional. The orbitals that describe these electrons are called
Kohn-Sham orbitals, ψKS. It is worth noting that it is a conjecture that such a reference
system can be found since there is no formal proof of its existence.
The Kohn-Sham (KS) equations are obtained in a similar way as the HF equations,
which is by differentiating the energy with respect to the orbitals where, in this case the
orbitals are KS molecular orbitals. This allows us to write the analogous to the Fock







ĥKS = T̂ + Û + Vc + νxc (2.22)
and εKSi is the energy of the respective Kohn-Sham orbital, ψ
KS
i . The T̂ and Û are the
usual kinetic and nuclear attraction operators, however the electronic repulsion is treated
with two terms, in which the first term is an electron-electron repulsion term, Vc, from a
classical charge-cloud Coulomb repulsion and the second term is the so called XC potential,
νxc. The exchange-correlation potential is the kernel of the exchange correlation functional,
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assuming the functional can be written in integral form. Similar to the HF equations, these
equations are solved iteratively.
As previously mentioned, there is no systematic strategy to obtain
exchange-correlation functional, consequently, it has given rise to many different strategies
to obtain new functionals with varied degrees of success. In theory, there is no guarantee
that any new strategy will yield better results than previous ones, however in practice
several strategies have given better results in most systems. Each new strategy creating a
new generation of functionals. This is usually denominated as Jacob’s ladder, where each
rung of is composed of a new strategy and the end of the ladder is the exact functional
(theoretically).
The local density approximation (LDA) is situated in the first rung of the ladder.
LDA is based on the assumption that the energy density of the molecule at that point has
the same value as the homogeneous electron gas with the same electron density at that
point. A direct improvement over this approximation is the local spin density
approximations that allows to describe systems with unpaired electrons, although, this is
still considered in the first rung. The second rung of the ladder is occupied by the
generalized gradient approximation (GGA), which besides using the electron density, ρ, it
also uses its gradient, ∇ρ. The third rung is occupied by the meta-generalized gradient
approximation (meta-GGA), which is an improvement over the previous approximation
because it additionally uses the second derivative of the density, ∇2ρ, known as the
Laplacian of the electron density. In the fourth rung we find the so-called hybrid
functionals which incorporate Hartree-Fock exchange (using KS orbitals) and the DFT
exchange correlation as a weighted sum. The latest strategy to find functionals is a
combinatorial design, where different elements of existing functionals are exhaustively and
systematically combined and their contributions fitted to training data sets, in order to find
the best and most transferable functional out of all the possible functionals of a given form.
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These kind of functionals tend to overfit the energy at the expense of the electronic density
quality, so any property, that depends on it, will be unreliable, such as the dipole moment.
Density Functional Theory in Crystals
A crystal is a physical structure in which the nuclear positions and identities are
repeated throughout space, and consequently all its properties are periodic too. In
principle, a crystal is infinite over all space, however, it can be completely specified by a
subset of atoms and their relative positions in space, which is called the unit cell, and the
symmetry operations that generate the rest of the structure. The symmetry operations can
be divided in two types: translations, which are general to all crystals, and time reversal
and point symmetries, which are specific any given crystal. We will focus only on the
translations in this work. The set of all translations in space generates a lattice, which can
be written as
T(n) ≡ T(n1, n2, n3) = n1a1 + n2a2 + n3a3 (2.23)
because the translations take place within the 3D space, where the components ni are
integers. The vectors, ai are primitive translation vectors. The set of translations that
generate the entire crystal by repeating the unit cell is called the Bravais lattice.
The unit cell is defined in real space, however, there is an infinite number of ways of
constructing it. For example, in Figure 1 we can see a 2D lattice, and one possible choice of
unit cell can be the parallelogram formed by the two primitive translations vectors, ai and
their parallel lines. However, we can choose another unit cell that is symmetric around the
origin, which is called Wigner-Seitz cell. This is the most compact unit cell possible, which
is defined as the unit cell that contains all possible points closest to the origin. Such unit
cell is obtained by drawing perpendicular bisectors of all possible lattice vectors T and
identifying Wigner-Seitz cell as the region around the origin and bounded by these lines.
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FT	
Figure 1. The left panel (red) represents the lattice in real space and the shaded area (red)
represents the Wigner-Seitz cell. The right panel (blue) represent the lattice in reciprocal
space and its shaded area represent the Brilloin zone. Both domains are connected through
a Fourier transform (FT).
Any function, f(r), defined for the crystal, such as the electron density, will reflect
its periodic nature, therefore, we can write it as
f(r + T(n)) = f(r) (2.24)
where T is any translation as in equation (2.23). Periodic functions can be easier to
manipulate mathematically or expose relevant information, if we use a Fourier transform
on them. The Fourier transform changes the function and the domain in which it is defined
to another form and domain while still preserving all the information of the original
function. This change in domain is characteristic of the Fourier transform. For example, a
function defined in the time domain will change to the frequency domain, which is
especially useful for spectroscopy. In solid state theory, if we transform a periodic function
such as the electron density, ρ(r), which is defined in position space we will obtain the
another function defined in the reciprocal space or sometimes referred to as k-space.






f(r) exp(iq · r)dr (2.25)
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where Ωcrystal is the volume of the crystal and q are the wavevectors defined in the
reciprocal space. The periodic function, f(r), that will be introduced in the Fourier
transform is the electron density, ρ(r). Equation (2.25) is in terms of the entire crystal,
however, since the crystal is periodic, then all its information is encoded in the unit cell
and the translation vectors, T (r). This means we can rewrite equation (2.25) in these
terms. Moreover, it can be shown that the only non-zero Fourier components of the
function, f(r), are for G, where the G vectors represent the lattice points of the reciprocal
space, which are written as
G(n) ≡ G(n1, n2, n3) = n1b1 + n2b2 + n3b3 (2.26)
The components ni are integers and the vectors, bi are the primitive vectors in the
reciprocal space, which form the so called reciprocal lattice. Additionally, the relation
between the primitive vector of the translation vectors ai and the lattice vectors bi is
bi · aj = 2πδij (2.27)
Using all these results, we can rewrite equation (2.25) in terms of G and the volume






f(r)exp(iG · r)dr (2.28)
When the Fourier transform is applied to a periodic electron density, ρ(r), which is
defined over real space, the resulting function in reciprocal space is periodic, on account of
the discrete nature of the crystal lattice. This is formalized as Bloch’s theorem. This
means that a unit cell can be defined in the reciprocal domain, called the reciprocal unit
cell. Similarly with the position space, the definition of the unit cell is not unique and
there are an infinite number of choices, for example using the parallelepiped formed by the
reciprocal lattice vectors or, alternatively, choose the Wigner-Seitz cell of the reciprocal
lattice, which is formed similarly as in position space but using the reciprocal lattice
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vectors. However defined, the cells of the reciprocal lattice are called Brillouin zones, and
the first BZ, nearest the origin (often just called the Brillouin zone) contains the most
relevant information of the function ρ(r). Correspondingly, subsequent Brillouin zones
(second zone, third zone, etc.) are seldom considered.
The most straightforward way to incorporate periodicity into a wavefunction is to
express it in a periodic basis, in which Bloch’s theorem is useful. It allows to write the
wavefunction, ψk, as a periodic Bloch function and a complex phase factor.
ψk(r) = e
ik·ruk(r) (2.29)
where uk(r) is a periodic function. More formally it states that the eigenstate of any
periodic operator such as the Hamiltonian, can be labeled with specific values of k, which
can be used to classify excitations in the crystal.
The Bloch functions are sampled with a mesh of points, often referred to as
k-points. A greater number of k-points allows for a better description of the states, for
example insulators and semiconductors allow for a modest mesh, but metals often require a
finer mesh.
Usually, the uk functions are expressed in terms of some linear combination of some
primitive basis functions. Different kinds of basis sets are used such as: plane waves,
augmented plane waves, muffin-tin orbitals and a variant of Gaussian basis sets. The most
used set is plane waves.
Most of the research on solid state is done using DFT and the Bloch theorem to
express the periodic basis. The main drawback with using periodic basis sets to represent
the periodicity is that for crystals that contain some defect, it will be replicated over all
space and if the unit cell is not big enough, then it could interact with itself, which forces
expansion of the unit cell to obtain meaningful results. This increases the computational
time greatly and computes redundant interactions by failing to incorporate the periodicity
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of the system fully. This is not a big problem for perfectly periodic systems such as metals,
however, for simulating catalysis, semiconductors or defects on surfaces, becomes
prohibitively expensive. Moreover, the periodic basis set is inherently delocalized over the
unit cell, so it order to describe local phenomena such as bond breaking or electronic
polarization, it is inherently inefficient. If the goal of the calculation is to obtain the highest
accuracy for the biggest system, the use of periodic basis sets becomes a bottle neck.
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CHAPTER 3: COUPLED CLUSTER THEORY AND SECOND QUANTIZATION
The main tool used in this project is coupled cluster (CC). Correspondingly, we
need to get acquainted with the formalism in which CC is usually expressed, namely
second quantization. This formalism allows expression of quantum mechanical operators
and wavefunctions in terms of field operators, which represent the creation and destruction
of electronic orbitals on wavefunctions. In general, many-body wavefunctions can be quite
complicated to write, so these field operators simplify their expression. This is one of the
main advantages of using second quantization.
First, we introduce the so called bra-ket notation. Let {φi(x)} be a set of
orthonormal spin orbitals, where x represents both the spin and spatial coordinates of the
electron. The general spin orbitals will be denoted as p, q, r, s, the occupied orbitals as




dx φ∗p(x)φq(x) = δpq (3.1)
δpq =

1, if p = q,
0, if p 6= q.
(3.2)
where φp(x) and φq(x) are the spin orbitals of electrons p and q, respectively. Next, we can
define the abstract vector ket, |q〉, as:
φq(x) = |q〉 (3.3)
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and define the bra vector, 〈p|, which is the abstract vector such that the inner product can
be written as: ∫ ∞
−∞
dx φ∗p(x)φq(x) = 〈p|q〉 = 1 (3.4)
These abstract vectors form the basis of a Hilbert space. More complicated
wavefunctions can be constructed by the antisymmetrized tensor product of kets as:
|p, q〉 = 1√
2
(
|p〉 ⊗ |q〉 − |q〉 ⊗ |p〉
)
(3.5)
where we can use a shorter notation using the operator Â that takes care of the
antisymmetrization and the normalization factor.





Similarly, a creation operator is defined as the field operator â†q that creates the orbital
φp(x) in the vacuum-state ket |〉.
â†p |〉 = |p〉 (3.7)
By including the vacuum-state ket |〉, we are out of the Hilbert space and the
resulting linear space is called Fock space. If an orbital p is already occupied in the ket,
then the application of the creation operator will result in the annihilation of ket state.
â†p |p〉 = 0 (3.8)
The annihilation operator is defined as the field operator âp that annihilates the
orbitals p in the ket |p〉
âp |p〉 = |〉 (3.9)
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Likewise if there is no orbital p in the ket state, then the application of the annihilation
operator will result in the annihilation of the ket state.
â†p |〉 = 0 (3.10)
Many-body wavefunctions can be constructed in terms of these field operators by
being applied successively to the vacuum ket state. In order to manipulate and simplify the
resulting strings of field operators, it will be necessary to know the anticommutation
relations between these operators.




q]+ = 0; [âp, âq]+ = 0 (3.11)
where δpq is the Kronecker delta.
Hamiltonian in Second Quantization

















hpq = 〈φp| ĥ |φq〉 Vpqrs = 〈φpφq||φrφs〉
(3.12)
where hpq and Vpqrs are the one and two electron integrals, respectively. The two electron
integral, Vpqrs, is antisymmetrized and it can be further expanded as
〈φpφq||φrφs〉 = 〈φpφq| V̂ |φrφs〉 − 〈φpφq| V̂ |φsφr〉 (3.13)
Cluster-Pair Expansion
The physical justification for the CC model is the way in which its wavefunction is
expressed. It uses the cluster pair model [57, 59, 65] to account for the instantaneous
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electronic correlation, which is missing from the HF wavefunction. First, we will introduce
the cluster pair model with a realization of a two-particle wavefunction, and how it
accounts for the correlation between particles. Then we will show how the CC
wavefunction is just a generalization of the pair cluster model. Finally, we will explore
some properties of the CC wavefunction.
Let the set {φi(x)} be a complete set of spin orbitals or one-particle functions.
Consider a two-electron function, f(x1, x2), that describes the correlated behavior of two
particles. Due to the fact that the set of spin orbitals forms a complete set of one-particle
functions, it means that we can express any two-particle function in terms of a linear





where x1 and x2 are the spatial and spin coordinates of electrons 1 and 2, respectively. The
notation p > q ensure that it sums over all unique pairs of functions. This two-variable
function can be described exactly as long as the set of spin orbitals is infinite, otherwise the
set is not complete. Although, even when finite sets are considered, the expansions are said
to be exact within that basis set.
Now, we are going to see how this function can be used to improve the HF state.
The complete basis set {φi(x)} contains the occupied and virtual orbitals. Since the
occupied orbitals are already considered in the Hartree-Fock state, by definition, then we
need only to consider the virtual orbitals. This is done by summing over the virtual
orbitals of any two given occupied orbitals, i and j, in order to obtain a two-electron






Where m and n are any two electrons. We only need to add this function to the
corresponding HF state, so that we recuperate the exact two-electron function in equation
(3.14). We can use the second quantization notation to generate this correlation function

















where the coefficient tabij is called the amplitude, and represents the probability of two
electrons in orbitals φi(xn) and φj(xm) to be excited to the virtual orbitals a and b. This
expansion is called the two-electron cluster or pair cluster. If we analyze equation (3.16) we
see that there are two types of kets: the reference ket, |φiφj〉, and a set of excited kets. We











ij = 0 (3.18)
So, we can use (3.17) and (3.18) to rewrite equation (3.16) in a product form, generated
from the two-electron reference
[∏
a>b





where we have discarded the electron coordinates to simplify notation.
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We can generalize this process for all occupied orbitals in a multi-particle Hartree-Fock
state using the two-electron excitation operators, which results in specific realization of









where only double excitations are allowed.
Coupled Cluster Wavefunction
Using the same procedure of the previous section we can generate multiple-particle
correlation functions with higher excitation operators. For example, three-particle
excitation operator, τ̂abcijk , can generate the three-electron correlated function of the three












where we have omitted the electron coordinates to simplify notation. Similarly, we can use
a similar process for the four-body excitation, τabcdijkl and so on, up to all available electrons
of a given system have been excited simultaneously. In other words, we can generalize the
concept of pair clusters to multiple-body clusters, in order incorporate multiple-body
correlation. The result is the CC wavefunction.
We proceed to simplify the excitation operator notation, where we represent the
excitation operator as τ̂µ, µ represents its excitation level (single, double, triple, etc.) and








Notice the product form of the CC equation, which allows for the multiplicative
separation of the wavefunction into fragments, which allows for the energy to be size










If we allow all the excitations of all electrons in the system for a CC wavefunction
and for CI wavefunction, both expansions will be exactly equal. When both expansions are
complete, both models are size-extensive. However, as stated above, calculations with full
expansions are only possible for small systems. Therefore, truncations of both of these
wavefunctions are necessary. The truncated CC wavefunction has several advantages over
the truncated CI wavefunction. First, a truncated CC wavefunction still preserves its
product form as equation (3.22), which allows to preserve the its size-extensivity. Second, a
truncated CC wavefunction captures the electronic correlation more efficiently than a
truncated CI. This is due to the indirect introduction of higher excitations.
We can verify this by analyzing the excited determinants generated by equation








tνtµτ̂µτ̂ν |µν〉+ · · · (3.24)
where
|µ〉 = τ̂µ |Ψ0〉 (3.25)
is an excited determinant generated by the operator τ̂ from the reference state |Ψ0〉, which
is usually the Hartree-Fock state |ΨHF〉, so the second term of the RHS of equation (3.24)
contains all the possible excited determinants generated by all the possible τ̂µ. However, it
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is clear that the excited determinant |µν〉 can be generated in two different ways since the
excitations operators commute,
|µν〉 = τ̂µτ̂ν |Ψ0〉 = τ̂ν τ̂µ |Ψ0〉 (3.26)
This results in an amplitude that is the product of the two amplitudes associated with the
operators τ̂ν and τ̂µ, which indicates that the excited determinant |µν〉 has associated
several amplitudes: the amplitudes that are generated by one single operator, which are
referred to as connected amplitudes, and the amplitudes generated by composite
excitations, which are referred to as disconnected amplitudes.
ttotalµν = tµν + tµtν + ... (3.27)
These composite amplitudes represent the probability that the independent excitation µ
coincides with the independent excitation ν, in other words, the amplitude of these two
independent events occurring at the same time is the product each event happening
independently. Each different disconnected amplitude is a different way to generate an
excited determinant. Clearly, as the excitation level increases so the number of
combinations of the different disconnected amplitudes.
As we can see in this indirect way, the CC method includes contributions from
higher excitations by considering the disconnected amplitudes, as opposed to truncated CI.
However, the disadvantage is that in order to solve for these amplitudes in product form, it
creates a highly non-linear set of equations, which are more computationally demanding
than the simple linear variational method necessary to solve the CI coefficients.
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Exponential Ansatz
For mathematical manipulations there is a more practical way to generate the CC
wavefunction
|ΨCC〉 = eT̂ |Ψ0〉 (3.28)
where eT̂ is referred as the exponential operator and the operator T̂ is the cluster operator.
By applying the exponential operator onto an arbitrary reference |Ψ0〉, it results in the CC
wavefunction, which is referred to as the exponential ansatz. The reference used is usually
the Hartree-Fock state |ΨHF〉.
The exponential operator is defined as the power series expansion of the cluster
operator.







where each term has a different power of the cluster operator, T̂ , which contains all the
possible cluster of excitations
T̂ = T1 + T2 + T3 + ...+ TN (3.30)
where N is the total number of electrons in the system. T1 is the single excitations cluster
operator, T2 is the double excitation cluster operator, and so on. Specifically, T1 is the sum














where τ̂ai is the singles excitation operator and t
a
i is the amplitude of the excitation from



















Higher excitation operators follow the same pattern. An advantage of the CC
wavefunction is that truncation can be done at any excitation level while still being size
consistent.
By applying the electronic Hamiltonian on the CC wavefunction, using equation
(3.28) we get the CC energy, ECC.
Ĥ |ΨCC〉 = ECC(eT̂ |ΨHF〉) (3.35)
Baker-Campbell-Hausdorff Expansion
Since, the CC wavefunction is a linear combination excited states, its coefficients
could be determined variationally, however the resulting equations are too complicated, so
the usual method to determine the coefficients is by projection from the left side. In order
to use this method we need to multiply from the left of the Hamiltonian by e−T̂ .
e−T̂ Ĥ |ΨCC〉 = e−T̂ ĤeT̂ |ΨHF〉 (3.36)
This action results in a non-Hermitian similarity-transformed Hamiltonian.
H̄ = e−T̂ ĤeT̂ (3.37)
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Using this new Hamiltonian, we can project from the left with the HF state or any excited
determinant to obtain the CC energy or amplitude equations, respectively.
〈ΨHF| e−T̂ ĤeT̂ |ΨHF〉 = ECC (3.38)
〈Ψµ| e−T̂ ĤeT̂ |ΨHF〉 = 0 (3.39)
where 〈Ψµ| is any determinant generated by the operator τ̂µ on the HF state that belongs
to the excitation manifold µ
〈Ψµ| = 〈ΨHF| τ̂µ (3.40)
In equation (3.38), it can be easily shown that the CC energy does not change using
the similarity-transformed Hamiltonian by projecting the HF state on the left. The
electronic Hamiltonian, acting on the CC wavefunction as in equation (3.35), results in the
CC energy, which trivially commutes with the exponential operator due to being a scalar.
Thus, both exponential operators cancel each other.
〈ΨHF| e−T̂ ĤeT̂ |ΨHF〉 = 〈ΨHF|ECC e−T̂ eT̂ |ΨHF〉 (3.41)
=ECC 〈ΨHF|ΨHF〉 (3.42)
=ECC (3.43)
Similarly, it can be shown that the amplitudes in equation (3.38) do not change
using the similarity-transformed Hamiltonian by projecting the HF state on the left,
however, the proof of that statement is beyond the scope of this text, and can be found in
[59].
We now examine the similarity-transformed Hamiltonian, so we need to use the
BCH formula
e−ÂB̂eÂ = B̂ + [B̂, Â] +
1
2
[[B̂, Â], Â] +
1
6
[[[B̂, Â], Â], Â] + ... (3.44)
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where Â and B̂ are arbitrary operators. Applying the BCH formula to the
similarity-transformed Hamiltonian, one naively would expect the expansion to be infinite,
however, due to the fact that the electronic Hamiltonian can share at most four different
indices with the excitation operators, in the two-electron integral, then the BCH expansion
truncates at the fourth nested commutator.
e−T̂ ĤeT̂ = Ĥ + [Ĥ, T̂ ] +
1
2
[[Ĥ, T̂ ], T̂ ] +
1
6
[[[Ĥ, T̂ ], T̂ ], T̂ ] +
1
24
[[[[Ĥ, T̂ ], T̂ ], T̂ ], T̂ ] (3.45)
Size Consistency of CC Wavefunction
We are in position to prove the size consistency of the CC wavefunction. For the
purpose of this proof we will assume that CC wavefunction is a true eigenstate, however in
practice, we usually deal with approximate eigenstates, which we will address at the end of
the section. Take two independent fragments: fragment A and fragment B. Their
corresponding CC equations would be:
∣∣ΨACC〉 = eT̂A ∣∣ΨA0 〉 (3.46)∣∣ΨBCC〉 = eT̂B ∣∣ΨB0 〉 (3.47)
Similarly, take a system composed of the two fragments infinitely far apart in order to
ensure they are not interacting. The corresponding CC equation to the composite system,
AB, would be: ∣∣ΨABCC〉 = eT̂AB ∣∣ΨAB0 〉 (3.48)
where
∣∣ΨAB0 〉 is the reference function of the composite system. If we apply the Hamiltonian




∣∣ΨAB0 〉 ) = EABCC (eT̂AB ∣∣ΨAB0 〉 ) (3.49)
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The reference wavefunction of the composite system is the direct antisymmetrized
product of both wavefunctions and the antisymmetrization and normalization is handled
by the operator Â: ∣∣ΨAB0 〉 = Â( ∣∣ΨA0 〉⊗ ∣∣ΨB0 〉 ) = ∣∣ΨA0 ΨB0 〉 (3.50)
As a result, the reference wavefunction is said to be multiplicatively separable. Similarly,
the CC wavefunction is also multiplicatively separable because any given pair of excitation
operators that generate it commute between themselves, regardless of the excitation level, µ
[T̂µ, T̂ν ] = 0 (3.51)
so as a consequence the cluster operator can be separated too. The cluster operator is
additively separable because there are no excitations between fragments, consequently the
exponential operator is multiplicatively separable
eT̂AB = eT̂A+T̂B = eT̂AeT̂B (3.52)
Given that the two fragment are infinitely far apart, this means that the electronic
Hamiltonian of the composite system is the sum of the fragment Hamiltonians:
HAB = HA +HB (3.53)




∣∣ΨAB0 〉 ) = (HA +HB)(eT̂AeT̂B ∣∣ΨA0 ΨB0 〉 ) (3.54)




∣∣ΨAB0 〉 ) = (EA + EB)(eT̂AeT̂B ∣∣ΨA0 ΨB0 〉 ) (3.55)
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Comparing equations (3.54) and (3.55) we can conclude that the energy of the
composite system is the sum of the two infinitely-separated fragment elements, which is the
definition of size consistency: the energy of two infinitely separated fragments is equal to
the energy of the two isolated fragments.
EAB = EA + EB (3.56)
We now proceed to show the size-extensivity for an approximate eigenstate of a
composite system, since in practice, we rarely use true eigenstates. As shown previously,
we can compute the CC energy by using the negative of the exponential operator and
projecting from the left the reference wavefunction, which in this case is the reference







∣∣ e−T̂AB(ĤAB)eT̂AB ∣∣ΨAB0 〉 (3.57)
Even though equation of the composite system is an approximation of an eigenstate, the
product form of the CC equation allows to use equation (3.50) to separate into the






∣∣ e−T̂Ae−T̂B(ĤA + ĤB)eT̂AeT̂B ∣∣ΨA0 ΨB0 〉 (3.58)
Since T̂A only has excitations of fragment A, then it does not share any excitations
with ĤB, the same is true for T̂B and fragment B, which means that
[TA, H
B] = 0 (3.59)
[TB, H
A] = 0 (3.60)
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So, we can rearrange equation (3.58) to show that energy of the composite system is








∣∣ e−T̂B(ĤB)eT̂B ∣∣ΨB0 〉 〈ΨA0 ∣∣ e−T̂AeT̂A ∣∣ΨA0 〉 (3.61)
In the first term, the exponential operators and wavefunctions that refer to only system B





∣∣ e−T̂A(ĤA)eT̂A ∣∣ΨA0 〉+ 〈ΨB0 ∣∣ e−T̂B(ĤB)eT̂B ∣∣ΨB0 〉 (3.62)
=EA + EB (3.63)
which shows that the energy of the composite system is the sum of the individual fragment
energies, which is what we wanted to prove.
Amplitude Equations
The usual procedure to solve the CC equations is an iterative process, and the
convergence criteria is that all amplitudes must satisfy equation (3.39). As stated before,
the determination of the amplitudes is done by projection, so the left-hand side of the
equation, where µ represents the excitation level, constitutes a tensor function of the
amplitudes
Ωµ(t) = 〈Ψµ| e−T̂ ĤeT |ΨHF〉 (3.64)
All the possible excitations in the manifold µ form a tensor Ω that can be expanded
around the amplitudes, tn, in the nth step of the iteration process:
Ω(t(n) + ∆t) = Ω(0)(t(n)) + Ω(1)(t(n))∆t + ... (3.65)
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where Ω(0)(t(n)) and Ω(1)(t(n)) are the gradient vector and the Jacobian matrix,
respectively.
These tensors can be calculated from the equations
Ω(0)µ (t





(n)) = 〈Ψµ| e−T̂
(n)
[Ĥ, τ̂ν ]e
T̂ (n) |ΨHF〉 (3.67)
Using Newton’s method, the vector-function expansion on the left-hand side of
equation (3.65) is set equal to zero and all nonlinear terms for ∆t are discarded which
allows to write an expression for updating Ω:
Ω(1)(t(n))∆t(n) = −Ω(0)(t(n)) (3.68)
This means that the equation to update the amplitudes is:
t(n+1) = t(n) + ∆t (3.69)
where t(n) is the set of amplitudes at the n-th step in the iterative process, ∆t is the
update between steps. In order to solve this matrix equation, we need to invert the
Jacobian matrix, Ω(1), however this process is too time consuming, so, we choose an
approximation. In the CC formulation the Hamiltonian operator is often separated as
Ĥ = f̂ + Φ̂ + ĥnuc (3.70)
where f̂ is the Fock operator, Φ̂ is the fluctuation operator and ĥnuc is the nuclear
contribution. By putting equation (3.67) in terms of these operators we get
Ω(1)µν (t
(n)) = εµδµν + 〈Ψν | e−T̂
(n)
[Φ̂, τ̂ν ]e
T̂ (n) |ΨHF〉 (3.71)
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Analyzing this equation we can see that the Jacobian matrix consists of two parts: a
diagonal and non-diagonal part. Its diagonal consists of only the energy differences
εai =εa − εi (3.72)
εabij =εa + εb − εi − εj (3.73)
In its non-diagonal part, it consists of the second term in equation (3.71), called the
fluctuation potential. In the canonical representation, the Jacobian is diagonally dominant,
which means that a diagonal matrix consisting of only the energy differences is a good
approximation to the Jacobian matrix
Ω(1) ≈ ε (3.74)
Now, we can get an equation to calculate the updates of the amplitudes, ∆t.
∆t(n)µ = −ε−1µ Ω(0)µ (t(n)) (3.75)
where ε is the vector function containing as elements the differences in energies between
virtual and occupied orbitals for the given level of excitation µ.
When the amplitudes do not change between iterations, given a tolerance threshold,
they are considered converged. The quasi-Newton method [66] scheme is quite robust for
most systems, however each iteration is quite intensive due to the scaling of the amplitude
equation. So, to accelerate convergence the DIIS method [67–69] is usually used. The idea
behind DIIS is to use previously calculated amplitudes in order to make an educated guess
of the future amplitudes. This method is fairly successful for most systems, which manages
to reduce the number of steps needed for convergence by a significant margin. Note that
the outlined iterative procedure only involves the amplitudes, not the CC-energy equation
(3.38). In this procedure, the CC energy is just a side product in each iteration step.
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CHAPTER 4: BIORTHOGONAL REPRESENTATION
One of the main purposes of the this project is to use a local basis to represent the
natural locality of the electronic correlation in a solid. In order to fulfill this purpose we
would ideally like to use the most localized basis possible. Such a basis would be the
starting orbitals of the isolated cells, which overlap the neighboring cells.
The standard procedure in any electronic structure method is to orthonormalize the
overlapping basis because the equations usually assume an orthonormal basis. However, a
direct effect of the orthonormalization process is take on components of the neighboring
orbitals. In other words, the orthogonalization process necessarily delocalizes to a small
degree the initially overlapping local orbitals. This lowers the efficiency of the basis to
represent the locality of the electronic correlation.
A natural solution to be able to use both the initial local orbitals and the CC
equations, that assume orthonormal basis, is to biorthogonalize the basis. However this
biorthogonal basis creates a new set of biorthogonal field operators, which have their own
anticommutation relations, which in turn determine the form of the coupled cluster
equations. So, we need to show the form of these anticommutation relations. Ultimately,
we will show that the form of the new anticommutation relations are the same as for
conventional CC, so the form of the CC equations is preserved.
First, we need to determine the biorthogonal complement to our non-orthogonal
basis set. Let {φp} be a basis set that is not orthonormal, namely:
〈φp|φq〉 = Spq; (4.1)
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The biorthogonal complements form an independent basis set that is orthonormal to
the original set.
〈φp|φq〉 = δpq (4.3)
The biorthogonal complement or left-vectors states, {φp}, will be denoted as with a
superindex and the original set or right-vectors states, {φp},will be denoted with a
subindex. Any state φp represented in a left vector or biorthogonal complement can be



















The coefficients of the biorthogonal complement and the coefficients of the original
basis set in equations (4.4) and (4.2) form the matrices C̄ and C. In order for the elements
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of matrix C̄ to fulfill the orthogonality condition in (4.3) this matrix has to be the inverse
matrix of C.
C̄ = C−1 (4.8)
Now, we are going to show that there is new set of field operators to generate the
biorthogonal complement and that these new field operators behave as the orthogonal field
operators, so their anticommutation relations have the same form as (3.10). First, we need
to remember that in order to create the ket state |χi〉, by definition there is a creation
operator, ĉχi , acting on the vacuum to generate such a ket.
ĉχi |〉 = |χi〉 (4.9)
Also, by definition any superposition of creation operators is another creation operator





We define the biorthogonal creation operator âχi to the left vector 〈χi| as:
〈χi| = 〈| âχi (4.11)
Similarly with the right vector, a superposition of creations operators, âχi , of left vectors is





where the coefficients, C̄pi, have to be the elements of the inverse coefficient matrix, C
−1.
Now we proceed to prove that these operators have the same anticommutation
relation as the orthogonal field operators in (3.10). Introducing the definitions of the
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Here we use the fact that the basis set {χi} is orthonormal, so we use the






















Equation (4.17) is what we wanted to prove: the anticommutation relation between
the creation and annihilation field operators in the biorthogonal representation have the
same form as the orthonormal representation in equation (3.10). As a logical consequence
of having the same form, the creation operator of the biorthogonal complement, âφq , of the
bra state 〈φq|, is simultaneously the annihilation operator of the ket state |φq〉.
âφq |φq〉 = |〉 (4.18)
Similarly, the creation operator, ĉφp , of the ket state |φp〉 is the annihilation operator of the
bra state 〈φp|.
〈φp| ĉφp = 〈| (4.19)
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However, using their definitions it is easy to see that the creation operator, ĉφp , and the
annihilation operator, âφq , are not Hermitian conjugates of each other.
ĉ†φp 6= âφq (4.20)
This is the main reason why we are not using the conventional notation for the field
operators, as a reminder to the reader that these operators have some differences to the
usual orthogonal field operators.
Using analogous reasoning to obtain the anticommutation relation (4.17), but using







Any of the anticommutators (4.17) and (4.21) could be selected for the derivation of the
CC equations, however, we will proceed with (4.17).












These anticommuation relations determine the behavior of the BCH expansion,
which in turn determines the form of the amplitude equations. Since the form of the
anticommutation relations in biorthogonal representation does not change from the
orthogonal representation, then we can be assured that the form of the equations will not
56
change either, therefore we can still use the same iterative process, described earlier, to
solve the amplitude equations.
Electronic Hamiltonian in Biorthogonal Basis
In order to solve the CC equations, we need the biorthogonal representation of the
Hamiltonian and the cluster operator, which are involved in the BCH expansion. We will
show that these operators in their biorthogonal representation will have the same form as
















χq âχs âχr (4.24)
where the integrals are
hpq = 〈χp| ĥ |χq〉 (4.25)
Vpqrs = 〈χpχq| V̂ |χrχs〉 − 〈χpχq| V̂ |χsχr〉 (4.26)
and the spin-orbitals belong to the orthogonal set {χp} and hpq and Vpqrs are called one
and two electron integrals, respectively.
The definition of a biorthogonal operator in equation (4.10), is a linear combination
of field operators in an orthogonal basis. We can use this definition to rewrite the
orthogonal operators in terms of biorthogonal operators. This definition implies the matrix
multiplication
b = Co (4.27)
where b is the vector containing the biorthogonal creation operators {ĉφp}, o is the vector
containing the orthogonal creation operators {â†χp} and C is the matrix transformation
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where the coefficients C̄sq form a coefficient matrix, C̄. Also, we can perform a similar




























C̄rp 〈χp| ĥ |χq〉Cqs
)
ĉφr âφs (4.34)
where the term inside the parenthesis can be simplified as
∑
pq
C̄rp 〈χp| ĥ |χq〉Cqs = 〈φr| ĥ |φs〉 (4.35)
=h̃rs (4.36)
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where we the upper index in both h̃rs and 〈φr| represents the index associated with the
biorthogonal complement basis. The first thing to notice is that the one-body operator of
the Hamiltonian perseveres its form in the biorthogonal representation, in terms of the
pairing of the field operators and one-electron integrals. The second thing to notice is that
the new one-electron integrals h̃rs are obtained through a similarity transformation, using




C̄rp 〈χp| ĥ |χq〉Cqs (4.41)
= 〈φr| ĥ |φs〉 (4.42)
A third thing to notice is that this similarity transformation does not result in a Hermitian
matrix





This is the main difference between the biorthogonal and orthogonal representations. The
matrix realization of the Hermitian operators are no longer Hermitian matrices. Although,
this fact does not change the general mathematical machinery to solve the equations.
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Likewise, we need to perform a similarity transformation in the two-electron integral
to obtain its biorthogonal representation. We introduce the definition of biorthogonal
































ĉφm ĉφn âφo âφt (4.45)
(4.46)








〈χpχq| V̂ |χrχs〉 − 〈χpχq| V̂ |χsχr〉
)
CosCtr (4.47)
and we take the first term of the expansion and contract the tensor indices
∑
pqrs
C̄mpC̄nq 〈χpχq| V̂ |χrχs〉CosCtr = 〈φmφn| V̂ |φoφt〉 (4.48)
Similarly, as with the one-electron integral, the upper indices indicate the biorthogonal




C̄mpC̄nqVpqrsCosCtr = 〈φmφn| V̂ |φoφt〉 − 〈φmφn| V̂ |φtφo〉 (4.49)
=Ṽ mnot (4.50)
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As with the one electron integrals, the biorthogonal representation preserves the
form of the orthogonal representation. However, more importantly, the tensor is no longer
has the usual symmetry
〈φmφn| V̂ |φoφt〉 6= 〈φoφt| V̂ |φmφn〉∗ (4.51)
However, the antisymmetry requirement is still present in the tensor
Ṽ mnot = −Ṽ nmot = −Ṽ mnto = +Ṽ nmto (4.52)
If we replace the biorthogonal representations of the one- and two- electron operators in









Ṽ mnot ĉφm ĉφn âφo âφt (4.53)
Since the indices used in the summations are dummy indices, we can rename them
in order to use the familiar notation {p, q, r, s}. Moreover, as specified above, the
biorthogonal operators behave as the orthogonal operators, so there is no need to specify
the basis set, only the label pertaining to the orbital, where the upper index denotes the













As direct consequence of the integrals not having the usual symmetries, the
Hamiltonian matrix will not be Hermitian either.
〈Ψp| Ĥ |Ψq〉 6= 〈Ψq| Ĥ |Ψp〉∗ (4.55)
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Similarly, the anticommutation relations without the specification of the basis set

















In order to solve the CC equations, the cluster operator also has to be in a
biorthogonal representation, so we can use the same concepts to transform the cluster
operator. As we have seen before, the cluster operator is
T̂ = T1 + T2 + T3 + ...+ TN (4.57)












We can see that the same pair of creation and annihilation operators show up as
with the Hamiltonian, except that the orbital indices are not general. Instead it is a pair
consisting of an annihilation of an occupied orbital and a creation of a virtual orbital. By







where the amplitude t̃ai is in the biorthogonal representation, so it is expected to be
numerically different from the amplitude tai in equation (4.58), which is in a different










where we have used the upper index notation as an indicator of the biorthogonal
complement.
Also, it is worth noting that the antisymmetry property of the amplitudes is still
present
t̃abij = −t̃abji = −t̃baij = t̃baji (4.61)
due to the fact that anticommutation relations have the same form in both basis
representations, orthogonal and biorthogonal. This procedure can be done to any higher











j âi + ... (4.62)
In the current work we will be dealing only with amplitudes in the biorthogonal
representation, henceforth, we will be suppressing the tilde over the amplitudes in such
representation, in order to simplify the notation.
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CHAPTER 5: TRANSLATIONALLY-TRANSFORMED COUPLED-CLUSTER
THEORY
Physical Motivation
The physical justification of this new approach is based on two points:
• The electronic correlation throughout the periodic system is periodic in nature.
• The number of non-zero electronic amplitudes involving the central unit cell are finite.
First, we consider an infinitely periodic system of units cells represented in a local
basis. The selection of the basis has to be such that it follows the translationally symmetry
of the system. If this is done, the amplitudes have to reflect the translational symmetry of
the crystal. More specifically, the numerical values of the amplitudes that have the same
spatial relationship between cells will be numerically identical. This is true for any
excitation level.
Next, we introduce the concept of an anonymous cell: an unnamed cell that serves
as a reference point for all the amplitudes. The value of any amplitude will fall to zero as
the distance of any unit cell referenced by this amplitude from the anonymous cell goes to
infinity. This allows to set up truncation limits to avoid the formally infinite number of
amplitudes. Using these two points mentioned above, we now have a representation of a
formally infinite system represented by a finite number of degrees of freedom.
Amplitude Equations Derivation
We can rearrange the summations in the cluster operator (4.62) in terms of



















j(J)ai(I) + ... (5.1)
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Where the capital letters I and A, etc, are the unit cells where the i and a orbitals are
localized, respectively. For a given index i, orbitals i(I) and i(I ′) are analogous orbitals
localized in cells I and I ′. In this rearrangement the value of orbitals, i, j, ..., a, b, ... and
cells I, J, ..., A,B, ... are completely independent, which means we can treat the unit cell
values as additional indices. So, in this view, t
a(A)
i(I) is a tensor of rank four.
Within this framework, for the totally-symmetric ground state, it is straightforward
to show the value of any singles amplitude, t
a(A)
i(I) , depends only the displacement,






The identity of the central cell (i.e., I or I ′) on both sides is inconsequential, and so we
henceforth refer to a cell that plays such a role as the “anonymous” cell. Indeed, without
loss of generality, we may set the anonymous cell index equal to zero, since, according to the
foregoing, knowledge of t
a(A)
i(0) for all A provides all of the singles amplitudes for the infinite
system. It will be convenient to perform subsequent derivations by considering all possible
combinations of cell indices on each tensor, but with the understanding that we may safely
limit ourselves to solving for a set of amplitudes in which one of the cell indices is for the
anonymous cell (i.e., taken to be zero). This is true for amplitudes of all orders, such that,
for example, the double amplitudes will ultimately depend on only three displacements of
the remaining indices from the anonymous cell, etc. The process of rigorously restricting
our attention to a subset of all possible amplitudes, can be thought of as factoring out
numerically identical amplitudes within the cluster expansion of equation (5.1).
The local nature of the electronic correlation also has to be reflected on the
localized basis. Specifically, the value of any single excitation amplitude goes to zero as the





i(I) = 0 (5.3)
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Similar arguments can be formulated for double and higher excitations. In general,
if any cell displacement from the anonymous cell goes to infinity, its corresponding
amplitude will go to zero eventually.
With the forgoing arguments, it is clear that there is a finite number of amplitudes
to solve for, which represent the infinite system.
Term Derivation
At this point, we have introduced a biorthogonal notation to conventional CC in
order to use a local orbital reference. Since, the anticommutation relations (4.56) have the
same form as conventional coupled cluster (3.11) , which allows the use of Wicks’ theorem
[65], we can write amplitude equations that have the same form as conventional coupled
cluster. Subsequently, we rearranged the summations to highlight redundancies and
sparcity, but for the moment we ignore this. This was nothing more a rearrangement of the
equations found in other work [65], in order to expose the cell-decomposed nature of the
periodic system.
Following the standard derivation for CC amplitude equations, we have, the updates
























i(I)j(J) + ... (5.4)
From the discussion above it is clear we have an infinite number of equations (5.4)
(infinite number of left hand sides) from all possible values of A, B, J and I. On the RHS,
we will have the standard CC terms with infinite summations over cell indices.
We can begin by proposing a truncation strategy of (5.4). As suggested in equation
(5.3), we can set up a limit, L and solve only for Ω
a(A)b(B)
i(I)j(J) where
|A| ≤ L; |B| ≤ L; |J | ≤ L; I = 0; L ∈ N (5.5)
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This gives us a finite number of amplitude equations to solve on LHS of (5.4). Hard cut
offs are not efficient to discard all insignificant interactions, which might suggest future
optimization paths.
Next, we will derive the CC term shown on RHS of (5.4). This is one of the more
complicated terms and similar techniques can be used to derive any other CC term of any
amplitude equation.
In order to determine the summation ranges of the cells, we need to remember that
because of the localized basis, if any displacement between any two cells goes to infinity its
corresponding tensor element (belonging to Hamiltonian or amplitude) will be zero.
Specifically, if X and Y are cell indices associated to single tensor element and L is the
cutoff limit, the element will be zero when Y is outside the set LX , where
LX = {Z|X − L ≤ Z ≤ X + L}. This restriction can be generalized by the Kronecker delta
δY ∈LX , where
δY ∈LX =

1, if Y ∈ LX ,
0, if Y /∈ LX .
(5.6)




i(Y ) = t
a(X)
i(Y ) δY ∈LX (5.7)
can be equivalently denoted as
t
a(X)
i(Y ) = t
a(X)
i(Y ) δX∈LY (5.8)
In fact, for any choice of X and Y and fixed L, we have the strict equivalence.
δY ∈LX = δX∈LY ∀X, Y (5.9)
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We can then choose which form of the restriction to use based on the convenience and
readability. For example, if the summation over X occurs outside the summation over Y
we will choose δY ∈LX , since this form translates most directly to a restriction on the
summation over Y of the form
∑
Y ∈LX . There is one Kronecker delta for each unique pair
of indices associated with any given tensor. One-body tensors will have only one associated
Kronecker delta and two-body tensors will have six Kronecker deltas.
Using the above reasoning, we can associate the tensors with strings of
corresponding Kronecker deltas. For the term given explicitly in (5.4) we choose the most













Notice that we suppressed the delta δJ∈LI in (5.12) because this index restriction is
already established by restrictions on the LHS of (5.4). We can now factor the deltas in































Next, we just resolve the corresponding intervals of the cell summations. If there is more
than one set restriction, then the resulting interval is the intersection of the intervals



























Clearly the order on which the cells summations are done is arbitrary, therefore
there is potential for further algorithmic optimization.
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Using this procedure for all terms we can get the full T1 equation:
Ω
a(A)








































































































































































































Also, we can get the T2 equation
Ω
a(A)b(B)















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































By examining the T2 equation, we can see the formal scaling of TT-CCSD is to the
fourth order with respect to L. However, in general, the innermost cell summations get
increasingly more restricted, so the formal scaling will be just an upper bound most of the
time.
For a given cut-off limit, L, a TT-CCSD calculation can be directly compared
against the computation of 2L+ 1 explicit cells in conventional CCSD because they involve
the same set of amplitudes. The difference is that in conventional CCSD all possible
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amplitudes are computed, as apposed to TT-CCSD where only a subset of these
amplitudes are, corresponding to only those that involve the anonymous cell.
Energy Equation
Since the Hamiltonian of the entire system is the sum of the unit cell Hamiltonians
and the total wavefunction is the tensor product of the unit cells in our notation, it follows
that the CC energy of the entire system is the sum of all the unit cells. Furthermore, each
unit cell functions as the anonymous cell, I. Therefore, it can be formally derived that the




















































Applying the same set of arguments, as the amplitude equations, to restrict the














































Theory for Handling Non-Periodic Features
The results of TT-CC theory obtained in this work show that we can compute the
intensive energy of an infinite periodic system using a local basis; however, the
computation of periodic systems with a high level of theory has already been done [70–77].
The main difference between this work and others is that it uses a local basis, which allows
for the description of local phenomena, such as defects, more efficiently while still
describing the perfectly periodic system. This is the long term aim of this project and the
main reason to use a local basis to describe a periodic system. It additionally opens the
door to the application of XR-CC developed by [78, 79].
The main purpose of this section will be to describe in an abstract way that TT-CC
theory can also incorporate a defect or non-periodic system while still keeping the problem
finite. Therefore, the general strategy will be to show that the number of amplitude
equations is finite, then show that the number of terms in the equation is finite too.
The system will consist of a non-periodic system interacting with the perfectly
periodic system. So, the Hamiltonian of the full system, Ĥfull, can be partitioned in two
parts: Hamiltonian of the periodic crystal, Ĥper, and the Hamiltonian of the non-periodic
system or defect, Ĥnon, interacting with the perfectly periodic system
Ĥfull = Ĥper + Ĥnon (5.21)
Similarly, the cluster operator can be broken down in two similar parts: periodic
cluster operator, T̂per and the non-periodic cluster operator, T̂non
T̂full = T̂per + T̂non (5.22)
In both cases, the periodic part is exactly as described previously and the
non-periodic part accounts for everything else. A defect or non-periodic system interacting
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with a perfectly periodic system has a local nature due to the locality of the electronic
correlation, which is reflected in the non-periodic Hamiltonian, Ĥnon, and its non-periodic
cluster operator, T̂non, where the amplitudes will decay to zero for far away fluctuations.
The reference function of the full system is composed of the direct product of the reference
for the periodic system, Φper0 , and the non-periodic defect, Φ
non
0 .
∣∣Φfull0 〉 = ∣∣∣(Φper0 )(Φnon0 )〉 (5.23)
Introducing equations (5.21), (5.22) and (5.23) in the usual CC equation, we get the
energy of the full system:
Ĥfull exp(T̂full)
∣∣Φfull0 〉 = Efull exp(T̂full) ∣∣Φfull0 〉 (5.24)
We can solve this equation, with the usual machinery of CC by using the similarity
transformed Hamiltonian, multiplying by the left with the negative exponential.
exp(−T̂full) Ĥfull exp(T̂full) |Ψfull〉 = Efull |Ψfull〉 (5.25)
However, as seen the equations (5.21), (5.22) and (5.23), we can partition the
system in two: a periodic system and a non-periodic system.
exp(−T̂per− T̂non)(Ĥper +Ĥnon) exp(T̂per + T̂non)
∣∣∣(Ψper0 )(Ψnon0 )〉 = Efull∣∣∣(Ψper0 )(Ψnon0 )〉 (5.26)





In the first term we can identify a similarity transformed Hamiltonian that is
composed of the Hamiltonian of the periodic system, Ĥper, transformed by the exponentials
of the periodic cluster operator, T̂per, which we will referred as the dressed periodic
Hamiltonian, Ĥ ′per.
Ĥ ′per = exp(−T̂per)Ĥperexp(T̂per) (5.28)
Similarly, in the second term of equation (5.27) we identify another dressed
Hamiltonian that uses the non-periodic Hamiltonian and likewise is dressed by the
exponentials of the periodic cluster operator, T̂per.
Ĥ ′′non = exp(−T̂per)Ĥnonexp(T̂per) (5.29)
Substituting equations (5.28) and (5.29) in equation (5.27), we get
exp(−T̂non)Ĥ ′perexp(T̂non) + exp(−T̂non)Ĥ ′′nonexp(T̂non) (5.30)
We can use this Hamiltonian to set up the amplitude equations where excited
determinants Φperx and Φ
non
y may involve a change of state or particle number from their
respective reference states, which individually could be excitation or de-excitation, but
taken together represent an overall particle-conserving excitation from the reference state





∣∣ exp(−T̂non)(Ĥ ′per + Ĥ ′′non)exp(T̂non) |Φper0 Φnon0 〉 = 0 (5.31)
Next, we need to show that the number of amplitude equations is finite. As a
general strategy we will analyze two cases where the distance of an excitation from the
defect varies. In the first case we will assume that the excitation of the periodic reference
function, Φpery , is created “far away” from the defect region, which we define as an
excitation that is not sharing any indices with cell near the non-periodic region of the
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system. The non-periodic part of the reference wavefunction, Φz, can be in its ground state
or any excited state. We can write the bra excited state of the entire system by using some
suitable excitation operators, ŷ†per and ẑ
†






∣∣ = 〈Φper0 Φnon0 | ŷ†per ẑ†non (5.32)
It is worth noting that since the operators ŷ†per and ẑ
†
non are excitation operators on the bra,









0 〉 = 0 (5.33)
Using these results and some commutators properties, we can rewrite equation














|Φper0 Φnon0 〉 = 0 (5.34)
Since the excitation of the periodic system, ŷ†per, is really far away from the
non-periodic part of the system, then it is independent of the excitations of the
non-periodic part of the system. This implies that the excitation operator, ŷ†per, has to




per] = 0 (5.35)
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Now we focus on the first term of equation (5.34) and use some commutator properties to
obtain













0 〉 = 0 (5.36)
If we examined the second term of this expansion, we see that ẑ†non is acting on the
reference. This is a de-excitation when acting on the ket, which is in the reference state,
therefore it must necessarily annihilate it. Consequently, the second term of will always be
zero, leaving only the first term.
It is not intermediately obvious that the first term is zero, however, we can use the
commutator identity







A = ŷ†per (5.39)
































|Φper0 Φnon0 〉 (5.41)
where we can see that in the first term the ŷ†per is acting on the reference. Since, ŷ
†
per is also
a de-excitation operator when acting on the ket, this means that it will annihilate the
reference, as in equation (5.33), making the first term zero. The second term has two
nested commutators. The innermost commutator is between the excitation, ẑ†non, of the
non-periodic region and the similarity transformation of the dressed periodic Hamiltonian.
The only non-zero terms created by this commutator share at least one index in common
between the operators. The logical implication is that all the excitations created by this
commutator need to be “near” the non-periodic region or defect, which we defined as
excitations sharing, at least, one index with the excitations of the cluster operator, T̂non, of
the defect or non-periodic region. The outer-most commutator is between the inner-most
commutator and the de-excitation operator, ŷ†per. Given that we assumed that the
de-excitation ŷ†per is “far away” from the defect region and, we just showed that inner-most
commutator creates excitations that have to be “near” the defect regions, this means that
























|Φper0 Φnon0 〉 = 0 (5.43)
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All this analysis allows to conclude that the first term of equation (5.34) is zero, if







|Φper0 Φnon0 〉 = 0 (5.44)
Next, we now analyze the second term of the equation (5.34). The dressed
Hamiltonian is composed of the non-periodic Hamiltonian, Ĥnon, of the system and the
exponential of periodic cluster operator, exp(T̂per). The defect Hamiltonian, Ĥnon, is
restrained to a limited region in space, which means that if we develop BCH expansion
between the two mentioned operators, then the only surviving terms will share an index
with the defect Hamiltonian, which in turn will be local to the defect or non-periodic part
of the system. Since, we have assumed that the excitation, ŷ†per is far away, then the second







|Φper0 Φnon0 〉 = 0 (5.45)
Because both terms do not contribute to the amplitude equations when the
excitation is “far away”, this means that there are no equations to solve for “far away”
excitations, which means that the only equations that are needed are equations that are
near the defect region.
Now we focus on the case where there is an excitation, ẑ†non, in the non-periodic
region and the excitation, ŷ†per, is “near” the defect, which is defined as an excitation that
shares at least one index in the volume where T̂non is non zero. Since, there is a finite
volume of the non-periodic region, where T̂non is non zero, then there are a finite number of
indices which can be shared with the excitation operator, ŷ†per, which results in a finite
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number of equations to solve for a defect in a infinite periodic system. Consequently, the














|Φper0 Φnon0 〉 = 0 (5.46)
Subsequently, we need to prove that the number of inputs for these amplitude
equations are finite, which renders the problem finite and computable. If we use the
definitions of any of the dressed Hamiltonians and develop their BCH expansions, we
realize that both Hamiltonians have to be commuted with the non-periodic cluster
operator eventually, which is local to the defect. Consequently, only terms that share
indices with T̂non will survive, and therefore will be finite in number. Therefore, both terms
in equation (5.46) have a finite number of terms and there is a finite number of amplitude
equations to solve.
Finally, in order to construct the amplitude equations (5.46) of the periodic system
with the defect regions, it assumes that we have the perfectly periodic amplitude equations
in the cluster operator, T̂per. In order to solve the defect problem we need first to converge
periodic amplitudes of the isolated periodic system. Therefore, the solution of the defect
problem is a perturbation of the perfectly periodic amplitudes.
Translationally-Transformed Coupled-Cluster Reference
In this section, we will outline some considerations for the TT-CC reference. The
form to obtain the TT-CC equation is for the cluster operator eT̂ to act on the reference
wavefunction. ∣∣ΨTTCC〉 = eT̂ ∣∣ΨTT0 〉 (5.47)
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where, the TT cluster operator, T̂ , contains all possible excitations of the system
T̂ = T̂1 + T̂2 + ...+ T̂N (5.48)







where, ETT0 , is the reference energy and E
TT
corr is the correlation energy. As stated
previously, this mirrors the treatment of the conventional CC wavefunction which is
obtained in a similar manner.
|ΨCC〉 = eT̂ |ΨHF〉 (5.50)
where the reference function is usually the HF state. The conventional cluster operator, T̂
is similarly defined.
T̂ = T̂1 + T̂2 + ...+ T̂N (5.51)
and the energies.
Etotal = Ecorr + EHF (5.52)
In principle, the TT-CC wavefunction is just a rearrangement of the conventional
CC wavefunction. Considering all excitations up the N electrons of the system, which
includes an infinite L, the two equations are equivalent. Therefore, the total energies form





Consequently, the selection of the reference wavefunction is arbitrary, which means that the
reference wavefunction of TT-CC can be different from the conventional CC reference
wavefunction ∣∣ΨTT0 〉 6= ∣∣ΨHF〉 (5.54)
Additionally, this argument is general, so any two CC wavefunctions that do no have the
same reference, by including all excitations of the system, the total CC energies of both CC
wavefunctions have to be equal.
Each reference wavefunction, Ψ′ref, has its own particular reference energy E
′
ref,
which means that the reference energy of TT-CC will not be the same as the reference
energy of conventional CC.
EHF 6= ETT0 (5.55)
This means that the correlation energy of two CC methods with different references would
need to compensate for the offset in the energy change in order to fulfill equation (5.53).
Specifically, it needs to be compensated by the optimized amplitudes since the correlation
energy is computed exclusively from them.
As we have seen, to make practical use of any CC method, one needs to truncate
the cluster operator (up to doubles in the present work). Consequently, any offsets in
correlation energy will have to be compensated by either single amplitudes or double
amplitudes. The double amplitudes account for the instantaneous correlations between any
given pair of electrons and the single amplitudes deal with orbital relaxation or
optimization. Additionally TT-CC has another truncation with the cut-off limit. After
these truncations, it is not guaranteed that the truncated energy of TT-CC, ETTtotal or the
truncated energy of conventional CC, Etotal, will be the same
Etotal 6= ETTtotal (5.56)
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The more severe the truncations are, the more different we expect the two energies
to be, especially considering that both wavefunctions have different references. Although,
we expect both energies to be approximates of each other
Etotal ≈ ETTtotal (5.57)
as long as the reference is a good approximate to the HF reference wavefunction of the
system, so that the correlation energy does not have to offset big energy changes. An
untruncated cluster operator acting on an infinite basis set allows for infinite flexibility to
optimize the electronic amplitudes to compensate for a bad selection of a reference. But,
the necessary truncation of the cluster operator affects directly its flexibility for the Ecorr to
compensate big energy offsets. Consequently, this restricts the selection of the reference.
For such cases, the use of translationally transformed Hartree Fock state would be
ideal. The process to derive it is similar as the derivation for the TT-CC state where we
solve for the infinite perfectly periodic system, which results on an infinite set of equations,
then using the fact that the periodicity of the system is embedded in the orbital rotations
themselves, and the fact that the electronic interactions are local, we set up a truncation
criterion, which results in a finite set of equations to solve. We will start with a guess that
contains localized orbitals on each cell of the perfectly periodic system. Then we only allow
the orbital mixing of the space spanned by the occupied orbitals with the virtual orbital
space in order to minimize the energy in all the cells simultaneously, this procedure is
equivalent obtain the global HF state. By allowing this mixing, the local orbitals of each
cell, either occupied or virtual, will mix with the orbitals of the neighboring cells but retain
local labels. Even though, there will be some overlap of orbitals, it will be limited, so these
orbitals will be able to represent the finite nature of the electronic resonance between the
anonymous cell and its neighboring cells. Therefore, we will be able to discard electronic
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interactions with a cut-off radius, L, as before. Readers familiar with solid state theory
might think of these localized orbitals as similar to Wannier functions.
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CHAPTER 6: COMPUTATION OF TENSORS IN TT-CCSD
Before the iterative process of the amplitudes begin, several tensors need to be
computed in order to set up the computation. The main tensor that needs to be
constructed is the Fock tensor, since it determines the physics of the computation. This
tensor, in turn, is constructed from the kinetic energy tensor, the nuclear attraction tensor,
the electronic repulsion tensor. Moreover, these tensors need to be in the appropriate
representation, namely the biorthogonal local-MO representation. The computation of this
representation requires the inversion of the formally infinite overlap matrix. In this section,
we specify the way these tensors are computed and details about the implementation and
storage of these tensors.
Tensors
The first tensor required to compute is the Fock matrix in the biorthogonal
representation. In conventional CC, the fock matrix, fNxN is square and it represents all
the possible one-electron transitions within an atomic basis set of N orbitals.
f =

f11 f12 · · · f1N





fN1 fN2 · · · fNN

(6.1)
where an generic element of this matrix is
fuv (6.2)
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As the system size increases, so does the orbital basis and, therefore, the dimensions of this
matrix. Consequently, for an infinite crystal, its Fock matrix would be infinite and the
indices u and v would run over the domain (−∞,+∞).
Let us analyze the structure of an infinite Fock matrix. First, remember that in
TT-CC, the orbital basis is going to be localized in the unit cells. Thus, the infinite Fock
matrix will show all the possible one-electron transitions within the same cell or between
different cells. This means that, additionally, to specifying the spin-orbital with an
absolute index, we can also specify the same spin-orbital with a cell relative index and the
cell in which the orbital is.
This is the the same rearrangement that was done to the amplitude equations,
where the spin-orbital indices u and w can be substituted by two new independent indices;
an index for the spin orbital {p, q} within the cell and and another index, {P,Q}, for the
cell where the spin orbital is localized
fuv → fp(P )q(Q) (6.3)
where the lowercase letters are spin-orbital indices and upper case letters are cell indices.
As with the amplitude equations, the numerical value of the electronic fluctuations depends
only on the relative spacing of the spin orbitals and not the absolute value, so the index Q
is the anonymous cell, which for numerical purposes can be taken as Q = 0.
fp(P )q(Q) = fp(P−Q)q(0) (6.4)
As before, this new indexing accounts for all elements of the matrix. In other words, there
is no approximation yet.
By grouping all the fluctuations based on the relative spacing of the cells involved in
them, it creates a block structure of the Fock matrix, as in Figure 2, where each block can
be distinguished by the numerical value of the spacing. The blocks located in the diagonal
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represent Fock matrices of each single unit cell, where the only allowed electronic
transitions are within same single unit cell. Since the diagonal blocks involve always the
same cell in both indices, then their spacing between cells is zero. If we were to compare
the elements of all these matrices, we would realize that they are all the same. These







Figure 2. Fock matrix of the infinite system. Each block is determined by the separation of
a cell from the anonymous cell, denoted by the numerical value. A positive value represent
a displacement to the right of the anonymous cell, whereas a negative value represent a left
displacement.
Using the same reasoning, the rest of all non-diagonal blocks can be labeled
according to their spacing values between cells, namely the anonymous cell and the other
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cell. This will create sets of blocks characterized by their spacing value between
(−∞,+∞). For example, the blocks in the upper diagonal of the matrix represent Fock
matrices where the anonymous cell interacts with a unit cell that is one cell away from the
anonymous cell. In other words, the unit cell that is just to the right of the anonymous
cell. The lower-diagonal blocks can be labeled by a spacing of −1 because it represents the
cell that is to the left of the anonymous cell. Due to the translational symmetry of the
system, blocks of the same spacing are identical, which means we can represent this infinite
matrix by storing only the non-redundant blocks.
Since, for any given spacing the anonymous cell can always be set to zero, then, this
means that we can omit it, as its value is implicit. This results in a 3-index Fock matrix,
where two indices refer to the spin-orbitals involved in the fluctuation and one index that
refers to the displacement from the anonymous cell. In other words, it can be thought as a
vector of the matrices of the electronic transitions between the anonymous cell and the rest
of the unit cells, which are infinite in principle. This tensor contains only non-redundant
matrix elements.
For any non-metal system, the electronic transitions decay with distance, which
means that we can use the cut-off limit to discard all non-significant matrices. This results
in a finite tensor that represents the infinite Fock matrix of the infinite crystal, as shown in
Figure 3.
-L	 +L	-1	 1	0	
Figure 3. Translationally-transformed Fock tensor. Each block represents the electronic
transitions between the anonymous cell and the rest of the unit cells, where each block is
labeled by the spatial relationship between cells. The cut-off limit, L, allows to discard all
insignificant matrices, and to represent an infinite matrix as finite.
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Computation of the Fock Tensor
Now, the problem becomes how to compute the matrices of the TT Fock tensor in
Figure 3, given that we cannot compute the infinite Fock matrix of Figure 2 from an
infinite system.
Let us consider, a general element of the Fock matrix.
fuv = Huv +
∑
a
〈ua|va〉 − 〈ua|av〉 (6.5)
where u and v are general spin-orbital indices and a is an occupied orbital index. All
indices run over (−∞,+∞) due to the matrices being infinite. Huv is an element of the
core matrix, and the second terms and third terms constitute the Coulomb and exchange
integrals, respectively.
Similarly, as shown in equation (6.3) with the Fock matrix, we can change their
indexing in terms of cells and their spin-orbitals. The anonymous cell is omitted for clarity.




























The upper indices indicate the biorthogonal complement of the orbitals localized on each
cell. In this new indexing, the summation over occupied orbitals, i, is finite because, for any
given cell, the number localized orbitals are finite. As a consequence, the summation that is
infinite is the summation over cells, I. This requires to perform some kind of truncation of
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the cell summation I, where it sums over the intersection LP ∩ L0, where Lx is the interval

























Note that this term is a truncation and not itself a good approximation, due to the fact
that terms outside the summation do have significant value. However, this error can be
balanced out by neglecting the analogous terms for the nuclear attraction terms, which
gives a quickly diminishing error as L increases. This is accomplished by summing over the
same interval, as shown below. The resulting finite tensors in equation (6.6) are
three-dimensional tensors, which have the same structure of Figure 3.
The definition of the core matrix is
H = T + U (6.10)
where T is the kinetic energy matrix and U is the nuclear attraction energy matrix. As
seen in equation (6.6), its equivalent in TT-CC, is a 3-dimensional tensor, and as a
consequence, so are the tensors for T and U. Therefore, we can write the equation for the
tensor element
Hp(P )q = T
p(P )
q + Up(P )q (6.11)
where the first term is
T p(P )q =
〈
φp(P )
∣∣ T̂ ∣∣∣φq〉 (6.12)
we can see that the tensor element needs to be in the biorthognal representation, which
requires for the ket to be in the original basis and the bra to be the biorthogonal
complement of the original basis.
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where we can see that the tensor element depends on the nuclear attraction of the infinite










where these terms balance out the error due the neglect of the electron-electron repulsion
terms mentioned earlier, which is assured by using the same interval of summation, as in







which can be substituted in the equation (6.11)





The physical justification for the substitutions in equations (6.9) and (6.14) is that,
from the point of view of a fluctuation, at large distances, the diffuse nature of the negative
charge of the mean field approximates a point charge, similar to the point charges of nuclei.
This means, that at sufficiently large distances these two forces balance out. However, this
hard truncation may be inefficient for some systems and is done only for implementation
purposes. The selection of more sophisticated limits is a future research area. The
equations (6.12), (6.15) and (6.7) show how to construct the necessary tensors for the Fock
tensor of the infinite system from a set of finite integrals. Now, the question becomes how
to compute these integrals from simpler components.
95
As noted before, the LHS of equations (6.12), (6.15) and the last two terms of equation
(6.6) are 3-dimensional tensors that have the same structure of the Fock matrix in Figure
3, where each block or matrix corresponds to a different relative spacing, P , between the
anonymous cell and the displaced cell. Consequently, the integrals in the RHS of equations
(6.12) and (6.15) and the last two terms of equation (6.6) also have the same structure and
depend only on the same relative spacing, P . Since the anonymous cell is, by definition,
any cell, this means that we can get fluctuations of the kinetic energy and nuclear
attraction tensors for a given spacing P , by computing the atomic integrals of an isolated
cell dimer separated by a spacing of P . In practical terms, we need to compute the tensors
of cell dimers at all the different displacements within the cut-off limit, L.
The electron repulsion tensor is somewhat different. In equation (6.6), the last two
terms are 3-dimensional tensors that have the same structure as the LHS of equations
(6.12) and (6.15). However, the two-electron tensor itself in equation (6.7) depends on
three displacements, which makes its computations more complex, since the cell
configurations that have to be computed require up to tetramers. Further details will be
discussed in section 6.2.3
In general terms, the fact that the fluctuations depend only on the displacements
between a cell or set of cells from the anonymous cell, it means that we can compute these
fluctuations directly from isolated cell configurations that have the same displacements.
These cell configurations can range from dimers, for the kinetic energy or the nuclear
attraction tensor, up to tetramers in the two-electron tensor, depending on the different
values the cell indices take.
Many codes, such as Psi4 [80], can be used to compute the integrals of these
arrangements. Most of these codes will compute the integrals in the AO basis, so it is
necessary to perform basis transformations to have them in the correct representation.
This change in representation is divided in two steps: the biorthogonalization of the basis
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and the local-MO basis transformation. The two basis transformations are independent of
each other, so they can be done in either order.
Computation of the kinetic energy tensor. We will show the procedure to
obtain the kinetic energy integral, T
p(P )
q in the correct representation from the most basic
integrals computed by any quantum chemistry code, such as Psi4 [80]. We will start with
the computation of the BO representation from primitive integrals. Usually most quantum
chemistry codes will compute integrals in the atomic orbital representation, {φµ}, which
will be as our primitive integrals.
Tµν = 〈φµ| T̂ |φν〉 (6.17)
As described in Section 6.3, the algorithm to obtain the biorthogonal representation
involves first the computation of the formally infinite inverse of the overlap matrix S−1,
which is used to compute the BO representation through tensor contractions. Depending
on the rank of the tensor, the number of tensor contractions with the inverse-overlap
matrix will vary. Since the kinetic energy tensor, Tµν , is a two-dimensional tensor or
matrix, as shown for in Equation (6.17), then it only needs a single tensor contraction with
the inverse overlap matrix as shown in equation (6.44).
T µν = 〈φµ| T̂ |φν〉 =
∑
σ
S̄µσ 〈φσ| T̂ |φν〉 (6.18)
where S̄µσ denotes an element of the inverse overlap matrix, S
−1. The upper index, µ,
denotes a BO complement.
Next, we proceed to perform the local-MO basis transformation. This
transformation obtains the molecular orbitals specific to each cell, which decomposes the
MO index into two indices: a local-orbital index and cell index.
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To accomplish this, first, we need to perform a HF calculation on a single-isolated
cell and obtain the coefficient matrix that contains the MOs. Then, we use the coefficient
matrix to create a transformation matrix, C, which will convert the AOs into the MOs
local to each cell. The transformation matrix will have a block structure where each block
in the diagonal will be the coefficient matrix of the single isolated cell. The rest of the
matrix will be filled with zeros. We can denote an element of this matrix as CλΛ, where the
Greek indices in lower case represent the AOs and the Greek indices upper case represent
the MOs.
Using this matrix, we can perform a similarity tranformation of the AOs into the
local-MOs of the cells.
〈
ΨΘ
∣∣ T̂ |ΨΛ〉 = ∑
µν
C̄Θµ 〈φµ| T̂ |φν〉CνΛ (6.19)
where C̄Θµ denotes an element from the inverse coefficient matrix, C
−1. The block structure
of the transformation matrix allows us to decompose each index into two indices each; one
refers to the cell, and the other refers to the MO localized in such cell, as in equation (6.3).
〈
ΨΘ
∣∣ T̂ |ΨΛ〉 → 〈Ψp(P )∣∣ T̂ ∣∣∣Ψq(Q)〉 (6.20)
where the lower case indices {p, q} refer to the orbitals and the upper case indices {P,Q}
refer to the cells. The parenthesis emphasizes that orbital p and q belongs to cells P and
Q, respectively.
This decomposition of indices creates the same block structure of Figure 2, but for
the kinetic energy matrix, where each block of this matrix is identified by the two cell
indices P and Q, and this represents all the electronic fluctuations between cells P and Q.
The values of both indices P and Q have the integer values in the range {−∞,+∞}.
Similarly as before, this matrix is redundant and sparse, which this block structure exposes.
So, we just need to store the non-redundant set of blocks that have non-neglible matrix
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elements, which will result in a tensor that has the same structure as the Fock tensor in
Figure 3. Finally, the only task left is to compute these non-redundant set of blocks.
In order to do this, we need to understand physically what each of these blocks
mean. Since the fluctuations only depend on the displacement between the a cell and the
anonymous cell, which by definition can be any cell. A logical consequence of this is that
we can compute directly these electronic fluctuations by computing the kinetic energy
integrals of pairs of isolated cells that are separated by the same spacing N = P −Q and
rename the cells to the anonymous cell and a cell that is displaced by N , where
N ∈ {−L,+L}, for a given the cut-off limit L. In other words, the kinetic energy tensor
can be assembled solely by the computation of isolated dimers at discrete displacements,
for which their integrals can be computed by any widely available quantum chemistry
software, such as Psi4 [80], usually in the form of a matrix.
Figure 4. A block (dark red) from the kinetic energy matrix for a dimer. The indices p and
q indicate local orbitals to a cell. The values in parenthesis indicate {0, N} indicate cell of
the anonymous cell and the displaced cell, where zero is the anonymous cell. The
convention we use is that the anonymous cell is on the ket (columns).
The kinetic energy matrix for the dimers will also have a block structure where each
one can be labeled by a cell index, as shown in Figure 4. The two diagonal blocks
correspond to the integrals that have both indices on the same cell, which means these
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blocks represent the fluctuations within each of the cells. The non-diagonal blocks
correspond to the fluctuations between different cells, where the anonymous cell is located
either on the bra or the ket. Following the convention we used to derive the amplitude
equations, the anonymous cell is located in the ket index, which means the relevant block






∣∣ T̂ ∣∣∣Ψq(0)〉 (6.21)
which corresponds to the lower left block of the dimer matrix (dark red) in Figure 4. In
principle, if the derivation of the equations assumed the location of the anonymous cell on
the bra, as opposed to the ket, then we would need to choose the upper right block to be
consistent. The magnitude of the matrix elements in these two blocks is the same, they
differ only by a sign, since the orbital basis set is real.
Since, the cell index 0 denotes the anonymous cell and it never changes, it can be




∣∣ T̂ ∣∣∣Ψq〉 (6.22)
Computing all the dimers for N ∈ {−L,+L}, we can populate all the blocks for the kinetic
energy tensor, which has similar structure as in Figure 3.
Computation of the nuclear attraction tensor. The computation of the
nuclear attraction tensor is similar to the kinetic energy tensor. The difference, as shown in
equation (6.15), is that the computation of the two cells that are involved in the
fluctuations needs to involve contributions from neighboring cells within a cut-off limit.
The LHS of equation (6.15) shows the same tensor structure as the kinetic energy
tensor and the Fock matrix, as shown in Figure 3, however the LHS shows that each block
is the sum of different contributions on the RHS. Then, each contribution of the LHS in
equation (6.15) needs to be computed individually, where each term can be extracted from
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a nuclear attraction tensor that involves the computation of a trimer. Each trimer
configuration consists on two cells that are involved in the electronic transition and the
other cell contains the nuclei that interact with the electronic transition. We need to
generate all the possible configurations where the two cells involved in the transition are
fixed due to the LHS of equation, but the summation of the RHS runs over all the cells
within the cut-off radius.
Similarly, as with the kinetic energy tensor, we start from the tensor of the infinite
system in the AO representation.
〈φµ| Û(I) |φν〉 =
∑
i
〈φµ| Ûi(I) |φν〉 (6.23)
where the summation over i represents the addition of all the nuclear charges within cell I.
Then, we need to obtain the same basis representations as with the kinetic energy tensor,
namely: the biorthogonal representation and the local-MO representation. The
biorthogonal complement is computed as in equation (6.44) using the inverse overlap
matrix S−1.
〈φµ| Û(I) |φν〉 =
∑
σ
S̄µσ 〈φσ| Û(I) |φν〉 (6.24)
Likewise, the local-MO basis is obtained using the same coefficient matrix as equation
(6.19) 〈
ΨΘ
∣∣ Û(I) |ΨΛ〉 = ∑
µν
C̄Θµ 〈φµ| Û(I) |φν〉CνΛ (6.25)
whose indices can be decomposed into the cell and orbitals indices as
〈
ΨΘ
∣∣ Û(I) |ΨΛ〉 → 〈Ψp(P )∣∣ Û(I)∣∣∣Ψq(Q)〉 (6.26)
Finally, we can compute the nuclear attraction tensor of equation (6.15) by
summing over cell nuclei within a certain radius around the cells where the fluctuation is
taking place. When P = 0, the fluctuation is taking place within the anonymous cell, so
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the cut-off limit is centered around it, however when P 6= 0 the cut-off limit has to be
centered around each cell, so the cells that interact with the fluctuation have to be near
both cells at the same time, otherwise their contributions are discarded. Both situations







As stated before, the discarded nuclei contributions are not negligible, however, since
this same interval is used for the electronic repulsion, then the overall charge is balanced.
Q	P	
Figure 5. Intersecting radii determine cell contributions. Each cell (red) involved in the
electronic transition has a cut-off radius centered around it. Only cells inside the radius
interact with the cell at its center, therefore, only the overlapping range of both radii
determine the cells that interact with both cells simultaneously, which are the only
contributions included.
Computation of the two-electron tensor. The last necessary tensor to
construct the Fock tensor in equation (6.6) is the two-electron repulsion tensor. This tensor
has a higher dimensionality than the kinetic energy and nuclear attraction tensor, so the
basis transformations require a few more contractions than those tensors.
As with the other tensors, we start with the infinite two-electron tensor in the AO
representation that represents the infinite periodic system
Vµνσλ = 〈φµφν | V̂ |φρφλ〉 (6.28)
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As shown in equation (6.50), to compute the biorthogonal complement for a
two-body tensor we need two contractions with the infinite inverse overlap matrix
〈φµφν | V̂ |φγφλ〉 =
∑
στ
S̄µσS̄ντ 〈φσφτ | V̂ |φγφλ〉 (6.29)
where S̄µσ is an element of the inverse overlap matrix, S
−1. Similarly, each index in the
tensor needs a contraction with the local-MO coefficient matrix C.
〈
ΨΘΨ∆
∣∣ V̂ |ΨΓΨΛ〉 = ∑
µνρλ
C̄ΘµC̄∆ν 〈φµφν | V̂ |φγφλ〉CγΓCλΛ (6.30)
where C̄ is an element of the inverse coefficient matrix C−1. Each MO index (Greek letters)
can be decomposed into an orbital index and a cell index to which the orbital belongs
〈
ΨΘΨ∆
∣∣ V̂ |ΨΓΨΛ〉 → 〈Ψp(P )Ψq(Q)∣∣ V̂ ∣∣Ψr(R)Ψs(S)〉 (6.31)
This basis transformation gives the two-electron tensor a block-like structure,
similar to the Fock matrix shown in Figure 2, but for a four-dimensional tensor, where each
block represents a subset of fluctuations between cells, and similar to previous matrices,
this block-structure reveals the redundancy and sparsity of the tensor. Using the same
strategy, we need only to store one set of blocks that contain non-redundant fluctuations
and discard the blocks that fall outside a cut-off radius. We can label each block by the
integer values of the cells indices {P,Q,R, S}, where each index goes from {−∞,+∞} and
the anonymous cell is identified by the zero cell. Any of the cell indices can be the
anonymous cell; however, in order to be consistent with the amplitude equations
derivation, we set the anonymous cell to be R = 0.
〈
Ψp(P )Ψq(Q)
∣∣ V̂ ∣∣Ψr(0)Ψs(S)〉 (6.32)
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Similar to other tensors, in order to simplify, we can omit the anonymous cell
〈
Ψp(P )Ψq(Q)
∣∣ V̂ ∣∣ΨrΨs(S)〉 (6.33)
Furthermore, we discard any cells that fall outside the cut-off limit {−L,+L} from the
anonymous cell, which gives us a finite three-dimensional tensor that stores all the
non-redundant sets of fluctuations, which is illustrated in Figure 6. Each cube of this
tensor is labeled by the cell indices {P,Q, S} and contains the two-electron tensor involving
these cells. Consequently, the only task left is to compute these two-electron tensors to
populate these tensors. These cubes are three-dimensional analogs of the fluctuation blocks
in Figure 3, and, similarly, they can be computed with the same strategy using the same
physical justification, namely: the electronic fluctuations depend only the displacements
from an anonymous cell, and therefore, they can be computed directly by isolated cell
configurations displaced by the same amount. The anonymous cell is always set at zero but
the other cell indices, {P,Q, S}, can take any integers independently within the cut-off
limit, which means that the cell configurations can involve a monomer and any cell
oligomers: dimers, trimers, tetramers.
Each cube in Figure 6 maps onto a cell configuration where the indices specify the
displacements between cells, so the number of cell configurations increases really fast as the
cut-off limit increases. The computation of this tensor is by far the most computationally
intense part of the construction of the Hamiltonian. However, there are still several
redundancies within the tensor due to symmetries, which will be a source for future
optimizations.
Each cube stores the two-electron tensor corresponding to the displacements
indicated by the cell indices {P,Q, S}. These tensors have to be computed and extracted
from the two electron integrals of the corresponding cell configurations that each cell
implies in Figure 6. Most of the quantum chemistry codes will compute all possible
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fluctuations between cells of these configurations, whereas the required tensors for the cells
in Figure 6 are only a subset these fluctuations. Therefore, this subset of fluctuations have
to be extracted from the full two-electron tensor. This is the analogous procedure for the
two-electron tensor depicted for the kinetic energy matrix shown in Figure 4, where the cell
indices associated with the orbital indices locate the corresponding blocks.
Figure 6. The two electron tensor for the TT Hamiltonian. Each cube is characterized by
three indices, {P,Q, S} which represent the displacements from the anonymous cell and
determine the spacing of the cell configurations. Each cube contains the two electron
tensor for cell configurations described by the displacements P , Q and S. Depending on
the value indices, the cell configuration can be monomer, dimer, trimer or tetramer.
Computation of Biorthogonal Representation Through S Inverse
In a previous section, we justified the use of biorthogonal field operators for the
derivation of the CC amplitudes, however, the actual computation of the biorthogonal
representation of a quantum operator is not immediately obvious from the proof, especially
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since in most cases, we start from a non-orthogonal basis set. This is because the
underlying orthogonal basis that allows the generation of the biorthogonal basis is almost
never necessary to generate.
Most quantum chemistry software provides the electronic integrals in a basis
representation that is usually non orthogonalized, {|φµ〉}, which usually is the AO
representation. This representation has a unique overlap matrix, S, in which a generic
matrix element can be represented as
Sµν = 〈φµ|φν〉 (6.34)
The general strategy will be to use the initial non-orthogonal basis {|φν〉} as the
kets (right vectors) of the representation, then generate directly the biorthogonal
complement to these kets, namely their corresponding bras (left vectors) {〈φµ|}, which will
be denoted by an upper index.
The main requirement for a biorthogonal basis is that the corresponding overlap
matrix has to be the identity matrix, I, by definition. A generic matrix element of this
equation is represented as.
〈φµ|φν〉 = δµν (6.35)
Since, we are starting from the non-orthogonal basis, {|φν〉}, we need to determine





therefore, we need to determine the identity of the coefficients Bµσ, which are the rows of
the matrix B. This matrix represents the linear transformation that needs to be done
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on the non-orthogonal set to obtain its biorthogonal complement set. Now, we substitute





|φν〉 = δµν (6.37)
∑
σ
Bµσ 〈φσ|φν〉 = δµν (6.38)
where the inner product formed between the bras and kets of the non-orthogonal basis is
the overlap matrix, S of this basis set.
∑
σ
BµσSσν = δµν (6.39)
giving
BS = I (6.40)
In order for RHS of this equation to be the identity matrix I, then the matrix B has to be
the inverse of the overlap matrix, S−1.
This gives us the linear transformation of the bras to compute the biorthogonal






where the identity of the coefficients, S̄µσ, are the rows of the inverse of the overlap matrix
S−1, which are represented with an upper bar.
Next, we will show this transformation on the matrix representation of an operator.
Let Â be a quantum operator with its matrix representation as
Aµν = 〈φµ| Â |φν〉 (6.42)
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which is represented in the non-orthogonal basis, {φµ}. As seen before, in the biorthogonal
representation the kets (right vectors) are kept intact, and only the bras (left vectors) are
transformed into the BO complement. Therefore, the BO representation of operator Â is
Aµν = 〈φµ| Â |φν〉 (6.43)
where the upper index represents BO complement. So, we only need to introduce the BO










S̄µσ 〈φσ| Â |φν〉 (6.45)
which means that, in order to get the BO representation of any operator in matrix
representation, we just need to multiply on the left by the inverse of the overlap matrix.
Ã = S−1A (6.46)
where A is the non-orthogonal matrix representation of operator Â and Ã is its BO matrix
representation.
The operators that have a matrix or a two-dimensional tensor representation are the
kinetic energy operator, the nuclear attraction operator and Fock operator. However, the
electron repulsion operator V̂ requires a four-dimensional tensor representation
Vµνρλ = 〈φµφν | V̂ |φρφλ〉 (6.47)
which has a biorthogonal representation as:
V µνρλ = 〈φ
µφν | V̂ |φρφλ〉 (6.48)
108
where we can see that the BO complement is composed of two indices. So, if we substitute













S̄µσS̄ντ 〈φσφτ | V̂ |φρφλ〉 (6.50)
where we can see that the BO representation of this tensor is obtained by the successive
tensor contraction of the inverse overlap matrix, S−1 on the two bra indices.
Inversion of the overlap matrix. The overlap matrix needed to compute the
BO complement, of the infinite Fock matrix, is infinite in principle and, in general,
inverting an infinite matrix is not trivial. But, as with the Fock matrix in Figure (2), the
overlap matrix has a block structure, which is redundant and sparse. Consequently, we can
use these features to compute the inverse overlap matrix. Similarly as with the Fock
matrix in Figure 3, we can store a finite number of elements in blocks, which contain all
the information of the infinite matrix. By definition, the multiplication of the inverse of the
overlap matrix with the overlap matrix is the identity matrix, S−1S = I. Hence, for this
equality to hold, the structure of the inverse matrix will mirror the structure of the overlap
matrix, namely the sparse and redundant block structure. Therefore, the general strategy
for the inversion will be to compute the necessary blocks that invert the non-redundant
blocks of the overlap matrix.
The overlap matrix is usually given in the AO basis, however, we need to decompose
the orbitals into the cell indices, as the other matrices, in order to account for all elements.
Sµν → Sp(P )q(Q) (6.51)
where uppercase letters {P,Q} indicate cells and lowercase letters indicate the MO orbitals
of those cells.
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An element of the identity matrix is computed from the elements of overlap matrix,







where r is the orbital index and R is the cell index. On the LHS, we have a product of
deltas which specify that the orbitals, as well as, the cells have to be the same in order for
the inner product to be non-zero. The sum over the orbital index r is finite, however, the
sum over the cell index R is infinite due to crystal having infinite cells. Therefore, this
summation has to be truncated. Since the matrix elements in the overlap matrix in the
local-MO basis indicates the degree to which these cell orbitals overlap between themselves,
then the magnitude of these elements will decay eventually from the anonymous cell,
R = 0, which gives a justification to truncate the cell index R. Notice, that this truncation
is completely independent from the cut-off limit made to the amplitude equations and
electron integrals. There is no way to know the cut-off a priori, so it is chosen empirically.
In principle, this cut-off limit is different from system to system. However, as a general
rule, the decay between cells will be faster as the size of the system, within each cell,
increases. Consequently, the single-atom cells will provide an upper bound for this cut-off
limit. The cut-off limit used for all the systems reported in this document is 6.







which allows for the finite computation of any block of the identity matrix. Because of the
redundancy of the matrix blocks, we only need to store the blocks that have a different
spacing between cells, P −Q, to compute the identity matrix.
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The anonymous cell can be set to zero on any cell index at convenience, which







Now, we can use equation (6.54) to construct the inverse overlap matrix, S̄. The
general strategy will be to guess an initial inverse overlap matrix, then iterate over all row
vectors to make sure they fulfill equation (6.54), which amounts to an orthogonalization
procedure, where the row vectors in S̄ are orthogonal to the column vectors in S. This
procedure will follow a similar strategy as, the well known Gram-Schmidt procedure [81,
82], where each new vector is orthogonalized to the rest of the non-orthogonal vectors by
projecting out the overlaps of between vectors. However, in the Gram-Schmidt case, the set
of vectors that is being projected out and the set of vectors that is being orthogonalized is
the same set, which is not in the current case. The set of vectors that are being
orthogonalized belong to the inverse overlap matrix, S−1, and the set of vectors that are
being projected out are the vectors of the overlap matrix, S. This changes the projection
operator which requires an iteration procedure to complete the orthogonalization.
Iteration procedure with vector notation. In order to be general, we change
the notation of bras and kets for regular vector notation. The specific strategy is that each
row vector, vq, of an inverse overlap matrix, S
−1, needs to be normalized to its
corresponding column vector, uq, in the overlap matrix S and the needs to be
orthogonalized to the rest of the column vectors {up} where p 6= q. In order to accomplish





where u•p is the p column of the overlap matrix, S, and vp• is the p row of the inverse
overlap matrix, S−1. The left position of the black dot • determines that the vector up is a
column vector, u•p. The right position represent a row vector, up•. Using this projector










When second term inside the parenthesis cannot project any more components to
subtract from vectors vq•, then v
′
q• = vq• and the vectors have converged. Notice that the
projector needs the vectors of the inverse overlap matrix vp•, which is precisely the set of
vectors we are trying to compute, therefore we cannot use this version of the operator.
As a starting point we assume that a good approximation for the BO complement
{vp•} is the set of unit vectors. This is equivalent to assuming that the inverse overlap
matrix S−1 is the identity unity matrix. This is a reasonable assumption since the overlap
matrix, S, is not too different from the identity matrix, I, because all the matrix elements
of the overlap matrix go from -1 to 1, by construction. Given this assumption, then the
inverse of the overlap matrix S−1 cannot be too different from the identity matrix as well.
Using this assumption, it sets up an iterative procedure that can compute the vectors of













where {v(i)q• } is the set of vectors that compose the current iteration of the inverse overlap
matrix, S−1i , and u•p are the vectors that compose the overlap matrix, S. The index q runs
over all rows in the inverse matrix and the index i is the iteration counter. Each new
iterations updates the row vectors, vp•, that compose the inverse overlap matrix, S
−1.
Notice that the column vectors, u•p, that compose the overlap matrix, S, are never
updated during the iteration process, and therefore they are not orthogonal between
themselves, in general. This means that each time a column vector, u•p of the overlap
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matrix is projected out of the row vectors, vq•, of the inverse overlap matrix, components of
the rest of vectors will be introduced again due to their non-orthogonality, in other words
previously orthogonalized vectors are no longer completely orthogonal due to contamination
from other vectors. This is why, it is necessary to iterate the orthogonalization procedure
several times to converge to discard all non-orthogonal components.
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CHAPTER 7: COMPUTATIONAL IMPLEMENTATION
Code Structure
In general, we can separate the code in three broad sections: the CC driver, the
amplitude equations, and the interface between them. We will first describe the functions
of these components and how they interact.
As stated before, because the anticommutation relations in the biorthogonal
representations have the same form as the orthogonal representation, then the algorithm to
solve the TT-CC amplitude equations is the same. The only difference is the specific
equations being solved. This feature is reflected in the code by using the same module to
solve the amplitude equations of conventional CC and TT-CC. This module, called the CC
driver, is written in an abstract way such that the module is agnostic to the form of the
equations being solved. Specifically, it is agnostic to the way in which the tensors, used in
the amplitude equations, store their data and how operations between them are defined.
This allows for the swapping of any kind of amplitude equations.
This abstract coding is accomplished by creating an interface between the CC driver
and the amplitude equations. This interface deals with all the specific interaction details
between the tensors that compose the amplitude equations. These interactions are
operations are such as dot product, multiplication by scalar and others. From the point of
view of the driver, it receives an omega object, Ω, which is calculated from the amplitude
equations and returns an object containing the next set of amplitudes T by performing the
necessary steps for amplitude optimization. All of these steps are performed by the CC
driver without interacting directly with the data inside these objects.
All the definitions of the operations between tensors are in the interface. This allows
for a degree of flexibility such that if the data structure in which the tensors are
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represented changes, then one only needs to change these definitions accordingly and the




Figure 7. The modules separation by an interface. The CC driver is agnostic of the
contents of the tensors used in the equations, which are handled by the interface.
Autogenerated Code for Amplitude Equations
Here we will discuss the functionality of the auto-generated code, as well as describe
its associated difficulties. The main computational work in any CC algorithm is the update
of each electronic amplitude, ∆tµ, during the self-consistent procedure. There are different
set of equations for every excitations level µ (single excitation, doubles excitation, etc.).
∆tµ = 〈Ψµ| e−T̂ ĤeT̂ |Ψ0〉 (7.1)
In this work we only consider up to double excitations, so there are two sets of
equations for (7.1). The equation to update single excitations has 14 terms and the
equation for double excitations has 76 terms, so in total we have 90 unique terms. A lot of
these terms are generated by antisymmetric permutations of indices, so keeping track of
their signs is rather tedious. Moreover, the necessary code to implement all these terms
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is quite long and repetitive, so it is really prone to human error and, more importantly,
makes the debugging stage especially difficult, since it is not humanly possible to check the
code line by line.
In order to avoid human errors and speed up developing time, we implemented
several modules that process and generate the corresponding code to the TT-CC equations
in several programming languages: Python, C and latex code. The selection of each
language and the stage at which they are implemented was done in order to decrease the
developing time of the modules and maximize the speed of the code.
Python [83] is an interpreted, high-level, general-purpose programming language. A
high-level language is usually defined as a language that is agnostic toward the details of
the computer it is running on. This entails the automation and predetermination of a lot of
processes so that the programmer does not have to interact directly with them. This allows
for a lower entry barrier for programmers and decreases the developing time of programs.
Its main drawback is that each execution line requires many flops. Specifically, numerical
computations take many steps before they are performed. A lot of these steps are
safeguards to avoid incoherent operations such as the multiplication of a non-existing
number or automation of necessary user specifications. These fail-safes allow the
programmer to catch errors easily at the cost of computing time. In most cases, this is wise
trade off, however, this hindrance becomes highly important when these numerical
computations are performed at the end of highly nested loops, which is the case for every
single term in CC.
In order to overcome this shortcoming of Python we chose the programming
language C [84], which is a lower-level programing language. This means that each line
executions takes less flops, and specifically the numerical computations take less steps to be
performed. Obviously, the trade-off is that the code requires more human development
time due to all the debugging required because of all the lack of safeguards in each
execution line.
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So, the general strategy was writing most of the code in Python in order to decrease
the human development time and writing the most intensive computations in C, but also,
having the least amount of code possible in C. Specifically, all the logic related to
administration and set up of the Hamiltonian and amplitude equations is done in Python.
Also, the cell loops are done in Python, due to their complicated logic. Only the orbitals
loops are done inside C code. The reasoning for this division will be described in
subsequent sections.
The first module “equations transformer.py” takes a human written file where all
the conventional CC terms are specified. It takes the inputs from this file to generate the
TT-CC terms as an output, which is understandable for the subsequent modules. After,
there are two possible modules to use. The module “code generation.py” generates folders
containing the TT-CC terms, one file for each term. The “latex syntax.py” module takes
the input form the previous module to generate a latex code for the corresponding
equations. The purpose for this module is to generate a human readable output from the
input that is being used to generate the Python code. This is acts as a secondary
checkpoint for debugging.
Conventional CC to TT-CC
In order to use the first module we write all known terms for conventional CC inside
a file named “main.py”. As an example, we will take the first term of the singles amplitude
equation and write the input that the module requires. The module uses a nested-Python
list as the data structure to process the information. The philosophy behind the input
format is a minimalistic approach, where only the absolutely necessary information has to
be specified, so that most of the information can be deduced by the module. This notation
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allows for a quick eye inspection for possible typos, if necessary. For example, a term of the






















Figure 8. Flow chart of informations between the modules.
The input format is as follows:
1. The general structure of the term is a double nested list: a list of lists.
2. Each doubly nested list specifies only one element of the term, namely, a prefactor,
Hamiltonian element or amplitude.
3. Only the indices are specified for each amplitude or Hamiltonian element.
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4. The order of index specification is that all superscript indices are specified first, then
subscript indices are specified; from left to right.
5. The prefactor is the first element of the list to be specified by its value.
6. The overall sign of the term is determined by the sign of the prefactor.
7. The Hamiltonian element is the second element of the list to be specified. The first
nested list to be specified.
8. Any amplitude can be specified as the third element of the list or second nested list.
9. The rest of the amplitudes are specified in any order.
10. The summation follows the Einstein convention for tensor contraction. It is inferred
by the module.
The module makes several assumptions about the inputs of the equations such as:
1. The first set of indices in a list belongs to the Hamiltonian and the rest are
amplitudes.
2. The highest excitation possible is a double excitation.
3. If no prefactor is specified, it is assumed to be 1.
4. The first element of the list is assumed to be a number (float or integer).
5. The notations used for the indices follows the convention: {p, q, r, s} for general
orbitals; {a, b, c, s} for virtual orbitals; {i, j, k, l} for occupied orbitals.
Subsequently, this Python list will be passed on to the module
“equation transformer.py”. This module will transform the conventional CC term into a
TT-CC term as a Python class. The custom Python class is named “TTCC term”. This
class is a wrapper for all the relevant information that defines the term, in an easily

















Figure 9. Tree directory of the amplitude equations folder.
Subsequently, all terms are passed to a module named “code generation.py”, which creates
two folders named “delta t1” and “delta t2” for T1-equation terms and T1-equations terms
respectively. Each folder contains two files for each term, namely: a Python script and a C
script. Therefore, “delta t1” contains 28 files and “delta t2” contains 152 files. The
directory structure is shown in Figure 9.
The Python script handles the cell loops and the C code executes the orbital loops.
At first glance, one might expect to write all the loops in C code, including the cell loops.
So, it is worth noting the reason why the cell loops are not in C code. In general in any
algorithm that deals with loops, the most computational expensive part will be the nested
loops, specifically the most inner loops. In practical terms, speeding up the inner loops
have the most effect in saving time. This is the reason orbitals loops are the first target to
optimize code.
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That said, the most inner summations ranges are determined by intersections of the
outer summations ranges. For any given cell index, the inner-summations might change.
Computationally, this means that the ranges of the cell loops have to be determined at
every cycle. This logic has to be specified in the outer loops. The code to handle set logic
in Python is simple, in fact only one line is necessary, however the code to accomplish the
same task in C would be really long and complicated. This is not ideal for finding errors
inside the equations, especially if one has to find the error by inspection. This an
additional reason for writing the cells loops in Python.
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Next, we show an example of Python code that is autogenerated by the module.
The term belongs to the singles amplitude equation (T1 equation).
Example of autogenerated Python code for a TT-CC term
def contraction(omega_ai, L, n_occupied, n_virtual, f_pq,
v_pqrs, t_ai, t_abij):









for A in L_0:
L_A = _domain(A)
omega_ai_offset = omega_ai.raw_offset(A, I)








After all the cells summations have been done, the Python interfaces with a script
written in C. Specifically, it is a C shared library and proceeds to run through the orbitals
contractions.
The general structure of the C code is similar to the Python file. The first part is
where all the data administration is done and the second part of the file is where the
orbital loops are performed. However, since C is a lower level language, the data structures
of Python have to be transformed into compatible data structures in C. Additionally, the
coding in C requires more specifications overall compared to Python. All this
pre-processing has to be specified at the level of the interface, which makes the its coding a
non-trivial task.
Any dynamic array created in Python needs to be passed on to C as a
one-dimensional array. Additionally, this array has to be a continuous block of memory,
which allows a faster computation. This usually means that it has to be transformed into
this format. In general, whenever any kind of array (list, dictionaries, etc) is created in
Python, their physical locations in disk is random, so to ensure a continuous block of data,
we can use the Python library numpy [85]. Also, the specification of matrix elements in
Python by array indices has to be transformed using pointer arithmetic, so that C can
localize the corresponding matrix element inside the one-dimensional-memory block.
Next, we will provide an example of how to use pointer arithmetic to localize a
matrix element in a one-dimensional array from the Python-array indices. Suppose we have
a 3-dimensional array. Any given element is specified by the tuple (i, j, k) and the lengths
of the dimensions associated with these indices are n,m, l, respectively. In any
one-dimensional array these indices have to map unambiguously onto a single index, a.
This is accomplished by using these indices as the coefficients to a polynomial function that
generates the single index, a, along the one-dimensional array:
a = k ∗ (m ∗ n) + i ∗ n+ j (7.3)
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note that m and n are the length dimensions of the indices i and j, respectively. This
analysis can be easily generalized to higher-dimensional arrays.
There are several features that one needs to keep track of, in order to avoid simple
logic errors. One complication is that the data types of Python, namely: floats, integers,
double integers, etc, have to be translated into the C format and passed onto the C library,
where this exact types are expected and processed. This alignment of information creates a
new source of human error.
Another complication is that C is compiled language, this means that every
modification to the source code has to be recompiled in order for the executable file to be
modified, otherwise the old executable is used. Obviously, failing to recompile introduces a
new source of error.
So, in order to minimize this kind of mistakes, a new module is created that keeps
track of all the data-types translation between languages and auto compiles when a
modification to the source code is made.
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Next, we show an example of an autogenerated C shared library. The term belongs
to the singles amplitude equation (T1 equation). Additionally, it is the shared library that
is complementary to the Python code shown as an example earlier.
Example of an autogenerated C shared library for a TT-CC term
#include <stdint.h>
#include "PyC_types.h"
void loops(BigInt n_occ, BigInt n_vrt, Double* O1, Double* F, Double* V,
Double* T1, Double* T2, BigInt O1_ai_0, BigInt F_ai_0, BigInt V_0)
{
BigInt n_orb = n_occ + n_vrt;
for (BigInt a=0; a<n_vrt; a++)
{
BigInt O1_ai_a = O1_ai_0 + a*n_occ;
BigInt F_ai_a = F_ai_0 + (a + n_occ)*n_orb;
BigInt V_a = V_0;
for (BigInt i=0; i<n_occ; i++)
{
BigInt O1_ai_ai = O1_ai_a + i;
BigInt F_ai_ai = F_ai_a + i;
BigInt V_ai = V_a;







Latex is document preparation system that uses the TEX typesetting system. It is
widely used in academia for its clear and elegant format, and more importantly, its
precision in typesetting complex mathematical equations.
As stated before, the purpose of this module is to generate the mathematical
notation of the equations being coded with the goal of searching for possible errors in the
equations. As shown in Figure 8, the module “latex syntax.py” takes the input from the
module “equations transformer.py” to generate the output. Specifically, it generates latex
code of the TT-CC equations as an output string to the screen. This string is latex code
that can be introduced in any editor that runs latex such as Texworks, MikTex and
TexLive to typeset the equations being coded.
As an example, the conventional CC term 2 of the singles amplitude equation (T1















Afterwards, the “latex syntax.py” module takes the information of this term and
generates its corresponding output string as:
\sum {C\ in L {A}\ cap L { I }}\ sum {c} f {c ( o )}ˆ{a (A)} t { i ( I )}ˆ{ c (C)}
which is the latex code that generates the TT term of equation (7.4) by introducing it to
any of the mentioned latex editors. All the assigned variables of the cells and orbitals
strictly coincide with the variable used inside the Python or C code, so any misalignment
or mislabel is an error in the source code of the amplitude equations. This module is
general, so any given excitation level of terms can be generated and it can be used
recursively to print out all terms at once.
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CHAPTER 8: RESULTS
The objective of our calculations is to provide a proof of principle for the theory.
Therefore, the first implementation of the equations is for 1-dimensional systems. For all
calculations we use 6-31G basis. The extension to higher dimensions is straightforward,
although laborious. The systems presented are helium, molecular hydrogen, beryllium,
neon and molecular nitrogen.
To test directly the error of TT-CCSD, we compare against conventional CCSD.
Specifically, we obtain the PPIE of a unit cell in the presence of the the infinite periodic
crystal for a given distance, by extrapolation of increasingly longer cell rows of N cells and
fitting curve to a polynomial of negative powers up to a degree of 3 with a least squares
algorithm. The resulting asymptotic energy obtained from the extrapolation will serve as
the target for the energies obtained by TT-CCSD. Also, we use the comparison rule
2L+ 1 = N , where L is the cut-off limit employed in a TT-CCSD calculation and N is the
number of cells computed in a conventional CCSD calculation. This rule gives an upper
bound cost for a TT-CCSD calculation, given full code optimization, in terms of the cost of
a conventional CCSD calculation. All conventional CCSD calculations were done with psi4
version 4.0.0 [84].
Neon
Neon is an ideal gas, however, it has weak Van der Waals interactions, so a bonding
well is expected. The bottom of the well is where the electronic energy changes the most
with respect to the isolated atom, so the equilibrium bonding distance is interesting to
examine. Figure 10 shows the results for neon. The computed energies (green surface) for
conventional CCSD (panel a) and TT-CCSD (panel c) are shown as a function of distance
and either cells used (CCSD) or cut-off limit (TT-CCSD). Both graphs are on the same
127
scale and are compared to the PPIE (grey translucent surface) which is a function of
distance only. Panel c shows a comparison between TT-CCSD and CCSD against the





































Figure 10. Energy per cell (green surfaces) as a function of the inter-cell distance and
number of explicitly considered cells for conventional CCSD(panel a) and TT-CCSD (panel
c). The PPIE (grey translucent surface) as a function of inter-cell distance. Both graphs,
on panels a and c, are shown on the same scale. The graph in panel b shows a direct
comparison between both conventional CCSD and TT-CCSD against its respective PPIE
(dashed orange line) at 2.737 Å. TT-CCSD converges to the PPIE at L = 1 to within an
error of 6.5× 10−6Eh. PPIE is computed from best fit line (orange continuous line).
The convergence of conventional CCSD is slower than TT-CCSD as a function of
the number of explicit cells used, especially at the bottom of the bonding well due to
higher interactions between cells. As expected, at longer distances the convergence is faster
than shorter distances as function of the number of cells. In comparison, the convergence of
TT-CCSD to the PPIE is virtually instantaneous at L = 1 for all calculated distances. In
panel a we can see that the energy of conventional CCSD (green surface) approaches the
PPIE (grey translucent surface) from above for most distances, except at short distances
where the surfaces exchange places, and the energy (green surface) convergence is from
below. This is due to whether the distance between cells is on the attracting part of the
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well or the repelling part. When the distance is in the attraction section of well, the
addition of more cells stabilizes the system, so it decreases the energy. In the repelling
section, the opposite is true, so the the increasing the number of cells increases the energy,
so the corresponding PPIE is above, so when we start from the single-cell energy, we
approach from above or below respectively.
Panel b shows a direct comparison of the convergence to the PPIE between
conventional CCSD and TT-CCSD at the optimized bonding distance, 2.737 Å, which is at
the bottom of the energy well, as an example where neon has the strongest electronic
interactions. The energy convergence of conventional CCSD to the PPIE is clearly slower
than the convergence of the TT-CCSD energy, which accomplishes it almost immediately
at L = 1. Specifically, the decay of the energy curve of conventional CCSD, based on the
best fit algorithm, is approximately 1/N .
For this distance, TT-CCSD gives an error on the order of 1× 10−6Eh at L = 1,
which is comparable to the error of conventional CCSD using 31 explicit cells. Moreover, as
previously mentioned, we can make a direct comparison between conventional CCSD and
TT-CCSD with the rule N = 2L+ 1. This means that TT-CCSD can obtain the error of
31 explicit cells with the cost of 3 cells, computed with conventional CCSD, as an upper
bound. At L = 3, the error is −6.19× 10−6Eh, which is the equivalent of computing
1.55× 104 explicit cells, at the cost, at most, of 7 cells. It is also noteworthy that at this
stage of the unoptimized pilot code and for this accuracy level, TT-CCSD is already
competitive in terms of absolute time with conventional CCSD using a local basis. This is
because TT-CCSD treats all interactions homogeneously as opposed to any finite-cell
calculation where there would be inevitably spurious contributions at the ends. All these
results unequivocally show that the TT-CCSD equations do in fact converge to the PPIE
using a local basis.
Neon is an ideal gas, so it is expected that the most important interactions are
accounted for with the nearest-neighboring cells, namely low values of the cut-off limit, L.
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For other materials such as semiconductors, it is expected that important interactions will
involve cell interactions further apart, requiring higher values of L.
Nitrogen
Nitrogen has similar characteristics as neon, except that it has a greater number of
electrons, which allows to probe the scaling of the method. As the neon system, the
nitrogen molecule is one of the most stable chemical systems. In fact, it is one of the most
stable molecules at room temperature. In the computed distances, the PES is repelling, so,
as stated before, the CCSD energy (green surfaces) approaches the PPIE (grey translucent
surfaces) from below. As with neon and any other chemicals system, at shorter distances
the electronic interactions are greater, therefore, it is reasonable to expect that at shorter

















Number of fragments (N) 















Figure 11. Energy surfaces where the unit cell (cell) is the nitrogen molecule (N2). Energy
per cell (green surface) as a function of the inter-cell distance and number of considered
cells for conventional CCSD (panel a) and TT-CCSD (panel c). The PPIE (grey
translucent surface) is a function of inter-cell distance. Both graphs on panel a and c are
shown on the same scale. Graph on panel b shows a direct comparison between
conventional CCSD and TT-CCSD against PPIE at 7.5 Å, in which TT-CCSD converges
to its respective PPIE (dashed orange line) at L = 2 to an error of −1.21× 10−6Eh. The
PPIE is computed from the best fit curve (continuous orange line).
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Figure 11 shows the results for the nitrogen molecule as unit cell. Similarly as with
neon, we have the computed energies (green surfaces) for conventional CCSD (panel a) and
TT-CCSD (panel c) as a function of distance and cells used (CCSD) or cut-off limit
(TT-CCSD). Both graphs are on the same scale.
As with neon, we can see that the convergence of the energy (green surface) to
PPIE (grey translucent surface) of TT-CCSD as a function of cells is significantly faster
compared to conventional CCSD for all distances, especially for short separations, where
the interaction is greater. TT-CCSD converges for most distances at L = 1. Even for the
shortest distance available, 7.5 Å, TT-CCSD only needs L = 2, to converge to the PPIE.
In panel b, we have a direct comparison between TT-CCSD and conventional CCSD
and its corresponding PPIE at 7.5 Å, which was the shortest available distance. Shorter
distances had convergence issues, which is discussed with more detail at later section. At
L = 1, TT-CCSD has almost converged to the PPIE with an error of −1.21× 10−6Eh,
which conventional CCSD needs 28 cells to match, with an upper bound of computational
cost of N = 3, using the 2L+ 1 rule. It is necessary to go up to L = 2, for TT-CCSD to
visually converge to the PPIE with an error of −1.48× 10−7Eh, which a conventional
CCSD computation needs to include 233 cells to match such accuracy, at the potential
upper bound of computational cost of N = 5 cells. The reason that N2 needs a higher L
than neon might be due to having a larger dynamic polarizability, so just the
nearest-neighbors interactions are not enough to capture all the energy. In order to match
the error TT-CCSD at L = 3, which is −2.22× 10−9Eh, conventional CCSD needs to
include 15,500 cells in its calculation, with an the cost of N = 7 cells as an upper bound.
This shows the efficiency to which TT-CCSD recuperates the correlation energy.
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Helium, Beryllium and Hydrogen Molecule
We calculated some smaller systems, namely: helium, beryllium and the hydrogen
molecule. These systems were computed initially to test the TT-CCSD equations in an
increasing order of complexity. The first system to be computed was helium in order to
show that the equations work, since it is the smallest chemical system with a closed shell.
Beryllium has the same characteristics as helium, but it has a greater number of electrons.
Finally, the hydrogen molecule is the smallest molecule that can be computed with a closed
shell.
r = 3.207 Å 
r = 6.0 Å 
r = 3.872 Å 
Figure 12. Direct comparison of conventional CCSD and TT-CCSD against PPIE at
selected distances of He, Be, H2. The distances are in the attractive section of the binding
well. The number of cells (N) of conventional CCSD are specified in the bottom axis,
whereas the corresponding cut-off limit (L) of TT-CCSD is specified in the axis. In all
cases, TT-CCSD converges faster with respect to conventional CCSD.
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Figure 12 shows the energy convergence, of both conventional CCSD and TT-CCSD,
to the PPIE. The convergence of both methods comes from above because the inter-cell
separations used in in all systems are in the attractive part of their respective potential
energy surface. If they were in the repulsive region of the potential energy surface, then
they would approach the PPIE from below, as is the case for N2 in Figure 11, panel b.
Note that the energy of one isolated TT-CCSD cell in Figure 12, where L = 0 for
He and H2, does not match the energy of one isolated cell of CCSD. This is because of the
truncation of the method in the the biorthogonal basis, so the resulting orbitals are
distorted. At shorter distances, this effect is more pronounced, due to the overlapping basis
functions between cells. Regardless, this effect is mitigated rather quickly as the cut-off is
increased and the TT-CCSD energy approaches the PPIE.
In all these systems, the convergence of TT-CCSD is still faster than conventional
CCSD, which converges to the PPIE immediately at L = 1 . All these systems are closed
shell chemical systems, which are not conducting under normal circumstances, so it is
expected that at moderate separations, only the first-neighbor interactions are necessary to
converge to the PPIE.
Numerical Problems
In this section, we will describe some problems with the current implementation of
the method and propose a possible solution. At the current state of the code, it has
numerical problems dealing with short distances and systems with a permanent dipole such
as LiH and water. The current hypothesis for the source of the error is the reference being
utilized for TT-CCSD.
The current reference for our implementation of TT-CC is the tensor product of the
HF solution for each unit cell. The selection was made for implementation purposes.
However, as outlined in section 5.6, the selection of the reference, in TT-CCSD, has to
approximate the HF state of the perfectly periodic system, otherwise it falls to the
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converged amplitudes to compensate for the energy offset. The current reference is a bad
approximation of the HF state for systems with permanent dipoles so the optimized
amplitudes need to account for the interactions of the dipoles of neighboring cells, which
might be too much, especially at short distances when the interactions are stronger.
Specifically, the single amplitudes need to account for the polarization of the neighboring
cells by their orbital relaxation. Only the single amplitudes can account for the orbital
relaxation because of the truncation of the cluster operator. In this case, they probably are
not be able to compensate the orbital optimization due to their limited flexibility.
A better reference would be the HF state of the entire periodic state, which takes
the presence of the neighboring dipoles into account from the beginning, so that there is
less constraints in the single amplitudes.
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CHAPTER 9: CONCLUSIONS
In this work we introduced the TT-CC theory, a new method to compute the
correlation energy of a periodic system using a local basis. We derived algebraically the
amplitude equations and implemented them computationally. Such implementation was
done through the use of autogenerated code to avoid human coding errors. We succeeded
in computing the PPIE of one-dimensional periodic systems as a proof of principle of the
method. These calculations conclusively show that TT-CCSD is able to efficiently compute
the energy of one-dimensional perfectly periodic systems.
The results show that TT-CCSD can match the PPIE at L = 2 for all studied
systems, which shows the efficiency of the method to capture the electronic correlation.
Moreover, it indicates that this efficiency is accomplished with a potential low cost, given
enough code optimization, comparing against conventional CCSD as an upper bound. This
is because TT-CC treats the electronic interactions homogeneously and it does not have
the spurious effects originating from the boundaries of a finite-system computation.
Moreover, the increasing of the cut-off does not seem to have numerical instabilities as all
results converge to the PPIE as expected.
All the studied systems so far have weak interactions with their neighbors and the
distances explored are rather long. The reason for this is that the computations for systems
with permanent dipole, such as LiH, and short distances, such as nitrogen molecule, did
not converge. The current hypothesis is that the current reference, composed as the tensor
product of the HF solution for each cell, does not account for the polarization of the
neighboring cells, which the correlation amplitudes cannot account for. Consequently, the
solution is to use periodic HF as a reference in the future.
The current implementation is just a proof principle, so one of the next major steps
is to scale up to multiple dimensions, but, in order to do this, the code will first need to be
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made more efficient in absolute terms. There are several avenues to accomplish this. One
of them is to reduce the cost by redefining the hard cut-off, especially for the two-electron
amplitudes. This is because different excitation configurations decay at different rates.
Correspondingly, more sophisticated truncations schemes can be employed, where more
severe cut-offs can be employed on certain excitations, in order to increase the efficiency of
the calculation.
Another avenue is the implementation of further symmetry into the amplitude
equations such as mirror or permutation symmetry. Additionally, point group symmetry of
the unit cell can be incorporated too. However, TT-CC could gain its greatest performance
enhancement by incorporating XR-CC, also developed by the Dutoi group [78, 79], which
will increase the size of electronic systems inside the anonymous cell to potentially dozens
of atoms.
The extension to higher spatial dimensions is straightforward, albeit laborious.
Each new dimension will have its own cut-off limit, so the method will scale up to L3 with
respect to the cut-off limit. Since, conventional CC scales N6 with system size, then the
overall scaling of the method will be quite high. However, TT-CC always computes less
amplitudes than conventional CC and using the discussed strategies to increase efficiency,
we can expect to lower the scaling at least one order of the system size. Furthermore, the
low values needed to converge are very encouraging signs for the method.
One of the advantages of the theory is that its extension to excited states and
incorporations of defects is clear. The extension to the description of excited states can be
done by using equation of motion coupled cluster, correspondingly we can use its
well-known theory and techniques. Additionally, as described, the incorporation of defects
is done as the perturbation of the perfectly periodic system, which its mathematical
machinery is also already well-known, although the specific equations still need to be
derived. Moreover, as shown, they are finite and the techniques to derived them are
already described in this dissertation.
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TT-CC has shown that it has a potential for practical applications that no other
approach can reach since it is systematically improvable and, although, it still requires
much work, the path forward is clear.
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(76) Grüneis, A.; Booth, G. H.; Marsman, M.; Spencer, J.; Alavi, A.; Kresse, G. Journal
of Chemical Theory and Computation 2011, 7, 2780–2785.
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