Abstract. The purpose of this study is to provide a reproducible framework in the use of the Green-Kubo formalism to extract transport coefficients. More specifically, in the case of shear viscosity, we investigate the limitations and technical details of fitting the auto-correlation function to a decaying exponential. This fitting procedure is found to be applicable for systems interacting both through constant and energy-dependent cross-sections, although this is only true for sufficiently dilute systems in the latter case. We find that the optimal fit technique consists in simultaneously fixing the intercept of the correlation function and use a fitting interval constrained by the relative error on the correlation function. The formalism is then applied to the full hadron gas, for which we obtain the shear viscosity to entropy ratio.
Introduction
There is currently great interest in the extraction of transport coefficients of hot and dense matter in the field of heavy ion physics. At temperatures lower than 170 MeV, in the hadron gas phase, previous studies of shear viscosity have however proven to be inconsistent with each other [1, 2, 3, 4] . In [5] , more extensive results are discussed and the discrepancy is resolved by identifying the effect of resonance lifetimes on relaxation dynamics. Within these proceedings, a study of the systematic errors occurring in the application of the Green-Kubo formalism [6, 7] is shown, with the specific aim of providing a reproducible framework for the extraction of shear viscosity. To this end, we will use a newly developed transport model, Simulating Many Accelerated Strongly-interacting Hadrons, or SMASH [8] , in which infinite matter simulations for different chemical compositions are carried out.
Green-Kubo formalism
The Green-Kubo formalism is a method to extract transport coefficients from fluctuations of given currents around a state of equilibrium in a given system. In the case of shear viscosity,
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where V is the volume, T the temperature and t the time. The auto-correlation function C xy (t) is given by
where T xy is an off-diagonal component of the space-averaged energy-momentum tensor and N the number of timesteps used in taking the average. In all our calculations, this is set to N = 5000 for C xy (0), with a timestep length of δt = 0.05 fm, so the total interval used to compute the correlation function is 250 fm. The energy-momentum tensor is computed as
where N part is the total number of particles and p µ a component of the momentum 4-vector of a given particle. Average volume-independent correlation function as a function of time for a system of particles with constant crosssection (red, bottom set of curves) and energy-dependent pion cross-section (black, top set of curves).
Thinner lines are exponential fits, respectively with (solid) and without (dashed) a fixed intercept. 
Correlation functions and shear viscosity of simple systems
As one can see from Eq. (1), the calculation of the viscosity requires integrating C xy from zero to infinity. Numerically, it is challenging to take the limit of N → ∞ in Eq. (2) . Consequently, the relative error of any numerical computation of the correlation function necessarily increases rather quickly with t and eventually reaches a state of pure noise, as one can already see in the thick red curve of Fig. 1 . To circumvent this limitation, some assumption is made about the analytical shape of the correlation function.
It is generally assumed [2, 9, 10] that for dilute systems, it takes the form of a decaying exponential,
where τ is the relaxation time of the system. For the shear viscosity, it follows that
The thick lines of Fig. 1 correspond to the average correlation functions of two different test systems at T = 150 MeV. In the first (red), massive particles (m = 138 MeV) interact through a constant isotropic cross-section of σ = 20 mb, whereas in the second (black), the same particles interact through an isotropic energy-dependent cross-section corresponding to the ρ resonance. In all cases here and further on, the correlation function is obtained by averaging 1000 simulations of the same system. The behavior of the correlation function of these two systems is definitely not the same. While in the case of the constant cross-section interaction, the behavior is quite close to the previously mentioned decaying exponential, we observe a slight deviation from it in the energy-dependent case. This phenomenon is more apparent at high temperatures and densities; the deviation of the shown curve is thus more pronounced than most others used in the rest of this paper, for the purpose of illustration. For N spec stable particles, the initial value of the correlation function is given by taking the continuum limit of
where z a = exp(µ a /T ) is the fugacity of the species a and g a its degeneracy factor. Since C xy (0) is known analytically, it is reasonable to fix it in the fit of the correlation function. Indeed, Fig.   2 shows that a fit using a floating intercept systematically undershoots the analytical value of C xy (0) at higher temperatures. Even though such a fit might lead to a better fit of the original curve, a precise value for the initial value is required in our final viscosity calculation (Eq. (5)). Therefore, C xy (0) needs to be fixed. Let us now turn our attention to the question of how many points to consider when fitting. We tried two different schemes to this effect. The first one is to consider a fixed interval from t = 0 to t = 5 fm; this interval is small enough that it always very closely fits the earliest part of the curve. The second scheme takes into account that the growth rate of the relative error of the correlation is much larger at higher temperatures, which is done using a fitting interval for which the cutoff depends on this relative error. This is illustrated by the four points which have error bars on both thick curves of figure 1: they correspond in each case to the point where the relative statistical error reaches 2%, 4%, 6% and 10%. The plotted fits correspond here in all cases to using all points up to 6% relative error.
In order to determine which of these cutoffs to use, we now compare the final shear viscosity yielded by each to an analytical calculation of the shear viscosity of the previous two simple systems using the Chapman-Enskog approximation to solve the Boltzmann equation [11] . Fig.  3 shows the effect of varying the cutoff on shear viscosity in the case of a system interacting through constant cross sections, whereas Fig. 4 shows the same for the case of energy-dependent interactions. In the second case, resonance lifetimes have been decreased to zero in SMASH, so that the comparison is carried out between comparable systems using point-like 2-to-2 interactions. All calculations use an isotropic cross-section.
As expected from looking at the correlation function on Fig. 1 , the final effect of varying the cutoff is rather limited when cross-sections are isotropic. All proposed cutoff schemes and values appear to describe well the analytical calculation, with the largest deviations remaining under 8% in all cases. This value is then taken as a systematic error on the method for all further calculations (note that statistical error bars are smaller than the symbol size). If one now looks at Fig. 4 , where cross-sections are energy dependent, the picture is different. It is here very clear there are cases where the sensitivity to the cutoff is large. Cutoffs at 4%, 6% and 10% relative error manage to fit the Chapman-Enskog calculation within systematic errors. While it appears that in this regime it is still possible to use exponential fits, one should keep these deviations in mind when using this ansatz, and possibly look into different ones if deviations become larger.
Shear viscosity of a hadron gas
As a final result, the viscosity of the full hadron gas is calculated within SMASH (Fig. 5 ) at µ B = 0 MeV. Once again, the computation is performed using the three previously mentioned cutoffs that were accurately describing analytical calculations. In the case of the full hadron gas, however, such a comparison is not feasible, as no analytical equivalent currently exists. We obtain in this regard results which are very similar to the previous case: although there is some variation in the actual value of the shear viscosity, the different cutoffs produce results which are consistent with each other within systematic errors. We thus conclude from this technical study that it is sufficient to use a cutoff corresponding to a relative error of 6% when fitting the correlation function. All curves being mutually consistent, this corresponds to the middle point and reproduces best the available analytical calculations. Fig. 6 shows the final result of this procedure: the ratio of shear viscosity to entropy density. Here the entropy density is calculated according to the Gibbs formula s =
, where is the energy density, p the pressure, and n B and µ B respectively the baryonic net density and chemical potential. We observe that the profile of this quantity is decreasing, which is the expected behavior when approaching a phase transition, and eventually reaches a plateau. This behavior is consistent with the results in Ref. [2] . We furthermore observe a very mild dependence on baryonic chemical potential, although all results are here within systematic error of each other. This could then also be consistent to an independence on chemical potential up to these values, as previously found in Ref. [12] .
