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Abstract
Linear maps on Banach A-modulesX are considered, and in the particular case of a bounded
module map ' from X into the Banach algebra A, it is mainly shown that X bears a Banach
algebra structure, the product of which is dened via ' . Relationships between the resulting
algebra A
'
(X) and the given algebra A are then investigated. Every submodule of X happens
to be a left ideal of A
'
(X) . The end of the sequel is devoted to the problem of nding which
Banach algebras are characterized by this latter property.
A notion of A-module Banach algebra is introduced, and in this framework, particular at-








Let A be a Banach algebra, and X, a (left) A-module. In this framework, the literature is rich
with works in which particular attention is given to:
(a) : The representation  of A on X , dened by the module multiplication:
(a) x = a x ; a 2 A ; x 2 X ;
(b) : Module maps ' : X  ! Y , between two A-modules X and Y ;
(c) : A-valued inner products on X ,
and to some related topics (cf. [1] ; [5] ; [6] and [7]).
There is another aspect of this framework which we believe is also important, but which
seems to have not been suciently investigated, or studied in a systematic way. This aspect is
namely the analogue of the (bounded) linear forms on a Banach (IC module) space X , that is,
the space of all module maps from the Banach A-module X into A. We need mention however
that in [7], these maps have been considered only for questions related to self-duality of Hilbert
modules.
The main purpose of this paper is to show how the existence of a module map ' from a
Banach A-module X into A , gives rise to a Banach algebra A
'
(X) admitting X as underlying
Banach space, and whose product is dened by means of ' . Such a ' turns out to be
an algebra morphism, and A
'
(X) is hence homomorphic to a subalgebra of A , or to A itself,
provided ' is onto.
The sequel will be organized as follows:
Section two briey deals with the existence and properties of A

 linear forms on X . The third
section will examine the Banach algebra A
'
(X) associated to a module map ' from X into A,
and its relationships with the given algebra A . In the last section, a natural generalization of
the usual notion of a complex Banach algebra is introduced, and in this framework, the setting
of some previous results in [3] are considered.
2 A

 linear forms on X





, the kernel of f will be written Ker(f) .
2= Given a Banach algebra A , the expressions "A-module (resp. A-bimodule)" X should, unless
otherwise stated, always be understood: "left Banach module (resp. Banach bimodule) X over
A" , with the same denitions as in [1] , and non-trivial, i.e. AX 6= f0g ; XA 6= f0g. The term
ideal will, throughout the sequel mean : two-sided ideal.
Denition 2.1. Let X be an A-module, and let z 2 Xnf0g . A linear form f on X is said to
be A
;z
 linear, if there exists a linear form 
(f;z)
on A such that the following holds :
f(a z) = 
(f;z)
(a) f(z) ; 8 a 2 A : (1)
2
Proposition 2.2. Let f 2 X
0
nf0g , and z 2 X be such that f(z) 6= 0. Then there exists a
bounded linear form 
(f;z)
on A satisfying:
f(a z) = 
(f;z)
(a) f(z) ; a 2 A : (2)
Proof. Dene the complex-valued map 
(f;z)






; a 2 A : (3)

(f;z)
is then clearly well-dened, and given  2 IC , it is also easy to check the following relations:

(f;z)
(a+  b) = 
(f;z)
(a) +  
(f;z)








kak ; 8 a 2 A ; (5)










, and the proof is complete. 2
Remark 2.3. If f is A
;z
for all z 2 Xnf0g , then we call f an A

-linear map, and in this
case, it is an easy matter to prove that there exists at least a (nonzero) multiplicative linear
form on A . 2
For any f 2 X
0
nf0g , Ker(f) may or may not contain submodules of X . In the armative
case, we have:
Theorem 2.4. Let X be an A-module, and f , a nonzero bounded linear form on X, such that
there exists some submodule S  Ker(f) . Then, there exists bounded linear forms g and h
on A satisfying the following, for each b 2 AnKer(g) :
g(a b) = h(a) g(b) ; 8 a 2 A (6)






f(a e) = 
(f;e)
(a) f(e) ; 8 a 2 A : (7)
Without loss of generality, we may assume that f(e) = 1: Hence every x 2 X admits the
factorization:




2 Ker(f) : (8)
Let X
S








f(a b u) = f(u) f(a b e) = f(u) 
(f;e)
(a b) (9)
But, for u such that f(b u) 6= 0 , it follows:
f [a (b u)] = 
(f;bu)
(a) f(b u) ; (10)
which, since f(u) 6= 0 , gives:




(b) f(u) ; (11)
Relations (9) and (11) then yield:

(f;e)





where (according to Proposition 2.2), 
(f;bu)
is well-dened if and only if f(b u) 6= 0 . But this
is equivalent to :
0 6= 
(f;e)
(b) f(u) () b 62 Ker(
(f;e)
) : (13)




and h = 
(f;be)
; (14)
to complete the proof. 2
Now, what happens when the whole Ker(f) is a submodule of X ? In this case we have, for
each z 2 Ker(f) :
f(a z) = 0 = f(z) : 0 ; 8 a 2 A ; (15)
and the map: 
(f;z)
 0 , clearly satises:
f(a z) = 
(f;z)
(a) f(z) ; 8 a 2 A : (16)
Hence, if Ker(f) is a submodule of X , we may consider that 
(f;z)
is dened for each z 2 X
and satises relation (2) . The following result can then be proved:
Theorem 2.5. Let A be a commutative Banach algebra, and X be an A-module. If f 2 X
0
nf0g
is such that Ker(f) is a submodule, then there exists at least a (nonzero) multiplicative linear
form on A .
Proof. Let u 62 Ker(f) and e 2 X be such that f(e) = 1 . Then according to Proposition
2.2 , Theorem 2.3 and the comments above, we get for all a ; b 2 A :










The following relation follows:

(f;e)




(b) ; 8 a ; b 2 A : (17)
This implies that Ker(
(f;e)
) is a left ideal and hence a two-sided ideal, since A is commuta-


















This completes the proof. 2
N.B. In Theorems 2.4 and 2.5 , we need the algebra A to be dierent from IC . Moreover,
one may at rst glance, nd the assumption : Ker(f) is a submodule, " too strong ". But, its
consequence which, according to Theorem 2.5 above is the existence of a multiplicative linear
form on A , is not a less strong property for a given Banach algebra A .
3 Banach algebras associated to module maps
We begin with some denitions and examples.
Denition 3.1. Let X;Y be two A-modules, and ' : X  ! Y be a linear map. Then ' is
said to be a module map, if it satises :
'(a x) = a '(x) ; 8 a 2 A ; 8 x 2 X : (19)
4
N.B. : We shall essentially deal in this paper with module maps from an arbitrary A-module
X , into the particular A-module A . Such maps are obvious generalizations of complex linear
forms on X .
Example 3.2.
1= Let an A-module X be given such that X = Ax
0
, for some x
0




) = fa 2 A ; a x
0
= 0g ; (20)
satises: N(x
0
) = f0g . Then, for a xed element u
0




) = a u
0






is a well-dened module map from X into A .
When N = N(x
0
) 6= f0g , we can get similar results as above, using the following arguments :
Consider a commutative Banach algebra A , an A-module X , and the quotient algebra
B = A=N = f
e
a = a+N ; a 2 A g (23)
which, under the norm:
k
e
a k = inf f ka+ kk ; k 2 N g ; (24)






a x = (a+N) x = a x ; 8 a 2 A ; (25)
and the map T : B x
0











+ N ; (26)





2= Let A be an involutive Banach algebra. Following W.L. Paschke in [7], we may dene
the notion of a (left) Hilbert A-module via an A-valued inner product < : ; : > on X satisfying
in particular:
< a x ; y > = a < x ; y > ; 8 a 2 A ; 8 x ; y 2 X : (27)
N:B: : In [7] , the author deals with a right A-module, so that relation (27) above appears in
there as follows:
< x a ; y > = < x ; y > a ; 8 a 2 A ; 8 x ; y 2 X : (28)
Hence for a xed y
0
2 X , the map '
0
: X  ! A such that:
'
0
(x) = < x ; y
0
> ; 8 x 2 A (29)
is a module map from the whole of X into A .
5
3= Let A be a complete normed commutative algebra, and H , a Hilbert space of dimension
strictly greater than one. Then the projective tensor product A


H , is a left A-module with
the action of A on the elementary tensors given by :
c (a
 ) = (c a)
  ; 8 a; c 2 A ; 8  2 H : (30)



























;  > a
i
b : (31)
N:B: : Example 3= above appeared in [3] ; Example 2.13 , page 330 .
We have:
Theorem 3.3. Let X be an A-module and ' : X  ! A , a contractive (k'k  1) module
map. Then
(i) The operation:
x  y = '(x) y ; 8 x; y 2 X ; (32)
denes a product on X , under which X becomes a Banach algebra denoted A
'
(X) , and ho-
momorphic to a left ideal J
'
(X) of A .
(ii) The product on A
'
(X) above and the module multiplication are related as follows:
(a x)  y = a (x  y) ; 8 a 2 A ; x; y 2 X : (33)
(iii) Every left A-submodule of X is a left ideal of A
'
(X) . For the converse to be true, it is
sucient that ' be onto.
Proof. (i) : It is clear that the operation in relation (32) endows X with an algebra structure,
and A
'
(X) is a Banach algebra since for all x; y 2 X , we have:
kx yk = k'(x) yk  k'k kxk kyk
 kxk kyk (since k'k  1 ) :
(ii) : Let x; y 2 X ; a 2 A ; then:
(a x)  y = '(a x) y = a '(x) y
= a ('(x) y) = a (x  y) :
' is indeed the desired homomorphism from A
'
(X) onto the left ideal J
'
(X) = '(X) of A .
(iii) : Is obtained by easy computations. 2
By construction, a subalgebra B (resp. an ideal J) of the algebra A
'




) of X endowed with the restriction of the product in A
'
(X) . In what follows, we





Proposition 3.4. Let X be a left A-module. If X is irreducible, then A
'
(X) is a topologically
simple algebra. Conversely, if A
'
(X) is topologically simple, then for every submodule S of
X, the following alternative holds, where the bar denotes the norm closure :











Proof. Let X be irreducible and consider a closed ideal J of A
'
(X) . On behalf of the above
comments, J is some closed subspace X
J























satises the following :
E
J
= f0g ; or E
J
= X : (35)
Now, suppose that J is a proper closed ideal of A
'







 J , E
J




(X) admits no proper closed ideals and is hence topologically simple.
Conversely, assume that A
'
(X) is topologically simple and consider a submodule S of X .
Then the closure of '(S)X , is a closed ideal, and the result follows. 2
The next result establishes a link between the irreducibility of an A- module X , the exis-
tence of a module map from X into A , and the ideal structure of A .
Proposition 3.5. Let X be an irreducible Banach A-module. If ' is a nonzero module map
from X into A , then :
(i) For each closed ideal I in A , we have the following alternative:
'(X) \ I = f0g ; or '(X) \ I = '(X)  I (36)
(ii) '(X) is an algebraic minimal ideal of A .
(iii) If A is commutative, then A is topologically simple if and only if ' has dense range in A .
Proof. '(X) is a left ideal of A and if for any closed ideal I of A we set :
E(I) = fx 2 X ; '(x) 2 Ig ; (37)
then E(I) is a closed left A-submodule of X and fullls :
'(E(I)) = '(X) \ I : (38)
The irreducibility of X then implies :
E(I) = f0g ; or E(I) = X ; (39)
from which the desired result follows:
'(X) \ I = f0g ; or '(X)  I : (40)
7
(ii) and (iii) are immediate consequences of (i) above. 2
We recall the denitions of the following notions given in [1] ; Denition 11 , page 49 , and
Denition 8 , page 60 .
Denition 3.6. Let X be a Banach A-module. Then :
(i) X is said to be unit-linked, if A has a unit e satisfying: ex = x ; 8 x 2 X .













x) = x ; 8x 2 X .
Proposition 3.7. Under the assumption of Theorem 3.3 , we have:
(i) If A has a unit and ' is one to one, then X is automatically unit-linked.
(ii) If A has a bounded left approximate identity, and ' is one to one and onto A, then:
(a) There exists a left approximate identity in A for X ;
(b) A
'
(X) admits a bounded left approximate identity .
Proof. (i) Is straightforward.




be the bounded left approximate identity of A . Since ' is assumed to




















x   x) = 0 : (41)
But since ' is also one to one, ' is in fact a linear bijection from the Banach space X onto the
Banach space A. Hence, by the Theorem of Banach, the inverse '
 1
of ' exists and is also
bounded. Then applying '
 1





x   x) = 0 ; 8 x 2 X ; (42)
which means that fu

g is a left approximate identity in A for X .
(b) : The net f

g dened above fullls:
'(

 x) = ' ['(









x   x) = 0 ; (44)
and the result follows. 2
Let ' be a contractive module map from a Banach A-moduleX into A . If ' is not one to one,
the set: N
'





endowed with the following action of A :
a (x+N
'
) = a x + N
'
; (45)
becomes a Banach A-module. Then the map  : X
'
 ! A such that
(x + N
'
) = '(x) ; 8 x 2 X ; (46)
8
is clearly a module bijection from X
'
onto the range '(X) ( A) of ' . So, considering X
'
; 
and '(X) if necessary, we do not lose generality assuming in what follows, that ' is one to one
and onto.
Theorem 3.8. Let A be an involutive Banach algebra with a bounded approximate identity
fu

g . If ' is a one to one contractive module map from X onto A , then A
'
(X) admits a
continuous involution, a bounded approximate identity, and ' is a -map (i.e. an involution-
preserving map).





= A = '(X) : (47)
Then, for any x 2 A , there exist x ; y 2 X satisfying:
a = '(x) ; a

= '(y) : (48)
' being one to one, the elements x and y in relation (48) above are unique for a given a 2 A .
















Then, the denition of "#" and the fact that ' is an algebra morphism allow to check the
























k kxk ; x 2 X : (51)
The existence of the approximate identity being given by Proposition 3:7 , and relation (49)
yields the -map property of ' . 2
If we drop the assumption " ' is onto " in Theorem 3:8 , then , in order to obtain a similar
result as in that Theorem, we need the additional condition: A is commutative. More precisely
we have:
Theorem 3.9. Let A be an involutive Banach algebra, and ' , a contractive one to one module
map from X into A. Then, the range '(X) of ' contains innitely many positive elements. If





(X), which admits a continuous involution and is isomorphic to the closed left ideal
'(J
m
) of A .









is clearly positive and belongs to '(X) .
Next, assume that A is commutative. Then, the set
M = fx 2 X ; '(x)

= '(y) ; y 2 Xg ; (53)


















y) ; y 2 X;
and hence, ax 2 M . We still denote by M the norm closure of M . Then the product "  "




(X), which in addition, is clearly a
closed left ideal of A
'
(X) .
Now, dening on M a map x 7! x
#
as in relation (49) , turns J
m
into an involutive Banach
subalgebra of A
'
(X) . The map ' realizes an isomorphism between J
m
and its image '(J
m
)
in A . This completes the proof. 2
Given a Banach algebra A , we shall denote by M(A) , the set of (nonzero) multiplicative
linear forms on A .
Theorem 3.10. Let X be an A-module, and ' , a contractive module map from X into A .
Then, each f 2M(A
'
(X)) factors through A , and is '(X)

-linear, with:  = 
(f;e)
. Moreover,
there exists a bijective correspondence between M(A
'
(X)) and M('(X)) .
Proof. Let f 2 X
0
nf0g. Then, according to Proposition 2.2 , there exists a nonzero e 2 X





f(a x) = 
(f;e)
(a) f(x) + f(an
e
) ; a 2 A ; (54)
where x 2 X satises the direct sum factorization:




2 Ker(f) : (55)
Since in addition f 2 M(A
'
(X)) , Ker(f) is a two-sided ideal of A
'
(X) , and we get for all
x; y 2 A
'
(X) :
f(xy) = f(x) f(y)
= f('(x) y) = 
(f;e)









f(x) f(y) = 
(f;e)





('(x)) f(y) ( since xn
y
2 Ker(f) ) :
Hence, f is '(X)

-linear, where  = 
(f;e)




 ' ; (56)
which means that f factors through A .
Now, given f 2M(A
'
(X)) , it corresponds  2M('(X)) such as in relation (56) above.
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Remark 3.11. If ' is onto in Theorem 3.10 above, then J
'
(X) should be replaced everywhere




It is worth pointing out that module maps from A-modules onto A do exist; an example of
such a map is the map '
b

in [3] ; Example 3:2 ; 3
o
= , provided A has a unit, and b is taken
equal to that unit.
On behalf of Remark 3.11 and the comments above, we can state :
Theorem 3.12. Let A be a C

-algebra, and ' , a one to one contractive module map from a
Banach module X , onto A . Then A
'
(X) can be given a norm k : k
'
under which it becomes
a C

-algebra isometrically isomorphic to A . Moreover, k : k
'
and the original norm of X are
equivalent.
Proof. According to Theorem 3.8 , A
'
(X) can be given a structure of an involutive algebra,
the involution being denoted by: x 7! x
#
. Now, if we dene the map:
x 7 ! k x k
'
= k'(x)k ; 8 x 2 X ; (57)
then it becomes an easy matter to check that k : k
'
is a norm on X satisfying:
k x k
'






















'(x) k = k '(x) k
2










, is in fact a C

-algebra, isometrically isomorphic to A , the isometric isomor-






; 8 x 2 X ; (60)
imply that the two norms on X are equivalent. 2
We now dene some notions which will soon be needed in the sequel.
Denition 3.13. Let X be an A-bimodule. The subspace :
X
C
= fx 2 X ; ax = xa ; 8 a 2 Ag (61)
will be called the maximal commuting subspace of X . If X
C
= X , then X will be termed an
commutative bimodule .
Example 3.14. For a Banach algebra A with a nonzero centre C(A) , take: X = A and
X
C
= C(A) . Then considering the product in A as module multiplication, C(A) becomes the
maximal commuting subspace of X .
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Proposition 3.15. Let A be a commutative Banach algebra, and X a Banach bimodule. Then
X
C
is a commutative submodule of X , and if ' is a module map from X into A , the actions
of A on X and the product in A
'
(X) are related as follows :
(a x)  y = a (x  y) ; 8 a 2 A ; 8 x ; y 2 X ; (62)
x  (a y) = (x a)  y ; 8 a 2 A ; 8x 2 X
C
; 8 y 2 X ; (63)
Proof. X
C
is clearly a left A-submodule, and for x 2 X
C
, b 2 A , we get, for all a 2 A :
a (x b) = a (b x) = (a b) x
= x (a b) = x (b a)
= (x b) a :
Hence, X
C
is also a right A-(sub)bimodule. Relations (62) and (63) are then immediate, since
' is a module map, and X
C
is commutative. 2
Proposition 3.15 above motivates the following notion of bimodule map .
Denition 3.16. Let X be an A-bimodule. A map ' : X  ! A , will be called a
bimodule map , if it satises :
'(a x) = a '(x) ; 8 a 2 A ; 8x 2 X ; (64)
'(x a) = '(x) a ; 8 a 2 A ; 8x 2 X; (65)
Example 3.17. Let A be a Banach algebra with nonzero centre C(A) , and let J be an ideal
of A . Then, J can be considered as an A-bimodule X
J
, with the product in A as module
multiplication. For each a
0





(x) = x a
0
; 8 x 2 X
J
; (66)
is a bimodule map from X
J
into A .
Proposition 3.18. Let X be an A-bimodule, and ' a bimodule map from X into A . then,
the range '(X) of ' is an ideal of A .
Proof. Straightforward. 2
We next deal with the conditions under which the algebras associated to two arbitrary mod-
ule maps dened on the same A-module are isomorphic in the sense that there exists a bijective
module homomorphism (homomorphic module map) from one onto the other.
Proposition 3.19. Let ' and  be two contractive nonzero module maps from an A-module




(X) , then :
' =    and '(X) = (X) : (67)
Proof. Let x ; y 2 A
'
(X) . Then the module isomorphism character of  leads to :
[  (x)   '(x)] (y) = 0 ; 8 x ; y 2 A
'
(X) : (68)








)] 6= 0, would imply :
  0 , in contradiction with the assumption on  . The desired relation ' =    , follows.
12
This implies that '(X)  (X) . By using similar arguments as above with the inverse map

 1
of  , leads to the reverse inclusion : (X)  '(X) , and the proof is complete. 2




(X) are module isomorphic, then the







Theorem 3.20. Let X be an A-module and ';  be two contractive module maps from X into














































































Let K denote the common range of ' and  . By the canonical decomposition of linear maps,








) onto K , as follows :


























are one to one module



















































  : (74)







































































































































































































(X) , are module isomorphic. This completes the proof. 2
When in Theorem 3.20. above ' and  act on two dierent modules X and Y , we get :
Theorem 3.21. Let X and Y be two A-modules and ' ,  be two contractive module maps




(Y ) are module
homomorphic if  (resp. ') is one to one.
Proof. The assumption '(X) = (Y ) implies that, given x 2 X ; 9 y 2 Y such that :
'(x) = (y) 2 A. Hence, there exists a map  : X  ! Y satisfying :
X 3 x 7 ! y = (x) 2 Y () '(x) = (y) : (78)
One checks that  is well-dened ( is one to one), and linear.  is also a module map. Indeed,
let a 2 A ; z 2 X be such that : z = (ax) . Then :
'(a x) = a '(x) = a (y) ; where : y = (x) 2 Y : (79)
) '(a x) = [a (x)] () a (x) = (a x) = z ;
as desired.
From the denition of  , the following clearly holds : ' =   .
Now, let u; v 2 X and consider their product : uv 2 A
'
(X) . We get :
(u : v) =  ['(u) v] = '(u) (v)
=  [(u)] (v)
= (u)  (v) (product in A

) ;
and  is therefore a module homomorphism. 2
According to Theorem 3.3 ; (iii) , every submodule of X is a left ideal of A
'
(X). By analogy
with Theorem 2.2 in [3] ; page 311 , we ask :
Is it possible to characterize those Banach algebras whose underlying Banach spaces have module
structures such that the above property is satised ?
4 On A-module Banach algebras
We rst recall Theorem 2.2 ; [3]) , page 311 :
Theorem 4.1. Given a Banach algebra A , the following conditions are equivalent :
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(1) Every linear subspace of A is a left ideal;
(2) The product in A is given via some bounded linear form F on A as follows:
x  y = F (x) y ; 8 x ; y 2 X : 2 (80)
We also recall at this step, that an algebra A over the eld IF (IF = IR or IC) , is a






) left and right distributivity of the product with respect to the addition;
(A
3
) ( x)  y =  (x  y) = x  ( y) ; 8  2 IF ; 8 x ; y 2 A .
Remark 4.2. Theorem 4.1 above deals with the Banach algebra IC of complex numbers and a
Banach IC-module X . Our goal in the remainder of this paper will be to nd a generalization
of this theorem in the framework of A-modules X , for Banach algebras A 6= IC .
The following notion of A-module algebra involving an A-module X , is the natural general-
ization of the usual notion of (IC-module) algebra as recalled just above. As it will be seen soon,
A-module Banach algebras happen to be the most appropriate objects for the treatment of the
problem raised in Remark 4:2 .
Denition 4.3. Let A be a complex algebra. An A-module algebra is an A-module X
endowed with a complex algebra structure in the usual sense, and such that the algebra product
"  " and the module action of A on X satisfy the following axiom:
(a x)  y = x  (a y) = a (x  y) ; 8 x ; y 2 X ; 8 a 2 A : (81)
An A-module Banach algebra is an A-module algebra for which A is a Banach algebra and X,
a Banach A-module.
Example 4.4. (i) Consider a Banach algebra A , an A-bimodule X , and a bounded module
map ' : X  ! A . Then Theorem 3:3 implies that under each of the following assumptions :
 A is commutative ;
 X is a commutative A-bimodule;
A
'
(X) is an A-module Banach algebra.
(ii) The Banach algebra A(X ; F ) considered in [2] and [3] is an A-module Banach algebra
with A = IC .
(iii) Every commutative Banach algebra A viewed as an A-module over itself, is an A-module
Banach algebra.
At a rst step towards the generalization of Theorem 4.1 , let us consider
1
0
= A Banach algebra A which shares the main properties of IC , that is : A is topologically
simple, commutative and has a unit element u .
2
0
= An A-bimodule X with a cyclic vector e , that is, a nonzero vector e 2 X satisfying
Ae = eA = X .
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We have :
Lemma 4.5. Let ' be a nonzero bimodule map from an A-bimodule X into a commutative
topologically simple Banach algebra A with unit u . If X has a cyclic element e , then X is an
irreducible commutative unit-linked bimodule isomorphic to A .
Proof. Ker(') is a closed submodule of X and the space S dened by :
S = fa 2 A ; x = a e 2 Ker(')g ; (82)
is a closed ideal of A which, since A is simple satises S = f0g ; or S = A . But S = A would
mean that '  0 on Ae, and by continuity of ' , and the fact that Ae is norm-dense in X , we
would have : '  0 on X, contradicting the assumption on ' . Therefore ' is one to one, and
as a consequence, the unit u of A fullls :
u e = e : (83)
' being a bimodule map, we also get :
e u = e: (84)
Therefore, every a 2 A satises :
a (u e) = (a e) = a (e u) = (a e) u ; (85)
which implies :
a e = (u a) e = u (a e) = (a e) u ; (86)
and X is therefore unit-linked. A being commutative and ' a one to one bimodule map,
we have : 8 a 2 A ; '(ae   ea) = 0 ; it follows that ae = ea ; 8a 2 A , and hence :
e = e ; 8  2 A ; 8 x 2 X , proving that X is a commutative bimodule.
Finally, suppose that Y is a closed submodule of X and consider
M
Y
= fa 2 A ; a e 2 Y g : (87)
M
Y
is a closed ideal of A and satises therefore : M = f0g , or M = A . But, if M = f0g,
then the closedness of Y implies that : Y = f0g . In the other hand, if M
Y
= A , then
X = Ae =  M  X , which implies that : M = X . X is hence irreducible, and the proof is
complete. 2
Theorem 4.6. Let A be a topologically simple, commutative Banach algebra, and X, a unit-
linked A-bimodule admitting a vector e , such that Ae = eA = X . If X admits an A-module
Banach algebra structure say A(X), then A(X) = A
'
(X), for some contractive module map
' : X  ! A .
Proof. Since Ae = X , it follows that for x 2 X , there exists y(e; x) 2 A such that :
x  e = y(e; x) e ; (88)
where "  " denotes the product in A(X).
This shows that, to e is associated a map '
e
from X into A that fullls :
X 3 x 7 ! '
e
(x) = y(e; x) 2 A: (89)
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A being topologically simple and X being unit-linked, we get :
N
e
= fa 2 A ; a e = 0g = f0g ; (90)
and the above map '
e
is a well-dened linear map.
Moreover, for a 2 A and x 2 X , we have :
a ['
e
(x) e] = a (x  e)
= (a x)  e (according to relation 78)
= '
e




(a x) e = a ['
e
(x) e] = [a '
e
(x)] e ; (91)
which implies (since N
e
= f0g) , that :
'
e





is therefore a module map.
According to relations (88) and (89) , we get :
x : e = '
e
(x) e ; 8 x 2 X : (93)
Moreover, since X = Ae , we get for all x; y 2 X , some 
y





















Then, setting ' = '
e
, gives : A(X) = A
'
(X) .
A(X) being a Banach algebra, we get from the set of equalities above :
k '(x) y k = k x  y k  k x k k y k : (94)
' is hence a contractive module map, and the proof is complete. 2
For the next result, we remove from the hypotheses of Theorem 4.5 above, the condition :
A is topologically simple, and assume that X is just an irreducible A-bimodule. We get :
Theorem 4.7. Let A be a commutative Banach algebra, and assume that an irreducible
A-bimodule X admits a Banach algebra structure A(X) . Then A(X) = A
'
(X) , for some
bounded module map ' : X  ! A .
Proof. X being irreducible, there exists a cyclic vector e 2 Xnf0g . N
e
as dened in relation
(90) is a closed ideal of A , so that the quotient space B = A=N
e
, is a Banach algebra in the
usual sense. We endow X with a B-bimodule structure by dening the following actions of B
on X , where
e
a = (a + N
0
) 2 B :
e
a x = (a + N
e
) x = a x ; a 2 A ; x 2 X ; (95)
x
e
a = x (a + N
e
) = x a ; a 2 A ; x 2 X : (96)
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According to Theorem 4.6 , and using the continuity of the product in A(X) and the continuity
of the module multiplication, we get a module map
 : X  ! B , such that
x  y = (x) y ; 8 x ; y 2 X : (97)
But since B = (A) , where  denotes the canonical projection of A onto B = A=N
e
, we get
(X)  (A) and therefore, given x 2 X , there exists a
x






= '(x) , yields a well-dened module map from X into A , satisfying :
(x) = (a
x
) () '(x) = a
x
; a 2 A ; x 2 X (99)
()  =   ' : (100)
Now, the product in A(X) fullls :
x  y = (x) y = (  ')(x) y
=  ['(x)] y = ['(x) + N
e
] y
= '(x) y :
The continuity of the product in A(X) implies that ' is a contractive module map, and also
that A(X) = A
'
(X) , which completes the proof. 2
We keep on going further in making the assumptions in Theorem 4:5 weaker, by considering
now :
 a Banach algebra A , and
 an A-bimodule X with a cyclic vector e . Then we get:
Theorem 4.8. Let A be a Banach algebra and X , an A-bimodule with a cyclic vector e . If
X admits an A-module Banach algebra structure, say A(X) , then A(X) = A
'
(X) , for some
bounded module map ' : X  ! A .
Proof. e being cyclic satises : Ae = X = eA . The subspace N
e
of A , as dened in relation
(90) is a closed ideal. Indeed, N
e
is clearly a closed left ideal. Moreover, let a 2 A ;  2 N
e
.
Then, since ae 2 X = eA , there exists 
n



















(a)] = 0 ( 2 N
e
) :
Hence, by considering the Banach quotient algebra B = A=N
e
, similar arguments as in the
proof of Theorem 4:7 , yield the desired conclusion. 2
We nally can prove the following " almost " generalized version of Theorem 4:1 :
Theorem 4.9. Let A be a commutative Banach algebra, and let X be a commutative unit-
linked A-bimodule. Assume that X is an A-module Banach algebra, say A(X) such that every
submodule of X is a left ideal in A(X). Then there exists a closed submodule E  X , a
bounded module map ' : X  ! A , such that the following conditions are satised :
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(i) Given x 2 X , there exists a bounded module map '
x
: X  ! A ,
such that :
y  x = '
x
(y) x ; 8 y 2 X ; (101)
(ii) '
x
= ' ; 8 x 2 E ;
(iii) If y 2 XnE , then there exists 
y
2 Anf0g such that :
(a) 
y
y 2 E ;
(b) For all ideal J  A , the following holds :

y
J y  J y \ E : (102)
Proof. Let x 2 Xnf0g . Then the submodule Ax being a left ideal in A(X) , we have :
y x 2 A x () y x = '
x
(y) x ; 8 y 2 X ; (103)
where '
x
(y) 2 A . Hence, we get a map '
x
: X  ! A .
If N
x




is an ideal of A -
since X is commutative -) , and argue similarly as in the proof of Theorem 4:7 . So we assume
without loss of generality that N
x
= f0g. Then routine computations (cf. proof of Theorem
4.6) show that '
x
is a well-dened module map. Hence, to any x 2 Xnf0g, it is associated a
module map '
x
: X  ! A , satisfying :
y  x = '
x
(y) x ; 8 y 2 X ; (104)
which proves (i) .
We next show that the mapping which, to x assigns a module map '
x
, is constant on A x.
Indeed, let z = a x ; a 2 A ; then in virtue of the axiom (81) satised by A(X) , the following
holds :
y  z = '
z
(y) z = '
z
(y) a x ; 8 y 2 X : (105)
But we also have :
y  z = y  a x = a (y  x)
= a '
x
(y) x = '
x
(y) a x :







; 8 z 2 A x : (106)
For some xed value x = e of x , we set :
E = A e ; ' = '
e
; (107)
and (ii) is proved.
For e such as above, let y ; z 2 X . Then
z  (y + e) = '
y+e
(z) (y + e) = '
y+e
(z) y + '
y+e
(z) e
= z  y + z  e = '
y
(z) y + '(z) e ;
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Now, suppose that y 62 E , and that for some z
0











) 6= 0 . Then relation (106) implies the following :
8 y 62 E ; 9 
y













)] 2 A , and (a) is proved.
Moreover, for any ideal J  A , we have:
C
y
(J y)  J y
C
y
(J y) = J (C
y




The desired inclusion then follows, and the proof is complete. 2
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