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ANALYSIS OF ERROR GROWTH AND STAI?~ILITE- 
FOR THE NUMERICAL INTEGRATION O F  THE 
EQUATIONS O F  CHEMICAL KINETICS 
By D.E. Magnus and Harold S. Schechter  
ABSTRACT 
Seve ra l  s table  numerical  methods of i n t e g r a t i o n  a r e  
f o r  s o l v i n g  the equat ions  of chemical k i n e t i c s .  T h e  o n 1  
developed 
r l i m i t a -  
t i o n  upon t h e  i n t e g r a t i o n  s t e p s i z e  i s  imposed by t h e  t r u n c a t i o n  
error and the  r e s i d u a l  e r ror  introduced by the l i n e a r i z a t i o n  of 
t h e  o r d i n a r y  d i f f e r e n t i a l  equat ions  of  chemical k i n e t i c s .  How- 
ever ,  the  l i m i t a t i o n  i s  n o t  severe  and t h e  s t ab le  procedures  
produce a c c u r a t e  s o l u t i o n s  u s i n g  a s t e p s i z e  which i s  l a r g e  c o m -  
pared  t o  t h e  maximum s t ab le  s t e p s i z e  of s t anda rd  procedures .  
T h e  methods have been appl ied  t o  t h e  hydrogen-air  che i i i i s t ry  
system, and f o r  a given problem the amount of machine t i m e  w a s  
reduced by a fac tor  of 10 t o  2 0  a s  compared t o  o t h e r  methods 
of i n t e g r a t i o n .  A l s o  f o r  d i s s o c i a t i n g  a i r  chemistry,  t h e  method 
produced a c c u r a t e  s o l u t i o n s  w i t h  a s u b s t a n t i a l  sav ing  i n  m a c h i n c  
t i m e .  The  numerical  r e s u l t s  f o r  these t w o  chemis t ry  systems 
are  reported he re in .  
1. INTRODUCTION 
A chemical r e a c t i o n  involv ing  n s p e c i e s  can be r ep resen ted  
by n-coupled non-l inear  o r d i n a r y  d i f f e r e n t i a l  equa t ions  (ODE). I n  
t h e  s imples t  form t h e  independent v a r i a b l e  can be taken as  t i m e ,  
and given t h e  a p p r o p r i a t e  n i n i t i a l  c o n d i t i o n s  a t  s o m e  t i m e ,  t , 
t h e  mathematical  model i s  p r o p e r l y  posed f o r  i n t e g r a t i o n .  A 
v a r i e t y  of s tandard  numerical  p rocedures  can be used t o  i n t e g r a t e  
t h e s e  equat ions ,  b u t  u n f o r t u n a t e l y  t h e s e  procedures  (Runge-Kutta, 
p r e d i c t o r - c o r r e c t o r ,  etc.)  e x h i b i t  u n s t a b l e  behavior  f o r  s t e p s i z e s  
which a r e  very  s m a l l  compared t o  t h e  domain o f  i n t e g r a t i o n ,  
Consequently, l a r g e  amounts of  machine t i m e  may be r equ i r ed  t o  
i n t e g r a t e  t h e  equa t ions  over  r easonab le  domains. 
0 
(to, t f )  . 
I n  c l a s s i c a l  i n v e s t i g a t i o n s  of  techniques  f o r  i n t e g r a t i n g  
o r d i n a r y  d i f f e r e n t i a l  equa t ions ,  t h e  problem of  i n s t a b i l i t y  i s  
d iscussed  from the viewpoint  o f  t h e  s o l u t i o n  behavior  as  t h e  s t ep -  
s i z e ,  h ,  approaches zero.  The s o l u t i o n  of t h e  f i n i t e  d i f f e r e n c e  
equat ions  a t  h = O ,  should n o t  have ex t raneous  s o l u t i o n s  which w i l l  
dominate t h e  d e s i r e d  r e s u l t s ;  m u l t i s t e p  procedures  s a t i s f y i n g  t h i s  
requirement a r e  termed s t r o n g l y  s table .  However, t h e  u n s t a b l e  
behavior  of t h e  equa t ions  of chemical k i n e t i c s  i s  of a d i f f e r e n t  
type involv ing  t h e  s o l u t i o n  behavior  as  t h e  s t e p s i z e  i s  inc reased .  
S ince  t h e  t r u n c a t i o n  e r r o r  w i l l  t end  t o  i n c r e a s e  i n  s o m e  w e l l -  
behaved manner as s t e p s i z e  i n c r e a s e s ,  t h e  numerical  s o l u t i o n  should 
" smoo th ly"  d e p a r t  f r o m  t h e  e x a c t  s o l u t i o n  as  t h e  s t e p s i z e  i s  inc reased .  
When i n t e g r a t i n g  t h e  chemical k i n e t i c  equa t ions  by s t anda rd  numerical  
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methods, t h e  smooth depa r tu re  e x i s t s  o n l y  t o  some maximum s t a b l e  
s t e p s i z e  h which i s  i n v e r s e l y  p ropor t iona l  t o  t h e  L ipsch i t z  
c o n s t a n t  of t h e  system. Above t h i s  va lue  of s t e p s i z e ,  t h e  
numerical  s o l u t i o n  d e p a r t s  r a d i c a l l y  from t h e  t r u e  s o l u t i o n .  
Numerical techniques e x h i b i t i n g  such behavior a r e  termed p a r t i a l l y  
u n s t a b l e  i n  t h i s  r e p o r t .  Although t h e  s tandard  s i n g l e  and m u l t i -  
s t e p  i n t e g r a t i o n  methods (such a s  E u l e r ,  Adams-Moulton, Runge- 
Kutta ,  e t c . )  a r e  we l l - su i t ed  t o  a v a r i e t y  of problem a r e a s ,  t h e  
methods a r e  p a r t i a l l y  uns t ab le  and n o t  p r a c t i c a l  f o r  i n t e g r a t i n g  
ODE wi th  l a r g e  L i p s c h i t z  cons t an t s  a s  found i n  t h e  equat ions  of 
chemical k i n e t i c s .  (Other problems from phys ic s  have t h e  same 
c h a r a c t e r i s t i c s ;  for example, c o n t r o l  sys tem problems have a s i m i l a r  
behavior  a s  i n d i c a t e d  i n  t h e  in t roduc t ion  of Ref. 1.) 
S 
I n  t h i s  r e p o r t ,  a c l a s s  of numerical procedures  which a r e  
s t a b l e  a r e  descr ibed  and inves t iga t ed  for t h e i r  e r r o r  behavior .  
I n  Sec t ion  3 ,  t h e  d e r i v a t i z n  of these  numerical  procedures  i s  des- 
c r ibed  from s e v e r a l  p o i n t s  of view. The numerical  i n t e g r a t i o n  
formulas,  which a r e  termed a s  r a t i o n a l  approximation methods, a r e  
i n i t i a l l y  der ived  us ing  " t r i a l  f a m i l y  techniques"  wherein t h e  func- 
t i o n s  a r e  polynomials.  The methods a r e  t h e n i n t e r p r e t e d  using 
ana log ie s  wi th  more f ami l a r  i n t e g r a t i o n  approximations,  and l a s t l y  
t h i s  whole c l a s s  of i n t e g r a t o r s  i s  developed from t h e  viewpoint of 
r a t i o n a l  approximation of t h e  exponent ia l  func t ion .  T h i s  l a t t e r  
approach is  convenient ly  descr ibed i n  terms of t h e  Pade series and 
1 
3 
r ep resen t s  t h e  "best" uncond i t iona l ly  s t a b l e  procedures .  
The procedures  under d i scuss ion  are  d i r e c t l y  applicable t o  
a system of l i n e a r  o rd ina ry  d i f f e r e n t i a l  equat ions ,  which of 
course  have an exponent ia l  form of s o l u t i o n .  I n  Sec t ion  4,  t h e  
t runca t ion  and propagated errors associated w i t h  s e v e r a l  r a t i o n a l  
approximation methods are descr ibed  and compared f o r  such l i n e a r  
d i f f e r e n t i a l  equat ions.  The s a m e  i n t e g r a t i o n  methods may be 
app l i ed  t o  systems of non-l inear  d i f f e r e n t i a l  equa t ions  f o r  chemical 
k i n e t i c s  by in t roducing  an a d d i t i o n a l  opera t ion :  namely, the non- 
l i n e a r  d i f f e r e n t i a l  equat ions  are l i n e a r i z e d  by a s t r a igh t fo rward  
app l i ca t ion  of T a y l o r ' s  S e r i e s  f o r  n v a r i a b l e s .  By l i n e a r i z i n g  t h e  
equat ions  t w o  a d d i t i o n a l  problems ar ise:  
(1) Since  the Tay lo r ' s  Series i s  t runca ted  a f t e r  the second 
t e r m ,  a r e s i d u a l  error i s  introduced and i t s  e f f e c t  upon the numer- 
i ca l  s o l u t i o n  must be included i n  any numerical  a n a l y s i s  s tudy  and 
i n t e r p r e t a t i o n  o f  r e s u l t s .  
( 2 )  The l i n e a r  form of the equat ions  must be recomputed a t  
each s t e p  of  the numerical c a l c u l a t i o n .  
I n  Sect ion 4, t h e  r e s i d u a l  error h a s  been included i n  t h e  
propagated error express ion ,  and t o  i l l u s t r a t e  the importance of 
r e s i d u a l  e r r o r  upon p r a c t i c a l  problems t h e  r e s u l t s  from t w o  d i f f e r -  
e n t  chemistry systems a r e  reported i n  Sec t ion  6. F i r s t ,  the error  
behavior  r e s u l t s  f r o m  a de t a i l ed  s tudy  o f  t h e  hydrogen oxygen corn- 
4 
b u s t i o n  process a re  given. Then the chemical r e a c t i o n s  i n  a 
d i s s o c i a t i n g  a i r  system behind a bow shock a r e  r epor t ed  upon. 
For  t h e  sake  o f  s i m p l i c i t y ,  t h e  only charged p a r t i c l e s  i n  t h e  
a i r  system are NO 
ga t ed  error i s  i l l u s t r a t e d ,  and numerical  comparisons are made 
wi th  r e su l t s  from t h e  Runge-Kutta procedure.  
-I- and e-. The e f f e c t  of s t e p s i z e  on t h e  propa- 
The r a t i o n a l  approximation method i s  n o t  l i m i t e d  i n  s tep-  
s i z e  because of s t a b i l i t y  requirements and l a r g e  s t e p s  are  p o s s i b l e  
wi thout  i n t roduc ing  excess ive  e r r o r .  However, because t h e  pro- 
cedure r e q u i r e s  t h e  recomputation of t h e  l i n e a r  form a t  each s t e p ,  
t h e  e v a l u a t i o n  of t h e  procedure a g a i n s t  s t anda rd  methods must in-  
c lude  more than  j u s t  cons ide ra t ions  of s t e p s i z e .  The eva lua t ion  
must be made wi th  respect t o  o v e r - a l l  t i m e  on t h e  computer f o r  a 
g iven  problem. Such r e s u l t s  can be ob ta ined  b y  making a d e t a i l e d  
count o f  o p e r a t i o n s  o r  a c t u a l l y  running and t iming  problems on a 
computer. The l a t t e r  approach has been used i n  t h e  s tudy ,  and for 
t h e  t w o  chemistry systems repor ted  i n  Sec t ion  6 ,  t h e  r a t i o n a l  
approximation method r e q u i r e s  s i g n i f i c a n t l y  less  computer t ime 
than s t anda rd  methods. These t iming s t u d i e s  have been performed 
wi thou t  any p a r t i c u l a r  a t t e n t i o n  g iven  t o  opt imiz ing  t h e  codes 
o r  l o g i c .  
5 
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2 .  STATEMENT OF THE, WORK 
Problems i n  chemical k i n e t i c s  g ive  r i s e  t o  d i f f e r e n t i a l  
equat ions of t h e  form: 
where n is t h e  number of r e a c t i n g  s p e c i e s ,  m i s  t h e  t o t a l  number 
of r eac t ions  ( t h e  s u m  of forward and r eve r se  r e a c t i o n s ) ,  Y i  i s  the 
number of moles p e r  u n i t  mass of t h e  mixture ,  and the  do t  denotes  
d i f f e r e n t i a t i o n  wi th  r e s p e c t  t o  t i m e .  T and a r e  t h e  temperature  
and d e n s i t y ,  r e s p e c t i v e l y .  The s t o i c h i o m e t r i c  c o e f f i c i e n t s  V I  i j  and 
V "  a r e  def ined  by t h e  fol lowing express ion  f o r  t h e  j th  chemical i j  
r e a c t i o n  equat ion:  
= f V "  p 
V I i j  Ri i j  i 
i=l i= 1 
where R and P a r e  t h e  r e a c t a n t s  and p roduc t s ,  r e s p e c t i v e l y .  The 
r e a c t i o n  r a t e  f o r  t h e  j th r e a c t i o n  i s  k which i s  taken a s  a func-  
t i o n  of temperature only and has  t h e  form 
i i 
j 
b .  
k . ( ~ )  = a T ' exp ( - e . / ~ )  
3 j 3 
where a b , and e a r e  cons t an t s .  
j '  j j 
These equat ions  d e f i n e  a sys t em of n f i r s t  o rde r  d i f f e r e n t -  
i a l  equat ions which can be expressed i n  gene ra l  form a s  
'. I 
where y i s  a v e c t o r  valued funct ion of t ,  ( y i ( t ) )  and f is  a 
( 2 . 2 )  
v e c t o r  valued func t ion  of t and y, 
i n i t i a l  vec to r  y t h e  system of ODE i s  t o  be i n t e g r a t e d  over  t h e  
0, 
t i m e  domain ( to, tf) .  To complete t h e  s p e c i f i c a t i o n  of t h e  
problem, r e l a t i o n s h i p s  a r e  required f o r  t h e  computation of d e n s i t y  
( f i  ( t ,  y l ,  . . . , y n ) ) .  Given t h e  
and temperature .  These r e l a t i o n s h i p s  a r e  t h e  equat ion of s t a t e  and 
a d e f i n i t i o n  of en tha lpy  a s  a func t ion  of temperature .  
Many methods have been devised f o r  ob ta in ing  a numerical  
s o l u t i o n  of (2.2), However, most of these  methods w i l l  no t  g ive  a 
v a l i d  s o l u t i o n  i f  t h e  s t e p s i z e  h becomes too  l a r g e .  Although t h e  
t r u n c a t i o n  e r r o r  i n c r e a s e s  i n  a smooth manner a s  h i n c r e a s e s ,  t h e  
numerical  s o l u t i o n  becomes uns tab le  when h exceeds a c e r t a i n  
c r i t i c a l  value.  Even i f  t h e  t runca t ion  o r  round-off e r r o r s  a r e  
sma l lp  t h e  propagated e r r o r  becomes unbounded because the  ampli- 
f i c a t i o n  t e r m  i n  t h e  e r r o r  expressionhas a spectralradius greater thm one. 
The uns t ab le  behavior  can be i l l u s t r a t e d  and understood by 
cons ider ing  t h e  e r r o r  behavior  of t h e  E u l e r  method. Let  
- - - 
k = y  + h f  'k+ 1 k ( 2 . 3 )  
- 
and t and k+ 1 k' where f k 
tk = kh. 
d i scuss ion .  The t r u e  s o l u t i o n  can be expressed a s  
= f (tk, yk) , h i s  t h e  s t e p s i z e  between t 
The s t e p s i z e ,  h ,  can be assumed a cons t an t  f o r  t h i s  
7 
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ht- 1 = yk + ' h f  + 7 'k+ 1 k 
where T t he  t runca t ion  e r r o r .  By s u b t r a c t i n g  ( 2 . 3 )  f r o m  ( 2 . 4 ) ,  
applying t h e  mean va lue  theorem, and l e t t i n g  e k - Yk- Yk' the 
k+l - 
e r r o r  expression becomes 
k +1 e k+ 1 = ( I +  h d ' )  aY e k + T  ( 2  5 )  
k -  
where - a f  i s  t h e  mat r ix  [q] . The ope ra to r  on the  e r r o r  t e r m  e 
a Y  
i s  the  ampl i f ica t ion  mat r ix  which determines the  s t a b i l i t y  behavior  
of t h e  sys tem of equat ions.  
t h a t  af is a cons tan t  (e.g.  t h e  vec tor  f is a l i n e a r  func t ion  of y), 
an i n i t i a l  e r r o r  vec to r  e produces t h e  fo l lowing  e r r o r  vec to r  a f t e r  
k+l  steps: 




e k+ 1 = ( I + h " )  a Y  e 0 (2.6) 
a f  
a Y  
I f  the e igenvalues  of - have p o s i t i v e  r e a l  p a r t s ,  t he  solu-  
t i o n  would be inc reas ing  and the  e r r o r  might a l s o  be expected t o  
inc rease .  However, i f  t h e  e igenvalues  a l l  have negat ive  r e a l  p a r t s  
and an e r r o r  i nc reases  from one s t e p  t o  t h e  next ,  t h e  numerical  
s o l u t i o n  w i l l  then be p a r t i a l l y  uns tab le .  A more complete d i scuss ion  
of s t a b i l i t y  w i l l  be found i n  Sec t ion  3 ,  b u t  t h e  above d e s c r i p t i o n  




If the error generated by Euler's method is not to increase, 
the eigenvalues of the amplification matrix I + h - must be less 
than one in absolute value. Otherwise, as the matrix is raised 
to higher powers, the norm of the error vector will continually 





where at> 0. 
sufficient condition for stability is 
Then by imposing the stability requirement, a 
If 6 i s  large, as in the chemical kinetic case, this require- 
ment may result in a small h and a large amount of computing time 
if the domain of integration is large. The above behavior for the 
Euler method is characteristic of most standard single and multi- 
step methods. Extending the analysis to the more complicated 
methods does not present any difficulty other than cumbersome 
algebra and has been reported in Ref. 3 .  For the purpose of later 
discussion, the stability criteria for the fourth order Runge Kutta 
method is 
9 
where X i s  a r e a l  e igenvalue of the systex. 
I n  a t tempt ing  t o  f i n d  a method f o r  which t h e  s t e p s i z e  i s  not  
so dependent upon t h e  magnitude of t h e  eigenvalues  of the  system of 
equat ionsbeing solved,  an i t e r a t i v e  method might be considered.  
I f  t h e  s o l u t i o n  i s  i t e r a t e d  a number of t i m e s  f o r  each s t e p ,  t h e  
e r r o r  might no t  c o n t i n u a l l y  grow even though the  s t e p s i z e  i s  l a r g e .  
Unfortunately,  i f  t h e  e igenvalues  o f  t he  sys t em a r e  l a r g e ,  a small  
s t e p s i z e  i s  necessary i f  t h e  i t e r a t i v e  method i s  t o  converge. 
This  can be i l l u s t r a t e d  by t h e  following method based on t h e  t r ape -  
z o i d a l  r u l e  f o r  i n t e g r a t i o n  
i+l - h i 
- yk + -(f + fk+l) 'k+ 1 2 k  
where i i s  t h e  index counter  f o r  the i t e r a t i o n s .  The d i f f e r e n c e  
di+ 1 between t h e  r e s u l t  a t  i t e r a t i o n  (i+l) and (1) i s  ( t h e  index 
k i s  dropped f o r  s i m p l i c i t y j  
Again t h e  mat r ix  af was assumed cons t an t .  
convergent;  t h a t  i s ,  i t s  eigenvalues  A, mus t  have a modulus l e s s  
than one. Hence, t h e  s t e p s i z e  must  s a t i s f y  
The mat r ix  h - a f  mus t  be 
aY aY 
l i  
A 




Again i f  X i s  l a r g e ,  t h e  s t e p s i z e  i s  r e s t r i c t e d  t o  a very  
s m a l l  va lue .  
The equa t ions  d e s c r i b i n g  t h e  chemical r e a c t i o n  f o r  t h e  com- 
bus t ion  of hydrogen i n  a i r  can be used t o  i l l u s t r a t e  t h e  restric- 
t i o n  on s t e p s i z e .  I n  a t y p i c a l  case t h e  s o l u t i o n  might be d e s i r e d  
over  a t i m e  domain o f  .01 seconds. However, t h e  magnitude of t h e  
l a r g e s t  e igenvalue  o f  t h e  system w i l l  be about  10 , and t h e  Euler  
method would r e q u i r e  a s t e p s i z e  h < 2 x 10 (seconds)  t o  remain 
6 
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s t a b l e .  Hence 5000 s t e p s  would be needed t o  complete t h e  problem. 
S i m i l a r i l y  t h e  i t e r a t i o n  method would r e q u i r e  a g r e a t  number of  
s t e p s .  These s m a l l  steps are  r equ i r ed  even though l i t t l e  change 
might occur  i n  t h e  s o l u t i o n  from one s t e p  t o  t h e  next .  
Other  methods which a r e  n o t  s t e p s i z e  l i m i t e d  because of 
s t a b i l i t y  must be considered.  I n  t h e  n e x t  s e c t i o n ,  s e v e r a l  such 
methods w i l l  be d iscussed .  
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3 .  DEVELOPMENT OF STABLE INTEGRATION METHOD 
I n  order  t o  s tudy  t h e  s t a b i l i t y  of a numerical  method of 
s o l u t i o n  fo r  t h e  sys tem of o rd ina ry  d i f f e r e n t i a l  equat ions  (2 .2 ) ,  
t h e  na ture  of t h e  s o l u t i o n  must  be d iscussed .  If  a component of 
t h e  a n a l y t i c a l  s o l u t i o n  i s  growing, t h e  numerical  e r r o r  could 
‘also be expected t o  grow. This  type of e r r o r  growth which i s  
due t o  the  na tu re  of t h e  equat ions  i s  n o t  regarded a s  an i n s t a b i l -  
i t y  of the numerical  method. However, i f  an error, once i n t r o -  
duced, cont inues t o  grow even though t h e  t r a n s i e n t  p a r t  of t h e  
s o l u t i o n  decays, t h e  numerical  method w i l l  no t  be s t a b l e .  A decay- 
i n g  s o l u t i o n  can be c h a r a c t e r i z e d  by t h e  f a c t  t h a t  t h e  e igenvalues  
of t h e  matr ix  af/ay whose gene ra l  element i s  af i /ay j  w i l l  have 
nega t ive  r e a l  p a r t s .  These cons ide ra t ions  lead  t o  t h e  fol lowing 
d e f i n i t i o n  of numerical  s t a b i l i t y  used  i n  t h i s  r e p o r t .  
A numerical method of s o l u t i o n  f o r  ODE of t h e  form ( 2 . 2 )  i s  
s t a b l e  i f  an e r r o r ,  once introduced,  decreases  from s t e p  t o  s t e p  
when t h e  eigenvalues  of a f / ay  have nega t ive  r e a l  p a r t s .  
As was shown i n  Sec t ion  2 ,  many methods become uns t ab le  i f  
t h e  s t e p s i z e  i s  t o o  l a r g e .  Methods w i l l  be developed i n  t h i s  
s e c t i o n  which a r e  s t a b l e  f o r  any s t e p s i z e .  The only  r e s t r i c t i o n  
on t h e  s t e p s i z e  w i l l  be due t o  t h e  e r r o r  introduced b y  t h e  na tu re  
of  numerical .approximations.  This  e r r o r ,  which i s  i n h e r e n t  i n  any 
1 2  
numerical  method involv ing  t runca t ion  and round-off, may accumulate 
b u t  n o t  g r o w  i n  an unbounded manner. While t h e s e  methods a re  
developed f o r  l i n e a r  d i f f e r e n t i a l  equat ions ,  it w i l l  be shown 
t h a t  they  can a l so  be applied t o  a g e n e r a l  system o f  non l inea r  
equa t ions  w h i c h  i nc lude  t h e  equat ions  of chemical k i n e t i c s  as  a 
spec ia l  case. 
T h e  method of  d e r i v a t i o n  might best be understood by f i r s t  con- 
s i d e r i n g  a s i n g l e  ODE of t h e  form 
9 = ay + b. 
Assume as a " t r i a l  family" s o l u t i o n  a s imple l i n e a r  func t ion  of 
t ;  t h a t  is ,  
y = yo + ct .  
Now impose t h a t  the l i n e a r  s o l u t i o n  s a m f i e s  t h e  d i f f e r e n t i a l  
equat ion  a t  t=h. Hence, 
I t  then  fol lows t h a t  
c = (ayo + b)/(l-ah) . 
T h e  s o l u t i o n  would then  be 
+ b ) h  . y ( h )  = y + (1-ah) (aye -1 
0 
1 3  
A l t e r n a t i v e l y ,  it could be r equ i r ed  t h a t  
J 
- ac t  - b) d t = O  . h ' - ay - b ) d t  = (c  - ayo .Th 0 (ir 0 
I n  t h i s  case the i n t e g r a l  o f  t h e  error i n  t h e  approximation i s  made 
zero  over  the i n t e r v a l  (0 ,h )  and 
1 c = b y o  + b ) / ( I  - 7 ah)  
1 -1 
y ( h )  = yo + (1- 7 ah)  (ayo + b ) h  . 
These i d e a s  will now be gene ra l i zed  t o  a system of equa t ions  and 
a polynomial o f  any order i n  t. 
wi th  cons t an t  c o e f f i c i e n t s  
Consider a system of  N l i n e a r  ODE 
wi th  i n i t i a l  c o n d i t i o n s  
Y ( t , )  = Y o  
I n  order  t o  solve these equa t ions ,  assume a s o l u t i o n  of t h e  form 
w h e r e  t h e  ciare t o  be determined i n  such a manner t h a t  G ( t )  s a t i s -  
f i e s  equat ion ( 3 . 1 )  i n  the i n t e r v a l  (0 ,h )  wi th  t h e  e r r o r  e ( t ) .  
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Substituting (3.2) into ( 3 . 1 )  leads to the equation 
The coefficients c can be determined by weighing the error e(t) 
by several different methods. 
i 
The method of collocation would 
require that the error vanish at specified points in the interval 
whereas a subdomain technique requires the integrated error to be 
zero over various subintervals. Expressed in equation form, 
these two methods impose 
collocation: e(t.1 = el:) = o for j = 1 , 2 , .  . .m (3 .4 )  
3 
subdomain: 'p  e(t) dt = 0 for j=1,2,. . .m ( 3 . 5 )  
j -1  t 
Although other techniques such as Galerkin or least Squares, 
which impose still different conditions on the error, are useful 
in various types of problems, these mgthods do not seem to offer 
any advantage toward the development of stable integration procedures. 
As will be shown subsequently, the class of stable methods can be 
represented in a general !:arm and consideration of the Galerkin or 
leastsquares method is not necessary nor desirable from the view- 
point of truncation error. 
For the collocation method, the following equations for the 
c are obtained from (3.4). and ( 3 . 3 ) :  i 
Similarily for the subdomain method using (3.5) a n d  (3.3), we obtain 
15 
i- 1 
c = AYo + b  j = 1 , 2  ... m 
i 
i=l 
(3 .7 )  
Using either (3.6) or ( 3 . 7 ) ,  a set of coefficients c. 1.can be com- 
puted and upon introducing these coefficients into equation (3 .2 ) ,  
the desired integration formulas can be obtained. 
the algebraic operations appear in Appendix A for  m = 1 and 2 ,  and 
only the final integration formulas are tabulated below: 
The details of 
Collocation Method 
y(h) = yo + h(I-hA)-l ( A y  0 + b) 
( 3 . 8 )  
-1 
= (I-hA) (Yo + hb) 
for  m = 1 
y(h) = yo + h(I-3/4'hA + 1/4 h2 A 2 ) - l  (1-1/4 hA) (Ay 0 + b) 
= (I-3/4 hA + 1/4 h2 A 2 ) - '  [(I + 1/4 hA)yo+ (1-1/4 hA) lit:] 
(3.?) 
fo r  m = 2 
Subdomain Method 
(3.10) 
= (I - 1/2 hA)-l [(I + 1/2 hA)Yo + hb] 
fo r  m = 1 
16 
-1 
y ( h )  = yo + h[I- 1/2 hA + 1 / 1 2  (hAI2]  (Ayo + b )  
-1 
= [I- 1/2 hA + 1/12 (hA)*] [(I+ 1/2  hA + 1/12(hA)2)y 0 + hb] 
(3.11) f o r  m - 2 
High order i n t e g r a t i o n  procedures  ( m  > 2 )  can be obtained i n  
a s imi l a r  manner. However, from the viewpoint  of a p p l i c a t i o n  t o  
t h e  problems of chemical k i n e t i c s ,  t h e s e  h i g h e r  o r d e r  schemes a r e  
n o t  of g r e a t  i n t e r e s t .  As w i l l  be i l l u s t r a t e d  i n  Sec t ion  4 ,  t h e  
r e s i d u a l  error in t roduced  by l i n e a r i z i n g  t h e  ODE nega tes  any 
advantage de r ived  from t h e  s m a l l  t r u n c a t i o n  error achieved w i t h  
h i g h e r  order methods. 
Having once de r ived  formulas (3 .8)  through (3.11), s e v e r a l  
o t h e r  i n t e r p r e t a t i o n s  may be given. For example, t h e  formulas 
can be developed f o r  i n t e g r a t i n g  y' b e t w e e n  t h e  p o i n t s  t = t 
t = t + h  i n  t h e  fol lowing manner. I f  t h e  lowest  o r d e r  i m p l i c i t  




y ( h )  = Yo+ h $'(h) = yo+ h ( A y ( h )  + b )  
and upon t r anspos ing  
o r  
y ( h )  = (I--)-' (YD+hb 
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The above equa t ion  i s  t h e  p rev ious ly  de r ived  equat ion  ( 3 . 8 ) .  
When y i s  i n t e g r a t e d  us ing  t h e  t r a p e z o i d a l  r u l e  
Transposing and so lv ing  
y ( h )  = (1-1 /2  hA)-' [(I+ 1 / 2  hA) yo + h b ]  
The above equat ion  corresponds t o  equat ion  (3.10) f o r  t h e  sub- 
domain method w i t h  m = l .  
The second o r d e r  equat ion  (3.9) f o r  c o l l o c a t i o n  i s  ob ta ined  
when m o r e  weight  i s  g iven  t o  the r i g h t  end p o i n t .  B y  i n t roduc ing  
t h e  second d e r i v a t i v e  i n t o  t h e  i n t e g r a t i o n  formula 
y ( h )  = yo + 1/4 h (Go + 39(h)) - 1/8 h2j 'I ' (h) 
2 - + 1 / 4  h (Ayo+b + 3Ay(h) + 3b) - 1/8h A(Ay(h) + b)  - yo 
Thm rear ranging  
2 -1 
y ( h )  = (I - 3/4hA + 1/4 (hA) ) ( ( I  + 1/4hA)y0+ (1-1/4 hA) hb)  
F i n a l l y  a formula can be obta ined  which u t i l i z e s  t h e  i n t e r p o l a t i n g  
polynomial i n  t e r m s  of 3 and 7 a t  bo th  end p o i n t s  of t h e  
s t e p ,  and 
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Rearranging t h e  t e r m s ,  
2 -1 
y ( h )  = (I- 1 / 2  hA + 1 / 1 2 ( h A )  ) [(I + 1 / 2  hA + 1/12(hA)2)y 0 + hb]  
Thus t h e  i n t e g r a t i o n  procedure (3.11) de r ived  from t h e  subdomain 
method w i t h  m=2 i s  obta ined .  
Hence a l l  of t h e  i n t e g r a t i o n  procedures  obta ined  from t h e  poly-  
nomial t r i a l  fami ly  approach have i n t e r p r e t a t i o n s  i n  terms of o t h e r  
i n t e g r a t i o n  formulas a f t e r  s u i t a b l e  a l g e b r a i c  manipulat ion.  Th i s  
manipulat ion of  t h e  in t eg ra t ion ,  formulas i s  possible because t h e  
s y s t e m  of e q u a t i o r s i s  l i n e a r  and sugges t s  t h e  p o s s i b i l i t y  of a g e n e r a l  
approach t o  t h e  de.r ivat ion o f  i n t e g r a t o r s  us ing  known properties of  




exp (hA)= I + hA + 1/2 ( h A )  + ....... 
Equation (3.12) i s  s i m i l a r  i n  form t o  t h e  numerical  i n t e g r a t i o n  
formulas (3.8) through (3 .11 ) .  The equa t ions  become i d e n t i c a l  i f  
t h e  exponen t i a l  t e r m  i n  (3.12) i s  r ep laced  by t h e  correspond- 
i n g  r a t i o n a l  approximations i n  the i n t e g r a t i o n  formulas.  
i 9  
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Fur the r  s tudy i n d i c a t e s  t h a t  wi th  t h e  except ion  of  ( 3 . 9 ) ,  t h e  
r a t i o n a l  approximat iomare  i d e n t i c a l  w i th  those  obta ined  from t h e  
P a d d t a b l e  for t h e  exponent ia l  r 'unction. Each of the  e n t r i e s  i n  
the  t a b l e  a r e  polynominals Pand Q of degree p and q,  r e s p e c t i v e l y ,  
such t h a t  
hA -1 
e = Q  P + E ( h A )  
t h a t  i s ,  the  r a t i o n a l  approximation ag rees  wi th  t h e  power series 
of exp (hA) f o r  a t  l e a s t  p + q + 1 t e r m s .  The r e s i d u a l  e r r o r  i s  
denoted by E(hA). 
p o n e n t i a l  func t ion  (Ref.4) a r e  given by 
The polynomials i n  t h e  Pade'Table f o r  t he  ex- 
(hA) 
-q-k)! p! 
(p+q) !k! (p-k) ! P =  k= 0 
' (p+q-k) !q! k (-m) = (p+q) :k : (q-k) !  
k= 0 
- 
By eva lua t ing  t h e s e  formulas f o r  t he  fol lowing t h r e e  cases :  
(1) p = O ,  q=1, ( 2 )  p=q=l,  and ( 3 )  p=q=2, and apply ing  the  r e s u l t s  
t o  equat ion (3.12), t he  i n t e g r a t i o n  equat ions  ( 3 . 8 ) ,  (3.10) and 
( 3 . 1 1 )  a re  obta ined ,  r e s p e c t i v e l y .  Equation (3.9)  cannot be 
de r ived  from t h e  pade ' table ,  b u t  i n  t h e  nex t  s e e t i o n  i t  w i l l  
be shown t h a t  t h e  corresponding Pade'table e n t r y  f o r  p = l  and q=2 
i s  s i m i l a r  and has  a sma l l e r  t r u n c a t i o n  than ( 3 . 9 ) .  
2 0  
/ By us ing  t h e  Pade t a b l e ,  t h e  d i f f e r e n t  i n t e g r a t i o n  formulas 
can be de r ived  i n  a u n i f i e d  manner, and very l i t t l e  e f f o r t  i s  needed 
t o  develop formulas o f  any o rde r .  The t runca t ion  e r r o r  of  t h e s e  
formulas may a l s o  be obta ined  d i r e c t l y  from the  Pade'theory. 
/ Because  of t h e  gene ra l  n a t u r e  o f  such Pade approximation, i n t e -  
g r a t i o n  formulas which arise from them s h a l l  be c a l l e d  Pade i n t e -  
g r a t i o n  formulas. 
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These methods m u s t  now be examined from t h e  viewpoint of 
s t a b i l i t y .  A l l  of t h e  methods discussed a r e  of t h e  form 
where R r e p r e s e n t s  s o m e  polynominal i n  (hA). Applying  t h e  method 
i n  a s t e p  by s t e p  manner y i e l d s  
where y = y ( k h ) .  The t r u e  so lu t ion  y can also be expressed a s  k 
+ T  -1 
'k+ 1 = Q P yk + Q-l R b  k+ 1 
( 3 . 1 3 )  
(3.14) 
i s  t h e  t r u n c a t i o n  e r r o r .  Denote t h e  e r r o r  a t  each s t e p  k+ 1 where 7 
e = Yk - Yk k 
and s u b t r a c t  (3.U) from (3.14) t o  o b t a i n  
21 
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( 3 . 1 5 )  k + l  - = (Q P )  ek + T k+ 1 e 
In  order  t o  see how an e r r o r  from any source propagates ,  w e  
may neglec t  t h e  t runca t ion  e r r o r  t e r m  and assume t h a t  a s i n g l e  
e r r o r  e is  committed a t  one s t e p ,  say  t h e  f i r s t  s t e p .  Equation 
C 3 15) then becomes 
0 
k -1 2 ... = (Q I?) eo - -1 -1 e = Q  P e  = (Q P )  e k k- 1 k-2 
(3 .16 )  
A f t e r  k steps an i n i t i a l  e r r o r  e 
t h e  ampl i f i ca t ion  mat r ix  (Q P ) .  
w i l l  grow o r  decay depending upon 
0 
-1 
From the d e f i n i t i o n  of s t a b i l i t y ,  when t h e  e igenvalues  of t h e  
mat r ix  A have negat ive  real  p a r t s ,  e 
Since e i s  a cons t an t ,  e can decrease  only i f  t h e  mat r ix  (Q P )  
i s  convergent; t h a t  is, t h e  e igenvalues  of ( Q - l P )  must be less 
than one i n  abso lu t e  va lue .  For 
mat r ix  A i n  (3.1), t h e r e  i s  a corresponding eigenvalue f o r  Q P .  
For convenience, t h e  s t a b i l i t y  c r i t e r i a  i s  s t a t e d  i n  t e r m s  of h 
by us ing  




every e igenvalue  A .  1 of t h e  
-1 
Thus t h e  s t a b i l i t y  requirement becomes 
2 2  
where the complex eigenvalue 1 = hX = - CY + is ( C Y  > 0 ) .  
t h e  fol lowing t a b l e ,  t h e  complex eigenvalue polynominals for 
P(X) and Q ( X )  are given f o r  each i n t e g r a t i o n  procedure.  
I n  
Table of Complex Eiqenvalue Polvnominals 
Equation N o .  P (1) Q (XI 
3 . 8  1 ( l+a)  - is 
1 1 (1- - CY) + - i g  
4 4 3 . 9  
3.10 1 1 
2 2 
(1 - - a) + - is 
3 1 2 2  
4 4 1 + - a + - ( a - f i )  
-i@ (4 + - CY) 3 1  2 
1 1 (1 + - 2 CY) - - 2 is 
1 1 7 2  l + - C Y + - ( C Y - B )  1 1 2 2  
(Cr’-B ) + i,B(y - - a) 1 1  2 12 6 2 12 1 - - 01 + - 3.11 
The t a b u l a t e d  va lues  of P(1) and Q ( x )  s a t i s f y  t h e  s t a b i l i t y  c r i t e r i a  
(3.131, and, consequently,  a l l  of t h e  i n t e g r a t i o n  procedures  a r e  
s table  wi th in  our  d e f i n i t i o n .  S i n c e  t h e  s t e p s i z e ,  h ,  does n o t  ex- 
p l i c i t l y  e n t e r  i n t o  t h e  above ana lys i s ,  our  conclusions a r e  f o r  a l l  
va lues  of  h. 
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4. ERROR BEHAVIOR O F  THE 
RATIONAL APPROXIMATION MXTHODS 
Once a numerical  method for s o l v i n g  a problem h a s  been developed,  
it must be examined t o  e s t a b l i s h  how w e l l  it approximates t h e  a c t u a l  
s o l u t i o n  t o  t h e  problem. If  t h e  error cannot  be k e p t  w i t h i n  reason- 
a b l e  bounds, the method w i l l  n o t  be of  any p r a c t i c a l  va lue .  For a 
known i n i t i a l  e r r o r ,  the i n v e s t i g a t i o n  of s t a b i l i t y  (Sec t ion  3 )  
i n d i c a t e s  t h e  behavior  of the e r r o r  growth or  decay as  t h e  i n t e g r a -  
, kion cont inues  from step to s t e p .  I n  t h i s  s e c t i o n ,  t h e  methods of 
i n t e g r a t i o n  w i l l  be examined from t h e  viewpoint  of t h e  types of 
e r r o r s  introduced a t  each s t e p  by t h e  numerical  approximations.  
These e r r o r s  a r e  caused by the t r u n c a t i o n  i n  o u r  i n t e g r a t i o n  
formulas,  t h e  r e s idua l  error in t roduced  by l i n e a r i z i n g  t h e  equa t ions  
a t  each step and round-off. The former t w o  sou rces  of  e r r o r  w i l l  
be d iscussed ,  b u t  the l a t t e r  type  of error w i l l  n o t  be cons idered  
i n  t h i s  r epor t .  
The step by s t e p  t r u n c a t i o n  e r r o r  of  any of t h e  formulas 
(3.8)  through (3.11) may be eva lua ted  wi th  t h e  h e l p  of T a y l o r ' s  
formula. Thesolutionof (3.1)  may be w r i t t e n  a s  
Y(h) = Yo + h? (0) + - h 3 (0) + ... + - 1 hn+l  Y ( n + l )  ( 7 7 )  1 2  21 ( n + l )  : 
An 9 (77) 1 2  1 hn+l  A? (0) + ... + - ( n + l )  != yo + h? (0) + -2: h 
I-l-1 
s i n c e  (3 .1)  may be d i f f e r e n t i a t e d  t o  y i e l d  ~ ( ~ ' ( t )  = A 9 ( t ) .  
2 4  
Each of t h e  i n t e g r a t i o n  formulas (3.8) through (3.11) can be 
expanded and compared wi th  (4.1) t o  o b t a i n  t h e  t r u n c a t i o n  error 
7. For example, equat ion (3.8) can be expanded a s  
. 
Sub t rac t ing  (4 .2 )  from (4.1) def ines  t h e  t r u n c a t i o n  e r r o r  
2 
7 = h - A ( I - h A ) - l  [ 5 (I-m)?'(Q) - $ '  (011 
If (hA) i s  a convergent matr ix ,  then 
(4.3) 
Simi la r  express ions  f o r  t runca t ion  e r r o r  can be der ived  f o r  a l l  
of t h e  r a t i o n a l  approximations and are t a b u l a t e d  below: 
TABLE, 1 - TRUNCATION ERRORS 
Formula N o .  
( 3 . 8 )  
(3.9) 
3 2  1 1 3 1 2 2 - 1  
h A [ a  9 ( Q ) -  g (I- 4 hA + - 4 h A 
Behavior 
0 ( h2A) 
3 2  
O(h A 
(I-hA)PO] 
TABLE I - TRUNCATION ERRORS (CONT) 
Formula No. Behavior 
(3.10) 3 2  O(h A 
5 4  
5 4  1 1 1 1 2 2 - 1  
h A [E 9 '  ( V I -  - (I- - hA + - h A ) O(h A 144 2 12 (3.11) 
The truncation error can also be derived using the theory of 
Pade' approximations. 
a numerator and a denominator that are polynominals of degree p and 
q respectively, agree with the Taylor's s d e s  expansion of the 
function for at least p + q + 1 terms. In this sense, it is the 
"best" approximation. As mentioned in Section 3 ,  formula (3.10) 
corresponds to p = q = 1, and then from the remainder term in 
Taylor's formula the truncation term must be O(h ) which is the 
value given in the above table. Similar results can be established 
for formulas ( 3 . 8 )  and (3.11) for the cases of p = 0, q = 1, and 
p = q - 2,  respectively. Now consider the equivalent Pade'approxi- 
mation for ( 3 . 9 )  which requires p = 1 and q = 2. For these values, 
the approximation to the exponential is 
The Pade' rational approximations, which have 
3 
2 1 1 hA P = [I - - hA + - (hA)2]-1 [I + 3 hA) 
1 3 6 e 
4 and the corresponding truncation error is O(h ) .  However, from the 
table for (3 . !4) ,  7 = O(h ) indicating a less accurate integration 
f o rmu 1 a. 
3 
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The t r u n c a t i o n  e r r o r  i n  Table I can  be used i n  t h e  usua l  manner: 
namely, t h e  behavior of t h e  error f o r  va r ious  s t e p s i z e s  can  be 
p r e d i c t e d  and f o r  s u f f i c i e n t l y  small va lues  of  h t h e  accuracy of 
va r ious  methods compared. For example, t h e  e r r o r  f o r  (3.11) i s  
comparable t o  t h e  f o u r t h  o rde r  Runge-Kutta method. 
Now cons ider  t h e  nonl inear  s y s t e m  of ODE ( 2 . 2 ) ,  which are 
r e w r i t t e n  he re  
9 '  = f b y )  : y ( t o )  = Yo (2.2) 
The system is reduced to  t h e  form of (3 .1 )  by expanding t h e  func t ion  
f i n  a T a y l o r ' s  S e r i e s  and neglec t ing  h igh  o r d e r  t e r m s :  
(4 .5 )  
af 2 
9 = f ( t 0 , Y O ) +  G(tO,YO 1 4 + o(Ay 1 
) denotes  t h e  mat r ix  A i n  (3.1) w i th  (to, yo 
af 
where Ay = y-yo and 
elements  
The i n d i c e s  i and j denote  t h e  ith and jth elements i n  t h e  
f and y v e c t o r s ,  r e spec t ive ly .  Hence grouping t e r m s  a s  i n  (3.1)  
= Ay + b + O ( h y 2 )  
Since t h e  equat ion  must he  l i n e a r i z e d  a t  each s t e p  of t h e  i n t e -  
g r a t i o n ,  t h e  r e s i d u a l  e r r o r ,  which i s  denoted by tk+fO(Ay ) 2 
1 2 7  
for the kth step, must be introduced in equation (3.151, 
-1 
e k+ 1 = (Q P)ek + Q - ~ R  tk+l+’rk+l 
Again, assuming the matrix A and the vector b are nearly constant 
over (k+l)  steps then 
Equation (4.7) which is similar to (3.16) includes the influence 
of the truncation error and the residual error of linearization. 
Again, the amplification matrix Q P must be a convergent matrix 
fo r  a stable system. The rate of decay of (Q P )  and the magni- 
t u d e  of the error Q 
is decreasing w,ith k. determine whether 
ization and the truncation errors appear together, the integration 
iretnod for a particular type of problem should be selected to achieve 
;? truncation error approximately the same size as the linearization 
-1 
-1 k 
-1 R 4 + Tk introduced at each step will k 
Since the linear- Bk+1 
rror. Hence, if a large residual error is present, a low order 
-- tegration formula should be used. 
5. IMPLEMENTATION ON A D I G I T A L  COMPJTE 
/ The Pade approximations fo r  i n t e g r a t i o n  have been used t o  
so lve  two s e t s  of d i f f e r e n t i a l  equat ions of t h e  form ( 2 . 1 )  
a r i s i n g  from two d i f f e r e n t  chemistry systems.  The r e a c t i o n  
equat ions  and r e s u l t i n g  d i f f e r e n t i a l  equat ions  f o r  these  systems 
w i l l  be  found i n  Appendix B. Although t h e  equat ions  of t h e  
systems a r e  s i m i l a r  i n  form the i r  s o l u t i o n s  have d i f f e r e n t  char- 
a c t e r i s t i c s .  Chemistry systems which a r e  s i g n i f i c a n t l y  d i f f e r -  
e n t  i n  behavior  have been chosen t o  demonstrate t h e  s u i t a b i l i t y  
of t h e  i n t e g r a t i o n  procedures under cons ide ra t ion .  One system 
r e p r e s e n t s  hydrogen b u r n i n g  i n  a i r .  I n i t i a l l y ,  t h e  s p e c i e s  t h a t  
were zero  become l a r g e r  while  t h e  temperature  remains almost con- 
s t a n t .  Then i g n i t i o n  occurs  and t h e  temperature  and spec ie s  
change r a p i d l y  over a s h o r t  i n t e r v a l .  F i n a l l y  t h e  process  slows 
down a s  equi l ibr ium i s  approached. The second chemistry sys tem i s  
f o r  d i s s o c i a t i n g  a i r  wi th  t h e  charged s p e c i e s  restrlctcd t o  MC! and  
e . The i n i t i a l  cond i t ions  a r e  taken d i r e c t l y  behind a bow shock, 
assuming t h e  spec ie s  a r e  f rozen ac ross  t h e  shock. The spec ie s  
t h a t  were i n i t i a l l y  zero almost immediately assume l a r g e  va lues ,  
while  t h e  temperature  r a p i d l y  decreases .  The d i g i t a l  computer 
programs f o r  t h e s e  two chemistry sys tems u s e  s i m i l a r  i n t e g r a t i o n  






In orde r  t o  use  the Pade i n t e g r a t i o n  method, eq. (2.1) mus t  
be l inea r i zed .  This equat ion  can be w r i t t e n  i n  t h e  gene ra l  form 
9 = f (y ,T,D),  and when expanded through f irst  o r d e r  terms, t h e  
l i n e a r i z e d  equat ion becomes 
where y,  f ,  bf/aT and bf/ap are v e c t o r s ,  af/dy i s  a ma t r ix  and 
impl ies  t h e  func t ion  is  eva lua ted  a t  t h e  beginning of t h e  
( )o 
s t ep .  The form of af/by f o r  t h e  t w o  chemistry systems under con- 
s i d e r a t i o n  will be found i n  Appendix B. 
To c l e a r l y  understand the r e s u l t s  of the l i n e a r i z a t i o n ,  a 
Such a t e r m  might have the form t y p i c a l  t e r m  will be examined. 
R = k . ( T )  P Y,Y, j 3 
Now expanding R through second o r d e r  t e r m s ,  
j 
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There are l i n e a r  terms i n  ATand A p  i n  a d d i t i o n  t o  t h e  l i n e a r  
terrn i n  Ayis 
d e r i v e d  from d i f f e r e n t i a l  equationsand hence cannot  appear e x p l i c i t l y  
i n  t h e  i n t e g r a t i o n  scheme. The temperature i s  obta ined  by us ing  
polynomial f i t s  o f  en tha lpy  t a b l e s  and t h e  equat ion  of s t a t e  i s  used 
f o r  t h e  d e n s i t y .  I n  t h e  hydrogen case, t h e  en tha lpy  f o r  each s p e c i e s  
i s  a l i n e a r  func t ion  o f  temperature  ove r  t h e  e n t i r e  reg ion  of i n t e r e s t .  
For t h e  a i r  chemistry,  t h e  en tha lpy  i s  approximated by q u a d r a t i c  
f i t s  ove r  t h r e e  d i s c r e t e  temperature i n t e r v a l s  which cover t h e  reg ion  
from 0 t o  6000 K. T h e  c o e f f i c i e n t s a n d  o t h e r  d e t a i l s  of t h e  f i t s  a r e  
l i s t ed  i n  Appendix B. 
Unfor tuna te ly ,  the temperature  and d e n s i t y  a r e  n o t  
0 
The s i g n i f i c a n t  changes i n  t h e  temperature  and d e n s i t y  f o r  
the hydrogen-air  r e a c t i o n  a r e  confined t o  a small  p o r t i o n  o f  t h e  
domain of i n t e g r a t i o n  ( t  , t f ) .  
s t e p ,  t h e  change i n  t h e s e  parameters  i s  r e l a t i v e l y  s m a l l ,  and con- 
sequent ly ,  t h e  l i n e a r  t e r m s  involv ing  Apand AT a r e  neglec ted  
a long  wi th  a l l  h ighe r  o r d e r  terms. Then t h e  s i m p l i f i e d  l i n e a r  
With r e s p e c t  t o  a n  i n t e g r a t i o n  
0 
approximation becomes: 
R j - (kj(T)DYrYs), + ( 5 . 3 )  
These s i m p l i f i c a t i o n s  are  n o t  p o s s i b l e  f o r  t h e  a i r  chemistry 
system, because of t h e  l a r g e  change i n  temperature  ( e . g .  1000°K) 
which can occur  ove r  an i n t e g r a t i o n  s t e p .  The product ion  t e r m s  
31 
for air are similar to (5.3) but with the term (k,(T)py,yo)o AT 
which is added to the constant term in the digital computer pro- 
gram. 
to iterate until the solution converges on the correct value. 
The density term involving Aphas been dropped in the linearized 
3 
Initially, AT is unknown and the program has been designed 
form for the air chemistry since its numerical magnitude was 
negligible compared to obher terms. However, with additional 
effort, the term could be included by considering the density a 
function of temperature as expressed by the equation of state and 
combining with the other terms in the linearized equation. 
For the hydrogen-air chemistry system, the integration method 
(3.11) has been used in the digital computer program. 
ity in the logic of the program, the stepsize is held constant 
over the domain of integration. A brief summary of the operations 
and their order of execution in the pr'ogram are given below: 
For simplic- 
1. The inputs for a problem are read-in and the program 
is initialized. 
2 .  The temperature is computed using the definition of 
enthalpy, i.e. h =Eai h.(T) where ai*e*mass frac- 
tiorsand hi itre the enthalpy fits of the species on 
page 46.. 
1 
3 .  The density is computed from the equation of state 
3 2  
4.  
5 .  
6. 
7.  
I n  
i z a t i o n  
The l i n e a r i z e d  form of  the  d i f f e r e n t i a l  equa t ions  i s  
computed i .e . ,  t h e  A matrix and b v e c t o r  of equat ion  
(3 .1 )  are formed. The equat ions  f o r  the elements  a 
of A appear  on page 49. .  
Using (3.11) a s  an i n t e g r a t i o n  procedure,  t h e  s p e c i e s  
a t  s t e p  ( k + l )  are computed. 
T i m e  is incremented by  the s t e p s i z e  h. 
S t eps  2 through 6 are repeated u n t i l  t h e  e n t i r e  
domain (t  t ) is covered. 
ij 
0' f 
the a i r  chemistry system the r e s i d u a l  error  due t o  l i n e a r -  
i s  l a r g e r  t han  i n  the hydrogen a i r  system. Consequently, 
a l o w  order i n t e g r a t i o n  procedure i s  adequate  from t h e  viewpoint  
of  cons i s t ency  between the r e s i d u a l  and t r r ;nca t ion  errors. For 
t h i s  reason,  the d i g i t a l  computer program h a s  been designed around 
i n t e g r a t i o n  procedure (3 .10) .  Fo r  s i m p l i c i t y  t h e  o r i g i n a l  program 
assumed a c o n s t a n t  s t e p s i z e .  However, the behavior  of t h e  s o l u t i o n  
immediately i n d i c a t e d  t h a t  a v a r i a b l e  s t e p s i z e  would be very  advan- 
tageous ,  and the l o g i c  f o r  a v a r i a b l e  s t e p s i z e  has  been in t roduced .  
( I n  Sec t ion  6 ,  r e s u l t s  from both programs are  g i v e n ) .  The sequence 
of  s t e p s  i n  t h i s  d i g i t a l  computer program i s  as fol lows:  
1. The i n p u t s  f o r  a problem a r e  read- in  and t h e  program 
i s  i n i t i a l i z e d .  
2.  The temperature  i s  computed f r a n t h e  d e f i n i t i o n  of  en- 
t h a l p y  us ing  a Newton Raphson i t e r a t i o n  procedure.  The 
en tha lpy  f i t s  appear  on page 5 2  . 
3 3\ 
3. The change in temperature AT is calculated for use with 
the linearized equations. 
4. If after the first integration step, the temperature 
change does not agree with the predicted AT, a regula- 
falsi iteration method is started and steps 3 through 
8 are repeated until the sequence AT"), AT(')---- 
converges. 
5. If AT is larger than a maximum input v a l u e  A3 max, the 
stepsize h is halved and the integration repeated with 
the new stepsize. If 2AT < AT the stepsize h is 
doubled. 
ma.x, 
6. The density is computed from the equation of state. 
7. The linearized form of the differential equation is 
computed; the contribution from the AT temperature 
term is included in the b vector of equation (3.1). 
The A matrix is defined by the equations on page 55. 
8 .  Using (3.10) as an integration procedure, the species at 
step (k+l )  are computed. 
9. Time is incremented by the current stepsize. 
10. Steps 2 through 9 are repeated until the domain 
(to,tf) is covered. 
Regarding the method of programming any of the integration 
procedures ( 3 . 8 )  through (3.11), the inversion of a matrix is 
not required. 
ing a system of linear simultaneous equation. 
Rather the solution for yk+l is obtained by solv- 
The coefficient 
matrix is shown inverted in equation (3.8) through (3.11). 
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6. D I S C U S S I O N S  OF NUMERICAL RESULTS 
The t w o  chemistry models which have been s t u d i e d  a r e  conven- ’ 
i e n t l y  compared by t h e  temperature  curves  shown i n  F igure  1. The 
lower tempera ture  curve i s  f o r  a hydrogen combustion r e a c t i o n .  I n  
t h e  i n i t i a l  reg ion ,  temperature  i s  almost  c o n s t a n t ,  b u t  a s  w i l l  be 
subsequent ly  shown i n  F igures  3 through 5 some of t h e  s p e c i e s  are  
r a p i d l y  changing. A t  about .5 x 10 seconds,  t h e  temperature  - 3  
beg ins  i n c r e a s i n g  i n  t h e  i g n i t i o n  region.  I n  t h e  f i n a l  reg ion  which 
i s  n o t  inc luded  on t h e  graph, the temperature  changes s lowly w i t h  
t i m e  a s  t h e  mixture  approaches equi l ibr ium.  The r e a c t i o n  was 
s t u d i e d  over  a t i m e  domain of approximately .1 second and du r ing  
t h i s  p e r i o d  t h e  temperature  changed about  1000 K. 0 
The upper curve i n  F igure  1 i s  f o r  t h e  a i r  chemistry system 
desc r ibed  i n  Appendix B. The problems i n v e s t i g a t e d  a r e  typical  of 
t he  phenomenon d i r e c t l y  behind the  bow shock of a r e -en t ry  v e h i c l e .  
The f r e e  stream concen t r a t ions  of spcc ies ,  whj ch a r e  assumed f rozen  
a c r o s s  t h e  shock, a r e  t h e  i n i t i a l  c o n d i t i o n s  for  t h e  chemical reac-  
t i o n  system. The temperature  immediately beg ins  a r ap id  change 
0 -5 
from i t s  i n i t i a l  va lue  a t  23 ,000  K,  and i n  about  5 x 1 0  seconds,  
0 t h e  temperature  i s  reduced t o  8000 K. During t h e  remaining p o r t i o n  
of t h e  r e a c t i o n ,  t h e  temperature  changes s lowly a s  t h e  mixture  
approaches equ i l ib r ium a t  about  7400 K. 0 
From t h e  numerical  a n a l y s i s  r e s u l t s  i n  Sec t ion  4 ,  an i n t e re s t -  
i n g  obse rva t ion  can be made about t h e  numerical  behavior  of t h e s e  
two chemis t ry  systems. B e c a u s e  t h e  hydrogen s y s t e m  undergoes r e l a -  
t i v e l y  s m a l l  tanpcrature chancjes w i th  t i m e ,  t h e  r e s i d u a l  e r r o r  
35 
from linearization will not be as large as in the case of the air 
chemistry. Hence, the stepsize %rtbhydrOgmsystem should be 
substantially larger than the stepsize of the air system. In 
fact, the hydrogen system required a stepsize which was 5 x 10 
and the largest stepsize for the air system was only 5 x 10 . 
-5 
-7 
In Figure 2, the solid curve represents temperature as a 
function of time computed from the Kunge-Kutta scheme for 
hydrogen chemistry with the following initial conditions: 
P = .135 atm (constant throughout the run) 
8 
cy = -1277 x 10 H 
cy = 0.0 
H2 0 
Q - .2291069 
O2 - 
Q! = .2106 x lo-* 0 
0.0 a =  
OH 
= ,756574 (a constant) 
where a is the mass fraction. 
to Section 2 is approximately 2.5 x LO seconds. For the purpose 
of the actual calculation, a stepsize of 2 x 10 has been used 
over the entire domain of integration. The same calculation has 
been repeated using the rational approximation method (3.11) fo r  
several different stepsizes. Some of the temperature results are 
shown for h = 25 h and 50 h I in Figure 2. The large stepsize 
produces a maximum error of approximately 4 per cent which is 





a s a t i s f a c t o r y  agreement f o r  t h i s  type  of problem. For h = 5 0  h , 
t h e  e n t i r e  e r r o r  curve of temperature i s  a l s o  shown i n  Figure 2 .  
S 
The e r r o r  i s  a maximum i n  t h e  region where t h e  temperature der iva-  
t i v e  i s  l a r g e ,  a s  would be expected from t h e  e r r o r  propagat ion ex- 
pression. 
The spec ie s  c a l c u l a t i o n s  f o r  t h e  same problem a r e  found i n  
and Q! r e spec t ive ly .  From t h e s e  OH’ Figure  3 ,  
f i g u r e s ,  it i s  ev iden t  t h a t  t h e  r a t i o n a l  approximation method pro- 
duced good agreement with t h e  Runge-Kutta method f o r  h = 2 5  hs. 
h = 50 hs, somewhat l a r g e r  e r r o r s  are produced, b u t  depending 
upon t h e  a p p l i c a t i o n  even t h e s e  r e s u l t s  a r e  s a t i s f a c t o r y  i f  some 
of t h e  d e t a i l  i n  t h e  i g n i t i o n  region i s  not  required.  Regarding 
If 
t h e  use  of very l a r g e  s t e p s i z e s ,  the reason f o r  t h e  r e s t r i c t i o n  
h 50 h is ev iden t  i n  Figure 4 .  I f  a s t e p s i z e  of 100 h i s  
used, on ly  two p o i n t s  would be a v a i l a b l e  t o  d e f i n e  t h e  s t e p  func- 
S S 
t i o n  behavior i:: the species oc_ . The t r u n c a t i o n  e r r o r  upon 
H 
leav ing  t h i s  reg ion  would be very l a r g e  
e r r o r  would propagate throughout t h e  so lu t ion .  Furthermore, 
because t h e  e r r o r s  a r e  reduced by (Q P I ,  fewer s t e p s  impl ies  t h e  
ra te  of decay would be reduced. These t r ends  a r e  even ev iden t  f o r  
t h e  run where h = 50 hs. t h e  r e s u l t  i s  much lower 
than t h e  a c t u a l  so lu t ion .  Y e t  t h e  numerical method s u c c e s s f u l l y  
2 
( 1  9 I i s  l a r g e )  and t h i s  
-1 
A t  t = 6 x 
corrects t h i s  error  a t  t h e  next s t e p  i n d i c a t i n g  a s t a b l e  behavior.  
The comparison of  t h e  machine t i m e  requi red  t o  i n t e g r a t e  t h e  
equat ions  over  t h e  i n t e r v a l  ( 0 , . 0 5 )  i s  ind ica t ed  i n  t h e  following 
table: 3? 
Method 
Runge- Ku t t a 
( 3 . 1 1 )  w i t h  
h = 2 5 h  
( 3 . 1 1 )  w i t h  
h = 50 hs 
S 
TABLE I1 - COMPARISON OF MACHINE TIME 
(Running T i m e  of Method) 
Number of S teps  (Time of Runqe-Kutta Methodl 
2500 1 
100 .08 
50  .04 
Based upon o n l y  s t e p s i z e  c o n s i d e r a t i o n s ,  t h e  r a t i o n a l  method 
( 3 . 1 0 )  should be 2 5  to 50 t i m e s  a s  f a s t  as  t he  Runge-Kutta proced- 
ure.  A s  mentioned be fo re ,  t h e  r a t i o n a l  method r e q u i r e s  t h e  s o l u t i o n  
of a s e t  of l i n e a r  s imul taneous  equat ions  a t  each i n t e g r a t i o n  s t e p ,  
and because of t h e s e  added o p e r a t i o n s ,  t h e  saving i n  o v e r - a l l  running 
time i s  not d i r e c t l y  p ropor t iona l  t o  the  decrease  i n  t h e  number of 
s t e p s .  However, a s  ind ica t ed  i n  Table 11, t h e  r a t i o n a l  approximation 
method can reduce t h e  requi red  machine time by a f a c t o r  of 10 t o  2 0 .  
This reduct ion can be achieved without  any e f f s r t  t o  opt imize t h e  
code o r  the  a p p l i c a t i o n  of ingenious methods t o  perform some of t h e  
ope ra t ions .  
I n  F i g u r e s  6 and 7 some of t h e  r e s u l t s  from t h e  s tudy of a i r  
chemistry are shown. For t h i s  p a r t i c u l a r  problem t h e  fol lowing 
i n i t i a l  condi t ions  behind a b o w  shock have been used: 
T = 230OOOK p = 2 - 8 2  atmospheres ( c o n s t a n t )  
0 
= .238, (Y = . 7 6 2 ,  a l l  o t h e r  mass fkactions a r e  zero.  
2 N2 
The s o l i d  curves  aga in  are r e s u l t s  from t h e  Runge-Kutta procedure 
wi th  a c n n s t a n t  s t e p s i z e  t h a t  i s  smal le r  than t h e  s t a b i l i t y  l i m i t .  
The maximum stable  s t e p s i z e , h  , i s  1 x 1 0  a s  i n d i c a t e d  by t h e  
dominant nega t ive  e igenvalues  (see Table 111) which i n c i d e n t l y  
a r e  a lmost  c o n s t a n t  over  t h e  major p o r t i o n  of t h e  t i m e  i n t e r v a l .  
The dashed curves  are r e s u l t s  from t h e  r a t i o n a l  approximation method 
-8 
S 
-7 (3.10) w i t h  h = 2 0  h . The c a l c u l a t i o n  w a s  s t a r t e d  a t  t = 2 x 10 
seconds w i t h  t h e  i n i t i a l  va lue  of  the  s p e c i e s  taken from t h e  Runge- 
Kut ta  c a l c u l a t i o n .  There are two reasons f o r  n o t  s t a r t i n g  t h e  c a l -  
c u l a t i o n  a t  t = O .  F i r s t ,  t h e  temperature  i s  changing r a p i d l y  nea r  
S 
t h e  o r i g i n .  Using a l a r g e  s t e p s i z e ,  t h e  temperature  m u s t  change 
9000 K i n  t h e  f i r s t  s t e p ,  and t h e  r e s i d u a l  error due t o  l i n e a r i z a -  
t i o n  would be excess ive .  Even w i t h  t h e  i t e r a t i o n  procedure 
desc r ibed  i n  Sec t ion  5 ,  a s u i t a b l e  c o r r e c t i o n  f o r  such a l a r g e  
e r r o r  would n o t  be p o s s i b l e .  A second reason f o r  s t a r t i n g  t h e  
c a l c u l a t i o n  away f r o m  t h e  o r i g i n  is i n d i c a t e d  i n  F igu re  7 for  ths 
m a s s  f r a c t i o n  (Y . With a l a r g e  s t e p s i z e ,  t h e  i n i t i a l  d e t a i l  of 
t h e  s o l i d  curve  would have been  l o s t .  
0 
NO+ 
The same problem w a s  re run  with t h e  i d e n t i c a l  s t e p s i z e ,  and 
- 7  numerical  procedure,  b u t  t h e  s t a r t i n g  p o i n t  w a s  a t  t = 4 x 10 
seconds.  These r e s u l t s  a r e  denoted by t h e  symbol @ i n  F igu res  6 
and 7. There i s  c l o s e  agreement wi th  t h e  r e s u l t s  from t h e  Runge- 
Kutta  procedure.  Using a s t e p s i z e  of  50 h , t h e  problem was run 
a t h i r d  t i m e  and t h e  r e s u l t s  a r e  denoted by t h e  s y m b o l 0  . A s  
would be expected,  t h e  l a r g e r  t he  s t e p s i z e ,  t h e  more error i n  t h e  
S 
r e s u l t s .  The maximum e r r o r  i s  about 13 p e r  c e n t  f o r  CZ i n  F igure  
N W  
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TABLE 111 - DOMINANT NEGATIVE EIGENVALUE OF THE “A” MATRIX 
AS A FUNCTION OF TIME - AIR CHEMISTRY 










E iqenva lue 






- 2.69 x 10 
- 2.92 x 10 
- 2.89 x 10 
- 2.84 x 10 
- 2 .67  x 10 
8 - 2.65 x 10 
8 - 2.57 x 10 
-6 
7 a t  t = .8 x 10  seconds. This e r r o r  i s  a t t r i b u t e d  t o  the  l a r g e  
change i n  temperature and spec ies  over a s i n g l e  s tep .  
From the  above d i scuss ion ,  i t  should be ev ident  t h a t  a v a r i -  
ab l e  s t e p s i z e  would be advantageous f o r  t h i s  c l a s s  of a i r  chemistry 
problems. I n i t i a l l y ,  a small  s t e p  i s  d e s i r a b l e  t o  adequately d e f i n e  
t h e  changes i n  t h e  spec ie s ,  and a very l a r g e  s t e p  i s  s u i t a b l e  l a t e r  
i n  t h e  r eac t ion .  Consequently, a very simple c o n t r o l  on the  s tep-  
s i z e  has been introduced i n t o  the  program (see Sec t ion  5 ) .  The 
program ha lves  o r  doubles the  s t e p s i z e  depending upon the  p e r  
cen t  change i n  t h e  temperature.  With such a program, two r u n s  have 
been made and t h e  r e s u l t s  appear i n  F igures  8, 9 and 10. The agree- 
inent between t h e  resu l t s  from the  Runge-Kutta procedure and t h e  v a r i -  
a b l e  s t e p s i z e  runs i s  except iona l ly  good. Run N o .  2 ,  which permi t ted  
t h e  temperature  t o  change two p e r  cent  before  ha lv ing  the  s t e p s i z e ,  
extended over t h e  t i m e  i n t e r v a l  ( 0 . 1  x 10 ) and requi red  1/5 t o  
1/6 t he  time of t he  Runge-Kutta procedure.  Even a more s i g n i f i c a n t  
reduct ion i n  t h e  machine time can be expected f o r  more d i f f i c u l t  a i r  
chemistry problems. For example, r e s u l t s  from a i r  chemistry systems 
i n  stream tube c a l c u l a t i o n s  ind ica t e  t h a t  t h e  r a t i o n a l  approximation 
method can reduce t h e  machine t i m e  by a f a c t o r  of 15  t o  20 .  
-5 
The d i g i t a l  computer programs used t o  ob ta in  t h e  numerical  
resu l t s  f o r  t h e  hydrogen chemistry system were w r i t t e n  i n  FORTRAN 
language f o r  use on t h e  CDC 1 6 0 A  and the  I B M  7094. The a i r  chemistry 
r e s u l t s  were obtained from d i g i t a l  computer programs w r i t t e n  i n  
FORTRAN I V  f o r  u s e  on t h e  IBM 7094. 
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7. CONCLUSIONS 
Four of t h e  r a t i o n a l  approximation. methods of i n t e g r a t i o n  
have been s tudied  f o r  t h e i r  s t a b i l i t y  and propagated e r r o r  char- 
a c t e r i s t i c s .  These methods w e r e  shown t o  be s t a b l e  fo r  a l l  s t ep -  
s i z e s  and t h e r e f o r e  more s u i t a b l e  f o r  t h e  i n t e g r a t i o n  of chemical 
k i n e t i c  equat ions than s tandard  methods which a r e  p a r t i a l l y  un- 
s t a b l e .  The only l i m i t a t i o n  on t h e  s t e p s i z e  i s  caused by t h e  t r u n -  
c a t i o n  e r r o r  and t h e  r e s i d u a l  e r r o r  in t roduced  by t h e  l i n e a r i z a t i o n  
of t h e  o r i g i n a l  equat ions.  However, t h e  l i m i t a t i o n  i s  no t  severe  
s ince  t h e  s t e p s i z e  f o r  t h e  r a t i o n a l  approximation i s  s t i l l  s i g n i f i -  
c a n t l y  l a r g e r  than f o r  s tandard  methods. 
The methods of i n t e g r a t i o n  have been appl ied  t o  two d i f f e r e n t  
chemistry systems.  I n  t h e  case  of t h e  hydrogen-air  combustion 
problem, the  r e s u l t s  from t h e  r a t i o n a l  approximation method agree 
wel l  wi th  r e s u l t s  from tha  Runge-Kutta procedure.  The requi red  machine 
t i m s  was reduced by a f a c t o r  of 1 0  t o  2 0 .  A l s c  f o r  an a i r  chemistry 
system, accura te  r e su l t s  have been obta ined  and only 1/5 t o  1/6 of 
t h e  machine t i m e  used by t h e  Runge-Kutta procedure was r equ i r ed .  
Even much l a r g e r  r educ t ions  i n  machinetime ( 1 5  t o  2 0 )  have been 
achieved without  any s i g n i f i c a n t  loss of accuracy by r e l a x i n g  t h e  
c r i t e r i a  for s t e p s i z e  c o n t r o l  i n  t h e  program. A l l  of t h e  t i m i n g  
r e s u l t s  have been obta ined  without  any at tempt  t o  opt imize coding 
o r  procedures.  Hence, it i s  concluded t h a t  t h e  r a t i o n a l  approxima- 
t i o n  methods a r e  f a s t  and accu ra t e  i n t e g r a t i o n  procedures  and w e l l -  
s u i t e d  for  t h e  numerical  s o l u t i o n  of t h e  equat ion of chemical k i n e t i c s .  
4 2  
APPENDIX A 
SOLUTIONS FOR SPECIFIC INTEGRATION FORMULAS 
If m is set equal to 1 in Eq. ( 3 . 6 )  the result is 
(I-hA) CI ='AYo + b  
so that solving for c1 we have 
Using this expression for c1 in Eq. ( 3 . 2 )  with t = h we obtain 
formula ( 3 . 8 )  
iqh~fi  li = 1, ~ q .  ( 3 . 7 )  reduces to 
1 and replacing h by - 2 h in the preceeding equation, we immediately 
have Eq. ( 3 . 1 0 )  
Setting m = 2 in ( 3 . 6 )  results in the following two equations 
4? 




c1 = - - h2Ac2 + Ayo + b 
Substituting this expression for c1 into the second equation 
gives 
Substituting this expression for ca into the equation for c1 
The result of placing these expressions for c1 
Eq. ( 3 . 2 )  is Eq. ( 3 . 9 ) ;  
and c2 into 
- 1 1 
y(h) = [I- a hA + (hA)’/-’ d [(I+ 4 hA)yo+(I- 4 hA)hb-’ 
44 
. '  
Equation (3.7) yields the following equations when m = 2 
1 1 1 
4 
+ b  (I- - hA) Ci + (- 2 hI - 12 h2A) ~2 = Ayo 
(I- 3 hA) c1 + (hI- $ h2A) c2 = Ayo + b  
Subtracting the second equation from twice the first equation 
gives 
1 
6 c1 = - - h2A c2 + Ayo + b 
Replacing c1 in the second equation by this expression we have 
-1 
1 (hA)'! 7 A(Ayo+b) 
i 
The above expressions for c1 and c2 may now be used in Eq. (3.2) 
to obta in  ~ q .  (3.11) 
1 i ' -1 1 1  '(I+ - hA + - 12 (hA)2)yo + hbJ 1 
2 
- y(h) = I- - hA + - (hA) I i- 2 1 2  i 
In the above derivations, matrix polynomials with arguments 
involving the same matrix commute. 
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1. 
2 .  








H + 0 2  + O H + O  
O + & ‘ O H + H  
Hz + O H ’ H + H z O  
2 0 H  * 0 + H a 0  
H2 + X + 2 H + X  
H a 0  + X ‘ OH + H + X 
OH + X -+ 0 + H + X 
0 2 + X ’ 2 0 + X  
R e a c t  i o n s  
9. O H + O ‘ H + 0 2  
10 .  OH + H -, 0 + H2 
11. H + H z O  -+ Ha + OH 
1 2 .  0 + H2O + 2 0 H  
13. 2 H  + X + H2 + X 
14. OH + H + X -+ H 2 O  + X 
15. O + H + X ’ O H + X  
16.  2 o + x * & + x  
X is a c a t a l y s t  
E n t h a l p y  Relationships 
h hl - 0 
W Species Species  
No. Symbol - -
1 H 1 6 0 5 5 7 . 0  4.968 
2 0 16 4 2 5 5 . 9  0.31113 
3 Ha 0 i a  - 2 2 4 5 . 8  0.67856 
4 OH 1 7  1304.4 0.48735 
5 Oa 3 2  4 4 2 . 1 6  0 . 2 8 2 1 6  
6 Ha 2 6325.5 4.0975 
7 Na 28 480.0 0 . 3 0 7 2  
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D I F F E R E N T I A L  EQUATIONS FOR THE HYDROGEN-AIR SYSTEM 
where 
R l 2  = kl2  Pya y3 
The spec ie s  s u b s c r i p t s  a r e  def ined by t h e  o rde r ing  i n  t h e  enthalpy 
t a b l e  on page B-1. 
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1 2  




=ACTION RATE COEFFICIENTS 
k = a . T  b i  exp(-ei/T) 
i 1 
For t h e  Reactions on Page B-1  
a 
2. 4x101 ' 
3. 3x101 " 
6 .  3x101 
7. 6x101 " 
2. 4x101 
- 
1 . 2 ~ 1 0 " ~  
7. 5x101 





2.  O X l O l  
2 . 3 ~ 1 0 " ~  
3. O X l O 1 *  
2 .  2 X 1 O 1  
b - 
0.0  
0 . 0  
0.0 


























0 . 0  
0.0 
0 .0  
0 . 0  
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"8' MATRIX IN EQUATION ( 3 . 1 )  FOR HYDROGEN-AIR CHEMISTRY 
asti = 0 
49 
as3 = 0 
a65 = 0 
5 0  
A I R  CFEMISTRY 
1. 
2 .  
3 .  
4. 
5. 






02 + + 2 0  + 0 2  
& + 0 ‘ 2 0  + 0 
0 2  + X ‘ 2 0 + X  
N2 + N2 ’ 2 N  + Nz 
N2 + N ‘ 2 N + N  
N2 + X ’ 2 N + X  
NO + X -+ N + 0 + X 
O + N 2 ‘ N O + N  
NO + 0 -+ N + 0 2  
N2 + 0 2  -+ 2 N 0  
+ 
N + O ’ N O  + e -  










2 1 .  
2 2 .  
2 0  + 0 2  -+ 0 2  + 0 2  
2 0 + 0 - + 0 2  + o  
2 0 + X ’ O 2  + x  
2 N  + N2 + N2 + N2 
2 N + N ’ N 2  + N  
2 N + X ’ N 2  + X  
N + 0 + X -+ NO + X 
NO + N -+ 0 + N2 
N + O a  + N O + O  
2 N 0  -+ N2 + 0 2  
NO+ + e- -+ N + o 
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D I F F E R E N T I A L  EQUATIONS FOR D I S S O C I A T I N G  A I R  
w h e r e  
c 
i#1,6 yi 
& = k3 Pys 
R l Z  = k12 P”Y1YlYS 
2 
R 1 3  = kl3 P Y1 Y l Y 1  
2 
R l 4  = k r c  P Y lY1  yi 
i#ll 6 
The species subscripts are defined by t h e  order ing  i n  t h e  en tha lpy  
tab le  on page B-7. 
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REACTION RATE COEFFICIENTS 
k = a.T bi exp(-ei/T) 
i 1 
























e -b - a - 
2. 3x10' -1.0 5 9400 
8. 5x101 ' -1.0 59400 
3. oxlo$ ' 
3.8~10 '   
1. 3x10a 




2 .  0x10' 
1. 9x10' 
7. lxlol-" 























2 .  5x10' -0 .5  0 
2 .  oxlol ' -1.0 0 
7. O X l O l  e -1 .0 0 
1. 0x10' ' -1.0 0 
6 . 0 ~ 1 0 '  -0.5 0 
1 .5~10 '  0.0 0 
1 . 8 ~ 1 0 '  1 .5  3020 
1 . 0 ~ 1 0 ~  0.0 40000 
2. 0x10' e -1.0 0 
“A“MATR1X I N  EQUATION (3.1) FOR D I S S O C I A T I N G  A I R  CHEMISTRY 
a17 = 2k3 Py6 + k7 Pya - ke Py1 - 2k14 P2y1yr - kle P2Ylya 
55 
a h 3  = 0 as3 = 0 
a44 = - kaa PYe 4 =  - k a 2  PYS 
I 
To o b t a i n  aqi /aT r e p l a c e  R i n  t h e  expression fo r  qi by i 
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FIG. 4 .  MASS FRACTION a~ V S .  T I M E  
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