IPv6 is the successor internet protocol which will eventually replace IPv4. 
INTRODUCTION
IPv4 is the most dominating protocol for both wired and wireless medium, and this choice is leading towards the convergence of communication technology. IPv4 address is 32 bits which can address approximately 4.3 billion devices [1] . This was a huge number during its inception, but with the advent of new services and applications, this address pool is expected to run-out in 2011 [2] . The problem of IP address exhaustion has observed in the early 90's and to overcome from this problem different solution like Network Address Translation (NAT), Dynamic Host Configuration Protocol (DHCP) and Classless Inter-Domain Routing (CIDR) [3] .Despite of these short term solutions it is impossible to deal with the problem of IPv4 exhaustion. IPv6 is the next generation internet protocol which will eventually replace IPv4. IPv6 uses 128 bits and can address up to 2 128 devices which is 2 94 times more than IPv4. IPv6 offers several benefits like larger address space, improved header format, Built -in security, Multicast support, Mobility and Better support for QoS. Despite of several advantages of IPv6, both the protocols are incompatible and the adoption of IPv6 is very slow. Different transition techniques have been proposed for the smooth interoperation of the two protocols.
The main issue involved with IPv4 and IPv6 is Header overhead. The overhead involved with IP is header length of 20 bytes in case of IPv4 and that of 40 bytes in case of IPv6. This overhead will eventually increases in case of Tunneling where one header is encapsulated inside another header. This overhead would decrease the overall network performance, especially over wireless links where resources are scarce. These headers are of very less importance over hop to hop but serve extremely important purpose over end to end links [4] . So it's better to send compressed header at one end and decompress it at the other end. Header Compression is a method of compressing excess protocol headers while transporting over a link and uncompressing it at the other end of the link [5] . This compression can be done because most of the fields within a header consist of information which remains static throughout transmission or it may vary in a specific pattern. These header fields can be categorized as static, dynamic, static known, and inferred [6] . Figure 1 show the header fields for IPv6 and IPv4 Headers along with their classification. So in order to save network resources it is beneficial to send the compressed packet rather to send uncompressed one. Bandwidth is the most costly resource in cellular links. Processing power is very cheap in comparison. Implementation or computational simplicity of a header compression scheme is therefore of less importance than its compression ratio and robustness [7] . The compression gains which can be achieved through header compression are much more valuable over which we can sacrifice our computational complexity.
Rest of the paper is structured as follows: section II discusses about the Tunneling Mechanism specifically about 6 to 4 tunneling. Section III describes the about the existing header compression schemes. Section IV describes the related work in the direction of header compression. Section V describes the proposed methodology. Section VI concludes the paper.
TUNNELING
Tunneling is the transition method used when we want to send an IPv6 packet from an IPv6 source to IPv6 destination and the backbone network is based upon IPv4. Here in this case tunneling mechanism is used. Tunnels are used to carry an IPv6 packet through an IPv4 infrastructure or vice versa. This is the transition period and tunnels are the most widely used transition mechanism for the smooth interoperation of the two protocols. Different types of tunnels are deployed for different scenarios like host to host tunnels, router to router tunnels, host to router and router to host tunnels. Classification of tunneling mechanism is usually done by the encapsulating node which determines the address at the end of the tunnel. In Router-to-Router or Host-to-Router tunnels, the IPv6 datagram is tunneled to a router while in host-to-host or router-to-host tunnels, the IPv6 datagram is to its final destination. In tunneling at the source, an IPv6 packet is encapsulated inside an IPv4 packet, i.e. IPv4 is the carrier for IPv6 packet and at the destination the IPv4 header is striped off and the IPv6 packet is delivered to the intended destination. In the current scenario a large variety of tunnels are being used over network in several contexts like IP transition, mobility support, and security.
6 to 4 is an automatic tunneling mechanism that allows connecting IPv6 networks over IPv4 infrastructure to another IPv6 network [9] . Border router is used to configure automatic 6 to 4 tunnels and the tunnel end point is determined by the IPv4 address of the border router which is extracted from the IPv6 address prefix [12] compressing IP/UDP/RTP header compression is a detailed specification for RTP compression. Studies [13, 14] shows that the performance of these header compression techniques is quite poor in wireless links, as wireless links subject to high bit error rate (BER), high round trip time (RTT) and error prone. So there is a need of next generation header compression technique that can be used efficiently over wireless links. Robust Header Compression ROHC [7] is designed to improve the efficiency and robustness over wireless links, and can compress different protocol headers. ROHC can compress IP/UDP/RTP headers to just over one byte, even in the presence of severe channel impairments. This compression scheme can also compress IP/UDP and IP/ESP packet flows. Highlights a header compression algorithm that works end to end rather than node to node. No header compression algorithm support end-to-end compression for multimedia flows over ad hoc wireless networks. This could be a cost effective technique to raise the efficiency and resource utilization in end-to-end wireless networks. To measure the performance of SEEHOC algorithm it proposed an RTP/UDP/IP compressed header format over wired and wireless networks. Results prove that this algorithm improves the resource utilization without introducing overheads and improves the overall performance of the network. [20] Addresses the de-synchronization issues which lead to poor network performance. The authors argue that there is no need to preserve the header context while compressing or decompressing with ARHC integration in MANETs. If a packet is lost or corrupted, it will not affect the subsequent packets due to independence of successive compressed headers.
RELATED WORK

PROPOSED METHODOLOGY
Application layer along with the transport layer protocol either TCP or UDP, along with network layer protocol IP consists of a packet header. Most of the information in the packet remains static, or vary in a specific pattern or can be obtained from other fields. So it's better to compress such information and reduce the size of packet, so that the link can be efficiently utilized. Here in our proposed approach a sub layer is added between Network layer and Link layer. The task of this sub layer is to add profile id (p_id) and context id (c_id), in the form of header information. Profile Id will be used for compression and decompression pattern. Context Id is used to identify multiple flows in the tunnel. Different profiles are used like IPv6 only profile, IPv6/UDP, IPv6/TCP. Initially few packets are send uncompressed with p_id and c_id. Then this sub layer fetches uncompressed packet from the router queue at the network layer, apply compression algorithm compress the packet according to the particular profile and place it to the router queue. Figure 3 shows the position of sub layer along with the compressed header. At the other end of the tunnel, this compressed packet is decompressed according to the profile id mentioned in the compressed header.
Fig: 3
The following figure:4 depicts the scenario for tunnel header compression. Here IPv6 sender wants to sends an IPv6 packet to the IPv6 destination via an IPv4 backbone. Router A and B are dual stack routers where compression and decompression takes place.
Fig: 4
Algorithm Steps:
Step1: Router A Receives the IPv6 packet: Step1.1: Determines the next hop on the basis of routing table entries. Step1.2: Here next hop will be tunnels address.
Step 2: Here at this point IPv6 packet is encapsulated inside IPv4 packet.
Step 2.1: IPv4 Source Address: Tunnels source address.
Step 2.2: IPv4 destination Address: Tunnels end point.
Step 3: Initially send first few packets uncompressed to maintain context and the static information.
Step 3.1: Once context is established then go to step 4.
Step 4: At this point compression algorithm works:
Step 4.1: Before encapsulation, IPv6 header along with the upper layer headers is compressed;
Step 4.2: Now this compressed packet will be e0ncapsulated inside the IPv4 packet.
Step 4.3: This packets will be sent through the tunnel.
Step 5: At the tunnel end point: i.e. at router B
Step 5.1: IPv4 header is striped off.
Step 5.2: The compressed header will be decompressed according to the specific profile. Step 6: This IPv6 packet is routed onto the IPv6 LAN toward the destination address as specified in the IPv6 packet.
_______________________________________________________________________________________
CONCLUSION
Tunneling is most widely used solution for the interoperation of the two protocols till the entire networks is switched towards IPv6. In this paper we have a new proposed header compression algorithm for tunneling over IPv6 networks for enabling the smooth transition of the Internet. The usage of tunnels over the network comes with several shortcomings including high header overhead, high bandwidth usage, packet reordering. Using header compression for tunnels over IPv6 network we would like to address the issue of high header overhead which would result in better response time, reduction in packet loss and decrease in packet header overhead. We would like to simulate my algorithm on EXata/Cyber simulator. The expected outcome of this algorithm would definitely result in improved throughput and packet delivery ratio and also decreased end-to-end delay and jitter.
