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Проведено аналіз існуючих методів для обробки зображень. Дані рішення дозволяють 
створити автоматичну систему діагностики захворювань на основі даних, отриманих із 
знімків магнітно-резонансної томографії. Вимогам системи діагностики задовольняють 
нейронні мережі на основі трьох - шарового перцептрону з каскадною або звичайною 
топологією. У процесі моделювання в програмному пакеті MatLab v R2007b, були дослі-
джені швидкість навчання мережі від кількості нейронів у схованому шарі і значення ві-
дсотку похибки розпізнавання даних мереж в залежності від шуму зображення.У ре-
зультаті дослідження з'ясувалося, що найбільш швидко навчалась мережа з прямими 
зв'язками - 199 навчальних впливів при кількості нейронів у прихованому шарі 15. Проте 
перцептрон з зворотними зв’язками є більш стійкішим до шуму. 
Вступ 
Магнітно-резонансна томографія (МР 
томографія) - один із самих перспективних 
методів сучасної нейроренгенологіі. За 
останнє десятиліття він став рутинним діаг-
ностичним методом. Спираючись на остан-
ні досягнення електроніки, кріогенної тех-
ніки і новітні інформаційні технології, МР 
томографія дозволяє отримати зображення, 
які можна порівняти за якістю з гістологіч-
ними зрізами, а час повної діагностики па-
цієнта можна знизити до декількох хвилин. 
З метою забезпечення можливості по-
стійного вдосконалення діагностичної сис-
теми в ній може застосуватись блок само-
навчання. Цей блок може бути реалізований 
із застосуванням різних методів штучного 
інтелекту - від кластерного аналізу до сис-
тем продукції і нейронних мереж. Його за-
вдання - по скоригованими лікарем, остато-
чними діагнозами, накопичувати інформа-
цію з метою розширення можливостей під-
системи, формування висновків і підви-
щення точності функціонування системи 
загалом. 
У пропонованій статті описана архі-
тектура розробленої нейронної мережі на 
основі перцептрону з одним прихованим 
шаром описаного в [1], який успішно заре-
комендував себе при вирішенні задачі роз-
пізнавання образів. Також були досліджені: 
залежність швидкості навчання мережі від 
кількості нейронів у схованому шарі та зна-
чення похибки розпізнавання даних мереж 
в залежності від шуму зображення та струк-
тури зв’язків між нейронами. 
Методи обробки МРТ – знімків  
Сучасне МРТ обладнання дозволяє 
отримувати двовимірне та тривимірне зо-
браження внутрішніх органів. Проте, яким 
би не було досконалим діагностичне облад-
нання, завжди будуть існувати чинники, що 
знижують достовірність і цінність переда-
ної інформації. Помилки оператора, рухи 
пацієнта та інші зовнішні впливи призво-
дять до небажаних спотворень і шумів на 
зображеннях при МРТ діагностиці внутрі-
шніх органів. Також серйозно впливає на 
якість зображення неоднорідність середо-
вища. У зв'язку з цим у діагностичний сис-
темах виникає потреба в попередній оброб-
ці отриманих діагностичних даних. 
Для оптимізації двовимірних цифро-
вих зображень використовують лінійні та 
нелінійні фільтри в просторовій та частот-
ній області описані в [2]. Особливої уваги 
заслуговують фільтри для виділення гра-
ниць однорідних областей на зображені, 
наприклад фільтри Прюіта (Prewitt) та Со-
беля (Sobel) [2]. 
Для відновлення тривимірних зобра-
жень використовують ітеративний алго-
ритм апроксимації Кронекерового добутку 
матриць, описаного в [3]. Добуток Кронеке-
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ра також використовують для ефективного 
перетворення вихідних зображень в бітові 
матриці даних, що використовуються в 
нейронних мережах [4]. 
Для автоматичної класифікації та сег-
ментації МРТ – знімків відомо багато мето-
дів та технологій. Можна виділити два ос-
новні напрямки досліджень. Перший на-
прямок - використання методу опорних ве-
кторів (англ. Support vector machine SVM) в 
поєднані з генетичним алгоритмом [5] та 
вейвлет перетворенням [6]. Інший - викори-
стання нейронних мереж на основі самоор-
ганізаційної карти Кохонена (англ. Self-
organizing map – SOM) [7], [8] та багатоша-
рового перцептрону з класифікатором нечі-
тких множин (Neuro-fuzzy classificator) [9], 
[10]. 
Розробка архітектури нейронної 
мережі та вибір методу навчання 
В якості об'єктів дослідження обрані 
нейронні мережі з прямими і з каскадними 
зв'язками на основі «класичного» перцепт-
рону з одним прихованим шаром. Так, як 
при аналізі текстури зображення, вхідні да-
ні являють собою матриці значень яскраво-
сті пікселів у вікні певного розміру, які та-
кож подаються у вигляді матриць, в якості 
вхідних зразків і навчальних впливів для 
моделі застосовані бітові матриці. Розмір 
аналізованої матриці був обраний рівним 
5х5, зразків побудовано N = 25, таким чи-
ном, в аналізованих нейронних мережах є 
25 входів (за розміром матриці) і С = 25 ви-
ходів (по кількості класів) (рис. 1, 2).  
З урахуванням обраного методу на-
вчання нейронної мережі - а це метод зво-
ротного поширення помилки - вибираються 
типи активаційних функцій нейронів. Так 
як вибраний метод навчання використовує 
градієнтний метод оптимізації, в якості ак-
тиваційних функцій нейронів обрані гладкі 
функції типу сигмоід. 
 Першочерговим завданням є вибір 
оптимальної кількості нейронів у прихова-
ному шарі, з метою забезпечення максима-
льної швидкості навчання. Для цього про-
водилося навчання нейронних мереж з на-
ступними параметрами: 
1. Кількість нейронів у прихованому 
шарі 5, 10, 15 і 20.( М ) 
2. Тип норми помилки вагових коефіці-
єнтів синаптичних зв'язків - сумарно-
квадратична помилка (SSE – sum squared 
error). 
3. Значення норми помилки вирахову-
ється з формули 4.42 взятої з [1]: 
 (1) 
де ej – різниця між бажаним та поточним 
сигналом на вихідному нейроні. Згідно ре-
зультатів експериментів в [1] та [10] прий-
мемо Eav(n) = 0.1 Також надмірна кількість 
впливів призводить до перенавчання мережі 
– що є негативним явищем [1] 
4. Кількість класифікованих класів - 25 
5. Умова припинення процесу навчання 
- досягнення значення унормованої помил-
ки нижче заданого, або перевищення мак-
симального числа поданих вхідних впливів 
(5000). 
 
Рис. 1. Досліджуваний перцептрон (мережа 1) з 
прямими зв’язками 
 
Рис. 2. Досліджуваний перцептрон (ме-
режа 2) з каскадними (зворотними) зв’язками 
де Х1 – Х25 - вхідні нейрони, Y1 – Y25 - 
вихідні нейрони, ∆w – зміна вагових 
коєфіціентів, δ – локальний градіент, М – 
кількість прихованих нейронів. 
Моделювання та аналіз моделей 
класифікуючих нейронних мереж 
Для проведення експериментів з 
текстурною сегментацією і класифікації 
зображень із застосуванням нейронних 
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мереж були побудовані моделі, які 
відображають основні параметри і 
залежності. В якості інструменту при 
побудові та дослідженні моделей був 
обраний пакет фірми MathWorksInc. MatLab 
v R2007b  
Моделі нейронних мереж будувалися 
за допомогою блоку Neural Network 
Toolbox [11]. 
Мережа з прямими зв'язками (feed-
forward) створюється за допомогою 
вбудованої функції newff, каскадна мережа 
- за допомогою функції newcf. В якості 
активаційних функцій нейронів ставиться 
сигмоид - tansig. Метод оптимізації для 
алгоритму зворотного поширення помилки 
- градієнтний traingdx. 
Для мережі з прямими зв'язками були 
отримані наступні результати, відображені 
на рисунку 3. 
Для мережі з каскадними зв'язками 
залежність кількості прихованих нейронів 
від кількості навчальних впливів представ-
лена на рис.4. 
 
Рис. 3. Залежність швидкості навчання нейронних мереж від кількості нейронів у прихованому 
шарі для мережі з прямими зв'язками 
 
Рис. 4. Залежність швидкості навчання нейронних мереж від кількості нейронів у прихованому 
шарі для мережі з каскадними зв'язками 
Як видно з графіка на рис. 3, при чи-
слі нейронів, рівному 5 - нейронна мережа 
навчається дуже повільно. В окремих ви-
падках вимагається більше 5000 навчаль-
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них впливів для досягнення заданого зна-
чення норми помилки ваг синаптичних 
зв'язків. При збільшенні числа нейронів до 
10 швидкість навчання різко зростає. При 
15 прихованих нейронах швидкість в да-
ному експерименті досягає максимуму. 
При подальшому збільшенні числа нейро-
нів, швидкість навчання починає повільно 
знижуватися. Всі дані цього експерименту 
зведені в таблицю 1, наведену нижче. 
Таблиця1.Залежність необхідного числа навчальних впливів від числа нейронів у прихованому 
шарі при SSE=0.1: 








5 2866 966 
10 200 500 
15 199 669 
20 204 366 
25 223 441 
Як видно з таблиці і графіків, най-
більш доцільним є вибір мережі з прямими 
зв'язками, що має 15 нейронів у прихова-
ному шарі, так як при цьому досягається 
мінімізація кількості навчальних впливів, 
необхідних для досягнення необхідної но-
рми помилки вагових коефіцієнтів синап-
тичних зв'язків. 
Виходячи з тих же міркувань, що і 
для нейронної мережі з прямими зв'язками, 
можна вибрати число нейронів у прихова-
ному шарі для каскадної мережі. Найбіль-
ша продуктивність при навчанні досяга-
ється для мережі з каскадними зв'язками, 
при 20-ти нейронах у прихованому шарі. 
При тестуванні мережі з каскадними 
зв'язками виявилося, що при використанні 
в якості функції активації нейронів вихід-
ного шару сигмоїдальної функції, мережа 
дуже часто потрапляє в локальний мініму-
мі досягти необхідного значення норми 
помилки не вдається. Для виходу з такої 
ситуації довелося замінити сигмоїдальні 
функції активації нейронів вихідного шару 
на лінійні (purelin). Після заміни функцій 
активації, мережа перестала зациклювати-
ся на локальних мінімумах. Однак з'ясува-
лося, що для нейронної мережі з каскад-
ними зв'язками потрібна більша кількість 
навчальних впливів в порівнянні з мере-
жею з прямими зв'язками, щоб досягти тієї 
ж норми помилки вагових коефіцієнтів. 
Для з'ясування поведінки нейронних 
мереж при розпізнаванні вхідних зашум-
ленних зразків, кожна мережа піддавалася 
10 проходам навчання з шумом рівня до 
0.2 від умовної потужності сигналу (для 
значень 0 і 1 це становить 0.2). Для збері-
гання за мережами можливості розпізна-
вання незашумленних зразків, кожна ней-
рона мережа піддавалася після навчання з 
шумом, по одному проходу з оригіналь-
ною вибіркою. 
При навчанні з шумом параметри 
залишилися такими ж, крім норми помил-
ки і максимального числа підданих впли-
вів. 
1. Норма помилки (SSE) 0.6 (так як на-
вчання з розпізнаванням зашумлен-
них зразків) 
2. Максимальне число впливів - 300 
Візуально функціонування нейронних ме-
реж при розпізнаванні зашумленних зраз-
ків показано на рисунку 5. 
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Рис.5 – Відсоток помилок при класифікації зашумленних зразків нейронними мережами 
Як видно з графіка на малюнку 5, 
нейронна мережа з каскадними зв'язками 
дає дещо кращі результати при класифі-
кації зразків з шумом. Але, якщо 1-2 від-
сотки помилок не будуть критичними при 
функціонуванні блоку побудови текстур-
них моделей, то рекомендується все ж за-
стосовувати нейронну мережу з прямими 
зв'язками. 
Висновки 
У роботі досліджено методи розв'я-
зання задачі текстурної сегментації зо-
браження за допомогою нейронних ме-
реж. Проаналізувавши існуючі рішення, 
було вирішено використовувати тополо-
гію мереж з прямими і каскадними зв'яз-
ками. Серед багатьох методів навчання, 
було обрано метод зворотного поширення 
помилки, модифікований для навчання 
багатошарових нейронних мереж. Даний 
метод, звичайно ж, не ідеальний. Так як 
використовується градієнтна процедура 
оптимізації, то процес навчання може за-
циклитися на якомусь значенні локально-
го мінімуму. Але цей недолік легко усува-
ється вибором іншої початкової точки або 
зміною активаційної функції нейронів. 
Мережа з прямими зв’язками потребує 
вдвічі менше навчальних епох, але каска-
дна топологія менше піддається впливу 
шуму. Ефективність навчання максималь-
на для 15 -20 нейронів в прихованому ша-
рі, при кількості інформаційних входів 25. 
Подальший вектор досліджень 
спрямований на оптимізацію методів на-
вчання нейронних мереж за допомогою 
математичних методів оптимізації – гене-
тичного алгоритму, квазіньютонівських 
методів оптимізації. Також дані методи 
можна використати для зменшення кіль-
кості помилок розпізнавання зображень з 
шумом та артефактами, попередньо вико-
ристовуючи апроксимацію та фільтрацію 
зображень 
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