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C∗-ALGEBRAS ASSOCIATED WITH COMPLEX
DYNAMICAL SYSTEMS
TSUYOSHI KAJIWARA AND YASUO WATATANI
Abstract. Iteration of a rational function R gives a complex dy-
namical system on the Riemann sphere. We introduce a C∗-algebra
OR associated with R as a Cuntz-Pimsner algebra of a Hilbert bi-
module over the algebra A = C(JR) of continuous functions on the
Julia set JR of R. The algebraOR is a certain analog of the crossed
product by a boundary action. We show that if the degree of R
is at least two, then C∗-algebra OR is simple and purely infinite.
For example if R(z) = z2 − 2, then the Julia set JR = [−2, 2] and
the restriction R : JR → JR is topologically conjugate to the tent
map on [0, 1]. The algebra Oz2−2 is isomorphic to the Cuntz alge-
bra O∞. We also show that the Lyubich measure associated with
R gives a unique KMS state on the C∗-algebra OR for the gauge
action at inverse temperature log(degR) if the Julia set contains
no critical points.
1. Introduction
For a branched covering pi : M → M , Deaconu and Muhly [5] in-
troduced a C∗-algebra C∗(M,pi) as the C∗-algebra of the r-discrete
groupoid constructed by Renault [25]. In particular they consider ra-
tional functions on the Riemann sphere Cˆ and compute the K-groups
of the C∗-algebra. See also the previous work [4] by Deaconu on
C∗-algebras associated with continuous graphs and Anantharaman-
Delaroche’s work [1] on purely infinite C∗-algebras for expansive dy-
namical systems. Although Deaconu and Muhly’s work itself is interest-
ing, we introduce a slightly different C∗-algebras OR(Cˆ), OR = OR(JR)
and OR(FR) associated with a rational function R on the Riemann
sphere, the Julia set JR and the Fatou set FR of R in this note.
The C∗-algebra OR(Cˆ) is defined as a Cuntz-Pimsner algebra of the
Hilbert bimodule Y = C(graphR) over B = C(Cˆ). The C∗-algebra
OR is defined as a Cuntz-Pimsner algebra of the Hilbert bimodule
X = C(graphR|JR) over A = C(JR). And the C∗-algebra OR(FR)
is similarly defined. The difference between Deaconu and Muhly’s con-
struction and ours is the following: They exclude branched points to
construct their groupoids. We include branched points to construct
our bimodules. An advantage of theirs is that their C∗-algebra is con-
structed from both a groupoid and a bimodule. An advantage of ours
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is that our C∗-algebra OR is always simple and purely infinite if the
degree of R is at least two.
For example, if R(z) = z2 − 2, then the Julia set JR = [−2, 2] and
the restriction R|JR : JR → JR is topologically conjugate to the tent
map h : [0, 1]→ [0, 1]. Then their C∗-algebra C∗([0, 1], h) is not simple
and K0(C
∗([0, 1], h)) = Z ⊕ Z and K1(C∗([0, 1], h)) = {0}. Our C∗-
algebra Oz2−2 is simple and purely infinite and K0(Oz2−2) = Z and
K1(Oz2−2) = {0}. In fact the algebra Oz2−2 is isomorphic to the Cuntz
algebra O∞.
Even if R is a quadratic polynomial R(z) = z2 − c, the structure
of the C∗-algebra OR is closely related to the property of R as the
complex dynamical system. If c is not in the Mandelbrot set M, then
C∗-algebra OR is isomorphic to the Cuntz algebra O2. If c is in the
interior of the main cardioid, then C∗-algebra OR is not isomorphic to
O2. In fact we have K0(OR) = Z and K1(OR) = Z.
We compare our construction with other important constructions by
C. Delaroche [1] and M. Laca - J. Spielberg [19]. They showed that
a certain boundary action of a Kleinian group on the limit set yields
a simple nuclear purely infinite C∗-algebra as groupoid C∗-algebra or
crossed product. Recall that Sullivan’s dictionary says that there is
a strong analogy between the limit set ΛΓ of a Kleinian group Γ and
the Julia set JR of a rational function R. The algebra OR is generated
by C(JR) and {Sf ; f ∈ C(graphR|JR)}. We regard the algebra OR
as a certain analog of the crossed product C(ΛΓ) ⋊ Γ of C(ΛΓ) by
a boundary action of a Klein group Γ. In fact the crossed product is
generated by C(ΛΓ) and {λg : g ∈ Γ}. Moreover commutation relations
α(a)Sf = Sfa for a ∈ C(JR) and αg(a)λg = λga for a ∈ C(ΛΓ) are
similar, where α(a)(x) = a(R(x)) and αg(a)(x) = a(g
−1x).
Applying a result by Fowler, Muhly and Raeburn [11], the quotient
algebra OR(Cˆ)/I(I) by the ideal I(I) corresponding to the Fatou set
is canonically isomorphic to OR = OR(JR).
Several people [6], [21], [26], [12] considered conditions for simplicity
of Cuntz-Pimsner algebras. We directly show that C∗-algebra OR is
simple purely infinite through analyzing branched coverings. A crite-
rion by Schweizer [26] can be applied to show the only simplicity of
C∗-algebra OR. C∗-algebra OR is separable and nuclear, and belongs
to the UCT class. Thus if degR ≥ 2, then the isomorphisms class of
OR is completely determined by the K-theory together with the class
of the unit by the classification theorem by Kirchberg-Phillips [17], [22].
If there exist no critical points in JR, then simplicity of OR is also given
by the simplicity of a certain crossed product by an endomorhism with
a transfer operator in Exel-Vershik [9], [8]. Katsura [16] studies his
new construction which contains OR if there exist no critical points in
JR. A difficulty of our analysis stems from the fact that the Julia set
JR contains the critical points (i.e. the branched points. )
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Many examples of Cuntz-Pimsner algebras arise from Hilbert bimod-
ules which are finitely generated and projective as right module and the
image of the left action is contained in the compacts. Another extremal
case is studied by A. Kumjian in [18], where the image of the left ac-
tion has trivial intersection with the compacts. Our case is a third one
and the intersection of the image of the left action and the compacts
is exactly represented by the branched points, i.e., critical points of R.
Hence our study is focused on the behaviour of the branched points
under iteration.
We also showed that the Lyubich measure associated with R gives a
unique KMS state on the C∗-algebra OR for the gauge action at inverse
temperature log degR if the Julia set contains no critical points. But
the problem of KMS state is subtle and difficult, if the Julia set contains
critical points. We will discuss the case elsewhere.
We should note that B. Brenken also announced a study of Cuntz-
Pimsner algebras associated with branched coverings in a satellite con-
ference at Chenge, China in 2002, when we announced a content of the
paper in the same conference.
2. Rational functions and Hilbert bimodules
We recall some facts on iteration of rational functions. Let R be a
rational function of the form R(z) = P (z)
Q(z)
with relative prime poly-
nomials P and Q. The degree of R is denoted by d = degR :=
max{deg P, degQ}. If degR = 1 and the Julia set is not empty, then it
is, in fact, one point. Therefore the classical Toeplitz algebra appears
and the C∗-algebra OR becomes C(T). Hence we need to assume that
degR ≥ 2 to consider non-trivial ones. We regard a rational function
R as a d-fold branched covering map R : Cˆ → Cˆ on the Riemann
sphere Cˆ = C ∪ {∞}. The sequence (Rn)n of iterations of R gives a
complex analytic dynamical system on Cˆ. The Fatou set FR of R is
the maximal open subset of Cˆ on which (Rn)n is equicontinuous (or
a normal family), and the Julia set JR of R is the complement of the
Fatou set in Cˆ.
We always assume that a rational function R is not a constant func-
tion. Recall that a critical point of R is a point z0 at which R is not
locally one to one. It is a zero of R′ or a pole of R of order two or higher.
The image w0 = R(z0) is called a critical value of R. Using appropriate
local charts, if R(z) = w0+ c(z− z0)n+ (higher terms) with n ≥ 1 and
c 6= 0 on some neighborhood of z0, then the integer n = e(z0) = eR(z0)
is called the branch index of R at z0. Thus e(z0) ≥ 2 if z0 is a critical
point and e(z0) = 1 otherwise. Therefore R is an e(z0) : 1 map in
a punctured neighborhood of z0. By the Riemann-Hurwitz formula,
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there exist 2d− 2 critical points counted with multiplicity, that is,∑
z∈Cˆ
e(z)− 1 = 2 degR − 2.
Furthermore for each w ∈ Cˆ, we have∑
z∈R−1(w)
e(z) = degR.
Let C be the set of critical points of R and R(C) be the set of the
critical values of R. We put B = R−1(R(C)). Then the restriction
R : Cˆ \ B → Cˆ \ R(C) is a d : 1 regular covering, where d = degR.
This means that any point y ∈ Cˆ \ R(C) has an open neighborhood
V such that R−1(V ) has d connected components U1, . . . , Ud and the
restriction R|Uk : Uk → V is a homeomorphism for k = 1, . . . , d. Thus
R has d analytic local cross sections Sk = (R|Uk)−1.
We recall Cuntz-Pimsner algebras [23]. Let A be a C∗-algebra and
X be a Hilbert right A-module. We denote by L(X) be the algebra
of the adjointable bounded operators on X . For ξ, η ∈ X , the ”rank
one” operator θξ,η is defined by θξ,η(ζ) = ξ(η|ζ) for ζ ∈ X . The closure
of the linear span of rank one operators is denoted by K(X). We call
that X is a Hilbert bimodule over A if X is a Hilbert right A- module
with a homomorphism φ : A→ L(X). We assume that X is full and φ
is injective.
Let F (X) = ⊕∞n=0X⊗n be the Fock module of X with a convention
X⊗0 = A. For ξ ∈ X , the creation operator Tξ ∈ L(F (X)) is defined
by
Tξ(a) = ξa and Tξ(ξ1 ⊗ · · · ⊗ ξn) = ξ ⊗ ξ1 ⊗ · · · ⊗ ξn.
We define iF (X) : A→ L(F (X)) by
iF (X)(a)(b) = ab and iF (X)(a)(ξ1 ⊗ · · · ⊗ ξn) = φ(a)ξ1 ⊗ · · · ⊗ ξn
for a, b ∈ A. The Cuntz-Toeplitz algebra TX is the C∗-algebra on
F (X) generated by iF (X)(a) with a ∈ A and Tξ with ξ ∈ X . Let
jK : K(X) → TX be the homomorphism defined by jK(θξ,η) = TξT ∗η .
We consider the ideal IX := φ
−1(K(X)) of A. Let JX be the ideal of
TX generated by {iF (X)(a) − (jK ◦ φ)(a); a ∈ IX}. Then the Cuntz-
Pimsner algebra OX is the the quotient TX/JX . Let pi : TX → OX
be the quotient map. Put Sξ = pi(Tξ) and i(a) = pi(iF (X)(a)). Let
iK : K(X) → OX be the homomorphism defined by iK(θξ,η) = SξS∗η .
Then pi((jK ◦φ)(a)) = (iK ◦φ)(a) for a ∈ IX . We note that the Cuntz-
Pimsner algebra OX is the universal C∗-algebra generated by i(a) with
a ∈ A and Sξ with ξ ∈ X satisfying that i(a)Sξ = Sφ(a)ξ , Sξi(a) = Sξa,
S∗ξSη = i((ξ|η)A) for a ∈ A, ξ, η ∈ X and i(a) = (iK ◦ φ)(a) for a ∈ IX .
We usually identify i(a) with a in A. We denote by OalgX the ∗-algebra
generated algebraically by A and Sξ with ξ ∈ X . There exists an
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action γ : R → Aut OX with γt(Sξ) = eitSξ, which is called the gauge
action. Since we assume that φ : A → L(X) is isometric, there is
an embedding φn : L(X
⊗n) → L(X⊗n+1) with φn(T ) = T ⊗ idX for
T ∈ L(X⊗n) with the convention φ0 = φ : A → L(X). We denote by
FX the C∗-algebra generated by all K(X⊗n), n ≥ 0 in the inductive
limit algebra lim−→L(X
⊗n). Let Fn be the C∗-subalgebra ofFX generated
by K(X⊗k), k = 0, 1, . . . , n, with the convention F0 = A = K(X⊗0).
Then FX = lim−→Fn.
Let graphR = {(x, y) ∈ Cˆ2; y = R(x)} be the graph of a rational
function R. Consider a C∗-algebra B = C(Cˆ). Let Y = C(graphR).
Then Y is a B-B bimodule by
(a · f · b)(x, y) = a(x)f(x, y)b(y)
for a, b ∈ B and f ∈ Y . We introduce a B-valued inner product ( | )B
on Y by
(f |g)B(y) =
∑
x∈R−1(y)
e(x)f(x, y)g(x, y)
for f, g ∈ Y and y ∈ Cˆ. We need branch index e(x) in the formula of
the inner product above. Put ‖f‖2 = ‖(f |f)B‖∞.
Lemma 2.1. The above B-valued inner product is well defined, that
is, Cˆ ∋ y 7→ (f |g)B(y) ∈ C is continuous.
Proof. Let d = degR. If y0 is not a critical value of R, then there are d
distinct continuous cross sections, say S1, . . . , Sd, of R defined on some
open neighbourhood V of y0 such that V contains no critical values of
R. Then for y ∈ V ,
(f |g)B(y) =
d∑
i=1
f(Si(y), y)g(Si(y), y).
Thus, (f |g)B(y) is continuous at y0. Next consider the case that y0 is
a critical value of R. Let x1, . . . , xr be the distinct points of R
−1(y0)
Then there exist open neighbourhoods V of y0 and Uj of xj such that
R : Uj → V is a e(xj) : 1 branched covering and is expressed as
f(z) = ze(xj ) by local charts for j = 1, . . . , r. Consider S
(j)
k (z) =
r1/e(xj) exp(i( θ
e(xj)
+ 2kpi
e(xj)
)) for z = r exp(iθ) and S
(j)
k (0) = 0 under
the local coordinate. Thus there exist cross sections, say S
(j)
k of R
k = 1, . . . , e(xj) for each j = 1, . . . , r defined on U of y0 such any S
(j)
k
is continuous at least at y0 but not necessarily continuous on V . Then
for y ∈ V ,
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lim
y→y0
(f |g)B(y) = lim
y→y0
r∑
j=1
e(xj)∑
k=1
f(S
(j)
k (y), y)g(S
(j)
k (y), y)
=
r∑
j=1
e(xj)∑
k=1
f(S
(j)
k (y0), y0)g(S
(j)
k (y0), y0)
=
r∑
j=1
e(xj)f(xj, y0)g(xj, y0) = (f |g)B(y0)
Thus (f |g)B(y) is continuous at y0.

The left multiplication of B on Y gives the left action φ : B → L(Y )
such that (φ(b)f)(x, y) = b(x)f(x, y) for b ∈ B and f ∈ Y .
Proposition 2.2. If R is a rational function, then Y = C(graphR)
is a full Hilbert bimodule over B = C(Cˆ) without completion. The left
action φ : B → L(Y ) is unital and faithful.
Proof. Let d = degR. For any f ∈ Y = C(graphR), we have
‖f‖∞ ≤ ‖f‖2 = (sup
y
∑
x∈R−1(y)
e(x)|f(x, y)|2)1/2 ≤
√
d‖f‖∞
Therefore two norms ‖ ‖2 and ‖ ‖∞ are equivalent. Since C(graphR)
is complete with respect to ‖ ‖∞, it is also complete with respect to
‖ ‖2.
Since (1|1)B(y) =
∑
x∈R−1(y) e(x)1 = degR, (Y |Y )B contains the
identity IB of B. Therefore Y is full. If b ∈ B is not zero, then there
exists x0 ∈ Cˆ with b(x0) 6= 0. Choose f ∈ Y with f(x0, R(x0)) 6= 0.
Then φ(b)f 6= 0. Thus φ is faithful.

Since the Julia set JR is completely invariant, i.e., R(JR) = JR =
R−1(JR), we can consider the restriction R|JR : JR → JR, which will
be often denoted by the same letter R. Let graphR|JR = {(x, y) ∈
JR × JR ; y = R(x)} be the graph of the restricton map R|JR. Let
A = C(JR) and X = C(graphR|JR). Through a restriction of the
above action, X is an A-A bimodule.
Corollary 2.3. Let R be a rational function with JR 6= φ, for example,
degR ≥ 2. Then X = C(graphR|JR) is a full Hilbert bimodule over
A = C(JR) without completion, where A-valued inner product ( | )A on
X is given by
(f |g)A(y) =
∑
x∈R−1(y)
e(x)f(x, y)g(x, y)
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for f, g ∈ X and y ∈ JR. The left action φ : A → L(X) is unital and
faithful.
Proof. It is an immediate consequence of the fact that R(JR) = JR =
R−1(JR). 
Definition. We introduce the C∗-algebrasOR(Cˆ), OR(JR) andOR(FR)
associated with a rational function R. The C∗-algebra OR(Cˆ) is defined
as a Cuntz-Pimsner algebra of the Hilbert bimodule Y = C(graphR)
over B = C(Cˆ). When the Julia set JR is not empty, for example
degR ≥ 2, we introduce the C∗-algebra OR(JR) as a Cuntz-Pimsner
algebra of the Hilbert bimodule X = C(graphR|JR) over A = C(JR).
When the Fatou set FR is not empty, the C
∗-algebra OR(FR) is defined
similarly. Sullivan’s dictionary says that there is a strong analogy be-
tween the limit set of a Kleinian group and the Julia set of a rational
function. Therefore we simply denote by OR the C∗-algebra OR(JR)
to emphasize the analogy.
Proposition 2.4. Let R be a rational function and Y = C(graphR) be
a Hilbert bimodule over B = C(Cˆ). Then there exists an isomorphism
ϕ : Y ⊗n → C(graphRn)
as a Hilbert bimodule over B such that
(ϕ(f1 ⊗ · · · ⊗ fn))(x,Rn(x))
= f1(x,R(x))f2(R(x), R
2(x)) . . . fn(R
n−1(x), Rn(x))
for f1, . . . , fn ∈ Y and x ∈ Cˆ. Moreover when the Julia set JR is
not empty, let A = C(JR) and X = C(graphR|JR). Then we have a
similar isomorphism
ϕ : X⊗n → C(graphRn|JR)
as a Hilbert bimodule over A. Here we use the same symbol ϕ to save
the notation.
Proof. It is easy to see that ϕ is well-defined and a bimodule homo-
morphism. We show that ϕ preserves inner product. The point is to
use the following chain rule for branch index:
eRn(x) = eR(x)eR(R(x)) . . . eR(R
n−1(x))
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Consider the case when n = 2 for simplicity of the notation.
(f1 ⊗ f2|g1 ⊗ g2)B(x2) = (f2|(f1|g1)Bg2)B(x2)
=
∑
x1∈R−1(x2)
eR(x1)f2(x1, x2)(f1|g1)B(x1)g2(x1, x2)
=
∑
x1∈R−1(x2)
eR(x1)f2(x1, x2)(
∑
x0∈R−1(x1)
eR(x0)f1(x0, x1)g1(x0, x1)g2(x1, x2))
=
∑
x0∈R−2(x2)
eR2(x0)f1(x0, R(x0))f2(R(x0), x2)g1(x0, R(x0))g2(R(x0), x2)
=
∑
x0∈R−2(x2)
eR2(x0)(ϕ(f1 ⊗ f2))(x0, x2)(ϕ(g1 ⊗ g2))(x0, x2)
= (ϕ(f1 ⊗ f2)|ϕ(g1 ⊗ g2))(x2)
Since ϕ preserves inner product, ϕ is one to one. The non-trivial one
is to show that ϕ is onto. Since the image of ϕ is a ∗-subalgebra of
C(Cˆ) and separates the two points, the image of ϕ is dense in C(Cˆ)
with respect to ‖ ‖∞ by the Stone-Wierstrass Theorem. Since two
norms ‖ ‖2 and ‖ ‖∞ are equivalent and ϕ is isometric with respect to
‖ ‖2, ϕ is onto.
We recall that the Julia set J |R of R is completely invariant under
R and the Julia set of R coincides with the Julia set of Rn. Therefore
the proof is valid for A and X also. 
The set C of critical points of R is described by the ideal IY =
φ−1(K(Y )) of B.
Proposition 2.5. Let R be a rational function and Y = C(graphR)
be a Hilbert bimodule over B = C(Cˆ). Similarly let A = C(JR) and
X = C(graphR|JR). Consider the ideal IY = φ−1(K(Y )) of B and the
ideal IX = φ
−1(K(X)) of A. Then IY = {b ∈ B; b vanishes on C}.
and IX = {a ∈ A; a vanishes on C ∩ JR}.
Proof. Let d = degR, then there exist 2d − 2 critical points counted
with multiplicity. Therefore C is a finite non-empty set. Firstly, let us
take b ∈ B with a compact support S = supp(b) in Cˆ \ C. For any
x ∈ S, since x is not a critical point, there exists an open neighbourhood
Ux of x such that Ux ∩ C = φ and the restriction R|Ux : Ux → R(Ux)
is a homeomorphism. Since S is compact, there exists a finite subset
{x1, . . . , xm} such that S ⊂ ∪mi=1Uxi ⊂ Cˆ\C. Let (fi)i be a finite family
in C(Cˆ) such that 0 ≤ fi ≤ 1, supp(fi) ⊂ Uxi for i = 1, . . . , m and∑m
i=1 fi(x) = 1 for x ∈ S. Define ξi, ηi ∈ C(graphR) by ξi(x,R(x)) =
b(x)
√
fi(x) and ηi(x,R(x)) =
√
fi(x). Consider T :=
∑k
i=1 θξi,ηi ∈
K(Y ). We shall show that T = φ(b). For any ζ ∈ C(graphR), we have
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(φ(b)ζ)(x, y) = b(x)ζ(x, y) and
(Tζ)(x, y) =
∑
i
ξi(x, y)
∑
x′∈R−1(y)
e(x′)ηi(x′, y)ζ(x′, y)
=
∑
i
b(x)
√
fi(x)
∑
x′∈R−1(y)
e(x′)
√
fi(x′)ζ(x′, y).
In the case when b(x) = 0, we have
(Tζ)(x, y) = 0 = (φ(b)ζ)(x, y).
In the case when b(x) 6= 0, we have x ∈ supp(b) = S ⊂ ∪mi=1Uxi .
Hence e(x) = 1 and x ∈ Uxi for some i. Put y = R(x). Then for any
x′ ∈ R−1(y) with x′ 6= x, fi(x′) = 0, because x′ ∈ U cxi . Therefore we
have
(Tζ)(x, y) =
∑
{i;x∈Uxi}
b(x)fi(x)ζ(x, y) = b(x)ζ(x, y) = (φ(b)ζ)(x, y).
Thus φ(b) = T ∈ K(Y ). Now for a general b ∈ B which vanishes
on the critical points C of R, there exists a sequence (bn)n in B with
compact supports supp(bn) ⊂ Cˆ \ C such that ‖b − bn‖∞ → 0. Hence
φ(b) ∈ K(Y ), i.e., b ∈ IY .
Conversely let b ∈ B and b(c) 6= 0 for some critical point c. We
may assume that b(c) = 1. Put m = e(c) ≥ 2. We need to show
that φ(b) 6∈ K(Y ). On the contrary suppose that φ(b) ∈ K(Y ). Then
for ε = 1
5
√
d
, there exists a finite subset {ξi, ηi ∈ X ; i = 1, . . . , N}
such that ‖φ(b) −∑Ni=1 θξi,ηi‖ < ε. Choose a sequence (xn)n in Cˆ \ C
such that xn → c. Since xn is not a critical point, there exists an open
neighbourhood Un of xn such that Ux∩C = φ and the restriction R|Un :
Un → R(Un) is a homeomorphism. There exists ζn ∈ Y with supp ζn ⊂
{(x,R(x)); x ∈ Un}, ζn(xn, R(xn)) = 1 and 0 ≤ ζn ≤ 1. Then ‖ζn‖2 ≤√
d. For any x′ ∈ R−1(R(xn)) with x′ 6= xn, ζn(x′, R(xn)) = 0, Hence
|b(xn)−
N∑
i=1
ξi(xn, R(xn))ηi(xn, R(xn))|
= |b(xn)−
N∑
i=1
ξi(xn, R(xn))
∑
x′∈R−1(R(xn))
e(x′)ηi(x′, R(xn))(ζn)(x′, R(xn))
= |((φ(b)−
N∑
i=1
θξi,ηi)ζn)(xn, R(xn))|
≤ ‖(φ(b)−
N∑
i=1
θξi,ηi)ζn‖2 ≤ ‖(φ(b)−
N∑
i=1
θξi,ηi‖‖ζn‖2 ≤ ε
√
d.
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Taking n→∞, we have
|b(c)−
N∑
i=1
ξi(c, R(c))ηi(c, R(c))| ≤ ε
√
d.
On the other hand, consider ζ ∈ Y satisfying ζ(c, R(c)) = 1, 0 ≤ ζ ≤ 1
and ζ(x′, R(x′)) = 0 for x′ ∈ R−1(R(c)) with x′ 6= c Then
|b(c)−
N∑
i=1
ξi(c, R(c))e(c)ηi(c, R(c))|
= |b(c)−
N∑
i=1
ξi(c, R(c))
∑
x′∈R−1(R(c))
e(x′)ηi(x′, R(x′))ζ(x′, R(x′))|
≤ ‖(φ(b)−
N∑
i=1
θξi,ηi)ζ‖2 ≤ ε
√
d.
Since e(c) ≥ 2 and b(c) = 1, we have
1
2
≤ |b(c)− 1
e(c)
b(c)| ≤ ε
√
d+
1
e(c)
ε
√
d ≤ 2ε
√
d =
2
5
This is a contradiction. Therefore φ(b) 6∈ K(Y ) 
Corollary 2.6. #C = dim(B/IY ) and
#(C ∩ JR) = dim(A/IX).
Corollary 2.7. The Julia set contains no critical points if and only
if φ(A) is contained in K(X) if and only if X is finitely generated
projective right A module.
3. Simplicity and pure infinteness
Let R be a rational function with the Julia set JR 6= φ. Let A =
C(JR) and X = C(graphR|JR). Define an endomorphism α : A → A
by
(α(a))(x) = a(R(x))
for a ∈ A, x ∈ JR. We also define a unital completely positive map
ER : A→ A by
(ER(a))(y) :=
1
degR
∑
x∈R−1(y)
e(x)a(x)
for a ∈ A, y ∈ JR. In fact, for a constant function ξ0 ∈ X with
ξ0(x, y) :=
1√
degR
we have
ER(a) = (ξ0|φ(a)ξ0)Aand ER(I) = (ξ0|ξ0)A = I.
We introduce an operator D := Sξ0 ∈ OR.
Lemma 3.1. In the above situation, for a, b ∈ A, we have the following:
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(1) ER(α(a)b) = aE(b) and in particular ER(α(a)) = a
(2) D∗D = I.
(3) α(a)D = Da.
(4) D∗aD = ER(a).
(5) φ(A)ξ0 = X.
Proof. (1): By the definition of ER, we have
ER(α(a)b)(y) =
1
degR
∑
x∈R−1(y)
e(x)a(R(x))b(x) = a(y)E(b)(y).
(2): D∗D = S∗ξ0Sξ0 = (ξ0|ξ0)A = I.
(3): We have α(a)D = Sφ(α(a))ξ0 and Da = Sξ0a. Since
(φ(α(a))ξ0)(x,R(x)) = (α(a))(x)ξ0(x,R(x)) = a(R(x)) = (ξ0a)(x,R(x)),
we have α(a)D = Da.
(4): D∗aD = S∗ξ0aSξ0 = (ξ0|φ(a)ξ0)A = ER(a).
(5)For any f ∈ X , define f˜ ∈ A by f˜(x) = √degRf(x,R(x)). Then
φ(f˜)ξ0 = f . Thus φ(A)ξ0 = X .

R. Exel introduced an interesting construction of a crossed product
by an endomorhism with a transfer operator in [8].
Proposition 3.2. C∗-algebra OR is isomorphic to a Exel’s crossed
product by an endomorhism with a transfer operator ER.
Proof. By the universality, the Toeplitz algebras are isomorphic. Since
φ(A)Sξ0 = {Sx; x ∈ X} can be identified with X by (5), (a, k) is
a redundancy if and only if k = φ(a). Therefore C∗-algebra OR is
isomorphic to his algebra. 
Remark. If there exist no critical points in JR, then the simplicity of
OR is a consequence of the simplicity of his algebra, which is proved
in Exel-Vershik [9]. But we need a further argument because of the
existence of critical points in JR.
Lemma 3.3. In the same situation, for a ∈ A and f1, . . . , fn ∈ X, we
have the following:
αn(a)Sf1 . . . Sfn = Sf1 . . . Sfna.
Proof. It is enough to show that α(a)Sf = Sfa for f ∈ X . We have
α(a)Sf = Sφ(α(a))f and Sfa = Sfa. Since
(φ(α(a))f)(x,R(x)) = (α(a))(x)f(x,R(x))
= a(R(x))f(x,R(x)) = (fa)(x,R(x)),
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we have α(a)Sf = Sfa.

Lemma 3.4. Let R be a rational function with degR ≥ 2. For any
non-zero positive element a ∈ A and for any ε > 0 there exist n ∈ N
and f ∈ X⊗n with (f |f)A = I such that
‖a‖ − ε ≤ S∗faSf ≤ ‖a‖
Proof. Let x0 be a point in JR with |a(x0)| = ‖a‖. For any ε > 0 there
exist an open neighbourhood U of x0 in JR such that for any x ∈ U
we have ‖a‖ − ε ≤ a(x) ≤ ‖a‖. Choose anothter open neighbourhood
V of x0 in JR and a compact subset K ⊂ JR satisfying V ⊂ K ⊂ U .
Since degR ≥ 2, there exists n ∈ N such that Rn(V ) = JR by Beardon
[2] Theorem 4.2.5. We identify X⊗n with C(graphRn|JR) as in Lemma
3.3. Define closed subsets F1 and F2 of JR × JR by
F1 = {(x, y) ∈ JR × JR|y = Rn(x), x ∈ K}
F2 = {(x, y) ∈ JR × JR|y = Rn(x), x ∈ U c}
Since F1 ∩ F2 = φ, there exists g ∈ C(graphRn|JR) such that 0 ≤
g(x) ≤ 1 and
g(x, y) =
{
1, (x, y) ∈ F1
0, (x, y) ∈ F2
Since Rn(V ) = JR, for any y ∈ JR there exists x1 ∈ V such that
Rn(x1) = y, so that (x1, y) ∈ F1. Therefore
(g|g)A(y) =
∑
x∈(Rn)−1(y)
eRn(x)|g(x, y)|2
≥ eRn(x1)|g(x1, y)|2 ≥ 1
Let b := (g|g)A. Then b(y) = (g|g)A(y) ≥ 1. Thus b ∈ A is positive
and invertible. We put f := gb−1/2 ∈ X⊗n. Then
(f |f)A = (gb−1/2|gb−1/2)A = b−1/2(g|g)Ab−1/2 = I.
For any y ∈ JR and x ∈ (Rn)−1(y), if x ∈ U , then ‖a‖ − ε ≤ a(x),
and if x ∈ U c, then f(x, y) = g(x, y)b−1/2(y) = 0. Therefore
‖a‖ − ε = (‖a‖ − ε)(f |f)A(y)
= (‖a‖ − ε)
∑
x∈(Rn)−1(y)
eRn(x)|f(x, y)|2
≤
∑
x∈(Rn)−1(y)
eRn(x)a(x)|f(x, y)|2
= (f |af)A(y) = S∗faSf(y).
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We also have that
S∗faSf = (f |af)A ≤ ‖a‖(f |f)A = ‖a‖.

Lemma 3.5. Let R be a rational function with degR ≥ 2. For any
non-zero positive element a ∈ A and for any ε > 0 with 0 < ε < ‖a‖,
there exist n ∈ N and u ∈ X⊗n such that
‖u‖2 ≤ (‖a‖ − ε)−1/2 and S∗uaSu = I
Proof. For any a ∈ A and ε > 0 as above, we choose f ∈ (X)⊗n as in
Lemma 3.4. Put c = S∗faSf . Since 0 < ‖a‖− ε ≤ c ≤ ‖a‖, c is positive
and invertible. Let u := fc−1/2. Then
S∗uaSu = (u|au)A = (fc−1/2|afc−1/2)A = c−1/2(f |af)Ac−1/2 = I.
Since ‖a‖ − ε ≤ c, we have c−1/2 ≤ (‖a‖ − ε)−1/2. Hence
‖u‖2 = ‖fc−1/2‖2 ≤ ‖c−1/2‖2 ≤ (‖a‖ − ε)−1/2.

Lemma 3.6. Let R be a rational function with degR ≥ 2. For any
m ∈ N, any n ∈ N, any T ∈ L(X⊗n) and any ε > 0, there exists a
positive element a ∈ A such that
‖φ(αn(a))T‖2 ≥ ‖T‖2 − ε
and aαk(a) = 0 for k = 1, · · · , m.
Proof. For any m ∈ N, let Pm = {x ∈ JR |Rk(x) = x, for some k =
1, . . . , m}. Since R is a rational function, Pm is a finite set.
For any n ∈ N, any T ∈ L(X⊗n) and any ε > 0, there exists f ∈ X⊗n
such that ‖f‖2 = 1 and ‖T‖2 ≥ ‖Tf‖22 > ‖T‖2 − ε. We still identify
X⊗n with C(graphRn|JR). Then there exists y0 ∈ JR such that
‖Tf‖22 =
∑
x∈(Rn)−1(y0)
eRn(x)|(Tf)(x, y0)|2 > ‖T‖2 − ε.
Since y 7→ (Tf |Tf)A(y) is continuous and
‖Tf‖22 = sup
y∈JR
∑
x∈(Rn)−1(y)
eRn(x)|(Tf)(x, y)|2,
there exists an open neighbourhood Uy0 of y0 such that for any y ∈ Uy0∑
x∈(Rn)−1(y)
eRn(x)|(Tf)(x, y)|2 > ‖T‖2 − ε.
Since R is a rational function with degR ≥ 2, the Julia set JR is a
perfect set and uncountable by Beardon [2] Theorem 4.2.4. Therefore
Uy0\Pm 6= φ. Choose y1 ∈ Uy0\Pm. Since Rk(y1) 6= y1 (k = 1, . . . , m),
y1 6∈ (Rk)−1(y1). For k = 1, . . . , m, choose an open neighbourhood
Wk of y1 such that Wk ⊂ Uy0 and (Rk)−1(Wk) ∩Wk = φ. Put W =
13
∩mk=1Wk. Choose a ∈ A = C(JR) such that a(y1) = 1, 0 ≤ a ≤ 1 and
supp a ⊂W . Since (Rk)−1(W ) ∩W = φ,
supp(αk(a)) ∩ supp(a) = φ (k = 1, . . . , m).
It implies that αk(a)a = 0 (k = 1, . . . , m).
Since y1 ∈ Uy0 ,
‖φ(αn(a))Tf‖22 = sup
y∈JR
∑
x∈(Rn)−1(y)
eRn(x)|(a(Rn(x))(Tf)(x, y)|2
≥
∑
x∈(Rn)−1(y1)
eRn(x)|a(y1)(Tf)(x, y1)|2
=
∑
x∈(Rn)−1(y1)
eRn(x)|(Tf)(x, y1)|2
> ‖T‖2 − ε.
Therefore we have ‖φ(αn(a))T‖2 ≥ ‖T‖2 − ε.

Let Fn be the C∗-subalgebra of FX generated by K(X⊗k), k =
0, 1, . . . , n and Bn be the C
∗-subalgebra of OX generated by
n⋃
k=1
{Sx1 . . . SxkS∗yk . . . S∗y1 : x1, . . . xk, y1, . . . yk ∈ X} ∪A.
In the following Lemma 3.7 we shall use an isomorphism ϕ : Fn → Bn
as in Pimsner [23] and Fowler-Muhly-Raeburn [11] such that
ϕ(θx1⊗···⊗xk,y1⊗···⊗yk) = Sx1 . . . SxkS
∗
yk
. . . S∗y1 .
To simplify notation, we put Sx = Sx1 . . . Sxk for x = x1⊗· · ·⊗xk ∈ X⊗k
.
Lemma 3.7. Let R be a rational function with degR ≥ 2. Let b = c∗c
for some c ∈ OalgX . We decompose b =
∑
j bj with γt(bj) = e
ijtbj. For
any ε > 0 there exists P ∈ A with 0 ≤ P ≤ I satisfying the following:
(1) PbjP = 0 (j 6= 0)
(2) ‖Pb0P‖ ≥ ‖b0‖ − ε
Proof. For x ∈ X⊗n, we define length(x) = n with the convention
length(a) = 0 for a ∈ A. We write c as a finite sum c = a+∑i SxiS∗yi .
Put m = 2max{length(xi), length(yi); i}.
For j > 0, each bj is a finite sum of terms in the form such that
SxS
∗
y x ∈ X⊗(k+j), y ∈ X⊗k 0 ≤ k + j ≤ m
In the case when j < 0, bj is a finite sum of terms in the form such
that
SxS
∗
y x ∈ X⊗k, y ∈ X⊗(k+|j|) 0 ≤ k + |j| ≤ m
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We shall identify b0 with an element in Am/2 ⊂ Am ⊂ L(X⊗m).
Apply Lemma 3.6 for m = n and T = (b0)
1/2. Then there exists a
positive element a ∈ A such ‖φ(αm(a))T‖2 ≥ ‖T‖2− ε and aαj(a) = 0
for j = 1, · · · , m. Define a positive operator P = αm(a) ∈ A. Then
‖Pb0P‖ = ‖Pb1/20 ‖2 ≥ ‖b1/20 ‖2 − ε = ‖b0‖ − ε
For j > 0, we have
PSxS
∗
yP = α
m(a)SxS
∗
yα
m(a) = Sxα
m−(k+j)(a)αm−k(a)S∗y
= Sxα
m−(k+j)(aαj(a))S∗y = 0
For j < 0, we also have that PSxS
∗
yP = 0. Hence PbjP = 0 for j 6= 0.

Theorem 3.8. Let R be a rational function with degR ≥ 2. Then the
C∗-algebra OR associated with R is simple and purely infinite.
Proof. Let w ∈ OR be any non-zero positive element. We shall show
that there exist z1, z2 ∈ OR such that z∗1wz2 = I. We may assume that
‖w‖ = 1. Let E : OR → OγR be the canonical conditional expectation
onto the fixed point algebra by the gauge action γ. Since E is faithful,
E(w) 6= 0. Choose ε such that
0 < ε <
‖E(w)‖
4
and ε‖E(w)− 3ε‖−1 ≤ 1.
There exists an element c ∈ OalgX such that ‖w − c∗c‖ < ε and
‖c‖ ≤ 1. Let b = c∗c. Then b is decomposed as a finite sum b =∑j bj
with γt(bj) = e
ijtbj . Since ‖b‖ ≤ 1, ‖b0‖ = ‖E(b)‖ ≤ 1. By Lemma 3.7,
there exists P ∈ A with 0 ≤ P ≤ I satisfying PbjP = 0 (j 6= 0)
and ‖Pb0P‖ ≥ ‖b0‖ − ε. Then we have
‖Pb0P‖ ≥ ‖b0‖ − ε = ‖E(b)‖ − ε
≥ ‖E(w)‖ − ‖E(w)−E(b)‖ − ε ≥ ‖E(w)‖ − 2ε
For T := Pb0P ∈ L(X⊗m), there exists f ∈ X⊗m with ‖f‖ = 1 such
that
‖T 1/2f‖22 = ‖(f |Tf)A‖ ≥ ‖T‖ − ε
Hence we have ‖T 1/2f‖22 ≥ ‖E(w)‖ − 3ε. Define a = S∗fTSf =
(f |Tf)A ∈ A. Then ‖a‖ ≥ ‖E(w)‖ − 3ε > ε. By Lemma 3.5, there
exists n ∈ N and u ∈ X⊗n sucn that
‖u‖2 ≤ (‖a‖ − ε)−1/2 and S∗uaSu = I
Then ‖u‖ ≤ (‖E(w)‖ − 3ε)−1/2. Moreover we have
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‖S∗fPwPSf − a‖ = ‖S∗fPwPSf − S∗fTSf‖
= ‖S∗fPwPSf − S∗fPb0PSf‖
= ‖S∗fPwPSf − S∗fPbPSf‖
≤ ‖Sf‖2‖P‖2‖w − b‖ < ε
Therefore
‖S∗uS∗fPwPSfSu − I‖ = ‖S∗uS∗fPwPSfSu − S∗uaSu‖
≤ ‖u‖2‖SfPwPSf − a‖
< ‖u‖2ε ≤ ε‖E(w)− 3ε‖−1 ≤ 1.
Hence S∗uS
∗
fPwPSfSu is invertible. Thus there exists v ∈ OX with
S∗uS
∗
fPwPSfSuv = I. Put z1 = S
∗
uS
∗
fP and z2 = PSfSuv. Then
z1wz2 = I.

Remark. J. Schweizer showed a nice criterion of the simplicity of
Cuntz-Pimsner algebras in [26]: If a Hilbert bimodule X is minimal
and non-periodic, then OX is simple. Any X-invariant ideal J of A
corresponds to a closed subsetK of JR with R
−1(K) ⊂ K. If degR ≥ 2,
then for any z ∈ JR the backward orbit of z is dense in JR by [2]
Theorem 4.2.7. Therefore anyX-invariant ideal J of A is A or 0, that is,
X is minimal. Since A is commutative and L(XA) is non-commutative,
X is non-periodic. Thus Schweizer’s theorem also implies that OR is
simple. Our theorem gives simplicity and pure infiniteness with a direct
proof.
Proposition 3.9. Let R be a rational function with degR ≥ 2. Then
the C∗-algebra OR associated with R is separable and nuclear, and sat-
isfies the Universal Coefficient Theorem.
Proof. Since JX and TX are KK-equivalent to abelian C∗-algebras IX
and A, the quotient OX ∼= TX/JX satisfies the UCT. OX is also shown
to be nuclear as in an argument of [7]. 
Remark. If degR ≥ 2, then the isomorphisms class of OR is com-
pletely determined by the K-theory together with the class of the unit
by the classification theorem by Kirchberg-Phillips [17], [22].
4. examples
If rational functions R1 and R2 are topologically conjugate, then
their C∗-algebrasOR1 and OR2 are isomorphic. Therefore the K-groups
Ki(OR1) and Ki(OR2) are isomorphic. Similarly Ki(OR1(Cˆ)) and
Ki(OR2(Cˆ)) are isomorphic. Moreover if rational functions R1 and R2
are topologically conjugate, then the gauge actions are also conjugate.
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Therefore the K-groups of the fixed point algebras are also topologi-
cally conjugate invariant. We investigate what kind of information of
complex dynamical systems is described by the K-theory.
We calculate the K-groups by the following six-term exact sequence
due to Pimsner [23].
K0(IX)
id−[X]−−−−→ K0(A) i∗−−−→ K0(OR)
δ1
x yδ0
K1(OR) ←−−−
i∗
K1(A) ←−−−−
id−[X]
K1(IX)
Example 4.1. Let P (z) = zn for n ≥ 2. Then the Julia set JP is
the unit circle S1. The map φ : A → L(X) can be identified with the
n-times around embedding. Hence we have K0(OP ) = Z⊕Z/(n− 1)Z
and K1(OP ) = Z. The fixed point algebra OγP by the gauge action γ
is a Bunce-Deddence algebra of type n∞.
Example 4.2. Let P (z) = z2 − 2. Then the Julia set JP is the
interval [−2, 2] and it contains a critical point 0. Since IX = {a ∈
C([−2, 2]); a(0) = 0}, K0(IX) = K1(IX) = 0. Applying the above
six term exact sequence with K0(A) = Z and K1(A) = 0, we have
K0(OP ) = Z and K1(OP ) = 0. Since the identity I of OP represents
the generator of K0(OP ) = Z, the algebra OP is isomorphic to the
Cuntz algebra O∞. (JP , P ) is topologically conjugate to a tent map
([0, 1], h) defined by
h(x) =
{
2x, 0 ≤ x ≤ 1
2
,
−2x+ 2, 1
2
≤ x ≤ 1.
Then 1
2
is the only branched point of h. Deaconu and Muhly [5] as-
sociate a C∗-algebra C∗([0, 1], h) to the branched covering map h :
[0, 1] → [0, 1]. They exclude the branched point to construct their
groupoid and the groupoid C∗-algebra C∗([0, 1], h) is not simple. More-
over K0(C
∗([0, 1], h)) = Z2 and K1(C∗([0, 1], h)) = 0. Our C∗-algebra
OP is simple and purely infinite and is not isomorphic to their C∗-
algebra C∗([0, 1], h). The K-groups are different.
Example 4.3. (quadratic polynomial) Let Pc(z) = z
2 + c. If c is not
in the Mandelbrot set M := {c ∈ C;P nc (0) is bounded }, then OPc is
isomorphic to the Cuntz algebra O2. In fact (JPc , Pc) is topologically
conjugate to the full two shift.
If c is in the interior of the main cardioid C = { z
2
− z2
4
∈ C; |z| < 1},
then the Julia set is homeomorphic to the unit circle S1 (see, for exam-
ple, [10], page 211-212), and Pc is topologically conjugate to h(z) = z
2
on S1. Hence We have K0(OP ) = Z and K1(OP ) = Z.
Example 4.4. Let R be a rational function of degree d ≥ 2. Let z0
be a (super)attracting fixed point of R. If all of the critical points of
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R lie in the immediate attracting basin of z0, then OR is isomorphic to
the Cuntz algebra Od. In fact (JR, R) is topologically conjugate to the
full d-shift by [2] Theorem 9.8.1. See section 4 in [24]. For example, If
R(z) = 2z
2−1
z
, then OR ∼= O2.
Example 4.5. Tchebychev polynomials Tn are defined by cosnz =
Tn(cos z). For example, T1(z) = z, T2(z) = 2z
2 − 1. Then the Julia
set JTn is the interval [−1, 1] and JTn contains n− 1 critical points for
n ≥ 2. Since K0(A) = Z, K1(A) = 0, K0(IX) = 0 and K1(IX) = Zn−2,
we have K0(OTn) = Zn−1 and K1(OTn) = 0. Recall that, if the Julia set
of a polynomial P of degree n ≥ 2 is the interval [−1, 1], then P = Tn
or P = −Tn ([2], page 11).
Example 4.6. We consider a rational function R by Lattes such that
the Julia set is the entire Riemann sphere. Let R(z) = (z
2+1)2
4z(z2−1) . Then
JR = Cˆ contains six critical points and K0(IX) = Z and K1(IX) = Z
5.
Therefore we have the exact sequence:
Z
id−[X]−−−−→ Z2 i∗−−−→ K0(OR)
δ1
x yδ0
K1(OR) ←−−−
i∗
0 ←−−−−
id−[X]
Z5
Deaconu and Muhly [5] already obtained the similar diagram for
their C∗-algebra C∗(Cˆ, R):
Z
id−[X]−−−−→ Z2 i∗−−−→ K0(C∗(Cˆ, R))
δ1
x yδ0
K1(C
∗(Cˆ, R)) ←−−−
i∗
0 ←−−−−
id−[X]
Z8
Since they exclude branched points, the rank of K0-groups of them are
different with ours and their C∗-algebra is also different with ours.
Example 4.7. Ushiki [27] discovered a rational function whose Ju-
lia set is homeomorphic to the Sierpinski gasket. See also [15]. For
example, let R(z) =
z3− 16
27
z
. Then JR is homeomorphic to the Sier-
pinski gasket K and JR contains three critical points. Recall that the
usual Sierpinski gasket K is constructed by three contractions γ1, γ2, γ3
on the regular triangle T in R2 with three vertices P = (1/2,
√
3/2),
Q = (0, 0) and R = (1, 0) such that γ1(x, y) = (
x
2
+ 1
4
, y
2
+
√
3
4
),
γ2(x, y) = (
x
2
, y
2
), γ3(x, y) = (
x
2
+ 1
2
, y
2
). Then a self-similar set K ⊂ T
satisfying K = γ1(K) ∪ γ2(K) ∪ γ3(K) is called a Sierpinski gasket.
But these three contractions are not inverse branches of a map, be-
cause γ1(Q) = γ2(P ). Therefore we need to modify the construction of
contractions. Put γ˜1 = γ1, γ˜2 = α− 2pi
3
◦γ2, and γ˜3 = α 2pi
3
◦γ3, where αθ is
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a rotation by the angle θ. Then γ˜1, γ˜2, γ˜3 are inverse branches of a map
h : K → K, which is conjugate to R : JR → JR. Two correspondences
C = ∪i{(γi(z), z); z ∈ K} and C˜ = ∪i{(γ˜i(z), z); z ∈ K} generate
Hilbert bimodule Z and Z˜ over C(K). Then C∗-algebra OR ∼= OZ˜ and
K0(OR) contains a torsion free element. But C∗-algebra OZ is isomor-
phic to the Cuntz algebra O3. Therefore C∗-algebra OZ and OR are
not isomorphic. See [14].
5. Fatou set and the corresponding ideal
Recall that the Fatou set FR of a rational functon R is the maximal
open subset of the Riemann sphere Cˆ on which (Rn)n is equicontinuous,
and the Julia set JR of R is the complement of the Fatou set in Cˆ. We
consider the corresponding decomposition for the C∗-algebra OR(Cˆ),
which was first pointed out by Deaconu and Muhly [5] in the case of
their construction. Let B = C(Cˆ) and consider the ideal I = {b ∈
B; b|JR = 0} of B, so I ∼= C0(FR) and B/I ∼= C(JR). We consider a
submodule and quotient module of a Hilbert bimodule Y = C(graphR)
over B. The right Hilbert I-module Y I := {fb ∈ Y ; f ∈ Y, b ∈ I}
is also described as YI := {f ∈ Y ; (f |g)B ∈ I for all g ∈ Y }. Since
(f |f)B ∈ I means that
(f |f)B(y) =
∑
x∈R−1(y)
e(x)|f(x, y)|2 = 0
for all y ∈ JR, we have
Y I = {f ∈ Y ; f(x, y) = 0 for all (x, y) ∈ graphR|JR}.
because JR is complete invariant.
Invariant ideals for bimodules are introduced in [12] by Pinzari and
ours and developed by Fowler, Muhly and Raeburn [11] in general case.
In our situation I is a Y -invariant ideal of B, i.e., φ(I)Y ⊂ Y I. In fact,
the condition is equivalent to that (f |φ(a)g)B ⊂ I for any a ∈ I and
f, g ∈ Y , and it is easily checked as
(f |φ(a)g)B(y) =
∑
x∈R−1(y)
e(x)f(x, y)a(x)g(x, y) = 0
for y ∈ JR, because x ∈ R−1(JR) = JR and so a(x) = 0 for a ∈ I.
Therefore Y/Y I is naturally a Hilbert bimodule over B/I ∼= C(JR).
We can identify Y/Y I with a bimodule X = C(graphR|JR) over A =
C(JR).
Theorem 5.1. Let R be a rational function, B = C(Cˆ), A = C(JR)
and I = {b ∈ B; b|JR = 0}. Then the ideal I(I) generated by I
in OR(Cˆ) is Morita equivalent to OR(FR) and the quotient algebra
OR(Cˆ)/I(I) is canonically isomorphic to OR = OR(JR).
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Proof. We apply a result by Fowler, Muhly and Raeburn [11] Corollary
3.3. But we have to be careful, because φ(B) is not included in K(Y ).
The only thing we know is that the quotient algebra OR(Cˆ)/I(I) is
canonically isomorphic to the relative Cuntz-Pimsner algebraO(qI(IY ), Y/Y I).
Here qI : B → B/I ∼= A is the canonical quotient map. By Proposition
2.5, IY = {b ∈ B; b vanishes on C}. and IX = {a ∈ A; a vanishes on C∩
JR}. Hence we can identify qI(IY ) with IX . Since we also identify a bi-
module Y/Y I over B/I with a bimodule X = C(graphR|JR) over A =
C(JR), we have that O(qI(IY ), Y/Y I) is isomorphic to OR(JR). 
6. Lyubich measure and KMS state
Lyubich [20] constructed an invariant measure µ for a rational func-
tion R, called a Lyubich measure, whose support is the Julia set. It
derives a lower bound for the Hausdorff dimension of the Julia set.
Lyubich showed that µ is a unique measure of maximal entropy and
the entropy value hµ(R) is equal to the topological entropy h(R) of R,
which is log(degR). We show that the Lyubich measure gives a unique
KMS state on the C∗-algebra OR for the gauge action at inverse tem-
perature log(degR) if the Julia set contains no critical points.
Let d = degR and δx be the Dirac measure for x on the Riemann
sphere. For any y ∈ Cˆ and each n ∈ N, we define a probability measure
µyn by
µyn =
∑
{x∈Cˆ;Rn(x)=y}
d−ne(x)δx .
Lyubich showed that the sequence (µyn)n converges weakly to a measure
µ. The Lyubich measure µ is independent of the choice of y, the support
of µ is the Julia set JR and µ(E) = µ(R
−1(E)) for any Borel set E.
Hence
∫
a(R(x))dµ(x) =
∫
a(x)dµ(x).
Theorem 6.1. Let R be a rational function with degR ≥ 2. Consider
the C∗-algebra OR associated with R and the gauge action γ : R →
Aut OR such that γt(Sf ) = eitSf for f ∈ X. Suppose that the Julia set
contains no critical points, (in particular, suppose that R is hyperbolic).
Then (OR, γ) has a KMS state at the inverse temperature β if and only
if β = log(degR) and the corresponding KMS state ϕ is also unique.
Moreover the restriction of the state ϕ to A = C(JR) is given by the
Lyubich measure µ such that ϕ(a) =
∫
adµ for a ∈ A.
Proof. Since the Julia set contains no critical points, A-module X has
a finite right basis {u1, . . . , un}. Let ϕ be a state on OR and ϕ0 the
restriction of ϕ to A. As in [24] section 3, ϕ is a KMS state at the
inverse temperature β if and only if ϕ0 satisfies that
(∗) ϕ0(
∑
i
(ui|aui)A) = eβϕ0(a) for all a ∈ A.
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Moreover any state ϕ0 on A satisfying (*) extends uniquely to a KMS
state ϕ at the inverse temperature β. In fact, define a state ϕn on the
C∗-algebra Bn generated by
{Sx1 . . . SxnS∗yn . . . S∗y1; x1, . . . xn, y1, . . . yn ∈ X},
by the induction:
ϕn+1(T ) = e
−βϕn(
∑
i
S∗uiTSui)
for T ∈ Bn. The sequence (ϕn)n gives a state ϕ∞ on the fixed point al-
gebra OγR. Let E : OR → OγR be the canonical conditional expectation.
Then the KMS state ϕ is defined by ϕ = ϕ∞ ◦ E.
Define a complete positive map h : A → A by h(a) = ∑i(ui|aui)A
for a ∈ A. Then we have
h(a)(y) =
∑
x∈R−1(y)
a(x)
for y ∈ JR. In fact, since {u1, . . . , un} is a finite basis forX ,
∑
i ui(ui|f)A =
f for any f ∈ X . Therefore for y = R(x),∑
i
ui(x, y)
∑
x′∈R−1(y)
ui(x′, y)f(x′, y) = f(x, y).
This implies that
∑
i ui(x, y)ui(x
′, y) = δx,x′. Hence we have∑
i
ui(x, y)ui(x, y) = 1.
Therefore
h(a)(y) =
∑
i
(ui|aui)A(y)
=
∑
i
∑
x∈R−1(y)
ui(x, y)a(x)ui(x, y) =
∑
x∈R−1(y)
a(x).
Hence the condition (*) is written as
ϕ0(h(a)) = e
βϕ0(a) for all a ∈ A.
Putting a = 1, we have that degR = eβ, that is, β need to be
log(degR). For any a ∈ A, (e−βh)n(a) converges uniformly to a con-
stant
∫
adµ by [20]. Thus
∫
e−βh(a)dµ =
∫
adµ. Hence Lyubich mea-
sure µ gives a KMS state at the inverse temperature log degR. Take
another KMS state τ . Then τ((e−βh)n(a) = τ(a) converges to
∫
adµ.
Thus τ(a) =
∫
adµ. It shows that KMS state is unique.

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