Abstract-This paper is focused on the 5G-Crosshaul Packet Forwarding Element (XPFE), which is the packet forwarding element of the 5G-Crosshaul network architecture. The XPFE integrates multiple technologies which allow to transport traffic from multiple tenants and of different nature over the same infrastructure. Hence, the paper is focused on the performance of this essential element of our network, providing some endto-end delay measurements and analyzing the behavior of this delay. Likewise, we have fitted the appropriate probability distribution for these measurements, which allows us to infer some confidence intervals for the prediction of the maximum number of hops supported by delay-sensitive fronthaul traffic before being processed in a 5G-Crosshaul Processing Unit.
I. INTRODUCTION AND MOTIVATION
Mobile data traffic is predicted to increase seven-fold between 2016 and 2021 [1] . Hence, a new generation of air interfaces is required to satisfy the increasing user demand. This new generation is the Fifth Generation of network architectures and will be characterized by an increment of the available bandwidth and a higher capillarity, increasing the density of the network.
Nowadays, mobile networks use dedicated paths for the different types of traffic which comes from different tenants. It results in an inefficient network utilization because some of the resources are unused for some time, while others are overused and cannot assure reliable quality of service (QoS) to the users. Thus, to be able to satisfy the increasing traffic demand giving some guarantees to the end users, some new solutions which use the resources more efficiently the resources and save costs of deploying more networks have appeared.
A proposed solution is to base the future networks on the software-defined network (SDN) principles and on the architecture of Open Networking Foundation (ONF) [2] . These features allow to deal with multiple technologies, integrating them and applying Network Function Virtualization (NFV) concepts and the ETSI (European Telecommunications Standards Institute) NFV MANO (Management and Orchestration) architecture. The SDN principle allows to separate data and control planes, while NFV allows infrastructure and function virtualization. The Virtual Network Functions (VNFs) enable a dynamic and optimized instantiation and connection, using the resources in an efficient way. Thus, the networks will be virtualized in as many elements as possible, giving the opportunity of using the same physical resources by different types of traffic and tenants. Some policies will have to be established over the physical resources to accommodate this diverse nature of traffic, but the resources will be used in a more efficient way.
Hence, because the nature of networks will change, new network elements have to be developed to support these new requirements and transport and allocate the new multitechnology traffic. Here the European H2020 5G-Crosshaul project plays an important role providing an architecture based on SDN/NFV for 5G transport networks which integrates fronthaul and backhaul segments. The integration of both network segments is done in the 5G-Crosshaul Packet Forwarding Elements (XPFE), which are software based switches that integrates features to adapt the legacy technologies with the new ones in the same network.
In the case of 5G-Crosshaul project, the goal is the integration of fronthaul and backhaul traffic. This adaptation requires the packetization of the fronthaul traffic since it currently is using a continuous constant bitrate transmission. This traffic is critical due to its strict requirements in terms of delay and jitter. There are different types of fronthaul traffic with diverse requirements, where the most delay-sensitive is the Common Public Radio Interface (CPRI) [3] . This packetization can be based on standards such as IEEE 1914.1, which focuses on the packetization of the CPRI, and the Time Sensitive Networking (TSN) Task Group of IEEE 802.1, which is developing new extensions to support the forwarding of Ethernet traffic with delay and jitter guarantees, including mechanisms such as frame preemption, expedited traffic forwarding, and jitter reduction techniques.
The rest of the paper is structured as follows: Section II explains multi-tenancy in the context of 5G-Crosshaul in Section II-A and gives an overview of the 5G-Crosshaul architecture, focusing on its main elements such as 5G-Crosshaul Common Frame (XCF) in II-B, 5G-Crosshaul Forwarding Element (XFE) in II-C emphasizing the 5G-Crosshaul Packet Forwarding Element (XPFE). Section III focuses on the XPFE pipeline providing a description of it in III-A, explaining its integration with multi-tenancy in III-B, providing some performance measurements in IV-A and an analysis of these measurements in IV-B. Finally, Section V concludes the document.
II. ARCHITECTURE
The premise of the 5G-Crosshaul project architecture is a unified fronthaul/backhaul transport network for 5G allowing 978-88-87237-36-8 c 2017 AEIT the application of the multi-tenancy concept. Further details of this architecture can be found in [4] .
A. Multi-tenancy
The approach to reduce significantly the CAPEX and OPEX and optimize the energy consumption is to share the physical resources among the different tenants, i.e., to support multiple tenants over the same physical infrastructure. To be able to allocate traffic from different tenants over the same resources it is necessary to make a distinction between them and virtualize the physical elements in a way that from the same physical resource, several virtual resources are created to be used by the different tenants without mixing them.
Hence, network slicing is a clear evolution in networking making the 5G system more flexible, sharable and costeffective. Thus, by creating slices we can assign each of them for different purposes.
A key enabler of this multi-layer architecture is the 5G-Crosshaul Controller Infrastructure (XCI), it follows the ETSI NFV principles and is formed by the NFV Orchestrator (NFVO), the VNF Managers (VNFMs) and the Virtualized Infrastructure Manager (VIM); it also offers a Northbound Interface (NBI) and a Southbound Interface (SBI) for further interaction with the different elements of the network, for more details see [4] .
It is worth mentioning than in a 5G-Crosshaul domain a tenant refers to the entity that owns and drives the instantiation of one or more network services. We differentiate 3 types of tenants inside the 5G-Crosshaul architecture:
• Over-the-Top (OTT) tenant: a service provider that does not require control over the infrastructure to connect distributed points in the 5G-Crosshaul domain.
• Mobile Virtual Network Operator (MVNO): a service provider who owns a virtual slice of the infrastructure. It has limited control and operation over the slice and can manage and optimize the virtual resources and also share the virtual slice with other tenants.
• Mobile Network Operator (MNO): a service provider who owns the 5G-Crosshaul physical infrastructure and offers the services to OTTs and MVNOs.
Due to the multi-tenancy support a MNO can share in a hierarchical manner its physical resources instantiating multiple 5G-Crosshaul MANO recursively. Each tenant has to agree on the service level with the MNO, and the MNO has to manage the resources to meet these agreements.
This multi-layer sharing is done through the API offered by the Multi-Tenancy Application (MTA) located on top of the XCI, for further details see [5] . In addition, Section III-B explains the methods used for the tenants' traffic differentiation. Fig. 1 shows an example of recursive and hierarchical instantiation of the XCI over a physical infrastructure owned by the MNO tenant#0, the role of MVNO is performed by tenant#1 and tenant#2 controlling slices of the infrastructure layer, finally, tenant#3 and tenant#4 are OTT service providers without control over the physical infrastructure. In addition, to support multiple tenants in a network it is necessary to have network elements that support policies and agreements which are necessary to make the differentiation between the traffic coming from each tenant without mixing them. For this reason and the fact that the network also has to support different kinds of traffic, it is mandatory to create a common frame which supports all these requirements. This common frame is explained in II-B.
B. 5G-Crosshaul Common Frame (XCF)
To reach the integration of fronthaul and backhaul segments and support multiple tenants over the same infrastructure, a common frame format is necessary to transport these diverse types of traffic through the same infrastructure.
The common frame (XCF) used in the 5G-Crosshaul is based on Ethernet, including features of MAC-in-MAC [6] (or Provider Backbone Bridged Network (PBB)), such as tagging the packets with labels to differentiate the different tenants. These PBB frames allow the integration of multiple tenants to the XCF separated through the outer MAC header.
In addition, it allows the adaptation of the technologies of fronthaul (e.g., IEEE 1914.1 and 802.1 TSN) and backhaul traffic to be supported by this XCF. All these features are allowed thanks to the MAC-in-MAC mechanism showed in Fig. 2 . The 5G-Crosshaul Forwarding Elements (XFEs) are the switching elements of the 5G-Crosshaul network. They integrate different link technologies, such as mmWave, Ethernet or Optical Fibre. XFEs are controlled by the 5G-Crosshaul Control Infrastructure (XCI), the control plane of our achitecture, that has a detailed view of the network, traffic and resources, and decides the route these XCFs have to follow in the network from its source to its destination.
XFEs are multi-layer switches, composed of a circuitswitching (XCSE) and a packet-switching layer (XPFE).
The Packet Forwarding Elements are the main elements of the XFEs and have dynamic flow tables which are modified by the controllers depending on the configuration and necessities of the network each moment. The flow-table modifications and the management of the switch are communicated via a dedicated network among the XPFEs and the SDN controllers. The 5G-Crosshaul common frame is the frame format used by the XPFE and is supported by all physical interfaces where packets are transported. Details of the XPFE flow-tables internally are given in III-A.
This component of the XFEs is designed to support different types of traffic over the same switching element and to support multi-tenancy within the network. It is enabled by the label mechanism based in MAC-in-MAC that includes the XCF, which is shown in Fig. 2 .
III. XPFE PIPELINE
This section focuses on the configuration of the 5G-Crosshaul packet forwarding element and its performance, for which some measurements have been done and analyzed.
A. XPFE Pipeline Description
We defined an OpenFlow pipeline for the XPFEs to forward XCF frames, to encapsulate tenant frames into XCF frames and to decapsulate them vice versa. The pipeline is based on the L2-L3-ACL example in [7] . As the XCF is based on PBB we omitted the L3 part of [7] completely. We define three different paths through the pipeline as shown in Fig. 3 . One path for forwarding XCF frames to another XPFE. One path to decapsulate XCF frames and to deliver them to directly connected hosts. And one other path to handle frames of directly connected hosts, either by encapsulating them or by sending them to other directly connected hosts.
To determine the correct treatment of received frames (Table  0 in Fig. 3) , we divide the ports logically into two groups of UNI (User Network Interface) and NNI (Network Network Interface) ports. At UNI ports the hosts of tenants can be connected, assuming non-XCF Ethernet frames are exchanged. At NNI ports other XPFEs can be connected, exchanging XCF frames. XCF frames have an outer VLAN around the PBB header, therefore the outermost Ethertype is the same for both XCF and non-XCF frames. As a consequence we use the UNI/NNI port distinction to distinguish traffic from tenant hosts and from other XPFEs and record this distinction in packet metadata. Frames received at a NNI port are distinguished further: When the destination address of a received frames matches a specific MAC address, acting as an XPFE identifier, then the frame is decapsulated, otherwise it is forwarded.
The forwarding path is the most simple, the egress port is determined based on the destination MAC address and the outer VLAN Id (Table 253 in Fig. 3 ), allowing different forwarding decisions for different services or tenants.
For frames to be decapsulated, a tunnel Id is recorded in metadata (Table 3 in Fig. 3 ) and the PBB header is removed. The egress port of the resulting frame is determined based on the destination address and tunnel Id (Table t,4 in Fig. 3 ). Multicast frames are forwarded to all UNI ports of the service (Table t,5 in Fig. 3) . To prevent that a decapsulated multicast frame is encapsulated again, a split horizon is implemented for frames received at UNI or NNI ports. The distinction is based on the recorded metadata.
In the encapsulation path, the service of the tenant is determined based on ingress port and customer VLAN (Table t,1 in Fig. 3 ), thereafter the priority is determined (Table t,0 in Fig. 3 ). Both information is recorded in metadata. For the sake of simplicity, we assume that frames at a UNI port have a VLAN header, allowing to determine service and priority easily. The network operator may actually use a different priority on the frame than a tenant. Priority remarking has to be negotiated among operator and tenant. Note, the original frame is not changed, the changed priority is carried in the outer VLAN. We define access control and policing (Tables t,2 and t,3 in Fig. 3 ), allowing operators to enforce the SLAs with their customers. Frames passing these tables are delivered locally or forwarded via another XPFE. In the latter case, it is encapsulated (Tables t,7 and 252 in Fig. 3 ) and the same forwarding decisions (Table 253 in Fig. 3 ) as for received XCF frames are taken.
In the pipeline we mapped separate functionalities to separate tables, although some of the tables could be combined from a technical perspective. The complexity of the pipeline is comparable to the one for MPLS as described in [8] . This MPLS pipeline contains handling of OAM frames, which is still missing from our pipeline. OAM frames could be determined in the first table based on Ethertype, the UCA (Use Customer Address) bit in the PBB header, or their address, and forwarded to a local entity for further treatment or to another XPE for e2e monitoring.
B. Multi-tenancy Support
As explained in Section II-C, the XPFE supports multitenancy using the tags in MAC-in-MAC (or PBB). In the forwarding path it considers the VLAN Id or the PBB service ID, which results in support for a large number of tenants in a network. For encapsulation/decapsulation the corresponding parts of the pipeline are replicated per tenant (Tables t,0 to t,7 in Fig. 3) .
OpenFlow supports up to 256 tables. In the shown pipeline, 7 tables are used per tenant and 7 for the common part. Reserving one table for future extensions about 30 separate tenants can be supported in this way. In case a physical server with many services of different tenants is connected to the XPFE, more than 30 tenants have to be handled for encapsulation/decapsulation. In such a case the flow entries for several tenants have to be added to the same set of tables.
The entries for different tenants are distinguished by a match for the tunnel id.
IV. PERFORMANCE ANALYSIS
This section focus on the performance of the XPFE in order to analyse the behavior of the end-to-end delay in a 5G-Crosshaul network where those are the forwarding elements.
A. Measurement Scenario
This section describes the performance measurements of the XPFE focusing on the procedures of encapsulation/decapsulation in XCFs. The goal is to measure and analyse the latency of the packets in a scenario of 4 switches connected as a daisy chain topology. Each switch consists on a PC with an Intel Core i5-3610ME@3.3Ghz processor and 8GB of RAM and is equipped with a 1Gbps Intel 82574L 4 port NIC.
The switch PCs use Ubuntu 16.04 and the software switch Lagopus [9] , which is based on DPDK [10] . DPDK actively polls the NIC to avoid the overhead of interrupts. The forwarding and access to the NIC is done in two of the four logical cores, while the general Linux tasks and control of the switch is done in the other two cores. Also we configure Lagopus to write burst sizes of 1 and read burst sizes of 16 frames.
The testbed contains also a more powerful PC with the Moongen traffic generator [11] installed, generating traffic with a fixed rate and packet size. This PC uses an Intel i350 NIC with hardware timestamping.
Our target is to measure the end-to-end latency each packet experiences. For these measurements we use different packet sizes, i.e. 500B, 750B, 1000B, 1250B and 1500B. We also variate the rate at which the traffic is sent from the traffic generator, i.e. 250Mbps, 500Mbps 750Mbps.
B. Measurement Analysis
This section provides the statistical analysis of the measurements obtained from the scenario explained in Section IV-A.
The histograms of the measurements show two different behaviors in the delays depending on the parameters for rate On the one hand we have a first case, where all values are grouped around the mean, behaving as a Gaussian variable, as shown in Fig. 4 . We tried other distributions such as Gamma, logNormal and exponential and among these different distributions the one with less error is the Gaussian.
On the other hand we have a second pattern, in which the values are grouped around two Gaussian shapes. We observe a bimodal distribution, as in the particular case of 4 hops, 250Mbps and 500B shown in Fig. 5 .
Therefore, both behaviors can be explained with the Gaussian distribution. The first case fits with a single Gaussian distribution, while the second case is a mixture of two Gaussians. The single Gaussian distribution can be fitted using the mean and the variance of the data as estimators of the mean and the variance for the Gaussian curve. Meanwhile, the estimation of parameters for the mixture of two Gaussians can be obtained using the Expectation-Maximization (EM) algorithm, which takes into account that one tail of each Gaussian can be inside the other Gaussian curve.
These procedures allows us to obtain the curves that better fits our data, as shown in colors red and blue in figures Fig. 4 and Fig. 5 .
However, we showed graphically only one example of each of the two behaviors we observed in spite of having performed the measurements taking also 2 hops (2 switches in the pipeline), 3 hops and 4 hops. These results are gathered in Table I .
Furthermore, the observation of the behavior for each measurement individually allows us to obtain the values of the Gaussian or mixture of Gaussians distribution that better represent the data. From these analytic values we can infer confidence intervals for the mean, 1-percentile and 99-percentile values of the delay for each of the parameters considered. These confidence intervals enables to determine if the traffic we are considering in the 5G-Crosshaul can be transported in the network using some resources that are allocated some hops away. These confidence intervals are gathered in Table II .
With the measurements we performed we obtain that CPRI cannot be transported more than 4 hops, and only if it uses 500 Bytes as packet size and 500 Mbps as maximum rate. That happens because its delay requirement is 100 µs and the confidence interval shows that the 99-percentile value of delay for this parameter is between 90.57 and 91.61 µs with a probability of 0.95. These measurements are planned to be extended to 10 Gbps links in order to make more realistic assumptions and take a more adjusted number of hops from the sources available to support the CPRI flows. When we are dealing with other fronthaul types, they can be transported more than 4 hops independently of its packet size, because they delay requirement is at least 1 ms.
V. CONCLUSION
This document explains the 5G-Crosshaul Packet Forwarding Element, which is an essential element of the 5G-Crosshaul architecture. The XPFE enables the forwarding of packets of traffic for different nature traffic types. Thus, this element integrates multiple technologies to be able to deal with all the traffic types with their multiple requirements and their different nature. One important feature of this forwarding element is that it enables multi-tenancy due to the tags of MAC-in-MAC. The labels allow to differentiate the tenant but enabling at the same time to share the same physical resources. This last feature is important, since it allows to share the same physical infrastructure among tenants using resources in a more efficient way.
Thus, we measured the performance of the forwarding element in terms of the end-to-end delay suffered by the packets. A testbed based on the pipeline has been deployed to measure the performance varying several parameters such as the packet rate, the size and the number of hops in the scenario. Furthermore, these measurements have been analyzed and we found the data behaves in some cases as a single Gaussian distribution and in other cases as a mixture of two Gaussian shapes. Thus, from these distributions we have inferred confidence intervals for the mean, maximum and minimum values.
In addition, comparing the confidence intervals with the delay requirements of fronthaul traffic we conclude that the CPRI traffic, which requires 100 µs, cannot be transported more than 4 hops through the network, even less if the packet size is higher than 500 Bytes or the transmission rate is higher than 500 Mbps. That means that the 5G-Crosshaul processing units for this traffic type have to be allocated at most at 4 hops from the Remote Radio Heads that generate CPRI traffic.
Finally, this work is intended to be continued by better analyzing the delays and its behavior in a scenario with 10Gbps links including a mixture of different types of traffic which requires different QoS, which becomes a scenario that is closer to the real deployments.
