This paper classifies algebraic transformations of Gauss hypergeometric functions and pull-back transformations between hypergeometric differential equations. This classification recovers the classical transformations of degree 2, 3, 4, 6, and finds other transformations of some special classes of the Gauss hypergeometric function.
Introduction
An algebraic transformation of Gauss hypergeometric functions is an identity of the form
Here ϕ(x) is a rational function of x, and θ(x) is a radical function, i.e., product of some powers of rational functions. Examples of algebraic transformations are the following well-known quadratic transformations (see [Erd53, Section 2.11], [Gou81, formulas 38, 45]):
2 F 1 a, b 2b
These identities hold in a neighborhood of x = 0 and eventually after analytic continuation. For example, formula (2) holds when Re(x) < 1/2. See also Remark 5.2 here below. Algebraic transformations of Gauss hypergeometric functions are usually induced by pull-back transformations between their hypergeometric differential equations. General relation between these two kinds of transformations is given in Lemma 2.1 here below. By that Lemma, if a pull-back transformation converts a hypergeometric equation to a hypergeometric equation as well, then there are identities of the form (1) between hypergeometric solutions of the two hypergeometric equations, unless the transformed equation has a trivial monodromy group. Conversely, an algebraic transformation (1) is induced by a pull-back transformation of the corresponding hypergeometric equations, unless the hypergeometric series on the left-hand side of (1) satisfies a simple first order differential equation.
In this paper we classify pull-back transformations between hypergeometric differential equations. At the same time we essentially classify algebraic transformations (1) of Gauss hypergeometric functions. Classical fractional-linear and quadratic transformations are due to Euler, Pfaff, Gauss and Kummer. In [Gou81] Goursat gave a list of transformations of degree 3, 4 and 6. It has been widely assumed that there are no other algebraic transformations, unless hypergeometric functions are algebraic functions. For example, [Erd53, Section 2.1.5] states the following: "Transformations of [degrees other than 2, 3, 4, 6] can exist only if a, b, c are certain rational numbers; in those cases the solutions of the hypergeometric equation are algebraic functions." As our study shows, this assertion is unfortunately not true. The same fact is noticed in [AK03] . Existence of a few special transformations follows from [Hod18] , [Beu02] .
The ultimate list of pull-back transformations between hypergeometric differential equations (and of algebraic transformations for their hypergeometric solutions) is the following:
• Classical algebraic transformations of degree 2, 3, 4 and 6 due to Gauss, Euler, Kummer, Pfaff and Goursat. We review classical transformations in Section 4, including fractional-linear transformations.
• Transformations of hypergeometric equations with an abelian monodromy group. This is a degenerate case; the hypergeometric equations have 2 (rather than 3) actual singularities. We consider these transformations in Section 5.
• Transformations of hypergeometric equations with a dihedral monodromy group. See Section 6.
• Transformations of hypergeometric equations with a finite monodromy group. Hypergeometric functions are algebraic. Wee look at these transformations in Section 7.
• Transformations of hypergeometric functions which are incomplete elliptic integrals. These transformations correspond to endomorphisms of certain elliptic curves; see Section 8.
• Finitely many transformations of so-called hyperbolic hypergeometric functions. Hypergeometric equations for these functions have local exponent differences 1/k 1 , 1/k 2 , 1/k 3 , where k 1 , k 2 , k 3 are positive integers such that 1/k 1 + 1/k 2 + 1/k 3 < 1. These transformations are described in Section 9.
The classification scheme is presented in Section 3. Sections 4 through 9 characterize various cases of algebraic transformations of hypergeometric functions. We mention some three-term identities with Gauss hypergeometric functions as well. The non-classical cases are considered (or will be considered) more thoroughly in separate papers.
Preliminaries
The hypergeometric differential equation is [AAR99, Formula (2.3.5)]:
This is a Fuchsian equation with 3 regular singular points z = 0, 1 and ∞. The local exponents are:
0, 1 − C at z = 0; 0, C − A − B at z = 1; and A, B at z = ∞.
A basis of solutions for general equation (4) is
For basic theory of hypergeometric functions and Fucshian equations see [Beu02] , [vdW02 
where ϕ(x) and θ(x) have the same meaning as in formula (1). Geometrically, this transformation pullbacks a differential equation on the projective line P 1 z to a differential equation on the projective line P 1 x , with respect to the finite covering ϕ : P 1 x → P 1 z determined by the rational function ϕ(x). We use the notations P We introduce the following definition: an irrelevant singularity for an ordinary differential equation is a regular singularity which is not logarithmic, and where the local exponent difference is equal to 1. (For comparison, an apparent singularity is a regular singularity which is not logarithmic, and where the local exponents are integers. Recall that at a logarithmic point is a singular point where there is only one local solution of the form x λ 1 + α 1 x + α 2 x 2 + . . . , where x is a local parameter there.) For us, a relevant singularity is a singular point which is not an irrelevant singularity. An irrelevant singularity can be turned into a non-singular point after a suitable pull-back transformation (6) with ϕ(x) = x. We are interested in pull-back transformations of one hypergeometric equation to other hypergeometric equation, possibly with different parameters A, B, C. These pull-back transformations are related to algebraic transformations of Gauss hypergeometric functions as follows. Proof. In the setting of the first statement, there exists a point P ∈ P 1 x which is a either a logarithmic point for the transformed equation, or a singular point with non-integer local exponent difference. This point must lie above a point Q ∈ {0, 1, ∞} ⊂ P 1 z . By suitable fractional-linear transformations on P 1 x and P 1 z one can keep the hypergeometric form of differential equations, and achieve that S is the point x = 0 and that Q is the point z = 0. Then identification of two hypergeometric solutions with the local exponent 0 and the value 1 at (respectively) x = 0 and z = 0 gives a two-term identity as in formula (1).
For the second statement, we have two second-order linear differential equations for the left-hand side of (1): the hypergeometric equation for Y (x), and a pull-back transformation (6) of the hypergeometric equation (4). If these two equations are not C(x)-proportional, then we can combine them to a first-order differential equation
Exceptional pull-back transformations between hypergeometric equations without two-term identities between their hypergeometric solutions must have very special branching properties; see Remark 7.1. Possibly these exceptional transformations do not exist. On the other hand, if we have an identity (1) without a pull-back transformation between corresponding hypergeometric equations, the left-hand side of the identity can be expressed as terminating hypergeometric series up to a radical factor; recall Kovacic algorithm [Kov86] , [vdPS03, Section 4.3.4] . Formally, any pair of terminating hypergeometric series is algebraically related. We do not consider these degenerations.
Remark 2.2 We also do not consider transformations of the type 2 F 1 (ϕ 1 (z)) = θ(z) 2 F 1 (ϕ 2 (z)), where ϕ 1 (z), ϕ 2 (z) are rational functions (of degree at least 2). Therefore we miss transformations of some complete elliptic integrals, such as
where x 2 + y 2 = 1 and
Identity (7) 
The case c = 1/3 was found earlier in [BB91] .
A pull-back transformation between hypergeometric equations usually gives several identities like (1) between some of the 24 Kummer's solutions of both equations. Therefore it is appropriate to look first for suitable coverings ϕ : P 1 x → P 1 z up to fractional-linear transformations. Once a suitable covering ϕ is known, it is convenient to use Riemann's P -notation for deriving hypergeometric identities (1) with the argument ϕ(x). Recall that a Fucshian equation with 3 singular points is determined by the location of those singular points and local exponents there. The linear space of solutions is determined by the same data; it can be defined without reference to hypergeometric equations as a local system on the projective line; see [Kat96] , [Gra86, Section 1.4]. The notation for it is
where α, β, γ ∈ P 1 z are the singular points, and a 1 , a 2 ; b 1 , b 2 ; c 1 , c 2 are the local exponents at them (respectively). Recall that by Papperitz' theorem [AAR99, Theorem 2.3.1] we must have
We are looking for transformations of linear systems of the form
(Our approach can be entirely formulated in terms of local systems, without reference to hypergeometric equations and their pull-back transformations.) The factor θ(x) should shift local exponents at irrelevant singularities to the values 0 and 1, and it should shift one local exponent at both x = 0 and x = 1 to the value 0. In intermediate computations, Fuchsian equations with more than 3 singular points naturally occur, but those extra singularities are irrelevant singularities. We extend Riemann's P -notation and write
to denote the local system (of solutions of a Fucshian equation) with irrelevant singularities S 1 , . . . , S k . This notation makes sense if a local system exists (i.e., if the local exponents sum up to the right value), since Fucshian equations with 3 relevant singularities are defined uniquely by their singularities and local exponents, unlike general Fucshian equations with more than 3 singular points. For instance, if none of the points γ, S 1 , . . . , S k is the infinity, local system (11) can be identified with
Here is an example of computation with local systems which leads to quadratic transformation (3):
To conclude (3), one has to identify two functions with the local exponent 0 and the value 1 at t = 0 and x = 0 (in the first and the last local systems respectively), like in the proof of part 1 of Lemma 2.1. One obtained hypergeometric identity (1) can be composed with Euler's and Pfaff's fractional-linear transformations [AAR99, Theorem 2.2.5], corresponding to permutations of the other singularities 1, ∞ and their local exponents by fractional-linear pull-back transformations. This allows us to do less computations with local systems. Besides, identity (1) usually implies a similar identity for the corresponding second basis solutions in (5), corresponding to simultaneous permutation of the local exponents at x = 0 and z = 0. Here is a direct relation between the two identities. 
Proof. The relation ϕ(x) 1−C ∼ Kx 1− C is clear from the transformation of local exponents. Further, we have relation (10) and the relations
From here we get the right identification of local systems for (12).
A general pull-back transformation converts a hypergeometric equation to a Fucshian differential equation. To find proper candidates for ϕ : P 1 x → P 1 z , we may look first for pull-back transformations of hypergeometric equations to Fucshian equations with (at most) 3 relevant singularities. These Fucshian equations can be always transformed to hypergeometric equations by suitable fractional-linear pull-back transformations, and vice versa. Relevant singular points and local exponent differences for the transformed equation are determined by the covering ϕ only. Here are simple rules which determine singularities and local exponent differences for the transformed equation. 
If the point Q is non-singular for H 1 , then the point S is not a relevant singularity for H 2 if and only
if the covering ϕ is unramified at S.
If the point Q is a singular point for H 1 , then the point S is not a relevant singularity for H 2 if and only if the following two conditions hold:
• The point Q is not logarithmic.
• The local exponent difference at Q is equal to 1/k, where k is the branching index of ϕ at S.
Proof. First we note that if the point S is not a relevant singularity, then it is either a non-singular point or an irrelevant singularity. Therefore S is not a relevant singularity if and only if it is not a logarithmic point and the local exponent difference is equal to 1. Let S, q denote the local exponents for H 1 at the point Q. Let k denote the branching order of ϕ at S. Then the local exponent difference at S is equal to k(p − q). To see this, note that if m ∈ C is the order of θ(x) at S, the local exponents at S are equal to kp + m and kq + m. This fact is clear if Q is not logarithmic, when the local exponents can be read from solutions. In general one has to use the indicial polynomial to determine local exponents.
The first statement is clear, since local solutions of H 1 at S can be pull-backed to local solutions of H 2 at Q, and local solutions of H 2 at Q can be push-forwarded to local solutions of H 1 at S.
If the point Q is non-singular, the point S is not logarithmic by the first statement, so S is a not a relevant singularity if and only if k = 1.
If the point Q is singular, then the local exponent difference at S is equal to 1 if and only if the local exponent difference |p − q| is equal to 1/k.
The following Lemma gives an estimate for the number of points S to which part 3 of Lemma 2.4 applies, and it gives a relation between local exponent differences of two hypergeometric equations related by a pull-back transformation and the degree of the pull-back transformation. In this paper we assume that real local exponent difference are non-negative, and complex local exponent differences have the argument in the interval (−π, π].
Lemma 2.5 Let ϕ : P 
Let
We have the equality if and only if all branching points of ϕ lie above ∆. Now we show the second statement. For a point S ∈ P 1 z or S ∈ P 1 x , let led(S) denote the local exponent difference for H 1 or H 2 (respectively) at S. The following sums make sense:
The first sum is equal to e
The last expression is equal to d (e 1 + e 2 + e 3 − 3) + 2d − 2.
The classification scheme
Essentially we wish to classify pull-back transformations of hypergeometric equations to Fucshian equations with at most 3 relevant singular points. By Lemma 2.4, a general pull-back transformation gives a Fucshian equation with quite many relevant singular points, especially above the set {0, 1, ∞} ⊂ P 1 z . In order to get a Fucshian equation with so few singular points, we have to restrict parameters (or local exponent differences) of the original hypergeometric equation, and usually we can allow branching only above the set {0, 1, ∞} ⊂ P 1 z . We classify pull-back transformations between hypergeometric equations (and algebraic transformations of Gauss hypergeometric functions) in the following five principal steps:
1. Let H 1 denote hypergeometric equation (4), and consider its pull-back transformation (6). Let H 2 denote the pull-backed differential equation, and let T denote the number of singular points of H 2 . Let ∆ denote the subset {0, 1, ∞} of P 1 z , and let d denote the degree of the covering ϕ :
in transformation (6). We consequently assume that exactly N ∈ {0, 1, 2, 3} of the 3 local exponent differences for H 1 at ∆ are restricted. 
Since we wish T ≤ 3, we get the following restrictive inequality in integers:
To skip specializations of cases with smaller N , we may assume that d ≥ max(k 1 , . . . , k N ). A preliminary list of possibilities can be obtained by dropping the rounding down in (14); this gives a weaker but more convenient inequality
3. For each combination of d and restricted local exponent differences, determine possible branching patterns for ϕ such that the transformed equation H 2 would have at most three singular points. In most cases we can allow branching points only above ∆, and we have to take the maximal number ⌊d/k j ⌋ of non-singular points above the point with the local exponent difference 1/k j .
4. For each possible branching pattern, determine all rational functions ϕ(x) which define a covering with that branching pattern. For d ≤ 6 this can be done using a computer by a naive method of undetermined coefficients. In [Vid04b, Section 3] a more appropriate algorithm is introduced which uses differentiation of ϕ(x). In many cases this problem has precisely one solution up to fractionallinear transformations. But not for any branching pattern a covering exists, and there can be several different coverings with the same branching pattern. For infinite families of branching patterns we are able to give a general, algorithmic or explicit characterization of corresponding coverings. For instance, if hypergeometric solutions can be expressed very explicitly, we can identify the local systems in (10) up to unknown factor θ(x). Then quotients of corresponding hypergeometric solutions can be identified precisely, which gives a straightforward way to determine ϕ(x). Recall that quotients of hypergeometric solutions are called Schwartz maps.
5. Once a suitable covering ϕ :
z is computed, there always exist corresponding pull-back transformations. Two-term identities like (1) can be computed using extended Riemann's P -notation of Section 2. We have them for each singular point S of the transformed equation such that ϕ(S) ⊂ ∆. Once we fix S, ϕ(S) as x = 0, z = 0 respectively, permutations of local exponents and other singularities give identities (1) which are related by Euler's and Pfaff's transformations and Lemma 2.3. If the transformed equation has less than 3 actual singularities, one can consider any point above ∆ in this manner. Some of the obtained identities may be the same up to change of free parameters. Now we sketch explicit appliance of the above procedure. When N = 0, i.e., when no local exponent differences are restricted, then d = 1 by formula (15). This gives Euler's and Pfaff's fractional-linear transformations. When N = 1, we have the following cases:
• k 1 = 2, d = 2. This gives the classical quadratic transformations. See Section 4.
• k 1 = 1, d any. The z-point with the local exponent difference 1/k 1 cannot be logarithmic. This means that the two unrestricted local exponent differences must be equal, see Lemma 5.1 here below. Therefore H 1 has only two relevant singularities. As it turns out, the covering ϕ branches only above two points. If the triple of local exponent differences for H 1 is (1, p, p), the triple of local exponent differences for H 2 is (1, dp, dp). Formally, this case has a continuous family of fractional-linear pullback transformations, but that does not give interesting hypergeometric identities.
When N = 2, we have the following cases:
Local exponent differences Degree Branching pattern above
(1/2, p, 2p) 3 2 + 1 = 3 = 2 + 1 indecomposable (1/2, 1/3, p)
(1/3, p, 3p) 4 2 + 2 = 3 + 1 = 3 + 1 indecomposable (1/2, 1/3, p) (1/3, 2p, 2p) 4 2 + 2 = 3 + 1 = 2 + 2 no covering (1/2, 1/3, p) (p, p, 4p) 6 2 + 2 + 2 = 3 + 3 = 4 + 1 + 1 2 × 3 (1/2, 1/3, p) (2p, 2p, 2p) 6 2 + 2 + 2 = 3 + 3 = 2 + 2 + 2 2 × 3 or 3 × 2 (1/2, 1/3, p) (p, 2p, 3p) 6 2 + 2 + 2 = 3 + 3 = 3 + 2 + 1 no covering (1/2, 1/4, p) (p, p, 2p) 4 2 + 2 = 4 = 2 + 1 + 1 2 × 2 (1/3, 1/3, p) (p, p, p) 3 3 = 3 = 1 + 1 + 1 indecomposable Table 1 : Transformations of hypergeometric functions with 1 free parameter
• If max(k 1 , k 2 ) > 2, the possibilities are listed in Table 1 . The first four columns form a snapshot after
Step 3 in our scheme. The notation for a branching pattern i the fourth column gives d + 2 branching orders for the points above ∆; branching orders at points in the same fiber are separated by the + signs, branching orders for different fibers are separated by the = signs.
Step 4 of our scheme gives at most one covering (up to fractional-linear transformations) for each branching pattern. Ultimately, Table 1 yields precisely the classical transformations of degree 3, 4, 6 due to Goursat [Gou81] , see Section 4. It is straightforward to figure out possible compositions of small degree coverings, and then identify them with the unique coverings for Table 1 . Degrees of constituents for decomposable coverings are listed in the last column from right (for the constituent transformation from H 1 ) to left. Note that one degree 6 covering has two distinct decompositions.
• k 1 = 2, k 2 = 2, d any. The monodromy group of H 1 is a dihedral group. The hypergeometric functions can be expressed very explicitly, see Section 6. The triple (1/2, 1/2, p) of local exponent differences for H 1 is transformed either to (1/2, 1/2, dp) for any d, or to (1, dp/2, dp/2) for even d.
• k 1 = 1; k 2 and d are any positive integers. The z-point with the local exponent difference 1/k 1 is not logarithmic, so the triple of local exponent differences for H 1 must be (1, 1/k 2 , 1/k 2 ). The monodromy group is a finite cyclic group. Possible transformations are outlined in Section 5.
When N = 3, we have the following three very distinct cases:
The monodromy groups of H 1 and H 2 are finite, the hypergeometric functions are algebraic. The degree d is unbounded. Klein's theorem [Kle78] implies that any hypergeometric equation with a finite monodromy group (or equivalently, with algebraic solutions) is a pull-back transformation of a standard hypergeometric equation with the same monodromy group. These are the most interesting pull-back transformations for this case. Equations with finite cyclic monodromy groups are mentioned in the previous subcase; their transformations are considered in Section 5. Equations with finite dihedral monodromy groups are considered in Section 6. Equations with tetrahedral, octahedral or icosahedral monodromy groups are characterized in Section 7.
• 1/k 1 + 1/k 2 + 1/k 3 = 1. Non-trivial hypergeometric solutions of H 1 are elliptic integrals, see Section 8. The degree d is unbounded, different transformations with the same branching pattern are possible. Most interesting transformations pull-back the equation H 1 into itself, so that H 2 = H 1 ; these transformations come from endomorphisms of the corresponding elliptic curve.
• 1/k 1 + 1/k 2 + 1/k 3 < 1. Here we have transformations of hyperbolic hypergeometric functions, see Section 9. The list of these transformations is finite, the maximal degree of their coverings is 24. Existence of some of these transformations is shown in [Hod18] , [Beu02] , [AK03] .
The degree of transformations is determined by formula (13) in most cases. If all local exponent differences are real numbers in the interval (0, 1], the covering ϕ : P 1 x → P 1 z is defined over R and it branches only above {0, 1, ∞} ⊂ P 1 z , then it induces a tessellation of the Schwartz triangle for H 2 into Schwartz triangles for H 1 , as outlined in [Hod18, Beu02] 
The following Sections form an overview of algebraic transformations for different types of Gauss hypergeometric functions. We also mention some three-term identities with Gauss hypergeometric functions. Non-classical cases are considered (or will be considered) more thoroughly in other papers.
Classical transformations
The two-term fractional linear transformations are Euler's and Pfaff's formulas [AAR99, Theorem 2.2.5]:
As is known, general hypergeometric equation (4) has 24 hypergeometric series solutions. They were first described by Kummer; see [Erd53, Section 2.9]. The 24 Kummer's series represent 6 different hypergeometric functions. Since the order of (4) is equal to 2, any 3 hypergeometric solutions are linearly related. We represent the three-term relations in a compact form as follows. Let
Then we have the following linear relations:
These relations hold on the upper-half plane, or on a broader region of common analytic continuation.
(Similar formulas in [Vid03, (24)-(25)] are not correct.) When we have a pull-back transformation between hypergeometric equations, any three solutions taken from two local system in (10) are linearly related in a similar way. These linear relations can be derived by using instances of the above three-term relations and two-term algebraic transformations of the form (1). Now we turn to quadratic and higher degree classical transformations. We introduce the following notation: let (p 1 , q 1 , r 1 ) d ←− (p 2 , q 2 , r 2 ) schematically denote a pull-back transformation of degree d, which transforms a hypergeometric equation with the local exponent differences p 1 , q 1 , r 1 to a hypergeometric equation with the local exponent differences p 2 , q 2 , r 2 . Note that the arrow follows the direction on the covering ϕ : P 1 x → P 1 z . We have the following list of classical transformations with indecomposable ϕ:
• (1/2, p, q) 2 ←− (2p, q, q). These are quadratic transformations. All two-term quadratic transformations of hypergeometric functions can be obtained by composing (2) or (3) with Euler's and Pfaff's transformations. Like we just mentioned, three-term quadratic transformations follow from two-term quadratic transformations and three-term fractional-linear transformations. An example of a threeterm quadratic transformation is the following (see also Remark 5.2 below, and [Erd53, 2.11(3)]):
• (1/2, 1/3, p) 3 ←− (1/2, p, 2p). These are popular Goursat's cubic transformations. Two-term transformations follow from the following three formulas, along with Euller's and Pfaff's transformations and application of Lemma 2.3 to (30):
2 F 1 a,
• (1/3, 1/3, p) 3 ←− (p, p, p) These are less-known cubic transformations. Let ω denote a primitive cubic root of unity, so ω 2 + ω + 1 = 0. Since singular points of the transformed equation are all the same, there is only one two-term formula (up to renaming the parameter):
A three-term formula is the following (see also [Erd53, 2.11(38)]):
• (1/2, 1/3, p) 
As recorded in Table 1 , there are four ways to compose quadratic and cubic transformations to higher degree transformations of hypergeometric functions. This gives three different pull-back transformations of degree 4 and 6. The composition transformations can be schematically represented as follows:
(1/2, 1/4, p)
(1/2, 1/3, p)
The last two compositions should produce the same covering, since computations show that the pull-back (1/2, 1/3, p) 27 4
is a composition of (3) and (29), and also a composition of (31), (3) and (16). Note that these two compositions use different types of cubic transformations.
Hypergeometric equations with two singularities
Here we outline transformations of hypergeometric equations with two relevant singularities; their monodromy group is abelian. The explicit classification scheme of Section 3 refers to this case three times. These equations form a special sample of degenerate hypergeometric equations [Vid04a] . Transformations of this Section will be described more thoroughly in a separate paper, along with rendition of algebraic transformations for all classes of degenerate Gauss hypergeometric functions. If a Fucshian equation has the local exponent difference 1 at some point, that point can be a nonsingular point, an irrelevant singularity or a logarithmic point. Here is how the logarithmic case is distinguished for hypergeometric equations. 
For general A, pull-back transformation (6) of the considered hypergeometric equation to a hypergeometric equation is ramified only above the points z = 1 and z = ∞. Indeed, if the covering ϕ :
is ramified above an other point, then these ramified points would be singular by part 2 of Lemma 2.4, and there would be at least 3 singular points above {1, ∞} ⊂ P 1 z (essentially by part 1 of Lemma 2.5).
To keep the number of singular points down to 3, the covering ϕ should be ramified only above {1, ∞}. Up to fractional-linear transformations on P 1 x , these coverings have the form (1
Note that φ d−1 (x) is a polynomial of degree d − 1. A corresponding hypergeometric identity is
This transformation is obvious from the explicit expressions in (37). Formally, we also have a continuous family of fractional-linear pull-back transformations which fix the two points in {1, ∞}; however, they do not give interesting hypergeometric identities since Kummer's series at z = 1 and z = ∞ are trivial. If |A| = 1/k for an integer k > 1, we have more pull-back transformations as well. The hypergeometric equation has finite cyclic monodromy group, of order k. Pull-back transformations to hypergeometric equations with the same monodromy group are related to Padé approximations [Bak96] of the function (1 − x) p/k with ℓ ∈ Z \ {0}. They have two relevant singularities above {1, ∞} ⊂ P 1 z and precisely one branching point above z = 0; suppose that branching point is x = 0. If there should be m non-singular points above z = 1 and n non-singular points above z = ∞, then Hurwitz theorem implies that the branching order at x = 0 is n + m + 1. The covering ϕ has the form
Here F m (x), F n (x) are polynomials of degree m, n respectively, and p ∈ Z \ {0}. This form implies that
is the Padé approximation of (1 − x) p/k of precise degree (n, m). For example, the Pade approximation of √ 1 − x of degree (1, 1) is (4 − x)/(4 − 3x). Hence the following pull-back transformation is possible for k = 2:
A corresponding hypergeometric identity is
Other pull-back transformations (for the |A| = 1/k case) are compositions of (38) and of the just described pull-back transformations which do not change the monodromy group.
Remark 5.2 Algebraic transformations of Gauss hypergeometric functions often hold only in some part of the complex plane, even after analytic continuation. For example, formula (2) is obviously false at x = 1. Standard analytic continuation for the hypergeometric function on the right-hand side of (2) stops at the line Im(x) = 1/2. An extreme example of this kind is the following transformation of a hypergeometric function to a rational function:
This identity holds in a neighborhood of x = 0, but it certainly does not hold around x = 1 or x = −2. It turns out that standard cuts for analytic continuation for the hypergeometric function isolate the three points x = 0, x = 1, x = −2. Note that 2 F 1 1/2, 1 2 z is a two-valued algebraic function on P 1 z , by quadratic transformation (2). Apparently its composition in (41) with the degree 6 rational function consists of two disjoint branches. The second branch is the rational function (3x − 2)/x 3 , which is the correct evaluation of the left-hand side of (41) around the points x = 1, x = −2 (check the power series.) Many identities like (41) can be easily produced for hypergeometric functions of this Section with 1/A ∈ Z. The pull-backed hypergeometric equations should be Fucshian equations with the trivial monodromy group. More generally, any algebraic hypergeometric function can be pull-backed to a rational function. Other algebraic hypergeometric functions are considered in the following two Sections.
Three-term hypergeometric identities may also have limited region of validity. But it may happen that branch cuts of two hypergeometric terms cancel each other in a three-term identity. For example, standard branch cuts for the hypergeometric functions on the right-hand side of (27) are the intervals [1, ∞) and (−∞, 0] on the real line. But identity (27) is valid on C \ [1, ∞), if we agree to evaluate the right-hand consistently on the interval (−∞, 0]: either using analytic continuation of both terms from the upper half-plane, or from the lower half-plane.
Dihedral functions
Hypergeometric equations with (infinite or finite) dihedral monodromy group are characterized by the property that two local exponent differences are rational numbers with the denominator 2. By a quadratic pull-back transformation, these equations can be transformed to Fucshian equations with at most 4 singularities and with a cyclic monodromy group. Explicit expressions and transformations for these functions will be thoroughly considered in [Vidb] . Here we look at transformations of hypergeometric equations which have two local exponent differences equal to 1/2. The explicit classification scheme of Section 3 refers to this case twice.
Hypergeometric equations with the local exponent differences (1/2, 1/2, a) can be transformed to hypergeometric equations with the local exponent differences (1, a, a) by quadratic transformations. In particular, we have
In terms of the original argument z, we have the following explicit expressions for dihedral hypergeometric functions:
For general a, there are two types of transformations:
. These are the only transformations to the same monodromy group, since there must be at least one singularity above the point with the local exponent difference a. Identification of explicit Schwartz maps gives the following recipe for computing coverings ϕ :
For example, one can check the following transformation on explicit expressions (44):
• (1/2, 1/2, a) 2ℓ ←− (1, ℓa, ℓ a), and d = 2ℓ is even. These are transformations to hypergeometric equations of Section 5. They are compositions of the mentioned quadratic transformation and other transformations described in this and the previous sections.
If a = 1/k with k being a positive integer, the monodromy group is the finite dihedral group with 2k elements, and hypergeometric solutions are algebraic. Klein's theorem [Kle78] implies that this equation can be pull-backed to any other hypergeometric equation with the same monodromy group. Explicit coverings for these transformations can be computed in the following two steps:
1. We are given a general hypergeometric equation with the finite dihedral monodromy group of order 2k. (The variable is x.) Up to fractional-linear transformations, one of the 24 Kummer's solutions for this equation has the form
Note that this kind of function can be evaluated by (43) if n = m = ℓ = 0 or n = 0, m = ℓ = −1. Using those two evaluations and contiguous relations [AAR99, Section 2.5], [Vid03] express function (47) in the form
. Just like for transformations with general a considered above, the rational function ϕ(x) = x θ 2 2 (x)/θ 2 1 (x) defines the right covering (up to fractional-linear transformations). The degree can be determined from (13). This algorithm will be analyzed more thoroughly in [Vidb] . Here is an example. To compute the transformation (1/2, 1/2, 1/k) k+1 ←− (1/2, 3/2, 1/k), we first use (43) and contiguous relations to get
Then we use the described recipe to derive
For general dihedral equations, the rational function ϕ(x) cannot be expressed as a quotient of terminating hypergeometric series.
Algebraic Gauss hypergeometric functions
Algebraic Gauss hypergeometric functions is a classical subject of mathematics. These functions were classified by Schwartz [Sch72] . Recall that a Fucshian equation has a basis of algebraic solutions if and only if its monodromy group is finite. Finite monodromy groups for second order equations are either cyclic, or dihedral, or the tetrahedral group isomorphic to A 4 , or the octahedral group isomorphic to S 4 , or the icosahedral group isomorphic to A 5 . An important characterization of second order Fuchsian equations with finite monodromy group was given by Klein [Kle78] : all these equations are pull-backs of a few standard hypergeometric equations with algebraic solutions. In particular, this holds for hypergeometric equations with finite monodromy groups. The corresponding standard equation depends on the monodromy group:
• Second order equations with a cyclic monodromy group are pull-backs of a hypergeometric equation with the local exponent differences (1, 1/k, 1/k), where k is a positive integer. Klein transformations to general hypergeometric equations with a cyclic monodromy group are considered in Section 5 here.
• Second order equations with a finite dihedral monodromy group are pull-backs of a hypergeometric equation with the local exponent differences (1/2, 1/2, 1/k), where k ≥ 2. Klein transformations to general hypergeometric equations with a dihedral monodromy group are considered in Section 6.
• Second order equations with the tetrahedral monodromy group are pull-backs of a hypergeometric equation with the local exponent differences (1/2, 1/3, 1/3). Hypergeometric equations with this monodromy group are contiguous to hypergeometric equations with the local exponent differences (1/2, 1/3, 1/3) or (1/3, 1/3, 2/3).
• Second order equations with the octahedral monodromy group are pull-backs of a hypergeometric equation with the local exponent differences (1/2, 1/3, 1/4). Hypergeometric equations with this monodromy group are contiguous to hypergeometric equations with the local exponent differences (1/2, 1/3, 1/4) or (2/3, 1/4, 1/4).
• Second order equations with the icosahedral monodromy group are pull-backs of a hypergeometric equation with the local exponent differences (1/2, 1/3, 1/5). Hypergeometric equations with this monodromy group are contiguous to hypergeometric equations with the local exponent differences (1/2, 1/3, 1/5), (1/2, 1/3, 2/5), (1/2, 1/5, 2/5), (1/3, 1/3, 2/5), (1/3, 2/3, 1/5), (2/3, 1/5, 1/5), (1/3, 2/5, 3/5), (1/3, 1/5, 3/5), (1/5, 1/5, 4/5) or (2/5, 2/5, 2/5).
In this Section we sketch pull-back transformations of hypergeometric equations with the tetrahedral, octahedral or icosahedral monodromy groups. The most interesting are transformations implied by Klein's theorem. In [Vida] an algorithm is given for computing these transformations. Algebraic Gauss hypergeometric functions can be expressed very explicitly as radical functions after a pull-back transformation, like formula (42). The idea is to pull-back the hypergeometric equation with a finite monodromy group to a Fuchsian differential equation with a cyclic monodromy group. Then algebraic hypergeometric solutions are identified with radical solutions of the transformed equation. These explicit evaluations are called Darboux evaluations in [Vida] . Here are a few examples: (
In [Vida] , a few of these evaluations are computed for each Schwartz type of algebraic Gauss hypergeometric functions. Some of these evaluations are defined not on P 1
x , but on a genus 1 curve:
where
Using evaluations in [Vida] and contiguous relations one can compute Darboux evaluations for any algebraic Gauss hypergeometric function of tetrahedral, octahedral or icosahedral type. These explicit evaluations can be used to pull-back explicitly a standard hypergeometric equation to any other hypergeometric equation with the same monodromy group, as implied by Klein's theorem [Kle78] . Computations are quite straightforward, one has to identify proper Schwartz maps. For example, Klein's morphism for a hypergeometric equation with the local exponent differences (4/3, 4/3, 2/3), with the tetrahedral monodromy group, is given by
A hypergeometric transformation is
Transformations between hypergeometric equations with different finite monodromy groups are usually compositions of known transformations. An interesting exception is the following transformation between standard tetrahedral and icosahedral equations:
This transformation is derived in [AK03] as well.
Remark 7.1 Hypergeometric equations with finite monodromy group can be pull-backed to hypergeometric equations with the trivial monodromy group. By this algebraic Gauss hypergeometric functions are transformed to rational functions (perhaps on a higher genus curve). The minimal transformation degree is the order of the monodromy group, which is 12, 24, 60 for tetrahedral, octahedral, icosahedral equations respectively. If the transformed equation is hypergeometric, the degree is given by formula (13). A priori, it is possible that the pull-backed equation is hypergeometric, but none of its three singular points lies above {0, 1, ∞} ⊂ P 1 z . This situation would be an exception to the unconditional implication of part 1 of Lemma 2.1: a transformation between hypergeometric equations without two-term identities between their hypergeometric solutions. For such an exception, the monodromy group should not be cyclic since we can choose the z-point with the local exponent difference 1 for the standard hypergeometric equation. A candidate exceptional transformation of minimal degree is (2, 2, 2) 10 ←− (1/2, 1/2, 1/2). However, computations show that there are no transformations with the branching pattern 5 * 2 = 5 * 2 = 5 * 2 above three points. (By the multiplicative expressions here we mean 5 points of branching order 2 in the same fiber.) Possibly, exceptional transformations for part 1 of Lemma 2.1 do not exist.
Elliptic integrals
Here we consider algebraic transformations for solutions of hypergeometric equations with the local exponent differences (1/2, 1/4, 1/4), or (1/2, 1/3, 1/6), or (1/3, 1/3, 1/3). For each of these equations, some of hypergeometric solutions are trivial (i.e., constants or power functions), other solutions are incomplete elliptic integrals (up to a possible power factor). Transformations of these functions will be described more thoroughly in a separate paper. Formula (13) gives no restriction on the transformation degree, but it requires that the transformed hypergeometric equation should have local exponent differences e 0 , e 1 , e ∞ such that e 0 + e 1 + e ∞ = 1. In particular, all 3 singularities of the transformed equation are relevant, and the covering is ramified only above 3 points. Possible branching patterns are shown in Table 2 . Multiplicative subexpressions in the last column have the same meaning as in Remark 7.1: the second number is the branching order, and the first one represents the number of points with that branching order in the same fiber. Most interesting are pull-back transformations of the three mentioned hypergeometric equations to themselves. These transformations correspond to endomorphisms of elliptic curves defined by the equations y 2 = x 3 + x or y 2 = x 3 + 1. This observation was suggested by Beukers [Beu00] . We denote those two elliptic curves by E 1 and E 2 respectively. Similarly, the substitution t = x −3 in the integral in (53) gives:
2 F 1 1/3, 2/3 4/3
This is an integral of a holomorphic differential form on the genus 1 curve x 3 − y 3 = 1. It is well-known that this curve is isomorphic to E 2 . For convenience, one may consider x 3 − y 3 = 1 directly as an elliptic curve by taking an inflexion point as the origin; then the addition law is determined essentially by the same chord-and-tangent method (so any 3 points on one line add up to zero). Like in the two previous cases, algebraic transformations of (62) into itself correspond to endomorphisms of E 2 . The group of these transformations is isomorphic to Z[ω] * / 1, ω, ω −1 , since multiplication by −1 ∈ Z[ω]
gives a specialization of (16). Here are explicit transformations corresponding to 1 − ω, 3, 3 + ω ∈ Z[ω]: 
2 F 1 1/3, 2/3 4/3 z = 1 − z − z 2 /(3ω +2) 1+(3ω +2)z −(3ω +2)z 2 2 F 1 1/3, 2/3 4/3 z (z 2 + (3ω +2)z − 3ω −2)
With these stronger formulas we get a moderate list of possibilities after Step 2 of our classification scheme. The list of possible branching patterns after Step 3 is presented by the first three columns of Table 3 . The branching patterns are determined by the two triples of local exponent differences and the principle that each fiber of {0, 1, ∞} ⊂ P 1 z contains maximal possible number of non-singular points. For each branching pattern there is at most one covering. The coverings were computed by the algorithm in [Vid04b, Section 3]; they are characterized in the fourth column of Table 3 . The last column indicates existence of Coxeter decompositions described at the end of Section 3. The three cases which admit a Coxeter decomposition are implicitly obtained in [Hod20] and [Beu02] .
Here we give rational functions defining the indecomposable pull-back transformations, and examples of corresponding algebraic transformations of Gauss hypergeometric functions.
Local exponent differences

Degree
Covering Coxeter (1/k, 1/ℓ, 1/m) above d composition decomposition (1/2, 1/3, 1/7) (1/3, 1/3, 1/7) 8 indecomposable no (1/2, 1/3, 1/7) (1/2, 1/7, 1/7) 9 indecomposable no (1/2, 1/3, 1/7) (1/3, 1/7, 2/7) 10 indecomposable yes (1/2, 1/3, 1/7) (1/7, 1/7, 3/7) 12 no covering (1/2, 1/3, 1/7) (1/7, 2/7, 2/7) 12 no covering (1/2, 1/3, 1/7) (1/3, 1/7, 1/7) 16 no covering (1/2, 1/3, 1/7) (1/7, 1/7, 2/7) 18 2 × 9 no (1/2, 1/3, 1/7) (1/7, 1/7, 1/7) 24 3 × 8 yes (1/2, 1/3, 1/8) (1/3, 1/8, 1/8) 10 indecomposable no (1/2, 1/3, 1/8) (1/4, 1/8, 1/8) 12 2 × 2 × 3 yes (1/2, 1/3, 1/9) (1/9, 1/9, 1/9) 12 3 × 4 no (1/2, 1/4, 1/5) (1/4, 1/4, 1/5) 6 indecomposable no (1/2, 1/4, 1/5) (1/5, 1/5, 1/5) 8 no covering 
Note that the conjugation ω = −1 − ω acts in the same way as a composition with fractional-linear transformation interchanging the points x = 0 and x = 1. This confirms uniqueness of the covering.
• (1/2, 1/3, 1/7) 9 ←− (1/2, 1/7, 1/7). Let ξ denote an algebraic number satisfying ξ 2 + ξ + 2 = 0. The covering and an algebraic transformation are: 
