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ABSTRACT 
Plant stature, flowering time and ear set are related to maturity, disease and insect 
resistance, drought tolerance, root lodging and yield, which are all major trait targets for 
maize breeders.  In an effort to understand the effects of year, location, and planting density 
on these traits, we grew the IBMRIL and IBMDH populations in high and low density at 
several locations in the cornbelt over a period of years. The effects of temperature, 
precipitation, and solar radiation at key crop growth phases were quantified for each trait 
using partial least squares regression.  The heritability of each trait across high and low 
planting densities was estimated. Using composite interval mapping, we placed by- and 
across-environment and density QTL for these traits on a dense genetic map.  The effects of 
environment and planting density on each of these traits were significant.  Several QTL with 
very narrow confidence intervals and functions of interest to breeding programs were 
identified, and QTL were detected differentially across environments and planting densities.  
Use of phenotypic and genotypic selection for plant stature, flowering time, and ear set is 
discussed, and functional hypotheses for these QTL are explored in the context of previously 
identified QTL. 
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CHAPTER 1. GENERAL INTRODUCTION 
 
Introduction 
Development of a low-eared, early-flowering, high-yielding hybrid is the target of 
many corn breeders in the Midwestern U.S.  Breeders employ a variety of phenotypic and 
marker-based selection strategies to achieve this goal, however stability of the selected 
phenotype under target environmental conditions is a requirement.  These environmental 
conditions may include factors outside the breeder’s experimental control, including 
meteorological effects or soil type, as well as more management-dependent conditions, like 
plant population density.  In any case, effective breeding requires an understanding of the 
effects of these environmental factors on phenotypes and quantitative trait loci (QTL). 
Grain yield is the most important target in maize breeding programs, and stability 
across variable soil, nitrogen, weather, or plant population density conditions is highly 
valued.  Yield is a complex trait, however, and yield phenotypes and QTL are frequently not 
detected consistently across environments, so they are difficult to use in breeding programs 
(Xu and Crouch, 2008).  This phenomenon has been observed under a variety of stressful 
growing conditions.  For example, reduced nitrogen environments are becoming more and 
more common across the world, and Li, et al. (2011) have demonstrated that phenotypes and 
QTL are not stable across different nitrogen regimes.  Similar observations have been made 
in water-stressed environments (Ceccarelli and Grando, 1996). Furthermore, many studies 
have shown that even under more optimal, seemingly similar environments, yield phenotypes 
are not stable, and marker-assisted selection techniques need to incorporate a genotype-by-
environment component (Hallauer and Miranda, 1988; van Eeuwijk et al., 2010).   
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Dissecting yield response to environment into its component traits, such as flowering 
time, plant and ear height, and barrenness, would allow a better understanding of the 
physiology of the plant’s response to environment.  Furthermore, these traits are often more 
heritable across environments (Hallauer and Miranda, 1988), which could provide better 
QTL targets for marker-assisted selection, especially if specific genes and pathways could be 
implicated.  Several key components of a successful QTL mapping project, especially a 
QTL-to-gene project, are high quality phenotypic data from a segregating population(s), a 
dense genetic map, accurate QTL mapping strategies, and physical map sequence that has 
been integrated with the genetic map (Salvi and Tuberosa, 2005; Lee et al., 2002; Coe et al., 
2002).   
The intermated B73 x Mo17 recombinant inbred line (IBMRIL) population, which 
was derived from five generations of random-mating among S0’s, provides a good foundation 
for QTL mapping efforts because it includes two inbreds with significant contributions to 
current cornbelt maize germplasm, has high genetic resolution, is sufficiently large to offer 
good statistical power, and has been genotyped with 2000 genetic markers, many of which 
have been linked to the physical map. The new intermated B73 x Mo17 doubled haploid 
population (IBMDH), derived from ten generations of random-mating (Hussain et al., 2007), 
and its 2000 marker genetic map should allow even more precise mapping of QTL than the 
IBMRILs.  Once high quality, multi-environment phenotypic data are collected, it should be 
possible to use composite interval mapping (CIM) in the IBM populations to identify 
putative genes with effects on flowering time, plant and ear height, and barrenness.  If the 
effects of these genes are compared among multiple years and locations, as well as under 
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different planting densities, they could contribute to our understanding of genetic pathways 
affecting yield response to environment. 
The objectives of this research were to: 
i) Measure the phenotypic range of plant and ear height, growing degree units to 
shed and silk, and barrenness in the IBMRIL and IBMDH populations of maize 
under high and low density planting conditions across a range of cornbelt 
environments. 
ii) Characterize the response of plant stature and flowering time traits to 
precipitation, temperature, and solar radiation measured at different crop growth 
phases. 
iii) Dissect any QTL-by-environment interactions observed among cornbelt  
environments in the context of meteorological observations. 
iv) Compare plant stature and flowering time QTL mapped under high and low 
density planting condition in the IBMRILS and IBMDHs. 
v) Link QTL for plant stature and flowering time to previously detected QTL and 
putative genes when possible. 
 
Thesis Organization 
This thesis begins with a general literature review describing existing knowledge of 
environmental and planting density effects on plant stature and flowering time, QTL 
mapping methods, the importance of recombination to QTL mapping efforts, and methods 
for linking genetic and physical maps for gene identification.  The second chapter is a 
manuscript planned for Crop Science, and describes the effects of meteorological 
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observations on plant stature and flowering time, QTL mapped across six cornbelt 
environments, and effects of the environment on QTL detection.  Physiological mechanisms 
and candidate genes underlying selected QTL regions are discussed.  The third chapter of the 
thesis is a manuscript is targeted to Plant Breeding, and focuses on the effects of planting 
density on plant stature, flowering time, and ear set.  QTL mapped under high and low 
planting densities are compared, and methods for breeding for high density planting 
conditions are discussed.  The final chapter of the thesis describes general conclusions of the 
research and possible next steps in better understanding the effects of environment and 
planting density on breeding, whether via phenotypic or marker-based selection. 
 
Literature Review 
Breeding Targets and Trait Physiology 
Flowering time and plant and ear height are related to several major trait targets for 
maize breeders:  maturity, disease and insect resistance (Schulz et al., 1997; Abedon and 
Tracy, 1998; Riedeman et al., 2008), drought tolerance (Campos et al., 2006; Chapman and 
Edmeades, 1999), root lodging, and yield (Betrán et al., 2003).  In general, later flowering, 
taller corn belt lines have higher yields, but these varieties frequently have root lodging 
issues when a highly placed ear acts as a fulcrum during wind storms.  In addition, late 
flowering puts the plant at an increased risk of pollination stress in drought environments 
(Blum, 1996).  Development of a low-eared, early-flowering, high-yielding hybrid is the 
target of many corn breeders in the Midwestern U.S., however the uncoupling of plant and 
ear height through traditional selection has been a challenge, and creating early-flowering 
lines with high yield can be difficult.  A better understanding of the QTL and gene 
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components of pathways regulating flowering time and plant and ear height might result in 
selection targets that break the link between high yield and taller, later flowering plants.   
Duvick (1996) used comparisons among a range of old and new hybrids to 
demonstrate that yield increases over the last seventy years have come in large part from 
breeding for increased adaptation to high plant population densities- and that future yield 
gains will need to be achieved under high planting density and other stresses.  Growers can 
increase crop yield by increasing plants-per-hectare until the benefits of increased plant 
population are outweighed by the reduced yield-per-plant caused by competition for 
resources (Tollenaar and Wu, 1999). In fact, the optimal planting density for most modern 
hybrids has increased to about 88,000 plants/ha in the cornbelt (Elmore and Abendroth, 
2008), and planting densities have been increasing incrementally on some farms, up to 
110,000 plants/ha.   
It is the commercial corn breeder’s perpetual challenge to provide growers with ever 
higher yielding, stable genotypes that can tolerate increased crowding.  This most certainly 
requires phenotypic evaluation, but should also take advantage of marker assisted selection 
methods.  Given that identifying a marker-trait correlation for yield is extremely challenging 
(Holland, 2004), dissecting yield into more heritable component traits is a good alternative 
strategy. Variation and high heritability for the anthesis-to-silking interval (ASI), plant and 
ear height, and barren-ness has been demonstrated for a variety of inbred and hybrid maize 
lines (Subedi et al., 2006, Tollenaar and Wu, 1999; Gonzalo et al., 2006).  This variation 
indicates that selection via more traditional phenotypic or marker-based approaches, when 
conducted in the right environments, could improve yields in high density plantings. 
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An understanding of how a component trait contributes to yield and interacts with 
environment is important to employing it in a breeding program.  Vegetative growth of the 
maize plant occurs in two main stages, and plant and ear height are determined during both 
of these stages.  The functional units of the plant, phytomers, include a node, the attached 
leaf, and the internode below the leaf; in the vegetative stage, phytomers are initiated and 
begin elongation.  The vegetative stage includes a juvenile phase, which lasts until the first 
five to seven leaves have emerged in a tight rosette, and an adult phase during which the 
remaining leaves emerge and internodes elongate sequentially, from the base to the top of the 
plant (Morrison et al., 1994).   
Once the plant reaches the adult phase of vegetative growth, it can receive the floral 
inductive signals that direct the transition to reproductive growth.  Commercial cornbelt 
maize varieties are primarily day-neutral crops in which floral induction signals are 
stimulated once a threshold number of leaves have been initiated, rather than by photoperiod 
(Colasanti and Muszynski, 2009).  Flowering time and ear set are determined in part by the 
timing of receipt of these signals, at which point the tassel and ear primordium are initiated 
sequentially, within a few weeks of each other (Vollbrecht and Schmidt, 2009).  Shortly 
before the tassel emerges from the whorl, inflorescence architecture, including maximum 
kernel number, is determined and final elongation of the top few internodes of the plant occur 
(Abendroth et al., 2011).  At flowering, internode elongation ceases, and fertilization and 
kernel development become the primary sink for photosynthetic resources. 
Environmental and genetic signals received during each growth stage affect plant 
height (PH), ear height (EH), growing degree units to anthesis (SHED) and silking (SILK).  
PH is primarily determined by the number of nodes and the rate at which the internodes 
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elongate.  EH is influenced by the same factors, but is also affected by the node placement of 
the primary ear, a function of apical dominance.  SHED and SILK are largely determined by 
the timing of the seedling emergence and the vegetative to reproductive stage transition, but 
weather conditions and apical dominance may influence the timing of SHED versus SILK.  
In any case, strong genetic control for pathways affecting plant and ear height and flowering 
time in maize has been demonstrated (Doebley and Stec, 1991; VlǎduŃu, et al., 1999; 
Chardon et al., 2004; Wang et al., 2006; Salas Fernandez et al., 2009; Salvi et al., 2009).  
Many genes and QTL affecting the transition from vegetative to reproductive growth have 
been identified and characterized (Singleton, 1946; Evans and Poethig, 1995; Walsh and 
Freeling, 1999; Colasanti et al., 1998; Salvi at al., 2002; Chardon et al., 2004;), and several 
studies (VlǎduŃu, et al., 1999; Doebley et al., 1995; Ragot et al., 1995; and Lauter et al., 
2008) have identified a number of overlapping QTL with implications for apical dominance.   
Various stresses, including nitrogen deprivation, drought, and inter-plant competition 
can decrease ear size and kernel row number, as well as kernel set in maize, thereby reducing 
yield (Tollenaar, 1977).  Numerous studies have established the close relationship between 
kernel set and yield (Tollenaar et al., 2000), and the impact of planting density on kernel set 
is well-understood (Subedi et al., 2006).  Typically maize plants will initiate several ears, but 
only one of those ears generally achieves significant size and kernel fill in commercial maize 
hybrids (Otegui and Andrade, 2000).  When the anthesis to silking interval is extended, or 
silking does not occur well before shedding, as often occurs under high planting densities, 
silks may not receive pollen (Otegui and Andrade, 2000).  Planting density can also affect 
yield via barrenness or a reduction in kernel fill because the amount of assimilates (ie. 
nitrogen) available to each plant for conversion to dry matter is reduced (Tollenaar, 2000; 
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Westgate, 1996). Gonzalo et al. (2006) identified QTL x density interactions in a small study 
of eight segmental introgression lines from a B73 x Tx303 population, as well as in the 
IBMRIL population.  There is clearly an opportunity for QTL-based breeding methods to 
impact crop yields via tolerance for high planting density. 
QTL Mapping 
QTL mapping is based on the idea that genetic marker loci near a gene(s) controlling 
a trait of interest will segregate with that gene, allowing an association to be made between 
marker genotype and plant phenotype.  QTL mapping methods are well-developed and 
widely used. For example, QTL for plant height, ear height and flowering time traits have 
been mapped in North American (Krakowsky et al., 2004; Veldbloom et al, 1994; Berke and 
Rocheford, 1995; Koester et al., 1993), European (Mihaljevic et al., 2005), and tropical (de 
la Lima et al., 2006) maize populations. 
 Several QTL mapping methods and programs are available.  Single marker analysis 
simply uses a t- or f-test to determine whether a single marker’s segregation pattern is 
associated with a phenotype of interest (Liu, 1998).  In interval mapping (IM), all positions 
on a chromosome are evaluated for QTL, whether the chromosome position is at the same 
place as a marker or between markers (Lander and Botstein, 1989).  That is, data from the 
two markers flanking an interval containing the chromosome position of interest are used to 
estimate the probability (via maximum likelihood) of QTL at predetermined (ie.1 cM) 
positions between the markers.  The likelihood ratio of the alternative (QTL present) versus 
the null (no QTL) hypothesis is calculated from the likelihood ratio at each position such that 
a QTL likelihood curve can be drawn along each chromosome.  The alternative hypothesis 
tested against the null can be adjusted to accommodate a range of experimental pedigrees, 
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including F3, backcross, and inbred progeny. Composite interval mapping (CIM) is an 
improvement on interval mapping that uses multiple regression to incorporate genotype data 
from additional loci into the model tested at each position (Jansen, 1993; Zeng, 1994).  In 
multiple interval mapping (MIM) (Kao et al., 1999), QTL are fit using the likelihood 
approach like IM and CIM, but multiple intervals are evaluated at one time, so all of the QTL 
for a trait are fitted during a single analysis.  The disadvantages of MIM are increased 
susceptibility to overfitting the parameter space and a requirement for more intensive manual 
model adjustments than CIM.  Since modern QTL mapping studies increasingly leverage 
phenotypic data that is collected using genomics approaches (Jansen and Nap, 2001), MIM is 
often impractical and has not seen widespread use. 
 For CIM, background marker selection must be performed prior to interval mapping 
with a multiple regression model (Jiang and Zeng, 1995).  Forward stepwise regression adds 
markers one-by-one to a model as long as their effects are significant under an F-test, usually 
at p≤0.05.  Backward stepwise regression begins with every marker in the model, and then 
drops the markers one-by-one, keeping only those with significant effects.  Forward-
backward stepwise regression combines the two approaches by assembling a model with 
significant markers through forward regression, and then dropping markers from the model 
using backward regression.  To avoid masking multiple QTL effects at each putative test 
position during CIM, a sliding window is used to exclude cofactors surrounding the test 
position. 
The QTL mapping step is followed by determination of significance thresholds for 
logarithm of the odds (LOD) values.  Lander and Botstein (1989) provide guidelines for 
setting significant LOD values in a variety of cross types, genome sizes, and genotypic and 
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phenotypic data structures, but Churchill and Doerge (1994) report a method that develops 
significance thresholds (experiment-wise error rate) for individual datasets.  Phenotypic data 
is permuted a number of times (anywhere from 300-1000), interval mapping is conducted for 
each permuted dataset, and the maximum LOD score across those datasets is determined.  
The proportion of these LOD scores that are greater than the observed maximum LOD value 
is used as an approximate p-value and can be used to determine the threshold LOD value. 
Two-LOD support intervals (TLSI) include the distance on either side of a QTL peak that 
falls within 2 LOD score units of the maximum LOD score.  These are measures of 
confidence intervals for QTL peaks (Manichaikul et al., 2006), and can be used to define 
which part of the physical map sequence should be searched for genes underlying QTL.   
A key objective of high-resolution QTL mapping is localization of QTL in small 
interval with very high confidence (Salvi and Tuberosa, 2005; Price, 2006).  Lauter et al. 
(2008) report a modified, more conservative method for determining significance thresholds 
and confidence intervals with CIM that is more appropriate in QTL mapping studies targeted 
to cloning efforts.  In conventional CIM, cofactor markers are selected using the “real” 
dataset, and this set of markers is used in each of the permutations used to declare the LOD 
significance threshold.  Lauter et al. (2008) estimated a more accurate experiment-wise error 
rate threshold by re-selecting cofactors during each permutation, thereby reducing the 
number of falsely significant QTL detected in an experiment. Because LOD curves have 
been shown to be positionally inaccurate for CIM (Li et al., 2007), a similar re-selection 
strategy for more accurate definition of confidence intervals has been implemented by Lauter 
et al. (2008) using non-parametric estimation methods (NPCI) described by Visscher et al. 
(1996).  In NPCI, bootstrapping is used to generate a set of QTL peaks from repeated 
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subsamples of the original dataset with replacement.  Boundaries for the QTL are calculated 
from the variance around the center of the set of bootstrapped peaks, rather than using the 2 
LOD support interval.    Lauter et al. (2008) modified NPCI for use with CIM by re-selecting 
co-factor markers (NPCI-CIM) to construct more accurate confidence intervals. 
Many flowering time and plant and ear height QTL studies have been conducted 
(Chardon et al., 2004; Austin and Lee, 1996) with the goal of providing targets for marker-
assisted selection and gene cloning.  QTL with relatively large effects for plant height (14% 
of phenotypic variation; Méchin et al., 2001) and days to anthesis (20.1% of phenotypic 
variation; Krakowsky et al., 2004) have been placed on genetic maps.  However, the QTL 
found in RIL populations to date are generally mapped to fairly large regions (10-30 cM) 
(Kearsey and Farquhar, 1998; Méchin et al., 2001; Salvi et al., 2007; Upadyayula et al., 
2006).  A meta-analysis of 21 diverse flowering trait QTL mapping projects placed QTL with 
nearly two times more precision (Chardon et al., 2004), but this still may not be precise 
enough for candidate gene identification.  To map a QTL within the one to five cM 
confidence interval suggested by Salvi and Tuberosa (2005), accurate and conservative QTL 
mapping methods should be used in a highly recombinant population with a densely 
populated genetic map.  NPCI-CIM applied in the IBMDH population could make such 
precise mapping of QTL in a “first generation” mapping population possible in maize.   
Recombination and Genetic Maps 
One key to precise placement of loci on a genetic map is dissipation of genetic 
linkage.  Genetic linkage is present in a population when non-random association of alleles 
occurs at pairs of loci.  It is a measure of the correlation between alleles in a population.  
Linkage is most common between loci that are simply near each other in the genome, making 
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recombination between the two loci less frequent.  It is also caused by other forces affecting 
allele frequency in a population, such as mutation, migration, selection, and drift. Genetic 
linkage is dissipated with each recombination event in a population (Haldane and 
Waddington, 1931), which allows for better ordering of genetic markers and increased 
resolution of the genetic map (Liu et al., 1995). 
A way to decrease linkage in a population is to allow greater opportunity for 
recombination through several generations of random intermating (Hansen, 1959; Winkler et 
al., 2003).  Dudley et al. (2004), Dudley (1994), and Moreno-Gonzalez et al. (1975) 
conducted empirical studies assessing the impact of many cycles of random intermating on 
levels of linkage, and found that random intermating did indeed dissipate linkage in the 
Illinois High and Low Oil populations of maize.  Linkage disequilibrium was decreased by 
about 60% after five generations of random intermating in these populations (Dudley et al., 
2004), and Willmot et al. (2006) reported a doubling in map size between these populations.  
Lee et al. (2002) and Jaqueth (2003) have shown in the IBMRIL (recombinant inbred line) 
population that use of this strategy can increase recombination fractions, thereby increasing 
genetic map distances.  When five extra generations of random intermating were conducted 
between the IBM2 and IBMRIL populations in maize, the genetic map distance was nearly 
quadrupled (Lee et al., 2002).  The benefits of random mating in the IBMRILs should be 
further improved upon in a new population, the IBMDHs.  This population has undergone ten 
generations of random intermating, a considerable increase over the five generations of 
random intermating used to generate the IBMRIL population.  In fact, the genetic map 
distance on chromosome one in the IBMDH population was one and one half fold greater 
than in the IBMRIL population (Jaqueth, 2003). 
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The IBM mapping populations used by private and public sector maize breeders and 
geneticists are the result of crosses between B73 and Mo17, lines representing two major 
heterotic groups of maize in North America.  The populations were each produced from an 
initial cross followed by five and ten generation of random intermating, respectively (Fig. 1; 
Davis et al., 2001; Hussain et al., 2007).   
 
Figure 1.  Steps in development of IBMRIL (a) and IBMDH (b) populations. 
 
The IBMRIL population was produced as follows: an initial cross of B73 and Mo17 
was made, and the resulting F1 lines were selfed to produce F2 kernels.  The F2 plants were 
then used once in a random intermating of pairs of 250 plants, and one to two kernel of each 
new F2Syn1 ear was selected for another round of random intermating between 250 plants.  
Five generations of random intermating, followed by eight generations of selfing, were 
B73 x Mo17 
450 F2 ears 
F1 
 X 
8 generations 
of selfing  
4 cycles of bulking and 
random intermating 
Single kernel planting 
Random intermating 
of pairs of plants  
IBMRIL: 
304 RILs 
a. b. B73 x Mo17 
450 F2 ears 
F1 
 X 
Chromosome 
doubling  
9 cycles of bulking and 
random intermating 
Single kernel planting 
Random intermating of 
pairs of 450 plants  
IBM2DH: 
360 DHs 
X   Haploid inducer 
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conducted to produce the 304 recombinant inbred lines (RILs) of the IBMRIL population 
(Figure 1). 
The IBMDH population was started in the same way as the IBMRILs, but ten 
generations of random intermating were conducted.  The resulting 450 lines were cross to a 
haploid inducer, underwent chromosome doubling (Pioneer Hi-Bred Intl. proprietary 
methods), and doubled haploid lines were increased to produce the homozygous, highly 
recombinant members of the population (Figure 1).  Although 417 IBMDH lines were 
generated, after genotyping to discard duplicates and heterozygous lines and a generation of 
increase in the nursery, only 360 were available for release to the public. 
The public IBMRIL genetic map was described in detail (Lee et al., 2002).  Briefly, 
this map was constructed using 1000 RFLP markers and more than 850 SSR markers.  The 
DuPont IBMRIL/IBMDH map was produced by genotyping 267 IBMRIL and 360 IBMDH 
lines for 1965 single nucleotide polymorphism (SNP) markers derived from expressed 
sequence tags. Genotype information from all the markers was used to identify 1725 well-
distributed, co-dominant SNPs for a framework map.  Data for these markers in the IBMRIL 
and IBMDH populations was input to the CarthaGéne mapping software (de Givry, et al., 
2004) and recombination rates for backcross populations were used to make a framework 
map.  Several algorithms were run and compared to develop the optimum marker order; most 
algorithms returned very similar results.  A final searching algorithm was applied with a 
window size of nine markers and a LOD of three.  Two-point LOD scores confirmed that the 
marker order was correct, and thinning procedures were conducted to remove markers with 
non-unique orders.  The 215 thinned markers were assigned to an interval on the framework 
map using multi-point likelihood, genetic positions were calculated using observed 
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recombination in both populations, and two-point LOD scores confirmed proper placement.  
Similar procedures were conducted to add public markers to the framework map.   
Map distances were calculated for each population using recombination rates 
appropriate to their levels of intermating and selfing (Winker et al., 2003).  Single meiosis 
recombination rates were calculated for each population (Winkler et al., 2003), and a 
weighted (by population size) average of these recombination rates was used to calculate 
single meiosis map distances.  The IBMDH map has a direct map length of approximately 
14,100 cM, whereas the IBMRIL map has only about 8100 cM (Helland et al., 2006; Table 
1).  When converted to single meiosis map distance, the map length is about 2200 cM for the 
IBMRIL and IBMDH populations. 
 
Table 1.  Single nucleotide polymorphisms (SNPs) genotyped per chromosome and 
chromosome (Chr) size in centiMorgan (cM) for the IBMRIL, IBMDH, and combined 
single meiosis genetic maps.  
Single-Meiosis Map  IBMRIL Map  IBMDH Map
Chr SNPs Chr Size (cM) Chr Size (cM) Chr Size (cM)
1 363 316.4 1261.6 2019.9 
2 221 244.1   890.6 1632.8 
3 244 241.1   955.3 1500.6 
4 205 243.1   869.0 1623.6 
5 221 214.5   810.0 1394.6 
6 192 176.1   566.0 1257.3 
7 185 205.1   769.3 1331.8 
8 159 191.0   734.6 1226.9 
9 174 174.9   706.0 1099.0 
10 166 142.2   550.0   915.1 
All 2130 2148.5 8112.4             14001.6 
 
 The utility of random mating for precise QTL mapping has been demonstrated by 
Balint-Kurti et al. (2007), who associated southern leaf rust QTL from the IBMRILs with 
putative disease genes via the physical map of maize.  Additionally, QTL for leaf number 
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were narrowly localized on the IBMRIL genetic map by Lauter et al. (2008).  The IBMDH 
population should allow even more precise QTL mapping. 
Integration of Genetic and Physical Maps for Gene Identification 
Gene identification and map-based (positional) cloning begin with the association of 
a phenotype of interest with molecular markers on a genetic map.  To date, the next steps 
have been fine mapping of the QTL region in a population of near isogenic lines (NILS) 
developed around the target region and linked to a segment of physical sequence, such as a 
series of yeast artificial chromosomes (YACs) or bacterial artificial chromosomes (BACs).  
Sequence analysis of this region is used to determine the precise location of the putative 
gene. The gene is then verified through a complementation test using mutation or transposon 
tagging.  Integration of the genetic and physical maps of an organism should facilitate much 
more streamlined map-based cloning of genes. 
Genetic-physical map integration is complete for reference cultivars of Arabidopsis 
thaliana (Chang et al., 2001) and rice (Oryza sativa) (IRGSP, 2005) and is in process for 
maize (Zea mays) cultivar B73.  This process is more difficult for maize because sequencing 
a large genome that includes many repetitive elements poses additional challenges 
(Rabinowicz and Bennetzen, 2006; San Miguel et al., 1996; Bennetzen et al., 1994; 
Arumuganathan and Earle, 1991).  Nonetheless, public and private sector efforts to assemble 
B73 BACs into contiguous fragments (contigs) (Tomkins et al., 2002; Yim et al., 2002; Li et 
al., 2005), combined high resolution maps from the IBMRIL and IBMDH populations, (Lee 
et al., 2002; Cone et al., 2002; Ed Bruggeman, Pioneer Hi-Bred, personal communication), 
set the stage for integrating the genetic and physical spaces of maize (Coe et. al, 2002).  To 
assemble the B73 physical map, three BAC libraries were made from digestion of the B73 
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genome by HindIII, EcoRI, and MboI restriction enzymes (Yim et al., 2002).  BACs were 
screened with ~10,000 overgo probes derived from maize expressed sequence tags (ESTs) 
and maize and sorghum cDNA sequences.  Fingerprint Contig (FPC) software was used to 
array the contigs into a physical map (Coe et al., 2002).  Nearly 10,000 ESTs were anchored 
to the emerging physical map using this strategy, although many of the overgos hybridized 
promiscuously, which limited their utility for map integration (Lawrence et al., 2007).  Thus, 
present map integrations are made almost exclusively using sequence-based approaches. 
A key advancement for positional cloning in maize has been the interconnection of 
genetic and physical spaces by MaizeGDB.org, Gramene.org and MaizeSequence.org.  These 
three databases have individual strengths that make each useful in different situations.  For 
example, Gramene.org helps identify microsyntenous regions of the rice genome for a 
particular segment of the maize genome.  Annotations for most maize genes are not yet 
complete, thus leveraging the thoroughly annotated rice genome can be a productive data 
mining effort.  While MaizeGDB.org and MaizeSequence.org both provide physical map 
browsers, they differ in the technologies that support them (GBrowse and Ensemble) and in 
their end use.  While MaizeSequence.org focuses mainly on presenting the most up-to-date 
advancements in genome sequencing and annotation, MaizeGDB.org is geared more towards 
anchoring various data types (QTL, genetic map coordinates, mutants, etc.) to the physical 
map. 
Although integrated maps have been used for map-based cloning of QTL in 
Arabidopsis thaliana (Jander et al., 2002) and rice (Liu et al., 2004), this strategy has been 
less successful in maize (Salvi and Tuberosa, 2005).  There are several potential difficulties 
with map-based cloning of genes for even the simplest qualitative traits in maize.  It is 
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possible that there could be errors in the assembly of the BACs or the contigs due to 
abundant repetitive elements. These repetitive elements may also make it difficult to identify 
correct sequences for fine mapping.  However, the most significant obstacle to map-based 
cloning of complex agronomic traits in maize is precise placement of QTL on a genetic map 
with resolution high enough to link it to a relatively short stretch of physical sequence.  QTL 
must be localized to a very small region of the genome to make a link between the genetic 
map and a manageable number of single genes on the physical map.  Factors required to map 
QTL at this level of precision include a saturated genetic map, very clean phenotypic data, 
and a highly recombinant mapping population.  Balint-Kurti et al. (2007) and Lauter et al. 
(2008) have successfully used the IBMRIL population and genome browsers to localize QTL 
to within one MB of genetic sequence and putative genes.  An increased number of 
recombinants, a greater diversity and number of environments evaluated, and recent 
improvements to the annotation of genomic sequence databases should aid greatly in future 
identification of genes underlying QTL. 
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CHAPTER 2.  GENETIC AND ENVIRONMENTAL CONTROL OF SHOOT 
ARCHITECTURE AND FLOWERING TIME TRAITS IN MAIZE IBMRILS 
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A paper to be submitted to Crop Science 
 
Sara Helland1, 2, 3, Stuart Gardner 2 and Nick Lauter 1, 2, 4 
 
Abstract 
The physiological parameters that dictate flowering time and plant stature in maize 
are difficult to discern due to the large number of mechanisms involved, as well as their 
dependencies on both environmental and genetic contexts. From a practical perspective, there 
is much progress to be made in determining the relative importance of QTL, environment, 
and their interactions in controlling these agronomically important phenotypes. The balance 
of these effects may critically govern whether or not the QTL are useful for breeding. In 
particular, it is valuable to assess the contribution of QTL that can be detected in genetic 
contrasts among cultivars that are specifically adapted to the same region, for example, 
between B73 and Mo17 in the central region of the North American continent. To this end, 
we grew the Intermated B73 x Mo17 recombinant inbred line population at three locations in 
the cornbelt over two years. Using composite interval mapping, we placed QTL for flowering 
time and shoot architecture traits on a dense genetic map.  The effects of temperature, 
precipitation, and solar radiation at key crop growth phases were quantified for each trait 
using partial least squares regression.  Though no QTL x environment or QTL x 
1 Graduate Student and assistant professor, respectively, Plant Breeding and Genetics 
Program, Iowa State University 
2 Pioneer Hi-Bred International, Inc. 
3 Author for correspondence 
4 USDA-ARS Corn Insects and Crop Genetics Research Unit, Iowa State University 
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meteorological trait interactions were detected, several QTL with narrowly defined map 
positions and functions of interest to breeding programs were identified; use of these QTL in 
a commercial breeding program is discussed. 
 
Introduction 
Flowering time and plant and ear height are related to several major trait targets for 
maize breeders:  maturity, disease and insect resistance (Schulz et al., 1997; Abedon and 
Tracy, 1998; Riedeman et al., 2008), drought tolerance (Campos et al., 2006; Chapman and 
Edmeades, 1999), root lodging, and yield (Betrán et al., 2003).  In general, later flowering, 
taller cornbelt lines have higher yields, but these characteristics often lead to root lodging 
problems because their canopies and highly placed ears have too much leverage over the 
roots during wind storms.  In addition, late flowering puts the plant at an increased risk of 
pollination stress in dry or excessively hot environments (Blum, 1996).  Development of a 
low-eared, early-flowering, high-yielding hybrid is the target of many corn breeders in the 
Midwestern U.S., however the uncoupling of plant and ear height through traditional 
selection has been difficult, and creating early-flowering lines with high yield adds to that 
challenge. 
An understanding of how a component trait contributes to yield and interacts with 
environment is important when considering how to utilize it in a breeding program.  
Vegetative growth of the maize plant occurs in two main stages, and plant and ear height are 
determined during both of these stages.  In the vegetative stage, the functional units of the 
plant, phytomers, are initiated.  A phytomer includes a node, the attached leaf, and the 
internode below the leaf; in the vegetative stage, phytomers are initiated and begin 
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elongation.  The vegetative stage includes a juvenile phase, which lasts until the first five to 
seven leaves have emerged in a tight rosette, and an adult phase during which the remaining 
leaves emerge and internodes elongate sequentially, from the base to the top of the plant 
(Morrison et al., 1994).   
Once the plant reaches the adult phase of vegetative growth, it is competent to 
respond to the floral inductive signals that direct the transition to reproductive growth.  
Commercial cornbelt maize varieties are primarily day-neutral crops in which floral 
induction signals are stimulated once a threshold amount of photosynthetic leaf area has been 
created, rather than by photoperiod (Colasanti and Muszynski, 2009).  Flowering time and 
ear set are determined in part by the timing of receipt of these signals, at which point the 
tassel and ear primordia are initiated in succession (Vollbrecht and Schmidt, 2009).  During 
the late vegetative stage, kernel number is determined and final elongation of the top few 
internodes of the plant occur (Abendroth et al., 2011).  At flowering, the plant transitions to 
the reproductive stage, at which time fertilization occurs and kernel development begins. 
Environmental and genetic signals received during each growth stage, especially 
genetic signals directing the floral transition (Irish and Nelson, 1991), affect plant height 
(PH), ear height (EH), growing degree units to anthesis (SHED) and growing degree units to 
silking (SILK).  PH is determined by the number of internodes and the extent to which they 
elongate.  EH is influenced by the same factors, but is also affected by the node placement of 
the primary ear, which is mostly a function of the degree of apical dominance.  SHED and 
SILK are largely determined by the timing of the seedling emergence and the vegetative to 
reproductive stage transition, but weather conditions and apical dominance may influence the 
timing of SHED versus SILK.  In any case, strong genetic control for pathways affecting 
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plant and ear height and flowering time in maize has been demonstrated (Doebley and Stec, 
1991; VlǎduŃu, et al., 1999; Chardon et al., 2004; Wang et al., 2006; Buckler et.al, 2009; 
Salas Fernandez et al., 2009; Salvi et al., 2009).  Many genes and QTL affecting the 
transition from vegetative to reproductive growth have been identified and characterized 
(Singleton, 1946; Evans and Poethig, 1995; Walsh and Freeling, 1999; Colasanti et al., 1998; 
Salvi at al., 2002; Chardon et al., 2004;), and several studies (VlǎduŃu, et al., 1999; Doebley 
et al., 1995; Ragot et al., 1995; and Lauter et al., 2008) have identified a number of 
overlapping QTL with implications for apical dominance.   
In many of the previous QTL mapping studies, wide crosses of tropical, ancestral, or 
very diverse germplasm were investigated, potentially limiting the application of results in 
commercial breeding programs in the cornbelt.  Furthermore, in the cornbelt-adapted 
populations, the phenotypic data were often collected in limited environments, which may 
have resulted in inadvertent environment-specific QTL detection, and certainly prohibited 
any interpretation of environmental impacts on the effects of particular alleles.  In a recent 
summary of studies reporting QTL for flowering time in maize, Salvi et al. (2009) observed 
fairly low QTL congruence across experiments conducted in the same population.  This 
could be due to differences in data quality, statistical analysis procedures, or marker 
coverage, or it could reflect genotype by environment interactions. 
A comprehensive study aimed at understanding the genetic and environmental 
regulation of flowering time and plant and ear height, when conducted in a variety of well-
characterized environments with commonly used cornbelt germplasm, could identify 
geography-specific breeding targets aimed at uncoupling high yield from high ear placement 
and late flowering. 
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To this end, we measured plant stature and flowering time in the IBM RIL 
(recombinant inbred line) population at six unique cornbelt environments. The IBMRILs are 
highly recombinant lines derived from a cross between inbreds representing the two major 
heterotic groups of maize in North America and include a diverse set of phenotypes and 
genotypes with links to previous QTL mapping studies and the public physical map of maize.  
Our testing environments spanned latitudes (lat.) 40.32 to 42.10 and longitudes (long.) -90.49 
to -94.17 over a two-year period.  Meteorological observations including precipitation, solar 
radiation, and temperature were measured at key crop growth phases from planting to the lag 
phase before grain fill to characterize each of these environments.  The combination of the 
IBMRILs’ detailed genetic information and a diversity of well-characterized testing 
environments should provide us with robust estimates of the effects of genotype and 
environment on a suite of agronomically important traits, a better understanding of how these 
traits are affected by specific meteorological conditions during crop development, and an 
opportunity to conduct a meteorologically-informed investigation of QTL-by-environment 
interaction. 
 
Materials and Methods 
Phenotypic Data Collection 
Plant Materials 
The IBM mapping populations used by private and public sector maize breeders and 
geneticists are the result of crosses between B73 and Mo17.  The IBMRILs were produced 
from an initial cross followed by five generations of random intermating (Davis et al., 2001) 
as follows: an initial cross of B73 and Mo17 was made, and the resulting F1 lines were selfed 
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to produce F2 kernels.  In the next generation, 250 non-overlapping pairs of F2Syn1 plants 
were randomly intermated. Several kernels of each new ear were bulked together and used 
for another round of random intermating in the same fashion to produce the S2 generation. 
Five total generation of random mating were completed prior to initiating eight generations 
of selfing to produce the 302  “SYN4” recombinant inbred lines.  Of these, 243 IBMRILs 
with high genotypic purity and seed quantities sufficient for multiple locations of field 
evaluation were used for our experiments. Six replications of B73 and Mo17 were grown in 
each environment as well. 
Environments and Data Collection 
The IBM RILs were grown at 44,500 plants per ha in 4.11 m single row plots in an 
augmented design in six environments: JH03 and JH04 (Johnston, Iowa, lat. 41.39, long.-
94.17, 2003 and 2004, respectively), MC03 and MC04 (Macomb, Illinois, lat. 40.42, long -
90.49, 2003 and 2004, respectively), and MR03 and MR04 (Marion, Iowa, lat. 42.10, long. -
91.61, 2003 and 2004, respectively).  JH03, MC03, MR03, JH04, MC04, and MR04 were 
planted May 19, 8, 15, 11, 6, and 12, respectively.  Meteorological observations were 
acquired from the National Oceanic and Atmospheric Administration (NOAA); these 
included daily maximum and minimum temperature (°C) and precipitation (mm). Daily solar 
radiation values (MJ/m2) were estimated from temperature records per Bristow and Campbell 
(1984).  Maximum, mean, and minimum daily temperatures, as well as the daily change in 
temperature, cumulative and days with precipitation, and cumulative and average daily solar 
radiation at each environment were input to CERES-Maize Version 3.5 (Ritchie, 1986) to 
estimate values at key crop growth stages delimited by planting day, emergence day, 
vegetative stage seven (V7), vegetative stage 12  
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(V12), final leaf, silking, lag phase, grain fill, and black layer.  Additionally, the date of 
emergence and the average day length between planting and V7 were estimated. 
Growing degree units (GDU) from planting were calculated for each plot when 50% 
of the plants had silk showing (SILK) and when 50% were at anthesis (SHED).  GDUs are 
calculated as follows: GDU=Σ[(high temperature-low temperature)/2-50], with maximum 
and minimum daily temperatures of 30° and 10° C, respectively (Taber and Lawson, 2005).  
Plant height (PH) was measured in cm from the ground at the base of the plant to the tallest 
part of the top leaf for five plants per plot, and ear height (EH) was measured in cm from the 
ground to the base of the ear shank for five plants per plot.  PH and EH were not measured in 
JH03 or MR04; this missing data is reported in the tables as ---.  Of the remaining data, less 
than 6% were missing for any trait-environment combination, and the majority had less than 
2%. 
 Genotype and Map Data 
  Pioneer Hi-Bred Intl., Inc. provided 2,140 SNP (single nucleotide polymorphism) 
genotypes for each of the 243 evaluated RILs.  Map positions for SNPs were derived from an 
~8,000 cM single meiosis genetic map (Winkler et al., 2003) developed by Pioneer Hi-Bred 
Intl., Inc. from the IBM RILS and the IBM Syn10 Doubled Haploids (DH) (Hussain et al., 
2007).  This use of single meiosis units differs from the publicly available IBM2 map 
(http://www.maizegdb.org/map.php); a single IBM2 cM is approximately equal to four cM in 
the single meiosis map (Pioneer Hi-Bred Intl., Inc., personal communication; Balint-Kurti et 
al., 2007).  Lauter et al. (2008) reported that there may be discrepancies between IBMRIL 
line identities and their publicly available genotype.  Given the high degree of certainty we 
have in the relationship between the Pioneer genotype data and the phenotyped lines, we 
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have performed our analyses using the Pioneer data. Since more than 2,000 public markers 
have been placed on the Pioneer Hi-Bred single meiosis map, we are able to communicate 
results in the context of the public domain data  by using the position of the public marker 
nearest to each SNP/QTL of interest in this report. 
Data Analysis 
Phenotypic data analysis 
Best linear unbiased predictions (BLUP) for PH, EH, SHED, and SILK at each 
environment and across environments were estimated using ASREML following Gilmour et 
al. (1997). In these analyses, genotype and environment were random effects and row and 
column were fixed effects.  From the BLUPs for base traits, additional derived traits were 
calculated in an effort to understand the relationship between the base traits: ASI (anthesis to 
silking interval; SILK-SHED), EH-PH, SILK/SHED, and EH/PH.  Correlations among traits 
and the analyses of variance (ANOVA) for the BLUPs were conducted using generalized 
linear models in SAS JMP (SAS Institute Inc., 2007).  In these models, genotype and 
environment were fixed effects.  Significance was declared at α = 0.05.   
Partial least squares regression (PLSR) (Wold et al., 1983) was conducted to 
determine which meteorological observations were most predictive for each of the base and 
calculated traits.  We used PLSR because it is the most appropriate multivariate analysis 
method in situations in which there are many predictor variables (in our case, meteorological 
observations).  PLSR was conducted in R (R Development Core Team, 2011) using cross 
validation (Wold, 1978; Mevik and Cederkvist, 2004) to determine the number of 
components to retain.  We estimated the percentage of the variation for EH, PH, SILK, and 
SHED explained by each meteorological observation by the PLSR components.  A 
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meteorological observation was declared important to a phenotypic trait in a crop growth 
stage when 1) its variable importance in projection (VIP) (Wold et al., 1993) was greater than 
1.0 and 2) the cumulative variance explained by that meteorological observation by the top 
two PLSR components for the trait was at least 40%.  The percent variation in each trait 
explained for each IBMRIL by each PLSR component was also estimated. 
QTL Mapping 
QTL searches for each trait were conducted within and across environments using 
composite interval mapping (CIM) in QTL Cartographer v1.17d with Zmapqtl model 6 
(Basten et al., 2003).  For each search, five cofactor markers were selected using forward 
stepwise regression executed by SRMapQTL. CIM test positions occurred at each marker, as 
well as at one centimorgan (cM) intervals in regions between markers. Selected cofactors 
residing within ten cM of CIM test positions were excluded from use during CIM.  The same 
QTL mapping methods were used to associate meteorological observations with phenotypic 
traits.  For each IBMRIL, we estimated the variation in EH explained by each PLSR 
component.  The percent variation explained for each line by a PLSR component, which 
represents that line’s response to the meteorological observations driving the PLSR 
component, was used as the phenotype in CIM.  QTL with likelihood ratio test statistic 
(LRTS) values greater than 15 were considered significant. 
To consider the range of genetic positions to which a QTL was statistically localized, 
we attained non-parametric confidence intervals (NPCI) (Lauter et al., 2008; Crossett et al., 
2010).  Briefly, 1,000 bootstrap resamplings of the original data are analyzed using the full 
CIM routine described above. The 1,000 resultant LRTS curves are analyzed for a QTL 
region for a given trait to determine the X-axis values of the 1,000 peaks. The X-axis values 
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are then genetically ordered, allowing the boundaries of the 95th central quantile to be 
determined. These boundaries define the NPCI for that particular QTL for that particular 
trait.  
When reporting QTLs in our tables, we consider adjacent QTL peaks for a single trait 
to constitute two individual QTLs if they exert additive genetic effects in opposite directions 
or if they have non-overlapping NPCIs. For peaks with overlapping NPCIs, the peak with the 
higher LRTS value is reported.  In reporting QTL, we have grouped them by position within 
the genome, rather than by trait. This makes potential cases of pleiotropic action evident. For 
example, a QTL may be reported for each of two traits under the same “QTL region” label 
using the NPCI overlap rules described above. However, this does not represent an overt 
claim of pleiotropy. Rather, it represents the fact the there was a failure to reject a null 
hypothesis of pleiotropy as determined by overlapping NPCIs derived from 1,000 joint 
resamplings of all traits. At present, testing null hypotheses of non-pleiotropy remains 
impractical for most genetic designs because there is almost never sufficient statistical power 
to reject them (Crossett et al., 2010). 
To more conservatively estimate the genetic effects of each QTL, genotypes at 
markers, rather than QTL peaks imputed using maximum likelihood, were used as terms in 
generalized linear models built with JMP (SAS Institute Inc., 2007).  Markers for each QTL 
deemed significant by CIM were included in the model for each trait. When adjacent LRTS 
peaks occurred with overlapping support intervals (see below), only the marker nearest to the 
higher LRTS value was used to represent the QTL in the model. In the models for each trait, 
all QTL were initially added, and non-significant effects were removed one by one, 
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beginning with the highest t-test value and continuing down, until only significant effects 
were left. 
 
Results 
Phenotypic Distributions, Response to Environment, and Relationships among Traits 
We observed a wide range of values for EH, PH, SHED and SILK in the IBMRILS 
(Table 1).  The extent of transgressive segregation in the RILS was large; for example, the 
tallest RIL was 17% taller than the tall parent (B73), and the shortest RIL was 40% shorter 
than the short parent (Mo17).  This large variation in phenotype among the lines explained a 
significant portion of the variation for EH, PH, SHED, and SILK across environments (Table 
1).  In fact, genotype explained at between 27 and 82% of the variation for the traits, 
depending on how strongly environment affected them, which provided a good indication 
that QTL mapping efforts would not be hindered by a lack of genetic variation.  There was 
also a significant environmental effect on each trait (Table 1), as evidenced by the difference 
between the mean trait values at each environment (Tables 2 and S1).  EH, PH, SHED, and 
SILK measured within environments varied from the across-environment mean by an 
average of 13, 3, 6, and 5%, respectively. The effect of environment was stronger for the 
flowering traits, especially for SHED (Table 1), and weaker for the plant stature traits, 
particularly PH.   
The relationships among these four base traits measured can be as agronomically 
important as the base traits themselves.  For example ASI (SHED-SILK) is very important to 
seed set, especially in hot or dry environments.  In an effort to understand these traits and to 
provide insight into pathways affecting plant stature and flowering time, relationships among 
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the base traits were calculated (PH-EH, PH/EH, SILK-SHED, and SILK/SHED) and 
correlations among all the traits were estimated.  As expected, error increased with the 
complication of calculating traits, as evidence by the lower explanatory power of “Line” in 
calculated versus derived traits (Tables 1 and 3).  Nonetheless, transgressive segregation and 
a significant contribution of genotype and environment to phenotypic variation were again 
observed for each trait. 
The correlation between PH and EH was highly significant at each location (R=0.80-
0.84, P<0.0001).  This is unsurprising, as the two traits are likely controlled by the same or 
similar genes or pathways (Hallauer and Miranda, 1988; Zhang et. al, 2006), and selection to 
decrease ear height often decreases plant height (Russell Fox, Pioneer Hi-Bred, Intl., personal 
communication).  An even stronger correlation was observed for SHED and SILK (R=0.84-
0.88, P<0.0001).  These two traits are also controlled by many of the same signals and 
pathways, and the synchronous flowering required to produce selfed seed of these inbred 
lines may have caused inadvertent selection pressure that exaggerates this correlation.   
Interestingly, there was also a positive linear relationship between SHED and EH 
(R=0.49-0.55; P<0.0001), and a similar, but weaker relationship between SHED and EH/PH 
(R=0.39-0.52; P<0.0001).  This relationship may be driven by the fact that delayed flowering 
allows for more internode elongation.  If this were true, we would expect to see a similar 
relationship between SHED and PH, as well as SILK and EH and PH.  R values for these 
correlations ranged from 0.20 - 0.41, with the majority <0.35 (P<0.0001 for all relationships).  
When taken together, these trait correlations provide some evidence for a stem elongation 
theory, but may also be the simple result of the fact that the ear primordium initiation must be 
preceded by tassel primordium initiation at the transition from vegetative to reproductive 
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growth, while plant height is independent of this transition.  Alternatively, the 
phytohormones produced at the transition from vegetative to reproductive growth are used 
more aggressively by the tassel than the ear (Sangoi, 2001).  If allocation or use of resources 
in the tassel varies by genotype, different levels of apical dominance may be observed in the 
dissimilar rates of ear development of different genotypes. 
Dissection of Environmental Effects on Traits 
We have demonstrated that PH, EH, SHED, and SILK values for the IBMRIL 
population vary widely among each of the six seemingly similar cornbelt environments.  
Further characterization of these environments could shed light on the specific physiological 
reason for this variation.  Data from the NOAA were used in the CERES-Maize model 
(Loeffler et al., 2005; Ritchie, 1986) to estimate temperature, precipitation, and solar 
radiation at key corn development phases during the growing season at each environment.  
The range of values for each meteorological observation at the six environments is wide 
(Table S2).  For example, the cumulative days with rain during the growing season in JH04 
and MR04 was nearly two times that of MC04.  If rain encourages internode elongation, this 
difference in precipitation levels may explain why plants in JH04 and MR04 were slightly 
taller than those in MC04 (Table 2).   Differences between years within a location can also 
potentially explain trends in trait values; the average increase in daily temperature between 
V7 and the initiation of the final leaf was much higher in MC03 than MC04, which might 
explain the very different flowering times observed in those two years.       
To better understand the relative importance of the different meteorological 
observations to each trait, PLSR was conducted and the meteorological observations 
significant to each component were characterized (Table S3).  Figure 1 demonstrates the 
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differential importance of precipitation during the growing season for PH, EH, SHED, and 
SILK.  It appears that cumulative precipitation was critical to PH and EH in only a short 
period between emergence and V7.  It is possible that precipitation has a strong effect 
internode length in just this growth period, but given that internode elongation occurs all the 
way from emergence through silking, another explanation seems more likely.  Leaf, ear, and 
tassel initiation are completed shortly before V7 (Abendroth et al., 2011), so precipitation 
during this period may affect the number of internodes above and below the ear, rather than 
their length.   
On the other hand, cumulative precipitation was critical to SHED and SILK from 
planting through emergence of the final leaf.  Precipitation after planting determines in part 
when plants emerge, thereby affecting how quickly they reach flowering. We also know that 
water available in the weeks just before silking is known to influence the onset and duration 
of flowering (Blum, 1996). There is a high demand for moisture and nutrients during the 
remaining period between V7 and the final leaf, and moisture stress during this period may 
dictate the speed at which the plant moves through vegetative stages to the more important 
reproductive stages.   
A growth-phase specific effect on phenotype was also observed for temperature 
(Figure 1).  PH, EH, SHED and SILK respond to temperature between V12 and emergence 
of the final leaf, the period during which the majority of tassel and ear development and 
internode extension both above and below the ear occur (Abendroth et al., 2011).  It is 
possible that temperature affects the efficiency of photosynthesis, and the resulting affect on 
available photosynthates alters the speed at which the plant moves through development to 
flowering.  SILK alone was influenced by temperature from emergence to V7.  In day-neutral 
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temperate maize (Thornsberry et al., 2001), ear initiation occurs at about V5, once all the 
leaves have been initiated.  The observed effect of early season temperature on female 
flowering time could be mediated through alteration of the timing of ear initiation or 
placement of the ear on the primary shoot. Such effects could be exerted through indirect 
mechanisms, such as modifying the rate at which leaves are initiated. 
PH was significantly affected by temperature between planting and emergence 
(Figure 1; Table S3).  During this period, the first and only internode elongates beneath the 
soil at a rate strongly dependent on soil temperature, which is directly related to air 
temperature (Abendroth et al., 2011).  Effects on the elongation of this single, basal internode 
should affect both PH and EH, however.  Perhaps the restricted nutrient absorption and 
resulting slower plant development conferred by cooler soil temperatures during this period 
has a more general long term effect on plant development that is more obvious in final PH 
than EH.  This hypothesis is supported by the fact that temperatures between planting and 
emergence are also important to SHED and SILK, the timing of which can reflect growth 
rate.   
Solar radiation had no impact on plant stature or flowering time in this study.  We 
might expect PH and EH to respond to different levels of light, as radiation use efficiency is a 
biomass predictor in maize (Lindquist et al., 2005). Furthermore, plant stature is dependent 
on phytochromes, the light-receptive proteins that regulate, in part, stem elongation (Sheehan 
et al., 2006).  Phytochrome mutants (Sawers et al, 2002; Sheehan et al., 2006) also affect 
flowering time, even in primarily day-neutral temperate maize (Thornsberry et al., 2001).  It 
is likely that solar radiation effects are lacking in study because of the error intrinsic to 
estimates of solar radiation (Gene Takle, Iowa State University, personal communication). It 
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is also possible that solar radiation is too general a measure of light; perhaps had we 
measured photosynthetically active radiation or the light intercepted and absorbed by the 
plants, we would have detected a relationship between light and plant stature or flowering 
time.  On the other hand, strong effects of precipitation and temperature on plant stature and 
flowering time may have masked the smaller effects of light.  A more thorough investigation 
is necessary to truly understand the relationship between solar radiation and PH, EH, SHED, 
and SILK. 
QTL Detection 
Several strongly supported QTL were detected for across-environment BLUPs of 
each trait using CIM (Table 4).  Six and four QTL with unique consensus positions and 
significant effects in the ANOVA were detected for PH and EH, respectively, while four and 
five QTL were detected for SHED and SILK, respectively.  The phenotypic variances 
explained by these QTL were estimated as the partial r2 of the set of significant QTL in the 
overall model.  QTL for EH, PH, SHED, and SILK explained 33.9%, 37.4%, 31.1%, and 
36.1% of the phenotypic variation, respectively.   The average NPCI for the base traits was 
77.6 cM wide, with a range of 10.1 to 155.9 cM. 
Most of the calculated traits were co-localized with one of the base traits.  For 
example, the B73 allele increases above-ear-plant height (EH-PH) at region 1_412.6, and a 
QTL for which B73 decreases PH is found in the same region (Table 3).  The QTL for 
decreased plant height is likely driving the PH-EH QTL.  Of the calculated traits, 19.6%, 
27.4%, 5.1%, and 6.8% of the phenotypic variation was explained by QTL for EH-PH, 
EH/PH, SILK-SHED, and SILK/SHED, respectively.  The two-LOD-support-intervals for 
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the base traits ranged from 43.6 to 135.3 cM, and the average was slightly larger than that of 
the base traits at 93.5 cM. 
Some QTL positions were detected for multiple traits, indicating cases of potential 
pleiotropy.  Listing of several QTL under a single “QTL region” heading simply indicates 
that there was a failure to reject a null hypothesis of pleiotropy, but provides no statistical 
evidence of actual pleiotropy (Crossett et al., 2010). Nonetheless, several of these cases are 
logical, if not compelling. At region 1_847-913, the B73 allele decreased both PH and EH 
(Table 4).   A change in EH is often associated with a similar change in PH in phenotypic 
selection, so this is unsurprising.  SHED and SILK behave similarly, and are associated in 
regions 8_284.6-413.9 and 10_19.1-143.5 (Table 4).  On the other hand, several QTL were 
detected that suggest separation of these pairs of traits that are traditionally linked.  Region 
1_658.6-781.6, for example, affects SILK and EH, but not SHED or PH (Table 4).  These 
regions demonstrate separation of pairs of traits that are traditionally linked.  
The strong effect of environment on each trait, as well as the potential for multiple 
mechanisms driving each trait, motivated us to map QTL within each environment.  As 
expected, the QTL detected in the across environment analyses were frequently detected in 
one or more of the by-environment analyses, and the effect directions were always the same 
(Table 5).  In some cases, however, new regions or traits were detected in specific 
environments.  Of the 13 QTL regions detected with across environment BLUPs, eight had 
new traits declared significant in the by-environment analyses (Table 5).  Further, 11 new 
QTL regions were detected with the by-environment analyses.  Of the traits mapped, PH 
QTL were detected most consistently across environments, with QTL detected within 75% of 
the possible environments for each region detected across environments (Table 5).  EH 
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(56%) and the calculated plant stature trait QTL (EH-PH and EH/PH at 63 and 58%, 
respectively) were slightly less consistently detected across environments than was PH.  
Flowering time QTL were even more environmentally dependent than the plant stature QTL, 
however (SHED, SILK, SILK-SHED, and SILK/SHED at 59, 53, 43, and 43%, respectively).   
Given the strong influence of environment on flowering time (Tables 1 and 2) and the 
irregular detection of SHED and SILK QTL among environments (Table 5), we tested QTL x 
environment interactions for each trait.  QTL x environment terms were not significant in the 
linear model, which surprised us, as it was possible to propose geographic and 
meteorological explanations for inconsistent QTL detection in our data.  For example, region 
1_146.9-167.5 was detected in five of the six tested environments; the QTL was missing in 
MC03, where average maximum and minimum temperatures, as well as temperature 
amplitudes, from V12 to final leaf were higher than those at any other environment (Table 
S2). PLSR showed that the temperature from V12 to final leaf is critical in determining 
SHED (Figure 1).  Perhaps the heat in MC03 resulted in very fast plant growth, ear set, and 
flowering that reduced observable variation GDUs to anthesis. 
We suspected that the location-year classification was not an accurate enough method 
for differentiating environments, so devised a method to understand the impact of specific 
meteorological traits on QTL detection for each phenotypic trait.  The percent variation 
explained by each PLSR component for each IBMRIL was used as a response variable in 
CIM; each PLS component is comprised of effects due to a few key meteorological traits, 
thus PLS QTL detected in the same position as phenotypic trait QTL should explain QTL 
interacting with key meteorological traits.  For example, if EH PLSR Component 1 is driven 
mainly by precipitation between V7-V12 and temperature from planting to emergence, an 
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EH PLSR Component 1 QTL co-located with an EH QTL would imply an effect of 
precipitation and solar radiation on that EH QTL.  Unfortunately, only 13 PLS QTL were 
detected across all the traits; all had LRTS values below 18, and none of these QTL were co-
located with one another or with other base or calculated trait QTL. 
 
Discussion 
In a bi-parental genetic experiment such as this, only a subset of the potential 
genotypic and phenotypic variation in maize flowering and plant stature can be detected.  In 
this regard, the bi-parental IBMRILs are at a disadvantage to populations such as the NAM 
(Buckler et al., 2009), which treat an entire allelic series when characterizing QTL and 
pathways.  However, the IBMRILs are more representative of germplasm used in current 
commercial breeding efforts in the cornbelt, making results from this study more applicable 
to these breeding programs. Additionally, more subtle relationships among QTL and 
environments should be discernible when regions with large effects derived from exotic, 
northern, and rare germplasm are excluded, particularly since the levels of residual 
heterozygosity were low by the time genotyping and seed sharing occurred.  Finally, the 
IBMRILs have high genetic resolution due to their extra generations of intermating and high 
level of marker density.  This generally allows mapping of QTL with relatively narrow 
confidence intervals and simplifies detection of interactions among QTL (Lauter et al., 
2008). 
Data Quality 
The low level of error in our study (Table 1) suggests that our data were of very high 
quality, however, line effects explained less variation for plant stature and flowering time in 
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this study than in other maize RIL population studies of these traits (Khanal et al., 2011; 
Tang et al., 2007; Krakowsky et al., 2004).  This is primarily because the diversity of testing 
environments resulted in a very large environmental effect.  Additionally, use of the IBMRIL 
population probably also contributed to this phenomenon, as B73 and Mo17 are both 108-
118 day maturity corn belt dent lines developed in the Midwest US and may share many of 
the same alleles affecting plant stature and flowering time.  In other IBMRIL experiments, 
Lauter et al. (2008) report QTL explaining approximately 40% of the variation in leaf 
number, a trait that should be related to plant height, and Balint-Kurti et al. (2007) found that 
error explained much more variance in days to anthesis than did line or QTL.  Our r2 values 
were comparable to or greater than those found in these studies. 
Phenotypes 
B73 and Mo17 are members of two key heterotic groups in maize.  Though both lines 
are phenotypically similar when considered in the context of all maize germplasm, they are 
quite different within the temperate maize germplasm pool.  Mo17 has better stalk quality 
and disease tolerance than B73 in hybrid combinations; as an inbred, Mo17 is slightly shorter 
and later flowering, with a longer, more slender ear than B73.  Transgressive segregants 
observed in the highly recombinant IBMRIL population suggests that plant stature and 
flowering time are affected by different genetic pathways or alleles in B73 and Mo17.  Our 
data also show that the tallest genotype in our study did not have the highest ear, and there 
was variation in ASI among the lines.  Breeders should be encouraged that with enough 
recombinations, decoupling of highly related traits is possible.  
Environments 
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Despite the fact that the locations tested had similar geographies and identical 
environmental classifications (Loeffler et al., 2005), the environments in our study had 
widely varying mean trait values.  This speaks to the diversity of environments targeted by 
commercial maize breeders, as well as the challenge of understanding a line’s performance 
from observations in a single location or year.  There appeared to be some informative trends 
in the variation for some traits that may be due to the locations in which they were measured, 
however. For example, SILK measured in JH had a genetic variance of 0.94 over two years, 
while MC and MR had genetic variances of 0.83 and 0.90, respectively.  In general, there is 
either less error or less environmental influence on SILK in JH than in the other locations.  If 
a breeder in MC wished to target SILK for phenotypic selection or QTL mapping, she might 
do well to make her observations in JH rather than MC.  Our data were collected in only 3 
locations over only two years, but a breeding program could characterize mean trait 
performance at potential testing locations over several years and use this information to 
design experiments targeted at particular traits.  This strategy is no different than that 
employed to select for disease tolerance (test in a disease prone location), but extends the 
concept to traits previously thought to be less environmentally dependent. 
Because the differences in trait values for each environment were in part explained by 
meteorological variables, a similar targeted data collection strategy could be employed using 
meteorological data.  PLSR of weather variables on trait values for the IBMRILs identified 
the critical periods during which precipitation and temperature affected PH, EH, SHED and 
SILK.  If our data were augmented with additional locations, years, and populations, these 
relationships could be used to build a model predicting each trait’s variance at any 
environment in which meteorological data were collected in a given year.  This could allow 
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data collection at only the most informative environments, thereby either eliminating 
workload or generating more informative data.  Weather-based models exist for prediction of 
flowering time, grain yield (Ritchie, 1986; Yang et al., 2004) and disease (Esker et al., 2006; 
Paul and Munkvold, 2006), and predicting variation in flowering time, rather than actual 
flowering time, would aid data collection decisions. 
Genotypes 
We detected four and five QTL across environments for SHED and SILK, which is 
comparable to other studies.  In a review of flowering time QTL, Salvi et al. (2009) estimated 
an average of five QTL detected per population, while Balint-Kurti et al. (2007) detected 
three days-to-anthesis QTL in the IBMRILs.  Region 8_363.4 was detected in our across 
environment analysis and in both the meta-analyses (Salvi et al., 2009; Chardon et al., 2004) 
and the IBMRIL study (Balint-Kurti et al., 2007).  In addition, about half of the remaining 
flowering time QTL detected in our study were co-located with the flowering time hotspots 
declared by Chardon et al. (2004).  This result is consistent with observations by Salvi et al. 
(2009), who conclude that most flowering time QTL are population specific and of small 
effect.  This seems disappointing initially, but it is important to note the large contribution of 
B73 and Mo17 to temperate commercial maize germplasm.  These QTL are population 
specific in the entire diverse collection of maize germplasm, but likely not in a commercial 
breeding program in the cornbelt. 
Six and four QTL were detected for PH and EH, respectively.  Wang et al. (2006) 
report an average of seven plant height QTL detected per population in a plant height meta-
analysis; three of our PH and EH QTL were in similar positions to their plant height hot 
spots.  Lauter et al. (2008) found five and six QTL for total number of leaves (TNOL) and 
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number of leaves below the ear (NLBE), two traits closely linked to plant and ear height.  
However, only two regions on chromosome 8, 8_330.1 and 8_363.4, were detected both the 
Lauter et al. (2008) and our studies.  This may be due in part to the different environments in 
which the data were collected, but is certainly also related to the difference in the traits 
measured.  TNOL and NLBE are determined solely by the number of phytomers initiated in 
the plant, while PH and EH are affected by phytomer number and internode elongation. 
Several of the QTL identified in this study could be good targets for marker assisted 
selection (MAS) in a cornbelt breeding program.  EH is a significant breeding target of many 
programs in root lodging-prone areas; if EH can be decreased via MAS, the risk of root 
lodging can be reduced.  On the other hand, leaf area index, a trait certainly linked with the 
number of leaves in a plant, and thus PH, affects solar radiation interception, which in turn 
affects biomass production (Lorenz et al., 2010).  That is, a taller plant with a bigger 
photosynthetic factory should produce more plant tissue, both in the form of grain and stover 
yield.  Increased grain yield is a clear target for maize breeders, and stover yield may become 
a more significant breeding target as cellulosic ethanol production becomes more 
widespread.  Decreasing ear height without, or with a smaller, associated decrease in plant 
height could be of tremendous value.   
In our study, of the nine across-environment QTL associated with PH or EH, two 
impacted both traits.  Of the remaining QTL, 1_670.2-755.2, 8_363.4, and 10_248.2 could be 
targets for breeding programs wishing to maintain grain or stover yield in low eared plants.  
Possible physiological explanations for the decoupling of ear and plant height at each of 
these regions include an apical dominance QTL, where the “good” allele prevents the ear 
from emerging from the next higher node.  Alternatively, this could be a QTL that responds 
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to the time or resources available for internode elongation before flowering.  This would 
naturally affect plant growth above the ear more than that below, simply because elongation 
above the ear occurs closer to flowering.  This seems likely in the case of 1_670.2-755.2 or 
8_363.4, which also affect flowering time.  In either case, using MAS to stack the good 
alleles in these regions into a single line could reduce ear height by almost seven cm, 
approximately 12% of the genetic variation explaining EH in this study.  Flowering time can 
also be an important target for maize breeders.  Stress at flowering can delay silking or even 
reduce silk receptivity, resulting in missed pollinations (Westgate, 1996).  It can also reduce 
the water, and thus photosynthesis, available for use in kernel development, resulting in 
smaller kernels or even kernel abortion (Westgate, 1996).  Because temperatures rise as the 
season progresses in cornbelt environments, earlier flowering can aid in avoidance of heat 
stress, making reduced GDUs to SHED and SILK a target for maize breeders.  To complicate 
matters, since resources are generally allocated to the tassel at the expense of the ear in 
stressed plants (Vasal et al., 2006), SILK is generally delayed more than SHED in hot 
weather.  This asynchrony in flowering, measured as ASI, is thus a target for breeders as 
well.  Ideally, breeding efforts should decrease the ASI by decreasing GDUs to SILK more 
than the GDUs to SHED.  
Seven across-environment QTL regions in our study affected SILK.  Of these, 1_670-
755.2, 1_1039.7-1057.8, 4_553.7-574.8, 8_363.4 and 10_29.6-76.2 affected flowering time.  
Any one of these regions could be used to decrease SILK, which cumulatively explain 36% 
of the genetic variation for SILK in this study.  Of these regions, those affecting only SILK 
(1_670-755.2, 1_1039.7-1057.8, and 4_553.7-574.8) would have the greatest impact on ASI, 
and they explain 23% of the genetic variation.  Although two of these regions had effects on 
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SHED in the by environment analysis (Table 5), these effects are obviously smaller than 
those of SILK, thus the regions are still useful for breeding.     
Environments and Genotypes 
Although a comparison of QTL detection across environments suggests an impact of 
environment genetic signal, we did not find significant QTL by environment interactions.  
Our attempts to further dissect the environments into sets of meteorological traits via PLSR 
did not yield any information about environmental effects on QTL, either.  It is likely that we 
did not observe statistically significant QTL by environment interactions because we did not 
test in enough locations and years to tease apart the environmental response of polygenic 
traits like plant stature and flowering time.  We may need to repeat the research with many 
more environments to replicate the weather conditions that influence QTL.  Alternatively, 
inconsistencies in QTL detection across environments may simply have occurred because the 
signal in some environments was weak, and the QTL were detected at levels just below our 
LRT threshold of 15.  There were 29 QTLs where signal was detected in individual 
environments but not across environments, and of these, all but five had LRTs greater than 
eight.  Additionally, 59% of the time when a QTL was not significant in a specific 
environment, its LRT was greater than eight.  In fact, only eight of the regions had LRTs 
below four.  It seems that the differences observed in QTL detection across environments are 
frequently a matter of weaker genetic signal detection some environments, rather than an 
entire lack of response of alleles. 
No matter the reason for inconsistent QTL detection across environments, these 
results have implications for a breeding program targeting various geographies in the 
cornbelt.  If QTL detection efforts are conducted in only one or a few environments, some 
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regions may be missed, thus QTL models should be built with data from several 
environments.  These QTL can then be applied in any cornbelt environment because, though 
the positive allele for a given QTL may have a neutral effect in some environments, there is 
no risk of it having a negative effect. 
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Table 1.  Parental and progeny phenotypes and ANOVA results for base plant stature 
and flowering traits measured across six environmentsa 
 EH df r2 PH df r2 SHED df r2 SILK df r2 
B73 98.87   246.38  
 
1433.85 
  
1433.53 
 
 
Mo17 98.43   235.37  
 
1443.63 
  
1520.04 
 
 
Max.b 149.67   296.36  
 
1645.52 
  
1732.95 
 
 
Med.c 88.44   225.65  
 
1376.86 
  
1424.68 
 
 
Min.d 37.43   141.98  
 
1116.27 
  
1122.92 
 
 
ANOVAe 
Model  247 0.97  247 0.97  249 0.98  249 0.98 
Line  244 0.56  244 0.82  244 0.27  244 0.37 
Env.  3 0.41  3 0.15  5 0.71  5 0.61 
Error  671 0.03  673 0.03  1208 0.02  1208 0.02 
aTrait units are cm for stature traits and GDU for flowering time traits; b Progeny maximum; c 
Progeny median;  
d Progeny minimum; e All sources of variation significant at or below the 0.0001 probability level 
 
 
Table 2:  Effects of experimental environments on plant stature and flowering time 
traitsa 
Env.b PH EH EH-PH EH/PH SHED SILK SILK-SHED SILK/SHED 
JH03 ---c --- --- --- 69.1 70.5 1.4 -0.001 
MC03 -13.8 -11.7 2.1 -0.029 -1.1 -4.3 -3.2 -0.003 
MR03 11.0 14.3 3.3 0.043 -126.3 -126.5 -0.2 0.003 
JH04 2.2 8.4 6.2 0.034 119.0 96.2 -22.8 -0.018 
MC04 0.5 -10.9 -11.5 -0.048 37.4 56.4 18.8 0.012 
MR04 --- --- --- --- -98.1 -92.3 6.1 0.007 
St. Dev. 8.9 11.5 6.8 0.039 87.5 83.6 12.4 0.009 
a Trait units are cm for stature traits and GDU for flowering time traits;  b Environment 
abbreviations: Johnston, IA in 2003 and 2004 (JH03 and JH04), Macomb, IL in 2003 and 
2004 (MC03 and MC04), and Marion, IA in 2003 and 2004 (MR03 and MR04); c 
Environments where trait data were not collected are indicated with ---. 
 
 
Table 3. Parental and progeny phenotype ranges and ANOVA results for calculated 
plant stature and flowering traits measured across six environmentsa 
 EH-PH df r2 EH/PH df r2 SILK-SHED df r2 SILK/SHED df r2 
B73 -147.51   0.40  
 
-0.33  
 
1.00   
Mo17 -136.94   0.42  
 
76.40  
 
1.05   
Max. b -88.63   0.53  
 
206.28  
 
1.15   
Med. c -135.97   0.39  
 
45.23  
 
1.03   
Min. d -186.51   0.23  
 
-62.15  
 
0.96   
ANOVA e 
Model  247 0.93  247 0.94  247 0.88  247 0.88 
Line  244 0.71  244 0.42  244 0.76  244 0.74 
Env.  3 0.22  3 0.51  5 0.12  5 0.14 
Error  640 0.07  640 0.06  640 0.12  640 0.12 
aTrait units are cm for stature traits and GDU for flowering time traits; b Progeny maximum; c Progeny median;  
d Progeny minimum; e All sources of variation significant at or below the 0.0001 probability level 
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Figure 1:  Analysis of whether or not PH, EH, SHED, and SILK were impacted by 
meteorological observations during key crop growth stages across six environmentsa  
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a A meteorological observation was declared important to a trait in a growth period when its 
Variable Importance in Projection was >1 and the variation explained was at least 40% for any 
single component  
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Table 4: QTL position and effect estimates for across-environment BLUPs of base and calculated traitsa 
QTL Region Trait Chr 
Public 
Marker 
Peak LRT 
α -CIM 
(B73) r2 
Pub Left 
NPCI Pos  
Pub Right 
NPCI Pos  
1_412.6 EH-PH 1 412.6 20.49 3.52 0.08 293 413.7 
 PH 1 412.6 26.69 -7.50 0.07 374.8 412.6 
1_670.2-755.2 EH 1 670.2 15.48 -2.55 0.04 658.6 755.2 
 SILK 1 755.2 25.33 -18.93 0.07 718.5 809.9 
1_886.1-886.9 EH 1 886.9 22.56 -3.73 0.08 833 927.9 
 PH 1 886.1 29.26 -5.96 0.08 847.3 950.2 
1_1039.7-1057.8 SILK 1 1039.7 16.29 15.30 0.05 1039.7 1103 
2_27.4 EH-PH 2 27.4 30.40 -4.09 0.11 3.8 47.4 
 PH 2 27.4 27.07 5.44 0.06 3.8 50.9 
4_349.8 PH 4 349.8 22.44 5.08 0.05 295.2 397.4 
4_553.7-574.8 SILK/SHED 4 553.7 30.54 -0.01 0.07 516.6 581.8 
 SILK 4 574.8 34.38 -21.36 0.11 535.5 581.8 
 SILK-SHED 4 574.8 20.54 -8.10 0.05 525.8 581.8 
5_645.4 SHED 5 645.4 19.9 -12.82 0.06 632.6 669.4 
6_211.5 PH 6 211.5 16.20 -3.55 0.04 211.5 367.4 
8_363.4 EH 8 363.4 35.21 4.43 0.08 320.6 374.9 
 EH/PH 8 363.4 24.68 0.01 0.08 320.6 374.9 
 SHED 8 363.4 52.12 22.76 0.13 353.3 363.4 
 SILK 8 363.4 37.35 24.42 0.1 353.3 367 
9_191.7-257.6 SHED 9 191.7 21.11 -12.42 0.06 116.6 266.4 
 EH 9 226.3 47.91 -6.35 0.14 191.7 287 
 EH/PH 9 226.3 69.53 -0.02 0.15 191.7 254 
 PH 9 257.6 28.03 -5.27 0.07 191.7 311.5 
10_29.6-76.2 SILK 10 29.6 17.61 -10.17 0.03 0 143.5 
 SHED 10 76.2 30.03 -13.50 0.06 29.6 97.9 
10_248.2 EH/PH 10 248.2 15.99 0.01 0.05 204.8 290.9 
a Traits mapped include: plant height (PH, cm), ear height (EH, cm), growing degree units (GDU) to anthesis (SHED), and GDU to silk extrusion (SILK), as 
well as traits calculated from these base traits.  QTL positions (Chr=chromosome; Pos= IBM2 map position) are reported for each QTL peak where the 
likelihood ratio test statistic (LRTS) exceeded 15; consensus positions were determined for QTL within than 10 cM of each other. The additive genetic effect 
(a-CIM) expresses the estimated phenotypic consequence of substituting one Mo17 allele for one B73 allele at a QTL in CIM tests; negative values of α 
indicate that the high allele came from Mo17.  QTL are reported only if they are significant terms in the overall model for each trait.
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Table 5: QTL positions and effect estimates for across- and by-environment BLUPs of base and calculated traitsa 
Region Trait Chr Pos 
Across 
Env. JH03 JH04 MC03 MC04 MR03 MR04 
1_146.9-167.5 SHED 1 146.9 -13.6 -12.5 -11.6 -14.8 -12.1 
  
SILK 1 167.5   -15.2       -14.1   
1_412.6 EH-PH 1 412.6 3.52  ---b 3.5 3.7 3.2  --- 
PH 1 412.6 -7.5 --- -5.7 -5.7 -5.6 -6.1 --- 
  
EH 1 386.4   ---   -2.8    -3.4 --- 
1_670.2-755.2 EH 1 685.2 -2.55  --- -3.5 -3.6  --- 
SILK 1 755.2 -18.93 -16.8 -17.8 -18.8 -20.4 -14.4 -16.4 
SILK-SHED 1 755.2 -10.1 -8.6 -7 
SHED 1 813.6 -9.5 
  
SILK/SHED 1 755.2   -0.007   -0.006       
1_886.1-886.9 EH 1 886.1 -3.73 --- -3.5 -3.3 -3.3 --- 
PH 1 886.9 -5.96 --- -6.1 -6.5 -6 -6.4 --- 
  
EH-PH 1 898.7    ---     3.3 3.6  --- 
1_1039.7-1057.8 SILK 1 1039.7 15.3 13.2 
2_27.4 EH-PH 2 27.4 -4.09  --- -3.4 -3.5 -4.6 -4.2  --- 
  
PH 2 27.4 5.44 --- 5.4 4.9 6.2 6.1 --- 
2_221.4-284.7 SILK-SHED 2 227.1 -8.7 -8.5 -8.4 -12.2 -7.1 
SILK/SHED 2 221.4 -0.006 -0.006 -0.009 
SHED 2 284.7 -11.4 
  
SILK 2 274.9     -16.3 -17.3 15.7     
2_349-359.1 PH 2 354.6    ---   4.3      --- 
a Traits mapped include: plant height (PH, cm), ear height (EH, cm), growing degree units (GDU) to anthesis (SHED), and GDU to silk 
extrusion (SILK), as well as traits calculated from these base traits.  QTL positions (Chr=chromosome; Pos= IBM2 map position) are 
reported for each QTL peak where the likelihood ratio test statistic (LRTS) exceeded 15; consensus positions were determined for QTL 
within than 10 cM of each other. The additive genetic effect (a -CIM) expresses the estimated phenotypic consequence of substituting one 
Mo17 allele for one B73 allele at a QTL in CIM tests; negative values of α indicate that the high allele came from Mo17.  Red font is 
used for regions newly identified in by-environment analyses. b Environments where trait data were not collected are indicated with ---. 
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Table 5, continued: 
Region Trait Chr Pos 
Across 
Env. JH03 JH04 MC03 MC04 MR03 MR04 
2_692.4 EH/PH 2 692.4    ---     -0.01 -0.008  --- 
3_331.3 SILK 3 331.3         15     
  
SILK-SHED 3 331.3     8         
3_459.9 EH/PH 3 451.5    --- 0   0    --- 
3_618.6 EH/PH 3 618.6    --- 0   0    --- 
4_349.8 PH 4 349.8 5.08 --- 6.1 4.8 5.2 --- 
EH 4 349.8 --- 3.4 5 --- 
  
EH-PH 4 367.2    --- -3.1        --- 
4_553.7-574.8 SILK/SHED 4 553.7 -0.01 -0.006 -0.005 -0.009 -0.009 -0.008 
SILK 4 579.8 -21.36 -26.7 -20.9 -24 -20.3 -21.3 -18.8 
SILK-SHED 4 553.7 -8.1 -9.7 -8 -13.2 -12.4 -10 
  
SHED 4 581.8             -9.8 
5_161.6-286.7 SILK 5 179.6       15.2       
SILK-SHED 5 286.7 8.1 
  
SILK/SHED 5 286.7             0.006 
5_645.4 SHED 5 645.4 -12.82 -13.3 -12.4 -13 -13.3 -13.2 -10.7 
  
EH 5 645.4   ---   -3.1     --- 
6_211.5 PH 6 211.5 -3.55 ---  -4.7       ---  
7_27.2 SILK-SHED 7 27.2 -8.1 -9.3 
  
SILK/SHED 7 27.2       -0.006 -0.007     
8_191.0-228.6 SILK-SHED 8 228.6 -8.1 
a Traits mapped include: plant height (PH, cm), ear height (EH, cm), growing degree units (GDU) to anthesis (SHED), and GDU to silk 
extrusion (SILK), as well as traits calculated from these base traits.  QTL positions (Chr=chromosome; Pos= IBM2 map position) are 
reported for each QTL peak where the likelihood ratio test statistic (LRTS) exceeded 15; consensus positions were determined for QTL 
within than 10 cM of each other. The additive genetic effect (a -CIM) expresses the estimated phenotypic consequence of substituting one 
Mo17 allele for one B73 allele at a QTL in CIM tests; negative values of α indicate that the high allele came from Mo17.  Red font is 
used for regions newly identified in by-environment analyses. b Environments where trait data were not collected are indicated with ---. 
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Table 5, continued: 
Region Trait Chr Pos 
Across 
Env. JH03 JH04 MC03 MC04 MR03 MR04 
8_363.4 EH 8 363.4 4.43 --- 3.8 4 3.5 4.6 --- 
EH/PH 8 363.4 0.01 --- 0.01 0.024 0.015 0.014 --- 
SHED 8 363.4 22.76 22.4 24.8 22.6 19.6 23.7 19 
  
SILK 8 363.4 24.42 26.1 24.2 24.1 21.6 24 21.6 
9_191.7-257.6 SHED 9 191.7 -12.42 -13.3 -14.2 -13.3 -14.3 -10 
EH 9 226.3 -6.35 --- -5 -5.9 -5.2 -5.2 --- 
EH/PH 9 226.3 -0.02 --- -0.014 -0.016 -0.014 --- 
PH 9 254 -5.27 --- -5.9 -7 -6.2 -5.4 --- 
9_603.5 SHED 9 603.5         15.9     
10_29.6-76.2 SILK 10 64.1 -10.17 -19.2 -16.6 -15.8 -18.4 -14.2 
  
SHED 10 76.2 -13.5 -16.7 -16.4 -15.9 -14.6 -17.4 -13.8 
10_248.2 EH/PH 10 248.2 0.01 ---       0.009 ---  
10_442.2 SILK 10 442.2   14.7           
a Traits mapped include: plant height (PH, cm), ear height (EH, cm), growing degree units (GDU) to anthesis (SHED), and GDU to silk 
extrusion (SILK), as well as traits calculated from these base traits.  QTL positions (Chr=chromosome; Pos= IBM2 map position) are 
reported for each QTL peak where the likelihood ratio test statistic (LRTS) exceeded 15; consensus positions were determined for QTL 
within than 10 cM of each other. The additive genetic effect (a -CIM) expresses the estimated phenotypic consequence of substituting one 
Mo17 allele for one B73 allele at a QTL in CIM tests; negative values of α indicate that the high allele came from Mo17.  Red font is 
used for regions newly identified in by-environment analyses. b Environments where trait data were not collected are indicated with ---. 
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Table S1:  Range of values for base traits in 2003 and 2004 and at Johnston (JH) and 
Marion (MR), IA and Macomb (MC), IL 
    JH03 JH04 MC03 MC04 MR03 MR04 
PH B73 ---a 250.38 233.15 243.07 258.93 --- 
  Mo17 --- 240.31 217.00 231.41 252.75 --- 
  Max. --- 284.25 259.40 274.50 296.36 --- 
  90% --- 255.05 236.04 253.95 260.44 --- 
  Median --- 226.82 212.15 227.26 234.67 --- 
  10% --- 202.81 185.87 198.40 211.30 --- 
  Min. --- 149.33 141.98 145.92 166.63 --- 
  N --- 230.00 233.00 227.00 231.00 --- 
  Std Dev --- 21.77 20.57 21.13 20.81 --- 
EH B73 --- 107.10 85.61 85.64 117.14 --- 
  Mo17 --- 109.65 86.05 85.41 112.61 --- 
  Max. --- 139.79 125.09 116.73 149.67 --- 
  90% --- 115.27 93.13 94.10 121.64 --- 
  Median --- 96.72 77.51 76.99 102.69 --- 
  10% --- 80.16 60.63 62.21 85.70 --- 
  Min. --- 47.37 38.25 37.43 51.97 --- 
  N --- 229.00 232.00 225.00 233.00 --- 
  Std Dev --- 14.46 13.19 12.79 14.42 --- 
EH-PH B73 --- -143.28 -147.55 -157.43 -141.79 --- 
  Mo17 --- -130.66 -130.95 -146.00 -140.14 --- 
  Max. --- -93.33 -88.63 -103.64 -98.53 --- 
  90% --- -114.58 -118.53 -131.84 -117.40 --- 
  Median --- -130.16 -133.99 -148.57 -132.65 --- 
  10% --- -144.92 -150.37 -163.72 -147.83 --- 
  Min. --- -160.94 -174.57 -186.51 -169.76 --- 
  N --- 221.00 227.00 215.00 225.00 --- 
  Std Dev --- 12.18 12.60 13.45 12.01 --- 
EH/PH B73 --- 0.43 0.37 0.35 0.45 --- 
  Mo17 --- 0.46 0.40 0.37 0.45 --- 
  Max. --- 0.52 0.49 0.45 0.53 --- 
  90% --- 0.47 0.41 0.39 0.48 --- 
  Median --- 0.43 0.37 0.35 0.44 --- 
  10% --- 0.38 0.32 0.30 0.39 --- 
  Min. --- 0.31 0.23 0.24 0.31 --- 
  N --- 221.00 227.00 215.00 225.00 --- 
  Std Dev --- 0.04 0.04 0.04 0.04 --- 
aEnvironments where trait data were not collected are indicated with ---. 
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Table S1, continued: 
  JH03 JH04 MC03 MC04 MR03 MR04  
SHED B73 1530.08 1549.22 1446.64 1461.91 1324.05 1291.22 
  Mo17 1581.55 1538.12 1453.11 1425.92 1363.44 1299.65 
  Max. 1609.97 1645.52 1523.88 1615.42 1417.15 1422.23 
  90% 1521.32 1576.18 1448.14 1475.90 1327.05 1337.72 
  Median 1432.79 1472.64 1361.27 1402.08 1231.28 1261.46 
  10% 1368.60 1419.03 1301.05 1341.48 1177.96 1220.06 
  Min. 1318.94 1366.57 1252.39 1290.75 1116.27 1167.31 
  N 240.00 245.00 244.00 244.00 244.00 241.00 
  Std Dev 59.01 58.04 56.03 52.93 59.75 47.01 
SILK B73 1525.48 1518.75 1449.89 1470.81 1315.29 1320.93 
  Mo17 1665.64 1583.32 1552.99 1547.17 1389.69 1381.41 
  Max. 1732.95 1708.67 1652.35 1701.29 1466.91 1528.00 
  90% 1580.14 1603.42 1507.06 1560.02 1373.83 1400.28 
  Median 1484.22 1506.86 1405.87 1464.85 1287.39 1319.34 
  10% 1405.45 1431.67 1331.92 1397.06 1213.08 1251.99 
  Min. 1334.69 1311.64 1234.95 1318.46 1122.92 1180.97 
  N 232.00 242.00 244.00 229.00 243.00 232.00 
  Std Dev 69.59 68.31 70.38 67.34 64.75 58.49 
SILK-SHED B73 -4.60 -30.47 3.25 8.90 -8.76 29.71 
  Mo17 84.09 45.19 99.88 121.25 26.24 81.76 
  Max. 174.44 156.07 181.47 206.28 186.35 191.07 
  90% 89.73 67.06 93.46 109.93 86.13 92.09 
  Median 49.71 21.95 42.10 66.20 43.01 48.86 
  10% 11.91 -15.48 1.70 21.71 7.90 17.54 
  Min. -41.31 -62.15 -56.94 -26.54 -40.35 -17.80 
  N 228.00 242.00 244.00 229.00 242.00 232.00 
  Std Dev 33.29 34.83 35.47 36.62 32.32 30.53 
SILK/SHED B73 1.00 0.98 1.00 1.01 0.99 1.02 
  Mo17 1.05 1.03 1.07 1.09 1.02 1.06 
  Max. 1.11 1.10 1.12 1.15 1.15 1.14 
  90% 1.06 1.05 1.07 1.08 1.07 1.07 
  Median 1.04 1.01 1.03 1.05 1.03 1.04 
  10% 1.01 0.99 1.00 1.02 1.01 1.01 
  Min. 0.97 0.96 0.96 0.98 0.97 0.99 
  N 228.00 242.00 244.00 229.00 242.00 232.00 
  Std Dev 0.02 0.02 0.03 0.03 0.03 0.02 
aEnvironments where trait data were not collected are indicated with ---. 
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Table S2:  Values of meteorological traits measured during key crop growth stages at 
six environments 
Observation Growth Stage JH03 JH04 MC03 MC04 MR03 MR04 
Day Length (d) Planting to V7 14.8 14.6 14.5 14.4 14.8 14.6 
Emergence Day (of year) 147 138 137 134 145 135 
Latitude 41.68 41.68 40.42 40.42 42.1 42.1 
Longitude -93.71 -93.7 -90.49 -90.7 -91.62 -91.62 
Days w/Precip (d) Growing Season 25 45 33 26 31 46 
V7 - V12 4 7 3 5 4 11 
V12 - Final Leaf 5 6 5 6 5 5 
Cumul. Precip (mm) Growing Season 249 540 469 437 339 494 
Plant to Emerge 4 26 53 8 48 32 
Emerge - V7 63 150 104 130 80 221 
Emerge - Silk 195 358 277 274 209 385 
V7 - V12 47 60 45 80 59 89 
V12 - Final Leaf 85 91 128 59 70 57 
Avg Daily Solar Rad (MJ/m2) V7 - Silk 24.9 23 26.6 23.5 24.9 23.1 
Cumul. Solar Rad (MJ/m2) V7 - V12 421.4 500.4 476 362.6 468.7 514.7 
V12 - Final Leaf 527.2 450.8 440.8 521.3 493.9 432.2 
Avg Daily Temp (°C) Growing Season 21.8 20.1 21.1 21.2 20.6 19.8 
Avg Daily Min Temp (°C) Emerge - V7 13.7 14.1 10.5 13.5 11.8 13.4 
V7 - V12 16.7 14 14.8 17.6 15.8 14 
V12 - Final Leaf 17.4 17.4 18.5 16 16.1 16.3 
Avg Daily Max Temp (°C) Plant to Emerge 22.1 22.1 21.7 28.2 20.7 25.6 
Emerge - V7 25.2 24.6 23.4 25.7 25 24.5 
V7 - V12 29.2 24.9 29.3 27.4 28.7 25.4 
V12 - Final Leaf 28.8 27.4 31.1 27.9 27.6 27 
Avg Daily Temp Amplitude (°C) V7 - V12 12.5 10.9 14.5 9.8 12.9 11.3 
  V12 - Final Leaf 11.4 10 12.5 11.9 11.5 10.7 
 
  
  
Table S3:  Analysis of whether or not PH, EH, SHED, and SILK were impacted by meteorological observations during key 
crop growth stages across six environmentsa 
EH PH SILK SHED 
Observation Growth Stage VIP Variance  VIP Variance  VIP Variance  VIP Variance  
Day Length (d) Planting to V7 1.22 26.1 1.29 15.7 0.97 7.2 1.00 37.6 
Emergence Day (of year) 1.23 38.9 1.29 11.1 0.91 40.8 0.92 51.9 
Latitude 1.19 25.8 1.25 31.2 0.99 13.0 1.01 40.3 
Longitude 0.95 52.2 0.94 97.6 1.33 5.4 1.24 11.3 
Days w/Precip (d) Growing Season 0.93 50.5 0.91 99.0 0.79 94.8 0.81 96.7 
V7 - V12 0.92 94.8 0.90 98.3 1.14 85.2 1.10 86.9 
V12 - Final Leaf 0.97 89.3 0.98 78.4 1.54 34.2 1.46 45.8 
Cumul. Precip (mm) Growing Season 1.15 100.0 1.14 39.9 0.98 73.6 0.97 53.8 
Plant to Emerge 0.94 67.6 0.95 85.2 1.27 66.8 1.28 42.2 
Emerge - V7 1.08 96.2 1.08 54.5 1.01 89.3 0.99 87.3 
V7 - V12 0.89 68.0 0.88 99.8 1.08 74.8 1.03 84.2 
V12 - Final Leaf 0.99 95.6 0.97 81.9 1.03 78.5 1.03 50.0 
Avg Daily Solar Rad (MJ/m2) V7 - Silk 0.90 99.9 0.89 99.9 0.78 97.2 0.79 81.5 
Cumul. Solar Rad (MJ/m2) V7 - V12 0.92 19.4 0.94 94.4 0.79 77.1 0.88 98.1 
V12 - Final Leaf 0.95 72.7 0.92 91.6 0.76 99.7 0.85 67.9 
Avg Daily Temp (°C) Growing Season 0.99 25.0 1.02 86.0 0.98 87.0 0.97 90.8 
Avg Daily Min Temp (°C) Emerge - V7 0.91 99.8 0.89 98.2 1.06 71.6 1.04 39.8 
V7 - V12 0.91 40.0 0.90 99.9 0.78 90.6 0.86 92.1 
V12 - Final Leaf 1.04 97.0 1.02 70.7 1.23 64.1 1.21 42.0 
aA meteorological observation was declared important to a phenotypic trait in a crop growth stage when 1) its variable 
importance in projection (VIP) was greater than 1.0 and 2) the cumulative variance explained by that meteorological 
observation by the top two PLSR components for the trait was at least 40%. 
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Table S3, continued: 
EH PH SILK SHED 
Observation Growth Stage VIP Variance  VIP Variance  VIP Variance  VIP Variance  
Avg Daily Max Temp (°C) Plant to Emerge 0.98 20.3 1.03 75.7 1.08 48.1 1.09 90.6 
Emerge - V7 0.95 91.0 0.92 91.1 0.80 97.4 0.92 48.3 
V7 - V12 0.94 95.0 0.91 94.8 0.85 94.4 0.81 93.5 
V12 - Final Leaf 1.02 93.7 1.02 77.2 0.94 79.0 0.95 53.1 
Avg Daily Temp Amplitude 
(°C) V7 - V12 0.90 86.5 0.89 96.4 0.79 92.5 0.84 85.1 
  V12 - Final Leaf 0.95 65.2 0.94 97.0 1.03 53.8 0.96 58.9 
All meteorological 
observations 70.9 78.6 69.3 67.6 
aA meteorological observation was declared important to a phenotypic trait in a crop growth stage when 1) its variable 
importance in projection (VIP) was greater than 1.0 and 2) the cumulative variance explained by that meteorological 
observation by the top two PLSR components for the trait was at least 40%. 
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CHAPTER 3.  RESPONSE OF PLANT STATURE, FLOWERING TIME, AND EAR 
SET TO PLANTING DENSITY IN IBM POPULATIONS OF MAIZE  
A paper to be submitted to The Crop Science Journal 
 
Sara Helland1, 2, 3, Stuart Gardner 2 and Nick Lauter 1, 2, 4 
 
Abstract 
 Because step changes in grain yield are likely going to occur due to increases in 
planting density, the trend in maize production in the US corn belt is for high density 
plantings (up to 110, 000 plants/ha).  High density results in greater competition for resources 
and morphological changes in the plant.  It is unclear whether phenotypes and QTL observed 
in lower density plantings are applicable to high density plantings.  We investigated the 
differential detection of QTL in high and low density plantings in the IBMRILs and IBMDHs 
in eight environments.  QTL for growing degree units to shed and silk, plant height, ear 
height, and barrenness were mapped using a dense genetic map.  Although density had a 
strong effect on each trait measured, line ranks for each trait were generally constant across 
densities, suggesting limited genotype by density interaction. QTL were most often detected 
in both high and low density, though some density dependence was observed. These results 
indicate that breeding efforts for plant stature, flowering time, and barrenness conducted 
under low density should be applicable to high density plantings. 
1 Graduate Student and assistant professor, respectively, Plant Breeding and Genetics 
Program, Iowa State University 
2 Pioneer Hi-Bred International, Inc. 
3 Author for correspondence 
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Introduction 
High planting density imposes a variety of stresses on maize plants, including 
competition for light, water, and nutrients (Boomsma et al., 2009), as well as increased 
incidence and severity of ear rots (Blandino et al. 2008) and leaf diseases (Adipala et al., 
1995).  Competition for light tends to increase plant and ear height (Carena and Cross, 2003; 
Edmeades and Lafitte, 1993), thereby increasing the risk for root lodging.  Competition for 
light and water delays silk emergence and can result in problematic anthesis to silking 
intervals (Westgate, 1996; Smith et al. 1982), which can result in poor pollination and lower 
yield.  Competition for nutrients can reduce nitrogen uptake, thereby reducing plant growth 
rates, above ground biomass, and ultimately yield (Ciampitti and Vyn, 2011; Boomsma et al., 
2009).   
A variety of studies have demonstrated that much of the yield increase observed in 
commercial maize hybrids between 1980 and 1995 can be attributed to improved tolerance to 
biotic and abiotic stresses (Duvick, 2005; Tollenaar and Wu, 1999; Duvick, 1997; Duvick 
and Cassman, 1999).  Many of these stresses can be induced by high plant population 
densities, and genetic gain over the past two decades was achieved in large part through 
breeding in higher density environments.  Modern hybrids have developed greater drought 
tolerance through deeper root systems (Hammer, 2009), improved radiation use efficiency 
via leaf angle and orientation changes (Tollenaar and Aguilera, 1992), and reduced flowering 
stress susceptibility through decreased anthesis to silking intervals (Duvick, 1997).  
Continued advances in maize hybrid performance in the future should be derived from a 
combination of increased individual plant grain yield and further improvement of traits 
related to stress tolerance. 
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To date, breeders have improved stress tolerance in commercial maize hybrids by 
applying phenotypic selection, primarily for yield and yield stability, in ever higher plant 
densities (Duvick, 2005). This effort has raised the optimal planting densities for most 
current hybrids to about 88,000 plants/ha in the cornbelt (Elmore and Abendroth, 2008).  
However, each grower has interpreted the yield benefits and agronomic challenges of higher 
density plantings in their environment(s) differently, and as a result, planting densities have 
been increasing incrementally on some farms (up to 110,000 plants/ha), while remaining 
average, or even lower than average, on others.  This poses difficulties for breeders targeting 
a market which includes growers using both higher and more typical planting densities; in 
which density should hybrids be developed?  The breeder could run two parallel breeding 
programs: one program in which density stress is applied in nurseries and yield tests 
throughout the hybrid development process, and one in which more moderate density 
plantings are used.  Alternatively, the breeder could run a traditional program, and only test 
the best subset of advanced stage hybrids in high density.  Given that current maize breeding 
efforts rely on both traditional phenotypic screens and molecular genetic methods, including 
marker-assisted-selection (MAS; Eathington et al., 2007; Cahill and Schmidt, 2004), either 
breeding approach would benefit from an understanding of the impact of density on MAS 
targets. 
The low heritability of yield frequently prevents effective use of MAS for yield QTL 
(Holland, 2004), thus QTL conferring tolerance to high planting density should be detected 
via more highly heritable and easily phenotyped traits associated with yield and stress 
tolerance.  Plant and ear height are two such traits; tall plants tend to yield more due to 
increased biomass and photosynthetic capacity, but are also at risk for root lodging.  
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Additionally, late flowering lines have more opportunity to develop biomass, but are at an 
increased risk for poor pollinations in stressful environments (Blum, 1996).  Variation in 
plant and ear height, ASI, kernel fill, and yield under drought and nitrogen stress has been 
demonstrated for a variety of inbred and hybrid maize lines (Subedi et al., 2006, Tollenaar 
and Wu, 1999; Wang et al., 2006; Buckler et.al, 2009; Salas Fernandez et al., 2009; Rahman 
et al., 2011).   
Gonzalo et al. (2006) identified QTL x density interactions for plant height, flowering 
traits, yield, and barrenness in a small study of eight segmental introgression lines from a 
B73 x Tx303 population.  This study was followed with a more extensive genetic evaluation 
of 186 IBMRILs in four environments (Gonzalo et al., 2010).  Eight, seven, and six QTL 
were identified for plant height, flowering traits, and barrenness, and significant QTL x 
density effects were observed.  Guo et al. (2011) found that QTL for yield component traits 
were detected differentially in low and high density environments. These results provide 
clear support for development of density-dependent QTL-based breeding approaches to 
improve crop yields.   
We have evaluated plant stature, flowering time, and barrenness in 243 IBMRILs and 
406 IBMDHs under two planting densities at eight environments.  Our evaluation builds 
upon the previous studies (Gonzalo et al., 2006; Gonzalo et al., 2010; Guo et al, 2011) in 
several ways.  First, the inclusion of more RILs and a set of highly recombinant doubled 
haploid lines should provide better mapping resolution and more power to detect minor 
effects (Liu et al., 1995; Lee et al., 2002, and Jaqueth, 2003). Second, because we tested the 
IBMRILs and IBMDHs in a diverse set of locations over a period of years, we can evaluate 
whether or not the detected QTL are stable across the cornbelt environments.  Finally, ear 
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height was evaluated in these studies, as it can be a critical component of root lodging 
tolerance in maize and often increases in response to higher planting densities.  In order to 
consider application of our results for breeding programs, we report the identification of 
known and new maize architecture and flowering time QTL in view of their stability with 
respect to both planting density and environment. 
 
Materials and Methods 
Phenotypic Data Collection 
Plant Materials 
The IBM mapping populations used by private and public sector maize breeders and 
geneticists are the result of crosses between B73 and Mo17.  The IBMRILs were produced 
after five generations of random mating, as described previously (Helland et al., 2011; Davis 
et al., 2001).  Of the original 302 “SYN4” recombinant inbred lines, 243 IBMRILs with high 
genotypic purity and seed quantities sufficient for multiple locations of field evaluation were 
used for our experiments. The IBMDH population was started in the same way as the 
IBMRILs, but ten total generations of random intermating were conducted.  The resulting 
450 lines were crossed to a haploid inducer, underwent chromosome doubling (Pioneer Hi-
Bred International proprietary methods), and doubled haploid lines were increased (Hussain 
et al., 2007).  Of these, 406 IBM Syn10 Doubled Haploid (DH) lines had purity and seed 
quantities large enough for inclusion in this study. Replications of B73 and Mo17 were 
grown in each environment as well.   
Environments and Data Collection 
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The IBMRILs were grown at 44,500 (low density) and 155,000 (high density) plants 
per ha in 4.11 m single row plots at 3 locations over 2 years: JH03 and JH04 (Johnston, Iowa 
in 2003 and 2004, respectively), MC03 and MC04 (Macomb, Illinois in 2003 and 2004, 
respectively), and MR03 and MR04 (Marion, Iowa in 2003 and 2004, respectively).  JH03, 
MC03, MR03, JH04, MC04, and MR04 were planted May 19, 8, 15, 11, 6, and 12, 
respectively.  The IBMDHs were grown in 4.11 m single row plots in an augmented design at 
low and high density in Johnston, IA in 2005 (JH05) and Champaign, IL in 2005 (CI05).  
Repeated checks were included at eight percent of the total entries and included B73 and 
Mo17.  JH05 and CI05 were planted May 16 and April 27, respectively.   
Growing degree units (GDU) from planting were calculated for each plot when 50% 
of the plants had silk showing (SILK) and when 50% were at anthesis (SHED).  GDUs are 
calculated as follows: GDU=Σ[(high temperature-low temperature)/2-50], with maximum 
and minimum daily temperatures of 30° and 10° C, respectively (Taber and Lawson, 2005).  
Plant height (PH) was measured in cm from the ground at the base of the plant to the tallest 
part of the top leaf for five plants per plot, and ear height (EH) was measured in cm from the 
ground to the base of the ear shank for five plants per plot.  Barren-ness (BAR) was 
measured by counting the percent of plants in each plot that did not set an ear.  PH and EH 
were not measured in the IBMRILs in JH03 or MR04 and BAR was not measured in the 
IBMRILs in MR04; this missing data is reported in the tables as ---. 
Genotype and Map Data 
Pioneer Hi-Bred Intl., Inc. provided 2,140 SNP (single nucleotide polymorphism) 
genotypes for each of the 243 evaluated IBMRILs and 406 IBMDHs.  Map positions for 
SNPs were derived from an ~8,000 cM single meiosis genetic map (Winkler et. al, 2003) 
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developed by Pioneer Hi-Bred Intl., Inc. from the IBMRILS and the IBMDHs (Hussain et al., 
2007).  This use of single meiosis units differs from the publicly available IBM2 map 
(http://www.maizegdb.org/map.php); a single IBM2 cM is approximately equal to four cM in 
the single meiosis map (Pioneer Hi-Bred Intl., Inc., personal communication; Balint-Kurti et 
al., 2007).  Lauter et al. (2008) reported that there may be discrepancies between IBMRIL 
line identities and their publicly available genotype.  Given the high degree of certainty we 
have in the relationship between the Pioneer genotype data and the phenotyped lines, we 
have performed our analyses using the Pioneer data. Since more than 2,000 public markers 
have been placed on the Pioneer Hi-Bred single meiosis map, we are able to communicate 
results in the context of the public domain data  by using the position of the public marker 
nearest to each SNP/QTL of interest in this report. 
Data Analysis 
Phenotypic data analysis 
For each population, best linear unbiased predictions (BLUP) for PH, EH, SHED, 
SILK, and BAR at each density were estimated using ASREML following Gilmour et al. 
(1997). From these BLUPs for base traits, additional derived traits were calculated in an 
effort to understand the relationship between the base traits: ASI (anthesis to silking interval; 
SILK-SHED) and the placement of the ear relative to the whole plant (EH/PH).  Correlations 
among traits, the analyses of variance (ANOVA), and effect estimation were conducted using 
linear mixed model analysis of BLUPs in SAS JMP (SAS Institute Inc., 2007).  Significance 
was declared at α = 0.05. 
QTL Mapping 
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QTL searches for each trait were conducted within each density using composite 
interval mapping (CIM) in QTL Cartographer v1.17d with Zmapqtl model 6 (Basten et al., 
2003).  For each search, five cofactor markers were selected using forward stepwise 
regression executed by SRMapQTL. CIM test positions occurred at each marker, as well as 
at one centimorgan (cM) intervals in regions between markers. Selected cofactors residing 
within ten cM of CIM test positions were excluded from use during CIM.  QTL with 
likelihood ratio test statistic (LRTS) values greater than 15 were considered significant. 
To consider the range of genetic positions to which a QTL was statistically localized, 
we attained non-parametric confidence intervals (NPCI) (Lauter et al., 2008; Crossett et al., 
2010).  Briefly, 1,000 bootstrap resamplings of the original data are analyzed using the full 
CIM routine described above. The 1,000 resultant LRTS curves are analyzed for a QTL 
region for a given trait to determine the X-axis values of the 1,000 peaks. The X-axis values 
are then genetically ordered, allowing the boundaries of the 95th central quantile to be 
determined. These boundaries define the NPCI for that particular QTL for that particular 
trait.  
When reporting QTLs in our tables, we consider adjacent QTL peaks for a single trait 
to constitute two individual QTLs if they exert additive genetic effects in opposite directions 
or if they have non-overlapping NPCIs. For peaks with overlapping NPCIs, the peak with the 
higher LRTS value is reported.  In reporting QTL, we have grouped them by position within 
the genome, rather than by trait. This makes potential cases of pleiotropic action evident. For 
example, a QTL may be reported for each of two traits under the same “QTL region” label 
using the NPCI overlap rules described above. However, this does not represent an overt 
claim of pleiotropy. Rather, it represents the fact the there was a failure to reject a null 
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hypothesis of pleiotropy as determined by overlapping NPCIs derived from 1,000 joint 
resamplings of all traits. At present, testing null hypotheses of non-pleiotropy remains 
impractical for most genetic designs because there is almost never sufficient statistical power 
to reject them (Crossett et al., 2010). 
To more conservatively estimate the genetic effects of each QTL, genotypes at 
markers, rather than QTL peaks imputed using maximum likelihood, were used as terms in 
generalized linear models built with JMP (SAS Institute Inc., 2007).  Markers for each QTL 
deemed significant by CIM were included in the model for each trait. When adjacent LRTS 
peaks occurred with overlapping support intervals (see below), only the marker nearest to the 
higher LRTS value was used to represent the QTL in the model. In the models for each trait, 
all QTL were initially added, and non-significant effects were removed one by one, 
beginning with the highest t-test value and continuing down, until only significant effects 
were left. 
 
Results 
Effect of Density on Phenotypic Distributions 
Though there was a small response to density, line and environment were each much 
more important in explaining phenotypic variation for EH and PH in both populations (Table 
1).  Environment explained more variance than line in the IBMRILs versus the IBMDHs.  
One possible explanation for this phenomenon may be that because the IBMRILs were 
grown over two years, there was more influence of environment on their phenotypes than the 
IBMDHs, which were primarily grown in only one year.  Alternatively, there may be more 
genotypic variance in the IBMDHs because they contains more lines and more extreme 
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phenotypes than the IBMRILs. In both populations, plants grown in high density had 4-11% 
higher mean EH and PH than those grown in low density (Table 2).  This is a trend 
previously observed by Carena and Cross (2003) and Edmeades and Lafite (1993), and 
reflects the plant’s extra competitive effort to reach light under high density conditions. 
As expected, environment explained the most variance for SHED and SILK, followed 
by line (Table 1; See also Chapter 2; Balint-Kurti et al., 2007). SHED values were only 
slightly higher in HD than in LD in both populations, as evidenced by low variance for 
density in the ANOVA (Tables 1 and 3).  SILK, on the other hand, had a stronger response to 
density; the mean delay in SILK under high PPD was approximately two to four days (88 and 
54 GDUs in the IBMRILs and IBMDHs, respectively) (Table 3).  This may reflect the 
importance of competition to growth rates early in the growing season.   Maddonni and 
Otegui (2004) demonstrated that growth rates of individual plants in a maize stand are 
established early in the season.  While SHED is primarily determined by temperature and 
photoperiod accumulation through the season, (Birch et al., 1998), Borrás et al. (2007) 
demonstrated that SILK is driven by biomass accumulation by the ear, which is in turn driven 
by plant growth rate.  Plant growth rate is slowed significantly by intra-plant competition 
beginning at emergence, thus the increased impact of PPD on SILK than SHED is 
unsurprising.  Similar observations have been made under drought conditions; tassels are 
favored in the distribution of water and nutrients, thus when they are limiting, silking is 
delayed significantly more than anthesis (Vasal et al., 2006) 
This greater impact of planting density on SILK than SHED is further observed in the 
extreme difference in mean ASI between low and high PPDs (Table 3); the mean ASIs were 
130% and 45% greater in HD than LD for the IBMRILs and IBMDHs, respectively (Table 
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3).  In fact, SILK was so delayed in relation to SHED under HD that lines with negative ASIs 
(shedding before silking) under LD had positive ASIs under HD.  Error variances were 
greater for ASI than any other trait, likely because it is a calculated trait, but this does not 
mask the strong effects of line or planting density. 
Of all the traits, density explained the most variation for BAR (Table 1).  In the 
IBMRILs, there was an average of only 10% barren plants under low density and almost 25% 
barren plants under high density (Table 2).  The magnitude of this difference was not 
observed in the IBMDHs, however the trend stayed consistent.  This is not surprising, as the 
increase in ASI under stress has been demonstrated to cause missed pollination in some lines 
(Westgate, 1996).  In fact, in our study, the correlation between ASI and BAR under high 
density in the IBMRILs is 0.6, a phenomenon observed previously by Gonzalo et al. (2010).  
The same correlation is only 0.3 in the IBMDHs, possibly because the narrow range of 
values for BAR measured in this population prevents a good estimation of this relationship.  
Effect of Density on QTL Detection and Effects 
 Thirty four QTL regions with effects in the IBMRILs or IBMDHs were detected 
(Table 4).  Of the 61 detected QTL-trait combinations, ten were observed in both 
populations, while 19 and 32 were observed in only the IBMRILs or IBMDHs, respectively.  
Rigorous comparison of the QTL mapping efforts in the populations is not possible because 
they were not grown in the same environments, however this data suggests that QTL 
detection in the IBMDHs was enhanced by increased recombination frequency and 
population size.  Further, the two LOD support intervals for the QTL peaks detected in both 
populations averaged 63% smaller in the IBMDHs than in the IBMRILs. 
85 
 
 We tested for planting density x QTL interactions while building our QTL models, 
and none were significant.  However, only 39 of the 61 QTL-trait combinations were 
significant under both high and low density plantings (Table 4), and while their effect 
directions were the same in HD and LD, the magnitude of these effects varied.  The 
remaining 22 QTL-trait combinations encompassed 20 of the 34 regions and included all of 
the traits measured.  Of these, 13 trait combinations were present in HD only, while 9 were 
present in LD only.  This may have occurred because new allelic variation is expressed under 
HD conditions.  On the other hand, the greater variance observed in HD may simply have 
allowed for better detection of marker-trait associations.  It was observed in Chapter 2  that 
when QTL for PH, EH, SHED, and SILK were detected differentially across environments in 
the IBMRILs, non-significant QTL within each environment were very often just slightly 
below the threshold.  In this study, eight of the 23 QTL detected in only one planting density 
had LRTs greater than 3.  This suggests that QTL did indeed differ between high and low 
densities. 
Eleven QTL were detected for PH, seven of which were found in both high and low 
density (Table 4).  Nine QTL were detected for EH, and seven of these were consistent in 
both HD and LD (Table 4).  Of the plant stature QTL detected in just one planting density, 
the majority were detected in HD only.  The ranges of values for EH and PH under HD were 
approximately equal to that observed under LD, so these HD-only QTL are not simply the 
result of mapping with a data set with greater phenotypic variation.  High density plantings 
must cause environmental conditions to which plant stature responds differentially than it 
does in LD.  It was demonstrated in Chapter 2 that temperature and precipitation are 
important meteorological factors affecting plant and ear height.  Assuming temperature is 
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constant across planting densities, each line’s PH and EH could reflect differential 
efficiencies in water uptake or use under stressful HD conditions.  Perhaps some alleles 
confer a requirement for greater quantities or more easily available water to gain height, and 
the difference between lines with these “less efficient” alleles is reflected in QTL detected 
under HD. 
This response of plant stature to HD was also reflected in QTL detected for the ear 
height ratio calculated from PH and EH. Ten QTL were detected for EH/PH, two of which 
were found in only HD and one of which was found in only LD (Table 4).  Of these, five 
were co-located with either EH or PH, which are likely driving these QTL.  In the remaining 
cases, QTL for PH or EH were just below our significance threshold.   
Ten SHED QTL were detected in the two populations, and all but two were detected 
in both HD and LD (Table 4).  Eleven SILK QTL were detected, of which three were found 
in only LD and four in only HD (Table 4).  The variation for SILK under each planting 
density was greater than that for SHED, which suggests planting density affects SILK more 
than SHED, a trend that plays out in QTL detection as well.  Like PH and EH, this may 
reflect differential water uptake or utilization efficiency among alleles, but may also be 
related to solar radiation.  Ear shoots are significantly more shaded in HD than in LD, which 
may hinder silk extrusion in lines with alleles requiring more light.  Five QTL for ASI 
(SILK-SHED) were detected, and three of these were detected in HD only (Table 4).  This 
trend is likely in part a result of the differential effect of planting density on SILK. 
 Five BAR QTL were detected in the study.  Three were observed under high and low 
densities, while two were observed in only LD.  This is surprising, as HD plantings have 
been observed to increase barrenness, as well as improve QTL detection for BAR (Gonzalo 
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et al., 2011).  Heritability for BAR under LD conditions was one of the lowest of all the traits 
evaluated in our study, especially in the IBMRILs (Table 5), and, as previously noted, there 
simply may not have been enough genetic variation in our data for successful BAR QTL 
detection, even under extremely high density plantings.   
 
Discussion 
Future improvement of maize yield will primarily occur through tolerance to higher 
planting density (Ci et al., 2011; Lee and Tollanaar, 2007; Duvick, 2005).  This fact has not 
escaped corn growers in the US, thus many have increased their plant populations over the 
years.  While some programs may be devoted entirely to a stretch-the-limits type of high 
planting density testing, many breeders are faced with the challenge of breeding for a market 
with different planting densities.  Success in both markets may require testing lines in both 
high and low densities or running one set of lines with a LD target and another with a HD 
target.  On the other hand, if phenotypic or genotypic selection under one density was 
predictive of performance in the other density, it would save effort and resources. To 
evaluate this strategy, we grew two sets of highly recombinant IBM lines in high and low 
density and measured a set of traits important to breeding efforts in the cornbelt.  Line 
variation was extensive for each trait in both populations in HD and LD, which suggests 
opportunity for successful selection on these traits. 
Breeding targets of value in HD plantings include earlier flowering (SHED and 
SILK) as a strategy to avoid heat stress during the critical seed set period, earlier SILK 
relative to SHED (low ASI) to increase the chances of silk availability at the time of 
pollination (Westgate, 1996), reduced EH relative to PH to avoid root lodging, and reduced 
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BAR for increased yield.  These traits are of interest to many breeders, thus heritabilities 
have been calculated in a variety of studies and many QTL have been detected across 
environments and populations (for example, Krakowsky et al., 2004; Veldbloom et al, 1994; 
Berke and Rocheford, 1995; Koester et al., 1993).  Little effort, however, has been applied to 
understanding the interaction between planting density and phenotypic selection or QTL 
detection/effect; only Gonzalo et al., (2010) have assessed the stability of QTL across 
planting densities.  Our results, as well as those of Gonzalo et al. (2010), provide evidence 
that the heritabilities of plant stature, flowering time, and barrenness are high enough for 
effective selection under high and low density (Table 4).  Further, we show that detection of 
QTL in HD is possible and that some QTL respond to planting density.    
The utility of screening germplasm for traits of interest to breeders in LD 
environments to predict performance in HD can be evaluated by comparing overlap in 
selections across densities. We counted the number of times a line was in the top 25% of the 
population for a given trait measured in the HD environment, then counted the number of 
times it was also in the top 25% in the LD environment.  For all the traits, the top 25% of 
each population overlapped by more than 80% in HD and LD environments (Table 6), with 
the exception of ASI, which dropped to 69%.  These data suggest that phenotypic selection 
for plant stature and flowering time under LD can predict performance in HD, and that 
breeders could increase efficiency in their programs by evaluating new inbred lines under 
only LD (to allow better conditions for line increase) at the early stages of line development.  
We cannot at present recommend running the entire breeding program under LD alone 
because our study was limited to a few traits and inbred lines of a limited germplasm base.  
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However, it suggests that a similar study of yield and other traits in hybrid lines of a more 
varied germplasm base would be worthwhile.  
Breeding programs depend not only on phenotypic selection, but increasingly on 
genotypic selection to make improvements.  When stacked, the EH QTL detected in this 
study could decrease a line’s EH by about fifteen to twenty percent of the mean (Table 7).  
ASI could be reduced by up to 22.5 (IBMRILs) and 15.9 (IBMDHs) GDUs, the equivalent of 
almost a full day in an average cornbelt environment.  The most useful QTL regions include 
only QTL with consistent effects across planting densities and trait effects that are not in 
repulsion.   We detected 11 and 17 QTL regions in the IBMRILs and IBMDHs, respectively, 
that could be used in a breeding program specifically targeting increased tolerance to HD 
plantings (Table 4). 
High planting densities may be the key to step-wise changes in maize yields in the 
future.  These results demonstrate that phenotypic and genotypic selection for plant stature, 
flowering time, and barrenness in low density plantings of inbred lines can be effective in 
high density plantings.  Investigation of hybrid traits and additional germplasm is required 
before application in a breeding program, however this strategy has the potential to save 
significant field and marker resources for breeders targeting multiple planting density 
environments.  
 
Acknowledgements 
We wish to thank Mike Lee for development of the IBMRILs and Pioneer Hi-Bred Intl., Inc., 
especially Ed Bruggemann, Jing Wang, and Geoff Graham, for development of the Pioneer 
genetic map, statistical support, and review of this manuscript.  
90 
 
Literature Cited 
Abedon, B.G. and W.F. Tracy. 1998. Direct and indirect effects of full-sib recurrent selection 
for resistance to common rust (Puccinia sorghi Schw.) in three sweet corn 
populations. Crop Sci. 38:56-61. 
Adipala, E., J.P. Takan, and M.W. Ogenega-Latigo. 1995. Effect of planting density on 
maize on the progress and spread of northern leaf blight from Exserohilum turcicum 
infested residue source. Eur. J. Plant Path. 101:25-33. 
Balint-Kurti, P.J., J.C. Zwonitzer, R.J. Wisser, M.L. Carson, M.A. Oropeza-Rosas, J.B. 
Holland, and S.J. Szalma. 2007. Precise mapping of quantitative trait loci for 
resistance to southern leaf blight, caused by Cochliobolus heterostrophus race O, and 
flowering time using advanced intercross maize lines. Genetics. 176:645-657. 
Basten, C.J., B.S. Weir, and Z.B. Zeng. 2003. QTL Cartographer: Version 1.17. Department 
of Statistics, North Carolina State University, North Carolina: Raleigh. 
Berke, T.G. and T.R. Rocheford. 1995. Quantitative trait loci for flowering, plant and ear 
height, and kernel traits in maize. Crop Sci. 35:1542-1549. 
Betrán, F.J., J.M. Ribaut, D. Beck, and D. Gonzalez De Leon. 2003. Genetic diversity, 
specific combining ability and heterosis in tropical maize under stress and non-stress 
environments. Crop Sci. 43:797-806. 
Birch, C.J, G.L. Hammer, and K.G. Rickert. 1998. Temperature and photoperiod sensitivity 
of development in five cultivars of maize from emergence to tassel initiation. Field 
Crops Res. 55:93-107. 
91 
 
Blandino, M., A. Reyneri, and F. Vanara. 2008. Effect of plant density on toxigenic fungal 
infection and mycotoxin contamination of maize kernels. Field Crops Res. 
106(3):234-241. 
Blum, A. 1996. Constitutive traits affecting plant performance under stress. In Developing 
Drought- and Low N-Tolerant Maize, Proceedings of a Symposium, CIMMYT. 131-
135.     
Boomsma, C.R., J.B. Santini, M. Tollenaar, and T.J. Vyn. 2009. Maize morphophysiological 
responses to intense crowding and low nitrogen availability: an analysis and review. 
Agron. J. 101:1426-1452. 
Borrás, L., M.E. Westgate, J.P. Astini, and L. Echarte. 2007. Coupling time to silking with 
plant growth rate in maize. Field Crops Res. 102:73-85. 
Bristow, K.L. and G.S. Campbell. 1984. On the relationship between incoming solar 
radiation and daily maximum and minimum temperature. Agric. For. Meteorol. 
31:159-166. 
Buckler, E.S., J.B. Holland, P.J Bradbury, C. Acharya, P.J. Brown, C. Browne, E. Ersoz, S. 
Flink-Garcia, A. Garcia, J. C. Glaubitz, M. M. Goodman, C. Harjes, K. Guill, D. E. 
Kroon, S. Larsson, N. K. Lepak, H. Li, S. E. Mitchell, G. Pressoir, J. Peiffer, M. 
Oropeza Rosas, T. R. Rocheford, M. C. Romay, S. Romero, S. Salvo, H. Sanchez 
Villeda, H. S. da Silva, Q. Sun, F. Tian, N. Upadyayula, D. Ware, H. Yates, J. Yu, Z. 
Zhang, S. Kresovich, and M. D. McMullen. 2009. The genetic architecture of maize 
flowering time. Science. 325:714-718. 
92 
 
Cahill, D.J. and D. H. Schmidt. 2004. Use of marker assisted selection in a product 
development breeding program. Proc. 4th Int. Crop Sci. Cong., 26-Sep.-1 Oct. 2004, 
Brisbane, Australia. 
Campos, H., M. Cooper, G.O. Edmeades, C. Löffler, J.R. Schussler, and M. Ibañez. 2006. 
Changes in drought tolerance in maize associated with fifty years of breeding for 
yield in the U.S. corn belt. Maydica. 51:369-381. 
Carena, M.J. and H.Z. Cross. 2003. Plant density and maize germplasm improvement in the 
northern corn belt. Maydica. 48:105-111. 
Chapman, S.C. and G.O. Edmeades. 1999. Selection improves drought tolerance in tropical 
maize populations: II. Direct and correlated responses among secondary traits. Crop 
Sci. 39:1315-1324. 
Chardon, F., V. Bèrangére, L. Moreau, M. Falque, J. Joets, L. Decousset, A. Murigneux, and 
A. Charcosset. 2004. Genetic architecture of flowering time in maize as inferred from 
quantitative trait loci meta-analysis and synteny conservation with the rice genome. 
Genetics. 168:2169-2185. 
Chardon F. and C. Damerval. 2005. Phylogenomic analysis of the PEBP gene family in 
cereals. J. Mol. Evol. 61: 579–590. 
Ci, X., M. Li, X. Liang, Z. Xie, D. Zhang, D. Li, Z. Lu, S., and Zhang. 2011. Genetic 
contribution to advanced yield for maize hybrids released from 1970 to 2000 in 
China. Crop Sci. 51:13-20. 
Ciampetti, I.A. and T.J. Vyn. 2011. A comprehensive study of plant density consequences on 
nitrogen uptake dynamics of maize plants from vegetative to reproductive stages. 
Field Crops Res. 121:2-18. 
93 
 
Colasanti, J., Z. Yuan, and V. Sundaresan. 1998. The indeterminate gene encodes a zinc 
finger protein and regulates a leaf-generated signal required for the transition to 
flowering in maize. Cell. 93:593-603.  
Colasanti, J. and M. Muszynski. 2009. The maize floral transition. In Handbook of Maize: Its 
Biology. 41-55. 
Danilevskaya, O., X. Meng, Z. Hou, E. Ananiev, and C. Simmons. 2008. A Genomic and 
expression compendium of the expanded PEBP gene family from maize. Pl.  Phys. 
146:250-264. 
Davis, G., T. Musket, S. Melia-Hancock, N. Duru, N. Sharopova, L. Schultz, M.D. 
McMullen, H. Sanchez, S. Schroeder, A. Garcia, M. Polacco, W. Woodman, M.J. 
Long, M. Lee, J. Vogel, R. Wineland, C. Brouwer, J. Arbuckle, K. Houchins, D. 
Davis, D. Bergstrom, K. Cone, E. Liscum, and E.H. Coe, Jr. 2001. The Intermated B7 
x Mo7 Genetic Map: A Community Resource. 43rd Maize Genet. Conf. Abstr. P62. 
Doebley, J., A. Stec, and C. Gustus. 1995. Teosinte branched1 and the origin of maize: 
Evidence for epistasis and the evolution of dominance. Genetics. 134:559-570. 
Duvick, D.N. 1996. What is yield? In Developing Drought- and Low N-Tolerant Maize, 
Proceedings of a Symposium, CIMMYT. 332-335.     
Duvick, D.N. 2005. The contribution of breeding to yield advances in maize. Adv. Agron. 
86:84-145. 
Duvick, D.N. and K.G. Cassman. 1999. Post-green revolution trends in yield potential of 
temperate maize in the north-central United States. Crop Science. 39:1622-1630.  
Eathington, S.R., T.M. Crosbie, M.D. Edwards, R.S. Reiter, and J.K. Bull. 2007. Molecular 
markers in a commercial breeding program. Crop Sci. 47: S-154-S-163. 
94 
 
Edmeades, G.O. and H.R. Lafitte. 1993. Defoliation and plant density effects on maize 
selected for reduced plant height. Agron. J. 85:850-857. 
Elmore, R. and Abendroth, L. 2008. Seeding rates in relation to maximum yield and seed 
costs. http://www.agronext.iastate.edu/corn/production/management/planting/ 
seedcosts.html 
Evans, M.M.S. and R.S. Poethig. 1995. Gibberellins promote vegetative phase change and 
reproductive maturity in maize. Plant Physiol. 108:475-487. 
Gilmour, A.R., B.R. Cullis, and A.P. Verbyla. 1997. Accounting for Natural and Extraneous 
Variation in the Analysis of Field Experiments. Journal of Agricultural, Biological, 
and Environmental Statistics, Vol. 2, 269-293. 
Gonzalo, M., T.J. Vyn, J.B. Holland, and L.M McIntyre. 2006. Mapping density response in 
maize: a direct approach for testing genotype and treatment interactions. Genetics. 
173:331-348. 
Gonzalo, M., J.B. Holland, T.J. Vyn, and L.M. McIntyre. 2010. Direct mapping of density 
response in a population of B73 x Mo17 recombinant inbred lines of maize. Heredity. 
104:583-599. 
Guo, J., Z. Chen, Z. Liu, B. Wang, W. Song, W. Li, J. Chen, J. Dai, and J. Lai. 2011. 
Identification of genetic factors affecting plant density response through QTL 
mapping of yield component traits in maize. Euph. 182:409-422. 
Haberer, G., S. Young, A.K. Bharti, H. Gundlach, C. Raymond, G. Fuks, E. Butler, R.A. 
Wing, S. Rounsley, B. Birren, C. Nusbaum, K.F.X. Mayer, and J. Messing. 2005. 
Structure and architecture of the maize genome. Plant Physiol. 139:1612–1624. 
95 
 
Hammer, G.L., Z. Dong, G. McLean, A. Doherty, C. Messina, J. Schussler, C. Zinselmeier, 
S. Paszkiewicz, and M. Cooper. 2009. Can changes in canopy and/or root system 
architecture explain historical maize yield trends in the U.S. Corn Belt? Crop Sci. 
49:299–312. 
Holland, J.B. 2004. Implementation of molecular markers for quantitative traits in breeding 
programs- challenges and opportunities. In New Directions for a Diverse Planet, Proc. 
of the 4th Int. Crop Sci. Congress. Brisbane, AU. 1-13. 
Hussain, T., P. Tausend, G. Graham, and J. Ho. 2007. Registration of IBM2 DH doubled 
haploid mapping population of maize. Journal of Plant Registrations. 1:81. 
Jaqueth, J. 2003. High-resolution genetic mapping of chromosome one in maize through 
increased recombination from ten generations of recurrent intermating. MS Thesis, 
ISU. 
Koester, R.P., P.H. Sisco, and C.W. Stuber. 1993. Identification of quantitative trait loci 
controlling days to flowering and plant height in two near isogenic lines of maize. 
Crop Sci. 33:1209-1216. 
Khanal,R., H. Earl, E. Lee, and L. Lukens. 2011. The genetic architecture of flowering time 
and related traits in two early flowering maize lines. Crop Sci. 51:146–156.  
Krakowsky, M.D., M. Lee, W. Woodman-Clikeman, M.J. Long, and N. Sharopova. 2004. 
QTL Mapping of resistance to stalk tunneling by the european corn borer in RILs of 
maize population B73 X De811. Crop Science. 44 :274-282. 
Lauter, N., M. Moscou, J. Habinger, and S.P. Moose. 2008. Quantitative genetic dissection of 
shoot architecture traits in maize: towards a functional approach. Plant Genome. 1:99-
110. 
96 
 
Lee, M., N. Sharapova, W.D. Beavis, D. Grant, M. Katt, D. Blair, and A. Hallauer. 2002. 
Expanding the genetic map of maize with the intermated B73 x Mo17 (IBM) 
population. Plant Mol. Biol. 48:453-461. 
Lee, E.A. and M. Tollenaar. 2007. Physiological basis of successful breeding strategies for 
maize grain yield. Crop Sci. 47:S202-215. 
Liu, S., S.P. Kowalski, T. Lan, K.A. Feldmann, and A.H. Paterson. 1995. Genome-wide high 
resolution mapping by recurrent intermating using Arabidopsis thaliana as a model. 
Genetics. 142:247-258. 
Loeffler, C. M., J. Wei, T. Fast, J. Gogerty, S. Langton, M. Bergman, B. Merrill, and M. 
Cooper. 2005. Classification of maize environments using crop simulation and 
geographic information systems. Crop Sci. 45:1708-1716. 
Lorenz, A.J., T.J. Gustafson, J.G Coors, and N. de Leon. 2010. Breeding maize for a 
bioeconomy: A literature survey examining harvest index and stover yield and their 
relationship to grain yield. Crop Sci. 50:1-12. 
Maddoni, G.A. and M.E. Otegui. 2004. Intra-specific competition in maize: early-determined 
hierarchies among plants affect final kernel set. Field Crops Res. 85:1-13. 
Price, A. 2006. Believe it or not, QTLs are accurate. TRENDS Pl. Sci. 11(5):213-216. 
R Development Core Team. 2011. R: A Language and Environment for Statistical 
Computing. R Foundation for Statistical Computing, Vienna, Austria. 
Ragot, M., P.H. Sisco, D.A. Hoisington, and C.W. Stuber. 1995. Molecular marker mediated 
characterization of favorable exotic alleles at quantitative trait loci in maize. Crop Sci. 
35:1306-1315. 
97 
 
Rahman, H., S. Pekic, V. Laszic-Jancic, S.A. Quarrie, S.M. Shah, A Pervez, and M.M. Shah. 
2011. Molecular mapping of quantitative trait loci for drought tolerance in maize 
plants. GMR.10:889-901. 
Riedeman, E.S., M.A. Chandler, and W.F. Tracy. 2008. Divergent recurrent selection for 
vegetative phase change and effects on agronomic traits and corn borer resistance. 
Crop Sci. 48:1723-1731. 
Ritchie, J.T. 1986. The CERES-Maize model, p. 1-6. In  C.A. Jones and J.R. Kiniry (ed.) 
CERES Maize: A simulation model of maize growth and development. Texas A&M 
Univ. Press, College Station, TX. 
Salas Fernandez, M., P. Becraft, Y. Yin, and T. Lübberstedt. 2009. From dwarves to giants? 
Plant height manipulation for biomass yield. Trends in Pl. Sci. 14:454-461. 
Salvi, S., R. Tuberosa, E. Chiapparino, M. Maccaferri, S. Veillet, L. Van Beuningen, P. 
Isaac, K. Edwards, and R.L. Phillips. 2002. Toward positional cloning of Vgt1, a QTL 
controlling the transition from the vegetative to the reproduction phase in maize. 
Plant Mol. Biol. 48:601-613. 
Salvi, S. and R. Tuberosa. 2005. To clone or not to clone plant QTLs. TRENDS Pl. Sci. 
10:297-304. 
Salvi, S., G. Sponza, M. Morgante, D. Tomes, X. Niu, K.A. Fengler, R. Meeley, R, E. 
Ananiev, S. Svitashev, E. Bruggemann, B. Li, C. Hainey, S. Radovic, G. Zaina, J. A. 
Rafalski, S. Tingey, G.H. Miao, R.L. Phillips, and R. Tuberosa. 2007. Conserved 
non-coding  genomic sequences associated with a flowering time quantitative trait 
locus in maize. PNAS. 104:11376-11381. 
98 
 
Salvi, S., S. Castelletti, and R. Tuberosa. 2009. An updated consensus map for flowering 
time QTL in maize. Maydica. 54:501-512. 
SAS Institute. 2004. SAS Enterprise Guide 3.0. SAS Inst., Cary, NC. 
Schulz, B., R. Kreps, D. Klein, R.K. Gumber, and A.E. Melchinger. 1997. Genetic variation 
among European maize inbreds for resistance to the European corn borer and relation 
to agronomic traits. Plant Breeding. 116:415-422. 
Sheehan, M., L.M. Kennedy, D.E. Costich, and T.P. Brutnell. 2007. Subfunctionalization of 
PhyB1 and PhyB2  in the control of seedling and mature plant traits in maize. Plant J. 
49:338-353. 
Singleton, W. 1946. Inheritance of indeterminate growth in maize. J. Hered. 37:61-64. 
Smith, C.S., J.J. Mock, and T.M. Crosbie. 1982. Variability for morphological and 
physiological traits associated with barrenness and grain yield in the maize population 
Iowa Upright Leaf Synthetic #1. Crop Sci. 22:828-832. 
Subedi, K.D., B.L. Ma, and D.L. Smith. 2006. Response of a leafy and non-leafy maize 
hybrid to population densities and fertilizer nitrogen levels. Crop Sci. 46:1860-1869. 
Taber, H. and V. Lawson. 2005. Sweet Corn. Commercial Vegetable Crops at ISU Hort 
Extension.  http://www.public.iastate.edu/~taber/Extension/Second.htm. 
Tang, J., W. Teng, J Yan, X. Ma, Y. Meng, J. Dai, and J. Li. 2007. Genetic dissection of 
plant height by molecular markers using a population of recombinant inbred lines in 
maize. Euphytica. 55:117–124. 
Tenenhaus, M. 1998. La regression PLS. Theorie et pratique, Editions. Technip, Paris. 
99 
 
Thornsberry, J.M., M.M. Goodman, J. Doebley, S. Kresovich, D. Nielsen, and E.S. Buckler. 
2001. Dwarf9 polymorphisms associate with variation in flowering time. Nat. Genet. 
28:286-289. 
Tollenaar, M. and A. Aguilera. 1992. Radiation use efficiency of an old and new maize 
hybrid. Agron. J. 84:536-541. 
Tollenaar, M. and J. Wu. 1999. Yield improvement in temperate maize is attributable to 
greater stress tolerance. Crop Sci. 39:1597-1604. 
Veldbloom, L.R., M. Lee, and W.L. Woodman. 1994. Molecular marker-facilitated studies in 
an elite maize population: I. Linkage analysis and determination of QTL for 
morphological traits. Theor. Appl. Genet. 88:7-16. 
VlǎduŃu, C., J. McLaughlin, and R.L. Phillips. 1999. Fine mapping and characterization of 
linked quantitative trait loci involved in the transition of the maize apical meristem 
from vegetative to generative structures. Genetics. 153:993-1007. 
Walsh, J. and M. Freeling. 1999. The liguleless2 gene of maize functions during the 
transition from the vegetative to the reproductive shoot apex. Plant J. 19(4):489-495. 
Wang, Y., J. Yao, Z. Zhang, and Y. Zheng. 2006. The comparative analysis based on maize 
integrated QTL map and meta-analysis of plant height QTLs. Chinese Science 
Bulletin. 51:2219-2230. 
Westgate, M.E. 1996. Physiology of flowering in maize: identifying avenues to improve 
kernel set during drought.  In Developing Drought- and Low N-Tolerant Maize, 
Proceedings of a Symposium, CIMMYT. 136-141. 
100 
 
Winkler, C.R., N.M. Jensen, M. Cooper, D.W. Podlich, and O.S. Smith. 2003. On the 
determination of recombination rates in intermated recombinant inbred populations. 
Genetics. 164:741-745. 
 
 
Table 1.  ANOVA r2 values for plant stature, flowering, and ear set traits measured in 
higha and lowb planting densities in the IBMRILs and IBMDHsc 
 EH PH BAR SHED SILK ASI 
 IBM
RILs 
IBM 
DHs 
IBM
RILs 
IBM 
DHs 
IBM
RILs 
IBM 
DHs 
IBM
RILs 
IBM 
DHs 
IBM
RILs 
IBM 
DHs 
IBM
RILs 
IBM 
DHs 
Model 0.96 0.93 0.97 0.88 0.91 0.89 0.98 0.99 0.98 0.97 0.88 0.78 
Line 0.47 0.78 0.66 0.84 0.07 0.18 0.26 0.35 0.32 0.32 0.41 0.57 
Den 0.07 0.03 0.14 0.03 0.35 0.31 0.02 0.01 0.15 0.04 0.31 0.09 
Env 0.42 0.16 0.17 0.05 0.49 0.13 0.70 0.46 0.51 0.43 0.16 0.12 
Error 0.04 0.06 0.03 0.10 0.09 0.09 0.02 0.01 0.02 0.03 0.12 0.18 
a 155,000 plants/ha; b 44,500 plants/ha; cAll sources of variation significant at or below the 0.0001 
probability level 
 
 
Table 2.  Parental and progeny phenotypes for plant stature and ear set traitsa 
measured in highb and lowc planting densities in the IBMRILs and IBMDHs 
 EH PH BAR 
 IBMRILs IBMDH IBMRILs IBMDH IBMRILs IBMDH 
 HD LD HD LD HD LD HD LD HD LD HD LD 
B73 114.0 98.8 114.3 99.3 265.9 246.4 246.1 233.4 21.0 7.0 2.8 0.1 
Mo17 105.5 98.4 106.2 90.2 252.6 235.4 242.8 222.8 23.0 10.0 3.1 0.4 
Max.d 142.6 130.1 151.6 140.0 294.9 277.0 286.3 279.4 37.0 24.0 7.4 5.8 
Med.e 99.7 88.3 102.6 96.5 244.2 225.3 231.4 222.5 24.0 10.0 2.7 1.0 
Min.f 52.4 43.7 61.2 55.9 164.3 151.6 145.8 148.6 16.0 3.0 2.0 0.0 
aTrait units are cm for stature traits and % plants/plot for barrenness; b155,000 plants/ha; c44,500 plants/ha; d 
Progeny maximum; e Progeny median; f Progeny minimum 
  
Table 3.  Parental and progeny phenotype ranges for flowering traitsa measured in highb and lowc 
planting densities in the IBMRILs and IBMDHs 
 SHED SILK ASI 
 IBMRILs IBMDH IBMRILs IBMDH IBMRILs IBMDH 
 HD LD HD LD HD LD HD LD HD LD HD LD 
B73 1465.3 1433.8 1542.8 1570.9 1537.8 1433.5 1622.2 1609.4 72.5 -0.3 76.4 38.5 
Mo17 1456.5 1443.6 1510.0 1533.1 1583.8 1520.0 1646.9 1671.7 127.3 76.4 147.9 138.7 
Max.d 1565.6 1533.2 1850.9 1706.1 1718.6 1636.0 2052.9 1834.1 255.5 161.0 281.7 208.7 
Med.e 1390.0 1359.8 1559.3 1530.5 1501.7 1413.0 1657.7 1603.5 102.8 44.3 95.7 67.5 
Min.f 1278.1 1256.0 1375.4 1391.2 1316.0 1235.5 1415.2 1398.0 22.5 -29.9 4.7 -17.9 
aTrait units are GDU for flowering time traits; b 155,000 plants/ha; c 44,500 plants/ha; d Progeny maximum; e Progeny median; f 
Progeny minimum 
 
 
Table 4.  QTL position and effect estimates for by-density BLUPs of base and calculated traits in the  
IBMRILs and IBMDHs a  
    a-CIM (B73) RILs a-CIM (B73) DH Peak RILs Peak DH 
QTL Region Trait LDb HDc LD HD LD HD LD HD 
1_167.5* EH/PH     -0.008 -0.009     167.5 167.5 
1_401.9-412.6* EH     -2.827 -2.464     401.9 401.9 
  PH -4.58 -4.05 -4.674 -3.683 412.6 412.6 401.90 401.90 
1_439 SHED     -9.800 -6.200     439.0 439.0 
1_670.2-755.2* EH -2.55 -3.38 -2.837 -3.000 670.2 690.5 699.9 699.9 
  PH       -4.488       685.2 
  SILK -18.93 -15.21     755.2 755.2     
1_886.1-899.2* EH -3.73 -3.69     886.9 886.1     
  PH -5.96 -5.72 -4.420 -4.072 886.1 886.1 899.2 899.2 
1_963.2 BAR     1.0       963.2   
aTraits mapped include: plant height (PH, cm), ear height (EH, cm), growing degree units (GDU) to anthesis (SHED), and GDU 
to silk extrusion (SILK), as well as traits calculated from these base traits.  QTL positions (Chr=chromosome; Pos= IBM2 map 
position) are reported for each QTL peak where the likelihood ratio test statistic (LRTS) exceeded 15; consensus positions were 
determined for QTL within than 10 cM of each other. The additive genetic effect (a-CIM) expresses the estimated phenotypic 
consequence of substituting one Mo17 allele for one B73 allele at a QTL in CIM tests; negative values of α indicate that the high 
allele came from Mo17.  QTL are reported only if they are significant terms in the overall model for each trait; b155,000 
plants/ha; c44,500 plants/ha; *QTL appropriate for use in high planting density breeding efforts. 
1
0
1
 
1
 
  
Table 4, continued.   
    a-CIM (B73) RILs a-CIM (B73) DH Peak RILs Peak DH 
QTL Region Trait LDb HDc LD HD LD HD LD HD 
1_1039.7-1057.8* SILK 15.30 17.98     1039.7 1039.7     
  BAR 1.0 1.0     1057.8 1057.8     
2_27.4 PH 5.44 5.47     27.4 27.4     
2_349.0-359.1* PH       4.039       359.1 
  SILK-SHED   -12.16       349     
2_600.7* EH     2.184 3.178     600.7 600.7 
  EH/PH     0.010 0.008     600.7 600.7 
2_706.5 EH/PH     -0.006       706.5   
3_230.1-280.4 SHED     -4.960 -11.430     230.1 280.4 
  SILK     -14.130       230.1   
3_331.3* EH/PH       0.005       331.3 
  SHED     9.930 14.550     331.3 331.3 
  SILK     13.460       331.3   
3_346.8* SILK       15.590       346.8 
3_451.4* SILK       16.730       451.4 
3_459.9* EH   2.9       459.9     
  EH/PH     0.007 0.006     459.9 459.9 
3_585.5* SILK-SHED       -5.160       585.5 
4_2.9 SHED     -10.450       2.9   
4_250.8* EH/PH       -0.005       250.8 
4_349.8 PH 5.08 4.78     349.8 349.8     
aTraits mapped include: plant height (PH, cm), ear height (EH, cm), growing degree units (GDU) to anthesis (SHED), and GDU 
to silk extrusion (SILK), as well as traits calculated from these base traits.  QTL positions (Chr=chromosome; Pos= IBM2 map 
position) are reported for each QTL peak where the likelihood ratio test statistic (LRTS) exceeded 15; consensus positions were 
determined for QTL within than 10 cM of each other. The additive genetic effect (a-CIM) expresses the estimated phenotypic 
consequence of substituting one Mo17 allele for one B73 allele at a QTL in CIM tests; negative values of α indicate that the 
high allele came from Mo17.  QTL are reported only if they are significant terms in the overall model for each trait; b155,000 
plants/ha; c44,500 plants/ha; *QTL appropriate for use in high planting density breeding efforts. 
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Table 4, continued.   
    a-CIM (B73) RILs a-CIM (B73) DH Peak RILs Peak DH 
QTL Region Trait LDb HDc LD HD LD HD LD HD 
4_522.1-574.8* EH     3.353 3.150     534.8 534.8 
  EH/PH     0.008 0.009     522.1 522.1 
  SHED     -9.110       574.8   
  SILK -21.36 -21.57     574.8 579.8     
  SILK-SHED -8.10 -10.36     574.8 553.7     
  BAR -1.0 -1.0     574.8 574.8     
5_161.6* SILK   9.02       161.6     
5_297.5 PH     -4.534       297.5   
5_645.4 SHED -12.82 -13.40     645.4 645.4     
6_211.5 PH -3.55 -3.93     211.5 211.5     
6_504.8-510.6* BAR     1.0 1.0     504.8 510.6 
8_330.1-377.7* EH 4.43 4.71 3.239 3.678 363.4 363.4 367.0 367.0 
  PH     3.749 4.115     363.4 377.7 
  EH/PH 0.01 0.01 0.009 0.010 363.4 330.1 367.0 367.0 
  SHED 22.76 22.07 15.760 14.350 363.4 363.4 357.9 357.9 
  SILK 24.42 19.44 17.430 16.450 363.4 363.4 357.9 357.9 
8_571.5* SILK-SHED     -5.360 -4.660     571.5 571.5 
9_101.1 BAR     -1.0       101.1   
9_191.7-254.0* EH -3.28 -2.94 -4.008 -3.749 226.3 226.3 226.3 226.3 
  PH -5.27 -5.86     257.6 254     
  EH/PH -0.02 -0.01 -0.007 -0.007 226.3 232.8 230.6 226.3 
  SHED -12.42 -12.55     191.7 191.7     
9_534.2* SILK-SHED     5.950 6.120     534.2 534.2 
aTraits mapped include: plant height (PH, cm), ear height (EH, cm), growing degree units (GDU) to anthesis (SHED), and GDU 
to silk extrusion (SILK), as well as traits calculated from these base traits.  QTL positions (Chr=chromosome; Pos= IBM2 map 
position) are reported for each QTL peak where the likelihood ratio test statistic (LRTS) exceeded 15; consensus positions were 
determined for QTL within than 10 cM of each other. The additive genetic effect (a-CIM) expresses the estimated phenotypic 
consequence of substituting one Mo17 allele for one B73 allele at a QTL in CIM tests; negative values of α indicate that the 
high allele came from Mo17.  QTL are reported only if they are significant terms in the overall model for each trait; b155,000 
plants/ha; c44,500 plants/ha; *QTL appropriate for use in high planting density breeding efforts. 
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Table 4, continued.   
    a-CIM (B73) RILs a-CIM (B73) DH Peak RILs Peak DH 
QTL Region Trait LDb HDc LD HD LD HD LD HD 
9_603.5-633.6* EH   2.21   2.370   603.5   633.6 
  PH       3.376       633.6 
  SHED     13.530 14.090     633.6 633.6 
  SILK       8.240       603.5 
10_29.6-76.2 SHED -13.50 -13.67     76.2 76.2     
  SILK -10.17       29.6       
10_248.2-290.2* EH/PH 0.01 0.01     248.2 248.2     
aTraits mapped include: plant height (PH, cm), ear height (EH, cm), growing degree units (GDU) to anthesis (SHED), and GDU 
to silk extrusion (SILK), as well as traits calculated from these base traits.  QTL positions (Chr=chromosome; Pos= IBM2 map 
position) are reported for each QTL peak where the likelihood ratio test statistic (LRTS) exceeded 15; consensus positions were 
determined for QTL within than 10 cM of each other. The additive genetic effect (a-CIM) expresses the estimated phenotypic 
consequence of substituting one Mo17 allele for one B73 allele at a QTL in CIM tests; negative values of α indicate that the 
high allele came from Mo17.  QTL are reported only if they are significant terms in the overall model for each trait; b155,000 
plants/ha; c44,500 plants/ha; *QTL appropriate for use in high planting density breeding efforts. 
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Table 5.  Heritabilities for plant stature, flowering time and ear set traits 
measured in higha and lowb planting densities in the IBMRILs and IBMDHsc 
 IBMRILs IBM DH 
 HD LD HD LD 
PH 0.72 0.82 0.82 0.93 
EH 0.48 0.56 0.76 0.93 
EH/PH 0.44 0.45 0.73 0.89 
SHED 0.28 0.27 0.34 0.68 
SILK 0.40 0.38 0.38 0.55 
ASI 0.53 0.76 0.70 0.66 
BAR 0.17 0.13 0.43 0.93 
a155,000 plants/ha; b44,500 plants/ha; cTrait units are cm for stature 
traits, GDU for flowering traits, and % plants/plot for barrenness 
 
 
Table 6. Frequency with which the top 25% of lines selected for better plant 
stature and flowering time phenotypes under high planting densitya were 
also selected under low planting densityb in the IBMRILs and IBMDHs. 
 EH PH EH/PH SHED SILK ASI BAR 
IBMRILS 85 90 80 92 95 69 80 
IBMDH 98 92 93 94 98 99 99 
a155,000 plants/ha; b44,500 plants/ha; 
 
 
Table 7. Combined effects of QTL on plant stature, flowering time and ear 
set in IBMRILs and IBMDHs.ab 
    IBMRILs IBMDHs 
    
# 
QTL 
Cumulative 
Effecta 
% of 
Mean 
# 
QTL 
Cumulative 
Effect 
% of 
Mean 
PH LD
b 6 29.9 13.3 4 17.4 7.8 
HDc  6 29.8 12.2  5  20.4 8.8 
EH LD 4 14.0 15.9 6 18.5 19.2 HD  5 17.6 17.7 6  19.2 18.7 
EH/PH LD 2 0.03 7.7 7 0.6 133.3 HD  2 0.02 4.9 8  0.6 130.4 
SHED LD 3 48.0 3.5 6 60.0 3.9 HD 3 48.0 3.4  4  46.5 3.0 
SILK LD 4 80.0 5.7 3 45.0 2.8 HD  5 83.2 5.5  3  48.8 2.9 
SILK-SHED LD 1 8.1 18.3 2 11.3 16.7 HD  2 22.5 21.9  3  15.9 16.6 
aTrait units are cm for stature traits, GDU for flowering traits, and % plants/plot for barrenness; 
b155,000 plants/ha; c44,500 plants/ha 
 
  
108 
 
CHAPTER 4.  GENERAL CONCLUSIONS AND FUTURE RESEARCH 
DIRECTIONS 
  
The most critical step in a QTL study is determining which QTL are useful from a 
breeding or plant physiology perspective.  For example, QTL identified differentially in high 
and low planting densities could reveal useful haplotypes for MAS in a breeding program 
targeted at increasing tolerance for high planting densities, and knowledge of these loci and 
the genes underlying them is critical to understanding plant responses to density.  
Additionally, QTL with larger effects may seem preferred for MAS, but it is possible that 
favorable alleles for large effect loci will be fixed in populations undergoing aggressive 
selection, making a series of smaller effect QTL more effective.  Attempts to understand the 
relationship among several loci with more moderate effects might also help untangle 
physiological pathways.  Finally, we must have an understanding of how QTL behave across 
environments to use them in a breeding program. 
This research confirms that subtle differences between cornbelt environments have 
significant impacts on plant stature and flowering traits.  Dissection of environments via 
meteorological observations demonstrates that PH, EH, SHED, and SILK are a result of 
complex, non-linear interactions between genetics and a number of environmental factors.  
The reality for breeders is that significant genotype-by-environment interaction for plant 
stature and flowering time exist, and observation in multiple environments is critical to 
making accurate selections.  Inclusion of several more years and locations of data in 
subsequent studies could aid in better understanding the effects of meteorological 
observations on phenotype, and could even be used to build meteorological observation 
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based models to predict plant stature and flowering time.  These models might then allow a 
breeder to limit testing to only the most representative environment(s). 
QTL for plant stature, flowering time, and ear set were detected within and across 
environments in the IBMRILs and DHs.  Though no QTL-by-environment interactions were 
detected in the IBMRILs, and effect directions were consistent across environments, QTL 
were not detected consistently across environments.  These differences have implications for 
a breeding program targeting various geographies in the cornbelt.  If QTL detection efforts 
are conducted in only one or a few environments, some regions may be missed, thus QTL 
models should be built with data from several environments.  These QTL can then be applied 
in any cornbelt environment because, though the positive allele for a given QTL may have a 
neutral effect in some environments, there is no risk of it having a negative effect.  These 
results are promising, however they should be confirmed in hybrids of this population, in 
additional germplasm, and for other traits such as yield and moisture before incorporating 
them into a breeding strategy. 
High density planting, while important to increased yields, can also lead to greater 
competition for resources and morphological changes in the plant.  We have shown that plant 
stature, flowering time, and ear set respond to planting density, but that there is minimal 
genotype-by-density interaction for these traits.  Inbreds can be observed in low density 
plantings and their performance extrapolated to high density plantings.  Furthermore, QTL 
detected in lower density plantings are often observed in high density plantings and vice 
versa.  As observed in the investigation of environmental effects on QTL detection, QTL 
detection studies should be conducted in both high and low densities across a number of 
environments, but these QTL can be applied in breeding efforts targeting both high and low 
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density plantings. Again, there is value in further research to confirm these results in hybrids 
of IBM inbreds, in additional germplasm, and for other traits.  
Overall, these results highlight the great influence that environment, whether via 
geography, meteorological observations or planting density, has on phenotype.  When 
selecting on phenotype alone, multiple geographic locations of a single planting density can 
be used. When building marker trait associations, data should be collected in multiple 
environments and planting densities, but these QTL can then be applied in lines targeted for a 
variety of growing environments. 
Several QTL regions with potential utility in a breeding program were identified in 
this study, but breeders and physiologists could benefit from further understanding of the 
functions of genes and pathways underlying them.   Confidence intervals for the QTL 
detected in this study ranged from 3.7 to 274.8 cM (Table 1). 
 
Table 1.  95% confidence intervals for QTL detected in IBM RILs and DHs in high and 
low density plantings. 
    95% CI RILs 95% CI DHs 
QTL Region Trait LDb HDc LD HD 
1_167.5 EH/PHa     23.2 6.9 
1_401.9-412.6 EH 50.0 3.7 3.7 
  PH 274.8 44.2 3.7 42.2 
1_439 SHED     37.4 37.4 
1_670.2-755.2 EH 89.3 89.3 30.3 30.3 
  PH   30.3 
  SILK 96.4 100.2     
1_886.1-899.2 EH 66.1 66.1   
  PH 66.1 66.1 27.3 27.3 
1_963.2 BAR     19.8   
1_1039.7-1057.8 SILK 38.7 38.7   
  BAR 63.3 63.3     
2_27.4 PH 43.6 43.6     
aTraits mapped include: plant height (PH, cm), ear height (EH, cm), growing 
degree units (GDU) to anthesis (SHED), and GDU to silk extrusion (SILK), as 
well as traits calculated from these base traits.  b155,000 plants/ha; c44,500 
plants/ha. 
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Table 1, continued.   
2_349.0-359.1 PH   14.4 
  SILK-SHED   62.6     
2_600.7 EH   36.1 36.1 
  EH/PH     36.1 36.1 
2_706.5 EH/PH      184.1 
3_230.1-280.4 SHED   66.0 73.6 
  SILK     50.3   
3_331.3 EH/PH       15.5 
  SHED   26.0 26.0 
  SILK     28.6   
3_346.8 SILK       14.3 
3_451.4 SILK       39.9 
3_459.9 EH 68.5   
  EH/PH     26.0 26.0 
3_585.5 SILK-SHED       17.9 
4_2.9 SHED     23.4    
4_250.8 EH/PH       36.2 
4_349.8 PH 62.6 62.6     
4_522.1-574.8 EH   3.8 3.8 
  EH/PH   47.8 68.4 
  SHED   5.0   
  SILK 69.7 69.7   
  SILK-SHED 114.7 112.7   
  BAR 56.0 56.0     
5_161.6 SILK   56.5     
5_297.5 PH     26.0   
5_645.4 SHED 52.9 52.9     
6_211.5 PH 189.7 107.6     
6_504.8-510.6 BAR     27.0 27.0 
8_330.1-377.7 EH 101.5 101.5 25.0 25.0 
  PH   52.8 25.0 
  EH/PH 97.1 91.9 19.8 19.8 
  SHED 70.2 101.5 51.6 51.6 
  SILK 101.5 70.2 44.8 21.6 
8_571.5 SILK-SHED     57.3 7.1 
9_101.1 BAR     41.8   
9_191.7-254.0 EH 129.8 111.8 66.7 74.7 
  PH 111.8 111.8   
  EH/PH 96.0 108.5 57.9 57.9 
  SHED 83.7 77.5     
9_534.2 SILK-SHED     46.0   
aTraits mapped include: plant height (PH, cm), ear height (EH, cm), growing 
degree units (GDU) to anthesis (SHED), and GDU to silk extrusion (SILK), as 
well as traits calculated from these base traits.  b155,000 plants/ha; c44,500 
plants/ha. 
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Table 1, continued.   
9_603.5-633.6 EH 45.7 30.1 
  PH   30.1 
  SHED   46.9 32.2 
  SILK       30.1 
10_29.6-76.2 SHED 76.2 113.9   
  SILK 124.4       
10_248.2-290.2 EH/PH 135.3 125.9     
aTraits mapped include: plant height (PH, cm), ear height (EH, cm), growing 
degree units (GDU) to anthesis (SHED), and GDU to silk extrusion (SILK), as 
well as traits calculated from these base traits.  b155,000 plants/ha; c44,500 
plants/ha. 
 
A 10 cM region on the IBM2 map is, on average, equal to 12.4 mega bases, or 7-10 
genes (Haberer et al., 2005; Salvi and Tuberosa, 2005), though this value can vary with 
recombination rates across the genome (Price, 2006).  It is generally believed that 
identification of a single gene should be possible in a genetic region of four to eight cM 
(Price, 2006).  In this study, just 3 QTL match this threshold for potential gene identification 
and even cloning without intermediate fine mapping efforts (Table 1).   
The QTL between positions 160.6 and 167.5 on chromosome 1 affects the ratio of EH 
to PH, and may be linked to an apical dominance gene that suppresses the ear from emerging 
from the next higher node.  This QTL decoupling plant and ear height would be an exciting 
breeding target for breeders who would like to retain the yield benefit associated with taller 
plants while reducing the risk of root lodging associated with higher ear placement.   On the 
other hand, the QTL between positions 398.2 and 401.9 on chromosome 1 would be less 
useful for breeders because it affects both plant and ear height.  The underlying gene(s) at 
this region likely regulates internode elongation.  On chromosome 4, a QTL between 
positions 531.7 and 535.5 affects EH, EH/PH, SHED, SILK, ASI, and BAR.  The products of 
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the gene at this locus likely act on the apical meristem, thereby affecting the frequency of 
leaf initiation and the timing of tassel and ear initiation. 
In addition to the above described QTL with small confidence intervals, we detected 
QTL at previously identified gene positions.  The vgt region previously described by VlǎduŃu 
et al. (1999) and Chardon and Damerval (2005) was detected on chromosome 8, position 
330.1 to 374.9.  The vgt region includes two genes, vgt1 and vgt2.  Near isogenic lines and 
association mapping were used to determine that Vgt1 regulates ZmRap2.7, an APETALA2-
like gene that controls sepal development (Salvi et al., 2007), and a combination of QTL 
meta-analysis and BLAST searches were used to determine that vgt2 underlies ZCN8, a floral 
activator (Chardon and Damerval, 2005; Danilevskaya et al., 2007).  Traits affected by vgt in 
our study included ear height, shed, and silk, which is consistent with previous observations 
that this region influences the transition from vegetative to reproduction growth.  When this 
transition is delayed by the B73 allele, the plant grows taller and places its ear higher.  The 
effects of ZmRap2.7 and ZCN8 on shed and silk are obvious, but the effect on ear height may 
be more subtle.  Perhaps ZCN8 acts on the timing of tassel and ear initiation, causing changes 
in the number of leaves initiated before the floral transition and possibly affecting plant 
stature.   
Buckler et al. (2009) report that there are three alleles for the vgt1 region present in 
the NAM population; Mo17 is the earlier flowering allele, and B73 is a mid-range flowering 
allele.  While our analyses did not detect a plant height effect from the vgt region, other 
studies have reported a plant height or node number effect (Vlǎdutu et al., 1999; Salvi et al., 
2002; Salvi et al., 2007).  A possible explanation for this is a lack of precision in our data; 
plant height QTL were detected in the vgt region in a Gaspé Flint x Corn Belt Dent 
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population in the Vlǎdutu et al. (1999) study, while our study was conducted in a pure Corn 
Belt Dent population.  B73 is generally a bit taller than Mo17 (~2%), but this variation is 
nowhere near the difference that should be present in a Gaspé Flint x Corn Belt Dent 
population, which may make detection of a plant height QTL easier.  Alternatively, the 
Gaspé Flint x Corn Belt Dent allele contrast may have a real effect on plant height, while the 
Corn Belt Dent allele contrast might only affect ear height. 
Although few of the QTL detected in this study had confidence intervals narrow 
enough to facilitate gene identification, use of fine mapping strategies to identify genes could 
provide insight into plant development pathways.  Incorporation of the meteorological 
differences observed at each environment could further enrich understanding of exactly how 
plants respond to stresses, including high density plantings.     
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