The existence and uniqueness of the mild solution for semilinear elliptic partial differential equations associated with stochastic delay evolution equations are obtained by means of infinite horizon backward stochastic differential equations. Applications to optimal control for an infinite horizon are also given.
Introduction
In this article we consider infinite horizon stochastic delay evolution equations of the form W is a cylindrical Wiener process in a Hilbert space . A is the generator of a C  semigroup in another Hilbert space H, and the coefficients F and G are assumed to satisfy Lipschitz conditions with respect to the appropriate norms.
Our approach to optimal control problems for stochastic delay evolution equations is based on backward stochastic differential equations (BSDEs), which were first introduced by Pardoux over all admissible controls. Here q is function on C × U. We define the Hamiltonian function relative to the above problem: for all x ∈ C, z ∈ ,
Then, under suitable conditions, we eventually show that v is the value function of the control problem.
Stochastic optimal control problems have been studied by many authors. In [-], the authors proved there exists a direct (classical or mild) solution of the corresponding Hamilton-Jacobi-Bellman (HJB) equation, by which the optimal feedback law is obtained. Gozzi [, ] showed there exists unique mild solution of the associated HJB equation, where the diffusion term only satisfies weaker nondegeneracy conditions.
The viscosity solution methods have been successfully applied to stochastic optimal control problems (see [-] and references therein). Lions [] proved that there exists a unique viscosity solution for a general class of fully nonlinear second order equations in an infinite dimensional Hilbert space. In [] , the existence and uniqueness of the viscosity solution for general unbounded second order partial differential equation were shown.
Optimal control problems for stochastic differential equations with delay are considered in [, , , ]. Chang et al. [] found that the value function for an optimal control problem of a general stochastic differential equation with a bounded memory is the unique viscosity solution of the HJB equation.
BSDEs were known to be useful tools in the study of stochastic optimal control problems; see, for example, [, ]. The optimal control problems for stochastic systems in infinite dimensions have been considered in [-]. Using Malliavin calculus and BSDEs, Fuhrman and Tessitore [] showed that there exists a unique mild solution of nonlinear Kolmogorov equations and found that the mild solution coincides with the value function of the control problem. In Fuhrman and Tessitore [] , the existence and uniqueness of the mild solution for semilinear elliptic differential equations in Hilbert spaces were obtained by means of infinite horizon BSDEs in Hilbert spaces and Malliavin calculus, moreover, the existence of optimal control is proved by the feedback law. Fuhrman et al. [] considered the optimal control problems for stochastic differential equations with delay and the associated Kolmogorov equations, the existence and uniqueness of the mild solution for the Kolmogorov equations was proved and the existence of optimal control was obtained. In Fuhrman et al. [] , the optimal ergodic control of a Banach valued stochastic evolution equation was studied and the optimal ergodic control was obtained by the ergodic BSDEs.
The main result of this paper is the proof of existence and uniqueness of the mild solution of (.) and (.). Some authors considered the Kolmogorov equations associated with stochastic evolution equations (see [, ] ) and with stochastic delay differential equations (see [] ). However, as far as we know, there are few authors who concentrated on (.) and (.), for example, [] and [] for nonlinear parabolic partial differential equations. In this paper we want to extend the results of [] to stochastic delay evolution equations in Hilbert spaces. Thanks to Lemma . and Lemma ., we can consider the optimal control problem of (.) and the associated nonlinear Kolmogorov equations (.) and (.).
The plan of the paper is as follows. In the next section we introduce the basic notations and two basic lemmas. Section  is devoted to proving the regularity of the mild solution for infinite horizon stochastic delay evolution equation. The forward-backward system is considered and (.) is proved in Section . In Section , the mild solution of Kolmogorov equation (.) is considered. Finally, applications to optimal control for an infinite horizon are presented in Section .
Preliminaries
We list some notations that are used in this article. We use the symbols , K , and H to denote real separable Hilbert spaces, with scalar products (·, ·) , (·, ·) K , and (·, ·) H , respectively. Let | · | denote the norm in various spaces, with a subscript if necessary. Let is finite and Y admits a predictable version. 
, defined for η ∈ R and q ∈ [, ∞), denotes the space of predictable processes {Y (s), s ≥ } with continuous paths in F, such that the norm
We say g ∈ G  (C; H) if g is continuous, Gâteaux differentiable with respect to x on C and
Let F c be the vector space of all simple functions of z [a,c) where 
Now let us give two basic lemmas that will be used in the following sections (see Lemma . and Lemma . in [] ).
We say f :
Lemma . Let f ∈ L(C([a, b]; H); K). Then, for every c ∈ (a, b], f has a unique continuous linear extension f
: C([a, b], H) ⊕ F c → K satisfying (V). Moreover, the extension map e : L(C([, T], H), K) → L(C([, T], H) ⊕ F c , K), f → f is a linear isometry. We say f : [C([a, b], H) ⊕ F c ] × [C([a, b], H) ⊕ F c ] → R satisfies (W) if {x n } n≥ , {y n } n≥ are bounded sequences in C([a, b], H) and x + z   [a,c) , y + z   [a,c) ∈ C([a, b], H) ⊕ F c such that x n (s) → x(s) + z   [a,c) , y n (s) → y(s) + z   [a,c) as n → ∞ for all s ∈ [a, b], and sup s∈[a,b] |(x n (s) - x(s), h i )| ≤ |(z  , h i )|, sup s∈[a,b] |(y n (s) -y(s), h i )| ≤ |(z  , h i )| for all i ∈ N , then f (x n , y n ) → f (x + z   [a,c) , y + z   [a,c) ) as n → ∞. Lemma . Let β : C([a, b], H) × C([a, b]; H) → R be a continuous bilinear map. Then, for every c ∈ (a, b], β has a unique continuous bilinear extension β : [C([a, b], H) ⊕ F c ] × [C([a, b], H) ⊕ F c ] → R satisfying (W).
The forward equation
In this section we consider the system of stochastic delay evolution equations:
We make the following assumptions.
Hypothesis . (i)
The operator A is the generator of a strongly continuous semigroup {e tA , t ≥ } of bounded linear operators in the Hilbert space H. We denote by M and ω two constants such that |e tA | ≤ Me ωt , for t ≥ .
(ii) The mapping F : C → H is measurable and satisfies, for some constant L > ,
We say that X is a mild solution of equation (.) if it is a continuous, {F t } t≥ -predictable process with values in H, and it satisfies, P-a.s.,
where {e i } i≥ denotes a basis of . We denote by X N (·, x) the solution of (.) with respect to G N .
We first recall two well-known results of (.) on a bounded interval.
for some constant C depending only on q, T, τ , L, ω, and M. 
for every x ∈ C, i = , , . . . , d and  ≤ T < T.
By Theorem . and the arbitrariness of T in its statement, the solution is defined for every s ≥ . To stress the dependence on the initial data, we denote the solution by X(x). We have the following result.
Theorem . Assume that Hypothesis .(i)-(iii) holds and the process X(·, x) is a mild solution of (.) with initial value x
where the constants η(q) depending only on q, τ , L, ω, and M. If we assume that Hypothesis .(iv) also holds true, then the map x → X · (x) belongs to C  (C, H q η(q) ) and for every h ∈ C, the process ∇ x X s (x)h, s ∈ [, +∞) solves, P-a.s., the following equation:
We will prove that, provided η is suitably chosen, (·, x) is a contraction in H q η , uniformly in x, or in other words, there exists c <  such that for every x ∈ C,
For simplicity, we treat only the case F = , the general case being handled in a similar way. We will use the so called factorization method; see [] , Theorem ... Let us take q >  and α ∈ (, ) such that
by the stochastic Fubini theorem, and we obtain
If we start again from (.) and apply the Hölder inequality, we obtain, for η < ,
On the other hand, by the Burkholder-Davis-Gundy inequalities, for some constant c q depending only on q, we have
for suitable constants C  , C  . Applying the Young inequality for convolutions, we obtain
is finite provided η <  and ω + η < , so the map is well defined.
If 
By the inequalities (.) and (.), we obtain an explicit expression for the constant c in (.) and it is immediate to find that c <  provided η <  is chosen sufficiently small. We fix such a value η(q). The first result is a consequence of the contraction principle. We get the estimate (.) also by the contraction property of (·, x). Now let us study the regular dependence of the solution on the initial datum. Firstly, we show that the map x → X · (x) belongs to G  (C, H q η(q) ). By the parameter depending contraction principle (see [] ), it suffices to prove that
We split the proof into several steps.
Step . It is clear that is continuous.
Step
Moreover, the mappings (X, x) → ∇ X (X, x; N) and N → ∇ X (X, x; N) are continuous. We only prove this claim in the special case F = . For fixed x ∈ C, for all s ≥ , we define
By a similar procedure, we show that, for
and a suitable constant c q ,
where
Thus, for a suitable constant c,
and setting
we find that
From Hypothesis .(iii) and (iv) it follows that |∇ x G(x)h| ≤ L|h|, which implies
Moreover,
Since e rA ∇ x G(x)h is continuous in x, then, by the dominated convergence theorem, it fol-
In a similar way we find that the mappings (X, x) → ∇ X (X, x; N) and N → ∇ X (X, x; N) are continuous.
Step . It is easy to show that the directional derivative ∇ x (X, x; h) in direction h ∈ C is the process given by
and the mappings (X, x) → ∇ x (X, x; h) and h → ∇ x (X, x; h) are continuous. From the parameter depending contraction principle (see [] ), it follows that (.) holds true. The final estimate is a trivial consequence of (.).
Now we have to prove that the map x → X · (x) belongs to C  (C, H q η(q) ). For simplicity, we set F = . For every x, y, h ∈ C, by (.) we have
By a similar procedure, we find that, for some constant c q , it may vary from line to line,
Letting η(q) be sufficiently small such that c q (
(η(q)+ω)s ds + ) < , we find that
p , by the dominated convergence theorem, we have
Let us assume that there exists a subsequence {x m } such that
Then there exists a subsequence {x m k } of {x m } and a constant ε >  such that
On the other hand, by a similar procedure, there exist a subsequence
It is a contradiction. Thus we obtain
The proof is finished.
The backward-forward system
In this section we consider the system of stochastic differential equations, P-a.s.,
and m ≥ ,
and there exist L >  and m ≥  such that
for every x, h ∈ C, y ∈ R, and z ∈ L  ( , R). 
and for every λ >λ = -(β + μ -L  /), the following hold:
Theorem . Under the assumptions of Theorem ., we have
For every T > , we can show that, for a suitable constant c p >  depending only on p,
On the other hand, for every ε > , letting T be large enough, by estimate (.) we see that
Therefore,
The proof is finished. 
Corollary . Assume that Hypotheses
Proof By Theorem . and Theorem ., it is easy to find that v N ∈ C  (C; R), and its property is a direct consequence of Theorem .. By a similar procedure to Theorem . in 
From Theorem . it follows that
By the arbitrariness of T, we obtain
Theorem . Let us assume that Hypotheses . and . hold true. In addition, we assume that
Then, for every p > , we have
in particular, we find that
Proof The proof is very similar to Theorem ., so we omit it.
Now we are in a position to prove the main result of this section. 
for all x ∈ C and h ∈ C. Moreover, for every x ∈ C, we have
Proof By a similar procedure to Corollary ., we can show the statements except (.). It follows from (.) and (.) that
Consequently,
we see that, for every T > , there exists a subsequence {N k } such that
By (.) and (.) we deduce that
By the arbitrariness of T, we have
Mild solution of the Kolmogorov equation
Let X(·, x) denote the unique solution of (.). We denote by B(C) the set of measurable functions φ : C → R with polynomial growth. The transition semigroup P s is defined for arbitrary φ ∈ B(C) by the formula
We study a generalization of the Kolmogorov equation of the following form:
where 
and the following equality holds true, for every x ∈ C and T ≥ : 
Applying the Itô formula to the backward equation in (.) gives
Taking the expectation and applying (.) we obtain the equality (.).
(Uniqueness) Let v be a mild solution of (.), by (.) we have, for every x ∈ C,  ≤ s ≤ T,
By the Markov property of X, we obtain
then by a change of variable, we have
. Therefore, by the Itô formula, we find that
, P-a.s., and equality (.)
can be rewritten as
By the arbitrariness of T, we see that the pairs (Y (s, x), Z(s, x)) and (v(X s (x)),
Application to optimal control
In this section we study the controlled state equation:
The solution of the above equation will be denoted by X u (s, x) or simply by X u (s). Our aim is to minimize the cost functional
over all the admissible control system. We formulate the optimal control problem in the weak sense following the approach of [] . By an admissible control system we mean ( , F, {F t } t≥ , P, W , u, X u ), where ( , F, {F t } t≥ , P) is a filtered probability space satisfying the usual conditions, W is a cylindrical P-Wiener process with values in , adapted to the filtration {F t } t≥ . u is an F t -predictable process with values in U, X u denotes a mild solution of (.). An admissible control system will be briefly denoted by (W , u, X u ) in the following.
We define in a classical way the Hamiltonian function relative to the optimal control problem: for every x ∈ C, z ∈ , ψ(x, z) = inf g(x, u) + zR(x, u) : u ∈ U , (  .  ) and the corresponding, possibly empty, set of minimizers (x, z) = u ∈ U, g(x, u) + zR(x, u) = ψ(x, z) .
We are now ready to formulate the assumptions we need. We are in a position to prove the main result of this section. we get an optimal admissible control system (W , u, X).
Hypothesis . (i)
A
Theorem . We assume that Hypothesis . holds true and λ verifies
Proof We consider (.) in the probability space ( , F, P) with filtration {F t } t≥ and with an {F t } t≥ -cylindrical Wiener process {W (t), t ≥ }. Let us define Since R is bounded, the Girsanov theorem ensures that there exists a probability measure P  such that the process
is a P  -Wiener process and
