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Abstract
If A is a nonsingular matrix of order n, the inverse of A is the unique matrix X such that
rank
[
A I
I X
]
= rank(A).
In this paper, we generalize this fact to any matrix A of order n over the complex field to obtain
an analogous result for the Drazin inverse of A. We then give an algorithm for computing the
Drazin inverse of A. © 2001 Published by Elsevier Science Inc. All rights reserved.
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1. Introduction
It is well known that if A is a nonsingular matrix of order n, then the inverse of A,
A−1, is the unique matrix X for which
rank
[
A I
I X
]
= rank(A). (1.1)
Fiedler and Markham [3] present a generalization of this fact to singular or
rectangular matrices A to obtain a similar result for the Moore–Penrose inverse A+
of A.
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In this paper, we generalize this fact to any singular matrix A of order n over the
complex field to obtain an analogous result for the Drazin inverse of A. We then give
an algorithm for computing the Drazin inverse of A. Hence, our main result is an
analog of the main result in [3].
In this paper I denotes the unit matrix and Il denotes the unit matrix of order l.
Let Cn×n denote the space comprising those matrices of order n over the complex
field. For any A ∈ Cn×n, we mention here that the definition of the Drazin inverse of
A and the following lemma are useful in the rest of this paper. Some details appear
in [1–5].
Definition 1.1. Let A ∈ Cn×n. We say the nonnegative integer number l(k) to be
the index of matrix A, denoted by ind(A), if l(k) is the smallest nonnegative integer
number k such that
rank(Ak+1) = rank(Ak). (1.2)
Definition 1.2. Let A ∈ Cn×n, with ind(A) = k. The matrix X of order n is the
Drazin inverse of A, denoted by A(d), if X satisfies the following conditions:
AkXA = Ak, XAX = X, AX = XA. (1.3)
For any matrix A ∈ Cn×n, the Drazin inverse A(d) of A exists and is unique if
ind(A) = k and rank(Ak) = r . We may assume that the Jordan decomposition of A
is defined as follows:
A = T
[
C 0
0 N
]
T −1, (1.4)
where C is a nonsingular matrix of order r, and N is a nilpotent matrix of index k.
Then we have
A(d) = T
[
C−1 0
0 0
]
T −1. (1.5)
Lemma 1.3. Let
P =
[
A B
C D
]
,
where A is a nonsingular matrix. Then rank(P )= rank(A) if and only if D=CA−1B.
2. Main results
Theorem 2.1. Let A ∈ Cn×n be a matrix with ind(A) = k and rank(Ak) = r . Then
there exists the unique matrix X of order n such that
AkX = 0, XAk = 0, X2 = X, rank(X) = n− r. (2.1)
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For the above-mentioned matrix X, there exists a unique matrix Y of order n such
that
rank
[
A I −X
I −X Y
]
= rank(A). (2.2)
The matrix Y is the Drazin inverse A(d) of A and X = I − AA(d).
Proof. Let the Jordan decomposition of A be defined by (1.4). Then we have
Ak = T
[
Ck 0
0 0
]
T −1. (2.3)
Take
X = T
[
0 0
0 In−r
]
T −1. (2.4)
We have from (2.3) and (2.4) that
AkX = T
[
Ck 0
0 0
]
T −1T
[
0 0
0 In−r
]
T −1 = 0,
XAk = T
[
0 0
0 In−r
]
T −1T
[
Ck 0
0 0
]
T −1 = 0,
and
X2 = X, rank(X) = n− r.
That is, X satisfies condition (2.1).
We now show the uniqueness of X. We suppose that there exists a matrix X0 of
order n which satisfies condition (2.1). Let X1 = T −1X0T , and let X1 be partitioned
as
X1 =
[
E F
G H
]
. (2.5)
It follows from the fact AkX0 = 0 that T −1AkT T −1X0T = 0, that is,[
Ck 0
0 0
] [
E F
G H
]
= 0.
Since Ck is a nonsingular matrix, we have E = F = 0. Thus we have
X1 =
[
0 0
G H
]
. (2.6)
Similarly, X0Ak = 0 implies that G = 0. We can obtain
X1 =
[
0 0
0 H
]
. (2.7)
X20 = X0 and rank(X0) = n− r imply that H = In−r . Then we have
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X1 =
[
0 0
0 In−r
]
. (2.8)
It follows from (2.4) and (2.8) that X0 = X, that is, X is unique.
Let M = I − AA(d). We have from (1.3) that
AkM = 0, MAk = 0, M2 = M.
Since
N(AA(d)) = R(I − AA(d)), N(AA(d)) =N(A(d)),
it follows from (1.5) that rank(M) = n− rank(A(d)) = n− r . Therefore, the matrix
M satisfies condition (2.1). By the uniqueness, we have X = I − AA(d). Thus,[
A I −X
I −X Y
]
=
[
A AA(d)
AA(d) Y
]
. (2.9)
Since [
I 0
−A(d) I
] [
A AA(d)
AA(d) Y
] [
I −A(d)
0 I
]
=
[
A 0
0 Y − A(d)
]
, (2.10)
it follows from (2.9) and (2.10) that (2.2) holds if and only if Y = A(d). 
By Lemma 1.3 and Theorem 2.1, we can obtain a method for computing the
Drazin inverse of A, A(d). In the following theorem, let A[α|β] denote the r × r
sub-matrix of A which has row index set α = {i1, . . . , ir} and the column index set
β = {j1, . . . , jr}. Let N = {1, 2, . . . , n}. Then we have:
Theorem 2.2. Let A ∈ Cn×n, rank(A) = r  1. Let A[α|β] be an r × r nonsingu-
lar submatrix of A. If the matrix X satisfies condition (5), then we have
A(d) = (I −X)[N |β](A[α|β])−1(I −X)[α|N]. (2.11)
Proof. Set
P =
[
A[α|β] (I −X)[α|N]
(I −X)[N |β] A(d)
]
.
Then we have rank(P )  rank(A[α|β]) = r = rank(A). It follows from Theorem
2.1 that
rank(P )  rank
[
A I −X
I −X A(d)
]
= rank(A). (2.12)
Therefore, we obtain
rank(P ) = rank(A) = rank(A[α|β]). (2.13)
Lemma 1.3 and (2.13) imply that (2.11) holds. 
In terms of Theorem 2, we present the following algorithm to solve the Drazin
inverse of A.
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Algorithm. Let A ∈ Cn×n.
1. Compute ind(A) and rank(A). Set k := ind(A) and r := rank(A). Compute s :=
rank(Ak). Determine the index sets α and β and obtain the r × r matrix A[α|β].
2. Compute (A[α|β])−1.
3. Construct the nonsingular matrix T such that T −1AT is the Jordan normal form
of A. Compute
X = T
[
0 0
0 In−s
]
T −1.
4. Compute the sub-matrices (I −X)[N |β] and (I −X)[α|N] of I −X.
5. Compute the Drazin inverse of A, A(d), according to (7).
3. Conclusions
In this paper we present a characterization of the Drazin inverse of any n× n sin-
gular matrix. According to this characterization, we propose a method for solving the
Drazin inverse and an algorithm with detailed steps to compute the Drazin inverse.
We now give the following example to explain the algorithm.
Example. Determine Drazin inverse of the following matrix:
A =

 2 0 0−1 1 1
−1 −1 −1

 .
According to the detailed steps in the algorithm, we can obtain A(d). It is obvi-
ous that ind(A) = 2, rank(A) = 2 and rank(A2) = 1. By Step 1, take the index sets
α = {1, 2} and β = {1, 2}. We have
A[α|β] =
[
2 0
−1 1
]
and (A[α|β])−1 =
[ 1
2 0
1
2 1
]
. (3.1)
Take
T =

 8 0 0−8 1 0
0 0 1

 .
We have
T −1 =


1
8 0 0
1 1 0
0 0 1

 .
By Steps 3 and 4, we get
188 L. Zhang / Linear Algebra and its Applications 335 (2001) 183–188
X =

0 0 01 1 0
0 0 1

 , (3.2)
and
(I −X)[N |β] =

 1 0−1 0
0 0

 , (I −X)[α|N] = [ 1 0 0−1 0 0
]
. (3.3)
Thus, by (3.1), (3.3) and (2.11) we get
A(d) =


1
2 0 0
− 12 0 0
0 0 0

 .
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