The aim of this paper is to investigate the existence, uniqueness, and asymptotic behavior of solutions for a coupled system of quasilinear parabolic equations under nonlinear boundary conditions, including a system of quasilinear parabolic and ordinary differential equations. Also investigated is the existence of positive maximal and minimal solutions of the corresponding quasilinear elliptic system as well as the uniqueness of a positive steady-state solution. The elliptic operators in both systems are allowed to be degenerate in the sense that the density-dependent diffusion coefficients D i (u i ) may have the property D i (0) = 0 for some or all i. Our approach to the problem is by the method of upper and lower solutions and its associated monotone iterations. It is shown that the time-dependent solution converges to the maximal solution for one class of initial functions and it converges to the minimal solution for another class of initial functions; and if the maximal and minimal solutions coincide then the steady-state solution is unique and the time-dependent solution converges to the unique solution. Applications of these results are given to three model problems, including a porous medium type of problem, a heat-transfer problem, and a twocomponent competition model in ecology. These applications illustrate some very interesting distinctive behavior of the time-dependent solutions between density-independent and density-dependent diffusions.
Introduction
System of parabolic equations has been given considerable attention in the literature both in theory and in applications. The theoretical analysis of the system includes the existenceuniqueness of a solution, stability or instability of a steady-state solution, and dynamic behavior of the system such as global attraction of a set or a steady-state and the blow-up property of the solution in finite time. However, most of the treatments are either for coupled system of semilinear parabolic equations or for scalar quasilinear parabolic equations (cf. [8, 12, 15, 18, 28] ). In this paper, we investigate some of the above analysis to a coupled system of quasilinear parabolic equations in a bounded domain under coupled nonlinear boundary conditions. The system of equations under consideration is given by . . , u n 0 we only consider the system (1.3). Quasilinear parabolic equations have been treated extensively in the literature, and most of the treatments are for scalar equations with linear boundary conditions (cf. [8, 12, 15] and references therein). The papers in [3, 6, 26] are concerned with the existence of a weak solution, and those in [4, 10, 13, 27] are for the asymptotic behavior and approximations of solutions. There are also extensive literature in relation to applications of quasilinear parabolic equations to various physical and engineering problems, including numerical methods for this type of equations (cf. [1] [2] [3] 7, 11, 14, 17, 19, 20, 22, [28] [29] [30] ). The recent work [22] deals with the asymptotic behavior of the solution for a special type of parabolic operator which is motivated by some heat-transfer problems. Most of the above works are for scalar quasilinear parabolic equations with either linear or nonlinear boundary conditions although the paper [14, 30] is for a coupled system of two equations with linear boundary condition. On the other hand, literature dealing with quasilinear elliptic equations is also extensive, and various aspects of the equations have been discussed (cf. [2, 5, 14, 22] ). Many of these discussions involve the existence, uniqueness and multiplicity of positive solutions of the equation, including equations with cross-diffusion (cf. [21, 23, 24] ).
The purpose of this paper is to investigate the existence, uniqueness and asymptotic behavior of positive time-dependent solutions of (1.1) in relation to positive steady-state solutions of (1.3) for a class of quasimonotone nondecreasing reaction functions f i (·, u) and g i (·, u), including the parabolic-ordinary system (1.2). We also show the existence of positive maximal and minimal solutions to (1.3) as well as conditions for the uniqueness of a positive solution. Our approach to the problem is by the method of upper and lower solutions and its associated monotone iterations. This approach leads not only to the existence of a positive solution to (1.1)-(1.3) but also a constructive procedure for the solution which is potentially useful for the computation of numerical solutions.
The global existence and asymptotic behavior of a solution for the general system (1.1) are applied to some model problems which have been widely discussed in the literature for semilinear parabolic boundary problems. Of special concern in these model problems is a comparison between the cases with constant diffusion D i (u i exists, and for any nontrivial u(0, x) 0 not only a unique global solution u(t, x) exists, but also converges to u s (x) as t → ∞ (see Section 6) . The plan of the paper is as follows: In Section 2, we consider the scalar problem (1.1) for N = 1 and show the existence of a unique solution by the method of upper and lower solutions. This approach is extended to the general system (1.1) in Section 3 for a class of quasimonotone nondecreasing reaction functions. Section 4 is concerned with the existence of a maximal and a minimal solution of the coupled elliptic system (1.3). In Section 5 we investigate the asymptotic behavior of the time-dependent solution of (1.1) in relation to the steady-state solution of (1.3), and present some sufficient conditions for the global attraction property of a positive steady-state solution as well as some one-sided stability of the maximal and minimal solutions. Applications are given in Section 6 to three model problems including a porous medium problem, a heattransfer problem, and a two-component competition model in ecology. respectively. Similar standard function spaces will be used throughout the paper. To illustrate our basic approach to the coupled system (1.1) we first consider the following scalar quasilinear parabolic boundary problem
The scalar parabolic problem
where a ≡ a(t, x), b ≡ b(t, x), D(u), f (t, x, u) and g(t, x, u) are prescribed functions satisfying Hypothesis (H 1 ) below. This approach is based on the method of upper and lower solutions which are defined as follows:
are called ordered upper and lower solutions of (2.1) ifũ û and ifũ satisfies
andû satisfies the above inequalities in reversed order.
Define
Since I (u) = dI/du = D(u) > 0, the inverse u = q(w) exists and is an increasing function of w > 0. In view of
where η = I (ψ). Moreover, the pair (ũ,w) and (û,ŵ), wherew = I (ũ) andŵ = I (û), satisfy the inequalities
and the reversed inequalities, respectively, and are referred to as ordered upper and lower solutions of (2.2). For a given pair of ordered upper and lower solutionsũ,û we set
To ensure the existence of a positive solution to (2.1) (or (2.2)) we make the following smoothness hypothesis:
In Hypothesis (H 1 )-(ii) we allow D(0) = 0 which leads to a degenerate diffusion coefficient. It is obvious that if either D(0) > 0 andû 0 or D(0) = 0 andû δ > 0, then there exist smooth nonnegative functions c (l) ≡ c (l) (t, x) , l = 1, 2, such that
In fact, it suffices to choose any c (1) , c (2) satisfying
Then (2.2) is equivalent to the system
It is clear from (2.4), (2.5) and I (u) = D(u) that the functions F (·, u) and G(·, u) are nondecreasing in u for u ∈ S 0 . This property is quite useful for the construction of monotone convergent sequences. Before doing this we prepare the following positivity lemma for any function z ≡ z(t, x) satisfying the inequalities
where (2) (t, x) 0 on S T and let either (i) c (1) 
Proof. Assume, by contradiction, that z(t 0 , x 0 ) is a negative minimum. Then by (2.6), t 0 > 0, x 0 ∈ Ω and therefore z t 0, ∇z = 0 and ∇ 2 z 0 at (t 0 , x 0 ). This implies that c (1) (t 0 , x 0 )z(t 0 , x 0 ) 0, which is not possible if (i) holds. In case (ii) holds, we let v = e −βt z for some β > M, where M is an upper bound of (−c (1) /σ ) on Q T . Since v satisfies all the inequalities in (2.6) except with c (1) replaced byc (1) ≡ c (1) + βσ , we conclude from the choice of β thatc (1) (t, x) > 0 in Q T . This leads to v 0 on Q T and so is z 0 on Q T . 2
In the above lemma the function σ (t, x) is allowed to be unbounded or zero at points of S T . To ensure the existence of the sequence to be constructed in the iteration process (2.8) below we assume that either 
Since system (2.8) is equivalent to the single equation
under the same boundary and initial conditions, the existence of the sequence {u (m) } is ensured by [12, Chapter V, Section 7] . We denote the sequence by
The following lemma gives the monotone property of these sequences. 
where
Proof. Let z (1) = w (1) − w (0) = w (1) −ŵ. Then by (2.8) and the reversed inequalities in (2.3)
and the boundary and initial inequalities
Since by the mean value theorem,
and u (1) , we have
where (1) ) is bounded on Q T . By Lemma 2.1, z (1) 0, which gives w (1) w (0) and thus u (1) u (0) . A similar argument yieldsw (1) (1) =w (1) − w (1) satisfies (2.10) except possibly with a different intermediate value ξ (1) ≡ ξ (1) (t, x) between u (1) andū (1) . Since
0 and z (1) (0, x) = 0, it follows again from Lemma 2.1 thatw (1) w (1) and thusū (1) u (1) . The above conclusions show that
u (1) , w (1) ū (1) ,w (1) 
Assume by induction that
Since F (·, u) is nondecreasing in u and by the mean value theorem,
for some intermediate value ξ (m) between u (m) and u (m+1) , we see that
t . By Lemma 2.1, we have z (m+1) 0 which leads to w (m+1) w (m) and thus (m+1) . The conclusion of the lemma follows from the induction principle. 2
In view of Lemma 2.2, the pointwise limits
exist and satisfy
We show that (ū,w) = (u, w) (≡ (u * , w * )) and (u * , w * ) is the unique solution of (2.2).
Theorem 2.1. Letũ,û be ordered upper and lower solutions of (2.1) and let Hypothesis
Moreover, u * is the unique solution of (2.1) and satisfies the relation
is a solution of the quasilinear system 
We first show that the limit u * of u (m) satisfies the first equation of (2.1) in Q T . For each u (m) , we let the operator L (m) and the function F (m) be defined by
In view of (2.12), u (m) satisfies the linear equation are all uniformly convergent in Q , and the coefficients of L (m) converge to the corresponding limits. This proves that the limit u * is in C 1,2 (Q ) and satisfies the equation
Since Q is arbitrary, u * satisfies the above equation in the whole domain Q T . It is obvious from (2.
To show that u * satisfies the boundary condition in (1.1) we let (t 0 , x 0 ) be any point on S T and ν be the outward unit normal vector at the point. Consider the sequence of functions {ξ m (r)} defined by [25, Theorem 7.17] ). In view of the first inequality of (2.13), there is a subsequence
Since by (2.12)
we see that u * satisfies the boundary condition in (1.1) at (t 0 , x 0 ). This proves that the limit u * of {u (m) } is a solution of (2.1), and by the equivalence between (2.1) and (2.
. Let L 0 be the operator given by (2.5) with c (1) = 0. Then
Let z =w − w and define the composite function
. Then a subtraction of the above equations gives
and z(0, x) = 0 in Ω. By the mean-value theorem, the above equation can be written as
where ξ , η and η are some intermediate values in S 0 . Since the coefficients of z in the above equations are bounded functions, we conclude from the uniqueness theorem for linear parabolic boundary problems that z = 0. This givesw = w and thus q(w) = q(w) which proves (ū,w) = (u, w). 2
Coupled system of parabolic equations
In this section we extend the existence-uniqueness results for the scalar boundary problem (2.1) to the coupled system (1.1) for a certain class of reaction functions f i (t, x, u) and g i (t, x, u). For this purpose, we make the following hypothesis.
(H 2 ) For each i = 1, . . . , N, the following conditions hold:
In the above hypothesis, S i and S are the sectors between a pair of upper and lower solutions given by (3.4) below. It is allowed that D i (0) = 0 for some i and D i (0) > 0 for a different i. In particular, if D i (u) is a positive constant for all i then system (1.1) becomes the standard coupled system of semilinear parabolic equations. Our approach to the existence problem is by the method of upper and lower solutions which are defined as follows:
are called ordered upper and lower solutions of (1.1) ifũ û and if
In the above definition, inequalities between vectors are always in the componentwise sense. Let
and let u i = q i (w i ) be the inverse of I i (u i ). Then as for the scalar parabolic problem, the system in (1.1) can be written in the equivalent form
3)
It is easy to see that the pair (ũ,w) and (û,ŵ) are ordered upper and lower solutions of (3.3) , that is, they satisfy (3.3) with the equality sign "=" replaced respectively by the inequality sign " " and " ". For a given pair of ordered upper and lower solutionsũ,û, we set
In each case there exist nonnegative functions c (1) i , c (2) 
Define for each i = 1, . . . , N,
and G i (·, u) possess the nondecreasing property
Moreover, system (3.3) may be written in the form
Using eitherũ orû as the initial iteration we can construct a sequence {u (m) , w (m) } from the iteration process 
. . , N. By (3.9) and the property of a lower solution, we have, as in the proof of Lemma 2.2 for the scalar boundary problem, i . Moreover, by (3.9) and (3.7), the function z (1) i =w (1) i − w (1) i satisfies
0, (1) i . This proves the property (3.10) for m = 1. An induction argument, using the monotone property (3.7), shows that (3.10) holds for every m. 2
The monotone property (3.10) implies that the pointwise limits
exist and (ū,w) (u, w). We show that (ū,w) = (u, w) andū is the unique solution of (1.1). 
The argument of the proof of Theorem 2.1 is valid in this case if we modify (2.14) by
Hence, the limit u * i of the sequence {u . This proves thatū and u are both solutions of (1.1). Equivalently, both (ū,w) and (u, w) are solutions of (3.8).
To show that (ū,w) = (u, w), it suffice to use the uniqueness result for the system of quasilinear parabolic initial-boundary value problems (cf. [12, Theorem VII-10.3]). Since bothū and u are solutions of (1.1) with the same initial function, they are necessarily equal. As a consequence, we also havew = w, and therefore (ū,w) = (u, w). 
It is easy to verify from the proof of Lemma 3.1 that the maximal and minimal sequences {ū (m) ,w (m) }, {u (m) , w (m) } obtained from (3.9) for i = 1, . . . , n 0 and (3.11) for i = n 0 + 1, . . . , N possess the monotone property (3.10). Moreover, the argument in the proof of Theorem 3.1 shows that these two sequences converge monotonically from above and below, respectively, to a unique solution of (1.2). This observation leads to the following existence-comparison results for the system (1.2). 
Coupled system of elliptic equations
In order to investigate the asymptotic behavior of the solution of (1.1) we need to study the elliptic system (1.3). It is clear that (1.3) may be written in the equivalent form
To show the existence of a solution to (1.3) we again use the method of upper and lower solutions. 
andû s satisfies the above inequalities in reversed order.
The above definition implies that every solution of (1.3) is an upper solution as well as a lower solution, and ifũ s ,û s are ordered upper and lower solutions of (1.3), then they are also upper and lower solutions of (1.1) wheneverû s ψ ũ s , where ψ = (ψ 1 
, . . . , ψ N ). Moreover, the pair (ũ s ,w s ) ≡ (ũ s , I(ũ s )) and (û s ,ŵ s ) ≡ (û s , I(û s )) are ordered upper and lower solutions of (4.1), that is, (ũ s ,w s ) satisfies
and (û s ,ŵ s ) satisfies (4.2) in reversed order, where
. , I N (u N )
for any u =(u 1 , . . . , u N ). Set
and when necessary we write S * = û s ,ũ s . Then we make the following hypothesis: 
s } from the linear iteration process (m) s ) follows from the same argument as that in the proof of Lemma 3.1 (see also [22] ). This monotone property implies that the pointwise limits Letting m → ∞ in (4.4) and using the standard regularity argument for elliptic boundary value problems shows that (ū s ,w s ) and (u s , w s ) are solutions of (4.1) (cf. [12, 18] ). The proof for the maximal and minimal property follows from the argument in the proof of Theorem 3.1 in [22] using the quasimonotone nondecreasing property of f i (·, u) and g i (·, u).
(ii) and (iii) follow from (i) and the equivalence relation between (1.3) and (4.1). Details are omitted. 2 Theorem 4.1 extends the results of [22] for the scalar boundary-value problem
to a coupled elliptic system. In the above scalar problem the monotone condition (3.1) in (H 2 )-(iii) is trivially satisfied and condition (3.5) (for N = 1) is also satisfied by any nonnegative functions c (1) , c (2) satisfying
The existence of c (1) , c (2) 
As a consequence of Theorem 3.1 we have the following conclusion (see also [22] ). 
Asymptotic behavior of solutions
In this section we investigate the asymptotic behavior of the solution of (1.1) in relation to a positive solution of (1.3) as t → ∞. Since every pair of ordered upper and lower solutionsũ s , u s of (1.3) are also ordered upper and lower solutions of (1.1) whenû s ψ ũ s we see from Theorem 3.1 that the solution u(t, x) of (1.1) satisfies the relation
whenever it holds at t = 0. This implies that the sector S * ≡ û s ,ũ s is an invariant set of (1.1).
We show that for a certain class of initial functions ψ ∈ S * the solution u(t, x) converges tō u s (x) as t → ∞, while for another class of ψ it converges to u s (x), whereū s (x) and u s (x) are the respective maximal and minimal solutions of (1.3) in S * . For arbitrary ψ ∈ S * the solution u(t, x) converges to a unique solution u * s (x) of (1.
. To achieve this goal we prepare the following lemma. t, and u(t, x) ū(t, x) for all t 0, x ∈ Ω. For arbitrary ψ in S * the solution u(t, x) satisfies 
Lemma 5.1. Let u(t, x),ū(x, t) be the solutions of (1.1) with u(0, x) =û s (x) andū(0, x) = u s (x). Then u(t, x) is nondecreasing in t,ū(t, x) is nonincreasing in
u(t, x) u(t, x) ū(t, x) for t > 0, x ∈ Ω.
3). We show that (u, w) is nondecreasing in t, and (ū,w) is nonincreasing in t. Let z i (t, x) = w i (t + δ, x) − w i (t, x)
, where δ > 0 is an arbitrary constant. By (3.3) and Hypotheses (H 2 ), (H 3 ) we have, as in the scalar case,
and u i (t, x) = q i (w i (t, x) ), where L (0) i is given by (3.6) with c (1) i = 0, and
. , q N (w N ) .
Since by (3.2) and the mean-value theorem, 
we see that (5.3) becomes
Since γ i is bounded in Q T , z i (0, x) 0 (by (5.1)), and by (5.4) and Hypothesis (H 2 )-(iii), 
This proves w i (t + δ, x) w i (t, x) which yields u i (t + δ, x) u i (t, x). A similar argument givesw i (t + δ, x) w i (t, x) andū i (t + δ, x) ū i (t, x). The monotone property of u(t, x) and u(t, x) follows from the above conclusions. Finally, by letting z i (t, x) =ū i (t, x) − u i (t, x) and z i (t, x) = u(t, x) − u(t, x)
Ifū s (x) = u s (x) (≡ u * (x)) then for any ψ ∈ S * the solution u(t, x) of (1.1) possesses the convergence property
Proof. In view of Lemma 5.1 the pointwise limits
exist and satisfy the relation
We show thatū(x) =ū s (x) and u(x) = u s (x).
To prove u(x) = u s (x), we consider (u s , w s ) and (û s ,ŵ s ) as a pair of ordered upper and lower solutions of (3.3). Then, Theorem 3.1 ensures that
Letting t → ∞ and using the relation (5.
5) lead to (u(x), w(x)) (u s (x), w s (x)).
To show that the reversed inequality holds, we show that (u(x), w(x)) is a solution of (4.1), or equivalently, that u(x) is a solution of (1.3).
Fix an integer i ∈ {1, . . . , N} and consider the sequence of functions {u 
As in the proof of Theorem 2.1, in any subdomain Q whose closure is a subset of Q T , the conditions in Theorem 15 of [9, p. 80] hold. Hence there is a subsequence {u ) t } converges uniformly in Q , considered as a sequence of functions of t, it is also uniformly convergent in [τ, T ]. Here τ > 0 is the minimum of t for (t, x) ∈ Q . In view of (5.5),
in Q . This proves the assertion. Finally, by letting m → ∞ in the first equation of (5.6), we find that the limit u i (x) satisfies the first equation of (1.3) .
It remains to show that u(x) satisfies the boundary condition in (1.3) . Let x 0 ∈ ∂Ω and ν be the outward unit vector at x 0 . We define functions {ξ m (r)} by
with some fixed t 0 ∈ (0, T ). Following the argument in the proof of Theorem 2.1 with u * substituted by u i , we find that
This proves that u i (x) satisfies the second equation of (1.3) at x 0 . Hence u(x) is a solution of the steady-state problem (1.3). This prove that u s (x) = u(x). As a consequence, w s = I(u s ) = I(u) = w. 2
Theorem 5.1 implies that ifū s = u s then their common value u * s is globally asymptotically stable relative to the sector S * . In the case whereū s and u s are distinct, we have the following one-sided stability property of these solutions. 5.1 be satisfied, and let u(t, x) be the solution of (1.1) with ψ ∈ S * . Then
Theorem 5.2. Let the hypotheses in Theorem
Proof. Since every solution of (1.3) is an upper solution as well as a lower solution, the pair (u s ,û s ) and the pair (ũ s ,ū s ) are both ordered upper and lower solutions of (1.3). Furthermore, the maximal and minimal property ofū s and u s in S * ensures thatū s is the unique solution in the sector ū s ,ũ s and u s is the unique solution in û s , u s . The conclusion in (5.7) follows from Theorem 5.1. 2
Applications
It is seen from the discussion in the previous sections that the main conditions for the existence and asymptotic behavior of the time-dependent solution of (1.1) are the quasimonotone nondecreasing property (3.1) in Hypothesis (H 2 ) and the existence of a pair of ordered upper and lower solutions of the steady-state problem (1.3). For the scalar problem (2.1), condition (3.1) is trivially satisfied and the main requirement is to find upper and lower solutions. In this final section we give some applications of the theorems given in the previous sections to three specific model problems which are a porous medium type problem, a heat-transfer problem, and a LotkaVolterra competition model in ecology. In these model problems we consider a density-dependent diffusion coefficient which may be regular or degenerate. These model problems demonstrate some very different and interesting asymptotic behavior of the time-dependent solution when compared with the corresponding problem with density independent diffusion coefficient.
A porous-medium type problem
Consider the time-dependent problem Proof. It is obvious from (6.2) that Hypothesis (H 3 ) is satisfied and c (1) and c (2) in ( It is easy to show from (6.9) that u s =ū s (≡ u * s ) and u * s is the unique positive solution in (0, M * ] when M * = M (see also Theorem 5.3 of [22] ). The convergence of the time-dependent solution u(t, x) to u * s (x) as t → ∞ follows from Theorem 5.1. 2
A heat-transfer problem
In the theory of heat transfer, the temperature distribution u(t, x) from simultaneous conduction and radiation with a known internal source function f (x, u) and a boundary source g(x, u) q(ŵ s ) > 0. Assume that f u (x, u) 0 for 0 u M. Then by Theorem 6.3 of [22] ,ū s = u s (≡ u * s ) and u * s is the unique positive solution of (6.12) . By an application of Theorem 5.1, we have the following conclusion. 
Then the steady-state problem (6.12) has a unique positive solution u * s in S * , where S * is given by (4.3) withû s = I (ŵ s ) andũ s = M. Moreover, for any ψ ∈ S * the solution u(t, x) of (6.10) converges to u * s (x) as t → ∞.
A Lotka-Volterra competition model
To give an application of the coupled system (1.1) we consider a Lotka-Volterra competition model with two competing species u, v which are governed by the system 
and let β i (x) 0 and The constant γ i > 0 in (6.22) will be determined in the following discussion. It is easy to verify that the pair in (6.21) satisfy the differential inequalities in (6.19) with the boundary-initial conditions in (6.14) where m i > 1 for i = 1, 2. It is clear that this system is a special case of (6.14) with D under the boundary and initial conditions in (6.14).
Remark 6.2.
It is easy to show as in the porous medium problem (6.1) (with b < 0, μ = 1) that for any a i > 0, i = 1, 2, the steady-state problem of (6.14) has the semitrivial solutions (u s , 0), In particular, the above distinctive behavior holds for the system (6.26) between m i > 1 and m i = 1, i = 1, 2.
