Featured Application: The intelligent path recognition approach based on KPCA(kernel principal component analysis)-BPNN(back-propagation neural network) and IPSO (improved particle swarm optimization)-BTGWP(binary tree guidance window partition) promises to be an effective tool for estimating the guide-path parameters accurately for a vision-based automated guided vehicle (AGV)running in a complex workspace, even if the actual path pixels is surrounded by many under-or over-segmentation error points, which are caused by the non-uniform illumination, sight-line occlusion or stripe damage interferences inevitably on the image segmentation stage of a low-cost vision guidance system. Abstract: Applying computer vision to mobile robot navigation has been studied more than two decades. The most challenging problems for a vision-based AGV running in a complex workspace involve the non-uniform illumination, sight-line occlusion or stripe damage, which inevitably result in incomplete or deformed path images as well as many fake artifacts. Neither the fixed threshold methods nor the iterative optimal threshold methods can obtain a suitable threshold for the path images acquired on all conditions. It is still an open question to estimate the model parameters of guide paths accurately by distinguishing the actual path pixels from the under-or over-segmentation error points. Hence, an intelligent path recognition approach based on KPCA-BPNN and IPSO-BTGWP is proposed here, in order to resist the interferences from the complex workspace. Firstly, curvilinear paths were recognized from their straight counterparts by means of a path classifier based on KPCA-BPNN. Secondly, an approximation method based on BTGWP was developed for replacing the curve with a series of piecewise lines (a polyline path). Thirdly, a robust path estimation method based on IPSO was proposed to figure out the path parameters from a set of path pixels surrounded by noise points. Experimental results showed that our approach can effectively improve the accuracy and reliability of a low-cost vision-guidance system for AGVs in a complex workspace. navigation has been studied for more than two decades [4] [5] [6] . Although the well-known Kiva robot can visually recognize an array of bars or two-dimensional codes on the floor as landmarks [7] , cameras are still not widely used for the vision guidance of commercial off-the-shelf (COTS) AGV products in the current industrial applications [8] .
Introduction
Automated guided vehicles (AGV) are a typical industrial mobile robot used for repeating transportation tasks in factories for decades [1] [2] [3] . Applying computer vision to mobile robot
Problem Formulation
Line tracking is a mostly prospective vision navigation approach used in industrial fields, since it promises to be real-time, precise, and reliable. On one hand, the computational load relevant to this kind of vision perception is mitigated by coding or learning the specific perceptual knowledge that is expected to be extracted from the environment. On the other hand, a guide line is a kind of geometrically simplest landmark for vision navigation, which is beneficial for improving the measurement accuracy and reliability. Moreover, gluing a line on the floor is less costly compared to laying down a wire under the ground, or setting up a set of retro reflectors for a laser guidance system. Further, route adaptation and plant reconfiguration are vastly simplified since only removing and gluing lines on the floor is needed. Hence, a line-tracking vision guidance system is considered here for AGVs.
Vision Guidance System
The low-cost vision guidance system consists of a consumer-grade camera and a digital signal processor (DSP). Specifically, the analog charge-coupled device (CCD) camera adopted here has a resolution of 480 × 640 pixels, and a set of LED lights surrounding the CCD lens. The installation way of the onboard camera on AGVs can be either looking down vertically or obliquely. Although the vertical installation way can probably avoid the interference from the surrounding illumination to the vision guidance system to some extent, it will reduce the field of view of the onboard camera for vision guidance of AGVs, thereby restricting its predictive control performance. In order to collect abundant guidance information in a larger field of view, the onboard camera is mounted in the front of an AGV, looking down obliquely at coloured stripes on the ground, as shown in Figure 1 .The field of view is determined by the installation height h and the pitch angle γ of the onboard camera. The geometric parameters are calibrated before the vision guidance system is used.
Coloured stripes are set up on the floor as guide paths, which is the tracking target captured by the onboard camera in real time. The video signal is first generated in the phase alteration line (PAL) standard by the analog camera and then converted by a video decoder into an 8-bit YCbCrcolour digital image for the DSP. The texas instruments (TI) ®DSP DM642 is used as the image processor of vision guidance. The lateral position deviation and the orientation deviation of AGV are measured by Appl. Sci. 2019, 9, 4108 4 of 23 the vision guidance system with respect to the given guide path. The workflow of the vision navigation system includes two stages: offline and online, as shown in Figure 2 . The camera parameters are calibrated offline, then used online to rectify the image distortion and to convert the measurement unit from image pixel into physical dimensions, e.g., mm. Path pixel extraction can simply be regarded as an image operation of threshold segmentation, which divides the image into two regions: objects in the scene and the background, in terms of the difference of image threshold. The commonly used segmentation methods include the fixed single threshold, the fixed multiple threshold [20] , the iterative optimal threshold, and the maximum inter-cluster variance (Otsu) [23] . Since under-or over-segmentation errors are unavoidable in the threshold segmentation for the current methods, path models have to be estimated according to a flock of target pixels with noise points. That is the main concern of this paper. Once the guide path is recognized from the background, two path deviations, i.e., the lateral position and orientation errors, can be calculated in the field of view of the onboard camera.
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Path Recognition Problem
Straight and curvilinear paths are mostly common in use for the line-tracking vision guidance of AGVs. If the path pixels are extracted correctly without being contaminated by a large amount of noise points, it is not a difficult task to estimate the path model by means of the least square method, the RANSAC algorithm or the Hough transform. Unfortunately, the aforementioned methods are vulnerable to the interferences caused by the non-uniform surrounding illumination when the onboard camera is set in the oblique installation way, or to the sight-line occlusion for the onboard camera due to some objects covering the path, or to stripe damage that obviously changes the previous appearance of the path because of wear and tear. In order to imitate these interferences 
Straight and curvilinear paths are mostly common in use for the line-tracking vision guidance of AGVs. If the path pixels are extracted correctly without being contaminated by a large amount of noise points, it is not a difficult task to estimate the path model by means of the least square method, the RANSAC algorithm or the Hough transform. Unfortunately, the aforementioned methods are vulnerable to the interferences caused by the non-uniform surrounding illumination when the onboard camera is set in the oblique installation way, or to the sight-line occlusion for the onboard camera due to some objects covering the path, or to stripe damage that obviously changes the previous Appl. Sci. 2019, 9, 4108 5 of 23 appearance of the path because of wear and tear. In order to imitate these interferences occurring in the realistic industrial fields, a set of path images were sampled on the high-illumination condition, or contaminated using blue, red or white wastes, as shown in Figure 3 . Figure 3a ,d shows the images collected for the straight and curvilinear paths on the normal illumination without any interference. Figure 3b ,e was captured in a location with intense lighting, while Figure 3c ,f shows the images of guide paths surrounded or overlapped by wastes. Either the non-uniform illumination or various wastes on the floor inevitably bring about the under-or oversegmentation problems in the threshold segmentation of path images. Hence, the model estimation approach is expected to be robust against these image noises. Particle swarm optimization (PSO) is a biomimetic approach imitating the predation behavior of birds, which is widely used for various multidimensional continuous space optimization problems based on particle swarm and fitness [27] . A segment-adjusting-and-merging optimizer is embedded into the genetic PSO evolutionary iterations to improve the search efficiency for the polygonal approximation problem [28] . PSO is also applied to compute an appropriate location of knots automatically for data fitting through B-splines, which is reported to be robust to noise points [29] .
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Methodology Overview
For the guide paths existing with sight-line occlusion or stripe damage, under the complex illumination conditions, an intelligent path recognition approach based on KPCA-BPNN and IPSO-BTGWP was developed in order to suppress various interferences. The framework of this recognition approach is illustrated in Figure 4 . A path classifier based on KPCA-BPNN was developed to differentiate a curvilinear path from a straight one, according to the geometric features. For the curvilinear paths, an approximation method based on BTGWP was developed for replacing In fact, PSO is usually adopted as a parameter estimation approach for a known class of model. It implies that before PSO is used for the parameter estimation of guide paths, the class of path model, line or curve has to be recognized in advance. Hence, it is necessary to construct a robust path classifier to discriminate between a straight path and a curvilinear one. Usually, curvilinear paths are used for the turning operation of AGVs from one path to another, on which the relatively large deviations can be tolerated. In order to simplify the path model used in model estimation, a curvilinear path is approximated by means of piecewise straight lines. As a result, only the parameters of line model need to be solved.
For the guide paths existing with sight-line occlusion or stripe damage, under the complex illumination conditions, an intelligent path recognition approach based on KPCA-BPNN and IPSO-BTGWP was developed in order to suppress various interferences. The framework of this recognition approach is illustrated in Figure 4 . A path classifier based on KPCA-BPNN was developed to differentiate a curvilinear path from a straight one, according to the geometric features. For the curvilinear paths, an approximation method based on BTGWP was developed for replacing the curve with a set of piecewise lines. The window size can be adjusted adaptively in the light of the radius of curvature and the accuracy of curve fitting. For the straight paths, the parameters of their path models were optimized based on IPSO, in order to make the path pixels surrounded by various noises accord with their model best. After the parameters of the path models were estimated, it was not difficult to calculate two path deviations of AGVs in the field of view.
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Path Feature Recognition
The recognition process of path features includes threshold segmentation of path pixels, feature extraction of the path pixel set, and path model classification, as shown in Figure 5 . The workflow of path feature recognition can be divided into two stages: offline training and online recognition. At the offline stage, the sample images of guide paths with various interferences of illumination, coverings, and damages are captured by the vision guidance system. The path pixels are extracted from the background with under-or over-segmentation error points in the YCbCr colour space by threshold segmentation, generating a piece of binary path image. A compound scanning technique of region projection and contour scanning is used to extract the path features from the binary image with noises. Both region projections in the directions of row and column, and four boundaries of the path contours, constitute a high-dimension feature vector for a path image. The feature vectors from a set of sample images comprise a feature matrix for the offline training of a classifier. In order to simplify the training process, principal component analysis was used to reduce the dimensionality of the feature vectors in the high-dimension kernel space (KPCA). Then, the dimension-reduced feature matrix was provided for the training of the classifier based on back-propagation neural network (BPNN). This classifier will have the generalization ability for new unknown path images, thereby being able to discriminate between straight paths and curvilinear ones at the online stage.
Threshold Segmentation
Since the colour of guide paths is blue, the blue chrominance component Cb has an obvious contrast between the guide paths and the background in the YCbCr colour space, which is helpful for obtaining a better segmentation effect. Hence, the Cb component of path images was used as the raw data of path features. After the conversion of path images from the PAL standard to the YCbCr standard with a sampling ratio of 4:2:2, the resolution of the Cb component in path images is 480×360 pixels. 
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over-segmentation error points remain around the actual path pixels. The possible path pixels are extracted with noise points from the original images in Figure 3 by means of the Otsu threshold segmentation method, as shown in Figure 6 . Because of some objects covering the path, the binary image of path pixels is incomplete, with several parts missing. The non-uniform illumination interferes with the extraction of path pixels as well, e.g., the actual path becoming slender in the highlight regions, and some similarly narrow fake paths occurring beside it, as shown in Figure 6b . 
Feature Extraction
In order to classify different types of guide paths with noise points, the path features were extracted using the field scanning technique [9] . The detailed field scanning process is described as follows.
(1) In the binary path image, assume the pixel value as f(x, y), where it is 1 for the path and 0 for the background.
(2) Scan all pixels in row j (1≤j≤N, N=360) from left to right. Record the column coordinates of the first path pixel as hlj, that of the last path pixel as hrj, and the number of all path pixels as hpj.
(3) Scan all pixels in column i (1≤I≤M, M=480) from top to bottom. Record the row coordinates of the first path pixel as vti, that of the last path pixel as vbi, and the number of all path pixels as vpi.
(4) The contour features of the path can be described by means of the four-boundary contour scanning. The corresponding feature vectors are: (2) (6) Insert one of the aforementioned feature vectors behind the end of another sequentially, to constitute a total feature vector P of a 3(M+N) dimension with redundant information, i.e.:
In order to search the inherent characteristics in the high-dimensional observational data, the total feature vector P needs to be projected to a low-dimensional space [30] . First, the total feature vector P is mapped from its original space to a high-dimensional space H, i.e., the reproducing kernel Hilbert space [31] , by means of a Gaussian radial basis kernel function. Then, kernel principal component analysis (KPCA) is used to reduce the dimensionality of feature vectors in the feature space [32] . The following steps are taken for dimensionality reduction.
(1) Collect n frames of path images as a training sample set for path features. Let the 
(1) In the binary path image, assume the pixel value as f (x, y), where it is 1 for the path and 0 for the background. The corresponding feature vectors are:
(5) The region projections in the directions of row and column can be used for measuring the size features of the path. The feature vectors are:
(6) Insert one of the aforementioned feature vectors behind the end of another sequentially, to constitute a total feature vector P of a 3(M+N) dimension with redundant information, i.e.,:
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(1) Collect n frames of path images as a training sample set for path features. Let the dimensionality of feature vectors be m = 3(M+N). These n feature vectors constitute a sample matrix X n×m .
(2) An n×n real positive definite kernel function matrix K is developed for clustering data in the high-dimensional space H. The development process is as follows. Assuming the sample matrix:
where R m is the input space, and m is the dimension of the samples,
(3) The nonlinear mapping of the input space is ϕ : X→H. Moreover, we assume that we are dealing with centered data, i.e., n i=1 ϕ(x i )= 0. Then, the covariance matrix C of the samples in the feature space H is:
(4) Assume that eigenvalues λ ≥ s and eigenvectors V ∈ H\{0} both exist, which satisfy:
Then, all solutions V with λ U lie in the span of ϕ(x 1 ), . . . , ϕ(x n ). Based on this finding, we can construct a group of equations, i.e.,:
There is certainly the possibility that a set of coefficients α i (i = 1, . . . , n) satisfy:
(5) Substitution of Equations (3) and (6) into Equation (5) yields:
Normally, the specific form of φ is unknown. Hence, the Gaussian radial basis kernel function к is employed as a replacement, where K is the kernel function matrix related to к.
(6) Upon substituting Equation (8) into Equation (7), one obtains:
where α denotes the column vector containing entries. α 1, . . . , α n . Once the solutions of Equation (9) are found, the nonzero eigenvalue problem can be settled. Let λ 1 ≤ λ 2 ≤ · · · ≤ λ n denote the eigenvalues of K, i.e., the solutions nλ of Equation (9), and α 1 , . . . , α n are the complete set of eigenvectors corresponding to the eigenvalues, with λ p being the first nonzero eigenvalue. The eigenvalues λ i and the eigenvectors α i = α i 1 , α i 2 , . . . , α i n of the matrix K can be solved using the Jacobi iteration method [33] . (7) In order to extract the principal components, the projections of the samples onto eigenvectors V k (k = p, . . . ,n) in the feature space H need to be calculated. Let x be a new sample, with an image ϕ(x) in the space H. Then, the projections are the nonlinear principal components of the sample, shown as:
where h k (x) is the k th nonlinear principal component of the sample x. (8) The contribution rate of the principal components is evaluated. Select s principal components whose rate of contribution is the most important, and whose sum of contribution is greater than 85%. Then, a new sample matrix with a reduced size of n×s is generated as an input when the BPNN-based classifier is trained.
Path Classification
The inherent mechanism of the back-propagation neural network is to propagate the error between the actual output value and the target value from the output layer of the network back to the input layer. At each layer, the neural network corrects the connection weights among neurons and the thresholds of each neuron, based on the error transmitted from the outer layer. The correction process is repeated continuously until the error has been converged to an acceptable level, or the operation of the algorithm reaches a maximum iteration steps preset.
The structure of a 3-layer BP neural network with a single hidden layer is adopted in this paper. Theoretically, this network can implement any nonlinear mapping with arbitrary precision. The number of the input nodes of the BPNN is the dimensionality s of the samples after the reduction by the KPCA. The sigmoid function is selected as the transfer function for the hidden layer. Since each group of samples corresponds to one path type, the number of the output nodes is defined as 1. The number of the hidden-layer nodes is determined according to the empirical formula.
where s is the number of the input nodes, q is the number of the output nodes, and a is a constant between 1 and 10. The traditional BP learning algorithm is sensitive to the learning rate. In order to deal with this drawback, the adaptive momentum BP learning algorithm is adopted here [34] . The learning rate is adaptively adjusted in the light of the local error surface during the training process, which makes the learning algorithm achieve a fast and still stable convergence. For the BPNN, the initial learning rate, the target error, and the maximum iteration steps are set as 0.05, 0.001, and 1000, respectively. Then, the samples after the KPCA dimensionality reduction are provided to train the BPNN. The BPNN trained can adaptively adjust the network weights for any new input data, thereby having strong self-learning and self-adaptive ability. Moreover, this network also has some fault-tolerant capability, i.e., it can still work normally when the network is damaged partially.
Path Model Estimation
In a realistic industrial environment, both the non-uniform illumination and various wastes on the floor can cause the unavoidable under-or over-segmentation errors in the image segmentation process. For instance, when the possible path pixels are extracted from the original images in Figure 3 by means of the Otsu threshold segmentation method, a large number of noises and fakes appear beside the actual paths, or the paths recognized are incomplete and broken, as shown in Figure 6 . The pixel fakes and path incompletion will influence the extraction of the center pixels of the path negatively, thereby degrading the estimation accuracy of the path model, as shown in Figure 7 .
the floor can cause the unavoidable under-or over-segmentation errors in the image segmentation process. For instance, when the possible path pixels are extracted from the original images in Figure  3 by means of the Otsu threshold segmentation method, a large number of noises and fakes appear beside the actual paths, or the paths recognized are incomplete and broken, as shown in Figure 6 . The pixel fakes and path incompletion will influence the extraction of the center pixels of the path negatively, thereby degrading the estimation accuracy of the path model, as shown in Figure 7 . Table 1 shows the statistical data of pixel classification for path images in Figure 7 . The image pixels are classified into three types: black background pixels, white path pixels, and blue center pixels. The blue center pixels with noise points are recorded as the following set:
, y i = i; j = 1, 2, . . . , N; i = 1, 2, . . . , M In order to improve the recognition accuracy of the guide path, it is necessary to eliminate the effects of noise points and path incompletion on model estimation. Hence, IPSO is proposed to distinguish the actual path pixels from their fakes, obtaining an accurate straight path model, no matter what noise points and path incompletion occur.
Improved Particle Swarm Optimization
A number of particles which fly around in the search space to find the best solution are used in PSO [35] [36] [37] [38] . Each particle denotes a candidate solution for optimization problems, which has two characteristics: position and velocity. Each position corresponds to a fitness value, calculated by the objective function. Each particle searches for the optimal solution in the solution space according to the fitness value. Moreover, it memorizes the current optimal solution at each step when the algorithm is iterated. The memory of each particle is updated by tracking two extrema. One is the best solution found by itself, called the individual extremum P t . The other is the best solution that the swarm has obtained so far, called the global extremum P g .
In the process of parameter estimation, the key operations of the genetic algorithm [39] include selection, crossover, and mutation, while PSO uses a real number coding method, without selection, crossover, and mutation, thereby having a simpler structure and a higher efficiency of calculation. However, conventional PSO is prone to falling into the local optimum and missing the global extremum [40, 41] . In fact, the inertia weight ω of the algorithm reflects the ability of the particle to inherit the previous velocity at the current step. Shi [42] indicated that a large inertia weight is beneficial to the global search, while a smaller inertia weight is more favorable for the local search. In this sense, it is more advisable to update the inertia weight ω and acceleration factors c 1 and c 2 adaptively at each step, in order to take a tradeoff between the local search performance and the global search one. Hence, an IPSO algorithm is proposed here to avoid being trapped into the local optimum position.
Measurement Model
In order to formulate the measurement model, a measurement frame x i -o-y i was constructed in the field of view of the onboard camera, which is the image coordinate system for detecting the guide path, as shown in Figure 8 . The image resolution is M×N. The installation orientation error of the camera is ε. The position of the optical center of the camera is J(x c , y c ), which is also the vision measurement center of AGV. θ is the ideal angular deviation without considering the installation error ε. v(k) is the velocity of AGV. In this image coordinate system, the linear segment EI is a straight path. The distance between the optical center J and the straight path EI is defined as the lateral position deviation e d .
Appl. Sci. 2019, 9, 4108 12 of 24 straight path. The distance between the optical center J and the straight path EI is defined as the lateral position deviation e . If the straight path model is described by the equation y = β x + β in the image coordinate system, then the position deviation e is calculated by:
The position deviation can then be converted into the world coordinate system, i.e.: 
where is the factor to map from image pixel to physical dimension. The factor can be obtained by means of calibrating camera parameters.
In Figure 8 , the actual orientation deviation considering ε is the angle between EI and v(k), which is:
For the blue center pixels S of the guide path, the mean squared error for parameter estimation is:
How to choose the path parameters β and in order to minimize the value of Equation (16) is essentially a nonlinear parameter estimation problem. It is solved by means of the following IPSO algorithm, which produces a parameter output of a straight path. If the straight path model is described by the equation y = β 1 x + β 0 in the image coordinate system, then the position deviation e d is calculated by:
The position deviation can then be converted into the world coordinate system, i.e.:
where A pix is the factor to map from image pixel to physical dimension. The factor can be obtained by means of calibrating camera parameters. In Figure 8 , the actual orientation deviation e θ considering ε is the angle between EI and v(k), which is:
For the blue center pixels S C of the guide path, the mean squared error for parameter estimation is:
How to choose the path parameters β 0 and β 1 in order to minimize the value of Equation (16) is essentially a nonlinear parameter estimation problem. It is solved by means of the following IPSO algorithm, which produces a parameter output of a straight path.
IPSO-Based Path Estimation
The detailed process of the IPSO-based path parameter estimation is shown in Figure 9 , consisting of the following steps.
Step 1: Acquiring the path pixel set Scan the binarized path image line by line, recording the pixel positions hl j and hr j of the left and right boundary points of the path. The blue center pixel set S C of the path is obtained.
Step 2: Defining the fitness function Optimize the straight path parameters β 0 and β 1 based on the minimum mean squared error criterion. Equation (16) is defined as the fitness function of IPSO.
Step 3: Generating the particle swarm In the h-dimensional parameter search space, the size of the particle swarm is r, i.e., r particles constitute the population Q = q 1 , q 2 , . . . , q r . The t th particle is an h-dimensional vector, representing the position vector of the particle in the search space, i.e., q t = [Q t1 , Q t2 , . . . , Q th ] T , which is a potential solution for the parameter estimation problem. The velocity vector of the t th particle is
The velocity range of the particle swarm is [V min , V max ], and its position range is [Q min , Q max ].
Step 4: Initializing the particle swarm Step 4: Initializing the particle swarm The parameters of the particle swarm are configured as follows: the population size r = 20, and the maximum number of evolution generation NIterMax = 100. The first and last points of the target path center point set S , i.e., (x , y ) and ( , ), are chosen to estimate the initial parameters of the straight path, obtaining β = β and = . Each individual of the particle swarm is initialized using the initial parameters, including the individual extremum Pt = [Pt1, Pt2,Pt3, …,Pth] T and the global extremum Pg = [Pg1, Pg2,Pg3, …, Pgh] T at the first each generation. The initial fitness value of each particle is calculated by means of Equation (16), used as the fitness value f of the individual extremum and of the global extremum, i.e., = f and f = f .
Step 5: Evolving the particle swarm For the r particles in the u th generation (u = 1, 2, …, NIterMax), calculate the average value of all individual extrema by means of Equation (17):
The inertial weight of the t th particle is obtained by means of Equation (18):
Then, Equation (19) is used to compute the acceleration factor of the individual. The parameters of the particle swarm are configured as follows: the population size r = 20, and the maximum number of evolution generation N IterMax = 100. The first and last points of the target path center point set S C , i.e., (x 1 , y 1 ) and (x M , y M ), are chosen to estimate the initial parameters of the straight path, obtaining β 0 = β 0Int and β 1 = β 1Int . Each individual of the particle swarm is initialized using the initial parameters, including the individual extremum P t = [P t1 , P t2 ,P t3 , . . . ,P th ] T and the global extremum P g = [P g1 , P g2 ,P g3 , . . . , P gh ] T at the first each generation. The initial fitness value f int of each particle is calculated by means of Equation (16) , used as the fitness value f s t of the individual extremum and f g of the global extremum, i.e., f s t = f int and f g = f int .
Step 5: Evolving the particle swarm For the r particles in the u th generation (u = 1, 2, . . . , N IterMax ), calculate the average value of all individual extrema by means of Equation (17):
Then, Equation (19) is used to compute the acceleration factor of the individual.
For the u th generation particle q t (u), calculate the d th (d = 1, 2, . . . , h) component of the velocity vector of the (u+1) th generation according to Equation (20) .
where r 1 and r 2 are the random numbers uniformly distributed in the range of [0,1]. If V td (u+1) exceeds the speed range [V min , V max ], adjust it to the nearest speed boundary value. Moreover, Equation (21) is used to calculate the d th component of its position vector at the (u+1) th generation.
If Q td (u + 1) exceeds the position range [Q min , Q max ], adjust it to the nearest position boundary value. Then, the number of the evolutionary generations is increased by one, i.e., u = u + 1.
Step 6: Updating the particle swarm
The fitness value f t (u) of the t th particle q t (u) in the u th generation particle swarm is calculated by means of Equation (16) . If the fitness value of the t th particle is better than that of its individual extremum, i.e., f t (u)< f s t , update the individual extremum and the fitness value of the t th particle, P t = q t (u) and f s t = f t (u). If the fitness value of the t th particle is better than that of its global extremum, i.e., f t (u)< f g , update the global extremum and its fitness value, P g = q t (u) and f g = f t (u).
Step 7: Identifying the noise points Let the fitness threshold be ∆ f . If the fitness value f t (u) of the t th particle is greater than ∆ f , the particle is identified as a noise point.
Step 8: Iterating the particle swarm If the number of evolution generations u>N IterMax , stop evolving the particle swarm. The current global extremum P g is given as the parameter output for the straight path model. Otherwise, go back to Step 5 to continue the evolution process of the particle swarm.
The IPSO-based path parameter estimation method is then utilized to further eliminate the influence of under-and over-segmentation errors occurring in the threshold segmentation stage. As shown in Figure 3b ,c, the images of a straight path are exposed in the highlight or covered by some wastes. When the Otsu threshold segmentation method is used to extract the possible path pixels from these two original images, the under-and over-segmentation errors result in omitting target pixels or producing fake pixels, as shown in Figure 6b ,c. Although the target paths in Figure 6b ,c are incomplete and interfered by noise points, the IPSO method is able to distinguish the target points from the noise points, thereby estimating the genuine path correctly, as shown in Figure 10a wastes. When the Otsu threshold segmentation method is used to extract the possible path pixels from these two original images, the under-and over-segmentation errors result in omitting target pixels or producing fake pixels, as shown in Figure 6b , c. Although the target paths in Figure 6b , c are incomplete and interfered by noise points, the IPSO method is able to distinguish the target points from the noise points, thereby estimating the genuine path correctly, as shown in Figure 10a It is obvious that the IPSO-based path parameters estimation method is not sensitive to the noise points produced by the under-and over-segmentation errors in the threshold segmentation stage. The number of noise points and target points are listed in Table 2 , which shows the high recognition accuracy for path pixels in the process of parameter estimation, discriminating between target points and noise ones. Hence, the straight path can be recognized precisely by the vision guidance system for AGVs in a complex workspace. 
Curvilinear Path Approximation
The guide paths tracked by an AGV may be straight or curvilinear. Usually, the operation points, e.g., loading and unloading workstations, are deployed on a straight path with high positioning accuracy. However, the curvilinear path is mostly used as the turning pathway to connect two adjacent straight paths. Hence, a relatively large guidance error can be tolerated when It is obvious that the IPSO-based path parameters estimation method is not sensitive to the noise points produced by the under-and over-segmentation errors in the threshold segmentation stage. The number of noise points and target points are listed in Table 2 , which shows the high recognition accuracy for path pixels in the process of parameter estimation, discriminating between target points and noise ones. Hence, the straight path can be recognized precisely by the vision guidance system for AGVs in a complex workspace. Table 2 . Recognition accuracy of a straight path with noise points. 
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Curvilinear Path Approximation
The guide paths tracked by an AGV may be straight or curvilinear. Usually, the operation points, e.g., loading and unloading workstations, are deployed on a straight path with high positioning accuracy. However, the curvilinear path is mostly used as the turning pathway to connect two adjacent straight paths. Hence, a relatively large guidance error can be tolerated when the AGV makes a turn on the curvilinear path. Moreover, a much simpler linear model is needed in the parameter estimation approach for the straight path, which has higher computational efficiency and stronger resist-interference performance, compared with the case for the curvilinear path. According to the principle of curve approximation in numerical control technology, a large number of small sections of basic lines (straight and circular) are considered to be able to approximate a complex irregular curve, as long as the step lengths of lines are small enough [43] .
In order to make full use of the parameter estimation approach for the straight path, we propose a curvilinear path approximation method based on binary tree guidance window partition (BTGWP), which can convert a curvilinear path into a series of end-to-end connected straight paths, called a polyline path. The flowchart of the proposed method is shown in Figure 11 . The method can automatically determine whether it is necessary to continue to partition the guidance window, based on the approximation error threshold ∆α predefined for the curvilinear path.
Step 1: Acquiring the path image Obtain the binarized image of a curvilinear path after the path recognition based on the KPCA-BPNN classifier. Make a contour scan on the binarized image, and then collect the center pixel set S C of the curvilinear path.
Step 2: Assuming a straight path model Assume that the center pixel set S C pertains to a straight path. The linear model is used in the IPSO-based path parameter estimation approach for the center pixel set S C in the whole guidance window. The parameters of the straight path assumed are obtained, together with the output of the target points SN h and the noise points.
Step 3: Calculating the mean squared error Calculate the mean squared error σ pix h of the distances that are measured from each target point of the set SN h to the straight path estimated. Compare the mean squared error σ pix h with the approximation error threshold ∆α.
Step 4: Partitioning the guidance window If the mean squared error σ pix h is less than or equal to the threshold ∆α, the straight path is the final estimation result. Otherwise, divide the guidance window into two subguidance windows equally. Then, go back to Step 2 and continue to estimate the straight path model for each subguidance window.
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Taking the curvilinear path in Figure 12 as an example, we explain the specific implementation process of the BTGWP-based curvilinear path approximation method. In Figure 12 , the blue points are the center pixel set S , surrounded by some noise points. Arc AB is the ideal curvilinear guide path. Line segment A1B1 is the chord of arc AB. Line segment JG is the vertical line from the vision measurement center J to chord A1B1. Point T is the intersection point of line segment JG and curve AB. q(k) is the direction of the tangent line through point T on Arc AB.
Firstly, a straight path model was estimated for the center pixel set S in guidance window 1. The target points SN = b , b , … , b , (h = 1,2, … F ) are distinguished from the noise points,
where Snum is the number of target points, and SN1 are the target point set in guidance window 1.
The straight path EI estimated is shown in Figure 12a , which can be expressed by the following formula: y = β x + β (h = 1,2, … F ), where Fq is the number of guidance window partitions. Secondly, the vertical distance vdi from each point of the set SN1 to the straight path EI is calculated by means of Equation (22) . Then, Equation (23) is used to obtain the mean squared error of the vertical distance vdi in guidance window 1. Taking the curvilinear path in Figure 12 as an example, we explain the specific implementation process of the BTGWP-based curvilinear path approximation method. In Figure 12 , the blue points are the center pixel set S C , surrounded by some noise points. Arc AB is the ideal curvilinear guide path. Line segment A 1 B 1 is the chord of arc AB. Line segment JG is the vertical line from the vision measurement center J to chord A 1 B 1 . Point T is the intersection point of line segment JG and curve AB. q(k) is the direction of the tangent line through point T on Arc AB.
Firstly, a straight path model was estimated for the center pixel set S C in guidance window 1. The target points SN h = b 1 , b 2 , . . . , b S num , h = 1, 2, . . . F q are distinguished from the noise points, where S num is the number of target points, and SN 1 are the target point set in guidance window 1. The straight path EI estimated is shown in Figure 12a , which can be expressed by the following formula: y = β 1h x + β 0h h = 1, 2, . . . F q , where F q is the number of guidance window partitions.
Secondly, the vertical distance vd i from each point of the set SN 1 to the straight path EI is calculated by means of Equation (22) . Then, Equation (23) is used to obtain the mean squared error σ pix 1 of the vertical distance vd i in guidance window 1.
If σ pix 1 ≤ ∆α, then the straight path EI is accepted as the approximation result for the curvilinear path AB. The BTGWP approximation method stops.
If σ pix 1 > ∆α, then the current guidance window is partitioned to two subguidance windows, e.g., guidance window 1 is divided into guidance windows 2 and 3, as shown in Figure 12b . Thirdly, the IPSO-based path parameter estimation approach is again performed in guidance windows 2 and 3, respectively. The target point sets SN and are collected, with the corresponding straight path model E1T1 and T1I1 found, as shown in Figure 12b .
Fourthly, the mean squared errors and of the vertical distances in guidance windows 2 and 3 are calculated by means of Equations (22) and (23) .
If σ ≤ ∆αand ≤ ∆α, then the straight paths straight paths E1T1 and T1I1 are the final approximation results for guidance windows 2 and 3. If > ∆α or > ∆α , then guidance window 2 or 3 is equally divided into two subguidance windows, e.g., guidance windows 4 and 5 replace guidance window 2, as shown in Figure 12c . The abovementioned process steps, i.e., the straight path model estimation, the mean squared error calculation, and the guidance window partition, are performed iteratively until the mean squared errors of each guidance window are all less than the threshold ∆α predefined. Finally, a polyline path, containing a series of end-to-end lines, is generated as an approximation result for the curvilinear path.
In terms of the operation requirements and the positioning accuracy in the industrial field, the radius of the curvilinear guide path and the approximation error threshold are preset as: R = 0.8 m and ∆α= 2 mm. The results of the curvilinear path approximation are shown in Figure 13 . All mean squared errors σ are less than the threshold ∆α, as shown in Table 3 . It is obvious that although a large number of noise points exist in the guide path image, the BTGWP approximation method can Thirdly, the IPSO-based path parameter estimation approach is again performed in guidance windows 2 and 3, respectively. The target point sets SN 2 and SN 3 are collected, with the corresponding straight path model E 1 T 1 and T 1 I 1 found, as shown in Figure 12b .
Fourthly, the mean squared errors σ pix 2 and σ pix 3 of the vertical distances in guidance windows 2 and 3 are calculated by means of Equations (22) and (23) .
If σ pix 2 ≤ ∆α and σ pix 3 ≤ ∆α, then the straight paths straight paths E 1 T 1 and T 1 I 1 are the final approximation results for guidance windows 2 and 3.
If σ pix 2 > ∆α or σ pix 3 > ∆α, then guidance window 2 or 3 is equally divided into two subguidance windows, e.g., guidance windows 4 and 5 replace guidance window 2, as shown in Figure 12c .
The abovementioned process steps, i.e., the straight path model estimation, the mean squared error calculation, and the guidance window partition, are performed iteratively until the mean squared errors σ pix h of each guidance window are all less than the threshold ∆α predefined. Finally, a polyline path, containing a series of end-to-end lines, is generated as an approximation result for the curvilinear path.
In terms of the operation requirements and the positioning accuracy in the industrial field, the radius of the curvilinear guide path and the approximation error threshold are preset as: R = 0.8 m and ∆α= 2 mm. The results of the curvilinear path approximation are shown in Figure 13 . All mean squared errors σ pix h are less than the threshold ∆α, as shown in Table 3 . It is obvious that although a large number of noise points exist in the guide path image, the BTGWP approximation method can accurately convert an arbitrary curvilinear path into a polyline path, with high environmental adaptability and the curve approximation ability.
Appl. Sci. 2019, 9, 4108 18 of 24 (a) (b) It is noteworthy that the threshold ∆α will affect the result of guidance window partition. For a curvilinear path with a 0.8 m radius, the relationship between the threshold Δα and the number Fq of guidance window partitions is modeled using a group of trials, as shown in Figure 14 . A small threshold ∆α will increase the number of partitioning the guidance window. In this sense, it is convenient to change the curve approximation accuracy by adjusting the threshold ∆α dynamically. Figure 14 . The relationship between Fq and ∆α.
Experiments
A vision-guided differential-driving AGV prototype was developed, as shown in Figure 15 , to verify the accuracy, real-time, and resist-interference performance of the intelligent path recognition based on KPCA-BPNN and IPSO-BTGWP. An obliquely looking-down CCD camera in the front of the vision-guided AGV was used to acquire the straight and curvilinear path images in the different operation fields. The Otsu threshold segmentation method was utilized to extract the possible path pixels from the original path images, which produces 100 experimental samples in total. The curvilinear paths were firstly discriminated from the straight paths in these sample data by means of the path classifier based on KPCA-BPNN. The IPSO-based estimation method was used to obtain It is noteworthy that the threshold ∆α will affect the result of guidance window partition. For a curvilinear path with a 0.8 m radius, the relationship between the threshold ∆α and the number F q of guidance window partitions is modeled using a group of trials, as shown in Figure 14 . A small threshold ∆α will increase the number of partitioning the guidance window. In this sense, it is convenient to change the curve approximation accuracy by adjusting the threshold ∆α dynamically. It is noteworthy that the threshold ∆α will affect the result of guidance window partition. For a curvilinear path with a 0.8 m radius, the relationship between the threshold Δα and the number Fq of guidance window partitions is modeled using a group of trials, as shown in Figure 14 . A small threshold ∆α will increase the number of partitioning the guidance window. In this sense, it is convenient to change the curve approximation accuracy by adjusting the threshold ∆α dynamically. Figure 14 . The relationship between Fq and ∆α.
A vision-guided differential-driving AGV prototype was developed, as shown in Figure 15 , to verify the accuracy, real-time, and resist-interference performance of the intelligent path recognition based on KPCA-BPNN and IPSO-BTGWP. An obliquely looking-down CCD camera in the front of the vision-guided AGV was used to acquire the straight and curvilinear path images in the different operation fields. The Otsu threshold segmentation method was utilized to extract the possible path pixels from the original path images, which produces 100 experimental samples in total. The curvilinear paths were firstly discriminated from the straight paths in these sample data by means of the path classifier based on KPCA-BPNN. The IPSO-based estimation method was used to obtain the parameters of the straight paths. Each curvilinear path was converted into a polyline path, consisting of a series of end-to-end connected straight paths, which can then be solved using the similar IPSO-based method as the straight path. Since the linear model estimation methods are 
A vision-guided differential-driving AGV prototype was developed, as shown in Figure 15 , to verify the accuracy, real-time, and resist-interference performance of the intelligent path recognition based on KPCA-BPNN and IPSO-BTGWP. An obliquely looking-down CCD camera in the front of the vision-guided AGV was used to acquire the straight and curvilinear path images in the different operation fields. The Otsu threshold segmentation method was utilized to extract the possible path pixels from the original path images, which produces 100 experimental samples in total. The curvilinear paths were firstly discriminated from the straight paths in these sample data by means of the path classifier based on KPCA-BPNN. The IPSO-based estimation method was used to obtain the parameters of the straight paths. Each curvilinear path was converted into a polyline path, consisting of a series of end-to-end connected straight paths, which can then be solved using the similar IPSO-based method as the straight path. Since the linear model estimation methods are needed for both the straight path recognition and the curvilinear path approximation, our IPSO-based method was compared with the improved RANSAC (IRANSAC) algorithm [44] , and the least squares (LS) method [45] in the experiment. The experiment system includes an industrial computer with a 2 GHz Intel Core i7-4510U processor and a 4 GB RAM at the hardware level, and a Matlab R2014a software on the Windows 8 operating system.
Appl. Sci. 2019, 9, 4108 19 of 24 needed for both the straight path recognition and the curvilinear path approximation, our IPSO-based method was compared with the improved RANSAC (IRANSAC) algorithm [44] , and the least squares (LS) method [45] in the experiment. The experiment system includes an industrial computer with a 2 GHz Intel Core i7-4510U processor and a 4 GB RAM at the hardware level, and a Matlab R2014a software on the Windows 8 operating system. The recognition rate and the average time consumption of the three methods are listed in Table  4 . Since most experimental samples suffer from noise points, the model estimations of a straight path based on the IRANSAC and LS methods have obvious errors, making it impossible to identify the guide path correctly. Moreover, the real-time performance of the IPSO method is much better than that of the IRANSAC algorithm, i.e., the average time consumption is 61 versus 131.5 ms. The fitting results of straight path based on the IPSO, IRANSAC, and LS methods are shown in Figure 16 . The blue points are the raw data of the center pixel set S . The red solid line is the estimation result for the straight path using the IPSO method, while the green dotted line and the yellow dashed line are the results based on the IRANSAC and LS methods, respectively. The parameters of the straight path model estimated using the three methods are listed in Table 5 . The recognition rate and the average time consumption of the three methods are listed in Table 4 . Since most experimental samples suffer from noise points, the model estimations of a straight path based on the IRANSAC and LS methods have obvious errors, making it impossible to identify the guide path correctly. Moreover, the real-time performance of the IPSO method is much better than that of the IRANSAC algorithm, i.e., the average time consumption is 61 versus 131.5 ms. The fitting results of straight path based on the IPSO, IRANSAC, and LS methods are shown in Figure 16 . The blue points are the raw data of the center pixel set S C . The red solid line is the estimation result for the straight path using the IPSO method, while the green dotted line and the yellow dashed line are the results based on the IRANSAC and LS methods, respectively. The parameters of the straight path model estimated using the three methods are listed in Table 5 .
If there are no or few noise points in the original path images, the Otsu threshold segmentation method can extract the center pixel set S C correctly. In this case, the three estimation methods can all recognize the straight path by fitting the center pixels, with similar recognition accuracy, as shown in Figure 16a .
If the original path images are disturbed by the complex illumination, sight-line occlusion or stripe damage, the center pixel set S C obtained by the Otsu threshold segmentation inevitably contains many noise points. In this case, the IPSO method still preserves high recognition accuracy for the straight path, while the recognition performance of the IRANSAC and LS methods deteriorates rapidly. Due to the distraction by the noise points, the model parameters estimated by the latter two methods deviate from the actual guide path significantly, as shown in Figure 16b The fitting results of straight path based on the IPSO, IRANSAC, and LS methods are shown in Figure 16 . The blue points are the raw data of the center pixel set S . The red solid line is the estimation result for the straight path using the IPSO method, while the green dotted line and the yellow dashed line are the results based on the IRANSAC and LS methods, respectively. The parameters of the straight path model estimated using the three methods are listed in Table 5 . If there are no or few noise points in the original path images, the Otsu threshold segmentation method can extract the center pixel set correctly. In this case, the three estimation methods can all recognize the straight path by fitting the center pixels, with similar recognition accuracy, as shown in Figure 16a .
If the original path images are disturbed by the complex illumination, sight-line occlusion or stripe damage, the center pixel set S obtained by the Otsu threshold segmentation inevitably contains many noise points. In this case, the IPSO method still preserves high recognition accuracy for the straight path, while the recognition performance of the IRANSAC and LS methods deteriorates rapidly. Due to the distraction by the noise points, the model parameters estimated by the latter two methods deviate from the actual guide path significantly, as shown in Figure16b,c.
In order to further illustrate the advantages of the IPSO method used for the model estimation of the straight path, the variation curves of the model parameters β and , and the fitness value of the global extremum of the IPSO method are depicted in the 100 iteration evolution, as shown In order to further illustrate the advantages of the IPSO method used for the model estimation of the straight path, the variation curves of the model parameters β 0 and β 1 , and the fitness value f g of the global extremum of the IPSO method are depicted in the 100 iteration evolution, as shown in Figure 17 .
The parameter estimation process of straight path 1 in Figure 3a achieves convergence after 20 iterations, as shown in Figure 17 . The fitness value f g of the global extremum is 1663, as shown in Figure 17c , with the corresponding particle position at point (309.40, 0.0943), as shown in Figure 17a The experimental results show that no matter whether the path images are interfered by the non-uniform illumination, sight-line occlusion or stripe damage, or no matter whether the path pixels are surrounded by the under-or over-segmentation error points, the IPSO method we propose is able to estimate an accurate linear model for the straight path by recognizing the actual path pixels from their image artifacts. The parameter estimation process of straight path 1 in Figure 3a achieves convergence after 20 iterations, as shown in Figure 17 . The fitness value of the global extremum is 1663, as shown in Figure 17c , with the corresponding particle position at point (309.40, 0.0943), as shown in Figure 17a , b.
The parameters of straight path 2 in Figure 3b are estimated as (295.30, 0.1382) after 25 iterations, with a 2046 fitness value. Similarly, the straight path 3 in Figure 3c is recognized after 20 iterations, the fitness value equaling to 1460 and the model parameters being (340.20, 0.0414).
The experimental results show that no matter whether the path images are interfered by the non-uniform illumination, sight-line occlusion or stripe damage, or no matter whether the path pixels are surrounded by the under-or over-segmentation error points, the IPSO method we propose is able to estimate an accurate linear model for the straight path by recognizing the actual path pixels from their image artifacts.
Conclusions
Earlyadopters who attempt to explore the feasibility of applying computer vision to mobile robot navigation are still confronted with many difficulties. The most challenging problems for a vision-based AGV running in a complex workspace involve non-uniform illumination, sight-line occlusion or stripe damage, which inevitably result in incomplete or deformed path images as well as many fake artifacts. An intelligent path recognition approach based on KPCA-BPNN and IPSO-BTGWP is proposed in this paper, which can convert a curvilinear path into a piecewise straight paths first and then estimate an accurate linear model for each straight line, no matter what kind of the under-or over-segmentation error points occur in the preprocessing stage of image segmentation. Experimental results show that our approach has a high robustness performance to resist the interferences from the complex workspace in which the AGV operates. In future research work, a low-cost vision guidance system will be developed to implement our approach on the DSP hardware with an onboard CCD camera. The vision guidance experiments, oriented to the specific 
Earlyadopters who attempt to explore the feasibility of applying computer vision to mobile robot navigation are still confronted with many difficulties. The most challenging problems for a vision-based AGV running in a complex workspace involve non-uniform illumination, sight-line occlusion or stripe damage, which inevitably result in incomplete or deformed path images as well as many fake artifacts. An intelligent path recognition approach based on KPCA-BPNN and IPSO-BTGWP is proposed in this paper, which can convert a curvilinear path into a piecewise straight paths first and then estimate an accurate linear model for each straight line, no matter what kind of the under-or over-segmentation error points occur in the preprocessing stage of image segmentation. Experimental results show that our approach has a high robustness performance to resist the interferences from the complex workspace in which the AGV operates. In future research work, a low-cost vision guidance system will be developed to implement our approach on the DSP hardware with an onboard CCD camera. The vision guidance experiments, oriented to the specific operation of loading and unloading pallets, will be carried out in a realistic, industrial-like environment.
