We present K-band (2.2 µm) imaging polarimetry that resolves 19 T Tauri binary and multiple systems in the Taurus-Auriga and Scorpius-Ophiuchus star forming regions. We observed systems with projected separations 1. 5-7. 2 (∼200-1000 AU) in order to determine the relative orientation of the circumstellar disks in each binary system. Scattered light from these disks is polarized, allowing us to deduce the position angle of the disk on the sky from the position angle of polarization even though our observations do not resolve the disks themselves. We detected measurable polarization (typically 0.5% to 2%, with typical uncertainty 0.1%) from both stars in 14 of the systems observed. In 8 of the 9 binary systems, the two stars' polarization position angles are within 30
INTRODUCTION
It is now well-established that most stars are members of binary systems at birth (see, e.g., recent reviews by Mathieu et al. 2000 and Köhler & Brandner 2001) . Thus, understanding the origin of binaries is vital to understanding the star formation process. The predominance of binaries also means that, based on number of systems alone, most potential sites of planet formation lie in multiple systems. Indeed, many young binaries harbor disks that are quite similar to those found around young single stars (Jensen, Mathieu, & Fuller 1994 Osterloh & Beckwith 1995) . However, disks in binary systems clearly present a more complicated environment for planet formation.
While much progress has been made in recent years in determining the disk properties of pre-main-sequence binaries (Mathieu et al. 2000; Dutrey 2001 ), we still know little about the relative orientations of the disks in a young binary system. The relative disk orientations are of interest for two reasons: they tell us about the origin of the binary (since different binary formation models differ in their predictions of whether or not disks should be aligned; see Section 5.2) and they tell us about the future stability of any planets that might form in the system (since mis-aligned systems are less stable on long timescales; Holman & Wiegert 1999) .
Imaging of disks has yielded alignment information in a few pre-main-sequence binaries (e.g. HK Tau, Stapelfeldt et al. 1998; Koresko 1998) . To explore disk alignment in a larger sample, we have pursued a program of near-infrared imaging polarimetry of young binaries. The scattered light from a disk is partially polarized, and the position angle of the polarization traces the disk orientation on the sky. Thus, we can determine how the disk around a star is oriented even if we cannot resolve the disk. Below we describe the principle behind the method used, followed by our observations. We then analyze the distribution of relative disk orientations; we find that disks around the two stars in a binary system show a strong tendency toward alignment with each other, while the disks in triples and quadruples do not. We then discuss the implications for binary star formation, for the evolution of disk orientations with time, and for the stability of planets in binary systems.
2. OBSERVATIONAL METHOD
The use of polarimetry for studying disk orientations is based on the fact that scattering of starlight in a flattened disk or envelope yields a net polarization in the unresolved light. The orientation of the polarization is perpendicular to the disk plane if there is little or no scattering from an extended envelope, or parallel to the disk plane if there is a substantial envelope or bipolar outflow associated with the disk (Whitney & Hartmann 1992 , 1993 . In either case, the polarization yields information about the disk orientation even when the disk itself cannot be spatially resolved. In particular, two disks with the same orientation (e.g., two co-planar disks in a binary system) will have the same position angle of polarization in their unresolved light.
1 Thus, by measuring the polarization of individual components of young binary systems, we can explore whether or not the disks have a common orientation.
This method is complicated by the fact that polarization is insensitive to any tilt of the disk axis into or out of the plane of the sky. The disk is projected as an ellipse on the plane of the sky, and the polarization reveals the position angle of the major axis of that ellipse. Tilting the disk so it is more edge-on or more face-on will increase or decrease the axis ratio of the projected ellipse, but it will not change the orientation of the major axis. Thus, two disks that are not coplanar could in principle have net polarizations whose position angles are the same. (For a diagram illustrating this effect, see Wolf et al. 2001 .) Conversely, in the special case in which the disks are viewed close to face-on, even a small orientation difference can result in very different position angles on the sky. However, most of the time a small orientation difference results in a small position angle difference. Exactly coplanar disks will always have the same position angle on the sky.
Because of this projection effect, we cannot conclude securely from this method that any given binary system has aligned disks. However, the influence of this projection effect on a sample of binary systems can be modeled to convert any distribution of true disk orientations in binaries into an observed distribution of polarization position angle differences. We describe such modeling and comparison with our data in Section 4.2 below. For additional discussion of this method of determining relative disk orientations in binaries, see Monin et al. (1998) and Wolf et al. (2001) .
OBSERVATIONS AND DATA REDUCTION

Observations
We observed with the 3.8-meter UKIRT telescope on Mauna Kea on the nights of 15 December 1997 and 14-15 April 1998 using the IRCAM3 camera and IRPOL2 polarimeter with a plate scale of 0. 143 per pixel. This instrumental setup provides efficient, high-precision polarimetry because a Wollaston prism is used to image both orthogonal polarizations simultaneously. The normalized Stokes parameters q and u (see Section 3.2) are then determined from ratios of the two intensities measured in each frame, canceling any changes in sky transmission between images and thus avoiding errors sometimes produced by single-beam polarimeters.
We observed visible young binaries in Taurus-Auriga and Scorpius-Ophiuchus that have projected separations in the range 1. 5-10. 0 and that were detected by IRAS at λ = 12 µm. We avoided systems with very high visual extinction by limiting ourselves to systems visible on the Palomar Sky Survey. Basic properties of our sample are given in Table 1 . The lower separation bound was chosen so that we could cleanly separate the two components and the upper bound to avoid pairs that are only chance projections (see, e.g., the analysis of Leinert et al. 1993) . The IRAS criterion indicates that these systems have circumstellar material; a wealth of direct and indirect evidence (see McCaughrean, Stapelfeldt, & Close 2000 for a review) indicates that this material lies in flattened circumstellar disks. We observed in the K band (λ = 2.2 µm), where these stars still have ample photospheric emission and where the interstellar polarization is a factor of 3-7 lower than at V . Each target was observed at four waveplate angles (0 • , 22.5
• , 45
• , and 67.5 • ). Each target was observed multiple times (typically 12-18 images at each waveplate angle), with the target stars jittered to different points on the array to reduce the influence of bad pixels. The typical seeing in the images was 0. 5-0. 7 (FWHM).
Data reduction
Data reduction was done primarily using IRAF 2 . Images were dark subtracted and flat-fielded using standard techniques. To create flats, we utilized blank parts of the images themselves. Due to the construction of the polarimeter, the target stars occupy only one half of the CCD in a given image. The other sections (containing only sky background emission) are thus available for constructing flats. By median-filtering hundreds of these unused sections for each of the four waveplate angles we created four flats, one at each waveplate angle of the polarimeter; each image was then flat-fielded by a flat taken at the same waveplate angle. Once the data were flat fielded, we removed any occurrences of cosmic rays.
We removed sky background emission by subtracting images from each other that were of the same field and taken near in time but in which the stars were in different positions on the chip. We then performed aperture photometry on the stars in each image, with a circular aperture size chosen for each target to maximize the amount of light encircled while avoiding contamination from the nearby binary companion. The stellar images show no discernible diffraction spikes, so the extent of any possible contamination is a function only of separation and not of position angle. We used aperture radii ranging from 3 pixels to 11 pixels (0. 4-1. 6), with most of the binary components measured in 5-or 7-pixel-(0. 7-or 1 -) radius apertures. In systems with separations less than 3. 5, we fit a radial profile to the brighter of the two stars (using only the half of the star farthest from the secondary) and used the fit to determine the extent of spillover of light from the primary star into apertures of various sizes around the secondary star. We then chose an aperture for which the effect of primary light on the secondary star's polarization measurement would be less than the polarization uncertainty due to image-to-image scatter in the photometry; this latter uncertainty is typically of order 0.05% in the Stokes parameters q and u in our data (Table 2 ). In most cases the effect of any possible contamination was substantially less than other error sources. In the few cases where the uncertainty from this possible contamination (under conservative assumptions about the intrinsic polarizations of the two sources) was more than 1/10 of the uncertainty due to other sources, we added an uncertainty term in the quoted measurements to reflect this. These additional uncertainties are at the few times 0.01% level (with the largest being 0.06%) and have no effect on our conclusions.
For RW Aur, the smallest-separation system in our sample at 1. 5, the images of the two stars are not separated sufficiently that we believe we can reliably measure the polarization of each star without contamination of one star by the other. Thus, we report its polarization below but we do not include it in our analysis. The likely effect of contamination would be to make the measured position angle difference of 27.
• 5 an underestimate of the true position angle difference for this triple system.
Polarization calculations
The aperture photometry yielded eight flux measurements for each single set of observations of a target star; at each of the four waveplate angles, we measured the flux in the two orthogonal polarizations, which we will call the e and o (for "extraordinary" and "ordinary") beams. These measurements are combined to produce the normalized Stokes parameters q and u:
Similarly,
where the rightmost subscripts represent the waveplate angle of the polarimeter for that measurement. Because the e and o fluxes from each exposure are ratioed, this method cancels any difference in sky transmission between exposures. The observed polarization p and position angle θ can then be calculated from
The axes of the instrumental system for IRCAM3/IRPOL2 are not aligned exactly north-south. To determine the offset and thus put our polarization position angles on the equatorial system, we measured the observed binary position angles of all of the sources in Table 1 in our instrumental system (except SR 21 and 040152+3016, systems in which both stars in the binary did not fit on the chip in one observation) and compared them to the binary position angles reported in the literature. Our observed instrumental values are systematically larger than the literature values by a few degrees. A weighted least-squares fit to 14 binaries for which position angles and uncertainties are given in the literature gives a zero-point correction of −1.
• 9, which has been applied to our values of polarization position angle θ reported in Table 3 . The Stokes parameters reported in Table  2 are on the instrumental system and have not been corrected. The correction derived here is somewhat smaller than the value of −6.
• 3 suggested in Chrysostomou (1997) , but we note that it gives good agreement not only with the binary position angles measured by others, but also with the polarization position angle of the polarized standard star HD 29333 as discussed below.
We emphasize that this correction has no effect on the measured position angle differences that form the main part of the analysis below. Thus, we have quoted only the internal uncertainty on the θ values quoted below and we have not included any contribution due to the uncertainty of this zero-point correction. This correction adds an additional systematic uncertainty of a few degrees if our individual θ values (and not just θ differences) are to be compared to those measured by others.
The observed polarization p is a biased measurement of the true polarization p even when q and u are normally distributed (Simmons & Stewart 1985) . To correct for this bias, we use the prescription of Wardle & Kronberg (1974) to estimate the polarization. This correction is given approximately bŷ
where σ p is the uncertainty on p ; we use the somewhat more exact polynomial fit given by Stewart (1991) . This estimator p is a relatively unbiased estimator of the true polarization for signal-to-noise ratios greater than 1 (Simmons & Stewart 1985) . Most of our signal-to-noise ratios are large, so in practice this correction makes little difference for most of our observations. The precision σ p was determined from multiple observations of each star (typically N = 12-18 exposures at each waveplate angle), as follows. We calculated q and u values for each of the N observations, and then used the mean valuesq andū to determine p using Eq. 3. We calculated σq and σū, the uncertainties on these mean values, as σq = σ q / √ N and σū = σ u / √ N, where σ q and σ u are the standard deviations of the samples of N individual measurements of q and u, respectively. These values of σq and σū for a given star were then added in quadrature with σ qinst and σ uinst , the uncertainties on the instrumental polarization (see below), to get the total uncertainty on q and u for that star. We then used these uncertainties on q and u to calculate the uncertainties σ p and σ θ using standard error propagation in Eq. 3. In the special case where σq = σū, which is nearly true for most of our measurements, σ p = σq = σū and σ θ = σ p /2p radians. We caution that measurements of p and θ do not in general follow Gaussian distributions, so that σ p and σ θ cannot in general be treated as standard 68.3% confidence intervals forp/σ p < 6 (Simmons & Stewart 1985; Naghizadeh-Khouei & Clarke 1993) . We discuss confidence intervals more below.
The observed Stokes parameters may contain some component of instrumental polarization introduced by reflections within the telescope and detector optics. We observed the unpolarized standard HD 9540 (Gehrels 1974) during the 1997 run to check the instrumental polarization. We measured q inst = −0.094 ± 0.013 %, u inst = −0.103 ± 0.014 %. This agrees within the uncertainties with the values given by Chrysostomou (1997) of q inst = −0.118 ± 0.034 %, u inst = −0.141 ± 0.032 %, and corresponds to a polarization of 0.1%.
In order to measure the extent of any interstellar polarization between the Earth and the star forming regions in which our targets lie, we observed two stars that are projected in front of the Taurus-Auriga cloud, HD 28991 and HD 28819, and one star projected in front of the Sco-Oph region, HD 150937. All three stars are at distances of roughly 100 ± 10 pc as measured by Hipparcos, and thus should lie in front of the clouds, both of which are at distances of approximately 140 pc (Bertout, Robichon, & Arenou 1999 and references therein). Within the uncertainties, the polarizations measured for the three stars were consistent with each other, and with the instrumental polarization determined above. Thus, we conclude that there is substantially less than 0.1% interstellar polarization in the first 100 pc between Earth and the two observed star-forming regions. We also note that Vrba, Coyne, & Tapia (1993) found that the interstellar polarization foreground to Ophiuchus was very small.
Because the foreground stars we observed appear to be completely unpolarized, we combined our observations of HD 28819 and HD 28991 with those of HD 9540 to obtain a better estimate of the instrumental polarization, yielding q inst = −0.094 ± 0.011 %, u inst = −0.093 ± 0.011 %, only marginally different from the value obtained from HD 9540 alone. We did not use the observations of HD 150937 due to their somewhat lower signal-to-noise ratio. Observations of the nearby unpolarized standard HD 144287 during the 1998 Ophiuchus run yielded values consistent with these, but with larger uncertainties. Thus, we adopted the instrumental polarization values determined from HD 9540, HD 28991, and HD 28819 for all of our data. These values of q inst and u inst were subtracted from the measuredq andū for each target star, and their uncertainties σ qinst and σ uinst were propagated to the final uncertainties onp and θ as described above. We note that there is no evidence for variability of the instrumental polarization with time or with telescope position in our measurements, nor in measurements made by UKIRT staff (A. Chrysostomou, personal communication) . There is also no a priori reason to expect any variation of instrumental polarization with telescope position, since UKIRT is an equatorially-mounted telescope and thus the optical path through the telescope always maintains the same orientation with respect to the RA/Dec. axes on the sky.
We observed the polarized standards HD 29333 in Taurus and Elias 14 (DoAr 21) in Ophiuchus to check the efficiency of the polarimeter and the position angle calibration. Our measurements ofp = 0.99 ± 0.02%, θ = 74.
• 1 ± 0.
• 4 for HD 29333 are in good agreement with those of Whittet et al. (1992) (as modified by Gerakines et al. 1995 to account for the nonstandard K passband), giving p = 1.03 ± 0.07%, θ = 73
• ± 3
• . The good agreement of our measurements of this standard with previous observations shows that our calibration of the position angle offset is correct, and that the efficiency of the polarimeter is near 100%.
We had hoped to use observations of Elias 14 as an additional check on the calibration, but measurements in the literature suggest that it is polarimetrically variable. Applying the same correction (a Serkowski law) used for HD 29333 to the Whittet et al. (1992) p for Elias 14, using λ max = 0.74 µm to correct the effective wavelength from 2.04 µm to 2.2 µm, gives p = 1.63 ± 0.03% at θ = 3
• ± 1 • , while Martin et al. (1992) measure p = 2.34 ± 0.09%, θ = 12
• ± 3 • . Our measured values arep = 1.69 ± 0.02 % at θ = 7.
• 0 ± 0.
• 5 on 14 April 1998 andp = 1.72 ± 0.02 % at θ = 8.
• 6 on 15 April 1998. The results of our observations are presented in Tables 2 and  3 . The quoted uncertainties on q, u,p, and θ are derived as discussed above. For q and u, and for values ofp and θ wherê p/σp > 6, these uncertainties can be treated as standard "one sigma" (68.3%) confidence intervals, and can be doubled or tripled to provide the 95.5% or 99.7% confidence intervals, respectively. For values ofp and θ wherep/σp ≤ 6, confidence intervals can be derived from the given information using the prescriptions of Stewart (1991) and Naghizadeh-Khouei & Clarke (1993) forp and θ, respectively.
Our primary interest for this work is the position angle difference ∆θ ≡ |θ 1 − θ 2 | between the polarizations of the two stars in a given binary system, and especially its uncertainty, so that we can gauge whether or not ∆θ > 0. Given normal distributions of q and u, the probability distribution of observed θ values for a given true position angle θ 0 is a function of p, σ p , and θ 0 , and it is essentially Gaussian for p/σ p > 6 (Naghizadeh-Khouei & Clarke 1993). However, since in most cases p/σ p is not the same for observations of two different stars and in a number of cases it is < 6 for one component of a binary system, in general it is not true that the uncertainty σ ∆θ on ∆θ = |θ 1 − θ 2 | is given by the usual expression σ
. The analytic expression for the distribution of observed position angle differences is quite complicated and so does not lend itself well to analytic integration to find confidence intervals on ∆θ. However, it can easily be simulated computationally.
We follow the method of Naghizadeh-Khouei & Clarke (1993) for calculating the confidence intervals on ∆θ. For each binary system, we have observed valuesp 1 ,p 2 , σp 1 , σp 2 , θ 1 , and θ 2 . For each star in the system, we used the probability distribution of θ values (Eq. 3 of Naghizadeh-Khouei & Clarke 1993), with the observedp, σp, and θ, to generate more than 350,000 simulated "observed" θ values. Pairs of points were then randomly selected from the distributions of θ 1 and θ 2 to generate a sample of the same number of ∆θ values for each binary system. This distribution of ∆θ values then directly yields confidence intervals on ∆θ for that system simply by numerically integrating the distribution to find the range of values of ∆θ that encompass the desired percentage of the sample. As expected, in systems where both stars have polarizations with high signal-to-noise ratios (i.e. > 6) the confidence levels derived in this way are very similar to those found from simple Gaussian error propagation. In systems where at least one component has a lower signal-to-noise ratio, the 95.5% and 99.7% confidence intervals are not integer multiples of the 68.3% confidence interval, so we have quoted both the 68.3% and 99.7% intervals. The sense of the difference is that lower signal-tonoise ratios give 99.7% confidence intervals that are more than three times as large as the 68.3% intervals. The most extreme case in our data is for UX Tau A and B, where this ratio is 3.6.
Our results are given in Table 4 . The ∆θ values quoted reflect the absolute value of the difference in angle of the two polarization vectors, calculated so as to yield a maximum difference of 90
• (since these are two-ended vectors, i.e. a polarization position angle of 0
• is the same as one of 180 • ).
RESULTS AND ANALYSIS
Results
Our essential results are shown in Figure 1 , where we plot ∆θ as a function of binary separation for all systems in which both components had detectable polarization withp/σp ≥ 3. In the figure we distinguish between systems presently known only to be binary, and triple and quadruple systems. Clearly, a majority of the binary systems cluster at small position angle differences. There is no obvious dependence of ∆θ on projected binary separation in the range of 200 AU to 1000 AU.
In contrast to the binaries, the triple and quadruple systems do not show any tendency toward small position angle differences. The Kolmogorov-Smirnov, Kuiper, and AndersonDarling two-sample tests (see, e.g., Stephens 1974) give probabilities of 14.8%, 10.0%, and 12.6% respectively that these two sub-groups of our data are drawn from the same parent population of position angle differences. While these statistics alone do not overwhelmingly indicate that the two groups must be different, the question that most concerns us here is how each of these groups compares with theoretical expectations. In particular, we would like to test whether or not each of these sub-groups of our data is consistent with being drawn from a population of randomly-oriented disks. We show below that the triples are quite consistent with being drawn from a random distribution, while the binaries have a very low probability of being drawn from such a distribution.
Modeling of the Orientation Difference Distribution
The results shown in Figure 1 suggest that binary components tend to have disks with similar orientations. However, as noted in Section 2, aligned polarization vectors do not unambiguously indicate aligned disks. Thus, more detailed modeling is required to assess the significance of the observed tendency toward aligned polarization vectors among binary systems and the apparently random alignments in the triple and quadruple systems.
In order to compare our data to distributions of disk orientations, we have used Monte Carlo simulations to generate model binary pairs that can then be "observed" to determine the distribution of observed projected angles on the sky resulting from a given distribution of relative disk orientations. In the following discussion we will use ∆i to denote the true difference of disk orientations for a given binary pair, and ∆θ to denote the observed difference in the disks' projected position angles on the sky. As noted above, ∆θ can be different from ∆i for a given system; for example, if we take two edge-on disks that are initially coplanar and tilt the axis of one disk 45
• into the plane of the sky (i.e., away from the observer), the observed ∆θ will still be 0
• even though ∆i is now 45 • . A well-known result from studies of galaxy orientations (e.g., Wyatt & Brown 1955) , also shown in Figure 2 , is that a random ∆i distribution (shown by the dashed line) produces a uniform ∆θ distribution (shown by the dotted line), where all ∆θ values are equally probable. Thus, the clustering of points at small values of ∆θ in Figure 1 is not the result of projection effects; a random distribution of disk orientations should produce a random distribution of points in such a plot.
We generated each model binary system by determining three quantities: the spatial orientation of one disk's axis relative to our line of sight, the azimuthal angle φ specifying the direction in which the second disk is tilted relative to the first, and the angle ∆i specifying the amount of tilt. Both the orientation of the first disk and the value of φ are chosen at random, while ∆i is chosen from a specified probability distribution P(∆i).
The available literature on binary formation provides no specific predictions of the form of the disk orientation distribution P(∆i), aside from some models that predict coplanar or parallel disks (∆i = 0) for all systems and others that predict random disk orientations (see Section 5.2). Thus we tested these two ∆i distributions against our data. For random relative disk orientations, we use P(∆i) = sin(∆i), accounting for the fact that the amount of solid angle at an angular distance ∆i from a given point increases as sin(∆i). For correlated disk orientations, we use
where C = (1 − cos ∆i max ) −1 is a normalization constant. If ∆i max = 0, this corresponds to all systems being coplanar. However, this distribution (a delta function at ∆i = 0) clearly does not agree with our data, which show small but mostly non-zero orientation differences. Thus, we explore different values of ∆i max below.
For each model binary system, we determined the spatial orientation of the two disks as explained above, then projected these two disks into the plane of the sky to determine the observed θ value (the position angle of the major axis of the projected disk) for each disk, which is what our polarization observations measure. We created 10 5 model binaries for each ∆i distribution and then calculated the resulting distribution of ∆θ values. These can then be compared directly to our observations. We refer to this as the "hypothesized parent population" below.
To compare the observed ∆θ distributions with a hypothesized parent population, we calculated their cumulative distribution functions and then calculated the Kolmogorov-Smirnov (or K-S) statistic D, which is the maximum absolute difference between the two cumulative distributions. We determined the probability that our data (consisting of N total = 14 systems, or the subsets N binary = 9, N triple = 5) could have been drawn from the hypothesized parent population. Rather than using the standard K-S probability function to assess the significance of a given value of the K-S statistic, we used a computational technique that allows us to include the effect of observational error in drawing samples from the parent population. From the 10 5 model binaries, we generated 10 5 sample "observed" populations of N model binaries each. To simulate the effect of the noise that is present in our actual observations, each ∆θ value in the sample population had a random error (which could be positive or negative) σ ∆θ added to it, with the size of the error determined by assuming a signal-to-noise ratio p/σ p and drawing a value from the distribution of ∆θ errors calculated as explained in Section 3.3 above. The values of p/σ p used here are set by those in our observations. Our set of 14 observed systems with detected polarization in both components gives 28 observed values of p/σ p (Table 3) ; these 28 values are used for the 28 stars in each simulated sample of 14 model binaries. Thus each sample of model binaries has the same distribution of "observational" uncertainties as our data.
For each of these "observed" sample populations, we calculated the Kolmogorov-Smirnov D statistic to find out how far its cumulative distribution lay from the hypothesized parent population. The null hypothesis is that our data are drawn from the hypothesized parent population. Our confidence level in rejecting this hypothesis (i.e., in concluding that the data are drawn from some other distribution) is then simply given by the fraction of the 10 5 samples that have D sample ≤ D data , where D data is the K-S statistic calculated by comparing the actual data to the hypothesized parent population and D sample is the K-S statistic calculated by comparing each sample of N systems of the parent population to the entire parent population. If this fraction is large, then it is rare to randomly choose a sample that is as different from the parent population as our data are, and we have correspondingly high confidence in rejecting that hypothesized parent population. The resulting confidence levels are given in Table 5 and plots of the cumulative distributions are shown in Figure 3 . The probabilities were calculated for the entire dataset of 14 systems, and for the smaller sub-samples of only the binaries (9 systems) or only the triple and quadruple systems (5 systems). None of these higher-order multiple systems is completely resolved; we resolve only the widest pair, and one (or both) of our measured polarization values is for an unresolved pair of stars.
There are a number of other statistics that are similar to the K-S statistic but which in some cases have more power in determining whether a dataset is drawn from a given distribution (see, e.g., Stephens 1974 ). For the analysis described above and that which follows, we calculated not only the Kolmogorov-Smirnov statistic, but also the Kuiper, Watson, Cramer-von Mises, and Anderson-Darling statistics. Unless otherwise noted, these statistics always gave similar results to that from the K-S statistic, so we do not tabulate all of the values of the various statistics.
Considering the dataset as a whole (Figure 3a) , our modeling shows that it is quite unlikely (0.9% probability) that our data could have been drawn from an overall population of systems whose disk orientations are randomly distributed in space.
This result is strengthened when we note that most of the systems with larger position angle differences are higher-order multiple systems. We divided the data into sub-samples of binaries (9 systems) vs. triple and quadruple systems (5 systems), and repeated the calculations discussed above. The results (Table 5 and Figure 3b-d) show that the two sub-samples differ greatly in how well they match our assumed distributions of ∆i. The binary systems are extremely unlikely (0.2% probability) to be drawn from a random distribution of ∆i values (Figure 3b ), while the triple systems match such a distribution quite well (61% probability; Figure 3c) . Table 5 and Figure 3d show that the binary systems are well-matched by a truncated sin ∆i distribution (Eq. 5) with ∆i max ≈ 20
• . However, neither the functional form of this distribution nor the specific value of ∆i max is tightly constrained by our data. We performed the calculations described above with values of ∆i max ranging from 1
• to 90
• in 1
• steps, and we find that the best agreement between model and data is obtained for ∆i max in the range of 10
• -30 • , with relatively poor agreement (probabilities of ∼10% or less of drawing the binary data from the hypothesized parent population) for larger or smaller values. Other distributions, such as an exponential or a Gaussian, could also agree with our observations if they restrict the range of ∆i. However, distributions strongly peaked at ∆i = 0
• are not compatible with the data. Thus, while disks show a tendency toward similar orientations, disks are not exactly aligned in most young binary systems.
The influence of interstellar polarization
We have assumed in the analysis above that the observed polarization arises from scattering in the immediate environment of the star, thus tracing the orientation of the circumstellar disk. However, the light we observe must travel through any associated molecular cloud material and also through the diffuse interstellar medium before we measure it. If this intervening material significantly changes the polarization of the light, the polarization signal we measure at Earth would not be representative solely of the orientation of the disk in a given system. Therefore, we have explored the influence that interstellar polarization would have on our data.
Are we observing only interstellar polarization?
As noted in Section 3.3 above, observations of stars projected in front of the Taurus-Auriga and Ophiuchus molecular clouds indicate that there is very little interstellar polarization induced by material in the first 100 pc between Earth and the star-forming regions. Thus, any interstellar polarization that would contaminate our observations is likely to arise in the clouds themselves.
To explore the influence of the clouds, we compared maps of the cloud polarization (kindly supplied by Alyssa Goodman in electronic form) to the measured position angles of our targets; supplemental polarization data were taken from Vrba et al. (1976) and Tamura & Sato (1989) . In many cases there is not a measurement of interstellar polarization near our targets. In most cases where the cloud polarization has been measured near our targets, it is not obviously related to the position angle of the polarization we measure. In some cases, there is a large dispersion in position angle among the polarization measurements of stars projected near a given source. In one of our target binaries (CoKu Tau/3), both stars do have polarization position angles that are similar to the well-defined local cloud polarization; however, the two stars in this system show very different levels of polarization (Table 3) . Two other systems, DoAr 24E and SR 21, have polarization position angles similar to each other and similar to at least some of the nearby cloud polarization angles, though the cloud angles have a fairly large dispersion. Thus, the source of the apparent alignment in these binaries is open to question, though we note that in a large enough sample there will be some chance alignments of circumstellar and interstellar polarization vectors as well.
More generally, what influence would interstellar polarization be expected to have on our observations? If the intrinsic circumstellar polarization from our targets were zero, then any polarization observed would be only interstellar in origin. This is unlikely for several reasons:
1. All of our targets have infrared excesses. We have chosen targets that were detected by IRAS, and which thus clearly have circumstellar material. Circumstellar material around young stars lies in flattened disks (McCaughrean, Stapelfeldt, & Close 2000, and references therein). Scattering from this material is likely to induce some polarization, as infrared excess is correlated with polarization for cool stars in general (Dyck et al. 1971 ) and for young stars in particular (e.g., Bastien 1985; Yudin 2000) . Bastien (1985) also found no correlation between polarization and a star being associated with nebulosity, indicating that the measured polarization of T Tauri stars is circumstellar in origin.
2. Few of our targets have ∆θ = 0. Interstellar polarization in these clouds is observed to be relatively smoothly varying in strength and position angle on parsec size scales (Vrba et al. 1976; Tamura & Sato 1989; Goodman et al. 1990 ); this suggests that the interstellar polarization should change little on the 200-1100 AU size scales of the binary separations of our targets, giving ∆θ values that are close to zero. However, only two of our targets (DoAr 24E and UX Tau AB) have ∆θ within 1σ of zero. The larger ∆θ values in the other systems indicates at least some variation in the polarizing material on much smaller scales, most likely from differences in the circumstellar disks around the two stars in a binary. Notably, one of the ∆θ ≈ 0 • systems (DoAr 24E) is one of the binaries already suspected of being influenced by interstellar polarization due the similarity between its polarization position angle and that of the nearby cloud.
Primary and secondary stars have different percent
polarizations. If the observed polarization is mostly interstellar in origin and thus correlated on large length scales, it is surprising that there is little correlation between the percent polarization detected in the two stars in each system. As noted above, maps of interstellar polarization show similar percent polarizations on parsec length scales (about 0.
• 4 for these clouds). Similarly, in the wide binaries observed by Monin et al. (1998) , the systems that they suspect of being contaminated by interstellar polarization tend to have similar percent polarizations for the two stars in each pair. We observe no such tendency for pairs with small ∆θ to have p min /p max close to one. However, the two pairs noted above, DoAr 24E and SR 21, do have p min /p max = 0.97 ± 0.17 and 0.92 ± 0.12, respectively, the two largest values in the sample and the only two that have ratios consistent with unity within the uncertainties.
4. The measured polarization is uncorrelated with extinction. We also find no correlation between visual extinction and percent polarization for the stars in our sample. We separately considered resolved primary/secondary star extinction values from White & Ghez (2001) , and unresolved values from a variety of sources; in neither case did we find a correlation. Extinction is correlated with percent polarization for intrinsically unpolarized stars extincted by the diffuse ISM (e.g., Jones 1989); a correlation is also seen in the Taurus clouds up to extinctions of A V = 1.3 ± 0.2 magnitudes (Arce et al. 1998) . We see no correlation in our data, whether for low or high A V .
5. Binaries and triples show different behavior. Finally, the apparent difference between the ∆θ distributions for binaries and triples at the 85-90% confidence level ( § 4.1) suggests that the observed polarization is not primarily interstellar in origin, since there would be no reason for the interstellar material to be different in front of systems of different multiplicity.
Thus, several different lines of reasoning suggest that the polarization we measure is not solely a result of the intervening interstellar medium; at least some of it must be circumstellar in origin.
Are we observing a combination of interstellar and circumstellar polarization?
However, even if an interstellar contribution to the polarization does not dominate the net polarization, it could still affect our results if the interstellar and circumstellar contributions are similar in magnitude.
If the observed polarization is a combination of both interstellar and circumstellar polarization, the situation is more complicated, since the interstellar polarization can either increase or decrease the value of ∆θ. To see this, consider a binary system in which the two disks are aligned, so that ∆θ circumstellar = 0, but in which the two stars have different levels of polarization (p 1 = p 2 ). Since polarizations add as vectors, adding the same interstellar polarization vector to both components will increase the value of ∆θ, since it will change the position angle of a small intrinsic polarization vector more than a large one. On the other hand, if the two stars have the same level of polarization, they will be influenced equally by a given interstellar polarization.
We do not have an independent measure of the interstellar polarization for each star. Indeed, we cannot obtain such a quantity, since it depends on the stars' depth within the cloud, and we do not have an unpolarized probe of only the relevant part of the sight-line. Polarization measurements of stars projected near the same line of sight, but which are located behind or in front of the cloud, will not yield the desired information because they sample too little or too much of the material along the line of sight. Thus, it is impossible to disentangle the influence of circumstellar and interstellar polarization for each of our targets. However, we can explore the influence of plausible values of interstellar polarization on the overall alignment distribution of our data by using the same type of modeling described above.
We wish to test the hypothesis that the distribution of ∆i values for the binaries is in fact random, but that the influence of interstellar polarization leads to observed ∆θ values that are similar to those we observe. To model the influence of interstellar polarization, we added an additional step in the construction of model binary systems described above. For each model binary, we chose a Stokes vector (q is , u is ) representing interstellar polarization, as well as a percent polarization for the circumstellar polarization; the position angle of the circumstellar polarization was set by the orientation of the disk. The interstellar polarization vector was taken to be the same for both stars in a system, while the circumstellar polarization was not assumed to be the same either in magnitude or direction for the two stars. We added the circumstellar and interstellar polarization Stokes vectors for each component in the system to get its total "observed" polarization and position angle. We then used the difference in orientation of these total polarization vectors to determine the observed ∆θ for each system as described above.
The values we choose for the interstellar and circumstellar polarization components have some constraints. First, the distribution of total (circumstellar plus interstellar) polarization values in the modeling must be similar to that seen in the data, as must the ratios p min /p max . Second, there is little point in choosing a very small interstellar polarization value compared to the circumstellar polarization, since this would have little effect on the modeling discussed above. Finally, we cannot set the circumstellar polarization to zero, since (under our hypothesis that interstellar polarization does not vary on ∼ 1000 AU scales) this would lead to ∆θ values too small to match the data.
Taking these constraints into account, we tested various combinations of circumstellar and interstellar contributions to the total polarization. We chose the contributions to yield a range of net polarizations from 0% to 2.2%, similar to the range of observed polarizations in our sample with the exception of HK Tau B, which is known to have anomalously high extinction due to an edge-on circumstellar disk (Stapelfeldt et al. 1998; Koresko 1998) . To parameterize this simply, we assumed that the circumstellar polarization contribution was uniformly distributed in the interval 0% to f cs * 2.2%, and that the interstellar polarization contribution was uniformly distributed in the interval 0% to (1 − f cs ) * 2.2%. Here f cs represents the average fraction of the total observed polarization that is circumstellar in origin; f cs = 1 corresponds to only circumstellar polarization with no interstellar contribution, while f cs = 0 corresponds to only interstellar polarization. We find that values of f cs ≈ 0.4-0.6 match the data well, in the sense of making a random distribution of relative disk inclinations match the observed trend of small polarization position angle differences.
The results of this modeling can be seen in the dot-dashed lines in Figure 3 and in Table 5 , which show the results for f cs = 0.5. For the entire sample (binaries and triples together), the addition of interstellar polarization at an average level of half the total observed polarization raises the acceptability of the random distribution significantly so that it is a very good match to the observed data (Figure 3a) .
The question, then, is whether this range of interstellar and circumstellar polarization values is plausible given other properties of our data set. We compared the empirical distribution functions of several quantities in our data set to those found in the simulations, including the ratio p min /p max for each system; the values of p 1 and p 2 individually; and a linear combination of p min /p max and ∆θ/90
• . The latter quantity allows us to check for correlation between these quantities using nonparametric two-sample tests. In each case, the quantities in the simulations are consistent with being drawn from the same distribution as those in the data (K-S probabilities of 20% or more). Finally, this range of interstellar polarization values is similar to that observed by Vrba, Coyne, & Tapia (1993) for Ophiuchus and slightly higher than that observed by Arce et al. (1998) for Taurus. In both cases we made this comparison by using a Serkowski law (e.g., Whittet et al. 2001) to extrapolate the optical polarization measurements to λ = 2.2 µm. Thus, it appears that the model incorporating some interstellar polarization contribution cannot be ruled out with the given dataset.
The above analysis assumes that the interstellar polarization and the circumstellar polarization are randomly oriented with respect to each other. This is equivalent to assuming that the disk orientations (traced by circumstellar polarization) are independent of the cloud magnetic field orientation (traced by interstellar polarization). However, this may not be the case. Theoretically, magnetic fields are thought to play an important role in the collapse of cloud cores (e.g., McKee et al. 1993; Galli & Shu 1993; Desch & Mouschovias 2001 , and references therein). Observationally, cloud cores are found to be elongated along the filaments of the Taurus cloud (Myers et al. 1991; Lee & Myers 1999 ) and the Ophiuchus cloud (Tachihara, Mizuno, & Fukui 2000) . At later stages of star formation, a number of workers have suggested that the orientation of disks, jets, and/or outflows in star-forming regions is related to the local magnetic field, but not all studies show this and the observational data are complicated; see Heiles et al. (1993) for a review. Most recently, Duchêne & Ménard (2003) suggest that the orientations of disks (as determined from direct images of disks and/or jets) around young stars in Taurus are related to the local magnetic field direction as traced by polarization of background stars. Puzzlingly, however, they find that stars with jets have symmetry axes preferentially aligned parallel to the local magnetic field, while those with only disks have symmetry axes preferentially aligned perpendicular to the field. When these two groups are considered together, their orientations are consistent with a random distribution. If disk orientation is indeed related to the local magnetic field direction and thus to the orientation of interstellar polarization, then the problem of contamination by interstellar polarization is not nearly as severe as suggested above.
Our data are thus consistent with two different interpretations. If the observed polarization does not have significant interstellar contamination, the data indicate that binaries tend to have roughly-aligned disks, while triples and quadruples tend to have randomly-oriented disks.
Alternatively, if there is significant contamination by interstellar polarization (at an average level roughly equal to the circumstellar polarization), and if this contaminating polarization is unrelated to the disk orientations, the data are consistent with randomly-oriented disks for all systems. In this scenario, the apparent difference (at the 85-90% confidence level) between the binaries and triples is simply an artifact of the small sample size, not a real difference.
We note, however, that in either scenario, the data are inconsistent with the disks in binary and multiple systems being exactly coplanar. Models with ∆i max ≤ 10
• have probabilities of less than 1.5% of reproducing the observations if interstellar contamination is unimportant, or less than 5% if there is contaminating interstellar polarization at the level modeled here. In either case the disks in these systems must be misaligned in general with a distribution of ∆θ that extends up to at least 10 degrees.
We find that we cannot conclusively rule out contamination by interstellar polarization as the source of the observed alignment. Our simulations suggest that this is a problem not just in our data, but with this technique in general, since the interstellar polarization contribution is not well-known on a system-bysystem basis. To conclusively subtract the interstellar contribution to a given system's polarization, it is necessary to know how deeply embedded in the cloud it is. We note that our ability to rule out contamination would be stronger with a larger sample size, but only if the difference between the alignment distribution of binaries and triple/quadruple systems (85-90% significant in our data) is real; if both types of systems have the same alignment distribution, then the problem with interstellar polarization will persist. As we have shown, it is much easier to prove mis-alignment than alignment using this technique.
DISCUSSION
We have shown above that the two circumstellar disks in a young binary system are not perfectly aligned with each other. In addition, if interstellar polarization is not a significant contaminant, the disks in a binary are not randomly oriented, but rather appear to have orientations that are typically within 20
• of each other, while in triple and quadruple systems the disks appear to be randomly oriented. Here we compare this result with previous work, and we then discuss its implications. In this discussion, we first assume that the observed distribution of disk orientations is primordial (i.e., that it reflects the state in which the binary pairs formed) and discuss what our observations imply about binary star formation. We then consider whether the disks' orientations could have evolved with time.
Comparison with previous work
Disk orientations in young binary systems
The work that is most directly comparable to the results presented here is that of Monin et al. (1998) , Wolf et al. (2001) , and Monin, Ménard, & Peretto (2002) who have pursued observational programs independent of our own using the same technique. While these groups have also observed T Tauri stars, as we have, for the most part our samples are independent of each other, since Monin et al. (1998) detected polarization only from the widest pairs in Taurus (8. 7-37. 3) and Wolf et al. (2001) observed only in southern star-forming regions. Monin et al. (1998) measured three pairs in which they were confident that the observed polarization was not contaminated by interstellar polarization. These systems had ∆θ = 2
• ± 4
• for FZ Tau and FY Tau, ∆θ = 28
• ± 16
• for V773 Tau and FM Tau, and ∆θ = 75
• ± 6
• for GI Tau and GK Tau. Thus, one system is relatively closely aligned, one system is clearly misaligned, and one system (given the large uncertainties) could be either. However, we note that two of these three are not simple binary systems but are higher-order multiples. V773 Tau is itself a triple system (Welty 1995) ; its large error bar is consistent with alignment, as noted by Monin et al. (1998) , but also with misalignment of 40
• or more. GK Tau is a binary with a separation of 2. 5 (Reipurth & Zinnecker 1993) , and notably the GK/GI Tau triple system is the most misaligned of the three systems. Thus, the results of Monin et al. (1998) are consistent with what we have found in our larger sample. Wolf et al. (2001) observed 49 binary or multiple systems with separations 0. 5-5. 3. They detected polarization in both components of 34 of these systems, of which 21 systems have ∆θ ≤ 36
• , inconsistent with randomly oriented disks. They assert that interstellar polarization is not a major contaminant in their data. They do not analyze the binaries and triples separately. Again, our results are consistent with theirs. Monin, Ménard, & Peretto (2002) present preliminary results for 20 systems. They do not present results for individual systems, but they state that their results show that "disks tend to be aligned" in young binaries.
Orbital plane orientation in main-sequence triple and quadruple systems
In systems with three or more stars, one can compare the orientations of the different orbital planes in the system. Several authors have considered whether the short-period and longperiod orbits in main-sequence triple systems are coplanar. Van Albada (1968) found little tendency toward co-planarity in nine systems, most of which had long periods greater than 100 years (i.e., periods similar to those in our sample). Fekel (1981) considered only systems with periods less than 100 years and found that seven of 21 mostly early-type systems were not coplanar (∆i ≥ 15
• ), with co-planarity permitted (but not required) for the remaining systems.
The most extensive study is that of Tokovinin (1993) , who found that the data for 45 multiple systems are consistent neither with co-planarity nor with random relative orientations. The misalignments tend to be greater than 20
• but are not random. The data are consistent with a model in which half of the systems are aligned within 20
• -40
• and the other half are randomly oriented.
Binary formation
Our observations suggest a tendency for binary systems' disks to be nearly (but not exactly) aligned with each other, and for those in triple and quadruple systems to be misaligned. If these alignments have not been disturbed by dynamical evolution and thus are signatures of the formation processes, it is of interest to ask what constraints these observations may place on binary formation mechanisms. We note that our results probably do not reflect on disk fragmentation models given that the binary separations in our sample are all greater than 200 AU and so are larger than a typical disk size.
Bate et al. (2000) have recently reviewed the implications of disk alignment on binary formation mechanisms, to which the reader is recommended. Simplistically, binary formation scenarios based on cloud fragmentation have been suggested to produce aligned circumstellar disks, while capture scenarios produce arbitrary disk alignments. Interestingly, the thrust of the Bate et al. discussion, building on rich theoretical explorations of the past decade (e.g., Bonnell & Bastien 1993; Hall, Clarke, & Pringle 1996) , is that while most fragmentation calculations have produced binaries with aligned circumstellar disks, it is "trivial to produce initial conditions" that result in misaligned disks (Bate et al. 2000) . Furthermore, there are numerous processes during the protostellar accretion phase (e.g., accretion, stellar encounters, precession) that could produce misaligned circumstellar disks in wide binaries (separations > 100 AU). Thus the present theory of binary formation is not highly predictive with respect to disk orientation.
Nonetheless, given that there are many formation routes to misaligned disks in wide binaries, our finding that the disks of young binaries typically are very nearly aligned, if correct, suggests either that these processes in fact do not operate, or that there is evolution subsequent to the protostellar accretion stage that acts to realign these disks. Given present estimates of evolutionary timescales, we suspect the latter is the case, as we discuss in the next section.
It is also of interest to consider whether the formation of multiple systems is related to the seeming lack of alignment of disks around the widest pairs in these systems. We presume that the circumstellar disks associated with the close binaries in multiple systems are aligned with the binary orbital planes of the close pairs given the short timescales for dynamical alignment (Bate et al. 2000) , and that the observed polarized emission results from scattering off of these circumstellar disks rather than circumbinary disks. Our results thus suggest that the orbital planes of the close binaries in multiple systems are not aligned with the orbital planes of the wide pairings. This indicates that the lack of alignment seen among main-sequence multiple systems (Section 5.1.2) is established at a very young age. We suggest that this result may also be evidence that the natal clouds from which multiple systems form have large coupled spatial fluctuations in both their mass and angular momentum distributions, leading to multiple fragmentations with misaligned orbital planes.
Evolution of disk orientations
If a disk in a binary system is not coplanar with the binary orbital plane, tidal torques from the companion star will cause the disk orientation to change (Papaloizou & Terquem 1995; Larwood et al. 1996; Bate et al. 2000; . Thus, we must consider the possibility that the distribution of disk orientations that we observe has changed since the binaries formed.
We first note that we observe no correlation of the relative disk orientation ∆θ with binary separation. Since the timescale on which the disk orientation evolves is predicted to be related to the binary orbital period, we note that our observed range of separations corresponds to about an order of magnitude range of orbital periods. The lack of correlation of disk alignment with binary separation implies that the evolutionary timescale must either be much shorter than the ∼ 10 6 yr age of these binary systems (so that the evolution has already occurred even for the widest separations), or that it is much longer (so that little evolution has yet had time to occur, even for the closest systems). With the caveat that specific predictions of timescales are uncertain due to the poorly-known values of disk parameters like viscosity, below we attempt to compare predicted timescales from the literature with our observations. If disks in a binary system are formed with substantial inclination to the binary orbital plane, nonlinear effects may cause the inclination to decay to a relatively small value in a time that is of order the precessional timescale of the disk, or roughly 20 binary orbits (Bate et al. 2000; . The binaries in our sample have separations of roughly 280-1100 AU; assuming two one-solar-mass stars in each system, this corresponds to orbital periods of 3.3 × 10 3 to 2.5 × 10 4 yr. Since all of our targets have ages of order 10 6 yr, even the widest systems we observed have orbited more than 20 times, implying that any large tilts have had time to decay if the timescales given here are correct.
Smaller disk tilts are predicted to decay on the much longer viscous timescale of the disk, of order 10 3 binary orbital periods for a reasonable choice of the disk viscosity . For the binaries observed here, this corresponds to 3.3 × 10 6 yr for the closest binaries, up to 2.5 × 10 7 yr for the widest. The short end of this timescale is close to the age of the observed systems, implying that decay to complete co-planarity would not yet have occurred for most of our sample if there was some initial inclination of one or both disks.
The theory allows for the growth of disk tilt with time, but only if the disks in these binaries have radii smaller than 0.1 times the binary separation . However, such small disks seem unlikely based on millimeter interferometric images that show disk radii of ∼ 200 AU around young single stars (Koerner & Sargent 1995; Dutrey et al. 1996) and in the wide binary UZ Tauri (Jensen, Koerner & Mathieu 1996) , and theoretical predictions that disk truncation in closer binaries should occur at 0.3-0.5 times the binary separation (e.g., Artymowicz & Lubow 1994) .
If correct, the two tilt decay timescales presented above suggest a possible explanation for a puzzling feature of our data, namely that the disks may show a tendency toward alignment, and yet few of them are completely aligned. The 10 4 -10 5 yr timescale for rapid decay of large tilts and the 10 6 -10 7 yr timescale for the decay of a small remaining tilt neatly bracket the 10 6 yr ages of our targets, and so we could be seeing these binaries between the two phases of their disk inclination evolution. Of course, the fact that large initial tilts have had time to decay does not mean that such tilts were initially present, merely that they could have been. Whichever hypothesis is correct, some initial tilt appears to be required by our data to explain the observed predominance of ∼ 10
• -20
• misalignments. We note that attributing the present distribution of relative disk alignments to dynamical evolution may also explain the differences in disk alignments that we may have found between binaries and higher order multiple systems. In a binary system the rapid alignment of disks around each star is the result of a coupling between the stellar orbital motions and the internal disk orbits. However, in a higher order system, the binary orbits themselves must be aligned in order for all of the circumstellar disks also to be aligned. If when multiple systems form the internal orbital planes of the close binaries are not aligned with either the orbital planes of the tertiary stars (in triple systems) or the orbital planes of the close binaries about each other (in quadruple systems), then the relevant timescale for disk alignment is not the disk alignment timescale itself but the binary orbit alignment timescale. The latter is much longer than the age of the young binaries which we have observed, and indeed it is apparently longer than main-sequence lifetimes (cf. Section 5.1.2).
CONCLUSIONS
We have used infrared imaging polarimetry to probe the alignment of circumstellar disks in young binary systems. If the polarization we measure arises mostly from scattering off circumstellar disks, we find that the disks in young binaries with separations of 280-1100 AU have relative inclinations distributed between 0
• and 20
• . In contrast, the disks of the widest pairings in triple and quadruple systems tend to be randomly oriented.
Alternatively, based on our modeling, there is a chance that our observations could be drawn from binaries with a random distribution of disk orientations if the measured polarizations are significantly contaminated by interstellar polarization. Even should there be contaminating interstellar polarization, however, our observations securely show that disks in young binaries are not perfectly coplanar.
Theories of the time evolution of disk inclinations predict that large initial tilts should decay on a timescale shorter than the age of the systems observed here, but that any remaining tilt takes much longer to decay. Thus, it is possible that binaries form with large relative disk inclinations, but that those tilts have already decayed to the small but non-zero relative disk inclinations consistent with our observations. If this explanation of our findings is correct, binaries with separations of several thousand AU (wider than those observed here) should still exhibit their primordial relative inclinations.
If the similar disk inclinations of the binaries are due to evolution of initially-larger disk inclinations, it is plausible that the misaligned disks in triple systems are the result of the much greater timescale necessary for aligning the orbital angular momentum of the close pair with that of the wide companion; such alignment is necessary for all three circumstellar disks to be aligned with each other.
If the small relative disk inclinations observed here also correspond to small tilts relative to the binary orbital plane, then planetary systems that may form in these binaries should be stable on 10 9 -yr timescales (Pendleton & Black 1983; Innanen et al. 1997; Holman & Wiegert 1999) , suggesting that wide binaries are a hospitable environment for the formation and evolution of planetary systems, and that these systems should survive as long as it took life to arise on Earth.
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