We approximate (lesser positive) eigenvalues and corresponding eigenfunctions for the partial differential equation ~nd boundary conditions pertinent to the electromagnetic field for a linear accelera-
tor cavity. We assume azimuthal independance. Symmetry requirements enable us to confine our computation to one-quarter of the cavity.l
We use a rectilinear grid on the domain of solution and along any . grid line the eigenfunction is assumed (with certain exceptions) to be a cubic spline 2 in the pertinent variable with knots at the meshpoints. The requirement that this spline satisfy the differential equation at the mesh·points leads to a linear system in which the (unknown) eigenvalue appears. Finally, the differential eigenvalues are approximated by eigenvalues of a matrix derived from the linear . 3 system. For any such real positive distinct eigenvalue, a corresponding approximate eigenfunction is obtained by finding a (nonzero) solution to the system. Several eigenvalues (having least values) may be approximated and corresponding eigenfunctions obtained.
The advantages of the "matrix" method 3 ,described, over optimization techniques l (minimization of a Rayleigh quotient) are that:
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1. Several lower value eigenvalues are obtained rather than just the least.
Extensive iteration is not required.
The advantages of using a cubic spline formulation rather than finite difference formulas are that:
1. The approximation to the eigenfunction is a (cubic spline) function rather than a set of approximate solution values at meshpOints.
Processes of differentiation (up to second order), integration
and interpolation can be more easily applied. A domain (see Figure 1 )
And boundary conditions
We seek positive values for ~ (eigenvalues) for which a non- Essentially, we extend that method to the more general domain in question, but we limit our consideration to the partial differential equation and boundary conditions above. We are able, without extensive iteration, to approximate not only the least eigenvalue. but some of the successively higher ones. For such eigenvalues we construct an approximation for corresponding eigenfunctions. -+-Definition of the Vector, u, and Construction of the Matrix, A. The linear system (Equation (1) 
MR RC
, (4) lu 3m-3 c f"Cr) (5) ~zl'r) = 2:
where derivatives indicated are with respect to r. Applying Equation (3) for r. for j=2, 3m-2 we obtain
and since fk(r j ) is 1 for j=k+l and zero otherwise we have c k = u(zl,r k + l ) for k=l to 3m-3
Using the above and applying Equations (4) and (5) at r 2 we have
A similar process applied to the basis, sk for k=l to 2m-l for fixed r=r 2 (10)
The required simple derivatives for Equations (8), (9) and (10) are computed in the construction of the pertinent basis functions.
,
Consequently we are able to write the first equation of our linear system by substituting from Equations (8), (9) and (10) into the partial differential equation, obtaining, in approximation:
.2:
Using the indeAing rule for the components of the unknown vector, u, . we have
From the above we are able to construct the first row of the LBL-2414 matrix, A a~d verify the first row of the identity matrix, I, in Equation (I).
A similar process applied at the remaining gridpoints in the order of n yields the entire matrix, A, and justifies completely the use of the identity matrix, I for Equation (1) .
EIGENVALUES AND EIGENFUNCTIONS
Approximate differential eigenvalues can be obtained as follows:
(1) we obtain
and }J is seen to be an eigenvalue and u an eigen~ector of the known matrix, A. Several algorithms are available for determining the eigenvalues of a real matrix. In the Examples solved later, we used the QR- The set of A* is ordered in accordance with increasing magnitude.
Usually we are interested in only a few (the lesser ones) of these approximations.
For any such A* we solve the homogeneous linear system The computer code with m=6, described in the previous section is used.
Results are tabulated below. Methods of improving the approximations thus obtained are being studied.
