Abstract-It is known that both H 2 and H 1 optimization problems for dead-time systems are solved by controllers having the so-called modified Smith predictor (dead-time compensator) structure. This note shows that this is also true for the L 1 control problem. More precisely, it is demonstrated that the use of the modified Smith predictor enables one to reduce the standard L 1 problem for systems with a single loop delay to an equivalent delay-free problem. The (sub)optimal solution therefore always contains the modified Smith predictor.
I. INTRODUCTION
The design of finite-dimensional controllers for dead-time systems is typically rather conservative. Most available approaches resort to strictly sufficient conditions and result in rather conservative designs. Attractive alternatives in this respect are offered by controllers involving infinite-dimensional dead-time compensators (DTC's).
The idea of the DTC originates in [1] , where the controller structure, now known as the Smith predictor, was proposed. Since then, many of its modifications have been studied in the control literature [2] , [3] and successfully implemented in practice. A remarkable property of DTC's, revealed in the last decade, is that generalized Smith predictors intrinsically result from some analytic design methods, such as the Youla parametrization and the H 2 and H 1 optimizations [4] , [5] , [6] . This property is important, both practically (as it makes implementation of infinite-dimensional controllers feasible) and conceptually (as it justifies the DTC configuration).
The goal of this note is to show that the DTC configuration appears naturally in the L 1 optimization of dead-time systems as well. The L 1 paradigm addresses the worst case peak-topeak (the L 1 -induced norm) system performance; see [7] , [8] extended to the general case in the next section. To simplify the exposition, the discussion below will be kept rather informal with main technical definitions postponed to the next section. Consider the unity feedback system in Fig. 1 and assume that
Let the control goal be to minimize the magnitude of the plant output y, which is disturbed by an unknown bounded disturbance d. Since properties of d are unknown, a natural formalization of this goal is to minimize the L 1 -induced norm of the closed-loop system from d to y:
which is its L 1 norm 
As expected, the control action, through its free parameter Q, is always delayed by h time units to compensate the disturbance. In other words, the impulse response of the closed-loop transfer function in the interval OE0; h/ is equivalent to that of the open-loop plant irrespective of the controller. This observation can be formalized by rearranging the first term in the righthand side above as follows:
so that
It is readily seen that the impulse response of the first term above has support only in OE0; h/ (FIR system), whereas that of the second term has support in OEh; 1/. Thus, we have just extracted the control-independent part of the closed-loop response. This trick was exploited in [4] in the context of the H 2 optimization. There, the two terms in (3) are orthogonal, so that the first, control-independent, term does not affect the choice of Q. This property, however, is not inherited by the H 1 optimization, where the split in (3) does not prove helpful.
The idea of [4] does extend to the L 1 case, even though the underlying principles of the L 1 optimization are rather different from those of the H 2 optimization. A key property to notice in this respect is that the split in (3) is inherited when the L 1 norm of T d is considered. Namely, it follows from the very definition of the L 1 norm in (2) that
and the first term in the right-hand side above is independent of the choice of Q. Thus, the minimization of the L 1 norm of the infinite-dimensional system T d effectively reduces to that of the finite-dimensional system Q T d . The finite-dimensional problem of minimizing k Q T d k 1 is actually singular, as the obvious infimum, 0, is achieved only by the non-proper Q.s/ D e ah .s C a/. One can, however, easily construct a proper stable Q.s/ for which this lower bound is arbitrarily close. For example,
for which
The arguments above imply that the original (dead-time) problem is also singular with the infimal achievable L 1 norm equal to kk 1 D .1 e ah /=a. This performance level is attained by the non-proper controller C.s/ D .s C a/=.e ah e sh /. The proper approximation of Q described above leads to the controller
where
s C a (the latter is an entire function of s). This controller is actually the modified Smith predictor [3] with the FIR (finite impulse response) compensation block˘and the high-gain PI primary controller Q C .
In this section the idea discussed in the previous section will be generalized to handle the general dead-time L 1 problem for the system in Fig. 2 , where P .s/ is a finite-dimensional generalized plant and h is a loop delay.
A. Preliminaries
We start with some technical definitions, required in the analysis. A p q-dimensional matrix-valued function f .t/, t 2 R C , is said to belong to 
The notation A pq , or simply A, stands for the space of p q distributions of the form
for some g a 2 L 1 , N g 2`1, and 0 D t 0 < t 1 < . The norm in A is defined as It is known [7] , [8] that the O A-norm of a transfer matrix is equivalent to the L 1 -induced system norm in the time domain. Throughout the paper, a transfer matrix G.s/ is said to be stable if G.s/ 2 O A, which actually means a bounded peakto-peak (L 1 ) gain. A transfer matrix is said to be proper if sup Re s> kG.s/k < 1 for some 2 R, where kk can be any norm in C pq . Hereinafter, the term "proper" will be frequently used to mean that a transfer function has a causal implementation, see [9] . It can be shown that all systems from O A are proper. Fig. 3. Rearranged standard problem 
B. Conversion to delay-free problem
We are now in the position to address the L 1 problem for the system in Fig. 2 . The problem is to design a proper controller K.s/, which internally stabilizes the system and minimizes the O A-norm of the closed-loop transfer matrix T zw .s/ (or,
alternatively, guarantees a prescribed level of the closed-loop O
A-norm).
Assume that P .s/ is given in terms of its state-space realization
Define two FIR transfer matrices
Then the system in Fig. 2 can be rearranged as shown in Fig. 3 , where
It is shown in [4] that the transformed controller Q K.s/ is proper iff K.s/ is proper and then the original system T zw is internally stable iff 1 the delay-free system Q T zw is internally stable. With this rearrangement
where Q T zw .s/ is the transfer function of the closed-loop system from Q w to Q z in Fig. 3 . Expression (6) , which splits the closed-loop system into two parts having impulse responses with disjoint supports, is similar to (3) . Furthermore, when the regulated signal z is scalar, the arguments of Section II are directly applicable, so that
A and the problem is reduced to an equivalent L 1 problem for the finite-dimensional plant Q P .s/.
In the general case, however, the situation is a bit more complicated. Indeed, the "max" operation in the definition of the L 1 and`1 norms does not allow us to translate the split in 1 Although [4] studies the H 1 stability, the arguments there are straightforwardly extendible to the O A case.
(6) to the O A-norm directly. This can be seen by the following simple example:
The reduction to a finite-dimensional problem is still possible, though. To this end, the following result can be used:
A pq be such that its impulse response has support in OE0; h/ and let d 2 R p be such that
: : : ; p, where e i is the standard basis in R p . Then
Since the impulse responses of G FIR .s/ and G.s/e sh have support in disjoint sets (OE0; h/ and OEh; 1/, respectively), the arguments similar to those used in Section II yield that for every i
The result then follows immediately from the definition of the O A-norm.
Lemma 1 combined with (6) enables us to reduce the deadtime L 1 problem to an equivalent delay-free one for a rational plant with augmented exogenous input. To this end, let n z be the dimension of z.t/ and define the R n z vector
The main result of the paper is then formulated as follows: Theorem 1: Q K.s/ stabilizes the plant 
C. Discussion
Theorem 1 reduces the dead-time L 1 problem to an equivalent delay-free one for the rational plant P eq .s/. This reduction is similar to that for the H 2 problem in [4] . There are, however, some qualitative differences between the H 2 and L 1 cases. First, in the H 2 case the equivalent delay-free problem is based on Q P .s/ given by (5) . In other words, there is no need to augment the exogenous input w as in Theorem 1. In some cases the augmentation can be avoided in the L 1 optimization as well.
An example already discussed above is the situation where the regulated signal z is scalar. Another trivial circumstance where augmentation is not necessary occurs when all rows of .s/ have equivalent O A-norm, including the case when .s/ 0 taking place in some robust stability problems. A less trivial example (suggested by an anonymous reviewer) is the L 1 estimation (prediction) problem, where P 12 D I and P 22 D 0, so the error system from w to z is P 11 C KP 21 . It follows from the definition of the O Anorm that this problem can be solved channel-wise in the sense that the rows of K can be designed independently. Therefore, the L 1 prediction problem can be split into independent problems for scalar regulated signals, each of them is reducible to a delay-free estimation problem (filtering) without the need to augment w. 
IV. CONCLUSIONS
It has been shown that the standard L 1 optimization for dead-time systems can be reduced to a delay-free L 1 optimization problem by the use of the modified Smith predictor. This reduction, which implies that the (modified) Smith predictor is, in a sense, L 1 -optimal, confirms an important role played by dead-time compensation in the control of dead-time systems.
Although only the continuous-time problem has been presented in the paper, all the arguments are straightforwardly extendible to the discrete-time case (`1 optimization).
