Multi-state models are increasingly being used to model complex disease profiles. By modelling transitions between disease states, accounting for competing events at each transition, we can gain a much richer understanding of patient trajectories and how risk factors impact over the entire disease pathway. In this article we concentrate on parametric multi-state models, both Markov and semi-Markov, and develop a flexible framework where each transition can be specified by a variety of parametric models including exponential, Weibull, Gompertz, Royston-Parmar proportional hazards models or log-logistic, log-normal, generalised gamma accelerated failure time models, possibly sharing parameters across transitions. We also extend the framework to allow time-dependent effects.
Introduction
Multi-state models allow rich insights into complex disease pathways, where a patient may experience many nonfatal/intermediate events, and we wish to investigate covariate effects for each specific transition between two states, not just for example, on the first event, or a terminal event [1] .
Methodological development has generally focused on semi-parametric approaches, utilising the Cox model as the fundamental framework of the multi-state model. As with standard survival analysis, use of the Cox model avoids making assumptions for the underlying shape of the baseline hazard function, and indeed thanks to the widely used mstate package in R [2] , the methods are highly accessible to researchers. We argue that the benefits of a fully parametric approach are less well known, and indeed should be used more extensively [3] . With the drive towards personalised medicine, and expanded availability of large registry-based data sources, including data-linkage, there are substantial opportunities to gain greater understanding of disease processes, and how they change over time. Through a parametric approach, there are a number of distinct advantages, such as; prediction, extrapolation, quantification (i.e. absolute and relative measures of risk), ease of modelling time-dependent effects (non-proportional hazards) in comparison to semi-parametric approaches, and a greater understanding of how risk changes and evolves over time [4] . A particularly important area where parametric models must be employed is within a health economic framework, as often it is required to extrapolate survival to a lifetime horizon [5] . Of course, extrapolation is fraught with dangers, and arguably should only be attempted in the presence of appropriate external data [6] .
Previous parametric multi-state models can be considered limited, in the fact that often the same distribution must be assumed for all transitions, such as in the extensive flexsurv package in R [7] . For example, Omar et al. (1995) [8] developed an illness-death model assuming Weibull transitions. Piecewise exponential multi-state models have been implemented in R by Jackson (2011) [9] , with a focus on panel data. This allows the convenience of the exponential distribution and indeed can capture complex shapes; however, assuming a discontinuous baseline hazard function is often not biologically plausible, which has motivated other approaches [10] . Titman (2011) [10] proposed smooth hazard models for non-homogeneous Markov models through the use of quadratic B-splines to model the transition specific baseline hazard functions, and employed a differential equation solver to calculate transition probabilities. Król and Saint-Pierre recently developed the SemiMarkov package in R which allows transition specific distributions for semi-Markov models, but the only distributions available are the exponential, Weibull and exponentiated-Weibull, which can still be considered too simplistic for many practical situations [11] . Blaser et al. (2015) developed a flexible approach, implemented in the gems package in R, allowing transition-specific models; however, used a piecewise approximation to simulate event times from the fitted models. Others have employed numerical integration to calculate transition probabilities, but this is generally limited to illness-death models, as anything more complex than a two-dimensional numerical integration can become highly computationally intensive and loss of accuracy can occur [12, 13] . Arguably, transition-specific distributions in a multi-state setting is relatively simple, as it's fundamentally a matter of data setup and fitting models using standard software [1] . The challenge lies in calculating predictions from a given multi-state model.
In this article we concentrate on Markov uni-directional models, and assume transition times are observed exactly.
We develop a framework allowing the specification of a model for each transition, coming from possibly different parametric distributions or functional forms, also allowing for parameters to be shared across transitions (regardless of the transition specific distribution chosen). In many situations there will be sparse data for specific transitions and we may wish to assume simple distributions such as the exponential or Weibull, and where we have more information for a transition, we can apply a more flexible model such as the generalised gamma [14] or a spline based specification [15] . We then incorporate time-dependent effects into any transition model. We adopt the simulation approach to calculate transition probabilities and other quantities of interest [16, 17, 18, 7] , using a general survival simulation Statistics in Medicine algorithm which can be readily applied to any combination of transition specific distributions to simulate from the multi-state model [19] . Finally, we show the flexibility of the simulation approach to obtain clinically useful measures, such as total length of stay [20] , and differences and ratios of proportions within each state for specific covariate patterns, and accompanying confidence intervals.
The article is organised as follows. In Section 2, we introduce the multi-state modelling framework for Markov models, briefly describing previous approaches. In Section 3, we develop multi-state models allowing for transitionspecific distributions, and the general simulation approach to calculating transition probabilities. In Section 4, we extend multi-state models to incorporate time-dependent effects (non-proportional hazards). In Section 5 we describe other clinically useful measures and contrasts. In Section 6, we apply our methods to a dataset of breast cancer patients who begin in a healthy state and can experience relapse, death, or death after relapse. We conclude the paper in Section 7 with a discussion.
Multi-state models
We begin with a brief introduction to multi-state models, describing how to fit commonly used models, before describing our proposed extensions in the next section. Following [16] , consider a random process Y(t), t ≥ 0 which takes the values in the finite state space Z = {1, . . . , Z}. We define the history of the process until time s, to be
The transition probabilities can then be defined as,
where a, b ∈ Z. This is the probability of being in state b at time t, given that it was in state a at time s and conditional on the past trajectory until time s. A Markov multi-state model makes the following assumption,
which implies that the future behaviour of the process is only dependent on the present state. H s− is the history of the process up to a time just before s. The transition intensity is then defined as,
alternatively, and more conveniently for the remainder of the article, we can describe the model indexing by transition. Therefore, for the kth transition from state a k to state b k , we have
which represents the instantaneous failure rate of moving from state a k to state b k . The Markov assumption can be relaxed, to become a semi-Markov model, where the transition probabilities and subsequently the intensities can depend on the time at which earlier states were entered. This is commonly simplified further, by defining the transition intensities to be dependent only on the time spent in the current state, as opposed to time spent in previous states [1] . We discuss the semi-Markov extension in Section 7.
Estimation
A multi-state model can be specified by a combination of transition-specific survival models. The most convenient way to do this is through the stacked data notation (see the appendix for an example), described in the excellent tutorial paper by Putter et al. (2007) [1] . A patient has a row of data for each transition that they are at risk for, using start and stop notation. We can therefore specify a model for the kth transition,
where X k is a vector of time-independent covariates, possibly different for different transitions, with associated log hazard ratios β k . Once the data is setup, a model can be fitted using any standard survival command, for example allowing transition intensities to be proportional to a reference transition, or stratify by transition, and allow covariate effects to be constrained to be equal across transitions. However, fitting a parametric multi-state model to the stacked data imposes the limitation that all transitions must be modelled using the same distribution.
This is a limitation which we address in this paper.
Calculating transition probabilities
Obtaining fitted/predicted transition intensities is relatively simple as when using a parametric approach we have an analytical expression; however, calculating transition probabilities is generally non-trivial. When using a parametric approach, i.e. modelling the baseline hazard function for each transition (in any form be it separate or stacked data models), generally the calculation of transition probabilities is computationally challenging. Early work concentrated on the use of the exponential distribution, as it provides a computationally convenient solution to the forward Kolmogorov equation, allowing direct calculation of the transition probabilities. A simple extension is to specify piecewise-exponential distributions, partitioning the data at user-defined cut-points and assuming a constant baseline hazard function within each interval. This allows the convenience of the exponential distribution and indeed can capture complex shapes; however, assuming a discontinuous baseline hazard function is often not biologically plausible, and can result in many model parameters, which has motivated other approaches [10] . Titman (2011) [10] proposed smooth hazard Markov models through the use of quadratic B-splines to model the transition specific baseline hazard functions, and employed a differential equation solver to calculate transition probabilities. Some authors have also considered numerical integration [12, 21] , but this can be considered limited in its generalisability.
In this article we concentrate on the simulation approach, which can be considered the most convenient and general approach. The benefits of the approach becomes even more apparent in later sections focusing on extended predictions. We begin by simulating a large sample, N (we use a default of 10,000), using the fitted transition intensities, and iterating through the transition matrix until all patients have reached an absorbing state or are censored at a specified maximum follow-up time [16, 18] . This is done by viewing the simulation as a sequence of competing risk scenarios. Following Fiocco et al (2008) [16] , we describe the procedure as follows:
Let a be the starting state, entered at time t a = s. We specify a maximum follow-up time to be t max . Repeat the following,
1. Let B be the set of states that can be reached from state a, and N a the number of possible next states. If B = 0, stop. Otherwise, let, for b ∈ B, h ab (t) be the hazard function for transition a → b.
2. Using h ab (t), sample a survival time using the general inversion method described by Crowther and Lambert [19] , for each possible transition, denoted by t * ab . 3. Set t * = min{t * a1 , . . . , t * aNa , t max }, if t * = t max , stop.
4. Set a = c, where t * = t ac , c ∈ B and set t a = t * .
We simply repeat the above procedure for a large N number of paths through the multistate model, with the same covariate vector, and then at various time points, count the number of paths for which each event occurred, to give us our patient-specific transition probabilities. [19] . This allows us to incorporate time-dependent effects, or model on alternative scales, for example using an accelerated failure time model.
Furthermore, we can conduct a single large simulation, with a specified maximum follow-up t max , and then for a vector of times between t = {0, . . . , t max }, we can calculate the transition probabilities at each time point using the single generated dataset, because we have each patient's state and transition time history. This provides a highly efficient way of producing graphical displays of transition probabilities, such as those seen in Figure 3 , and extended predictions.
Confidence intervals
Following the fit of a multi-state model, we obtain our vector of estimated coefficients (be they log hazard ratios or log acceleration factors),β ab , for the a → b transition. As we are currently assuming that the same underlying distribution is being used, i.e. a single model has been fitted to the stacked data, we have an overall parameter vector, b, and associated variance-covariance matrix, V. To obtain confidence intervals for the predicted transition probabilities, we follow the approach of Fiocco et al. (2008) [16] , where we can simply draw from a multivariate normal distribution with mean b, and variance V, calculate the transition probabilities at the specified time points for a given simulated sample of size N , and repeat a total of M times. We can then construct 95% confidence intervals by calculating the variance of our sets of M estimates. Due to the expected computational burden of the nested simulations, Fiocco et al (2008) proposed a method of variance adjustment, which allowed them to reduce M and subsequently apply a variance correction formula to obtain unbiased estimates. In their article this allowed them to use N=10,000 and M=50. However, as we discuss later, our implementation is very efficient and hence in our article we use N=10,000 and M=200 to obtain similar levels of accuracy. The correction formula of Fiocco et al. (2008) will be added to the associated software package.
Extending multi-state models to transition-specific distributions
As described in the previous section, we can use any standard survival model fitting command to estimate the transition intensities, once the data is correctly setup. However, this imposes the limitation that all transitions must come from the same distributional model, e.g. all transitions must assume a Weibull baseline function, which could of course be common across transitions, proportional between transitions, or separate (stratified) across transitions. In this section we relax this assumption, to allow each transition to come from potentially different parametric distributions, producing substantial flexibility in model fitting.
Transition specific distributions
The stacked data format, which is often used when fitting multi-state models, is an extremely convenient way to conduct such analyses. However, it is not strictly necessary when fitting transition specific hazard models. Models can be fitted separately to each transition, which can actually be more computationally efficient, compared to fitting the full model on the stacked data. By fitting models separately to each transition, this crucially allows the use of different distributions for each transition. This is important as often there will be limited data for particular transitions, and hence being able to fit an exponential distribution for example, for a sparse transition, and more complex distributions for other transitions, allows an effective strategy to still make use of all the available data.
where h 0k (t) is the baseline hazard function for the a → b transition, which we now allow to take any parametric form such that h 0k (t) > 0. Previously in Equation (5) we assumed the same underlying distribution for all transitions.
To maintain flexibility, we have a vector of patient-level covariates included in the a k → b k transition, X k , where
This allows different covariates to be included in different transitions, or indeed the same set. We also have the associated log hazard ratios, β k . In the associated Stata package, we provide a variety of choices including the exponential, Weibull, Gompertz, log-logistic, log-normal, generalised gamma, and Royston-Parmar model. This allows combinations of proportional hazards models and accelerated failure time models, emphasising the flexibility of this framework.
If no parameters are shared across transitions, then a very complex and flexible multi-state model can be fitted by considering each transition to be a separate survival analysis. In other words, the likelihood is the same when fitting separate models to each transition, compared to fitting a model to the stacked data, if the baseline and covariate effects are completely separate. Alternatively, to maintain the convenience of the stacked data setup, we propose a model fitting routine, which maximises the combined likelihood, across transitions, allowing for different distributions for each transitions. With either separate models, or a model fitted to the stacked data, the challenge is then to calculate transition probabilities, which we describe in Section 3.3.
Sharing parameters across transitions
One of the benefits to the stacked data approach is the ability to share parameters across transitions. This can be done, for example, when we wish to assume that a covariate's effect is equal across various transitions, or indeed to incorporate proportionality between baseline hazard functions within the same distributional model, across transitions [2] . This may be useful if you have sparse data for a particular transition. In the transition specific multi-state model described in the previous subsection, we can allow the sharing of covariate effects across transitions simply by imposing constraints on relevant parameters during the model fitting.
Calculating transition probabilities
As in Section 2.2, we adopt the simulation approach, using each transition-specific hazard model to simulate individual survival times as each observation moves through the transition matrix until they reach an absorbing state or are censored at the maximum follow-up time. In the accompanying Stata software, these calculations can be conducted either when completely separate models are fitted to each transition, or if a transition-specific model is fitted to the full stacked data. In the associated Stata software, we use as a default sample size of 10,000.
Confidence intervals
To calculate confidence intervals, we can once again draw from a multivariate normal distribution, with mean the estimated parameter vector and variance the associated variance-covariance matrix. If separate models are fitted, then parameters between transition models are independent and we can therefore sample from MVN(b k ,V k ), for each transition (or alternative stack the parameter vectors, and fill in the appropriate covariances with zeroes). If fitting a transition-specific model, with possibly shared coefficients, then we simply draw from a multivariate normal distribution with mean the overall parameter vector, b, and variance-covariance matrix, V. Repeating this procedure a total of M times, we then construct 95% confidence intervals as before.
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Time-dependent effects
The occurrence of time-dependent effects or non-proportional hazards are commonplace in medical research. For example in register based studies, where follow-up is often over many years, it is extremely important to investigate the presence of time-dependency in covariate effects. Incorporating time-dependent effects within a multi-state model framework has received very little attention. In our parametric transition specific approach, we extend the framework to allow time-dependent effects, in either the separate modelling approach, or the combined models fitted to the stacked data. The ease of incorporating time-dependent effects is a distinct advantage of the parametric approach. We therefore have for the kth transition,
where β k (t) is now allowed to vary over time through some parametric function, relaxing the proportionality assumption. For example, for a Weibull model of the form, with baseline hazard function,
we can include covariates in the linear predictor of the shape parameter, γ, on the log scale. Similarly for the generalised gamma accelerated failure time model, we can allow the three parameters to vary depending on covariates. The most flexible model we have currently implemented within the associated Stata package is the Royston-Parmar survival model. In this model, time-dependent covariate effects can be specified by forming an interaction between the covariate and a restricted cubic spline function of log time [15] . An example can be found in the appendix. Such flexibility means that we can fit a model with any particular transition containing timedependent effects, and then use the general simulation approach described above to calculate transition probabilities.
Obtaining complex predictions is not that much harder when incorporating time-dependent effects, because we are using a parametric approach.
Extended predictions
When calculating transition probabilities using the general simulation algorithm described above, we generate a complete dataset of N individuals, where we know each observations exact transition history. Once the data has been generated, we can therefore use it to calculate a wide variety of clinically useful measures, with little extra effort. In this section we describe the calculations of length of stay, and describe differences and ratios of statistics, in order to illustrate covariate impact.
Length of stay
Following Grand and Putter (2015) [20] , the residual restricted expected length of stay in state b during the time period from s to τ , conditional on the patient being alive at time s and in state a (non-absorbing), which we refer to as length of stay for simplicity, is defined as
which defines the amount of time spent in state b, starting in state a at time s, up until time τ . If τ = ∞, and state a = b is a healthy state and all possible next states are deaths, then Equation (9) represents life expectancy [20] . This can be viewed as the multi-state extension of restricted mean survival [22] . Through the simulation approach described above, we can easily calculate mean length of stay using the observed simulated data, by simply calculating the mean length of time spent in the target state b, truncating any observation > τ at τ . Furthermore, confidence intervals are also easily calculated by repeated simulations. Arguably, the most sensible choice for τ is the maximum observed event time seen in the dataset under analysis, though a smaller value may be preferable as there is often a lack of data in the tail, and for some covariate combinations you would be extrapolating.
Differences and ratios of probabilities and length of stay
To illustrate the impact of different covariate levels, we can calculate differences and ratios between specified covariate patterns of quantities of interest, such as transition probabilities, or length of stay. Given two different covariate patterns, X 1 and X 2 , we can calculate the difference between transition probabilities as,
Similarly, we can calculate difference in length of stays as,
Alternatively, we may be interested in the ratio between the quantities, where the ratio of transition probabilities for covariate patterns X 1 and X 2 is,
and equivalently for length of stay,
All of the quantities shown in Equations (10) to (13) are calculated simply by simulating two populations, both of size N , the first with covariate pattern X 1 and the second with covariate pattern X 2 . Uncertainty is then obtained by conducting repeated simulations, drawing coefficients from the multivariate normal distribution with mean the overall parameter vector, b, and variance-covariance matrix, V. Repeating this procedure a total of M times, we then construct 95% confidence intervals by calculating the variance of our M estimates.
6. Modelling time to relapse and death in patients with primary breast cancer using a multi-state model
To illustrate our approach, we use data from 2,982 patients with primary breast cancer, where we have information on the time to relapse and the time to death. All patients begin in the initial post-surgery state, which is defined as the time of primary surgery, and can then move to a relapse state, or a dead state, and can also die after relapse. This is the commonly known illness-death model, shown in Figure 1 . (log(pgr + 1)), as has been done previously [4] . Our initial analysis focuses on how to model the baseline hazard for each of the three transitions, without any covariates. To each transition, we apply parametric models including; exponential, Weibull, Gompertz, log-logistic, log-normal, generalised gamma, and the Royston-Parmar model with 2 to 7 degrees of freedom. In Table 1 , we present the AIC and BIC for each of the models fitted, and for each transition.
We find that the best fitting model for transition 1, both in terms of the AIC and BIC is the Royston-Parmar model with 3 degrees of freedom. The best fitting model for transition 2 is the Weibull based on the AIC, and the Royston-Parmar model with 2 degrees of freedom based on the BIC. The best fitting model for transition 3 is the Royston-Parmar model with 3 degrees of freedom based on the AIC, and the log-normal model based on the BIC. The fitted cumulative hazard functions for each of the transition-specific baseline models is shown in Figure   2 , overlaid on the Nelson-Aalen curves.
We can now incorporate covariates into each of the selected transition-specific distributions. We include all available covariates in each of the models, and assess the proportional hazards assumption. To do this we can fit a Cox model to each transition separately and use the Schoenfeld residuals to test for non-proportionality [23] , or include an interaction with a function of time. For transition 1, we found statistically significant (p < 0.05) evidence against the null hypothesis of proportionality, for tumour size (both levels, ref: ≤ 20mm), and progesterone level.
For transition 2, evidence of non-proportionality was not found for any covariates. For transition 3, we found evidence of non-proportionality in progesterone level only. Parameter estimates for the three-transition model are in Table 2 . For simplicity, we did not investigate non-linearities in covariate effects, or interactions, however both are seamlessly incorporated into the model framework. Ideally, clinical guidance should be used to drive covariate selection, but AIC/BIC can be used as informal guides.
Given our fitted multi-state model, we can now obtain predicted transition probabilities for any covariate pattern.
We illustrate this in Figure 3 , showing transition probabilities for a patient aged 54, with a transformed progesterone level of 3, and in each of the tumour size groups, with varying number of positive nodes {0, 10, 20}. As tumour size increases, and number of positive nodes increase, we can see the increased probability of death across follow-up. The transition probabilities shown in Figure 3 also represent state occupation probabilities, as they are calculated assuming the patient starts in state 1 at time s = 0. Both the stating state and entry time can be easily changed through the associated software package, to give transition probabilities for alternative settings.
Stacked transition probability plots, such as Figure 3 , are an extremely useful way of showing how risk evolves over time; however, uncertainty in the estimates cannot be easily portrayed. In Figure 4 , we show the predicted transition probabilities from the left panel of Figure 3 , now with associated confidence intervals, using the simulation approach. Figures 3 and 4 exemplify the ease of obtaining patient-specific, clinically useful, predictions from a fully parametric, flexible, multi-state model. We can also illustrate the impact of different covariate levels by calculating differences or ratios in transition probabilities. For example, in Figure 5 we present differences and ratios of transition probabilities for a patient aged 54, with a progesterone level of 3, and comparing the three levels of tumour size.
Through simulation, we can obtain 95% confidence intervals for these contrasts. Figure 5a illustrates the difference in transition probabilities when comparing between the smallest tumour size (≤ 20mm) and the medium sized group (>20-50mm), showing a higher probability of remaining healthy in the smaller tumour size group over time, and an increased probability of death when in the medium tumour size group.
To illustrate computation time when calculating confidence intervals, to produce the data required for Figure 5a , with a default sample size of N = 10, 000 and M = 200, with probabilities calculated at 100 evenly spaced times across follow-up, took 32.5 seconds on a standard HP laptop with i5 processor and 9GB of RAM. Point estimates are virtually instantaneous (under a third of a second).
We can also calculate the lengths of stay in each state, given a specific covariate pattern, such as that shown in Figure 6 . Figure 6 shows that after 15 years, a patient aged 54, with progesterone level of 3 and in the smallest tumour size group, spends approximately 10 years in the healthy state, 2 years in the relapse state, and 3 years in the dead state (though as this is an absorbing state, this interpretation is less useful).
We can further show how length of stay is affected by changes in covariate patterns, for example in Figure 7 we present differences and ratios of the length of stay in each state for a patient aged 54, with a progesterone level of 
Discussion
Parametric survival models have a number of advantages, and we believe should be used more widely. By direct modelling of the baseline hazard function, we can gain more understanding of how complex disease processes evolve over time. Incorporating time-dependent effects, extrapolation and out of sample prediction are also much more convenient within a fully specified parametric model. Parametric survival models are of particular importance in the realm of health economic modelling [5] . There are also a variety of approaches which provide substantial flexibility in capturing complex underlying hazard functions [24, 15, 3] . In particular, the use of restricted cubic splines to capture complex hazard functions have recently been comprehensively evaluated through simulation [25, 26] .
Within a multi-state framework, parametric approaches have generally only considered models which assume the same underlying distribution for all transitions. In this paper, we have introduced the use of transition- [27] . We have further shown how to calculate clinically useful differences and ratios of transition probabilities and length of stays, to illustrate the impact of changing covariate levels. Hence, we can fit a complex multi-state parametric model, but still get interpretable quantities with ease.
Finally, we have developed a framework allowing the flexibility of transition-specific hazard functions, but still enabled the sharing of parameters across transitions, by directly maximising the likelihood of the stacked models.
With the growing use of electronic health records, allowing the integration of clinical registries and administrative records, there are substantial opportunities to use multi-state models for expanded modelling of patient profiles across disease histories [28] . This has benefits not only for clinical effectiveness modelling, but also for costeffectiveness modelling due to the parametric approach [29] .
We illustrated our approach using a dataset of patients with primary breast cancer, who experience relapse or death, or death after relapse, i.e. an illness-death process. We chose this simple example to illustrate the framework; however, it is important to note that it generalises to any uni-directional multi-state model, such as [28, 2] . We also only discussed Markov models in this article. The extension to semi-Markov models, or the clock-reset approach, whereby we use time since entry to each state as our underlying timescale, is equally applicable, and is implemented in the associated software. We show an example in the appendix.
Our approach can be extended in a number of ways. Essentially, any functional form for the baseline hazard could be chosen, therefore we plan to incorporate the general survival modelling framework of Crowther and Lambert [3, 30] . Furthermore, an important extension is to allow reversible transitions, which will sync quite seamlessly into the modelling and simulation framework described in this article, and hence will be incorporated into the software in the near future. Incorporating frailties is another area of interest, for example, to account for recurrent events, or hierarchical structures within a dataset. Weibull regression --log relative-hazard form Post-surgery Relapsed Died (f ) Figure 5 . Differences (5a, 5c, 5e) and ratios (5b, 5d, 5f) of probabilities of being in each state for a patient aged 54, progesterone level (transformed scale) of 3, and comparing the three levels of tumour size. Associated 95% confidence intervals are also shown. (f ) Figure 7 . Differences (7a, 7c, 7e) and ratios (7b, 7d, 7f) of length of stay in each state for a patient aged 54, progesterone level (transformed scale) of 3, and comparing the three levels of tumour size. Associated 95% confidence intervals are also shown.
