This paper investigates daytime convective development over land and its representation in single-column models (SCMs) and cloud-resolving models (CRMs). A model intercomparison case is developed based on observations of the diurnal cycle and convection during the rainy season in Amazonia. The focus is on the 6 h period between sunrise and early afternoon which was identified in previous studies as critical for the diurnal cycle over summertime continents in numerical weather prediction and climate models. This period is characterized by the formation and growth of a well-mixed convective boundary layer from the early morning temperature and moisture profiles as the surface sensible-and latent-heat fluxes increase after sunrise. It proceeds with the formation of shallow convective clouds as the convective boundary layer deepens, and leads to the eventual transition from shallow to deep precipitating convection around local noon. To provide a benchmark for other models, a custom-designed set of simulations, applying increasing in time computational domain and decreasing spatial resolution, was executed. The SCMs reproduced the previously identified problem with premature development of deep convection, less than two hours after sunrise. The benchmark simulations suggest a possible route to improve SCMs by considering a time-evolving cumulus entrainment rate as convection evolves from shallow to deep and the cloud width increases up to an order of magnitude. The CRMs featuring horizontal grid length around 500 m are capable of capturing the qualitative aspects of the benchmark simulations, but there are significant differences among the models. Two-dimensional CRMs tend to simulate too rapid a transition from shallow to deep convection and too high a cloud cover.
INTRODUCTION
In terms of energy fluxes across the atmosphere, the diurnal cycle of solar radiation provides the strongest external forcing on the climate system. Through their influence on radiative fluxes, clouds exert a significant impact on the diurnal cycle of various meteorological variables. At night, clouds trap thermal radiation (the greenhouse effect) and thus warm the surface. During the day, on the other hand, clouds reflect solar energy back to space and thus cool the surface. Because of the small heat capacity of the land surface compared to the ocean, the diurnal cycle is particularly strong over summertime continents, where convective processes play a crucial role in distributing the energy and water across the atmosphere. These processes occur on a wide range of temporal and spatial scales, from tens of metres (e.g. dry convection within the convective boundary layer or coherent structures within the night-time stable boundary layer) to hundreds of kilometres (e.g. mesoscale convective systems).
Because of the range of spatial scales involved and complicated interactions among various physical processes (radiative, transport, phase change, etc.), representing the diurnal cycle in large-scale models of weather and climate poses a difficult challenge (see Guichard et al. 2004 Bechtold et al. 2004 , and references therein). As documented by Yang and Slingo (2001) , Betts and Jakob (2002a) and G2004, the problem is particularly severe over summertime continents and is highlighted by the anomalous diurnal cycle of surface precipitation, which tends to peak up to several hours too early in models compared to observations. This problem was investigated in detail in G2004, where a model intercomparison case was developed based on observations over the Atmospheric Radiation Measurement (ARM) Program Southern Great Plains (SGP) Clouds And Radiation Testbed (CART) site in Oklahoma. This observationally based case was part of the European Cloud Systems (EUROCS) project and it involved simulations by single-column models (SCMs) and cloud-resolving models (CRMs). One of the conclusions of the investigation reported in G2004, previously shown true for the European Centre for Medium-Range Weather Forcasts (ECMWF) model (Betts and Jakob 2002a) , was that SCMs tend to develop deep convection too rapidly, without the shallow convection phase and gradual transition from shallow to deep convection. This paper reports on results of the investigation that builds upon the G2004 and B2004 studies and involves several members of Working Group 4 (Precipitating Convective Cloud Systems) of the GCSS (GEWEX Cloud System Study: GEWEX stands for Global Energy and Water Cycle Experiment, see http://www.gewex.org/). The study investigates the daytime convective development over land, which starts with a formation and growth of a convective boundary layer from the early morning sounding, proceeds with formation of shallow convective clouds as the convective boundary layer deepens, and leads to eventual transition from shallow to deep precipitating convection. The investigation focuses only on a part of the diurnal cycle (from the sunrise to early afternoon) which was shown in G2004 and B2004 to be the most difficult to capture in the large-scale models of weather and climate. The study involves both SCMs and CRMs, and the intercomparison case is based on observations during the LargeScale Biosphere-Atmosphere (LBA) experiment in Amazonia (Rondonia, Brazil) with specific data collected during the Tropical Rainfall Measuring Mission, LBA ground validation program (TRMM-LBA), on 23 February 1999.
The overall strategy of the investigation reported herein is (i) to develop a model intercomparison case which features essential observed characteristics of the daytime convective development over land; (ii) to perform a benchmark simulation using spatial resolution sufficient to capture the observed characteristics; (iii) to compare the benchmark to results from SCMs and CRMs in their standard configurations. The latter phase allows identification of areas that need attention in future developments of SCMs and CRMs.
The next section discusses the convection over the LBA area and provides details required for numerical simulations of this case. Section 3 describes the benchmark set of simulations that serves as a basis for the model intercomparison presented in sections 4, 5 and 6. Discussion and conclusions follow in section 7.
THE MODEL INTERCOMPARISON BASED ON 23 FEBRUARY 1999 TRMM-LBA OBSERVATIONS (a) Convection over LBA area and the 23 February 1999 case
Deep convection over the LBA area falls into two general regimes (e.g. Rickenbach et al. 2002 and references therein) . The break-type convection, often featuring fastpropagating mesoscale convective systems (squall lines), occurs during periods with easterly lower tropospheric flow. During periods with westerly flow in the lower half of the troposphere, monsoon-type convection occurs and is dominated by widespread popcorn-type deep convection. The latter regime features weaker mesoscale organization and strong diurnal cycle. The 23 February 1999 case occurred during the monsoontype regime. This is one of the cases discussed in Betts et al. (2002) .
The daytime convective development over LBA features formation of a well-mixed convective boundary layer from the early morning sounding, subsequent initiation of shallow convection as the boundary layer deepens, transition from shallow to deep convection around local noon, and organization of convection into mesoscale features in the afternoon (see a discussion in Betts et al. (2002) and references therein; see also a library of TRMM-LBA S-Pol radar scans available at http://www.atd.ucar.edu/rsf/TRMM-LBA/quicklook/spol trm.htm). The mesoscale organization stage is most likely strongly affected by the day-to-day variability of synoptic conditions (e.g. profiles of shear, stability, moisture), mesoscale features, and local topography, but the first three phases seem quite universal (cf. Betts et al. 2002, Figs. 5 and 6) .
Inspection of the radar data available at the TRMM-LBA website for the 23 February 1999 shows the presence of night-time stratiform echoes (with radar reflectivity maxima below 25 dBz) around sunrise (0730 LST, LST = UTC − 4 h) which dissipate over the next two hours. The first convective echoes develop around 1030 LST (i.e. 3 hours after sunrise). Over the next two hours their aerial coverage increases rapidly to cover a significant part of the radar scene by 1230 LST. Mesoscale organization into north-west to south-east oriented bands becomes apparent by 1330 LST (i.e. 6 hours after sunrise) and these bands evolve into widespread stratiform echoes by the early evening hours. The study reported here focuses on convective development prior to the mesoscale organization using the integration window for the models between sunrise and 1330 LST.
(b) Case specification This case does not feature any 'large-scale' forcing, i.e. no advective tendencies of temperature and moisture are specified as the simulation progresses. The only forcing comes from evolving surface fluxes and evolving tendencies due to radiative processes, both prescribed (and thus identical) for each model involved in the intercomparison. The initial sounding (at 0730 LST) and the evolutions of surface fluxes and temperature tendencies due to radiative processes are given in the appendix (also available at http://box.mmm.ucar.edu/gcss-wg4/model/intercomp.html).
Numerical simulations are initiated using the morning sounding and are forced by evolving surface fluxes and radiative cooling. The mean horizontal wind is relaxed to the initial profile using a 1 h relaxation time-scale. For CRMs, lateral boundary conditions are periodic and small-scale random perturbations are imposed to excite instabilities throughout the simulation. The latter involve random perturbations on surface temperature and moisture fluxes (with the 10% amplitude and random numbers generated every time step) and random perturbations added to the temperature and moisture fields, with amplitudes of 0.1 K and 0.1 g kg −1 , applied in the lowest 1 km every 15 min. Two-dimensional CRMs are aligned east-west.
BENCHMARK ENSEMBLE OF MODEL SIMULATIONS (a) Model set-up
The numerical model applied in the benchmark ensemble simulations is the massively parallel version (Anderson et al. 1997) of the two-time-level, non-hydrostatic Figure 1 . Extent of computational domains in the horizontal plane in benchmark simulations. Each simulation starts using domain marked as 1 and finishes with the domain marked as 4. The remapping procedure is applied three times, from domain 1 to 2, from 2 to 3, and from 3 to 4. The numbers along horizontal and vertical axes show the extent (in kilometres) of the domains in simulations S and L.
Eulerian/semi-Lagrangian anelastic fluid model EULAG of Smolarkiewicz and Margolin (1997) , with the moist precipitating thermodynamics applied as discussed in Grabowski and Smolarkiewicz (1996) and in Grabowski (1998) . The Eulerian variant of EULAG is used.
To resolve the range of spatial and temporal scales involved in the development of convective boundary layer and transition from shallow to deep convection, we follow a modelling strategy used by Müller and Chlond (1996) in their simulation of the boundary-layer development in cold-air outbreaks. The strategy involves applying a small computational domain and high spatial resolution (typical of large-eddy simulation approach) to represent the development of a convective boundary layer and shallow convection in the early part of the simulation. At later times, a remapping procedure increases the computational domain and the grid length towards those applied in cloudresolving simulations.
In Müller and Chlond (1996) , a decision when to apply the remapping procedure to increase the domain size and reduce spatial resolution was based on the evolution of the wave-number spectrum of the kinetic energy. Herein, the decision is made by monitoring the increase of the boundary-layer depth and the increase in the horizontal and vertical extent of clouds. The time of the remapping is varied in two sets of model simulations. In each set, two simulations are performed using a different number of points in the horizontal plane. Such an approach leads to a four-member ensemble of simulations which are used as a benchmark for SCMs and CRMs. By comparing solutions for ensemble members, a posteriori evaluation of the effect of the remapping procedure on the results is possible.
The simulations are performed in the following manner (see Figs. 1, 2 and 3, as well as Table 1 ). We start with high spatial resolution (50 and 25 m horizontal and vertical grid spacing, respectively) using a computational domain of 128 × 128 × 161 (simulation S1 The simulations start at t = 0 using computational domain typical for LES modelling, and finish at t = 6 h using computational domain large enough for an ensemble of deep convective clouds. Simulations marked as A apply the remapping procedure at t = 2, 3 and 4 h to obtain domains shown as 2, 3 and 4 in Figs. 1 and 2. Simulations marked as B apply the same procedure at t = 2.5, 3.5 and 4.5 h. Because the two sets are applied with two different numbers of grid points in the horizontal plane (set S is 128 × 128; set L is 196 × 196), an ensemble of four simulations is obtained. 
, L y , L z = extent of the computational domain in horizontal and vertical directions; x, y = horizontal grid lengths; z = vertical grid length; N z = number of model levels. In the third and the ninth column, the first entry is for the set S, and the second for the set L.
6.4(S1)/9.6(L1) km in the horizontal and 4 km in the vertical, is large enough to represent development of convective boundary layer and shallow convective clouds in the first 3 h of the simulations. To capture further development of convection, a larger horizontal domain (in both horizontal and vertical) is needed. The domain appropriate for an ensemble of deep convective clouds, i.e. covering the entire troposphere and extending several tens of kilometres in both horizontal directions, is reached by performing three times a remapping procedure similar to that used by Müller and Chlond (1996) (see Fig. 3 for the timeline of benchmark simulations). In this procedure, higher-resolution fields at a given time are appropriately averaged to provide lower spatial resolution data needed to restart the model using a larger computational domain. The fact that the model applies periodic lateral boundaries is essential. The procedure to create lower-resolution fields to be applied in larger-domain simulation is as follows. In the horizontal plane, original higher-resolution fields are spatially averaged to obtain lower-spatial-resolution fields, which are applied in four quadrants of a horizontal domain four times larger than the original one (cf. Fig. 1 ). The new horizontal domain is covered by the same number of grid points and the horizontal grid spacing is twice as large as in the original fields. Because of a particular realization of periodic lateral boundary conditions in EULAG, the averaging scheme produces four slightly different copies of lower horizontal resolution data in four quadrants of the larger horizontal domain. In the vertical, the remapping from higher to lower vertical resolution involves a similar averaging procedure (cf. Fig. 2 ). Because this is only possible in the part of the lower-resolution domain which covers the original higherresolution domain, horizontally homogeneous fields based on the initial sounding are applied in the extended part of the lower-resolution vertical domain.
The remapping procedure is applied first at 2.0 and 2.5 h to start four sets of simulations (S2A and S2B starting from S1 and L2A and L2B starting from L1, cf. Fig. 3 ). These simulations apply horizontal and vertical grid spacing of 100 and 50 m, respectively. Each of these simulations is advanced 1 h and the remapping procedure is repeated. The next set of four simulations (S3A and S3B starting from S2A and S2B, respectively; L3A and L3B starting from L2A and L2B) apply horizontal and vertical grid spacing of 200 and 100 m, respectively. These simulations are again advanced by 1 h and a final remapping is performed, only in the horizontal. The final set of simulations (S4A and L4A starting at 4 h, but S4B and L4B starting at 4.5 h) is performed up to t = 6 h. All simulations apply a 3 s time step, except for the final half an hour of high-resolution simulations S1 and L1 which require a 2 s time step for numerical stability. Simulation details are summarized in Table 1 . Figure 4 shows the evolution of the horizontally averaged lower-tropospheric temperature and moisture profiles during the course of ensemble simulations. After the first hour, surface heating produces a shallow (about 100 m deep) well-mixed boundary layer. Small clouds appear near the top of the boundary layer between hour 1 and 2 (cf. Fig. 6 ). At t = 2 h, the well-mixed layer is about 300 m deep, but the effects of clouds extend to almost 500 m as evident by the perturbation moisture profile. Note that the air above the mixed layer is more humid and colder than the original profiles. This is most likely associated with the detrainment and evaporation of cloud condensate during the shallow convection phase. Such changes of the profiles are also evident at t = 3 h, where the temperature perturbation profile suggests about a 500 m deep boundary layer and the effects of clouds extend way above 1 km (cf. Fig. 6 ). The warming of the air above the boundary layer associated with deep convective heating is evident in temperature profiles at hours 5 and 6. Convective downdraughts, which bring colder and drier air from the free troposphere into the boundary layer, modify the near-surface profiles starting at t = 3 h. This is especially pronounced in the moisture profiles. Figure 5 shows evolutions of the total cloud cover and the height of the centre of mass of the cloud field derived from the ensemble of simulations. The total cloud cover is defined as the fraction of columns classified as cloudy, where a column is considered cloudy if the vertically integrated concentration of cloud condensate (i.e. cloud water plus cloud ice) is larger than 0.01 kg m −2 . The height of the centre of mass is defined as zQ dV / Q dV , where Q is the mixing ratio of total condensed water (i.e. cloud condensate and precipitation), z is the vertical coordinate, V is volume, and integration is over the entire computational domain. The evolution of cloud cover shows considerable scatter among the ensemble simulations, with some impact of the remapping procedure evinced by rapid decrease of cloud cover immediately after the remapping at hour 2.0, 2.5, 3.0, 3.5, etc. Some scatter also comes from the inherently stochastic nature of convection (i.e. different realizations are characterized by different cloud covers as the depth of the cloud field increases, see a discussion in Petch (2005) ). Similar scatter is also observed in other results of the benchmark simulations (e.g. surface precipitation or convective mass flux). In general, cloud cover increases steadily between t = 2 h and the end of simulations (from about 0.1 to around 0.5). The evolution of the centre of mass of the cloud field shows significant scatter only in the final two hours of the benchmark simulations. The centre of mass rises steadily from about 0.5 km at 2 h (i.e. shallow clouds) to about 7 km at the end of simulations, suggesting that clouds fill the entire depth of the troposphere at the final stages of the simulations. Figure 6 shows the evolution of the cloud fraction profiles. The cloud fraction is defined as a fraction of grid boxes at a given level with the cloud condensate mixing ratio larger than the threshold value, selected as min(10 −5 , 0.01q vs ), where q vs is the saturated water-vapour mixing ratio. Based on the evolution of the centre of mass of the cloud field (Fig. 5 ) and cloud fraction profiles (Fig. 6) , the period prior to 3 h can be referred to as shallow convection, and after 5 h as deep convection. The period between 3 and 5 h is the shallow-to-deep-convection transition. As Fig. 6 illustrates, the cloud base tends to rise as the day progresses, which is a typical feature of convective development over land (cf. Brown et al. 2002, Fig. 5(c) ; Betts et al. 2002, Fig. 5; Betts and Jakob 2002a, Fig. 2) . The rise of the cloud base results from a gradual decrease of the near-surface relative humidity from morning to early-afternoon hours (the surface relative humidity in the benchmark simulations decreases from about 95% at t = 0 to about 70% at t = 6 h). The cloud-fraction profiles show little scatter among ensemble members up to 4 h, and significant scatter at t = 5 and 6 h. The increase of the upper-tropospheric cloud fraction in the final hour of the simulations is due to the development of stratiform outflow anvil clouds associated with deep convection. The change of the cloud-top height during the shallow-to-deep convection transition between hours 3 and 5, from about 2 km to about 12 km (cf. Fig. 6 ), implies the rate of rise of about 1.5 m s −1 . During this period, the maximum vertical velocities inside clouds increases from below 5 m s −1 at t = 3 h to about 10 m s −1 at t = 4 h, and about 15 m s −1 at t = 5 h (not shown). Consequently, the transition is unlikely to be associated with growth of a single set of clouds from shallow to deep because such a growth would imply a faster transition considering the magnitude of updraught velocities inside clouds. More likely, clouds developing later in the transition period attain higher altitudes until they eventually reach the upper troposphere around t = 5 h. This is supported by the inspection of the evolution of individual clouds in benchmark simulations (not shown). Figure 7 shows evolutions of the 10 min averaged surface precipitation rates and the averaged cloud width throughout the benchmark simulations. The averaged cloud width is defined in the following way. First, the lengths of all cloud transects along a 'flight track' at x = 0 and at the height of the maximum cloud fraction near the cloud base (cf. Fig. 6 ) are calculated. By repeating this procedure for all x and then selecting the flight tracks along the x-axis (i.e. for all y), a set of all cloud transects is obtained. The averaged cloud width is defined as the mean of the set * . This procedure is applied to all ensemble members. * When sampled according to this procedure, the mean length of a transect for a circular well-resolved cloud base is approximately equal to 1.5R (where R is the radius of the cloud base), and not 2R as one would take as a cloud width. For poorly resolved clouds, however, the mean length of a transect will be approximately equal to the cloud base width. For 2D simulations discussed later in the paper, the transect length is the width of a cloud. The surface precipitation rate ( Fig. 7(a) ) shows considerable scatter due to the stochastic nature of convection and rather small domain size from the deep convection point of view, especially during the shallow-to-deep-convection transition (cf. Petch 2005) . The overall evolution of the mean surface precipitation rate shows that the averaged values of about 0.1 mm d −1 are reached at about t = 3 h and the mean rate of the order of 10 mm d −1 occurs in the last hour of the simulations. The mean cloud width (Fig. 7(b) ) increases rapidly during the second and third hours of simulation, from about 100 m when clouds first appear to about 600 m at t = 3 h. This increase is slightly faster than the increase of the boundary-layer depth which changes from about 100 m at t = 1 h to less than 500 m by t = 3 h. The mean cloud width at the end of simulations approaches 2 km and it is still slowly increasing. Figure 8 shows the evolution of the horizontally averaged liquid-and ice-water paths. Although, as in Fig. 5 , the scatter is considerable, the transition from shallow to deep convection is associated with an increase of the mean liquid-water path from a few tens of g m −2 to values in the 100 to 200 g m −2 range. The ice-water path is negligible prior to t = 4 h and reaches values in the range of 50 to 100 g m −2 towards the end of the simulations.
(b) Results
Finally, Fig. 9 shows the evolution of updraught and downdraught cloud mass fluxes for all four benchmark simulations. Cloud updraught mass flux at any level is defined as the horizontal average of δρ max(0, w), where ρ is the air density, w is local vertical velocity, and δ = 1 if the cloud condensate mixing ratio is larger than the threshold value, min(10 −5 , 0.01q vs ), and δ = 0 otherwise. Cloud downdraught mass flux at any level is defined as the horizontal average of δρ min(0, w), where δ = 1 if the cloud condensate mixing ratio is larger than the same threshold value or the precipitation mixing ratio is larger than 10 −4 ; δ = 0 otherwise. In general, the updraught mass-flux profiles are well correlated with the cloud-fraction profiles shown in Fig. 6 (except for the uppertropospheric clouds at t = 6 h). Downdraught mass fluxes are weak prior to t = 4 h and (Lock et al. 2000) the scatter of the fluxes for t = 5 and 6 h is significant. The former agrees with the notion that precipitation mass loading and its evaporation is the main driving mechanism for convective downdraughts. It is also evident from Fig. 9 that the transition from shallow to deep convection is associated with a rather small increase of the updraught mass flux near the cloud base and a significant increase (in the absolute sense) of the cloud-base downdraught mass flux.
MODELS PARTICIPATING IN THE INTERCOMPARISON
The intercomparison involves several CRMs and two SCMs, both of which are operational in full 3D large-scale models. Tables 2 to 5 provide relevant information about the models and details of the simulations performed.
SINGLE-COLUMN MODEL SIMULATIONS
Before discussing the SCM results, it should be pointed out that despite the short integration period, typically characterized by the so-called model 'spin-down' (i.e. maximum surface precipitation occurring close to the initial time), the case discussed in this paper is a valid test for SCMs. For instance, many (diagnostic) convective parametrization schemes are based on the quasi-equilibrium assumption, where convection quickly (often instantaneously) adjusts to changes in the large-scale conditions. The daytime convective development is a situation where such an approach is expected to be problematic because the rapid evolution of surface fluxes and the gradual rise in the convective layer (one wishes to resolve) make the quasi-equilibrium assumption questionable. The two SCMs that simulated the case discussed in this paper experienced the same difficulties in representing convective development as observed in other studies of the diurnal cycle over land, e.g. Yang and Slingo (2001) , Betts and Jakob (2002a) and B2004, G2004. In both ECMWF and United Kingdom Met Office (UKMO) SCM, surface precipitation rate reaches values of more than 10 mm d −1 during the second hour of the simulation and the precipitation rate fluctuates between 10 and 40 mm d −1 throughout the rest of the simulations (not shown). Nevertheless, evolution of the lower-tropospheric temperature and moisture profiles resembles those in the benchmark simulations, as illustrated in Fig. 10 . This is particularly true for the temperature profiles, which show development of a convective boundary layer quite similar to that in the benchmark simulation shown in Fig. 4 (however, the difference between the two SCM temperature profiles increases as the simulations progress). Moisture profiles, on the other hand, differ more significantly, with ECMWF SCM showing a stronger effect of convective downdraughts.
The rapid onset of deep convection in SCMs is evident in the profiles of cloud fraction shown in Fig. 11 and cloud updraught and downdraught mass fluxes shown in Fig. 12 . For the UKMO SCM, cloud-fraction profiles reach overcast in the upper troposphere during the second hour and such conditions are maintained throughout the remainder of the simulation. These high values are presumably associated with parametrized convective outflow anvils. The lower-tropospheric values are quite realistic (around 0.1; cf. Fig. 6 for benchmark) . The values for the ECMWF SCM are also realistic across most of the troposphere (with rather weak upper-tropospheric anvils), except for very high values (up to total overcast by t = 5 h) near the top of the boundary layer. The latter is most likely due to the shallow convection parametrization and its interaction with other parametrized physics (e.g. boundary layer, deep convection). Cloud mass fluxes also differ significantly between the two models. The ECMWF model tends to simulate excessive updraught mass fluxes due to shallow convection at hours 2 and 3 (roughly 3 times as high as in the benchmark case) and decreasing with height mass flux due to deep convection, similar in strength to the deep convection phase of the benchmark. The updraught mass flux in the UKMO SCM changes from top-heavy at hour 2 and 3 to a more realistic bottom-heavy at the end of the simulation. The downdraught mass fluxes in both SCMs are too weak compared to the benchmark, a common problem in many SCM simulations of continental convection (Xie et al. 2002) . The central issue is why the two SCMs are not capable of gradual development of a convective boundary layer and shallow convection without the premature appearance of deep convection. One possible explanation is related to the increase of the width of clouds as the convection changes from shallow to deep as shown by the benchmark. The order of magnitude increase of the cloud width illustrated in Fig. 7 suggests about an order of magnitude decrease of the entrainment rate between shallow and deep convection. Perhaps the rapid development of deep convection in SCMs can be suppressed by a varying entrainment rate throughout the day. The simplest approach might be to make the entrainment rate just a function of a local time during morning hours. More appropriate, however, would be to develop a consistent approach where the cloud width, the depth of convection layer, and the entrainment rate are all either diagnostically or prognostically related during the transition from shallow to deep convection.
CLOUD-RESOLVING MODEL SIMULATIONS
In general, CRMs were more successful in simulating the sequence of events observed over the LBA network and represented in the benchmark simulations. Evolution of most parameters (boundary-layer height, surface precipitation rate, liquid-water and ice paths, cloud cover, centre of mass, etc.) were in qualitative agreement among all the CRMs. However, there were some quantitative differences. The following discussion highlights some of the discrepancies and attempts to relate them to the differences in model formulation (e.g. 3D versus 2D, time integration scheme, etc.), model spatial resolution, or subgrid-scale parametrized physics (e.g. turbulence). Further investigations to better understand deficiencies and reduce discrepancies is beyond the scope of this paper. This task is left for future research by individual modellers. Figures 13 to 16 show evolutions of the surface precipitation rate, the cloud cover, the height of the centre of mass of the cloud field, and the mean cloud width for 3D CRMs. They should be compared with the benchmark results (Figs. 5 and 7) . Surface precipitation rate in all 3D models reaches 0.1 mm d −1 around t = 3 h, except for 1 km horizontal resolution in the GCE model where it is delayed until t = 4 h. Such a delay is consistent with the late development of cloudiness in this simulation as illustrated by the evolutions of the cloud cover and the height of the centre of mass. Increasing the horizontal resolution to 250 m improves the GCE simulation considerably.
(a) 3D CRMs
Simulations shown in Figs. 13(a), 14(a) and 15(a) exhibit some differences compared to the benchmark. MOUM, EULAG and JMA show rapid increase of the surface precipitation around t = 3 h; MOUM and JMA show rapid changes of cloud cover during the second and third hour of simulation, respectively; and MOUM shows rapid rise of the centre of mass towards the end of the fourth hour of the simulation. In the final hour of the simulation, UKLEM shows too low a precipitation rate, too high a cloud cover, and too low a centre of mass of the cloud field, all consistent with the small horizontal domain applied (10 km ×10 km) which can hardly accommodate a single cumulonimbus. EULAG and MOUM show the highest centre of mass (around 8 and 9.5 km, respectively) towards the end of the simulations, which is perhaps consistent with relatively simple microphysical parametrizations applied by these models (note that the height of the centre of mass depends not only on the vertical cloud extent, but also on the vertical distribution of cloud condensate).
Except for GCE/1 km, the simulations shown in Figs. 13(b) , 14(b) and 15(b) demonstrate a relatively good agreement with the benchmark. This is perhaps surprising for the SAM/500 m (cf. Petch et al. 2002) , which has not only low horizontal resolution (500 m grid length) but also a relatively coarse vertical resolution (56 levels compared to 256 levels in the high-resolution simulation). The fact that the low-resolution SAM model (which features only a standard Smagorinsky-type turbulence parametrization and no boundary-layer scheme) mimics high-resolution simulations (SAM/100 m and benchmark) is possibly due to the third-order time-integration scheme applied in this model. The diagnostic treatment of moist thermodynamics in SAM may also play a role. However, this is just a speculation which merits further investigation.
The mean cloud width (Fig. 16 ) increases in all simulations, but the evolution is different from the benchmark shown in Fig. 7 . In most simulations, when clouds first appear their width is comparable to the horizontal grid length used in a given simulation. This is merely a reflection of the fact that clouds cannot be narrower than a few horizontal grid lengths if they result from the resolved dynamics. The SAM/100 m simulation shows values comparable to benchmark up to t = 3 h (except that it misses small clouds prior to t = 1.5 h), but the rate of increase of the cloud width is significantly slower after t = 3 h. Additional analysis of this simulation documents that the slow increase of the mean cloud width after t = 3 h results from a presence of a significant number of narrow and shallow clouds, together with clouds whose width and depth is more in line with the benchmark. This is supported by the comparison of the evolution of the height of the centre of mass in benchmark (Fig. 5) and in SAM/100 m (Fig. 15). (b) 2D CRMs As one may expect, two-dimensional simulations experienced more difficulties in representing the benchmark results. This is illustrated in Figs. 17 to 20 , in the same format as for the 3D CRMs. Note that the figures include all 2D simulations listed in Table 3 , and two CRCP simulations. The CRCP model includes random forcing that is different from all other CRMs and the two simulations are supposed to illustrate the impact of the random forcing (cf. Petch 2005) . Figure 20 . Evolution of mean cloud width for two-dimensional CRMs. The width for ISU-CRM is divided by 2 before plotting to fit the scale of the plot. Data for UKLEM/1 km is not shown as this simulation results is overcast conditions between hours 4 and 5 (cf. Fig. 18 ).
As demonstrated by Fig. 17 , the surface precipitation rate in most 2D models reaches 0.1 mm d −1 around t = 3 h as well, except for UKLEM/1 km which does not reach this value until the last hour of the simulation. Figures 18 and 19 show that this simulation produces a shallow saturated cloud layer between hours 4 and 5 instead of deepening convection. The delay of convection initiation in this model is consistent with results discussed in Petch et al. (2002) . In general, the increase of surface precipitation in all 2D models seems more rapid than in the benchmark (and similar to some lowerresolution 3D models, cf. Fig. 13 ), and the same seems true for the evolution of the cloud cover shown in Fig. 18 .
Rapid increase of the cloud cover (Fig. 18 ) between hours 2 and 3 is most pronounced in simulations ISU-CRM, JMA and UKLEM/1 km. ISU-CRM applies a non-local boundary-layer parametrization. Without it, ISU-CRM is not capable of developing a realistic convective boundary layer in the first 3 h of the simulation and precipitation development is significantly delayed (not shown). This agrees with results of UKLEM/1 km which does not apply a boundary-layer scheme either. JMA uses higher horizontal resolution (grid length of 500 m), again without a boundary-layer scheme and the cloud cover also increases quite rapidly around t = 2.5 h.
The LaRC applies sophisticated boundary-layer parametrization (third-order closure) and forms clouds prior to t = 1 h, too early compared to the benchmark. Perhaps more significantly, the cloud cover increases quite rapidly between hours 1 and 3 and features values 2 to 3 times higher than the benchmark. This is consistent with the fact that the Sommeria-Deardorff subgrid-scale condensation scheme does not take into account subgrid-scale variability with non-zero skewness. It is well known that boundary-layer cumulus clouds are positively skewed (e.g. Cheng et al. 2004) . Therefore, the overestimate of cloud cover is expected in the LaRC model with the SommeriaDeardorff scheme. The differences between LaRC/100 m and LaRC/1 km are minor.
Cloud cover in CRCP increases at a slightly slower pace than in LaRC, but still too fast compared to the benchmark. Most simulations reproduce the gradual rise of the centre of mass of the cloud field (Fig. 19) , but the scatter in both the rate of growth and the final height is significant. Fluctuations in the CRCP simulations, especially apparent in the evolution of the height of the centre of mass in the last two hours, illustrate the statistical uncertainty of the small-horizontal-domain 2D CRCP simulations.
The evolution of the mean cloud width (Fig. 20) supports the conclusions reached with 3D models, namely, that the initial cloud width reflects the model horizontal resolution and that the cloud width increases as the simulations progress. Fluctuations apparent in most simulations are a mere reflection of much smaller sample of clouds in 2D simulations at any given time. ISU-CRM simulates rapidly increasing cloud width during the third hour of the simulation and a gradual decrease thereafter. The latter is perhaps not surprising considering the low horizontal resolution applied by this model (grid length of 3 km).
DISCUSSION AND CONCLUSIONS
This paper discusses a model intercomparison case developed to investigate convective development over land and shallow to deep convection transition. The motivation for this study comes from the modelling results discussed in G2004 and B2004, where the entire diurnal cycle was simulated based on the observations at the ARM Southern Great Plains CART site. G2004 identified the period between sunrise and early afternoon local time as critical for the modelling of the entire diurnal cycle, with SCMs developing deep convection just a couple hours after the sunrise and missing the shallow convection phase (see also Betts and Jakob 2002a) .
The case discussed herein is based on general features of convective development observed over Amazonia. The initial sounding, the evolution of surface latent-and sensible-heat fluxes, and the evolution of the temperature tendency due to radiative processes are all based on observations and simulations of the 23 February 1999 TRMM-LBA case. No large-scale advective tendencies of temperature or moisture are imposed. The case features the development of a well-mixed convective boundary layer from the early morning sounding, subsequent formation of shallow convection as the boundary layer deepens, and eventual transition from shallow to deep convection.
To faithfully represent the range of spatial scales involved and to provide a benchmark for other models, a custom-designed set of simulations applying increasing-intime computational domain and decreasing spatial resolution was executed. These simulations were initiated using high spatial resolution and small computational domain typical of large-eddy simulations (LES) applied in boundary-layer studies. To reach a computational domain large enough for deep convection (both in the horizontal and in the vertical), an approach similar to that applied by Müller and Chlond (1996) in their simulation of the boundary-layer development in cold-air outbreaks was used. In this approach, a remapping procedure was applied three times to increase the computational domain and horizontal/vertical grid length towards those applied in CRM simulations.
The benchmark simulations documented development of the convective boundary layer as the surface fluxes increase after sunrise and predicted the formation of small clouds (around 200 m wide) near the boundary-layer top after just about an hour of the simulation. In the subsequent two hours, boundary-layer depth, the depth of convection layer, and the mean cloud width were gradually increasing, reaching about 500 m, 2 km and 1 km for boundary-layer depth, top of the convection layer, and cloud width, respectively, at t = 3 h. At about this time, the model predicted a trace of surface precipitation (domain-averaged rate of 0.1 mm day −1 ). During the following two hours (between t = 3 and 5 h), the depth of clouds continued to increase, reaching the upper troposphere by t = 5 h. At this time, the mean cloud width was around 3 km and the mean surface precipitation about 10 mm d −1 . The latter was comparable to the maximum surface precipitation during the diurnal cycle (in the range of 40 to 60 mm d −1 during the rainy season, e.g. Rickenbach et al. (2002) , Fig. 12 ). The cloud-base upward mass flux was in the range of 0.1 to 0.2 kg m −2 s −1 and did not change significantly as the convection went through transition from shallow to deep. As expected, the cloud downdraught mass fluxes reached magnitudes comparable to updraught mass fluxes only after significant precipitation developed at around t = 5 h. The simulations were truncated at t = 6 h (1330 LST) and did not investigate mesoscale organization in the afternoon and gradual transition from convection-dominated to stratiform-dominated precipitation during the late afternoon and evening hours.
While simulating this case, the two SCMs experienced similar problems to those highlighted in Betts and Jakob (2002a) , B2004 and G2004. Deep convection developed during the second hour of the simulation, a few hours too early compared to the benchmark, essentially bypassing the shallow convection phase. This occurred despite the fact that the development of a well-mixed boundary layer was quite realistically represented by both models. Benchmark simulations suggest a possible path to improve the behaviour of the SCMs because the gradual increase of the cloud depth was accompanied by the similar increase of the mean cloud width. Since the entrainment coefficient (whose magnitude has a strong impact on the depth of the convection layer) is inversely proportional to the cloud width, perhaps a more gradual deepening of the parametrized convection can be obtained by applying a decreasing entrainment coefficient as the day progresses, from large values typical for shallow convection to an order of magnitude smaller values typical for deep convection. Simple tests of such an approach can be performed using the test case discussed in this paper and such tests will be reported in the future.
The CRMs were capable of capturing the qualitative aspects of the daytime convective development, but there were significant differences among the models. As far as 3D CRMs are concerned, a horizontal grid length around 500 m seems sufficient to capture essential processes involved in convective development. Of course, very small clouds (smaller than 1 km as in the second hour of the benchmark simulation) cannot be captured with such a low spatial resolution and thus some delay in formation of first clouds is unavoidable. Whether this delay is important from the point of view of the surface energy budget requires further investigation (see later). Some 3D models appear to perform better than others even when the exact same spatial resolution is applied. This may be a function of particular subgrid-scale parametrizations applied, but may also depend on seemingly minor details of the modelling set-up (e.g. amplitude of the random noise applied throughout the simulation, cf. Petch (2005) ). Investigation of those aspects is beyond the scope of this preliminary study.
The above conclusions apply to the 2D CRMs to a lesser degree. Two-dimensional models simulate too rapid a transition from shallow to deep convection (e.g. the surface precipitation rate increases more rapidly than in benchmark) and a more rapid increase of the cloud cover after initial formation of clouds (compared to benchmark and to 3D simulations). Again, the impact of these deviations on the surface energy budget needs to be investigated in a follow-up study where several diurnal cycles are considered as in Betts and Jakob (2002b) and G2004. Such a new multi-day case using an interactive radiation transfer model and a simple land surface model is currently being developed by the lead author of this paper and the results will be presented in the future.
An important issue is the generality of the results discussed in this paper in terms of convective development over different geographical regions. For instance, G2004 and B2004 argue that the shallow convection phase played an important role in moistening the lower troposphere prior to the deep convection onset. This aspect, noticeable in Fig. 4 , is not expected to play a significant role in the LBA case because of the very humid initial sounding. Perhaps more important is the role of the surface flux partitioning between sensible-and latent-heat flux which, for instance, is different over the ARM site (cf. Brown et al. 2002; G2004) . Since the flux partitioning affects the rate of growth of the boundary layer, some modifications of the picture discussed in this paper are expected. However, the overall pattern is likely to be similar.
Finally, the analysis presented in this paper merely scratches the surface as far as the analysis of factors involved in the modelling of convective development over land is concerned. These will be discussed in upcoming papers by individual modellers involved in this initial study. the manuscript by Kay Sandoval and Penny Warfel (NCAR/MMM).
APPENDIX

Forcing data for model simulations
The initial sounding is given in Table A.1. Evolution of surface sensible F S and latent F L heat fluxes (W m −2 ) is given by:
where f (t) = max 0, cos π 2 5.25 − t 5.25 , with t being the model simulation time in hours (i.e. from 0 to 6 h). This formula gives vanishing surface fluxes at t = 0, and a maximum of 270/554 W m −2 of sensible/latent fluxes at t = 5.25 h of the simulation. The evolution of the temperature tendency due to radiative processes is shown in Fig. A.1 . The data come from CRM simulation of this case by S. Lang and W.-K. Tao using the interactive radiation transfer model. The data and additional comments are available at http://box.mmm.ucar.edu/gcss-wg4/gcss/case4.html. 
