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 要　　旨
 本論文では，2010 年頃にに Ni が提起した拡散ロジスティック方程式における最適化問題を考察する．こ提起した拡散ロジスティック方程式における最適化問題を考察する．こした拡散ロジスティック方程式における最適化問題を考察する．こ拡散ロジスティック方程式における最適棲息分布の研究ロジスティック工学専攻　博士前期課程方程式における最適棲息分布の研究における最適棲息分布の研究最適化問題を考察する．こ考察する．こする最適棲息分布の研究．こ
の問題は，「限られたエサをどのように配分すればより多くの個体を生存させられるか」という生物学にお限られたエサをどのように配分すればより多くの個体を生存させられるか」という生物学におられた拡散ロジスティック方程式における最適化問題を考察する．こエサをどのように配分すればより多くの個体を生存させられるか」という生物学におを考察する．こどのように配分すればより多くの個体を生存させられるか」という生物学にお多くの個体を生存させられるか」という生物学におくの個体を生存させられるか」という生物学におを考察する．こ生存させられるか」という生物学におさせられる最適棲息分布の研究か」という生物学にお
ける最適棲息分布の研究素朴な問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にな問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題に問いを考察する．こ数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にに定式における最適棲息分布の研究化した拡散ロジスティック方程式における最適化問題を考察する．こものである最適棲息分布の研究．具体を生存させられるか」という生物学にお的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にには，拡散ロジスティック方程式における最適棲息分布の研究ロジスティック工学専攻　博士前期課程方程式における最適棲息分布の研究の定常問題に
含まれるまれる最適棲息分布の研究 2 つのパラメータ，拡散ロジスティック方程式における最適棲息分布の研究係数 d と資源（エサ）函数エサをどのように配分すればより多くの個体を生存させられるか」という生物学にお）函数函数 m ( x )，を考察する．こ様々に変化させて，方程式の定常に変化させて，方程式における最適棲息分布の研究の定常
解と資源函数のと資源函数の L1 積分の比の上限を求めよという問題である．この問題における未解決部分に対して，の上限られたエサをどのように配分すればより多くの個体を生存させられるか」という生物学におを考察する．こ求めよという問題である．この問題における未解決部分に対して，めよという問題である最適棲息分布の研究．この問題における最適棲息分布の研究未解と資源函数の決部分に対して，して，
以下の二つの本質的な結果を得た．の二つの本質的な結果を得た．つの本質的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にな問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題に結果を得た．を考察する．こ得た．た拡散ロジスティック方程式における最適化問題を考察する．こ．
［第一の結果］の結果を得た．］Ni は本問題を考察する．こ提出したときに，した拡散ロジスティック方程式における最適化問題を考察する．こときに，1 次元区間においては積分の比の上限はにおいては積分の比の上限を求めよという問題である．この問題における未解決部分に対して，の上限られたエサをどのように配分すればより多くの個体を生存させられるか」という生物学におは 3 である最適棲息分布の研究という
予想を立て，その予想はを考察する．こ立て，その予想はて，その予想を立て，その予想はは Bai−He−Li ( 2016 )によって肯定的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にに解と資源函数の決された拡散ロジスティック方程式における最適化問題を考察する．こ．Bai らはその証明においにおい
て，3 へと至るる最適棲息分布の研究( d, m )の最大化列を具体的に与えているが，それに対応する解を考察する．こ具体を生存させられるか」という生物学にお的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にに与えているが，それに対応する解えている最適棲息分布の研究が提起した拡散ロジスティック方程式における最適化問題を考察する．こ，それに対して，応する解する最適棲息分布の研究解と資源函数の u ( x )の形状の解析をうの解と資源函数の析をうを考察する．こう
まく避けている．しかし，最も効率の良いエサの配分を行なったときに生存する生物の分布を調べることはけている最適棲息分布の研究．しかし，最も効率の良いエサの配分を行なったときに生存する生物の分布を調べることはの良いエサの配分を行なったときに生存する生物の分布を調べることはいエサをどのように配分すればより多くの個体を生存させられるか」という生物学におの配分を考察する．こ行なったときに生存する生物の分布を調べることはな問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にった拡散ロジスティック方程式における最適化問題を考察する．こときに生存させられるか」という生物学におする最適棲息分布の研究生物の分布の研究を考察する．こ調べることはべる最適棲息分布の研究ことは
現象を理解するには欠かせないため，著者はを考察する．こ理解と資源函数のする最適棲息分布の研究には欠かせないため，著者はかせな問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にいた拡散ロジスティック方程式における最適化問題を考察する．こめ，著者はは Bai らの与えているが，それに対応する解えた拡散ロジスティック方程式における最適化問題を考察する．こ最大化列を具体的に与えているが，それに対応する解( d, m )に対して，応する解する最適棲息分布の研究解と資源函数の u ( x )の
漸近形状の解析をうを考察する．こ詳しく解析したしく解と資源函数の析をうした拡散ロジスティック方程式における最適化問題を考察する．こ( Inoue, 投稿中)．
［第二つの本質的な結果を得た．の結果を得た．］ 以上の Bai らと著者はの結果を得た．により多くの個体を生存させられるか」という生物学にお，Ni による最適棲息分布の研究最適化問題は 1 次元区間においては積分の比の上限はにおいては解と資源函数の決し
た拡散ロジスティック方程式における最適化問題を考察する．こ．従って，って，2 次元以上の領域において本問題を考察することが次の課題となる．特に生物モデルとの関において本問題を考察する．こ考察する．こする最適棲息分布の研究ことが提起した拡散ロジスティック方程式における最適化問題を考察する．こ次の課題とな問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にる最適棲息分布の研究．特に生物モデルとの関に生物モデルとの関との関
連から，空間から，空間においては積分の比の上限は 2 次元において考察する．こする最適棲息分布の研究ことは重要である最適棲息分布の研究．著者はは単位球領域において本問題を考察することが次の課題となる．特に生物モデルとの関において本問題を考察する．こ考察する．こし，2
以上の全ての次元ての次元 n に対して，して積分の比の上限を求めよという問題である．この問題における未解決部分に対して，の上限られたエサをどのように配分すればより多くの個体を生存させられるか」という生物学におは無限られたエサをどのように配分すればより多くの個体を生存させられるか」という生物学にお大である最適棲息分布の研究ことを考察する．こ証明においした拡散ロジスティック方程式における最適化問題を考察する．こ( Inoue−Kuto, 投稿中)．
この結果を得た．で，1 次元と 2 次元以上とでは本質的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にに状の解析をう況が異なることが分かる．さらに比を無限大とするよが提起した拡散ロジスティック方程式における最適化問題を考察する．こ異なることが分かる．さらに比を無限大とするよな問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にる最適棲息分布の研究ことが提起した拡散ロジスティック方程式における最適化問題を考察する．こ分かる最適棲息分布の研究．さらに比の上限を求めよという問題である．この問題における未解決部分に対して，を考察する．こ無限られたエサをどのように配分すればより多くの個体を生存させられるか」という生物学にお大とする最適棲息分布の研究よ
うな問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題に最大化列を具体的に与えているが，それに対応する解についての詳しく解析したしい解と資源函数の析をうを考察する．こ行なったときに生存する生物の分布を調べることはい，次元による最適棲息分布の研究解と資源函数の形状の解析をうの違いを明確にした．特に生物モデルとのいを考察する．こ明におい確にした．特に生物モデルとのにした拡散ロジスティック方程式における最適化問題を考察する．こ．特に生物モデルとの関に生物モデルとの関との
対して，応する解で重要な問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題に 2 次元の円盤領域において本問題を考察することが次の課題となる．特に生物モデルとの関においては，拡散ロジスティック方程式における最適棲息分布の研究係数 d を考察する．こ制御することなく，エサの分布する最適棲息分布の研究ことな問いを数学的に定式化したものである．具体的には，拡散ロジスティック方程式の定常問題にく，エサをどのように配分すればより多くの個体を生存させられるか」という生物学におの分布の研究 m ( x )のみを考察する．こ
上手く制御することで積分の比を非有界にできることが分かった．く制御することなく，エサの分布する最適棲息分布の研究ことで積分の比の上限を求めよという問題である．この問題における未解決部分に対して，を考察する．こ非有界にできることが分かった．にできる最適棲息分布の研究ことが提起した拡散ロジスティック方程式における最適化問題を考察する．こ分かった拡散ロジスティック方程式における最適化問題を考察する．こ．
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1 導入
拡散ロジスティック方程式
Ut = d∆U + U(m(x)− U) in Ω× (0,∞),
∂νU = 0 on ∂Ω× (0,∞),
U(x, 0) = U0(x) ≥ 0 on Ω× {t = 0}
(1.1)
について考える．ここで，Ωは Rn の有界領域で滑らかな境界 ∂Ωをもつとする．未知函数 U(x, t) > 0は位
置 x ∈ Ω，時刻 t > 0における生物個体数を表しており，また既知函数m(x) ≥ 0は資源函数と呼ばれ，Ωに
おけるエサの分布を表していると解釈する．境界条件 ∂νU = 0 は反射壁条件（または斉次 Neumann 条件）
と呼ばれ，生物がある囲われた領域 Ωで棲息している様子を表している．
本論文では特に，拡散ロジスティック方程式の定常問題，すなわち時間が十分に経過したときの生物分布に
注目する．方程式は次のようになる：{
d∆u+ u(m(x)− u) = 0, u > 0 in Ω,
∂νu = 0 on ∂Ω.
(1.2)
境界条件は再び反射壁条件で，未知函数 u(x)は空間変数 x ∈ Ωのみの函数である．また拡散係数 dは正のパ
ラメータで，既知函数m(x)は
L∞+ (Ω) := { f ∈ L∞(Ω) | f ≥ 0 a.e. in Ω, ∥f∥L∞(Ω) > 0 }
に属するとする．(1.2)の解の存在については次の結果がよく知られている：
命題 1 ([3]). 各 d > 0と各m ∈ L∞+ (Ω)に対して，定常問題 (1.2)の解 ud,m ∈ W 2,p(Ω) (p ≥ 1)が一意に存
在する．さらに，ud,m(x)は対応する放物型発展方程式 (1.1)の大域漸近安定解である．
命題 1によって，(1.2)の解 ud,m(x)を時間が十分に経過した後の生物分布であると解釈してよいことが保
証される．従って，定常解 ud,m(x)が dとm(x)にどのように依存するかを調べることが，生物の定常分布を
理解する上で重要となる．ここで改めて，生物モデルとしての ud,m(x)とm(x)の解釈を述べる：
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1. (1.2)の解 ud,m(x)：領域 Ωにおける生物の定常分布．
2. m(x) ∈ L∞+ (Ω)：領域 Ωにおける生物のエサの分布．
上のように解釈すれば，ud,m(x)とm(x)の L1 ノルムはそれぞれ次のように捉えられる：
1. ∥ud,m∥L1(Ω) =
∫
Ω
ud,m：領域 Ωにおける生物の（定常的な）総個体数．
2. ∥m∥L1(Ω) =
∫
Ω
m：領域 Ωにおけるエサの総量．
d と m(x) が定常解 ud,m(x) に及ぼす効果を調べるにあたって，[13] による次の計算がその足掛かりとな
る：方程式 (1.2)の両辺を u(x)で割って，Ωにおいて積分すると
d
∫
Ω
∆u
u
= ∥u∥L1(Ω) − ∥m∥L1(Ω)
となるので，この左辺に部分積分を施し，反射壁条件を用いれば
0 ≤ d
∫
Ω
(
|∇u|
u
)2
= ∥u∥L1(Ω) − ∥m∥L1(Ω) (1.3)
を得る．よって，任意の (d,m) ∈ (0,∞)× L∞+ (Ω)に対して
∥ud,m∥L1(Ω)
∥m∥L1(Ω)
≥ 1 (1.4)
が成り立つ．特に m(x)が定数 m0 のときには解も ud,m(x) ≡ m0 となり，(1.4)の等号が成立する．すなわ
ち，「限られたエサの下でどのようにエサを配分すればより多くの個体を生存させられるか」という問いを考
えたときに，エサを一様に（平等に）配るよりも，エサを空間に対して非一様に（不平等に）配った方がより
多くの個体を生存させられることを (1.4)は示唆している．この観点から Niは次のような最適化問題を提出
した：
問題 ( [2, Abstract] ). 定常問題 (1.2)に関して，d > 0とm ∈ L∞+ (Ω)を様々に変化させたときに
∥ud,m∥L1(Ω)
∥m∥L1(Ω)
(1.5)
の上限を求めよ．
この問題に関連して，dかm(x)の一方を固定してもう一方のみを変化させる問題が考えられるが，これら
についてはいくつかの先行研究があり，m(x)を固定して dのみを変化させるものとしては [11]，[12]と [13]
が，dを固定して m(x)のみを変化させるものとしては [4]，[14]と [15]がある．本論文では dも m(x)もど
ちらも変化させて (1.5)の上限を考察する．このことを生物モデルの観点からみると，拡散係数 dも資源函数
m(x)もどちらも制御できるような理想的な状況を想定しているといえる．
さて Niは本問題を提起したときに，1次元区間 Ω = (0, 1)においては (1.5)の上限は 3だという予想を立
てた．そしてその予想は正しいことが Bai，Heと Liによって証明された：
定理 1 ([2]). 定常問題 (1.2)を 1次元区間 Ω = (0, 1)上で考える．このとき (1.2)の解 ud,m に関して
sup
d>0, m∈L∞+ (0,1)
∥ud,m∥L1(0,1)
∥m∥L1(0,1)
= 3. (1.6)
が成り立つ．但し，(1.6)の等号を達成する組 (d,m)は存在しない．
3
[2]では定理 1の証明において，まず L1 ノルムの比 (1.5)が 3未満であることを示し，その後，上限 3を達
成するような拡散係数 dと資源函数 m(x)の列を構成している．その最大化列 (d,m)は次で与えられる：十
分小さな ε > 0に対して
d = dε :=
√
ε, m(x) = mε(x) :=
{
1/ε (0 ≤ x ≤ ε),
0 (ε < x ≤ 1).
(1.7)
このとき，組 (dε,mε)に対応する解 uε(x) = udε,mε(x)が L
1 ノルムの比 (1.5)を上限値 3へと近づける最大
化列である．すなわち，
∥uε∥L1(0,1)
∥mε∥L1(0,1)
= ∥uε∥L1(0,1) ↗ 3 (ε → 0)
が成り立つ．
ところで，[2]による定理 1の証明はエネルギー法による巧妙な積分評価に基づいており，(dε,mε)に対応
する解 uε(x)の形状を詳細に調べることなく結果を得ている．L1 ノルムの比を大きくする (dε,mε)を具体的
に与えその上限 3を得ることは重要であるが，その最大化列 (dε,mε)に対応する解（生物分布）uε(x)の漸近
挙動を調べることも同様に重要である．そこで本論文の前半部（第 2 節）では，上限 3 を達成するような解
uε(x)の（特に ε → 0における）形状について解析した結果を紹介する：
定理 2 (主結果，[8]). 任意の小さな ε > 0に対して，dε と mε(x)を (1.7)によって定める．このとき (1.2)
の解 uε(x)は xについての単調減少函数であって，以下が成り立つ：
1. 任意の a, b, c ∈ (0, 1)（ただし ε < a < b < c）に対して，
uε(c) <
6
√
ε
(b− a)2(c− b)
(1.8)
が成り立つ．
2. 領域 (0,1)の左端 0 ≤ x ≤ εでは
lim
ε→0
√
εuε(x) =
3
2
(1.9)
が成り立つ．
3. 右端 x = 1では
lim
ε→0
uε(1)√
ε
= 2
√
3K
(√
2−
√
3
4
)
(1.10)
が成り立つ．但しここで，K(k) :=
∫ 1
0
dz/
√
(1− z2)(1− k2z2) (0 ≤ k < 1)は第 1種完全楕円積分
を表す．
証明は，解 uε(x)の具体的な表示式を得ることによる．
解の各点での評価 (1.8)によって，uε(x)は ε → 0のとき (0, 1]において 0に広義一様収束することが分か
る．特に x = 1においては，(1.10)によって uε(1) = O(
√
ε)の具体的な定数が楕円積分によって表現される．
そして，広義一様収束性と ∥uε∥L1(0,1) → 3により，解 uε(x)は区間 [0, ε]において発散しなければならない
ことが分かる．さらに，(1.9)ではその発散の主要項が (3/2)/
√
εと厳密な形で与えられる．ここで注目すべ
きは，資源函数mε(x)の最大値は 1/εであるのに対して，解 uε(x)の最大値はそれよりも小さい O(1/
√
ε)で
あるということである．これによりただちに次の系 1を得る：
4
系 1 ([8]). 定理 2と同じ仮定の下で，次が成り立つ：
lim
ε→0
∫ ε
0
uε(x) dx = 0, lim
ε→0
∫ 1
ε
uε(x) dx = 3.
エサを高さ 1/εに集中させて与えた区間 [0, ε]においては，生物の総個体数は ∥uε∥L1(0,ε) → 0となり，一
方で，エサを与えていない区間 [ε, 1]において ∥uε∥L1(ε,1) → 3となっている．すなわち，解 uε(x)の詳しい
解析を行ったことで，「最適値 3を達成するような最も効率の良い資源配分を考えたとき，生物が生き残るの
はエサを局在化させて与えた領域ではなく，その周囲のごく近い領域である」ことが分かった．
Bai，Heと Liの結果（定理 1）と，著者の結果（定理 2）によって，Niによる最適化問題は 1次元におい
ては上限 3であるということとその上限にいたる解 uε(x)の詳しい形状が分かり，問題が解決された．しかし
数学的に残った課題の一つとして，空間 2次元以上において上限はいくつかという問題がある．生物学のモデ
ルとして考えても，生物は 1次元の直線よりもむしろ 2次元の平面に棲息していると考えるのが自然である．
例えば [10]においては，「任意の (d,m) ∈ (0,∞)× L∞+ (Ω)に対して
∥ud,m∥L1(Ω) ≤ C(n)∥m∥L1(Ω) (1.11)
が成り立つような，空間の次元 n ≥ 2にのみ依存した定数 C(n)を求めよ」という問題が未解決であるとして
紹介されている．
本論文の後半部（第 3節）では，(1.11)が成り立つような定数 C(n)は存在しないことを証明する．すなわ
ち，Niによる最適化問題に対する回答で言うと上限は +∞ということである．それでは以下，本問題を 2次
元以上の単位球領域で考察した結果を紹介する：記号として，原点を中心とする半径 ρの n次元球を
Bnρ := {x ∈ Rn | |x| < ρ }
と書くことにする．
定理 3 (主結果，[9]). 空間次元は n ≥ 2とし，領域は Ω = Bn1 とする．このとき (1.2)の解 ud,m(x)に関して
sup
d>0, m∈L∞+ (Bn1 )
∥ud,m∥L1(Bn1 )
∥m∥L1(Bn1 )
= +∞
が成り立つ．
第 3節中にある定理 4でより詳細な結果を述べる．証明は，L1 ノルムの比 (1.5)を ε → 0で発散させるよ
うな (dε,mε)を具体的に与えることによる．
定理 3の結果より，空間の次元が 1次元の場合と 2次元以上の場合とでは本質的に状況が異なることが分か
る．詳しくは証明において述べるが，1次元においては (1.5)の最大化列は dε =
√
εで与えられたが，2次元
以上では dε = O(1/εn−2)で与えられる．さらに資源函数mε(x)も，1次元では区間の端にエサを集中させた
が，2次元以上では半径 εの球 Bnε に高さ 1/ε
n でエサを集中させる．つまり領域の中心にエサを集中させる
ことで L1 ノルムの比 (1.5)を大きくする．また，解 uε(x)の最大値（原点において達成する）は O(1/εn)で
あり，これは資源函数の最大値 1/εn と同じオーダーである．（1次元においては解の最大値と資源函数の最大
値は異なるオーダーだった．）このような事情も，1次元の場合と，2次元以上の場合とで異なる．特に n = 2
次元においては拡散係数 dを動かすことなくm(x)のみを制御することで (1.5)を発散させられることが分か
る．この事実は生物モデルとの対応を鑑みたときに，もし拡散係数が制御できなかった（生物種固有であっ
5
た）としても，エサの与え方 m(x)のみを制御することで，総個体数 ∥ud,m∥L1(B21) を発散させられるという
ことを示唆している．
定理 3によって，未解決であった 2次元以上における Niの最適化問題を（単位球領域においてではあるが）
すべての空間次元 nにおいてまとめて解決することができた．
本論文の構成は以下の通りである：
第 1節 本節．
第 2節 1次元区間における主結果（定理 2）の証明．
第 3節 2次元以上の球領域における主結果（定理 3，定理 4）の証明．
第 4節 まとめと謝辞．
第 5節 付録（第 3節の証明で用いた楕円型方程式の性質集）．
2 1次元区間における結果とその証明
この節では，1次元区間 Ω = (0, 1)における主結果である定理 2を証明する．
定理 2 (主結果 (再掲)，[8]). 任意の小さな ε > 0に対して，dε とmε(x)を (1.7)によって定める．このとき
(1.2)の解 uε(x)は xについての単調減少函数であって，以下が成り立つ：
1. 任意の a, b, c ∈ (0, 1)（ただし ε < a < b < c）に対して，
uε(c) <
6
√
ε
(b− a)2(c− b)
(1.8)
が成り立つ．
2. 領域 (0,1)の左端 0 ≤ x ≤ εでは
lim
ε→0
√
εuε(x) =
3
2
(1.9)
が成り立つ．
3. 右端 x = 1では
lim
ε→0
uε(1)√
ε
= 2
√
3K
(√
2−
√
3
4
)
(1.10)
が成り立つ．但しここで，K(k) :=
∫ 1
0
dz/
√
(1− z2)(1− k2z2) (0 ≤ k < 1)は第 1種完全楕円積分
を表す．
(1.8)，(1.10)とその他いくつかの性質については卒業研究時に得られた結果であるため，それらの証明は概
略のみ付する．
定理 2の証明. (1.7)で与えられたmε(x)の形に注目して，方程式 (1.2)をふたつに分ける：{√
εv′′ + v(1/ε− v) = 0 in (0, ε),
v′(0) = 0,
(2.1){√
εw′′ − w2 = 0 in (ε, 1),
w′(1) = 0.
(2.2)
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さらに，x = εにおける接合条件として次を課す：
v(ε) = w(ε), v′(ε) = w′(ε). (2.3)
(2.1)と (2.2)の解をそれぞれ vε(x), wε(x)と書くことにする．もし vε(x), wε(x)が (2.1)，(2.2)と (2.3)の解
ならば
uε(x) :=
{
vε(x) (0 ≤ x ≤ ε),
wε(x) (ε < x ≤ 1)
によって定まる uε(x)は (1.2)の解である．逆にもし uε(x)が (1.2)の解ならば
vε(x) := uε(x) (0 ≤ x ≤ ε), wε(x) := uε(x) (ε ≤ x ≤ 1)
によって定義される vε(x), wε(x)は (2.1)，(2.2)と (2.3)の解である．従って，元の方程式 (1.2)を解析する
代わりに，以下では (2.1)と (2.2)を解析する．
まず (2.1)の両辺に v′ を掛けて [0, x]において積分すると
(v′(x))
2
=
2
3
√
ε
v(x)3 − 1
ε
√
ε
v(x)2 − 2
3
√
ε
v(0)3 +
1
ε
√
ε
v(0)2 (0 ≤ x ≤ ε) (2.4)
を得る．一方，(2.2)の両辺に w′ を掛けて [x, 1]で積分すれば
(w′(x))
2
=
2
3
√
ε
w(x)3 − 2
3
√
ε
w(1)3 (ε ≤ x ≤ 1) (2.5)
を得る．ここで (2.1)と (2.2)は自励系の微分方程式であるから，(2.4)と (2.5)を用いて相平面解析を行うこ
とで，解 uε(x)の xに関する単調減少性や，uε(x)の最大値 uε(0)は 1/εを超えないことが分かる：
0 < εuε(x) < 1 (0 ≤ x ≤ 1).
そこで解 uε(x)の単調減少性に注意すれば，求積法により以下を得る：
x = −
∫ vε(x)
vε(0)
dv√
fε(v)
(0 ≤ x ≤ ε) (2.6)
where fε(v) =
2
3
√
ε
v3 − 1
ε
√
ε
v2 − 2
3
√
ε
vε(0)
3 +
1
ε
√
ε
vε(0)
2,
1− x = −
∫ wε(1)
wε(x)
dw√
gε(w)
(ε ≤ x ≤ 1) (2.7)
where gε(w) =
2
3
√
ε
w3 − 2
3
√
ε
wε(1)
3.
ところで，(2.4)と (2.5)において x = εを代入し，接合条件 (2.3)を用いれば
u(ε)2 +
2
3
εu(0)3 − u(0)2 − 2
3
εu(1)3 = 0 (2.8)
が成り立つ．
まずは (1.8)を証明する．εを十分小さくとるから 0 < ε < a < b < c < 1より，方程式 (2.2)について考察
すれば良い．(2.2)の両辺を区間 [b, c]で積分すると，
−
√
εw′(b) ≥
√
ε(w′(c)− w′(b)) =
√
ε
∫ c
b
w′′ =
∫ c
b
w2 ≥ (c− b)w(c)2
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を得る．但しここで，w(x)は xについて単調減少（w′ ≤ 0）であることを用いた．整理して
w(c)2 ≤ −
√
εw′(b)
c− b
(2.9)
となる．一方，w′′ = w2/
√
ε ≥ 0より w(x)は xについて下に凸な函数であるから，
3 ≥
∫ b
a
w ≥ −
∫ b
a
(w(b)− w(x)) dx ≥ −
∫ b
a
w′(b)(b− x) dx = −w
′(b)
2
(b− a)2.
よって
−w′(b) ≤ 6
(b− a)2
(2.10)
が成り立つ．従って，(2.9)と (2.10)を合わせれば (1.8)を得る．
では次に (1.10) の証明を行う．まず，∥uε∥L1(0,1) → 3 (ε → 0) と解 uε(x) の単調減少性そして (1.8) に
よって，解の最大値 uε(0)については
lim
ε→0
uε(0) = +∞
が分かる．次に (2.1)を最大値 vε(0) = uε(0)で割ってスケーリングして考察することで
lim
ε→0
uε(0)
uε(ε)
= 1
を得る．実際，(2.1)において V (y) := v(εy)/vε(0) (0 ≤ y ≤ 1)としたときの V (y)の満たすべき微分方程式
を考えれば良い．従って特に，
lim
ε→0
uε(ε) = +∞
である．さて，(2.7)に x = εを代入すれば
1− ε = −
∫ wε(1)
wε(ε)
dw√
gε(w)
となるが，この右辺の積分に対して，変数変換
w = wε(1)
(
√
3 + 1)− (
√
3− 1)y
1 + y
を施すと，
1− ε =
√
2
√
3ε
wε(1)
∫ 1
(
√
3+1)wε(1)−wε(ε)
(
√
3−1)wε(1)+wε(ε)
dy√
(1− y2)((2 +
√
3) + (2−
√
3)y2)
を得る．上で行った変数変換は，楕円積分論でよく知られている標準形への変換である．整理して√
wε(1)
2
√
3ε
− ε 34
√
wε(1)
2
√
3
=
∫ 1
(
√
3+1)wε(1)−wε(ε)
(
√
3−1)wε(1)+wε(ε)
dy√
(1− y2)((2 +
√
3) + (2−
√
3)y2)
とする．ここで，ε → 0のときに wε(ε) = uε(ε) → +∞, wε(1) → 0であることを思い出せば，上式の両辺に
ε → 0を施して
lim
ε→0
√
wε(1)
2
√
3ε
=
∫ 1
−1
dy√
(1− y2)((2 +
√
3) + (2−
√
3)y2)
= 2
∫ 1
0
dy√
(1− y2)((2 +
√
3) + (2−
√
3)y2)
.
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を得る．さらに，最右辺の積分に対して変数変換 z =
√
1− y2 を行えば
lim
ε→0
√
wε(1)
2
√
3ε
= 2
∫ 1
0
dz√
(1− z2)(4− (2−
√
3)z2)
= K
(√
2−
√
3
4
)
が成り立つ．以上より (1.10)が示された．
最後に (1.9) を示す．準備として，接合条件により得られた等式 (2.8) を次のふたつの形に同値変形して
おく：
(εu(ε))2 +
2
3
(εu(0))3 − (εu(0))2 − 2
3
(εu(1))3 = 0, (2.11)
1−
(
u(ε)
u(0)
)2
=
2
3
εu(0)− 2
3
εu(1)3
u(0)2
. (2.12)
これらの等式 (2.11)，(2.12) も接合条件と呼ぶことにする．(2.1) に対して先ほどとは異なるスケーリング
V (y) := εv(εy) (0 ≤ y ≤ 1)を行い，V (y)の満たす微分方程式を調べることで，
lim sup
ε→0
εvε(0) = lim sup
ε→0
εvε(ε) = ∃ξ ∈ [0, 1]
なることが分かる．この ξ が 0 であるか否かは，解 uε(x) の最大値の情報を知る上で重要である．こ
れを求めるときに接合条件 (2.11) が効いてくる．実際，(2.11) の両辺に lim supε→0 を作用させれば，
ξ2 + 2ξ3/3− ξ2 − 0 = 0となり ξ = 0を得る．よって
lim
ε→0
εuε(0) = lim
ε→0
εuε(ε) = 0
が示された．これにより解 uε(x)の最大値は資源函数の最大値 1/εよりも（ε → 0でのオーダーが異なると
いう意味で）相当に小さいということが分かる．ここまでが卒業研究の結果である．では具体的にその最大値
が（εに関して）どのくらいの大きさなのかを求めるために，方程式 (2.1)の詳細な解析を行う．fε(v) = 0の
根は
vε(0), v
±
ε :=
1
2
(
3
2ε
− vε(0)±
√(
3
2ε
+ 3vε(0)
)(
3
2ε
− vε(0)
))
である．これらの性質を調べると，
v−ε < 0 < vε(0) < v
+
ε
であり，かつ
lim
ε→0
ε(v+ε − v−ε ) =
3
2
, lim
ε→0
vε(0)− v−ε
v+ε − v−ε
= 0, lim
ε→0
v−ε
vε(0)
= −1
が成り立つことが分かる．ここまでを準備として，(2.6)に x = εを代入する：
ε = −
∫ vε(ε)
vε(0)
dv√
fε(v)
.
ここで楕円積分論における標準形への変数変換
v = v−ε + (vε(0)− v−ε )z2
を行って整理すると√
ε(v+ε − v−ε )
6
=
1
ε1/4
∫ 1√
vε(ε)−v
−
ε
vε(0)−v
−
ε
((
1− z2
)(
1− vε(0)− v
−
ε
v+ε − v−ε
z2
))−1/2
dz
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となる．この両辺に ε → 0を施せば，今まで調べた性質により
1
2
= lim
ε→0
(
1
ε1/4
arccos
√
vε(ε)− v−ε
vε(0)− v−ε
)
が成り立つ．さらに右辺の arccosを計算すれば
arccos
√
vε(ε)− v−ε
vε(0)− v−ε
=
1
2
arccos
(
2 · vε(ε)− v
−
ε
vε(0)− v−ε
− 1
)
=
1
2
arccos
2vε(ε)− v−ε − vε(0)
vε(0)− v−ε
となるので，整理して
1 = lim
ε→0
(
1
ε1/4
arccos
2vε(ε)− v−ε − vε(0)
vε(0)− v−ε
)
を得る．よって
1 = lim
ε→0
(
1
sin
(
ε1/4
) · sin(arccos 2vε(ε)− v−ε vε(0)
vε(0)− v−ε
))
も成り立つ．この右辺の sin arccosを計算すると
sin
(
arccos
2vε(ε)− v−ε − vε(0)
vε(0)− v−ε
)
=
√
1−
(2vε(ε)− v−ε − vε(0)
vε(0)− v−ε
)2
=
2
1− v
−
ε
vε(0)
√(
vε(ε)
vε(0)
− v
−
ε
vε(0)
)(
1− vε(ε)
vε(0)
)
であるから，再び ε → 0の極限について得られている結果を用いれば
1 = lim
ε→0
1
sin
(
ε1/4
)√2(1− vε(ε)
vε(0)
)
を得る．整理して
lim
ε→0
sin2
(
ε1/4
)
1−
(
vε(ε)
vε(0)
)2 = 1 (2.13)
となる．ここで今度は接合条件を (2.12)の形で用いる．(2.12)を (2.13)に代入すれば
lim
ε→0
sin2
(
ε1/4
)
εvε(0)
=
2
3
となるが，ここで
sin2
(
ε1/4
)
=
√
ε− 1
3
ε+ o
(
ε5/4
)
(ε → 0)
に注意すれば
lim
ε→0
√
εvε(0) =
3
2
を得る．さらに，ε → 0のときに uε(0)/uε(ε) → 1であったことを思い出せば，
lim
ε→0
√
εvε(ε) =
3
2
も成り立つ．従って解 uε(x)の xに関する単調性より，確かに (1.9)が成り立つ．この結果によって，資源函
数の最大値 1/εに対して解 uε(x)の最大値 O(1/
√
ε)は小さいことが分かる．
以上で，1次元区間 Ω = (0, 1)における主結果（定理 2）が証明された．
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3 高次元単位球における結果とその証明
この節では空間の次元を 2以上とし（n ≥ 2），領域を単位球 Ω = Bn1 としたときの結果である定理 3の証
明を行う．
定理 3 (主結果 (再掲)，[9]). 空間次元は n ≥ 2とし，領域は Ω = Bn1 とする．このとき (1.2)の解 ud,m(x)
に関して
sup
d>0, m∈L∞+ (Bn1 )
∥ud,m∥L1(Bn1 )
∥m∥L1(Bn1 )
= +∞
が成り立つ．
任意の ε ∈ (0, 1)に対して，資源函数を次で与える：
m(x) = mε(x) :=
{
1/εn (x ∈ Bnε ),
0 (x ∈ Bn1 \Bnε ).
(3.1)
L1 ノルムの比 (1.5) を大きくする資源函数 mε(x) の与え方は，1 次元では領域の境界にエサを集中させ
ていたが（(1.7) 参照），一方で 2 次元以上では球領域の中心にエサを集中させる（(3.1) 参照）．このとき
∥mε∥L1(Bn1 ) = |B
n
1 |である．但しここで，|Bn1 |は Bn1 の n次元体積を表す．
本節の主目標は，次の定理 4を示すことにある：
定理 4 (主結果，[9]). 空間次元は n ≥ 2とし，領域は Ω = Bn1 とする． このとき，nにのみ依存するある正
定数 c1 と c2 が存在して，任意の ε ∈ (0, 1)に対して{ c1
εn−2
∆u+ u(mε(x)− u) = 0 in Bn1 ,
∂νu = 0 on ∂B
n
1 .
(3.2)
の解 uε(x)は次を満たす：
∥uε∥L1(Bn1 )
∥mε∥L1(Bn1 )
≥ c2
(
1− 1
e
+
n
e
| log ε|
)
. (3.3)
但しここで，eは自然対数の底である．
もしこの定理 4が証明されれば，(3.3)より
lim
ε→0
∥uε∥L1(Bn1 )
∥mε∥L1(Bn1 )
= +∞
が成り立つので，直ちに定理 3が従う．
定理 4の証明. まず命題 1によって，
d = dε :=
c1
εn−2
(3.4)
と，(3.1)で定義されたmε(x)に対して (3.2)の正値解 uε(x)がただ一つ存在する．但しここで，c1 は nにの
み依存する正定数で後で定めるとする．そして弱解に対する単調法により（[5, Chapter 4]），もし
0 < uε ≤ uε in Bn1 , (3.5)
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を満たすような (3.2)の劣解 uε(x)と優解 uε(x)を構成することができれば，
uε ≤ uε ≤ uε in Bn1
が成り立つ（劣解や優解の定義と単調法については，[5]や本論文の付録を参照）．では劣解と優解の候補とな
る函数 uε(x), uε(x)を次で与える：まず uε(x)は
uε(x) :=

c2
εn
e−|x|
n/εn (x ∈ Bnε ),
c2
e|x|n
(x ∈ Bn1 \Bnε )
(3.6)
で定義し，uε(x)は
uε(x) :=
1
εn
(x ∈ Bn1 ) (3.7)
と定義する．但しここで，c2 は nにのみ依存する正定数で，後で定めるとする．uε(x)は定数函数で，uε(x)
は { |x| = ε }を除いては C2 級，Bn1 全体では C1 級の函数である．
我々の次の目標は，以下の 3条件が成り立つような正定数 (c1, c2)の範囲を求めることである：
(a) uε(x)は (3.2)の優解である．
(b) uε(x)は (3.2)の劣解である．
(c) 大小関係 (0 < ) uε ≤ uε in Bn1 が成り立つ．
(a)：まず uε(x) ≡ 1/εn は定数函数であるから，(3.1)で定義された資源函数mε(x)の形に注意すれば，す
ぐに
dε∆uε + uε(mε(x)− uε) =
{
0 (x ∈ Bnε ),
−uε2 < 0 (x ∈ Bn1 \Bnε )
が成り立つことが分かる．境界においては ∂νuε = 0 on ∂Bn1 が成り立つ．よって uε は (3.2)の優解である．
条件 (a)が成立するために，(c1, c2)に対する制約は必要ない．
(b)：今 uε(x)は C2(Bn1 \ { |x| = ε }) ∩ C1(Bn1 )に属しているから，uε(x)が
dε∆uε + uε(mε − uε) ≥ 0 in Bn1 \ { |x| = ε } (3.8)
と
∂νuε ≤ 0 on ∂Bn1 . (3.9)
を満たせば，uε(x) は (3.2) の劣解である．境界条件 (3.9) については，uε(x) の定義式 (3.6) を見れば
∂νuε < 0 on ∂B
n
1 が成立していることが分かる．よって次は (3.8) が成り立つような (c1, c2) の範囲を求め
る．uε(x)は原点対称，すなわち r = |x|についての函数であることに注意すれば，(3.8)は次と同値である：dε
(
U ′′ε +
n− 1
r
U ′ε
)
+ Uε(m̃ε(r)− Uε) ≥ 0 (0 < r < 1, r ̸= ε),
U ′ε(0) = 0.
(3.10)
但しここで，Uε(r) := uε(x) (r = |x| ∈ [0, 1])とし，m̃ε(r) := mε(x) (r = |x| ∈ [0, 1])としている．また記
号 ′ は r についての微分を表すものとする．(3.6)を r の式に書き換えれば，
Uε(r) =

c2
εn
e−r
n/εn (0 ≤ r ≤ ε),
c2
ern
(ε < r ≤ 1),
m̃ε(r) =
{
1/εn (0 ≤ r ≤ ε),
0 (ε < r ≤ 1),
(3.11)
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である．Uε(r)の導関数を求めておくと，
U ′ε(r) =
−
nc2r
n−1
ε2n
e−r
n/εn (0 ≤ r ≤ ε),
− nc2
ern+1
(ε < r ≤ 1)
と
U ′′ε (r) =

(
n2c2r
2n−2
ε3n
− n(n− 1)c2r
n−2
ε2n
)
e−r
n/εn (0 ≤ r ≤ ε),
n(n+ 1)c2
ern+2
(ε < r ≤ 1).
である．よって Uε ∈ C2([0, ε) ∪ (ε, 1]) ∩ C1([0, 1])であり，2次元以上であること（n ≥ 2）が U ′ε(0) = 0を
保証している．Uε(x)の定義において形式的に n = 1としてみると U ′ε(0) < 0となり，これは劣解にならな
い．このことからも，1次元と 2次元以上とでは状況が異なることが理解される．さて任意の r ∈ (0, ε)に対
しては
c1
εn−2
(
U ′′ε +
n− 1
r
U ′ε
)
+ Uε
(
1
εn
− Uε
)
= e−r
n/εn
(
c1c2n
2
ε4n−2
r2n−2 − 2c1c2n(n− 1)
ε3n−2
rn−2 +
c2
ε2n
− c
2
2
ε2n
e−r
n/εn
)
.
と計算できる．右辺の括弧内を下から評価すれば，0 < r < εにおいて
c1c2n
2
ε4n−2
r2n−2 − 2c1c2n(n− 1)
ε3n−2
rn−2 +
c2
ε2n
− c
2
2
ε2n
e−r
n/εn
> −2c1c2n(n− 1)
ε2n
+
c2
ε2n
− c
2
2
ε2n
=
c2
ε2n
(1− 2c1n(n− 1)− c2)
となる．ゆえに，もし c1 と c2 が 1− 2c1n(n− 1)− c2 ≥ 0を満たせば，(3.10)が任意の r ∈ (0, ε)に対して
成り立つ．一方で任意の r ∈ (ε, 1)に対しては
c1
εn−2
(
U ′′ε +
n− 1
r
U ′ε
)
− U2ε =
c2
ern+2
(
2c1n
εn−2
− c2
ern−2
)
と
2c1n
εn−2
− c2
ern−2
≥ 1
εn−2
(
2c1n−
c2
e
)
が成り立つ．よって，もし 2c1n − c2/e ≥ 0 ならば，任意の r ∈ (ε, 1) に対して (3.10) が成り立つ．以上よ
り，もし (c1, c2)が
1− 2c1n(n− 1)− c2 ≥ 0, 2c1n−
c2
e
≥ 0 (3.12)
を満たすならば (3.10)が成り立つ．そこで今，
T := { (c1, c2) ∈ R2>0 | (c1, c2)は (3.12)を満たす．}
とおくと，T は
(c1, c2) = (0, 0),
(
1
2n(e+ n− 1) ,
e
e+ n− 1
)
,
(
1
2n(n− 1) , 0
)
.
を 3頂点とする三角形である．すなわち，(c1, c2) ∈ T ならば，uε(x)は (3.2)の劣解である．
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(c)：大小関係 0 < uε ≤ uε in Bn1 が成立するのは 0 < c2 ≤ 1のとき，またその時に限るが，c2 ≤ 1という
条件は，(b)で得た (3.12)に含まれている．
以上，(a)，(b)と (c)における考察により，(c1, c2) ∈ T ならば，(3.6)で定義された uε(x)と (3.7)で定義
された uε(x) はそれぞれ (3.2) の劣解，優解となって，かつ，大小関係 (3.5) を満たす．ゆえに単調法より，
(3.2)の解 uε(x)は uε ≤ uε ≤ uε in Bn1 の範囲に存在する．さて今，
∥uε∥L1(Bn1 ) = An
∫ 1
0
Uε(r)r
n−1 dr
= c2An
(∫ ε
0
rn−1
εn
e−r
n/εn dr +
∫ 1
ε
1
er
dr
)
= c2An
(
1
n
(
1− 1
e
)
+
1
e
| log ε|
)
である．但しここで，An は ∂Bn1 の n− 1次元曲面積を表す．従って，∥mε∥L1(Bn1 ) = |B
n
1 | = An/nに注意
すれば，
∥uε∥L1(Bn1 )
∥mε∥L1(Bn1 )
≥
∥uε∥L1(Bn1 )
∥mε∥L1(Bn1 )
= c2
(
1− 1
e
+
n
e
| log ε|
)
(3.13)
を得る．よって (3.3)が示された．
定理 4が証明されたので，2次元以上の単位球領域における主結果（定理 3）が示された．
4 終わりに
本論文では拡散ロジスティック方程式の定常解に対する Niの最適化問題に取り組み，未解決であった問題
に対して回答を与えた．この節では，得られた結果に対する，特に空間の次元 nによる違いを考察する．
記法として，n ∈ Nと (d,m) ∈ (0,∞)× L∞+ (Bn1 )に対して
In(d,m) :=
∥ud,m∥L1(Bn1 )
∥m∥L1(Bn1 )
,
と書くことにする．但しここで，ud,m(x)は (1.2)の解である．次のような最大化問題
Mn := sup
d>0,m∈L∞+ (Bn1 )
In(d,m)
を考えたとき，主結果である定理 3（および定理 4）はMn = +∞ (n ≥ 2)を主張している．これは，1次元
区間では有限の値M1 = 3になるという [2]による結果（定理 1）とは対照的である．
n = 1次元の場合は，幅 εの区間に高さ 1/εでエサを与え，かつ拡散係数を dε =
√
εと小さくする状況（式
(1.7)参照）で，I1(dε,mε) → 3 (ε → 0)を達成している．さらにこの ε → 0による極限において，解 uε(x)
は区間 [0, ε]においてはO(1/
√
ε)のオーダーで発散することが主結果の定理 2で得られている．これは，生物
分布の最大値はエサの分布の最大値である 1/εに全く届いていないことを表している．そして，dε =
√
ε → 0
という特異極限が，解 uε(x)は半開区間 (0, 1]において ε → 0のときに 0に広義一様収束するという効果を
もたらしている．
n = 2次元の場合は，半径 εの円板の上に高さが 1/ε2 となるようにエサを与え（式 (3.1)参照），かつ拡散
係数は小さくも大きくもせず εに依存させない dε = c1 としたときに（式 (3.4)参照），I2(c1,mε)が ε → 0
で +∞となることが主結果の定理 3で示されている．さらに，(3.6)で与えられた劣解 uε(x)と (3.7)で与え
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られた優解 uε(x) の間に (3.2) の解 uε(x) は挟まれているから，uε(x) は半径 ε の円板 B2ε 上では O(1/ε
2)
のオーダーで発散することが分かる．これは生物分布が，エサのある円板領域 B2ε においてはエサの最大値
1/ε2 と同じ高さであるということを主張している．そして，エサのない円環領域 B21 \ B2ε においては下から
uε(x) ≥ uε(x) = c2e−1|x|−2 と評価できる．すなわち，ε → 0の極限においても，解は B21 上のすべての点で
正の値を保っている．この事実は，解が半開区間 (0, 1]において ε → 0のときに 0に広義一様収束した 1次
元のときと大きく異なっている．
n 次元（n ≥ 3）の場合も主結果の定理 3 によれば，半径 ε の n 次元球上に高さが 1/εn となるよう
にエサを与え（式 (3.1) 参照），拡散係数は dε = c1/εn−2 と大きくする（式 (3.4) 参照）ことによって，
In(dε,mε) → +∞ (ε → 0)を達成している．このとき Bnε 上で解 uε(x)は O(1/εn)であり，これはエサの最
大値 1/εn と同じオーダーである．エサの無い円環領域 Bn1 \Bnε については uε(x) ≥ uε(x) = c2ε−1|x|−n に
より下から評価できる．
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5 付録
本節では，定理 4の証明にて用いた単調法（monotone method）について紹介する．キーワードは最大値
原理，Hopfの補題，劣解，優解，単調法である．
5.1 最大値原理とその応用
まずは斉次 Dirichlet問題の古典解に対する，弱最大値の原理を紹介する：
定理 5 (弱最大値の原理 (Dirichlet境界条件)). M > 0を正定数とし，Ωを Rn の有界領域とする．そして函
数 u ∈ C2(Ω) ∩ C0(Ω)が {
−∆u+Mu ≤ 0 in Ω,
u ≤ 0 on ∂Ω
を満たすとする．このとき，u ≤ 0 on Ωが成り立つ．
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証明. Ωは Rn の有界閉集合であるから，ある点 x∗ ∈ Ωにて u(x)は最大値をとる：
u(x∗) = max{u(x) | x ∈ Ω }.
次の二つの場合に分けて証明する：
(1) x∗ ∈ Ωのとき
(2) x∗ ∈ ∂Ωのとき
まず (1)のとき，極大点 x∗ は Ωの内点だから，∆u(x∗) ≤ 0である．故に
−∆u(x∗) +Mu(x∗) ≤ 0
と合わせて考えれば u(x∗) ≤ 0でなければならない．よって u ≤ 0 on Ωが示された．次に (2)のとき，仮
定より u(x∗) ≤ 0ゆえ，u ≤ 0 on Ωが成り立つ．
定理 5の不等号を入れかえたものも成り立つ：
系 2 (弱最小値の原理 (Dirichlet境界条件)). M > 0を正定数とし，Ωを Rn の有界領域とする．そして函数
u ∈ C2(Ω) ∩ C0(Ω)が {
−∆u+Mu ≥ 0 in Ω,
u ≥ 0 on ∂Ω
を満たすとする．このとき，u ≥ 0 on Ωが成り立つ．
証明. v := −u ∈ C2(Ω) ∩ C0(Ω)とおいて，v(x)に対して定理 5を適用すれば良い．
この系 2も弱最大値原理と呼ばれることがある．
次に，斉次 Neumann 境界条件に対する弱最大値の原理を証明する．Dirichlet 条件の場合と異なり，
Neumann条件では境界点に対する詳しい解析が必要となる．要となるのは次の定理 6である：
定理 6 (Hopfの補題). M > 0を正定数とし，Ω ⊆ Rn をその境界 ∂Ωが C2 級の有界領域とする．また函数
u ∈ C2(Ω) ∩ C1(Ω)が
−∆u+Mu ≤ 0 in Ω
を満たすとする．さらにある境界点 x∗ ∈ ∂Ωが存在して
u(x∗) > u(x) (x ∈ Ω) かつ u(x∗) ≥ 0
を満たすとする．このとき (∂νu)(x∗) > 0が成り立つ．
証明. 記号として，Lu := −∆u+Muと書くことにする．
境界 ∂Ωが C2 級より，x∗ ∈ ∂B(x0; r0)なる点 x0 ∈ Ω中心で半径 r0 > 0の球 B(x0; r0) ⊆ Ωがとれる．
環状領域を R := B(x0; r0) \B(x0; r0/2)とする．そして補助函数
v(x) := e−λ|x−x0|
2
− e−λr
2
0 (x ∈ B(x0; r0))
を導入する．但しここで，λ > 0は
Lv ≤ 0 in R
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なるように十分大きく定める．実際，x ∈ B(x0 : r0) \B(x0; r0/2)に対して
Lv(x) = −∆e−λ|x−x0|
2
+Me−λ|x−x0|
2
−Me−λr
2
0
= (−4λ2|x− x0|2 + 2nλ)e−λ|x−x0|
2
+Me−λ|x−x0|
2
−Me−λr
2
0
= (−4λ2|x− x0|2 + 2nλ+M)e−λ|x−x0|
2
−Me−λr
2
0
≤ (−4λ2|x− x0|2 + 2nλ+M)︸ ︷︷ ︸
↘−∞ (λ↗∞)
e−λ|x−x0|
2︸ ︷︷ ︸
>0
であるから，そのような λが選べる．
次に，u(x∗) > u(x) (x ∈ Ω)より，ε > 0を十分小さくとれば
u(x∗) ≥ u(x) + εv(x) (x ∈ ∂B(x0; r0/2) ∪ ∂B(x0; r0))
とできる．実際，x ∈ ∂B(x0; r0/2)においては 0 ≤ v(x) ≤ 1，x ∈ ∂B(x0; r0)においては v(x) ≡ 0であるこ
とにより従う．よって，
u+ εv − u(x∗) ≤ 0 on ∂R. (5.1)
一方で，x ∈ R ⊆ Ωに対しては，
L(u+ εv − u(x∗)) = Lu+ εLv − L(u(x∗)) ≤ 0 + 0−Mu(x∗) ≤ 0
ゆえ，
L(u+ εv − u(x∗)) ≤ 0 in R. (5.2)
従って (5.1)と (5.2)より，Dirichlet境界条件における弱最大値の原理（定理 5）から，
u+ εv − u(x∗) ≤ 0 in R
が成り立つ．今，x = x∗ ∈ ∂Rにおいて最大値
u(x∗) + εv(x∗)− u(x∗) = 0
をとるから，
0 ≤ ∂ν(u+ εv − u(x∗)) |x=x∗= (∂νu)(x∗) + ε(∂νv)(x∗).
ゆえに
(∂νu)(x
∗) ≥ −ε(∂νv)(x∗). (5.3)
ここで，
∇v(x∗) = −2λ(x∗ − x0)e−λr
2
0 ,
(∂νv)(x
∗) = −2λr0e−λr
2
0
であるから，(5.3)より
(∂νu)(x
∗) ≥ −ε(∂νv)(x∗) = 2ελr0e−λr
2
0 > 0
を得る．
Hopfの補題（定理 6）を用いれば，Neumann問題の古典解に対する弱最大値の原理がただちに証明される：
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定理 7 (弱最大値の原理 (Neumann境界条件)). M > 0を正定数とし，Ω ⊆ Rn をその境界 ∂Ωが C2 級の有
界領域とする．そして函数 u ∈ C2(Ω) ∩ C1(Ω)が{
−∆u+Mu ≤ 0 in Ω,
∂νu ≤ 0 on ∂Ω
(5.4)
を満たすとする．このとき，u ≤ 0 on Ωが成り立つ．
証明. 証明の流れはDirichlet境界条件における弱最大値の原理（定理 5）の証明と同じである．すなわち u(x)
がその最大値 u(x∗)を内部 Ωで達成するか，境界 ∂Ωで達成するかで場合分けする：
(1) x∗ ∈ Ωのとき
(2) x∗ ∈ ∂Ωのとき
(1)のときの証明は境界条件を用いないので，定理 5における証明と全く同様にして u ≤ 0 on Ωが成り立
つ．次に (2)のときを考える．もし内部でも最大値を達成するならばその証明は (1)に含まれるので，境界の
みで最大値を達成するとしてよい：
u(x∗) > u(x) (x ∈ Ω).
u(x∗) ≤ 0なることを背理法によって示す．すなわち，u(x∗) > 0と仮定する．すると Hopfの補題（定理 6）
により (∂νu)(x∗) > 0となるが，これは (5.4)に反する．よって矛盾が言えたので，u(x∗) ≤ 0が示されたこ
とになる．
系 3 (弱最小値の原理 (Neumann境界条件)). M > 0を正定数とし，Ω ⊆ Rn をその境界 ∂Ωが C2 級の有界
領域とする．そして函数 u ∈ C2(Ω) ∩ C1(Ω)が{
−∆u+Mu ≥ 0 in Ω,
∂νu ≥ 0 on ∂Ω
を満たすとする．このとき，u ≥ 0 on Ωが成り立つ．
証明. v := −u ∈ C2(Ω) ∩ C1(Ω)とおいて，v(x)に対して定理 7を適用すれば良い．
ではこれらの弱最大値の原理を用いて，単調法について述べる．Ωを Rn の有界領域とし，その境界 ∂Ωは
C2 級であるとする．函数 f(x, u)は C1(Ω× R)に属するとする．このとき次の微分方程式を考える：{
−∆u = f(x, u) in Ω,
∂νu = 0 on ∂Ω
(5.5)
定義 1 (劣解). 函数 u ∈ C2(Ω) ∩ C1(Ω)が (5.5)の劣解であるとは{
−∆u ≤ f(x, u) in Ω,
∂νu ≤ 0 on ∂Ω
が成り立つときをいう．
定義 2 (優解). 函数 u ∈ C2(Ω) ∩ C1(Ω)が (5.5)の優解であるとは{
−∆u ≥ f(x, u) in Ω,
∂νu ≥ 0 on ∂Ω
が成り立つときをいう．
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定理 8 (単調法). u ∈ C2(Ω) ∩ C1(Ω)を (5.5)の劣解，u ∈ C2(Ω) ∩ C1(Ω)を (5.5)の優解とする．さらに
u ≤ u in Ω
を満たすとする．このとき，(5.5)の解 u ∈ C2(Ω) ∩ C1(Ω)が存在して，
u ≤ u ≤ u in Ω
が成り立つ．
証明. Ωは Rn の有界閉集合なので，M > 0を大きくとって
min{fu(x, u) | x ∈ Ω, u(x) ≤ u ≤ u(x)}+M > 0
となるようにできる．この定数M > 0を用いて，方程式 (5.5)を{
−∆u+Mu = f(x, u) +Mu in Ω,
∂νu = 0 on ∂Ω
(5.6)
に同値変形する．さて任意の v ∈ C2(Ω) ∩ C1(Ω) をとり固定する．今，全ての 1 < p < ∞ に対して
f(x, v(x)) +Mv(x) ∈ Lp(Ω)だから，[5, Theorem A.32]より，w(x)についての微分方程式{
−∆w +Mw = f(x, v) +Mv in Ω,
∂νw = 0 on ∂Ω
(5.7)
は（v(x)に応じて）唯一つの解 w ∈ W 2,p(Ω)を持ち，[1, Theorem 15.2]によればこの解 w(x)は不等式
∥w∥W 2,p ≤ C(∥f(·, v) +Mv∥Lp + ∥w∥Lp) (5.8)
を満たすことが知られている．但しここで，C は ΩとM にのみ依存する正定数である．今，p ∈ (1,∞)は
任意であるから，n/pの整数部分が 0となるように pを大きくとるものとする．すると一般化 Sobolevの不
等式 [6, Chapter 5] によって，ある θ ∈ (0, 1) が存在して w ∈ C1,θ(Ω) となる．さらに Schauder 評価 [7,
Theorem 6.31]によって w ∈ C2,θ(Ω)がわかる．そこで (5.7)の解 w(x)を用いて，写像 Φを次のように定
める：
Φ : C2(Ω) ∩ C1(Ω) −→ C2(Ω) ∩ C1(Ω)
∈ ∈
v 7−→ Φv := w.
すると，写像 Φは集合
K := {u ∈ C2(Ω) ∩ C1(Ω) | u ≤ u ≤ u in Ω}
における順序保存写像である．すなわち，
v1, v2 ∈ K, v1 ≤ v2 in Ω =⇒ Φv1 ≤ Φv2 in Ω
が成り立つ．実際， {
−∆Φv2 +MΦv2 = f(x, v2) +Mv2 in Ω,
∂νΦv2 = 0 on ∂Ω
と {
−∆Φv1 +MΦv1 = f(x, v1) +Mv1 in Ω,
∂νΦv1 = 0 on ∂Ω
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の辺々をそれぞれ引き算して{
−∆(Φv2 − Φv1) +M(Φv2 − Φv1) = f(x, v2)− f(x, v1) +M(v2 − v1) in Ω,
∂ν(Φv2 − Φv1) = 0 on ∂Ω
であるが，ここで
f(x, v2)− f(x, v1) +M(v2 − v1) =
∫ 1
0
(
d
dθ
f(x, θv2 + (1− θ)v1)
)
dθ +M(v2 − v1)
=
∫ 1
0
fu(x, θv2 + (1− θ)v1)(v2 − v1) dθ +M(v2 − v1)
= (v2 − v1)
∫ 1
0
(fu(x, θv2 + (1− θ)v1) +M) dθ
≥ 0
であるから，結局， {
−∆(Φv2 − Φv1) +M(Φv2 − Φv1) ≥ 0 in Ω,
∂ν(Φv2 − Φv1) = 0 on ∂Ω
を得る．従って，Neumann境界条件における弱最小値の原理（系 3）より確かに Φv2 ≥ Φv1 on Ωが成り立
つ．よって ΦはK における順序保存写像であることが示された．
そこで，u, u ∈ K より
u1 := Φu, v1 := Φu
とおけば順序保存則より
v1 ≤ u1 in Ω (5.9)
である．また u1 は {
−∆u1 +Mu1 = f(x, u) +Mu in Ω,
∂νu1 = 0 on ∂Ω
を満たし，uは {
−∆u ≥ f(x, u) in Ω,
∂νu ≥ 0 on ∂Ω
を満たすことより， {
−∆(u− u1) +M(u− u1) ≥ 0 in Ω,
∂ν(u− u1) ≥ 0 on ∂Ω
が成り立つ．従って，再び弱最小値の原理（系 3）により
u1 ≤ u on Ω (5.10)
となる．v1 と uについても同様の考察を行えば，弱最大値の原理（定理 7）により
u ≤ v1 on Ω (5.11)
を得る．よって (5.9)，(5.10)と (5.11)より u1, v1 ∈ K で，かつ u ≤ v1 ≤ u1 ≤ u on Ωである．この不等式
の辺々に Φを作用させれば
v1 ≤ Φv1 ≤ Φu1 ≤ u1 on Ω,
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従って，
u ≤ v1 ≤ Φv1 ≤ Φu1 ≤ u1 ≤ u on Ω
を得る．そこで帰納的に
vn+1 := Φvn, un+1 := Φun (n ∈ N)
と定めれば
u ≤ v1 ≤ v2 ≤ · · · ≤ u2 ≤ u1 ≤ u on Ω
となるから，各点収束極限
v∞(x) := lim
n→∞
vn(x) (x ∈ Ω)
u∞(x) := lim
n→∞
un(x) (x ∈ Ω)
が存在する：
u ≤ v∞ ≤ u∞ ≤ u on Ω. (5.12)
さて写像 Φの定義により un(x)− um(x)は w(x)についての微分方程式{
−∆w +Mw = f(x, un−1)− f(x, um−1) +M(un−1 − um−1) in Ω,
∂ν(un − um) = 0 on ∂Ω
の一意解 w = un − um ∈ W 2,p(Ω)であったから，その解の評価 (5.8)により
∥un − um∥W 2,p ≤ C(∥f(·, un−1)− f(·, um−1) +M(un−1 − um−1)∥Lp + ∥un−1 − um−1∥Lp)
が成り立つ．この右辺は上から ∥u− u∥Lp の定数倍で評価できるから，Lebesgue収束定理より {un}はW 2,p
の Cauchy列，従って，収束列である．ゆえに，
lim
n→∞
un = u∞ in W
2,p(Ω)
であるから {
−∆un +Mun = f(x, un−1) +Mun−1 in Ω,
∂νun = 0 on ∂Ω
の両辺に n → ∞を施せばW 2,p のノルムで収束し{
−∆u∞ = f(x, u∞) in Ω,
∂νu∞ = 0 on ∂Ω
が成り立つ．再び一般化 Sobolev の不等式と Schauder評価を用いれば u∞ ∈ C2,θ(Ω)がわかる．v∞(x)に
ついても同様の考察を行えば v∞ ∈ C2,θ(Ω)を得る．以上より，u∞, v∞ ∈ C2(Ω) ∩ C1(Ω)は (5.5)の解で，
不等式 (5.12)を満たすことが示された．
5.2 弱解に対する単調法
5.1では Neumann問題の古典解に対する単調法（定理 8）を証明した．しかし，定理 4の証明では，古典
解ではなく弱解に対する単調法を用いている．この節では，その弱解に対する単調法を結果のみ紹介する．
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d > 0とし，Ωはその境界が C2 級の Rn の有界領域とする．2変数函数 f(x, t)は (x, t) ∈ Ω×Rに関する
Carathéodory函数とする．すなわち，任意の t ∈ Rに対して x 7→ f(x, t)は可測函数で，任意の x ∈ Ωに対
して t 7→ f(x, t)は連続函数とする．次の半線型楕円型方程式の斉次 Neumann境界値問題を考える：{
d∆u+ f(x, u) = 0 in Ω,
∂νu = 0 on ∂Ω.
(5.13)
f(x, t)は連続函数とは限らないので，(5.13)の解や劣解，優解の定義を弱める必要がある：
定義 3 (弱解). p > 1とする．u ∈ W 1,p(Ω)が (5.13)の弱解であるとは，f(x, u(x)) ∈ Lp/(p−1)(Ω)であっ
て，かつ，任意の φ ∈ W 1,p(Ω)に対して
−d
∫
Ω
∇u · ∇φ+
∫
Ω
f(x, u(x))φ = 0
が成り立つときを言う．
定義 4 (弱劣解). p > 1とする．u ∈ W 1,p(Ω)が (5.13)の弱劣解であるとは，f(x, u(x)) ∈ Lp/(p−1)(Ω)で
あって，かつ，φ ≥ 0 a.e. in Ωなる任意の φ ∈ W 1,p(Ω)に対して
−d
∫
Ω
∇u · ∇φ+
∫
Ω
f(x, u(x))φ ≥ 0
が成り立つときを言う．
定義 5 (弱優解). p > 1とする．u ∈ W 1,p(Ω)が (5.13)の弱優解であるとは，f(x, u(x)) ∈ Lp/(p−1)(Ω)で
あって，かつ，φ ≥ 0 a.e. in Ωなる任意の φ ∈ W 1,p(Ω)に対して
−d
∫
Ω
∇u · ∇φ+
∫
Ω
f(x, u(x))φ ≤ 0
が成り立つときを言う．
弱解に対する単調法の主張は以下のとおりである：
定理 9. (単調法，[5, Theorems 4.12]) u(x)を (5.13)の弱劣解，u(x)を (5.13)の弱優解とし，大小関係
u ≤ u a.e. in Ω
を満たすとする．さらにある函数 k ∈ Lp/(p−1)(Ω) (p > 1)が存在して，
|f(x, t)| ≤ k(x) (a.e. x ∈ Ω, t ∈ [u(x), u(x)])
が成り立つとする．このとき，(5.13)の弱解 u ∈ W 1,p(Ω)が存在して，
u ≤ u ≤ u a.e. in Ω
が成り立つ．
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