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Abstract
In this paper, we introduce and formalize a rank-one partitioning learning paradigm that unifies partitioning methods
that proceed by summarizing a data set using a single vector that is further used to derive the final clustering partition.
Using this unification as a starting point, we propose a novel algorithmic solution for the partitioning problem based on
rank-one matrix factorization and denoising of piecewise constant signals. Finally, we propose an empirical demon-
stration of our findings and demonstrate the robustness of the proposed denoising step. We believe that our work
provides a new point of view for several unsupervised learning techniques that helps to gain a deeper understanding
about the general mechanisms of data partitioning.
1. Introduction
Cluster analysis aims to gather data instances into
groups, called clusters, where instances within one group
are similar among themselves while instances in different
groups are as dissimilar as possible. Clustering methods
have become more and more popular recently due to their
ability to provide new insights into unlabeled data that
may be difficult or even impossible to capture for a human
being. Clustering methods are often categorized into two
main frameworks, notably probabilistic and metric-based
methods. Despite a large variety of existing approaches,
several studies proved that sometimes seemingly distinct
methods actually optimize the same objective function.
This is the case, for instance, for k-means and EM for
Gaussian mixture models clustering where the former can
be shown to be a special case of the latter. On the other
hand, different versions of non-negative matrix factoriza-
tion (Lee and Seung) minimize an objective function sim-
ilar to a constrained k-means problem (Ding et al., 2010)
and thus are intrinsically linked with probabilistic models.
In this paper, we consider another unifying point of
clustering algorithms that, in their vast majority, follow
a two-step approach during which they (1) summarize the
structural information about the data set at hand and (2)
use this information to derive the final partitions. For the
first step, such summarizing information can be given by
an embedding into a lower dimensional space, e.g. ma-
trix factorization methods, or by information given by one
or more eigenvectors of the similarity matrix, as in spec-
tral methods. In the latter case, one provably efficient ap-
proach is to extract the Fiedler vector of the Laplacian ma-
trix calculated based on the similarity (or distance) matrix
build from the data set at hand. In such case, one essen-
tially uses a rank-one information that, after some post-
processing, reveals all the necessary information about the
partitioning of a high-dimensional data set. This observa-
tion is the core motivation of our work that prompts us to
formalize such two-step learning strategy where the sum-
marizing information from the first step is given by rank-
one objects not necessarily related to spectrum of the data
matrix. We consider several seemingly different methods
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and show that the rank-one summary provided by them to
derive the final partition is extremely similar. Finally, we
use the graph-theoretical interpretation of matrix factor-
ization to show that this latter can also be seen as a valid
rank-one partitioning method and couple it with a general
signal denoising technique that enhances clustering infor-
mation of the obtained decomposition. We would like to
underline that our paper formalizes and presents the con-
nection between the above-mentioned methods in an ex-
ploratory fashion: our foremost goal is to illustrate the in-
tuition and provide a new point of view allowing to under-
stand the link that exists between unsupervised learning
approaches, that seem completely different at first sight.
To this end, we further note our primary objective is not to
obtain superior performance using our method but rather
to provide a vivid demonstration of its connection to other
algorithms that fall into the category of rank-one partition-
ing methods. Our contributions are thus as follows:
1) A formal definition of a rank-one partitioning with
illustrative examples of well-known unsupervised
learning algorithms that fall into the introduced cat-
egory. We show that the results obtained using such
methods are highly similar in practice despite the
seeming differences between them.
2) A matrix factorization method for Step 1. We provide
a unifying view for different rank-one partitioning
methods based on the loss function of the entropic
regularized optimal transportation problem. We fur-
ther use it to derive a simple rank-one matrix factor-
ization approach for the introduced problem and pro-
vide a graph-theoretic justification of the soundness
of the approach.
3) An efficient method for Step 2. From cluster gener-
ating vectors, the construction of the actual clusters
is often application-driven or done empirically in the
literature. In order to be as general as possible, we
consider the direct problem of denoising a signal tak-
ing a few number of (noisy) values. The proposed
approach usually performs better as a plugin Step 2
for clustering methods of the literature.
The rest of this paper is organized as follows. In Section
2, we present the rank one partitioning problem and its
two-step formulation. In Section 3, we first explore the
relationship between the algorithms falling into the pro-
posed framework and then propose a matrix factorization-
based clustering method. In Section 4, we provide denois-
ing scheme for the proposed method that enhances the
block structure of the vectors resuming the data matrix.
We evaluate our method and compare it to several other
methods on both synthetic and real-world data in Section
5.
2. Problem setup
In this section, we briefly introduce the notations used
throughout the paper and then present our definition of
rank-one partitioning learning.
2.1. Notations
In what follows, we denote the considered data matrix
by A ∈ Rm×n where m denotes the number of instances
and n is the number of features. We use bold capital let-
ters for matrices, e.g. A and bold small letters for vectors,
e.g. u. We denote the normalized Laplacian matrix of
A by L(A) := I − D− 12 SAD− 12 where SA ∈ Rm×m is a
similarity matrix calculated from A (when m = n, we let
SA = A, i.e., we suppose that A is an adjacency matrix of
some graph) and D = diag(
∑n
j=1(SA)i j). We write Eε(A)
to denote the eigenspace of A and suppose that eigenval-
ues are sorted in the increasing order with respect to their
value, i.e., for any i < j, λi > λ j.
2.2. Rank-one partitioning
We now formally defining the rank-one partitioning
learner as a two-step learning procedure.
Definition 2.1. Given an m× n matrix A, rank-one parti-
tioning learnerA : Rm×n → Z˜m is defined as follows:
A = {g ◦ f | f : Rm×n → Rm, g : Rm → Z˜m, |Z˜m, | = k, k ≤ m},
where Z˜m, denotes the subset containing distinct values of
Z˜m given by m-dimensional vectors with integer elements.
Remark 2.1. This definition trivially extends to the case
of co-clustering when one seeks to find cluster-generating
vectors of both rows and columns of a data matrix. In
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this case, the rank-one co-clustering learner is defined as
follows:
A = {g ◦ f | f :Rm×n → Rm × Rn, g : Rm × Rn → Z˜m × Z˜n,
|Z˜m, | = kr, |Z˜n,| = kc, kr ≤ m, kc ≤ n}.
In what follows, we consider a more general case of
rank-one co-clustering where the cluster-generating vec-
tors are extracted separately for rows and columns in case
of clustering methods or jointly in case of co-clustering
ones. The two-step approach underlying the composition
of functions thatA seeks for is illustrated by Figure 1 and
consists in:
Step 1. Learning a map f that for any data matrix re-
turns cluster-generating vectors u ∈ Rm, v ∈ Rn sub-
suming the block-structure of A. These vectors have
no-block structure but the histograms of their values
should contain a reduced number of (noisy) modes.
This step can be seen as a particular case of dimension-
ality reduction algorithms with the rank fixed to 1 (see
e.g. (Collins et al., 2001, Section 5)). However, in the
dimension reduction literature, rank-one approximations
are usually considered as illustrative examples and not as
valid learning strategies.
Step 2. Coordinate clustering of vector u with a map g
that returns zR ∈ Z˜m with a finite number of val-
ues corresponding to the rows partition as explained
above. The same process is repeated for v to obtain
a column partitioning zC ∈ Z˜n.
We note that this part is often performed in an ad-hoc
manner in the literature, depending on the application and
the tools used in the first step.
A
Step 1.
u
v
Step 2.
line cluster 4
line cluster 3
line cluster 2
line cluster 1cL
col. cluster 2
col. cluster 1cC
Figure 1: Illustration of rank-one co-clustering based on a two-
stage procedure.
We now proceed to a presentation of different methods
that proceed following such a two-stage procedure.
2.3. Examples of rank-one partitioning methods
We distinguish two principal approaches that can be
seen as rank-one partitioning learners: spectral and statis-
tical methods. Below, we present algorithms that belong
to each of these categories.
Spectral methods As mentioned in the introduction,
many spectral-based methods fall into the introduced
framework of rank-one partitioning. Such methods can be
roughly summarized as follows: (Step 1) pre-processing
the data matrix and calculating a particular eigenvector
associated with it; (Step 2) detecting distinct values in
the extracted eigenvector. As for the first step, the pre-
processing usually consists in calculating a similarity ma-
trix (or adjacency matrix in case when the data matrix is
related to a graph) and, optionally, scaling its rows and/or
columns to some predescribed value. Then, three options
have been explored in the literature:
1. Extracting the eigenvector of the Laplacian matrix
associated with the second smallest eigenvalue (Shi
and Malik, 2000; Ding et al., 2001; Luxburg, 2007),
i.e.,
f (A) = u, s.t. L(A)u = λ2u.
The efficiency of such approach is justified by show-
ing that this eigenvector has a sign-pattern allowing
to bi-partition vertices of a graph in an optimal way
(Fiedler, 1973);
2. Extracting the unit dominant right eigenvector of the
scaled adjacency (Page et al., 1998; Le Gorrec et al.,
2019) matrix , i.e.,
f (A) = u, s.t. A˜u = λnu,
m∑
i=1
A˜i j = 1, ∀ j.
This method is essentially the reverse of the previ-
ous one as Fiedler vector of normalized Laplacian
matrix and first non-trivial dominant eigenvector of
random walk adjacency matrix are known to be re-
lated (Meila and Shi, 2001). A noticeable example of
such approach is the famous PAGERANK algorithm.
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As for the second step, all such methods then use the ob-
tained eigenvector to perform jump detection, i.e.,
g(u) = zR, s.t. ∀i, j, zRi = zR j if |ui − u j| ≤ 
with  being a threshold defined by the user or ranking
in order to partition the data and determine the final clus-
ters. A column partitioning can be obtained similarly by
looking at the left eigenvectors.
Statistical methods A different approach that can be
seen as rank-one partitioning is based on statistical infer-
ence where the marginal distributions of rows are con-
sidered as cluster-generating vectors. One such method,
introduced in (Snijders and Nowicki, 1997) and further
extended in (Channarond et al., 2012) and (Brault and
Channarond, 2017) under the name Largest Gaps, aims
at finding homogeneous groups of nodes in the adjacency
matrix A ∈ Rm×m through a two-step procedure. At
Step 1, their approach computes the degrees of nodes
and sorts them in the ascending order producing a vec-
tor f (A) = u, s.t. ∀i = 1, . . . ,m, : ui = ∑ j Ai j/m. The
intuition behind this process was to consider that the el-
ements of a given data matrix may be somehow propor-
tional to the joint distribution of rows and columns and
thus the row sums can be expected to carry some infor-
mation about their corresponding marginal distribution.
This last observation is also at the core of the
CCOT method proposed in (Laclau et al., 2017) where
the authors seek to estimate a joint distribution γ
between the empirical measures defined as κr :=∑m
i=1 δxi/m and κc :=
∑n
i=1 δyi/n where {xi ∈ Rn}mi=1
and {yi ∈ Rm}ni=1 are the rows and columns of the matrix
A, respectively. This was done by solving the entropy reg-
ularized optimal transport problem (Cuturi, 2013) leading
to the solution:
γ?ε (κr, κc) = diag(u)e
−M/εdiag(v). (1)
where M is a cost matrix, i.e., Mi, j = d(xi, y j) for some
distance d1. As γ is a valid joint distribution, it can
be further factorized as q(xˆ, yˆ) = q(x)q(xˆ, yˆ|x, y)q(y), for
two latent variables xˆ, yˆ so that vector u can be seen as a
marginal distribution of rows. The mapping f can be then
1 Mi, j = d(xi, y j) = ‖xi − y j‖ if A is a square matrix. Otherwise,
Gromov-Wasserstein transportation is used.
defined as:
f (A) = u, s.t. γ?ε = diag(u)e
−M/εdiag(v),
∀i, j
m∑
i=1
(γ?ε )i j = 1/n,
n∑
j=1
(γ?ε )i j = 1/m.
At Step 2, the Largest Gaps algorithm and its variations
define the jumps in the obtained vector using a thresh-
old that allows to split it into a certain number of homo-
geneous groups with a function g(u) identical to that of
spectral methods. CCOT method, however, uses a more
elaborate multi-scale denoising technique that allows to
detect jumps in the obtained vector (Matei and Meignen,
2012). Contrary to all methods considered before, CCOT
also learns cluster-generating vectors for both rows and
columns simultaneously and thus is directly suitable for
clustering both modes of data.
In the following section, we draw the parallels between
all methods described above and show that simple rank-
one matrix factorization can be seen as a combination of
both spectral and statistical methods.
3. Learning cluster-generating vectors with matrix
factorization
The methods presented above illustrate two general
trends for matrix partitioning: 1) the ones based on spec-
tral information, such as PAGERANK and 2) the ones
based on statistical inference, such as Largest Gaps. Even
though CCOTwas considered as a statistical method, it ac-
tually combines these two approaches as it aims at finding
a joint probability distribution between lines and columns
while enforcing a certain spectral structure due to the
entropic regularization of the transport problem. Using
this remark as a starting point, we further show that this
connection between optimal transport and matrix factor-
ization that can be used to retrieve rank-one information
about the data instances and features of a given data ma-
trix.
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3.1. A unifying loss: entropy-regularized transportation
Let us consider the objective function related to an opti-
mal transportation problem with entropic regularization2:
L(γ;M; a,b) := 〈M,γ〉F + ε KL(γ||ab>) (2)
where γ ∈ Rm×n is the coupling between lines and
columns; M ∈ Rm×n is the cost of moving from lines to
columns, a ∈ Rm and b ∈ Rn are the weights of the lines
and the columns, respectively.
The optimization problem defined in (2) can be shown
to be linked to both spectral and statistical methods de-
scribed above as follows:
• Spectral methods As mentioned earlier, the solution
of (2) is given by two scaling vectors obtained by
applying the Sinkhorn-Knopp algorithm to the ma-
trix e−M/ε. To this end, we note that the link be-
tween Sinkhorn-Knopp scaling vectors and PAGER-
ANK’s leading eigenvector has already been men-
tioned by (Knight, 2008) even though it was not ex-
plicitly proved. The rationale behind this is to notice
that PAGERANK algorithm essentially looks for the
stationary distribution associated with the column
stochastic adjacency matrix while Sinkhorn-Knopp
algorithm seeks for scaling vectors that allow to ob-
tain a doubly stochastic adjacency matrix with uni-
form stationary distribution. In this case, it is rea-
sonable to assume that the scaling vectors reflect the
highest contribution of each node to “uniformizing”
the stationary distribution just as the elements of the
leading eigenvector found by PAGERANK identify
the most highly influential nodes in the unbalanced
stationary distribution. Finally, as the leading eigen-
vector of the (scaled) adjacency matrix carries simi-
lar information compared to the Fiedler vector used
by other spectral methods, the link between (2) and
these latter follows as well.
• Statistical methods If one takes a uniform trans-
port cost M = 11> and defines ai =
∑n
j=1 Ai, j and
b j =
∑m
i=1 Ai, j, then the dual vectors obtained by
Sinkhorn’s algorithm corresponds to an extension of
2Due to space restrictions, we defer details about optimal transport
to Appendix A.
the Largest Gaps method for rectangular matrices.
As for CCOT,L is minimized with respect to the cou-
pling γ with a = 1m/m and b = 1n/n and M defined
as described in 2.3. However, instead of using the
optimal coupling γ, the authors use the dual scaling
vectors u and v produced by Sinkhorn’s algorithm.
3.2. Proposed approach: rank-one matrix factorization
For a given data matrix A, we propose to consider the
following minimization problem:
(u, v) := argmin
(u,v)
L(A;M;u, v)
where contrary to the original problem the minimization
is performed over u and v. Note that contrary to (2) where
a and b were fixed, here we aim to use their learned ap-
proximations as u and v thus motivating such a change
of notation. The introduced problem simply amounts to
the minimization of KL(γ||uv>) with γ = A that does not
necessarily represent some joint distribution. Instead, this
problem aims to find two vectors u and v that have suf-
ficient entropy or small enough mutual information w.r.t.
the matrix of interactions A.
In the general case of a matrix A ∈ Rm×n with poten-
tially missing values, the calculation of u and v amounts
to solving the following matrix factorization problem:
min
(u,v)∈Rm×Rn
m,n∑
i, j=1
Ai, j exists
Ai, j log
(
Ai, j
uiv j
)
− Ai, j + uiv j.
In what follows, we use non-negative matrix factoriza-
tion to optimize this objective function following the al-
gorithm proposed by (Lee and Seung). Note that the
Kullback-Leibler divergence can be seen as a special case
of the β-divergence (with β = 1). This means that the
same reasoning may be used for other β-divergences for
both the regularization term of the optimal transportation
problem and the matrix factorization loss function derived
from it (see (Fe´votte and Idier, 2011) for an account of dif-
ferent β-divergences applications in matrix factorization).
Notably, for β = 2, we obtain the Euclidean loss that has
been used in regularized optimal transport and is widely
used in matrix factorization, notably in recommender sys-
tems (Koren et al., 2009)).
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It is worth noticing that the rank-one matrix factoriza-
tion introduced above have not only statistical interpreta-
tion via its link to the entropy regularized optimal trans-
port but also a spectral one. This follows from (Mirzal,
2011, Proposition 4.1) showing that optimizing the NMF
objective function amounts to applying the relaxed ratio
association to the item and the feature graph simultane-
ously where the graph is constructed using the data ma-
trix A. The partitions in rank-k factorization with k > 1
are obtained by determining the largest projection on the
axis of the rank-k subspace. In case of rank-one decompo-
sition, however, our intuition would be to recover the final
partition by considering the magnitudes of projection on
the only learned subspace.
Remark 3.1. The connection between optimal transport
and matrix factorization can also be shown using a differ-
ent point of view. When a and b are defined as uniform
vectors (i.e., as in the definition of κr, κc in CCOT), the
Kullback-Leibler divergence term in (2) becomes:
KL(γ||ab>) = KL(γ||11T /mn).
Based on this expression, one may further note that as ε
grows, the solution of the regularized optimal transport
becomes closer to the uniform distribution and thus its
factorization becomes:
11T /mn ∼
ε→∞ γ
?
ε (κr, κc) = diag(u)e
−M/εdiag(v)
(1/u)(1/v)T ' e−M/εmn.
Note that the obtained equation can be equivalently seen
as a rank-one matrix factorization of the Gibbs kernel
e−M/ε that depicts the joint interactions between two sets
of objects underlying κr and κc (i.e., the lines and columns
in CCOT). On the other hand, in the extreme case when
ε → ∞, the Gibbs kernel e−M/ε becomes a matrix of ones
leading to a degenerate solution where u and v are vec-
tors of ones.
3.3. Illustration
In the beginning of this section, we argued that some
popular algorithms can be seen as instances of the intro-
duced rank-one partitioning paradigm. We further showed
that some of them can be equivalently expressed as a
u
NMF
PageRank
OT
LG
v
Figure 2: Comparison of the vectors obtained with PageRank,
Matrix Factorization (NMF), CCOT (OT) and Largest Gaps
(LG) on a simulated squared data matrix with a 3×3 block struc-
ture.
rank-one matrix factorization problem. In order to illus-
trate the links between these seemingly different meth-
ods, we show in Figure 2 the cluster-generated vectors
obtained by them on the same synthetic data set. The sim-
ulated matrix contains 60 variables and 60 instances, and
presents a block structure with 3 homogeneous groups, or
clusters, for both instances and variables. The compared
methods include the CCOT, PAGERANK, the rank-one
non-negative matrix factorization with Kullback-Leibler
loss (NMF) proposed above and the Largest Gaps (LG)
method. From this figure, we can see that all cluster-
generated vectors present similar changes in slope, at
close but slightly different locations, revealing the same
type of steps for both u and v.
4. A Novel Cluster-enhancing Procedure
In the previous section, we presented several methods
that can be used to compute the cluster-generating vectors
u and v of the Step 1 in the rank-one partitioning frame-
work. Based on the nature of the obtained vectors, two
possible cases are to be considered for Step 2: in the first
one, when the blocks in u and v are contiguous, these vec-
tors can be seen as piece-wise constant noisy signals that
should be denoised to obtain the clustering partitions; in
the second case, when the blocks are non-contiguous, the
clustering of the vector coordinates to a reduced number
of values necessitates a preliminary sorting. The differ-
ence between the two scenarios is illustrated in Fig. 3(a,b).
In this section, we introduce a general procedure that
can be used to map coordinates of the obtained cluster-
generating vectors to final clustering partitions. To this
end, we start with a presentation of common methods for
the denoising of 1D piece-wise constant signals. Then, we
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provide an original extension of these methods that allows
us to efficiently define clusters from cluster-generating
vectors from Step 2 of the rank-one partitioning frame-
work.
4.1. Denoising of Piece-wise Constant Signals
The problem of denoising piece-wise constant signals –
which corresponds to 1D-clustering – has received a lot of
attention in the literature (Basseville and Nikiforov, 1993;
Little and Jones, 2011). As in unsupervised setting the
number of clusters is unknown, we further concentrate our
attention on two popular methods based on the Potts prob-
lem (see the recent papers of (Weinmann et al., 2015) and
references therein). In general, for a given size-n vector u,
both of these methods aim at finding a piece-wise constant
vector x by solving an optimization problem composed of
two terms:
- A fitting term taken as the `p norm ‖x−u‖pp for some
p ≥ 1.
- A regularization term, controlled by an hyper-
parameter λreg > 0, that penalizes the increments:
[x2 − x1, x3 − x2, . . . , xn − xn−1]T := Dx
where D ∈ Rn×n−1 is the matrix such that [Dx]i =
(xi+1 − xi) for i = 1, . . . , n − 1.
Based on this general form, the `p-Potts method is ob-
tained by adding a unit penalty when one of the coordi-
nates of the vector of increments is non-null (i.e., two
consecutive coordinates of x are not equal). Using the
`0 semi-norm (i.e. the number of non-null entries) as a
penalty for non-null increments, this problem can be used
to obtain zR as follows:
zR = argmin
x∈Rn
‖x − u‖pp + λreg‖Dx‖0. (`p–Potts)
Closely related, the total variation (TV) method is
based on the same formulation but with an `1 norm instead
of the `0 semi-norm and can be seen as a convex lifting of
the Potts model. While both these methods can be im-
plemented efficiently in practice (Friedrich et al., 2008;
Condat, 2013), the non-convex Potts method is more suit-
able for our particular application as it provides solutions
with very sparse increments and thus piece-wise constant
(a) Contiguous clustering problem and solution with `1-Potts (b) Non-contiguous clustering problem
(c) `1-Potts solution on the sorted vector u (d) `1-sorted-Potts solution
Ground Truth u Clustering with Potts problem
Figure 3: Clustering from cluster-generating vectors.
signals while the total variation method tends to accept
small jumps leading in practice to different values in the
signal. Consequently, in our experiments we use the `p-
Potts method to produce block-constant vectors zR and
zC with few different values that can be transformed to
the clustering partitions using a coordinate clustering ap-
proach.
As for the data-related term, we choose `1 and `2 norms
in the Potts model due to their widespread use in many
real-world applications. In practice, as for regression
problems, the `1 norm tend to be more robust to noise
and thus usually performs best on noisy datasets. `1-Potts
clustering is illustrated in Figure 3a.
4.2. Coordinates Clustering
When the blocks in u and v are non-contiguous, one
cannot directly use piece-wise constant signal denoising
techniques described above (see for instance the non-
contiguous clustering problem of Figure 3b). Indeed, al-
though one may obtain distinct values for different clus-
ters, the actual values outputted for two non-contiguous
parts of the same cluster have no reason to be equal and
thus they can be encoded as two different clusters.
In order to properly solve this problem, we propose to
use the `p-sorted-Potts problem which penalizes the in-
crements of the sorted vector. Denoting by s the sorting
operator, the `p-sorted-Potts problem writes:
x? = argmin
x∈Rn
‖x − u‖pp + λreg‖Ds(x)‖0.
Although this problem may appear very hard to solve,
the following lemma shows that this procedure has the
exact same complexity as that of sorting the vector u and
solving the `p-Potts problem afterwards.
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Lemma 1. Let s ∈ Rn be sorted. Then, for any p ≥ 1,
p? = argminp∈Rn ‖p − s‖pp + λreg‖Dp‖0 is sorted.
Proof. The proof can be found in the Appendix.
Using this lemma, the solution of the `p-sorted-Potts
problem can be computed as:
1. Compute the sorting matrix S such that Su = s(u).
2. Compute the solution:
p? = argmin
p∈Rn
‖p − Su‖pp + λreg‖Dp‖0.
3. Desort the solution: x? = S>p?.
This process is illustrated in Figures 3c and 3d. We found
that the sorted Potts approach lead to a notable gain in
robustness and performance compared to other methods.
5. Numerical Illustrations
This section is devoted to an empirical comparison be-
tween the aforementioned approaches that can be used to
produce the cluster-generating vectors. Each such vec-
tor is then post-processed using the Potts regularization
described in Section 4 to extract the labels. We want to
point out that the objective of this comparison is to gain
insights into the strengths and potential weaknesses of the
different approaches for generating these vectors, as they
rely on different theories, and can therefore be impacted
in different ways by the structure of the input data. In
addition, we aim to show the robustness of the proposed
Potts schema.
Data We simulate several data sets having continuous
input that arise from the Gaussian latent block model,
which is an extension the Gaussian mixture model, for
co-clustering. We consider four scenarios by varying the
number of blocks, the size of the data set, the degree
of overlapping between the blocks and the proportion of
each block. We also study the impact of noise on the
structure of the cluster-generating vectors by disrupting
the underlying block structure of all data sets with Gaus-
sian white noise. For each scenario, we generate 100 data
sets and compute the mean (and standard deviation) of the
Normalized Mutual Information (NMI). One can observe
that as λreg decreases the number of constant steps, i.e.,
the number of clusters, increases. In this context, setting
an appropriate value for λreg can be seen as a problem of
finding an appropriate number of clusters, and therefore,
can be solved using the silhouette analysis (Rousseeuw,
1987). Details regarding the generative process, the pa-
rameters and the tuning of λreg are available in Appendix
C.
Baselines We tested two versions of the NMF based on
Kullback-Leibler and on the Euclidean loss. As the ob-
tained results were quite similar, we decided to omit the
latter. Furthermore, as NMF is known to be sensitive to ini-
tialisation, we run it 100 times per generated dataset, and
take the average rank-one vectors for the label detection
(see Figure C.6). In what follows, Fiedler refers to the
Fiedler vector obtained on the Laplacian of the similar-
ity matrix computed from the original data. In Fiedler
DS the Laplacian is computed from the doubly stochastic
similarity matrix. This latter method can be shown to be
equivalent to the first step of the approach proposed by
Le Gorrec et al. (2019).
Results We summarize the obtained results in Table 1.
From them, we observe that all methods perform equally
well on the clean data with no differences that can be
considered significant. This shows that all learning algo-
rithms manage to identify the underlying block structure
whether they proceed by analyzing the spectral informa-
tion or the statistical properties. The situation changes
when we apply these algorithms on the noisy data where
important differences between the considered approaches
can be observed. These differences highlight the high
noise robustness of both Fiedler methods followed by
our proposed NMF formulation. This, however, is much
less the case of the CCOT-GWmethod whose performance
drops significantly. One possible explanation to this is
that Fiedler methods can be impacted by local noise
inside the generated clusters while maintaining high ro-
bustness to global noise. Finally, as our proposed NMF
formulation and CCOT-GW naturally provide a solution
for the co-clustering problem, i.e., a partition for both the
rows and the columns of the input data, we report the co-
clustering errors for both methods in Figure 4 for all set-
tings. From it, we can note that NMF compares favorably
to CCOT-GW in terms of the obtained performance and
has a much lower computational complexity.
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Table 1: Mean (±standard deviation) of the NMI obtained for the row clustering over 100 runs on each configuration with and
without noise.
Algorithms Clean Data Noisy DataD1 D2 D3 D4 D1 D2 D3 D4
CCOT-GW .999 ± .002 1.00 ± .000 .819 ± .068 .925 ± .063 .639 ± .049 .659 ± .066 .212 ± .178 .324 ± .032
NMF .990 ± .047 .915 ± .110 1.00 ± .000 1.00 ± .000 .955 ± .077 .708 ± .125 .962 ± .075 .937 ± .027
Fiedler .999 ± .000 .950 ± .093 1.00 ± .000 1.00 ± .000 1.00 ± .000 .991 ± .043 1.00 ± .00 .694 ± .263
Fiedler DS 1.00 ± .000 1.00 ± .000 1.00 ± .000 1.00 ± .000 1.00 ± .000 1.00 ± .000 1.00 ± .000 .900 ± .000
Marginal .990 ± .047 .959 ± .084 1.00 ± .000 1.00 ± .000 .699 ± .045 .536 ± .08 .592 ± .011 .794 ± .018
D1 D1-n D2 D2-n D3 D3-n D4 D4-n
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Figure 4: Co-clustering errors obtained with CCOT-GW and NMF
on all settings. “-n” denotes the noisy versions.
6. Conclusion and Perspectives
In this paper, we formalized a rank-one partitioning
framework and showed that two different learning frame-
works and the algorithms associated with them fall into
the introduced definition. Based in this formalization, we
proposed a regularization strategy that can be used in con-
junction with any such method and validated its useful-
ness through experimental evaluations. An important fu-
ture perspective of our work would be to understand what
supplementary information is provided by rank-k decom-
position as well as to consider it as a hierarchical model
of rank-one methods that provide different views for the
same mode of a data matrix.
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Appendix A. Recalls about Optimal Transport
Optimal transport (Monge, 1781) is the branch of math-
ematics that considers the problem of finding a mapping
transporting one probability measure to another one in a
way that minimizes the transportation cost.
In order to introduce it, let us consider two discrete
probability measures:
α :=
m∑
i=1
aiδxi and β :=
n∑
j=1
b jδy j
defined as weighted sums of Diracs over two point sets
{xi ∈ Rdx }mi=1 and {y j ∈ Rdy }nj=1. We denote by a and
b the corresponding vectors of probabilities of the two
distributions, belonging to the simplex of size-m and size-
n, respectively.
To transport a discrete measure α to another discrete
measure β, the relaxation of the original transportation
problem proposed by Kantorovich (Kantorovich, 1942)
consists in finding a coupling matrix γ ∈ Rm×n (instead
of a mapping evoked above) such that γi, j is defined as
the fraction of mass transported from the i-th bin of the
source distribution α (i.e. xi) to the j-th bin of the target
distribution β (i.e. y j). More precisely, the i-th row of γ
corresponds to the proportions of source bin i splitting its
mass ai across the target bins. This latter condition means
that the sum of all entries of γ is equal to one. The set of
admissible couplings thus writes:
Π(α,β) :=
{
γ ∈ Rm×n+ : γ1n = a,γ>1m = b
}
,
where 1n is the size-n vector of ones.
To find an optimal coupling among the admissible ones,
one has to define a cost matrix M ∈ Rm×n+ that models the
cost of moving source bin i to target bin j represented
in our case by xi and y j, respectively. For instance, if
dx = dy3 , a natural choice for M is the squared Euclidean
distance, i.e. Mi, j = ‖xi − y j‖22. Once this cost matrix is
defined, the Kantorovich optimal transportation problem
from α to β writes:
min
γ∈Π(α,β)
〈M,γ〉F ,
3Note that when this is not the case, one may use the Gromov-
Wasserstein distance defined for metric-measure spaces of different size.
We refer the reader to (Peyre´ et al., 2016) for further details.
where 〈·, ·〉F denotes the Frobenius scalar product.
Despite the appealing nature of the problem, its appli-
cability remained limited in practice due to its high com-
plexity. Indeed, the underlying optimization problem can
be formulated as a Linear Program with worst-case com-
plexity O(n3 log(n)). To tackle this drawback, (Cuturi,
2013) proposed to add a regularization to promote cou-
plings that are close to the trivial coupling ab> ∈ Π(α,β)
in the sense of the Kullback-Liebler divergence:
KL(γ||ab>) :=
m,n∑
i, j=1
γi, j log
(
γi, j
aib j
)
− γi, j + aib j
=
m,n∑
i, j=1
γi, j log(γi, j) −
m∑
i=1
ai log(ai) −
n∑
i=1
bi log(bi)
= −E(γ) + E(a) + E(b),
where we use the fact that the full, row, and column sums
of an admissible coupling γ∈Π(α,β) are equal to 1, a, and
b, respectively and where E(a) :=−∑mi=1 ai log(ai) stands
for the entropy of a probability vector. Finally, dropping
the terms independent of γ, the regularized optimal trans-
port from α to β writes:
min
γ∈Π(α,β)
〈M,γ〉F − εE(γ), (A.1)
where ε ≥ 0 is a regularization parameter. This regular-
ization allows to obtain smoother and more numerically
stable solutions compared to the original case (Benamou
et al., 2015). Indeed, Sinkhorn’s theorem (Sinkhorn and
Knopp, 1967) tells us that for ε > 0, (A.1) has a unique
solution that can be obtained by left and right scaling of
the Gibbs kernel e−M/ε (where the exponential is taken
element-wise) to the prescribed sums of the admissible
couplings:
γ?ε (α,β) := arg min
γ∈Π(α,β)
〈M,γ〉F − εE(γ) = diag(u)e−M/εdiag(v),
where u and v are two non-negative scaling vectors
uniquely defined up to a multiplicative factor, that can be
efficiently computed using Sinkhorn’s algorithm.
Appendix B. Proof of Lemma
Lemma 1. Let s ∈ Rn be sorted. Then, for any p ≥ 1,
p? = argminp∈Rn ‖p − s‖pp + λreg‖Dp‖0 is sorted.
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Proof. The proof relies on an induction over the number
of jumps (or similarly the number of different coordinate
values) in the solution. If p? has 0 jumps, it has only one
value, and is thus sorted.
Then, if p? has 1 jump at position i ∈ [1, n − 1] (iden-
tified as the last index before the jump), then it takes two
values p?1 , p
?
2 ∈ R. The problem can then be decomposed
into two real-valued problems p?1 := argminp1∈R
∑
j≤i |si −
p1|p and p?2 := argminp2∈R
∑
j>i |si − p2|p. If p = 1, p?1 is
simply the median of the values before the jump; if p = 2,
p?1 is the average of the same values. For both cases, if s
is sorted, p?1 < p
?
2 and p is also sorted.
Now, let us assume a sorted vector p? with N jumps.
Then, one can prove that a vector p? with N + 1 is sorted
by noting that the values before the N-th jump are sorted
from the assumption and use the argument for 1 jump to
conclude that the values after the N-th jump are sorted and
greater than the ones before it, concluding the induction.
Appendix C. Experimental Analysis
Generative process. The Gaussian Latent Block Model
postulates that a data matrix is drawn from the following
generative procedure.
• Generating zR according to a Multinomial distribu-
tion M(1; pi1, · · · , pikr ), where pi’s represents the a
priori proportion of rows in each cluster;
• Generating zC according to a Multinomial distribu-
tionM(1; τ1, · · · , τkc ) where τ’s represents the a pri-
ori proportion of columns in each cluster;.
• Generating A with for each j ∈ {1, . . . , n}: ∀A, Ai j ∼
N(αzR izC j )
Simulated Data . Table 1 presents the details of all data
configurations. We used two metrics for measuring the
performance of the difference approaches for the cluster-
ing and the co-clustering tasks. The normalized mutual
information and the co-clustering error.
The co-clustering error (CCE) Patrikainen and Meila
(2006) is defined as follows
CCE((zR, zC), (cˆL, cˆC))=e(zR, cˆL)+e(zC, cˆC)−e(zR, cˆL)e(zC, cˆC),
Table 1: Size (m × n), number of co-clusters (kr, kc), degree
of overlapping ([+] for well-separated and [++] for ill-separated
co-clusters) and the proportions of co-clusters for simulated data
sets.
Data set n × m g × k Overlapping Proportions
D1 600 × 300 3 × 3 [+] Equal
D2 600 × 300 3 × 3 [+] Unequal
D3 300 × 200 2 × 4 [++] Equal
D4 300 × 300 5 × 4 [++] Unequal
where cˆL and cˆC are the partitions of instances and vari-
ables estimated by the algorithm; zR and zC are the true
partitions and e(zR, cˆL) (resp. e(zC, cˆC)) denotes the error
rate, i.e., the proportion of misclassified instances (resp.
features).
Finally, as stated in the Experimental Section we pro-
pose to add a perturbation to the generated dataset to un-
derstand the impact of noise on the generated vectors. An
illustration of such effect is shown in Figure C.5.
u
u noise
v
v noise
Figure C.5: Sorted vectors u (left) and v (right) obtained using
the NMFon D4 and D4 data sets with white noise.
Multiple initializations for NMF. As we know that the
performance of NMF are strongly impacted by the ini-
tialization of the low-dimensional matrices (in our case
vectors), we propose to run this latter 100 times and to
take the average vector as the one on which we apply the
Potts regularization. An illustration of this point is shown
in Figure C.6.
Tuning the number of clusters through λreg. Finding λreg
boils down to finding the appropriate number of clusters,
which is a very challenging task in unsupervised learning.
To this end, we compute, the mean silhouette coefficient
obtained for different increasing values of λreg and stop
the procedure when its value stabilizes or starts decreas-
ing. Figure C.7 (right) shows the evolution of the silhou-
ette index on the noisy version of D4 when ε is varying in
the interval [0.1, 1.5].
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Figure C.6: Average vector (dark grey line) generated by the
NMF algorithm over 100 trials. The light grey area represents
the standard deviation and the red dot line is the denoised signal
obtained by Potts.
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Figure C.7: (left) Evolution of the number of unique values,
i.e.the number of steps in u with varying λreg; (right) evolution
of the mean silhouette obtained for instances (sz) and variables
(sw) as a function of the regularization parameter ε for D4 data
set with white noise.
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