An efficient secure two-party computation protocol of matrix multiplication allows privacy-preserving cloud-aid machine learning services such as face recognition and traffic-aware navigation. We use homomorphic encryption to construct a secure matrix multiplication protocol with a small communication overhead and computation overhead on the client's side, which works particularly well when a large number of clients access to the server simultaneously.
INTRODUCTION
Machine learning is becoming ubiquitous. More and more machine learning-based online services, such as shopping recommendation [30] , traffic-aware navigation [38] , medical diagnosis [33] , and face recognition [11] , are reachable by thousands of clients. One important feature of these online services is high concurrency. That is, there might be thousands of clients using the services simultaneously. Suppose a traffic-aware navigation service is running in a metropolitan area, e.g., Tokyo and New York. The number of clients using the navigation service can be numerous during the peak time. Thus, the machine learning-based service should be scalable under this highly concurrent setting. Moreover, clients of these online services are usually equipped with limited computing resources. Take the navigation service as the example again; the client might connect to the navigation service via his/her cell phone or through on-vehicle devices. Therefore, the machine learning-based service should avoid introducing heavy computations at the client's side.
To use a machine learning-based online service, a client must reveal his/her data to the server. When the data involves sensitive information of the client, such as locations, shopping logs and medical records, revealing these data to the server might raise potential risks of compromising client's privacy, such as data breaches. A natural question here is whether one can use the machine learningbased online services and still maintain the privacy of client's data?
One solution is to use secure two-party computation (2PC) techniques [17, 39] . 2PC allows two parties (e.g., the client and the server) to jointly compute a function on their private inputs, learning only the output of the function. In the context of the privacypreserving machine learning, one of the most fundamental components is a practical secure matrix multiplication protocol, since computing the product of matrices is the essential operation of many popularly used machine learning algorithms such as linear regression [13, 24] , logistic regression [36] and neural networks [23, 31] .
Based on the discussions above, the main objective of this work is to develop a practical secure matrix multiplication protocol that can run fast under the following (realistic) situations.
(1) High Concurrency. There can be thousands of clients continuously and concurrently access to the server while the outgoing and incoming bandwidth of the server and clients are bounded, e.g., 20 Gbps and 100 Mbps, respectively. In Figure 1 : Left: Running time for generating MTs for multiplying matrices of 128 × 128 entries using the OT-based method of Mohassel et al. [28] under a 25 Gbps outgoing bandwidth. Right: Running time of our method under the same setting.
other words, the server can only allocate a small ratio of its bandwidth for each client. (2) Weak Client. The computing resources at the client's side might be constrained. For example, the computing power of the autonomous vehicles and the Internet of Things (IoT) devices are usually limited, e.g., one 1.0 -2.0 GHz CPU chip.
Related Work and Challenges
Recent improvements and optimizations to 2PC, such as [2, 4, 8, 9, 19, 22, 28, 35, 37] to name a few, enable efficient secure matrix multiplication protocols. Specifically, we can separate a secure multiplication protocol into two stages: an offline stage and an online stage. The computation during the offline stage is input-independent, that is the client and the server do not need to provide any private data in this stage. They jointly compute some (one-time use) auxiliary data, i.e., Beaver's multiplication triples (MTs) [3] , so that the evaluation of the online stage can be significantly accelerated using MTs. Beaver's MT is one of the most efficient way to perform secure matrix multiplication which has been applied to many 2PC frameworks such as SPDZ [8] , ABY [9] , SecureML [28] and MiniONN [23] . Many optimizations are proposed to improve the MT generation (i.e., the performance in the offline stage) in these frameworks. Specifically, ABY and SecureML suggest to use a vectorization technique and propose a variant type of MT which is specialized for secure dot product. Then, secure matrix multiplication can be computed by the iterations of secure dot products. They present two concrete solutions from oblivious transfer (OT) and additively homomorphic encryption (AHE), respectively. On the other hand, SPDZ and MiniONN propose another optimization from a somewhat homomorphic encryption (SwHE) scheme [4, 6] and the message packing technique [34] . Specifically, a batch of ℓ > 0 integers are encrypted as a single ciphertext where ℓ is a parameter related to the SwHE scheme. Then, the homomorphic multiplication will be carried out to the packed ℓ integers simultaneously.
The secure matrix multiplication protocol can also be constructed from tools such as Yao's garbled circuit [20, 30, 39, 41] and garbled arithmetic circuit [1] . However, such generic tools also require a wide bandwidth as the OT-based methods. Other ad hoc methods [10, 27] are efficient regarding computation time but the matrix size is constrained, e.g., smaller than 16 × 16, which might not be sufficient for modern machine learning algorithms like deep neural networks. Challenges. Suppose the client and the server evaluate a secure matrix multiplication with private matrices of n dimension of t-bits integers using the existing methods [8, 9, 23, 28] . We now show that these methods might not scale well under the high concurrency and weak client situations.
For the OT-based method of [9, 28] , the client and the server need to perform O(n 3 t) instances of correlated OT [2] , which is lightweight in terms of computation. However, when many clients access to the server concurrently, these OT-based methods will take a considerably longer time, since the bandwidth allocated for each user is eventually bounded. Figure 1 gives an example of using the OT-based method of [28] to generate MTs for secure matrix multiplication of two 128 × 128 matrices. In this experiment, the outgoing bandwidth on the server's side was about 25 Gbps. When the number of concurrent accesses was small, e.g., 1 − 2, clients only need to wait less than 5 seconds. As the number of concurrent accesses increases, the waiting time becomes significantly longer. In other words, if the server wants to handle 1000 concurrent accesses within 5 seconds, it might need to prepare more than 25000 Gbps outgoing bandwidth, which seems unrealistic for the current Internet.
For the SwHE-based method of [23] , the client and the server exchange O(n 3 /ℓ) SwHE ciphertexts through the network. This method can consume less bandwidth than the OT-based solutions because of the packing technique allows embedding a large number of plaintext values into a single ciphertext, such as ℓ = 2 12 . However, this method requires the client to perform O(n 3 /ℓ) unpackings, which can be extremely expensive for a weak client. For instance, in our benchmarks, it took a Raspberry Pi more than 23 minutes to perform the unpacking when n = 128 and ℓ = 2 12 . Even for a powerful AWS instance, this computation still took more than 2 minutes.
For the AHE-based method of [9, 28] , the client and the server exchange O(n 2 ) AHE ciphertexts. The client needs to perform O(n 2 ) decryptions, and no unpacking is needed. It seems that the AHEbased method is the best under our situations. However, the server needs to operate O(n 3 ) public key operations which can become the performance bottleneck when n is large. For instance, when n = 512, the client would need to wait more than 6 minutes before the server completes the secure matrix multiplication.
Our Results and Contributions
In this work, we present a more practical secure matrix multiplication protocol which can also work well under the high concurrency and weak client setting without assuming any trusted third party. Speaking from one of the experiment results, i.e., right-hand-side of Figure 1 , to handle 50 concurrent accesses, it just took less than 4 seconds, which significantly outperformed the OT-based method [28] . In § 6.5, we further benchmarked our method with 1000 concurrent accesses and demonstrated that it took less than 1 minute to 
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complete all the computation. We also conducted experiments on a weak device, i.e., Raspberry Pi, and we verified that our method can also perform well for relatively weak devices. For example, Raspberry Pi took about 17 seconds to complete the secure matrix multiplication of a matrix in the size of 128 × 128. We applied our method to two privacy-preserving machine learning frameworks, i.e., SecureML [28] and MiniONN [23] . Experimental results show that our method reduced about 74% − 97% of the MT generation time of them ( § 7). Our Technical Contributions. The technical contributions of this work are summarized as follows.
• Overall, we present a simple and extremely fast secure matrix multiplication protocol ( §5). Our method is built from ring learning with error (RLWE)-based homomorphic encryption and it outperforms the state-of-the-art methods under the high concurrency and weak client setting.
• We propose new optimizations ( §4) which allow us to homomorphically compute a batch of ℓ inner products at the cost of a single homomorphic operation. The server only needs to operate O(n 3 /m) homomorphic operations, where m is usually large for example m ≥ 2 12 . The client only performs O(n 2 /ℓ) decryptions and unpackings. The comparison to existing methods is summarized in Table 1 .
• We also propose an implementation optimization ( §4.4) to accelerate the computation at the client's side. Specifically, we use a pre-computed table which can be constructed from the client's public parameters. Therefore, this table can be used by the client for multiple times once it is computed. This optimization significantly reduces the client's workload, which is especially important for a weak client. According to our experiment results, this pre-computed table reduces about 60% computation time at the client's side at the cost of a negligible pre-computation effort. Roadmap. § 2 introduces problem statements, security model and the underlying RLWE-based encryption scheme used our construction. After presenting a basic secure matrix multiplication protocol in § 3, the proposed optimizations to the basic protocol are presented in § 4. Then, the full protocol is given in 5. Evaluation results are given in § 6. The comparison results to MiniONN and SecureML are given in § 7. Then, § 8 concludes the paper. Table 2 summarizes the notation that used in this paper. Typically, we write [ℓ] to denote the set of positive integers {0, 1, . . . , ℓ − 1}, and write the upper case Roman character X to denote the determinant of polynomials. . P 1 inputs a private matrix B ∈ Z n 2 ×n 3 q . P 0 outputs its share of the product matrix ⟨AB⟩ 0 . P 1 outputs its share of the product matrix ⟨AB⟩ 1 . 
PRELIMINARIES

Problem Statements
In this work, we focus on protocols with two players, P 0 (e.g., the client) and P 1 (e.g., the server)
We consider the functionality F MP of Figure 2 , where A and B is the private input (not additive shares) of P 0 and P 1 , respectively. Specifically, we present a 2PC protocol SMP.
SMP(A, B) → (⟨AB⟩ 0 , ⟨AB⟩ 1 ).
In other words, SMP takes as of two private matrices and outputs additive shares of the multiplication result.
Security Model
We use the semi-honest adversary model. That is, P 0 and P 1 follow the protocol specification but might attempt to learn more information via the protocol communication.
Our security definitions follow the real-world/ideal-world paradigm of [5, 16] . Specifically, we compare the protocol execution in the real world to an execution in the ideal world. In the real world, protocol players follow the specification of a protocol Π, and in the ideal world, protocol players have access to a trusted third party (TTP) that evaluates the functionality F . The protocol execution is viewed as occurring in the existence of an adversary A and cooperated with an environment C = {C κ } which is modeled as a class of polynomial-size circuits parameterized by a security parameter κ. The role of the environment is to choose the input to the protocol execution and to distinguish experiments in the real world and the ideal world. Informally, a protocol Π privately implements F if the adversary A can not learn anything about the inputs of the other protocol player beyond what is explicitly revealed by the outputs of the computation.
Ring-based Homomorphic Encryption
We use a ring learning with errors [26] based homomorphic encryption for which plaintext space is defined as the quotient ring
where m is power of 2 and q is a prime number. Many existing encryption schemes can be used in our construction, such as BGV's leveled homomorphic encryption scheme [4] and FV's SwHE scheme [12] . Typically, we use the symmetric version of the BGV scheme because of the most functioning implementation, i.e., HElib [32] .
We give notations of functions of the underlying encryption scheme but leave the details to their paper [4] . The BGV scheme consists of five functions {KeyGen, Enc, Dec, Add, Mult}. KeyGen takes as input a security parameter κ and outputs a private key sk and an evaluation key evk. The encryption of a plaintext A ∈ R q is written as A = Enc(A; sk), and the decryption is denoted as Dec( A ; sk). The private key sk in the encryption and decryption functions will be omitted if sk is inferred clearly from the context.
We can perform addition of ciphertexts and multiplication of ciphertext and scalar using the evaluation key evk. Suppose A, B ∈ R q are two plaintext values.
• Homomorphic addition of two ciphertexts
• Homomorphic addition and multiplication between a ciphertext and a plaintext
Simply, we write A ⊕ B and A ⊗ B to indicate the homomorphic addition and homomorphic multiplication, respectively. Furthermore, we write ⊖ to denote the homomorphic subtraction.
Message Packing
Message packing techniques are powerful tools to reduce the spatial and computational overhead of homomorphic encryption based secure protocols, e.g., [14, 15, 24, 25, 29] . Generally, multiple messages are encrypted as a single ciphertext by the virtue of the algebraic structure of R q . Therefore, fewer ciphertexts are generated. More importantly, various types of computation can be operated efficiently, according to the packing method. The Chinese-Remainder-Theorem (CRT) packing presented in [34] is the most commonly used packing technique. This technique decomposes the plaintext space R q into ℓ plaintext slots, allowing ℓ messages to be encrypted as a single ciphertext. Then homomorphic operations on the packed ciphertexts will be carried to each slot simultaneously, reducing the time of homomorphic computation by a factor of ℓ. Specifically, the polynomial X m + 1 is factorized into ℓ distinct and degree-d factor polynomials F k such that
From the Chinese Remainder Theorem, the plaintext space R q is isomorphic to the product of ℓ sub-spaces, i.e., R q
However, in § 4.2, we examine the property of the polynomial F k , and thus we keep using the polynomial view.
We write π crt : ℓ−1 j=0 Z q [X ]/(F k ) → R q to denote the CRTpacking that converts ℓ polynomials to an element of R q , and write -Input of the client: private matrix A ∈ Z n 1 ×n 2 q -Input of the server: private matrix B ∈ Z n 2 ×n 3 q -Output of the client: additively shared matrix ⟨AB⟩ 0 -Output of the server: additively shared matrix ⟨AB⟩ 1 1: Encryption. The client encrypts the elements of A and sends n 1 n 2 ciphertexts {Enc(a ik )} 0≤i <n 1 , 0≤k <n 2 to the server.
2: Evaluation. The server (1) samples a random matrix
. (2) computes the matrix multiplication via homomorphic operations. For example, the (i, j)-th entry of the product matrix is computed by
(3) returns n 1 n 3 ciphertexts {Enc(c 0 i j )} 0≤i <n 1 , 0≤j <n 3 to the client. 
crt as the reversing function. Let x and y be vectors of ℓ polynomials, where
. Homomorphic additions and multiplications of CRT-packed ciphertexts are carried to each plaintext slot simultaneously. That is, from following computation
we can obtain ℓ additions
, and ℓ products
THE BASIC PROTOCOL
We give an informal description of our basic protocol in Figure 3 which follows the general framework of the existing homomorphic encryption-based methods such as [8, 9, 15, 23, 28] , i.e., computing inner products via homomorphic operations. In the methods of [9, 15, 28] , the client needs to perform O(n 1 n 2 + n 1 n 3 ) homomorphic operations and the server needs to perform O(n 1 n 2 n 3 ) homomorphic operations. The optimization from [8, 23] reduces the number of operations on the server's side to O(n 1 n 2 n 3 /m) by using the CRT packing, at the cost of increasing the client's work to O(n 1 n 2 n 3 /m).
PROPOSED OPTIMIZATIONS
We present our new optimizations which reduce the number of operations at the server's side to O(n 1 n 2 n 3 /m) and that at the client's side to O(n 1 n 2 /m + n 1 n 3 /ℓ).
Forward-backward Encoding
The basic protocol in Figure 3 requires the server to perform O(n 1 n 2 n 3 ) homomorphic multiplications and additions due to the computation of inner products of vectors. Our first optimization forwardbackward (FB) encoding aims to improve the performance of computing inner products, which is inspired by [25, 40] . Intuitively, when multiplying two general polynomials of degree-δ (δ > 0), the coefficient of X δ −1 in the product polynomial is the inner product of the two coefficient vectors in opposite orders. Specifically, we define two functions to convert vectors u, v ∈ Z δ q to polynomials
We write → e and ← e as respectively representing the forward encoding and backward encoding. The inner product u ⊤ v can be given by one polynomial multiplication as shown below.
The correctness of Equation 3 can be shown as
It is equal to u ⊤ v. This equation holds for any degree δ > 0. However, the ring-based encryption scheme can handle at most degreem polynomials. Fortunately, we can use partitions for larger degree of polynomials. Suppose the length of vectors u ′ and v ′ is Km for K > 0, and the vectors are partitioned equally into K pieces, i.e.,
where ·||· denotes vectors concatenation. It is easy to see that from K polynomial multiplications and additions, i.e., ciphertexts back to the client. The FB-encoding technique enables the server to compute the matrix product via n 1 n 2 n 3 /m homomorphic operations. Since m usually has size of few thousands, e.g., m ≥ 2 12 , this translates to a considerable improvement over the basic protocol.
Double Packing
With the FB-encoding technique of § 4.1, we significantly reduce the computational cost at the server's side. However, the client still needs to decrypt n 1 n 3 ciphertexts. It would be nice if we can even reduce the computational cost at the client's side, since the computing power of the client might be very limited. We will achieve this through a new optimization double packing which comes from an insightful observation on the CRT packing and the FB-encoding technique. Specifically, this optimization allows the server to compute a batch of ℓ > 0 inner products within one single ciphertext.
The server now will send n 1 n 3 /ℓ ciphertexts to the client. Thus, this provides a ℓ-fold improvement to the communication cost and computational cost at the client's side. From a high-level explanation, the double packing employs the FB-encoding to each plaintext slot of the CRT packing. One should recall that the CRT packing introduces an isomorphic map
Proof. If the vector length δ ≤ d/2, then the degree of the product polynomial From one homomorphic multiplication ctx ⊗ V , we can obtain the ℓ inner products of length d/2 vectors, i.e., Uv.
When using the double packing for secure matrix multiplication, the client will break down each row of A into vectors with at most d/2 entries, and encrypt ℓ vectors that picked from distinct row as one ciphertext. In total, the client will send n 1 /ℓ · 2n 2 /d ≈ 2n 1 n 2 /m ciphertexts to the server. To compute the matrix product, the server first breaks down each column vector of B into vectors with at most d/2 entries, and encodes ℓ copies of each shorter vector as one polynomial. Then, the server can homomorphically compute the matrix product via about 2n 1 n 2 n 3 /m operations, resulting in n 1 n 3 /ℓ ciphertexts. This means the decryptions at the client's side is reduced by 1/ℓ over the optimization in § 4.1.
Double the Capacity of Double Packing
Using the optimization in § 4.2, we can compute ℓ inner products of vectors with d/2 entries. We now present a way to double this length from d/2 to d which helps reducing half of the computation time and communication cost of our secure matrix product protocol.
To do so, we must find a such prime q that "shapes" all polynomials F k into a specific form 
Proof. Before taking the modulo X d + β k , the (d − 1)-th coefficient of the product That is, the number of encryptions performed by the client is reduced from 2n 1 n 2 /m to n 1 n 2 /m and the number of homomorphic operations operated by the server is reduced from 2n 1 n 2 n 3 /m to n 1 n 2 n 3 /m.
Finally, we write
The subscript 'w' means double packing. Parameter Choosing. The polynomial degree m is determined by the security level of the underlying encryption scheme, and ℓ is usually determined by application scenarios. As a result, we tend to seek a prime q that satisfies Equation 4 with the given m and ℓ. More precisely, we should make sure that there exist ℓ distinct values β k < q such that the multiplicative order of β k of the modulo q is 2ℓ, i.e., β 2ℓ k = 1 mod q. Empirically, we have found many primes that satisfy this requirement. In Table 3 , we present some examples of practical m and ℓ for the matrix product functionality. Specifically, the underlying encryption scheme should provide at least 80-bit security level when m = 4096, according to the security analysis from [14, 18] .
Efficient Double Unpacking
The double unpacking function is defined as π −1 w : R q → Z ℓ q , which is used by the client to extract ℓ inner products after decrypting the ciphertexts received from the server. Suppose the polynomial A = m−1 i=0 a i X i is decrypted from one of the ciphertext that computed by the server. To extract ℓ inner products from A, mathematically, the client must compute the (d − 1)-th coefficient of A mod F k for each modulo F k = X d + β k . This can be accomplished by using the unpacking function of the CRT packing π −1 crt : take the modulo A mod F k ; then keep only the (d − 1)-th coefficient of the resulting polynomial and discard the remains. But the effort of computing the discarded coefficients becomes meaningless.
We now present a faster implementation of π −1 w by examining the algebraic property (−β k ) t −1 X d−1 = X td −1 mod X d + β k for positive t > 0. This gives us a way to compute the (d − 1)-th coefficient of A mod X d + β k directly. Specifically, we compute the (d − 1)-th coefficient of A mod X d + β k as follows
Because β k s are known during the key generation, the values 
SECURE MATRIX PRODUCT PROTOCOL
With the optimizations presented in § 4, we now present our secure matrix product protocol SMP in Figure 4 . It is noteworthy that we fix the matrix size of A to ℓ × d and the size of B to d × ℓ for the sake of simplicity. The protocol in Figure 4 can be easily extended for general matrices, as described later. The matrix product AB is computed through inner products between the row vectors of A and the column vectors of B. Specifically, the client processes rows of A with → π w before doing encryption in
Step 2. This step produces one ciphertext ctx which is sent to the server. In Step 3, the server applies ← π w to ℓ-copies of each column of B, and then multiplies the packed copies to ctx, resulting a ciphertext of one row of the product matrix. In Step 4, uniform random polynomials {R j,k } k ∈[ℓ] are sampled by the server to prevent extra information from being learned by the client. Also, the server stores the proper coefficients, i.e., R j,
, into its share C 1 . In Step 6, the client decrypts all the ciphertexts and uses π −1 w to obtain its share C 0 . We now show that C 0 + C 1 = AB mod q. According to Theorem 4.2, ctx j of Step 3 gives the inner products between the rows of A and j-th column of B, which forms the j-th row of AB. By iterating all columns of B, the matrix product AB is then encrypted in ciphertexts {ctx j } j ∈[ℓ] . The additive shares
Step 4 by homomorphic subtractions, and
The protocol of Figure 4 privately implements the functionality F MP of Figure 2 under the semi-honest setting.
We defer explanation of the security proof to the Appendix A. General Case and Complexity Analysis. For the case of general matrices, A and B can be partitioned into block matrices {A ik } and {B k j } where the size of A ik is ℓ × d and the size of B k j is d × ℓ. Zero-padding might be used to align the size. Now, the client must process each block A ik in Step 2. Then AB is computed through a summation of products of the block matrices, i.e., k A ik B k j . The block-matrix product A ik B k j is computed in Step 3 of Figure 2 , and the summation can be accomplished from homomorphic additions. Thus, the correctness of Theorem 5.1 follows. Furthermore, no extra interaction between the protocol players is introduced. Therefore, Theorem 5.2 follows, too.
In total, the client processes O(n 1 n 2 /m) blocks. The server operates O(n 1 n 2 n 3 /m) homomorphic multiplications and additions, resulting O(n 1 n 3 /ℓ) ciphertexts which will be transferred to the client. In Table 1 , we summarize and compare the complexity of our method with other homomorphic encryption-based methods. Although the computational complexity of our method are in the same order with the AHE-based method of SecureML [28] our method can provide a considerable acceleration given the fact that m is usually a large value, e.g., m ≥ 2 12 . Suppose n 1 , n 2 , and n 3 = 128 and m = 2 12 . For our method, the server only operate 512 homomorphic operations as opposed to the 2.0 × 10 6 homomorphic operations of the AHE-based method. Special Case: Matrix-Vector Product. When n 1 = 1 (i.e., A becomes a single row matrix), the matrix product AB can be specially regarded as the matrix-vector product. The algorithm of Figure 4 does cover this special case by zero-padding A, although with a small modification, the complexity of the algorithm can be improved in this setting. That is, in Step 2 of Figure 4 , the client sends a ciphertext of ℓ-copies of A, ctx = Enc The remaining steps of the algorithm follows. In this case, the server performs O(n 2 n 3 /m) homomorphic operations, and transfers O(n 3 /ℓ) ciphertexts to the client.
EVALUATIONS 6.1 Setups
Implementations. We implemented SMP using HElib [32] . Our implementation is freely available from https://github.com/OpenSMP/ SMP. The parameters m = 4096 and q = 70913 were used to provide ℓ = 128 slots. The other parameters of HElib were set properly to provide at least κ = 80-bit security level. A single ciphertext under this setting was about 64 kilobytes. Additionally, m = 8192 and q = 84481, which can provide at least κ = 300-bit security level, were also used in the micro-benchmarks of SMP (Table 4) . 4: For each ctx j , the server randomizes it by ctx
where
. Also, the server stores the (d − 1)-th coefficient in the j-th row of
The server sends back ℓ ciphertexts {ctx ′ j } j ∈[ℓ] to the client. 6: For each ctx ′ j , the client decrypts it and uses π −1 w presented in § 4.4 to extract ℓ values, which are placed in the j-th row of C 0 . We compared SMP with three existing methods, including the OT-based method, the AHE-based method from SecureML and the SwHE-based method from MiniONN. Specifically, we used the EMP-toolkit [37] to implement the OT-based method of SecureML, using 16-bit inputs for a fair comparison because log 2 q ≈ 16. For the AHE-based method, we instantiated the AHE with the DGK scheme [7] with a 1024-bit RSA modulus using the implementation from [9] . For the SwHE-based method of MiniONN, we used the HElib and parameters were set as m = 4096 and q = 65537, aiming to provide ℓ = 4096 plaintext slots. Computation and Communication Environments. We conducted extensive experiments using a various types of computing machines and under two network settings.
• Server specifications. We used one AWS c5.18xlarge instance of 72 virtual CPUs (vCPUs) @3.00 GHz and 25 Gbps outgoing bandwidth as the server node.
• Client specifications. The concurrent clients' requests were equally launched from five AWS c4.8xlarge instances of 36 vCPUs @2.90 GHz for each instance. Also, we ran experiments on a weak device, i.e., Raspberry Pi model B v1.2 of one CPU @900 MHz.
• LAN setting. For the LAN setting, all the AWS instances were launched inside the same region. The ping delay was about 2.5 ms.
• WAN setting. For the WAN setting, the server instance was launched in west US and the client instances were launched Table 4 : Micro-benchmarks of SMP using one single access. The performance numbers were averaged from 50 runs. m and ℓ are parameters of the underlying encryption scheme, and κ denotes the security level. in east Asia. The bandwidth was about 114 Mbps with about 110 ms ping delay. Measurements. We measured the end-to-end running time of each MT generation method using a high resolution clock (i.e., the standard chrono library). For the OT-based method, the time for computing the OT-extension [2] is included. For SMP, the computing time of Equation 5 is included while the key generation time is excluded. We also measured the total amount of data transferred by each method. Moreover, we provide five more micro-benchmarks of SMP. That is, the computation time of packing → π w , encryption (ENC), decryption (DEC), and unpacking π −1 w on the client's side, and the evaluation (EVA) time on the server's side. Concurrent Accesses. To mimic highly concurrent accesses, we used a shell script to launch the MT generation requests equally from five AWS instances. For instance, to mimic the 1000 concurrent accesses, we launched 200 requests from each instances. Recall that each c4.x8large instance possesses only 36 vCPUs. This means the CPU resources for each request at the client's side might be smaller than 2.90 GHz when we launched more than 36 requests on these instances. This CPUs sharing should contribute a part of the performance decreases in our experiments.
Micro-benchmarks
The micro-benchmarks of SMP is given in Table 4 . Additionally, we used a higher security level κ = 160 in this experiment to demonstrate its performance growth with respect to κ. By the virtue of our new packing method and its extension, the computation on the server' side (i.e., the EVA column) was very fast.
Faster Unpacking Optimization
We can instantiate the double unpacking function π −1 w using the unpacking function π −1 crt , but this will introduce an expensive computation at the client's side. In § 4.4, we present to use a pre-computed table to eliminate the needs of π −1 crt . Experiment results (Table 5) show that this optimization can significantly reduce the computation burden of the client. This experiment was conducted on two devices, the powerful AWS instance and the much weaker Raspberry Pi. We can see that the unpacking π −1 w from using Equation 5 was much faster than using π −1 crt .
Comparison to Other MT Generation Methods
The comparison results to the existing MT generation methods are given in Table 6 . From Table 6 , we know that SMP outperformed these methods in terms of MT generation time, especially when many clients access to the server concurrently. For the AHE-based method, the server needs to operate n 1 n 2 n 3 homomorphic operations while our method requires only n 1 n 2 n 3 /m homomorphic operations. Since the parameter m of the underlying encryption scheme is usually large, e.g., m ≥ 2 12 , our method can provide a considerable boost, e.g., it was about 8 − 12 times faster than the AHE-based method according to our benchmarks. Although the consumed network traffic of SMP was 2 − 3 times larger than that of the AHE-based method, the absolute amount of the network traffic was still small enough to be transferred through a narrow bandwidth within a reasonable time.
Comparing to the OT-based method, SMP only exchanged about 1.9% of data of the OT-based method. As a result, when many clients access to the server concurrently, the running time of SMP was much faster than the OT-based method, e.g., about 66 − 97 times faster when the number of concurrent accesses was 10. Moreover, the performance of our method was less sensitive to the network latency than the OT-based method. That is because our method is a single-round protocol while the OT-based method requires multiple rounds of communication between the client and the server. Figure 5 : Cumulative histograms of the performances of SMP and the AHE-based method of [28] under 50, 100, 500, and 1000 concurrent accesses. The size of matrices was 128 × 128.
SMP was about 38 − 70 times faster than, and consumed only one-fourth network traffic of the method of MiniONN. The reason for this speedup is two-fold. That is, less unpackings are needed by SMP, that is a quadratic number of unpackings n 1 n 3 /ℓ as opposed to the cubic number of unpackings n 1 n 2 n 3 /ℓ of their method. Moreover, our faster unpacking optimization (i.e., Equation 5) even accelerates the computation on the client's side.
Handling 1000 Concurrent Accesses
To show the feasibility of using the proposed method under the high concurrency setting, we benchmarked SMP with more concurrent accesses under the LAN setting. Specifically, for each of the five AWS c4.8xlarge instances, we launched 10, 20, 100, and 200 MT generation requests to the server instance, and recorded the total running time for each request. In the other words, the server instance handled concurrent accesses of 50, 100, 500 and 1000 using its 72 vCPUs. We only compare with the AHE-based method of [28] because of the OT-based method and the SwHE-based method would take too much time under the high concurrency setting. The results are shown in Figure 5 . The server handled 100 concurrent accesses within 10 seconds (i.e., the 2-rd plot of Figure 5 ). Therefore, if we want to handle 1000 concurrent accesses within 10 seconds, we need about 10 server nodes.
Experiments on Constrained Devices
We also ran the MT generation methods on the Raspberry Pi. However we failed to compile the OT library [37] on the Raspberry Pi. Therefore, only the homomorphic encryption-based methods were considered in this experiment. Matrices of size 128 × 128 were used. The total running times are as follows.
• Ours: 16.2 seconds.
• AHE-based method of [28] : 389 seconds.
• SwHE-based method of [23] : more than 23 minutes.
We can see that our method can perform better than the existing HE-based methods on resource constrained devices.
APPLICATIONS TO MACHINE LEARNING
In this section, we demonstrate how the existing privacy-preserving machine learning frameworks can benefit from SMP under the high concurrency setting. Notice that these two frameworks were originally designed for the one-client setting, and thus no empirical benchmarks of these frameworks under the concurrent setting are reported. As a result, we estimate their performances under the concurrent setting using the empirical results in Table 6 , and compared the estimated values with the empirical results of SMP.
Application to Private Machine Learning Model Training
SecureML is a secure computation framework that is originally designed for training machine learning models from a dataset that is already shared additively between two collusion-free servers. The private model training is performed between the two collusion-free servers using OT-based secure matrix multiplication protocol, and other cryptographic tools such as Yao's garbled circuit [37, 39] . Specifically, SecureML uses the mini-batch stochastic gradient descent (SGD) of a batch size B > 0 to train their models from a dataset X ∈ Z N ×D within t steps. Here, N indicates the number of data points in the dataset and D indicates the number of features. As suggested by SecureML, when using SGD for some classes of machine learning algorithms, e.g., linear regression and logistic regression, the SGD computation involves a matrix product UV, where the size of U is B × D and the size of V is D × t. The value of B is usually a few hundreds, e.g., B = 128 as in SecureML, and the value of t is usually set such that Bt > N .
We now show that SMP can be a better alternative for performing secure matrix multiplication in SecureML, especially under the high concurrency setting. Specifically, we compared the computation time and communication cost with the performance numbers presented in their paper [28] . Notice that, 64-bit inputs were used in SecureML while the plaintext precision of our encryption scheme was log 2 q ≈ 16. To have a fair comparison, we use the techniques [15, 24] to achieve the same level of 64-bits precision. The comparison details are given in Table 7 . It is apparent that our method is more efficient, especially when the matrix size is large and the number of concurrent accesses is more than one. Specifically, our method was about 3 − 21 times faster than the AHE-based method when the matrix size was 100 × 1563. Also, it was 5 − 35 times faster than the OT-based method and consumed only about 4.0% − 5.3% of the OT-based method.
Application to Private Deep Neural Networks Evaluation
MiniONN is a two-stage secure computation framework allows evaluating a trained neural network privately. The evaluation of We experimentally show that SMP is a more practical option for MiniONN to perform secure matrix multiplication. Specifically, we take the 17-layer neural network from MiniONN as an example. This network was originally designed for classifying the CIFAR-10 dataset [21] , and thus we designate it as NN-CIFAR. In Table 8a , we list up all the matrix products involved in NN-CIFAR where the matrix A is the private input from the client and B is the private input from the service operator. We compared the computation time and communication cost of our protocol with MiniONN. The comparison details are shown in Table 8b . It is apparent that SMP considerably reduced the computation time and the communication cost of the pre-computation stage of MiniONN for evaluating NN-CIFAR, i.e., saving more than 95% of the computation time and communication cost.
CONCLUSION
In this paper, we presented SMP for efficiently generating multiplication triples for multiplying two matrices. SMP is built from ring-based homomorphic encryption with three algorithmic and implementation optimizations. Our optimizations significantly reduce the computation time, both at the severs side and at the client's side. Moreover, the communication cost of our method is considerably less than the existing OT-based methods. According to our experimental results, SMP outperformed the existing methods under the high concurrency setting. We also applied SMP to two frameworks of privacy-preserving machine learning, i.e., SecureML and MiniONN. The experimental results showed that SMP can reduce MT generation time of these frameworks by more than 74% − 97%. In concluding, we consider that SMP can help forwarding the deployment of more practical and usable secure two-party computation to machine learning-based online applications.
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A PROOF OF THEOREM 5.2
We now prove Theorem 5.2, that is, SMP privately implements the matrix product functionality F MP described in Figure 2 under the semi-honest assumption.
Proof. Security Against a Semi-Honest Server. We first prove security against a semi-honest server. Given the fact that, the server's view during the protocol execution consists only of ciphertexts, and thus the security against a semi-honest server can be reduced to the semantic security of the underlying encryption scheme. We write A 1 to denote the adversarial server, and construct an ideal-world simulator S 0 as follows:
(1) The simulator S 0 receives the matrix A from the environment E and sends A to TTP for the result ⟨AB⟩ 0 . The view of the server during the real execution is V 1 = {ctx} while its view in the ideal world isV 1 = {ĉ tx}. By semantic security of the underlying encryption scheme, V 1 is computationally indistinguishable fromV 1 . Security Against a Semi-Honest Client. Next, we prove security against a semi-honest client. Similarly, we write A 0 to denote the adversarial client and construct an ideal-world simulator S 1 that works as follow:
(1) The simulator S 1 receives the matrix B from the environment E, and sends B to TTP for the result ⟨AB⟩ 1 . (2) The simulator S 1 starts running A 0 on input B, and receives ctx along with the evaluation key evk. The view of the client during the real execution consists of ℓ independent degree-m polynomials with coefficients distributed uniformly over Z q . That is exactly how S 1 creates client's view in the ideal-world. Thus, the client's view in the real execution and its view in the ideal-world are identically distributed. □
