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Abstract. We report on our recent progress in applying semiconductor quantum
dots for spin-based quantum computation, as proposed by Loss and DiVincenzo
(1998 Phys. Rev. A 57 120). For the purpose of single-electron spin resonance,
we study different types of single quantum dot devices that are designed for the
generation of a local ac magnetic field in the vicinity of the dot. We observe
photon-assisted tunnelling as well as pumping due to the ac voltage induced by
the ac current driven through a wire in the vicinity of the dot, but no evidence
for ESR so far. Analogue concepts for a double quantum dot and the hydrogen
molecule are discussed in detail. Our experimental results in laterally coupled
vertical double quantum dot device show that the Heitler–London model forms
a good approximation of the two-electron wavefunction. The exchange coupling
constant J is estimated. The relevance of this system for two-qubit gates, in
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particular the SWAP operation, is discussed. Density functional calculations
reveal the importance of the gate electrode geometry in lateral quantum dots
for the tunability of J in realistic two-qubit gates.
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1. Introduction
Numerous proposals have been advanced for systems that manifest assemblies of ‘qubits’ which
can be used to achieve quantum computing [1]. Each such system must demonstrate a variety of
properties (long coherence lifetime, initialization ability, readout, etc), one of the most important
of which is the existence of some form of entanglement operation between two qubits. Stimulated
by the Loss and DiVincenzo proposal [2], there is a continuing experimental effort to realize
electron spin quantum bits or qubits in semiconductor quantum dots [3]. The qubit consists of
the spin-up |↑〉 and spin-down |↓〉 of a single electron in a quantum dot. Ideally, although not
necessarily, single-electron quantum dots are used. The proposal comprises single-qubit rotations
using electron spin resonance (ESR) and two-qubit quantum gates relying on exchange interaction
between electrons in a double quantum dot [4]. The XOR (CNOT) 2-qubit gate in combination
with arbitrary single-qubit rotations forms a universal set of quantum logic gates. In fact, the
CNOT gate combined with arbitrary rotations about two independent axes is already sufficient.
After manipulation of the spin degree of freedom, read-out can be realized via spin-to-charge
conversion.
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This paper describes recent experimental and theoretical results of our efforts to realize
electron spin qubits using quantum dot devices. In section 2, we discuss quantum dot devices
with an integrated high-frequency line to generate an ac magnetic field in the vicinity of the
quantum dot. This ac magnetic field is intended for realizing single ESR. The effective g-factor
in our GaAs dot is derived and microwave experiments show the importance of photon-assisted
tunnelling (PAT) and pumping.
The analogy between a man-made double quantum dot system and the hydrogen molecule
is discussed in section 3. In particular, we introduce the Heitler–London (HL) ansatz and the
non-interacting limit, and we use the Hund–Mulliken approximation for deriving an expression
of the exchange coupling constant J .
In section 4, experiments on hybrid vertical-lateral double quantum dot devices are
presented. Those devices allow for a detailed study of the character of the two-electron
wavefunction. The exchange coupling between the two electron spins on both dots is tunable
by an external magnetic field and by the central barrier. The suitability for two-qubit operations
(in particular the SWAP operation) is discussed.
For fast (two-qubit) gate operation, it is required that the exchange coupling constant J can
be controlled on very short timescales (typically ns or shorter). In practice, it is much easier to
realize this fast tuning of J by pulsing a gate voltage, rather than by manipulating an external
magnetic field. Section 5 deals with the optimization of lateral double dot gate geometries for
exchange energy tuning in the case of voltage control. Conclusions are given in section 6.
2. Few-electron quantum dot devices for single ESR
In this section we discuss our efforts aimed at realizing single-electron spin qubits in
semiconductor quantum dots, in particular single-electron spin rotation by means of ESR.
When a static magnetic field, B0, is applied, the spin-up state and the spin-down state split by
the Zeeman energy Ez = gdotµBB0, with gdot the g-factor in the dot and µB the Bohr magneton.
For gdot = −0.44 (as in bulk GaAs) and B0 = 5 T, Ez = 0.13 meV. Electron spins precess
around the B0-axis with (Larmor) frequency fB = Ez/h = gdotµBB0/h. Using the numerical
values above, we find fB ≈ 30 GHz. A microwave magnetic field, Bac, in a plane perpendicular
to B0 and in resonance with the precession rate, causes coherent oscillations between the states
|↑〉 and |↓〉 (ESR). The rotation frequency, or Rabi frequency, is proportional to the strength of
Bac: fRabi = gdotµBBac/h. For Bac = 10 mT, fRabi ≈ 60 MHz. The Larmor precession and the
Bac-induced Rabi oscillations offer two perpendicular axes of rotation, enabling in principle any
desired qubit rotation.
In order to control the spin rotation angle, it is necessary that one can turn on and off
the ac magnetic field on short timescales. The typical time for performing half a spin rotation
(or π-pulse manipulation) is ∼10 ns. This value is much smaller than the expected single-electron
spin decoherence time, T2 (>1 µs) [5]. To observe single-electron ESR in the quantum dot via
an electron transport measurement, we follow the proposals of Engel and Loss [6, 7] or slight
variations on them. By properly tuning the voltages applied to the dot, electron transport can be
turned on and off via an ESR field.As outlined in [6, 7], one can derive (a lower bound of ) T2 from
the ESR-related current through the dot. It is more appropriate to talk about T ∗2 (pronounced as
T -2-star), where the asterisk refers to an ensemble average. Although single ESR is considered,
a repetition of the experiment is required to obtain a measurable current. Thus, an ensemble
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Figure 1. (a) Schematic of a vertical quantum dot (VQD) with a ring gate used
for generating an ac magnetic field Bac. The device is positioned in a static
magnetic field B0 parallel to the dot plane. (b) Scanning electron microscope
(SEM) pictures of a VQD device with a local ac magnetic field generator. In the
‘combination type’, a Ti/Au gate electrode is used for applying both a dc voltage
and an ac current. (c) SEM pictures of a VQD device with a separate local ac
magnetic field generator. In the ‘separate wire type’, a Ti/Au wire is fabricated
in the vicinity (∼1µm) of the dot.
average (in the time domain) is measured. A measurement of the (non-averaged) value of T2
would require single-shot read-out [8] or spin-echo pulse sequences to suppress dephasing [5].
Since gdot is expected to differ significantly from the value in bulk GaAs (e.g. due to the
effect of confinement and the ‘leakage’ of the electron wavefunction in the AlGaAs barriers),
we first independently determine gdot, as discussed in subsection 2.2. We discuss our microwave
results in subsection 2.3, in particular the influence of the (undesired) ac electric field at the site
of the dot.
2.1. Device layout
The device is formed out of a GaAs/AlGaAs double barrier structure (figure 1). In contrast to
previous devices [9], we do not include a small concentration of In in the GaAs quantum well,
which reduces the lattice strain. A narrow, so-called mesa bridge supports the lead to the top
contact. This mesa bridge is so narrow (<0.15 µm) that no parasitic current can flow between
the top and back contact. In order to locally manipulate an electron spin in the dot, a local and
time controllable ESR source is needed. The approach is to apply a high-frequency current to
a metal strip line near the dot in order to generate a local ac magnetic field. Here, we discuss
two types of devices designed for creating such an ac field, which we call the ‘combination
type’ and the ‘separate wire type’. In the combination type, Bac is generated by driving an ac
current through the Ti/Au ring gate wrapped around the dot, which is at the same time used to
squeeze the effective dot size by applying a negative dc voltage (figures 1(a) and (b)). Thus, the
ac magnetic field is perpendicular to the dot. A ∼mA current is required to generate a magnetic
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field of ∼mT at the site of the dot. In the separate wire type, Bac is generated by driving an
ac current through a separate Ti/Au line nearby the dot (figure 1(c)). Also here, a ∼mT field
requires a ∼mA current. The advantage of the combination type is that the distance between the
dot and ac line is as small as possible, thereby minimizing the required ac current for a given
ac magnetic field. On the other hand, the separation type is experimentally easier to implement
and may be more advantageous as far as local heating and capacitive coupling to the dot are
concerned. We use semi-rigid and flexible coax cables to bring the microwave signal (generated
at room temperature, 10 MHz–50 GHz) to the sample holder in which the coax line is connected
to the on-chip ac line via a 50  impedance-matched coplanar waveguide and short (∼3 mm) Au
bonding wires. The length of the bonding wires should be short in comparison to the microwave
wavelength (λ = 3 cm for 10 GHz). The dc resistance of the on-chip ac line is ∼20. In order
to reduce the shunt electrostatic coupling between the ac line and the dot, we remove redundant
parts of the n-doped layer down to the semi-insulating GaAs substrate [10].
2.2. Determination of g-factor in GaAs VQDs
All experimental results presented below are obtained in ‘separate wire’ devices in a dilution
refrigerator with a base temperature of 70 mK. A static magnetic field B0 is applied to the dot
in the parallel configuration (see figure 1(a)). This magnetic field configuration allows us to
resolve the Zeeman splitting while minimizing the effect of the magnetic field on the orbital
(Fock–Darwin) states.
Figure 2 shows the differential conductance dI/dV versus gate voltage Vg and source drain
voltage Vsd measured for three different in-plane magnetic fields. A white diamond shaped region
in the centre indicates Coulomb blockade for N ∼ 20 electrons. Due to leakage between the gate
and source contacts for gate voltages below −3V, we are not able to reduce the electron number
to one. Electron numbers down to zero have been achieved for devices in the same fabrication run
though. This Coulomb blockade region is bounded by four lines indicating alignment between
one of the Fermi levels in the contact leads and either the N-electron ground state (GS) (two
lower lines) or the (N + 1)-electron GS (two upper lines). Located above and parallel to each
upper line we observe dark lines (indicated by arrows), corresponding to alignment of one of
the Fermi levels in the leads and the (N + 1)-electron excited state (ES). The excitation energy
increases linearly with B. We therefore assign this ES as a Zeeman ES.
The Zeeman energy is derived for a series of magnetic fields from the energy spacing between
the GS and the Zeeman ES at four positions in the dI/dV plot [11]. These data are plotted in
figure 2(d) and are used for a linear fit (solid line) from which we derive |gdot| = 0.23 ± 0.02.
This g-factor is smaller than that of bulk GaAs (|gGaAs| = 0.44), probably due to the effect
of electron confinement and the influence of the Al0.3Ga0.7As barriers (bulk g-factor +0.4). From
an excitation spectrum measurement in a perpendicular magnetic field (not shown here) on a
different device fabricated out of the same wafer, we also find |gdot| ∼ 0.23. This independent
result supports the interpretation of the ES in figures 2(a)–(c) as a Zeeman ES.
A Zeeman ES is not observed for the Coulomb blockade diamonds holding N − 1 and N + 1
electrons. We do not observe lines below and parallel to the lower boundaries of the N-electron
Coulomb diamond, which would correspond to an (N − 1)-electron ES. Complicated by the fact
that we do not know the absolute electron number and the precise spin states in this dot, it is not
clear why we only observe a clearly resolved Zeeman splitting in one particular case.
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Figure 2. Plots of the differential conductance dI/dV versus gate voltage Vg and
source-drain voltage Vsd for three different parallel magnetic fields, B = 10 T
(a), 8 T (b), and 6 T (c). The B-evolution of a Zeeman split state (indicated by
arrows) is clearly observed. (d) Zeeman energy as a function of B. The Zeeman
energy cannot be resolved for B < 6 T. From the linear fit to the data (red line)
|gdot| = 0.23 ± 0.02 is derived. Zeeman energy in bulk GaAs (|gGaAs| = 0.44) is
plotted for comparison. The different symbols correspond to different positions
in the Coulomb diamond where the Zeeman splitting has been evaluated.
We also briefly discuss an alternative (but less accurate) method to derive the g-factor, used
in a second device. Figure 3(a) shows the linear-response Coulomb peaks (bright lines) evolving
with parallel magnetic field B for a different device. All Coulomb peaks shift to more negative
gate voltages for increasing B, probably due to confinement effects in the leads and/or dot. To
compensate for this effect, we plot the four successive Coulomb peak spacings (in units of energy,
with offsets) versus B in figure 3(b). The peak spacings alternately increase (spin-decreasing
transition) and decrease (spin-increasing transition) with B, indicating anti-ferromagnetic filling
for this particular series of dot levels [12]. We estimate the value for the g-factor of |gdot| ∼ 0.25
from the slopes (±gdotµB). This result is consistent with that obtained from the Coulomb diamond
measurements discussed above. Note that, for this particular device, we are able to resolve the
Zeeman splitting in a number of levels, as opposed to the Coulomb diamond results described
above.
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Figure 3. (a) Source–drain current I versus Vg and B (Vsd = 30 µV, T = 70 mK)
in a separate wire-type device. The bright lines correspond to Coulomb peaks, the
dark regions to Coulomb blockade. Spin orientations (arrows) are derived from
the B-dependence of the Coulomb peak spacings. (b) Four successive Coulomb
peak spacings (with offsets) versus B. Points correspond to the Coulomb peak
spacings. Solid lines are linear fits with the same absolute slope from which the
g-factor is estimated.
Figure 4. I–Vg plots at B = 0 for microwave powers from −40 to −10 dBm,
f = 39.42 GHz (a) and from −38 to −10 dBm, f = 50 GHz (b). Satellite peaks
ascribed to PAT are indicated.
2.3. High-frequency experiments
Our microwave results indicate that instead of generating only an ac magnetic field, we also
create a significant ac electric field near the dot, as illustrated by the data shown in figure 4 for
two frequencies at B = 0. Here, we clearly see microwave-induced satellite peaks (due to PAT)
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in combination with current rectification effects (PAT) [13]. Since these phenomena do not show
any resonant behaviour as a function of B, it should in principle be possible to separate them
from the desired ESR-induced transport. We therefore apply a suitable microwave signal with
frequency f and sweep B around a field B‖,res such that |gdot|µBB‖,res = hf . However, so far we
have not been able to confirm ESR in our system, hampered by the effects described above and
heating of the sample at larger microwave powers. Our results confirm that microwave signals
up to 50 GHz reach the sample, but more importantly, they indicate that we have to reduce the
ac voltage generated in the dot and possibly also the heating of the sample. We are presently
working on new devices with improved geometry and transmission line characteristics to meet
these requirements.
2.4. Alternative approaches
To the best of our knowledge, so far there have been no reports on single ESR in semiconductor
quantum dots. Single-spin rotation turns out to be a very challenging task. One of the main
problems, separation of ac magnetic and electric fields, has been put forward above.
A ‘pump and probe’ scheme that should considerably reduce PAT and photon-assisted
pumping is schematically outlined in figure 5. A time-dependent voltage, Vp(t) (figure 5(b)), is
added to the dc gate voltage. Vp(t) is a pulse signal that alternatively positions the Zeeman split
dot levels far below the fermi levels of the leads (left diagram in figure 5(a)), and the spin-down
level above the fermi level of the right lead (right diagram in figure 5(a)). Instead of applying a
continuous microwave signal to the ac line, bursts of microwave (figure 5(c)) are only applied
to generate an ac magnetic field when the Zeeman split levels are in the lower position. Even
when there is a finite ac electric field, the effect will be limited when Ez is much smaller than
the energy difference between the dot level and the fermi levels of the leads. As for PAT, only
multi-photon processes could give rise to current. The probability of such processes strongly
decreases for increasing photon number at small microwave powers [13]. Read-out is performed
after turning off the microwave signal and pulsing up the Zeeman split levels.
Another approach for realizing single-spin rotation was recently put forward by Tokura
et al [14]. They describe a general concept for realizing a solid-state quantum two-level system,
based on a single electron in a quantum dot, which combines ease of manipulation with long
coherence times. This is accomplished by combining the spin and charge degrees of freedom of
an electron in a quantum dot situated in a static slanting Zeeman field.A robust single pseudo-spin
system is obtained that can be controlled by voltage only, without the need for an external time-
dependent magnetic field or spin–orbit coupling. This unique and important feature is expected to
considerably facilitate experimental realization of qubits based on single electrons. It is shown
that both single-qubit rotations and the C-NOT operation can be realized, thereby providing
a universal set of gates for quantum computation. Using this approach it is also possible to
determine the intrinsic single-electron spin coherence time in the system.
Recently, Petta et al [5] demonstrated coherent control of a quantum two-level system
(logical qubit), based on two-electron spin states [15]. Rabi oscillations of these two-electron
states are observed and, using quantum control techniques, a coherence time of more than 1 µs
is found. It is shown that the time-ensemble-averaged dephasing time is limited by the hyperfine
interaction with the spin-3/2 nuclei in the GaAs/AlGaAs host material. Although these results
are very promising, single-electron spin rotations have not been realized here either.
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Figure 5. Pulse and probe measurement scheme for detecting single ESR in
transport through a quantum dot. (a) Schematic level diagrams showing the
Zeeman split levels (Zeeman splitting Ez) in two configurations. During the
pulse time, tp, a voltage pulse signal, Vp, is applied such that the levels are far
below the fermi levels of the leads (left diagram). During this interval, a microwave
burst (length tac) is applied to the strip line causing an ac current, Iac. The induced
ac magnetic field leads to Rabi oscillations between the Zeeman split levels. After
tac, the levels are positioned according to the configuration in the right diagram.
Only if the electron is in the spin-down level, a contribution to the current is
measured. (b) Voltage pulse signal with repetition time trep. (c) ac current signal
in the strip line.
3. A double quantum dot as an artificial molecule
For a double dot with two electrons, i.e. N = 2, the interacting electron problem is analogous
in many ways to the problem of the hydrogen molecule and similar methods of calculating its
properties have been employed. The discussion below forms a basis for the results presented in
sections 4 and 5.
3.1. HL limit versus NI limit
While the spin state of the electrons in a double quantum dot is mainly controlled by the exchange
interaction, the spatial part of the wavefuntion is governed by the competition between inter-dot
tunnelling and Coulomb repulsion. The physics of the spatial part is illustrated by considering
the hydrogen molecule [16]. In the hydrogen molecule, the two electrons interact with each
other in the double well potential produced by the two protons. Below we consider two limiting
assumptions for the two-body electron wavefunction.
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Firstly, we discuss the wavefunction postulated by Heitler and London, referred to as the
HL ansatz [17]. In the HL ansatz, it is assumed that the two electrons do not co-exist around the
same nucleus. The HL singlet state is given by
ψSHL(r1, r2) = 12 [φ1(r1)φ2(r2) + φ2(r1)φ1(r2)]χS, (1)
where φ1(r) is a wavefunction centred around nucleus 1, φ2(r) is centred around nucleus 2
and χS is the two-electron spin singlet state. The first spatial part thus corresponds to electron
1 orbiting nucleus 1 and electron 2 orbiting nucleus 2. In the second spatial part (needed for
symmetrization), the positions of electron 1 and 2 are interchanged. In the HL ansatz, there are
no states that spread across both nuclei.
Secondly, we introduce the ‘non-interacting’(NI) limit, where ‘non-interacting’refers to the
assumption that the two electrons do no interact with each other. They both interact, however,
with the two nuclei. The potential of these two nuclei is simply V = − e|r−R1| − e|r−R2| , where
R1 and R2 are the nuclear coordinates. The NI GS is found by solving the single-particle
Schrödinger equation with this potential and filling the thus obtained state with two electrons
with opposite spins. The single-electron spatial part is now approximated by the symmetric
wavefunction sym(r) ≡ 1√2 [φ1(r) + φ2(r)] (r is for either electron; also here φ1(r) and φ2(r)
are the site-centred orbitals used for the HL wavefunction, equation (1), above). sym describes a
delocalized state across both nuclei and is close to the exact solution of the Schrödinger equation
for potentialV . The NI two-body wavefunction is formed by multiplyingsym(r1) timessym(r2)
(and including the spin part)
ψSNI(r1, r2) = 12 [φ1(r1)φ1(r2) + φ1(r1)φ2(r2) + φ2(r1)φ1(r2) + φ2(r1)φ2(r2)]χS. (2)
3.2. Hund–Mulliken model
The Hund–Mulliken method idealizes each dot as a well with a single localized state with energy
ε (assumed the same for the two dots) and a tunnelling coefficient t for the electron to traverse
the classical barrier from one dot to the other. The two single states localized around each dot
are chosen as the basis and are referred to as L and R, corresponding to the φ1(r) and φ2(r)
of section 3.1.
Since, by assumption, each dot possesses a single state, for N = 2 double occupancy of L
or R is possible only if the spins of the two electrons are opposite. The correct anti-symmetrized
form of this spin anti-parallel state is the spin singlet, which we denote χS ≡ 1√2 [|↑↓〉 − |↓↑〉].
The three, two-particle spatial states which have the singlet spin part are the symmetric states
ψSL = |LL〉, (3a)
ψSR = |RR〉, (3b)
ψSHL =
1√
2
[|LR〉 + |RL〉], (3c)
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where, for example, the state |LR〉 is the state with electron 1 on the left dot and electron 2 on
the right dot. Note that the HL state of equation (1) is used as one of the three singlet states.
Conversely, the triplet state, with spin part χT given by 1√2 [|↑↓〉 + |↓↑〉], |↑↑〉 or |↓↓〉, has only
one possible spatial state, due to the Pauli exclusion principle, and that is 1√2 [|LR〉 − |RL〉].
The Hund–Mulliken approximation consists of diagonalizing the Hamiltonian
H =
2∑
p=1
h(rp) + V(r1, r2) (4)
in the basis of the four states described in the previous paragraph. Here, h(r) is the one-body
Hamiltonian containing the kinetic energy and the energy of confinement in an external potential.
For the real hydrogen molecule this external potential is simply given by the potential of two
nuclei; however, for quantum dots it is much more complicated. The second term, V(r1, r2),
is the Coulomb interaction, which generally is screened by surrounding polarizable material.
Note that, strangely, in the Hund–Mulliken basis there are three singlet states and one triplet
state.
The Hund–Mulliken approximation is described in various textbooks [18]. Here, we restrict
ourselves to a few comments that are either basic to understanding the model or are particularly
relevant to the issue of tuning the exchange interaction between dots (or both).
Firstly, even when an external, static magnetic field is present, the Hamiltonian (4) does
not act upon spin except for the trivial Zeeman term, which we ignore here. Thus, the singlet
and triplet terms form a block diagonal structure in H . The energy of the triplet is therefore
particularly trivial since its Hamiltonian is simply a 1 × 1 matrix.
Secondly, the basis of states is built of the basis of single particle states |L〉 and |R〉, which
is not orthonormal and certainly not complete. Strictly speaking, |L〉 is the one-electron GS
of the left dot when the right dot does not exist and similarly for |R〉. Within the tunnelling
formalism invented by Bardeen [19], the tunnelling coefficient t between |L〉 and |R〉 is given
by the expectation value of the current operator at any point in the classically forbidden
region between the two dots. We present an explicit formula for this coefficient below. The
structure of this expression will prove crucial when we consider the tuning of the singlet–triplet
splitting.
Thirdly, all Coulomb matrix elements in the model are of the form 〈α1α2|V |α3α4〉, where
the αi are either L or R. All possible matrix elements of this form appear somewhere when the
Hamiltonian is written out. However, they naturally form a hierarchy since (a) the overlap of the
wavefunction between L and R is typically small and (b) the Coulomb interaction within a dot is
typically much greater than between dots. Thus, the dominant matrix elements are 〈LL|V |LL〉
and 〈RR|V |RR〉. While they need not equal one another (the two dots could have different sizes),
for simplicity, we assume that they are equal and denote them simply as Vintra. This term is also
known as the Hubbard U. Similarly, the next order of magnitude has terms like 〈LR|V |LR〉,
which give the direct Coulomb interaction between an electron on one dot and one on the other.
We denote this term as Vinter. So far, no term has involved an overlap of the form ψR(r1)ψL(r1),
where ψα(r) = 〈r|α〉 is the state α in the position representation. The simplest term that does so
is the so-called ‘exchange-integral’ (not to be confused with the exchange interaction), with the
typical term 〈LR|V |RL〉, denoted Vex. This term, which will also be crucial in the discussion
below, can be thought of as the Coulomb interaction of the overlap between the state on the
left and the state on the right with itself. It therefore vanishes when the barrier between the
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dots becomes high or the dots become widely separated. Finally, additional terms of the form
〈LR|V |RR〉 exist which consist of the interaction between the wavefunction overlap and, in this
case, the state localized in R. These terms have various renormalizing roles but they are not very
important for our purposes and we generally discard them.
For the two-dot, two-electron system, if the Hamiltonian is expanded in invariant powers
of the two spins, S1 and S2, the lowest order interaction term is simply H = JS1 · S2, where
J is the exchange coupling constant. Via the manipulation familiar from elementary quantum
mechanics: S1 · S2 = 12 [S2T − S21 − S22], where ST = (S1 + S2) and, for the spin-1/2 particle the
eigenvalues of S21 and S22 are both h¯ 12(
1
2 + 1) = 34h¯. Furthermore, S2T|χT〉 = 2h¯ and S2T|χS〉 = 0
for the triplet and singlet, respectively. Therefore,
S1 · S2|χT〉 = h¯4 |χT〉, (5a)
S1 · S2|χS〉 = −3h¯4 |χS〉, (5b)
whereupon:
H1(|χT 〉 − |χS〉) = h¯J(|χT〉 − |χS〉). (5c)
To summarize: if the interaction is expanded in powers of the spins, the coupling constant
of the lowest order interaction term is simply the difference in the energy between the triplet and
the singlet in units of h¯.
The preceding expansion of the spin interaction energy makes no assumption about the
origin of the interaction. It could arise, for example, from a simple magnetic dipole interaction.
However, this effect is typically very small in semiconductor systems since the typical distance
between the spins is hundreds of angstroms. Rather, due to the relation between spin and statistics,
the spatial properties of the wavefunction of two particles are intimately related to the spin of
the system. Specifically for the double dot case, where only a single level is assumed to exist in
each dot (Hund–Mulliken model), double occupancy of one of the dots is possible only for anti-
parallel spins (i.e. the singlet state). Conceptually, the consequences of this correlation between
the spin and the spatial parts of the wavefunction are twofold. Firstly, the freedom of the singlet
electrons to spread across both dots lowers the kinetic energy of the singlet. Conversely, however,
the Coulomb energy, particularly the exchange integral, increases for greater overlap, hence it
favours the triplet over the singlet. Within the Hund–Mulliken model, the singlet and the triplet
GS energies (ignoring the higher order interactions which we discussed above) can be written:
ES = 2ε + Vinter + Vex − 4t
2
Vintra − Vinter + Vex , (6a)
ET = 2ε + Vinter − Vex, (6b)
and their difference is therefore
J = 4t
2
Vintra − Vinter + Vex − 2Vex, (6c)
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where we have assumed that the single-electron eigenvalues of the two dots are equal to each
other and equal to ε. Note that in the double dot case, the decrease in kinetic energy of the singlet
due to delocalization is governed by t2, the probability of the electron to tunnel from one dot to the
other. The delocalization is also opposed by the Coulomb energy, specifically by the difference
between intra-dot interaction and inter-dot interaction, with a small correction due to exchange.
It is possible to prove that for a bare potential with two centres and a plane of symmetry (e.g. the
hydrogen molecule) and no vector potential, such that the wavefunctions can be taken as real, J
is always positive and the singlet is therefore the GS [20]. It is useful to write out the exchange
integral explicitly:
Vex =
∫
dr1
∫
dr2ψ∗L(r1)ψ∗R(r2)V(r1, r2)ψR(r1)ψL(r2) (7)
where V(r1, r2) is the (possibly screened) Coulomb interaction. In the next section, the above
concepts are applied to experimental results in a laterally coupled vertical double quantum dot.
4. Laterally coupled VQD experiments
4.1. Double quantum dots for quantum gate operation
A universal set of quantum gates is obtained by combining individual spin rotations and the
(square root of ) SWAP operation [2]. Our efforts to realize single-spin rotation were described
in section 2. Here, we discuss the realization of the SWAP operation in a double quantum dot in
more detail.
In accordance with section 3.3, the time-dependent exchange coupling J(t) between the
spins S1 and S2 can be described by the Heisenberg Hamiltonian Hint(t) = J(t)S1 · S2. If the
exchange coupling can be turned on during a well-controlled interval τSWAP such that
∫
dtJ(t)/h¯ = JτSWAP/h¯ = π (mod 2π), (8)
the unitary time evolution
U(t) = exp(i)
∫ t
0
Hint(τ) dτ/h¯, (9)
corresponds to the SWAP operation with τSWAP the swap time [21]. The SWAP operation applies
for a molecular state having two electrons, one in each dot of the double quantum dot. As
described in section 3, this is the case for the singlet state in the Heitler–London (HL) ansatz.
For example, τSWAP = 30 ps for J0 = 0.1 meV. This τSWAP is reasonably short as compared
to the spin decoherence time of 1 µs found in [5] (T2/τSWAP ≈ 104), and feasible with current
electronics. Therefore, J0 ∼ 0.1 meV seems to be a reasonable condition for manipulating the
exchange coupling. For executing the SWAP operation, we need to modulate J in time. This can
(in principle) be achieved by time control of a magnetic field to the double dot [21, 22] and/or
by pulsing the gate voltage of the coupling gate electrode between the two dots. The literature
on double quantum dots is fairly large [4], but relatively little about HL states and exchange
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coupling has been written. In the following, we focus on the relevance of double dots in the
context of quantum gate operations.
4.2. Double dot devices in series and parallel configurations
Double quantum dots have been fabricated in a variety of configurations including both vertical
and lateral geometries [23], as well as hybrid vertical/lateral structures [24]. There are also studies
on InAs self-organized double dots, grown on top of one another in the Stranski–Krastanov
mode [25] and double dots defined in a carbon nanotube by Schottky gates [26]. For a review on
the general electronic properties of double quantum dots, we refer to [4]. Here, we concentrate
on probing and manipulating HL states in a double dot device.
A useful instrument for describing the charge state in the double dot with electron numbers
N1 and N2 on dots 1 and 2 is the stability diagram, also referred to as the honeycomb diagram.
If the dots are isolated from each other, the variation of each dot’s gate, Vg1 and Vg2, results
in the increase of N1 and N2 independently. However, because of the interaction between dot,
either Coulombically or quantum mechanically, adding an electron to each dot simultaneously
becomes energetically unfavourable. The result is that the areas of stability become hexagons
and the pattern is that of a honeycomb (see figure 7(a)). The full honeycomb diagram usually
does not emerge from transport data. Rather, the experimental signature depends on whether the
dots are in parallel or in series, and also whether the double dot geometry is vertical or lateral.
In many cases, double dot devices are defined in a 2D (two-dimensional) electron gas (2DEG)
by Schottky gates. Two dots are then coupled in series and current flows laterally through the
two series dots. In the linear source-drain bias regime, Vg1 and Vg2 must be set so that both
dots are at a bi-stable point (i.e. a Coulomb oscillation) simultaneously. This only occurs at the
vertices of the honeycomb [4]. For the parallel configuration, on the other hand, current can
flow through either dot when it alone is at a Coulomb oscillation, and so the data exhibit all the
lines in the honeycomb where electron numbers on either dot are degenerate [24]. This includes
all lines except the vertical, ‘anti-crossing’ lines, which represent charge transfer between the
dots. Therefore, the parallel configuration is easier to characterize various energy parameters
such as the intra- and inter-dot Coulomb energies and the inter-dot tunnel coupling energy. The
parallel configuration is suitable for revealing the manner in which the electrons fill the double
dot. The parallel configuration is also useful for studying transport in the nonlinear source-drain
bias regime and studying excitation spectra, because the tunnel coupling between two dots is
not influenced by application of finite source-drain voltage Vsd. This is not the case for the
series configuration, where application of a finite Vsd causes a potential drop between the two
dots. Recently, a charge readout technique has been applied to overcome this problem for the
series configuration in the linear response regime, but not in the nonlinear response regime [27].
Vertical double dot devices are useful to establish rigid (strong or weak) tunnel coupling and
also to prepare well-defined states in both quantum dots [28, 29]. However, in this device it is
difficult to significantly tune the inter-dot barrier, since the tunnel barrier is established in the
crystal growth. We have recently developed a novel double dot device in a hybrid vertical-lateral
geometry, which allows us to precisely characterize the honeycomb diagram. In this hybrid
vertical-lateral double dot device, two 2D quantum dots are coupled side by side, and current
flows vertically. From measurements of stability diagrams in the plane of two side gate voltages
and nonlinear conductance characteristics, we confirm the filling of the HL two-electron state
with one electron localized in each dot.
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Figure 6. (a) Scanning electron micrograph of the device. The double quantum
dot is located inside the circular mesa. (b) Schematic of hybrid vertical-lateral
double dot device. The two dots are vertically confined in the quantum well, and
are laterally confined by a harmonic potential which is made of the depletion
layer. (c) Schematic of the laterally confining potential.
4.3. Hybrid vertical-lateral double dot device and stability diagram
Our double dot device is made from a double-barrier heterostructure consisting of an undoped
12 nm InGaAs well and two undoped AlGaAs barriers of thickness 8.5 and 7.0 nm. Figure 6a
shows a scanning electron micrograph of the device. Each circular-shaped mesa contains a
2D quantum dot coupled to the side of the other. Current flows vertically from a conductive
substrate, through the parallel double dot, to a common metal contact on the top surface
(figure 6(b)). There are four split gates, two of which (side gates) tune the number of electrons in
each dot independently. The other two gates (centre gates) pinch the barrier between the two dots
and modulating them changes principally the inter-dot barrier height (figure 6(c)). In figure 6(a),
four line mesas emerge from the double dot mesa which serve to split the Schottky gate metal
allowing the four, aforementioned gates to be independently biased. The mesas are sufficiently
narrow (100 nm) such that current only flows through the metal on the top, and not through the
semiconductor. The measurements described here are all carried out in a dilution refrigerator with
a base temperature of 30 mK. In the small source-drain bias, Vsd, limit, a series of conductance
oscillations or Coulomb oscillations are observed in the plane of the two side gate voltages, VsL
and VsR. The typical experimental data of Coulomb oscillations (peak positions) is shown in
figure 7(a). Crossing Coulomb oscillations in gate voltage sweeps along the thin solid (dashed)
line adds an electron to a well-defined quantum state in dot L (R) (figures 7(b) and (c)).
The combined Coulomb and quantum mechanical tunnel coupling between the dots inhibits
simultaneous addition of electrons to both dots, thereby opening up diagonal gaps, or ‘anti-
crossings’, at the Coulomb oscillation vertices, resulting in the characteristic hexagonal or
‘honeycomb’ stability diagram [4]. Each honeycomb cell represents a region where a given
pair of electron numbers of the two dots are stable, e.g. (NL,NR). At cell boundaries, the
total energies, E(NL,NR), of neighbouring charge states are degenerate. With the knowledge
about the honeycomb diagram, we are able to evaluate various characteristic energies. The
intra-dot Coulomb energy, i.e. VLintra = µ(NL + 1, NR) − µ(NL,NR) (VRintra = µ(NL,NR + 1) −
µ(NL,NR)) is derived from the Coulomb peak spacing along the thin solid (dashed) line. The
energy of Vinter + 2t (assuming Vinter + 2t  Vex) is evaluated from the diagonal gap size along
the bold solid line (later discussed in detail). In figure 7(a) we find that the anti-crossing gap
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Figure 7. (a) Coulomb peak positions in the plane of two side gate voltages,
VsL and VsR. (b)–(d) Way of filling between two dots, depending on the path
for sweeping gate voltages. Dot L, and R are predominantly filled along the thin
solid line (b), and thin dashed line (c), respectively. The two dots are equivalently
filled at the Coulomb oscillation vertices (along the bold solid line) (d). (e) Centre
gate voltage dependencies of mean value of Coulomb peak spacings at various
Coulomb oscillation vertices.
size fluctuates substantially from one anti-crossing to another. The charging energies of the
two dots, as determined by nonlinear transport measurements, are about 1 meV. Using this to
establish the gate-dot capacitances [24], the anti-crossing ranges from 0.4 meV down to 0.1 meV.
This variation of the gap size reflects the difference in the strength of tunnel coupling, which is
greater for the larger angular momenta of participating orbital states in the two dots [24]. Note
that the trend of the angular momentum is estimated from measurements of magnetic evolution
of Coulomb peaks [9, 30]. The sign and magnitude of the angular momentum can be evaluated
from the B-dependence of the corresponding Coulomb peak. A stronger B-dependence usually
means larger angular momentum, due to the larger extension of wavefunction.
Since the gap size significantly reflects the strength of tunnel coupling, it can be tuned with
centre gate voltage, VcG. Figure 7(e) shows the change of mean diagonal gap size averaged over
various anti-crossings with VcG. As VcG is made more negative, the mean gap size decreases due
to the reduced tunnel coupling.
4.4. Linear and nonlinear responses
In the preceding section, we have assumed the filling of the HL state; however, this picture is
only valid when the inter-dot tunnel coupling is small. Here, we check the relevance of this
assumption in our double dot device [31]. Figure 8(a) shows the magnified intensity plot of
Coulomb oscillations in the VsL − VsR plane. Note the device is different from that used for the
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Figure 8. (a) Charging diagram in the plane of two side gate voltages, VsL and
VsR measured for Vsd = 8V. The centre gate voltage is fixed at VcG = −2.4V.
(b) Differential conductance dIsd/dVsd by sweeping both the gate voltage and the
source-drain bias. The gate voltages VsL and VsR are swept along the path c–d.
The observed Coulomb diamond in grey is very symmetrical, like that of a single
dot. On the other hand, for sweeps along the path a–b and e–f, the diamonds for
the double dot are clearly asymmetric (not shown). This implies that the highest
filled state is only delocalized across the two dots along the path c–d. (c) Charging
energies,EC(HL) andEC(NI) for the HL (black line) and NI (dashed line) addition
of two electrons, using VLintra = 1.8 meV, VRintra = 1.4 meV, Vinter = 0.175 meV
and t = 0.08 meV. The spacing (V ) between measured Coulomb oscillations,
weighted by the average lever arms, is shown as open triangles.
experiment of figure 7a. We estimate the electron numbers in each dot to be 10 (and level
spacings are much greater than kBT ). The ‘diagonal vertex line’ (DVL) marks the boundary
where a single electron tunnels from one dot to the other, i.e. µ(NL + 1, NR) = µ(NL,NR + 1).
Along this DVL, the states, εL and εR, of dot L and R are always aligned, and the peak spacing,
V , measures the sum of Vinter and 2t in the HL model. V for sweeping gate voltages parallel
to the DVL increases away from the DVL, because the states are energetically detuned between
the two dots and 2t is replaced by
√
4t2 + 2, where  is the detuning energy:  = εL − εR.
For sweeping gate voltages along the path with  > 0,  < 0, or  = 0, two electrons are
added (predominantly) to dot R and then dot L (path a–b in figure 8(a)), to dot L and then dot
R (path e–f ), or half an electron to each dot two times (path c–d). They are only added to the
two dots equivalently along the DVL. From the change in V with  we can learn about the
way of electron filling. In the nonlinear transport regime, Coulomb diamonds [9] are obtained
showing conductance as a function of both gate voltage and source-drain bias. In the double dot
case, the gate voltage is swept along any chosen path in the VsL − VsR plane. Figure 8b shows
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Figure 9. Magnetic field, B, dependence of the anti-crossing gap size (V )
converted to energy with the dot capacitances. The variation of V between
B = 0 and the saturation limit is a measure of 2t = 0.15 meV. Inset: stability
diagram at B = 2 T.
the Coulomb diamond for sweeping the gate voltages along the DVL. The shape of the Coulomb
diamond is symmetric, reflecting that the first and second electrons are added equivalently to
the two dots. In our analysis below, we are supposing that the region, in figure 8(a), marked
(NL,NR) corresponds to a filled ‘core,’ indicated by two empty states, and we concentrate on
the filling of these two states at the Fermi surface. The slopes of the Coulomb diamonds reveal
the ‘lever arms’ αi ≡ Csi/Cii, where i = L or R, Csi and Cii are the side gate capacitance and
self-capacitance, respectively, of dot i [4]. Because of possible difference between αL and αR,
the Coulomb diamond appears symmetric only when the two dots are equivalently filled [31].
Then we can confirm that the lateral width, Vsd, of the Coulomb diamond is equivalent to
2(2t + Vinter)/e. In general for  = 0, the slopes of the Coulomb diamonds become composite
of the two lever arms αL and αR, and can be described as [31],
(α˜L(R))
−1 = 1
αR(L)(1 − η) + αR(L)η, (10)
where η is the fraction of an electron added to L. We use this equation to analyse the asymmetric
Coulomb diamonds. Contributions from 2t and Vinter to the symmetric Coulomb diamond width
Vsd are distinguished by measuring the magnetic field, B, dependence of the anti-crossing gap
size, eVsd/2, (converted to energy with the dot capacitances), (figure 9). As B increases, the
tunnel coupling is expected to become negligibly small due to contraction of the wavefunctions
localized in the two dots. However, the inter-dot Coulomb interaction Vinter should be practically
independent of the wavefunction extent and therefore, roughly independent of B. The stability
diagram at B = 2 T is shown in the upper inset of figure 9. The anti-crossing gap size (circle)
becomes small and is a sharp form like the classical honeycomb diagram [4, 24]. We conclude that
at high B, the saturation value of eVsd/2 is given simply by Vinter ≈ 0.175 meV, and therefore
the variation of the anti-crossing gap size between B = 0 and the saturation limit is a measure
of 2t. The value of the tunnelling coefficient extracted in this way is t = 0.075 meV.
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4.5. HL state
In section 3, we discussed that the manner in which two electrons fill the double dot can be
described by two limiting cases which we termed the HL limit and the NI limit. In both cases, the
first electron enters the lowest single-particle state (remember we are treating the other electrons
as an inert core). This state is a symmetric combination of states localized on the left and on the
right, φS = φL sin2 θ + φR cos2 θ, where θ = tan−1 [(/2t) +
√
1 + (/2t)2] [32]. Exactly on the
DVL (see figure 8(a)),  = 0 and θ = π/4. As θ → 0 (π/2), φS → φR (φL). Thus, η = sin2 θ
for the first electron. In the NI limit, the second electron occupies the opposite spin state of
the same spatial symmetric state, and the two-particle state is ψSNI(r1, r2) given in equation (2).
Note that ψSNI, despite the name symmetric, does not have equal probability in dots L and R,
except at  = 0. The correlated HL limit, on the other hand, takes the (spatial, symmetrized)
two-electron state as ψSHL(r1, r2) in equation (1), which has identically one electron in each dot,
independent of  (see section 3). Then, the final state is always (NL + 1, NR + 1). This implies
that for the second (primed) electron, η′ = 1 − η = cos2 θ. For the moment we assume that the
second electron forces the creation of two localized states and pushes the first electron into one
and occupies the other, i.e. the HL limit.
From the fit of equation (10) with t as a parameter to the dataset of the Coulomb diamond
slopes (several additional sweeps parallel to the path c–d in figure 8(a) have been performed),
we obtain t = 0.079 and 0.084 meV for the first and second electron, respectively. The t-values
agree well with that estimated from the B-dependence of the anti-crossing size (figure 9). We
also calculate η and 1 − η for various -values. Thus obtained functions are well reproduced
by calculations of sin2 θ and cos2 θ, which indicate that as  becomes large, an electron initially
localized in dot R becomes delocalized in the symmetric state, and then localized again but in
dot L. For adding the second electron, the interaction energy should be taken into account. First
we estimate the energy necessary to add two electrons to the same spatial state (NI model). If
we denote a typical intra-dot Coulomb energy for dot L or R as VL,Rintra and a typical inter-dot
Coulomb energy as Vinter, and if we ignore exchange and other higher order interaction terms,
then the NI addition energy to go from 0 to 2 electrons, proportional to the length of the diagonal
lines such as a–b, c–d and e–f in figure 8(a) or, alternatively, to the spacing between Coulomb
oscillations, is Ec(NI) = η2VLintra + (1 − η)2VRintra + 2η(1 − η)Vinter. The HL state, by contrast, has
a constant Coulomb energy of Vinter, so that its addition energy is Ec(HL) = Vinter + EA − ES ,
where EA(S) = (εL + εR)/2 ±
√
t2 + (/2)2, where εL and εR are the single-particle levels in
each dot. Note that the -dependence of the HL energy is contained entirely in the single
particle energies, whereas for the NI model, η depends on  and so the Coulomb energy varies
as we move away from the DVL. The expressions for Ec(NI) and Ec(HL) depend on the intra-
dot Coulomb matrix elements, which are given approximately by the charging energies of the
two dots (VLintra = 1.8 meV and VRintra = 1.4 meV). The value of Vinter = 0.175 meV is estimated
from the reduction of the anti-crossing with increasing B (figure 9). Using these values of Vintra,
Vinter and t, we calculate Ec(NI) and Ec(HL) versus , and compare with the experimental data
V measured for various paths parallel to the DVL in figure 8(c). In this figure we have plotted
V weighted by the average lever arms (open triangles). The first feature to note is that for
small ||, the HL addition energy is far below the NI energy, justifying our assumption of its
validity in this regime. For sufficiently large ||, the gap betweenES andEA exceeds the Coulomb
cost of double occupancy and the NI state becomes lower in energy. The experimental data of the
spacing between measured Coulomb oscillations agree well with Ec(HL). Thus our two-electron
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state is HL up to around the borders of the honeycomb cell. The Ec(HL) we have calculated in
figure 8(c) does not include the term to favour a spin singlet state, i.e. 4t2/(Vintra − Vinter)(=J) (see
equation 6a). Actually we are able to estimate this energy J = 0.021 meV, using t = 0.08 meV,
Vintra = 1.4 meV andVinter = 0.175 meV. TheJ is much smaller than 2t,Vinter andVintra, indicating
that the HL model is a good approximation.
5. Optimizing double dot geometries for exchange energy tuning
For double dots defined in semiconductors, entanglement, which facilitates the ‘exclusive or’
(XOR) operation, is accomplished by allowing the electrons on the dots to interact via the
exchange coupling J [2]. Loss and DiVincenzo [2] show that the mutual torque interaction
JS1 · S2 combined with operations which rotate only one of the spins is sufficient to produce an
arbitrary entangled state and, in consequence, to allow the XOR operation. One presupposition,
though, is that J can be ‘pulsed’ in time (in the sense of a π-pulse). This can clearly be
accomplished by modulating the tunnel coupling between the dots, which in experimental
samples is achieved by varying the voltage on a surface metal gate which produces the electrostatic
barrier between the dots.
Various practical questions arise in this quantum computing scheme, which we briefly
discuss as a means of motivating our investigation. Firstly, it is difficult to isolate the dots from
one another completely. Therefore the exchange interaction is always, to some degree, operating
to entangle the spins. A magnetic field B can be applied, however, that quenches J (we discuss
this further below). The magnetic field is applied perpendicular to the 2D plane of the dots and
is assumed to interact only with the spatial part of the wavefunctions. Thus by assumption, the
Zeeman coupling term to the spins themselves is negligible. The magnetic field cannot be varied
fast enough for any relevant quantum computing processes. Consequently, qubit interaction is
envisioned as first setting J = 0 with the magnetic field at some given value of t, and then varying
t to modulate J in time so as to entangle the spins. However, early calculations on model systems
[21, 22] exhibited a crossover of J from positive to negative at a field which was independent
of t. No explanation was provided for this apparent scaling behaviour but the implication was
that if J = 0 at one value of t then it was zero at all values of t and the desired modulation was
impossible.
We can investigate the dependence of J on magnetic field and tunnel coupling strength in
order to explore the origin of these phenomena.We have calculated the electronic structure, within
a mean-field, density functional theory (DFT) approach, for lateral semiconductor quantum dots
in various configurations and the method is well-documented in the literature [33]. The method
has the virtue of incorporating all the geometric details of an actual device, such as wafer profile
and gate pattern. However in the limit of small electron number, the mean-field approach breaks
down and, particularly in the artificial molecular hydrogen regime that we investigate here, many-
body correlation is critical to an understanding of the electronic structure. We have therefore
performed configuration interaction (CI) calculations (also known as ‘exact diagonalization’)
for N = 2 in a double quantum dot by using the geometrically faithful results of the DFT
calculation as a basis for the correlated two-body state.
The method, in more detail, is as follows. We solve the Kohn–Sham eigenvalue problem with
the 3D, realistic wafer profile and gate pattern, including source-drain regions of 2DEG electronic
charge in the Thomas–Fermi approximation. The Kohn–Sham eigenvalues are ‘corrected’ by
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Figure 10. Surface gate patterns for two double dot designs. Gates deplete 2DEG
underneath and leave pair of adjacent quantum dots. Dot patterns differ in shape
of gate separating two dots.
subtracting the matrix elements of the dot electrons in the electrostatic and exchange-correlation
potentials. Two sets of two-electron states, one symmetric under particle exchange and one
anti-symmetric, are constructed from the Kohn–Sham single particle basis and, employing the
kernel of Poisson’s equation for the actual geometry, Coulomb matrix elements are computed
between the states. The diagonal terms of the Hamiltonian are the sums of the occupied
Kohn–Sham eigenvalues for that two-body state. A cut-off of basis states is made (the results
reported here employed from six to twelve levels) and the Hamiltonian is diagonalized
numerically. The symmetric states (with, by assumption, the anti-symmetric spin part) give the
singlet levels and the anti-symmetric states give the triplet levels. J , as noted earlier, is simply
the energy difference between the GS triplet and the GS singlet.
The essential advance of this method is that the basis is allowed to evolve with magnetic
field and gate voltages and that the energy contributions are correctly accounted for so that there
is no double counting and the interaction terms come entirely from the Coulomb interaction
integrals (rather than the self-consistent potential in the density functional calculation). This
allows the truncation of the basis at a much smaller number of retained states (typically twelve
or less) than that is necessary in a usual CI calculation, since the self-consistency is in some sense
already built-in to the basis. Furthermore, rather than to perform 6D integrals for the Coulomb
interaction, we are able to employ the solutions of Poisson’s equation in the restricted geometry
of the device in order to more efficiently determine the necessary integrals.
The results of these calculations reveal the origin of the magnetic field-induced quenching
of the exchange interaction as well as the reason for the apparent scaling behaviour wherein
all curves, of different values of t, crossed to zero at the same value of B. We illustrate some
sample results from these calculations below. In particular, we find that this latter behaviour is
not universal but in fact emerges from the specific (i.e. quadratic) form of the inter-dot potential
barrier which the earlier researchers had assumed. Finally, we show that the shape of the inter-
dot potential barrier can be changed by changing the surface gate pattern in such a way that the
curves J(B, t) as a function of B do not at all cross zero at the same value of B irrespective of t.
The devices we studied are traditional GaAs/AlGaAs modulation doped, 2DEG hetero-
structures [33]. The two surface gate patterns, denoted ‘alley’ and ‘bar’, which we concentrate
on are illustrated in figure 10. The two shapes are chosen so as to vary the barrier potential
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Figure 11. Singlet–triplet splitting J as a function of magnetic field B for two
different gate patterns (bar and alley), each for two different values of zero field
tunnel splitting. Inset: broader view of one ‘bar’ curve.
between the dots. Alley produces a barrier that is a narrow neck between the two dots. Bar, by
contrast, allows the wavefunctions in the two dots to communicate across a wide channel. We
first present some sample numerical results for the computed exchange coupling constant J as a
function of magnetic field B, and then we discuss the origin of the emerging trends in the context
of equation (6c).
The inset to figure 11 shows a typical result of a calculation, for the bar geometry, of the
exchange coupling constant (denoted ‘ST’ on the y-axis for singlet–triplet splitting) as a function
of B. Similar behaviour was first noted in a model calculation (i.e. where the confining potential
was taken as a fixed, 2D mathematical shape) by Burkard et al [21]. At B = 0 the singlet is
necessarily the GS (J is positive). At finite B the exchange becomes negative and, for a range of
B the triplet is the GS. Finally, there is a region where J asymptotically approaches zero. In fact,
J actually becomes slightly positive again and approaches zero from above as the field gets large.
In the inset to figure 11, specific values of the gate voltages, and hence the inter-dot potential
barrier, have been chosen. Specifically, the splitting between the symmetric and anti-symmetric
single particle states that form the basis for the two-electron states is, in this case ∼0.6 meV.
This splitting is a measure of the tunnel coupling t. At zero magnetic field, the exchange constant
J increases with increasing t. While this may seem obvious from the explicit dependence on t in
equation (6c), note that as t increases, so too does the overlap of the wavefunctions in the saddle
point barrier and therefore so does the exchange integral Vex. Therefore, the fact that increasing
t increases J is a non-trivial result. The body of figure 11 shows an expanded plot of the curve
in the inset, along with one other curve for bar with a smaller tunnel coupling, as well as two
curves for alley chosen such that their zero field tunnel coupling (symmetric–anti-symmetric
splittings) are equal to those of the two bar calculations. Note that the two curves for alley
cross zero very close to one another, but the two curves for bar cross further from each other.
Prior to discussing this point, we first explain the basic mechanism for J going through zero
at all.
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Figure 12. (a) Schematic of symmetric single-particle state evolution with B.
As B increases overlap in saddle point is enhanced. (b) and (c) show a pair of
localized states overlapping in the barrier. Exchange increases from (b) to (c),
but tunnelling stays constant.
It is straightforward to understand why J should asymptotically go to zero for large B.
The magnetic field serves to localize the wavefunctions on the two dots, effectively increasing
the barrier between the dots. When the dots are fully isolated, the relative orientation of their
spins is certainly irrelevant and the singlet–triplet splitting must be zero. What is not so clear is
why there is a B-region where the exchange integral in equation (6c) exceeds the first, tunnel
coupling term, making J negative. To understand this we refer to the schematic in figure 12(a).
This is an illustration of the symmetric single-particle wavefunction modulus squared and its
evolution with B. This state, in the saddle point, contains the overlap between the left-localized
and the right-localized states. As B increases, the wavefunction contracts laterally (parallel to
the barrier) and the overlap therefore increases. Since the exchange integral Vex is proportional
to this overlap (particularly if the potential is short-ranged), there is a tendency for J to become
negative. Note that the tunnel coefficient, which is proportional to the integral, over the length
of the barrier, of the transverse expectation value of the current evaluated at the midpoint of
the barrier, need not decrease as the wavefunction contracts laterally. Explicitly, the tunnelling
coefficient is [19]:
t = h¯
2
2m
∫ ∞
−∞
dy
∫ ∞
−∞
dz [ψL(a, y, z)
∂
∂x
ψ∗R(a, y, z) − ψ∗R(a, y, z)
∂
∂x
ψL(a, y, z)], (11)
where y is parallel to the barrier and z is into the paper and where the integrals are over any
surface in the classically inaccessible region. Here we denote that by the argument ‘a’ for the
x coordinate of the wavefunction and its derivatives. For example, in figures 12(b) and (c), we
illustrate the trivial case where a left and right wavefunction overlaps in the barrier. If the two
wavefunctions are simply squeezed in the transverse direction, as in figure 12(c), the value of
t will be unchanged. Compare the expression for t, however, with that for Vex in equation (7).
Here we have the double volume integral representing the overlap of the two states interacting
via a kernel V(r1, r2) with itself. Even if V(r1, r2) = δ(r1 − r2), the overlap increases between
figures 12(b) and (c). Thus, lateral contraction of the wavefunction, with the barrier held constant,
can increase exchange while leaving tunnel coupling unchanged. This suggests that exchange
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and tunnel coupling can be, to some degree, independently tuned. Note, however, that while a
magnetic field compresses the wavefunction in this way, increasing Vex in comparison to t, this is
not sufficient for J to become negative. The reason is that if the wavefunction is compressed by
electrostatic forces then the theorem still maintains that the singlet must be the GS. The change
of the wavefunction from real to complex must also be relevant.
The final point which we wish to consider is the intercept of J with the x-axis. In the model
calculations, the lateral confining potential (along the barrier) was taken to be parabolic. While
no proof is yet available, it appears that the introduction of higher order terms (i.e. quartic and
above) in this transverse potential introduces another length scale such that the curves do not at
all cross zero at the same location. For alley the steep potential due to the gap between the dots
is second order to a good approximation. For bar, however, the wide, flat nature of the saddle
point potential includes higher powers. Accordingly, bar shows a dispersion of crossing points
of J(B) for differing values of the zero field tunnel coefficient.
6. Conclusions
In this paper we described our progress applying semiconductor quantum dots for spin-based
quantum computing. We have fabricated GaAs VQD devices, designed for realizing single
ESR. We determine, for the first time, the g-factor in these VQDs, using electron transport
measurements. High-frequency results indicate the dominance of photon-assisted electron
transport, as yet hindering the detection of single ESR.
In a laterally coupled vertical double quantum dot device, we have found that the HL model
forms a good approximation of the two-electron wavefunction. In addition we are able to estimate
J . What is the relevance of our coupled dot device for implementing quantum gate and quantum
entanglement? In our device the exchange coupling J between the two electron spins in the two
dots is tunable with magnetic field and central gate voltage [31]. The temporal control of J
between J = 0 and J = 0 enables swapping of two spins [21], by applying a pulsed voltage to
the centre gate between the dots. The operation time τswap is τswap = 200 ps for J = 0.02 meV.
This J is probably too small to perform reliable quantum gate operations, and the τswap is not
short enough as compared to the decoherence time. We have recently obtained J  0.1 meV in
a similar but smaller double dot device [34].
The exchange interaction between two electrons in a double dot is equivalent to the splitting
between the singlet and the triplet GSs. At zero magnetic field, an elementary theorem asserts
that the singlet is always the GS. Calculations show that as B is increased, a regime where the
triplet is the GS is encountered. The competition between singlet and triplet is seen to be a
competition between kinetic energy, or tunnelling, which delocalizes only the singlet (due to
the Pauli principle) and thereby lower its energy, and the exchange interaction which favours
spin alignment and therefore favours the triplet. Finally, the gating configuration in split gate
semiconductor devices affects the potential profile significantly and can lead to enhanced tuning
for the singlet–triplet splitting.
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