Detection of a central Gabor pattern is facilitated by the presence of collinear flanking patterns. We find that this facilitation is greatly reduced when the collinear flanks are combined with non-collinear flanks to form a coherent surround. These results are unlikely to be explained by mechanisms that merely transduce local contrast in a nonlinear fashion. A model wherein the outputs of such mechanisms are combined anisotropically provides a better account for these results.
Introduction
When flanked by collinear Gabor patterns, detection threshold for a central Gabor pattern can be lower than detection threshold for the same target in the absence of flanks (Polat & Sagi, 1993 , 1994 Zenger & Sagi, 1996; Adini, Sagi & Tsodyks, 1997; Solomon, Watson & Morgan, 1999) . Maximising the size of the flanks does not necessarily maximise their effect upon threshold. Adini et al. (1997) demonstrated that radial extension of the flanks decreases their effect on threshold. Below we demonstrate that angular extension of the flanks also decreases their effect on threshold. In both studies, extended flanks were sums of circular Gabor patterns. In neither study was the effect of the extended flanks equal to the sum of the effects of their component parts.
We consider three different models for our results. The first model contains an array of mechanisms, each having a Gabor-shaped receptive field and a nonlinear response function. Detection is mediated by the most sensitive mechanism. The second model contains two arrays of mechanisms with Gabor-shaped receptive fields and nonlinear response functions. In one array, the mechanisms are sensitive to small spatial scale. Their (rectified) outputs serve as inputs to mechanisms in the other array, which are sensitive to large spatial scale. Detection is mediated by the most sensitive mechanism in the latter array. The third model utilises a similar architecture, but detection can be mediated by a mechanism in either array.
Experiment

Methods
Observers included both authors and another highly trained psychophysicist. All had normal or correctedto-normal vision. Stimuli were displayed with gamma correction on a CRT in a dark room. A video signal with 12-bit precision was attained using an ISR Video Attenuator (Pelli & Zhang, 1991) . The PSYCHOPHYSICA (Watson & Solomon, 1997b) software used in these experiments is available on the Internet at http:// vision.arc.nasa.gov/mathematica/psychophysica.html.
For observers JAS and AJSM, maximum and minimum display luminances were 54 and B 0.1 cd m − 2 , respectively. The background luminance was held constant at 27 cd m − 2 and the frame rate was 66.7 Hz. Display resolution was 30.3 pixels cm − 1 and the view-ing distance was 99 cm. For observer MJM, maximum and minimum display luminances were 36 and B 0.1 cd , respectively. The background luminance was held constant at 18 cd m − 2 and the frame rate was 119 Hz. Display resolution was 22.6 pixels cm − 1 and the viewing distance was 135 cm. Thus for all three observers, the effective visual resolution was 53 pixels/degree.
The target was a horizontal circular cosine-phase Gabor pattern: the product of a sinusoidal grating and a Gaussian blob. The grating had a spatial frequency of 13 cycles/degree. At half-height, the Gaussian window contained 0.52 square periods. There were seven masks. Mask a was composed of two Gabor patterns, identical to the target, positioned 0.225°to the right and the left of the target. Mask b was composed of eight Gabor patterns, each identical to the target, positioned so as to maintain a coherent surround at a constant distance from the target: four were positioned 0.225°to the right, the left, above and below the target, the other four were positioned 90.15°above 9 0.17°to the right of the target (where negative degrees denotes below and/or to the left). Thus mask a was a subset of mask b. Mask c was the difference between mask b and mask a. Masks d, e and f were identical to masks a, b and c, respectively, except for a change in polarity; the central stripe of each Gabor pattern was dark instead of bright. Mask g was composed of two Gabor patterns, identical to the target, positioned 0.225°above and below the target. Figs. 1-7 show each mask at −8 dB, together with the target, at 0 dB. Each trial consisted of two consecutive stimulus presentations, both of which contained a mask and only one of which contained the target. When ready, the observer pushed a key to initiate the trial sequence: a fixation spot disappeared, there was a brief pause (randomised within a range of 3609270 ms), a stimulus presentation for 90 ms, another pause (randomised within a range of 540 9270 ms), a second 90 ms stimulus presentation and a final pause of 360 ms before the fixation spot returned (the stimulus presentations were 50 ms for MJM). Fig. 6 . Results with mask f. Target/mask geometry is shown on the bottom, with target contrast at 0 dB and mask contrast at − 8 dB. Threshold versus mask contrast for one observer is shown above. Absolute threshold (mask contrast at −infinity dB) is plotted on the left ordinate. Mask f is a polarity-reversed version of mask c (see Fig.  3 ). Solid, dashed and dotted lines represent the best fits of models 1, 2 and 3, respectively. Standard errors are indicated. Threshold versus mask contrast for three observers is shown above. Absolute thresholds (mask contrast at −infinity dB) are plotted on each left ordinate. Mask d is a polarity-reversed version of mask a (see Fig. 1 ). Solid, dashed and dotted lines represent the best fits of models 1, 2 and 3, respectively. Standard errors are indicated on MJM's plots. Results with mask g. Target/mask geometry is shown on the bottom, with target contrast at 0 dB and mask contrast at − 8 dB. Threshold versus mask contrast for two observers is shown above. Absolute thresholds (mask contrast at −infinity dB) are plotted on each left ordinate. These data were not simultaneously fit with those of Figs. 1 -6, consequently, no curves are shown. Four high contrast spots positioned at the corners of a 0.71°square marked each stimulus presentation centred upon fixation. The observer identified the stimulus presentation containing the target by pressing one of two keys. A correct choice was followed by a low frequency tone; an incorrect choice by a high frequency tone.
One mask (a, b, c, d , e, f or g) was used in each experimental session. Adaptive staircases (Watson & Pelli, 1983) converged to the 82%-correct thresholds for detecting the target in the presence of that mask at a variety of contrasts. We express contrast in decibels (dB), where dB[contrast]= 20 log 10 [contrast] (0 dB implies that the pattern reaches either the minimum or maximum display luminance).
For observers JAS and AJSM, six mask contrasts were used: 0, −4, − 8, − 12, −16 and −infinity dB.
A total of 128 trials at each contrast were interleaved at random throughout a single session. Sessions were completed in the order mask a, mask d, mask b, mask c. At first, masks e, f and g were not used. Upon review of the data we decided to run an additional session for mask b and an additional session for mask c. Measurements from these additional sessions were pooled with measurements from the original sessions.
For observer MJM, seven mask contrasts were used: 0, − 4, − 8, −12, −16, − 20 and − infinity dB. A total of 64 trials at each contrast were interleaved at random throughout a single session. MJM completed two six-session (one for each mask) series, wherein the mask order was randomised. He also completed five additional sessions with mask d.
A referee suggested mask g. MJM performed 288 trials at each of four contrasts (including − infinity dB) with mask g. Using MJM's display conditions (but 90 ms displays), JAS performed 320 trials at each of the same four contrasts with mask g.
Results
Results are plotted as points in Figs. 1 -7. The results in Fig. 1 from observers JAS and AJSM have been published previously (Solomon et al., 1999) . For JAS and AJSM, each point in Figs. 1 -7 represents a maximum-likelihood estimate of threshold h, given the following form of psychometric function:
( 1) where P is percent correct and x is the mask contrast in decibels. This psychometric function was fit to each repeated measurement from MJM (Figs. 1 -6) allowing for estimates of standard error. Absolute thresholds (mask contrast at −infinity dB) are plotted on each ordinate. Points above absolute threshold indicate masking; points below indicate facilitation. Like Polat and Sagi (1993) , we find appreciable facilitation arising from in-phase flanking Gabor patterns, three cycles of the target's frequency away from the centre of the target (Fig. 1) . For JAS −12 dB flanks produce the maximum facilitation: 3.5 dB. For AJSM −4 dB flanks produce the maximum facilitation: 6.7 dB. For MJM − 8 dB flanks produce the maximum facilitation: 4.4 dB.
Extending the flanks to surround the target greatly reduces facilitation (Fig. 2) . For JAS maximum facilitation is now 1.7 dB. For AJSM it is 1.2 dB and for MJM it is 0.6 dB.
Yet, only at maximum contrast did the flank extensions by themselves (Fig. 3) cause any appreciable masking. Mask contrasts less than 0 dB produced no more than 1.1 dB of masking in any observer.
As reported previously (Solomon et al., 1999) , we find little evidence of facilitation arising from polarityreversed flanks (Fig. 4) . For AJSM maximum facilitation is 2.7 dB. There is no facilitation for JAS or MJM.
Data from MJM show that whether they are in phase with the target (Figs. 2 and 3) or out of phase with the target (Figs. 5 and 6), the flank extensions have a similar effect on threshold, whether or not the flanks themselves are present.
Mask g produced some facilitation, but not much. For JAS maximum facilitation was 1.6 dB. For MJM it was 2.1 dB. Both subjects experienced an elevation in absolute threshold when measured in conjunction with mask g relative to previous measurements. For JAS, this change in absolute threshold (− 12.5 dB when measured with mask g versus an average of − 14.4 dB when measured with masks a-d) can be attributed to a change in display conditions (see Section 2.1). For MJM (− 10.9 dB when measured with mask g versus an average of − 12.4 dB when measured with masks a-f ), no such attribution can be made.
Model
Filter-rectify-filter models have become very popular in the last decade (see Graham & Sutter, 1998 , for a review). In fact, even before he described flanking facilitation (Polat & Sagi, 1993) , Sagi postulated a twostage model for detection (Sagi, 1990) . In both his model and ours, the rectified outputs of small-scale mechanisms selective for orientation serve as input to large-scale mechanisms selective for the same orientation. Since facilitation from non-collinear flanks (i.e. masks c, f and g) is much weaker than facilitation from collinear flanks, we found no need to postulate additional large-scale mechanisms selective for other orientations.
Our models are consistent with known physiology. Gabor functions, which describe the receptive fields of our small-scale mechanisms, have also been used to describe the receptive fields of simple cells in primary visual cortex (e.g. Webster & De Valois, 1985) . The nonlinear response is a generalisation of the NakaRushton equation (Naka & Rushton, 1966) which has been thought to reflect the signal-to-noise ratio of cortical cells (Foley, 1994) . Physiological evidence also exists for larger-scale mechanisms in higher visual areas (primarily V4) that, like ours, are insensitive to changes in contrast polarity (Desimone & Schein, 1987; Gallant, Connor, Rakshit, Lewis & Essen, 1996) .
Formulation
Three models were fit to the data obtained with masks a-f. All three fit into a two-stage framework, where both stages consist of a linear filtering operation followed by a pointwise nonlinear transformation. In-put was two images, target-plus-mask and mask alone. Target detection occurred when the maximum difference between the two transformed images reached a criterion. Model 1 computed this maximum over the first-stage outputs. Model 2 computed it over the second-stage outputs. Model 3 computed the maximum over both stages.
The input images were square, with 64 pixels on a side. They contained various combinations of horizontal Gabor patterns each having four pixels per period (see Section 2.1). For simplicity, we used a single linear spatial-frequency filter in each stage. The first-stage filter was matched to the spatial frequency and orientation of the Gabor patterns, which comprised the input images. Let x and y be the spatial dimensions parallel and perpendicular to this orientation, respectively. Let f 0 be the spatial frequency. The filter can then be specified in the frequency domain:
This is an analytic filter, thus the intensity of pixel {x,y} in the real part of a filtered image represents the input to a neurone with an even-symmetric receptive field centred on the corresponding pixel of the input image and the intensity of pixel {x,y} in the imaginary part of a filtered image represents the input to a neurone with an odd-symmetric receptive field centred on the corresponding pixel of the input image (Watson, 1987) . Positive and negative inputs can be thought to stimulate different neurones (Watson & Solomon, 1997a) . For example, a mechanism with an even-symmetric receptive field and a positive input can be understood as an on-centre neurone. The same mechanism with a negative input can be understood as an off-centre neurone. The relationship between first-stage input c 1,{x,y} , and response r 1,{x,y} , is given by the pointwise nonlinear transformation
The absolute values of the first-stage responses form the input to the second stage. The second-stage linear filter is a scaled version of the first-stage linear filter:
Once again, the intensity of each pixel in the real (imaginary) part of the filtered images represents the input to a neurone with an even-symmetric (odd-symmetric) receptive field centred on the corresponding pixel of the input image. k specifies the spatial scale factor. The relationship between second-stage input c 2,{x,y} , and response r 2,{x,y} , is given by the pointwise nonlinear transformation
For model 1, threshold detection occurred when the maximum difference between first-stage responses to the two input images reached a criterion, i. (Wolfram, 1996) , models 1-3 were fit to our data. In order to obtain good fits quickly, we constrained some of the parameters in the model. | y was set to the frequency spread of the target, 0.258 f 0 . k was set to 4. This is somewhat lower (but much more convenient, computationally) than the value of 6, which Sagi (1990) found best explained his detection data. A value of 8 or 16 would not produce good fits to our data, but would have been more consistent with the finding that thresholds for amplitude modulations are lowest when the modulator and (isotropic) carrier are separated by 3-4 octaves (Sutter, Sperling & Chubb, 1995) .
Contrast-discrimination data can be used to constrain the parameters of the first pointwise nonlinearity b 1 , p 1 and q 1 (Stromeyer & Klein, 1974; Legge & Foley, 1980; Ross & Speed, 1991) . In particular, 1-stage models of contrast discrimination fit best when q 1 : p 1 −0.3 (Foley, 1994; Watson & Solomon, 1997a ). Since we did not measure thresholds for contrast discrimination, we arbitrarily set b 1 = b 2 = b, p 1 = p 2 = p and q 1 = q 2 = p− 0.3. Note that with these constraints it is unlikely that the best fit to our data will also produce a good fit to contrast-discrimination thresholds.
Finally, for each combination of the four free parameters | x , d 1 , b and p, a new value for d 2 was computed such that all three models would produce the same prediction for absolute threshold (i.e. when the mask contrast was −infinity dB). The results of these fits are illustrated in Figs. 1-6 . Parameter values are summarised in Table 1 . The root-mean-squared error of each fit is also given in Table 1 (for MJM, Table 1 shows the square root of the mean of the differences between the model's thresholds and his mean thresholds, normalised by the standard measurement errors).
Simulation
All three models fit best when p\1. When p \ 1 the models' response functions (Eqs. 2 and 4) are sig- moidal. That is, as input increases from zero, the response accelerates then decelerates. Facilitation is mediated by accelerating mechanisms and masking is mediated by decelerating mechanisms (Solomon et al., 1999) .
In a previous paper, we demonstrated that a model very much like model 1 1 was capable of producing facilitation with both in-phase and polarity-reversed masks (Solomon et al., 1999 ). In the current simulation model 1 also proves to be capable of producing modest facilitation from in-phase masks (a, b and c) without producing facilitation from polarity-reversed masks (d, e and f ). However, given the constraints imposed upon model 1 (particularly that of f 0 being set to the target frequency), it cannot produce facilitation from in-phase flanks (mask a) without also producing similar facilitation from in-phase surrounds (mask b) 2 . With its second-stage oriented mechanisms, model 2 offers a natural account of flank-induced facilitation without surround-induced facilitation. The best fits to the data occur when the even-symmetric mechanism centred on the target always mediates detection, regardless of mask geometry or mask contrast 3 . Fig. 8 illustrates the receptive field of this mechanism (with | x = 0.258 f 0 ) and its relationship to mask b.
The fit to JAS's data indicates that model 2 is also capable of producing modest facilitation from in-phase flanks (mask a) without producing facilitation from polarity-reversed flanks (mask d). (As the fits to the other observers' data indicate, if some facilitation from polarity-reversed masks is allowed, then model 2 is capable of producing even greater facilitation from in-phase flanks.) At first, this might seem to be strange because the second-stage mechanisms responsible for detection in model 2 receive full-wave rectified input (i.e. equal input from on-centre and off-centre firststage neurones). However, because some first-stage mechanisms are stimulated by both the target and the in-phase masks (and no first-stage mechanisms are stimulated by both the target and the polarity-reversed masks), the overall first-stage output from in-phase masks and target will be greater than the overall firststage output from polarity-reversed masks and target. These first-stage mechanisms, whose responses are critical for producing different behaviours with in-phase and polarity-reversed flanks in model 2, are positioned between the flanks and the target (Solomon et al., 1999) . Their contributions (relative to those of more peripheral mechanisms) to the response of the secondstage mechanism mediating detection are maximised when the horizontal space constant of the receptive fields is small (i.e. | x is large).
Since the vertical space constant is fixed in our simulations, so are the relative contributions of firststage mechanisms positioned between the flank-extensions and the target. Thus, when masks b and c have low contrast, the target consequently requires additional contrast (over and above that of absolute threshold) to overcome the negative input arising primarily from locations between it and the upper and lower Gabor patterns which comprise these masks. This produces a 'bumper effect' (Bowen & Cotten, 1993) ; an initial increase in threshold at low mask contrasts. Note that since the input from these regions is reduced when the target and mask are of opposite sign, masks e and f produce no bumper. As mask contrast continues to rise, the central mechanism begins to respond in its accelerating region, causing facilitation. At high mask contrasts it is responding in its decelerating region, causing masking.
Even though there is no indication of a bumper effect, model 2 fits the data much better than model 1. Model 3 was simulated to produce masking functions without bumpers. When the most-sensitive second-stage mechanisms are masked in model 3, detection can be mediated by a first-stage mechanism. One consequence of our constraints upon first-and second-stage response functions (they were forced to be identical except for d 1 and d 2 ) is that in order for second-stage mechanisms to produce significant facilitation, the responses of firststage mechanisms had to be virtually linear. Thus model 3 produces little masking. For AJSM and MJM, model 3 produces the best fits. For JAS, model 2 produces the best fits.
When fit to the data obtained with masks a -f, each model predicts a small amount of facilitation (no more than 1 dB) from mask g when it is presented at maximum contrast. Model 1 predicts facilitation because there are some first-stage mechanisms that are excited both by the target and mask g. Model 2 predicts facilitation because, like mask c at medium contrast, mask g at maximum contrast can produce input sufficiently negative to put the central second-stage mechanism into its accelerating region.
Even better fits could be obtained by relaxing some of the constraints imposed upon our models. Two of the more arbitrary constraints we have imposed upon models 2 and 3 concern the size and shape of receptive fields. The second-stage mechanisms were forced to prefer exactly one-fourth the preferred frequency of the first-stage mechanisms and they were also forced to have the same octave and orientation bandwidths as the first-stage mechanisms. There is some physiological basis for these constraints. Desimone and Schein (1987) found neurones in area V4 to have receptive fields that were 4-7 times as large as those in V1, yet their orientation bandwidths were similar. Models 2 and 3 fit best when its receptive fields have orientation bandwidths similar to those preferred by neurones in area V4. Specifically, at half-height, those orientation bandwidths are 56 and 45°for JAS, 56 and 58°for AJSM and 52 and 29°for MJM. The best fit of model 1 requires receptive fields whose orientation bandwidths are roughly half as wide as those of V1 neurones (Geisler & Albrecht, 1997 4 ): 33°for JAS, 31°for AJSM and 31°for MJM.
Discussion
We were surprised to discover that collinear flanks and surrounding gratings have such different effects upon detection of a central Gabor pattern. Several studies have now confirmed that collinear flanks can facilitate detection (Polat & Sagi, 1993 , 1994 Zenger & Sagi, 1996; Adini et al., 1997; Solomon et al., 1999) . Several studies have also demonstrated that noncollinear flanks can facilitate detection (Ejima & Miura, 1984; Polat & Sagi, 1994; Adini et al., 1997) . Thus it would have been natural to assume that sums of collinear and non-collinear flanks would similarly facilitate detection. They do not. Somehow, otherwise ineffective non-collinear flanks are capable of cancelling the facilitation that would be induced by collinear flanks in their absence.
Our models 2 and 3 formalise a simple explanation of this result. The facilitation and cancellation thereof occur when masks fall within excitatory and inhibitory lobes of a single receptive field, respectively. Previous models for flank-induced facilitation have been either extremely complicated (Zenger & Sagi, 1996 , 15 free parameters; Adini et al., 1997, 14 free parameters) or too simplistic to produce a decent fit to the data (Solomon et al., 1999 ; our model 1). Allowing just four parameters to vary, we have obtained good fits to our data.
