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Abstract 
Although the spectral technique is frequently used for the horizontal discretization in 
global atmospheric models, it is not common in limited area models (LAMs) because 
of the non-periodic boundary conditions. We apply the Haugen-Machenhauer extension 
technique to a regional three-layer shallow-water model based on double Fourier series. 
The method extends the time-dependent boundary fields into a zone outside the integra-
tion area in a way that periodic fields are obtained. The boundary fields necessary for the 
regional model simulations are calculated in advance by a global simulation performed. 
In contrast to other studies, we use exactly the same numerical model for the global and 
the regional simulation, respectively. The only difference between these simulations is the 
model domain. Therefore, a relatively objective measure for errors associated -Yvith the 
extension technique can be obtained. 
First, we compare an analytic stationary non-linear and non-periodic solution of the 
governing model equations with the spectral LAM solution. Secondly, we compare the 
time evolution of pressure and fiow structures during a westerly fiow across an asymmetric 
large-scale topography in the global and regional model domains. Both simulations show a 
good agreement between the regional and the global solutions. The rms-errors amount to 
about 2 m for the layer heights and 0.2 ms- 1 for the velocity components in the mountain 
fiow case after a 48 h integration period. Finally, we repeat this simulation with models 
based on 2nd and 4th order finite differences, respectively, and compare the errors of the 
spectral model version with the errors of the grid point versions. 
Vve demonstrate that the high accuracy of global spectral methods can also be realized 
in the regional model by using the Haugen-Machenhauer extension technique. 
Zusammenfassung 
Obwohl spektrale Techniken häufig zur horizontalen Diskretisierung in globalen Atmo-
sphärenmodellen genutzt werden, sind sie aufgrund der nicht-periodischen Randbedin-
gungen in Regionalmodellen nicht üblich. \iVir verwenden das Erweiterungsverfahren von 
Haugen und Machenhauer in einem Flachwassermodell mit drei Schichten, das auf dop-
pelten Fourier-Reihen basiert. Das Verfahren setzt die zeitabhängigen Randfelder so in 
einen Bereich außerhalb des Integrationsgebiets fort, daß man periodische Randbedin-
gungen erhält. Die für die Simulationen mit dem Regionalmodell benötigten Randfelder 
werden mittels einer zuvor durchgeführten globalen Simulation berechnet. Im Gegensatz 
zu anderen Untersuchungen verwenden wir genau das gleiche Modell für die globale und 
die regionale Simulation. Der einzige Unterschied zwischen den beiden Simulationen ist 
das Modellgebiet. Dadurch erhält man ein relativ objektives Maß für die Fehler, die durch 
die Anwendung des Erweiterungsverfahrens entstehen. 
Als ersten Test vergleichen wir zunächst eine analytische, stationäre, nicht-lineare und 
nicht-periodische Lösung der Modellgleichungen mit der spektralen Lösung des Regional-
modells. Zweitens vergleichen wir die zeitliche Entwicklung von Druck- und Strömungs-
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mustern einer westlichen Strömung über eine unsymmetrische, großskalige Topo-
graphie im globalen bzw. regionalen Modellgebiet. Beide Simulationen zeigen eine 
gute Übereinstimmung der globalen und regionalen Lösungen. Die rms-Fehler betragen 
ungefähr 2 m für die Schichthöhen und 0.2 ms-1 für die Geschwindigkeitskomponenten 
bei der Bergüberströmungssimulation nach einer Integrationszeit von 48 h. Darüber-
hinaus wiederholen wir diese Simulation mit auf Finiten Differenzen 2. bzw. 4. Ordnung 
basierenden Modellen und vergleichen die Fehler der spektralen und der Gitterpunktver-
sionen. 
Wir zeigen, daß die hohe Genauigkeit der globalen spektralen Methoden durch die 
Anwendung des Erweiterungsverfahrens von Haugen und Machenhauer auch auf das re-
gionale Gebiet übertragen werden kann. 
1 
space discretization in numerical models of the atmosphere can done in several 
ways. One possibility is to approximate the spatial derivatives locally using finite differ-
ence (FD), finite element or finite volume methods. different approach is the application 
of a (global) spectral rnethod, where the functions are approximated by a series of orthog-
onal functions, e.g. Fourier series or Legendre polynorninals. These functions can then 
be differentiated exactly. Spectral methods are generally more econornical than finite dif-
ference or finite elernent methods for comparable accuracy, at least for global prediction 
(cf. Girard and Jarraud, 1982; Jarraud and Girard, 1984). In the context of solving time-
dependent partial differential equations (PDE) Fromberg (1996) discusses the power of the 
spectral method in detail and we think most notable is that i) the errors typically decay 
for increasing resolution at exponential rather than at polynomial rates, ii) the method 
is virtually free of both dissipative and dispersive errors, iii) the approach is surprisingly 
powerful for many cases in which both, solutions and variable coefficients of the PDEs 
are nonsmooth or even discontinuous, iv) there is no "pole problem" in global prediction. 
Due to these advantages, most operationally working global prediction models nowadays 
are spectral models and there is much effort to design more sophisticated global spectral 
prediction models (e.g. Dongxian and Ming, 1997). 
Being aware of these advantages, it is straightforward to investigate the possibility of 
applying the spectral method to limited-area models (LA.Ms). A spectral regional model 
nested in a spectral global model may resolve local features like frontal dynamics or 
mountain fiow structures (cf. Heimann, 1992) with a higher nurnerical accuracy. Certain 
boundary conditions and irregular domains, however, cause difficulties when using spectral 
methods. In a paper by Schmidt (1981), spherical transformations were used to resolve 
local scales in a global spectral model. lt was found that they rnay be utilized to relax 
boundary conditions of a local-scale limited-area forecast to a non-boundary global case 
at a reasonable cost ("zooming-technique"). The resulting problem occurring thereby is a 
distortion of the area of interest which is more or less large depending on mapping factor 
and distance from location of rnaximum resolution. In the purely spectral "embedding" -
technique Schmidt and Klos (1987) connected a global and a regional domain by solving 
an optimization problem. This method does not depend on a transformation to grid point 
space and is free of distortion, but is, as far as we know, not tested in a more complicated 
meteorological context. 
Machenhauer and Haugen (1987) introduced the "extension" technique where non-
periodic tirne-dependent boundary fields are made cyclic by connecting an extension zone 
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outside the integration area (see also Machenhauer, 1988; Machenhauer, 
1993, HM93 hereafter). Thereby, the transition between the integration area and the 
extension zone is smoothed by introducing a suitable relaxation method. The extension 
technique allows the application of double Fourier representations in a LAM, however, the 
Fast Fourier Transform (FFT) algorithm must be applied in both horizontal directions. 
The method was implemented in the Nordic-Dutch high-resolution limited-area model 
(HIRLAM) (Machenhauer, 1988; Gustafsson, 1991). Recently, Gustafsson and McDonald 
(1996) compared the HIRLAM grid point model to this spectral HIRLAM version. The 
main result of this comparison is, that with sufficient thought and effort the grid point 
and the spectral model can be made to produce equally good forecasts at comparable 
computational costs. However, there are different sources of errors both in the grid point 
and in the spectral model and therefore it is not obvious to which part the extension 
technique diminishes the spectral regional model results relative to the global simulations. 
The purpose of the present paper therefore is to reveal and quantify the errors caused 
by the extension technique a simple baroclinic layer model and further to study the 
evolution of these errors. choose a three-layer shallow water model since on the 
one hand it is simple enough to allow for non-trivial non-periodic analytic solutions but, 
on the other hand, it is complex enough to simulate some characteristic features of fl.ows 
over mountainous terrain (cf. Harlander, 1997). contrast to HM93 and Gustafsson 
and McDonald (1996), we use exactly the same numerical model for the global as well 
as for the regional simulations. The only difference between the regional and the global 
model runs are different model domains. The global model is defined on a double-periodic 
torus (suitable for a FFT in both coordinate directions) whereas the regional model is 
defined on a non-periodic subdomain of this torus. Therefore it is ensured that the 
only source of errors, i.e. the only source for differences between global and regional 
simulations, is the extension technique. a first experiment, we compare the regional 
model solutions to an analytic steady non-periodic nonlinear solution to have a preliminary 
objective measure for the errors associated with the extension technique in the model used. 
Secondly, we compare time-dependent global and regional solutions of a fl.ow across a large-
scale topography and compute the time development of the rms-errors in dependence on 
different widths of certain zones to be defined (see Fig. 2), narnely the extension and 
relaxation zones, respectively. To round off the considerations of rms-errors associated 
with the extension technique, we compare the spectral LAM solution of the large-scale 
mountain fl.ow case to its (second and fourth order) finite difference counterpart. That 
is, we couple a finite difference model to the global spectral model, which is the common 
nesting method in most operational forecast models. Obviously, the reason for differences 
between the finite difference regional model and the spectral global model solution is the 
treatment of the derivatives and not the extension technique. Anticipating the result of 
this comparison, the rms-errors of the spectral LAM are up to 15 times smaller than the 
errors in the finite difference case, provided that the extension zone and the relaxation 
zone have a proper width. 
The paper is organized as follows. In section 2 we briefly describe the three-layer 
shallow water model used together with the numerical methods applied. Furthermore we 
define the global and regional model domains and, for convenience to the reader, the basic 
concept of the extension technique (HM93). In section 3 we present the results of the 
model simulations, in particular the rms-errors of the spectral regional model relative to 
both, the analytic solution (if known) and the global simulation. We also compare the 
spectral LAM to its finite difference version. In section 4 we summarize our results and 
draw some conclusions. 
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In this study we use a relatively simple three-layer shallow water model for the "global" 
as well as for the regional model simulations. spite of its simplicity, the model is 
able to simulate different features of fiows over complex terrain (cf. Harlander 1997). In 
the following a brief description is given of the model, the numerical methods, and the 
extension technique (HM93). 
2.1 
We use a three-layer shallow water model (see e.g. Pedlosky, 1987) with three layers 
defined by different constant densities piled up in a stable configuration, so that the density 
decreases with height. Moreover, hydrostatic and dry conditions and incompressibility are 
also assumed. definition, the horizontal fl.ow in each layer has no vertical shear. The 
model is driven by a time independent geostrophically balanced top layer with a prescribed 




where we used the reduced gravity 
for j = 1, ... , i and Po = p9 (4) 
and 
(5) 
Here, the layer i is comprised between an upper level hi and a lower level hi+1 , where 
the lower boundary h4 of the third layer is the orography (see Fig. 1). lt is common to 
assume that the layer thicknesses are allowed to be arbitrarily small but must be larger 
than zero. The ui and Vi represent the horizontal velocity components, Pi the ( constant) 
density in layer i, f the f-plane coriolis parameter, and g the constant of gravity. A 
constant pressure p0 can be imposed at the upper surface of the model. All variables 
with subscript "g" refer to the geostrophic top layer and are constant. They represent 
the large-scale conditions which are assumed to be not affected by the dynamics in the 
model domain. 
A well-known problem of layer models is the possible occurrence of numerically in-
duced so-called "negative masses", i.e. areas with a negative layer thickness which can 
occur due to numerical deficiencies. A quite elegant solution to this drawback is the 
"ln-transformation-technique" of Schmidt (1990). In deriving (3) we have multiplied 
the "usual" nondimensional multi-layer shallow water continuity equation by the factor 
(hj - hi+I)-1 so that the system (1)-(3) does no longer suffer from negative masses. Be-
cause hj is computed via a FFT from (5), numerical errors must be accepted. As discussed 
in Schmidt (1990), these errors are small, so that mass remains a conservative quantity. 
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1: Vertical composition of the three-layer shallow-water model. 
The ( constant) area-mean upper level heights of the three layers and the associated 
densities are given in Tab. 1. 
The model is initialized with a weak positive vertical shear of the horizontal fiow 
between the layers. particular, we use 
_, Pg _, 
Vj = -v9 Pj j = 1,2,3 ' 
which is a stationary solution of (1)-(3) in the case of no orography. 
2 
(6) 
After transforming the equations to nondimensional form, we solve the system (1)-(3) 
by means of the well known Fourier-Galerkin-Method (see e.g. Fletcher, 1984). First 
we assume that the prognostic fields uj(t, x, y), vj(t, x, y) and hj(t, x, y) and Pj(t, x, y), 
respectively, can be accurately represented by an approximate solution in the form of a 
Fourier series 
N N 
Uj(t, x, y) L L Ujkt(t) exp(i(kx + ly)) , with j = 1, 2, 3 . (7) 
k=-Nl=-N 
Then we substitute (7) in (1)-(3) and compute the inner product with the "test-functions" 
of the form exp (-i(mx + ny). Finally, we obtain a nonlinear system of 9(2N + 1)2 
ordinary differential equations for the unknown coefficients u, v and P. 
II layer 1 height (m) 1 density (~~) II 
geostr. - 0.736 
1 3030 0.909 
2 1350 1.006 
3 750 1.112 
Table 1: Densities and upper level heights of the model layers. 
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To reduce the computational cost, we compute nonlinear terms not in the spectral 
space but use the transform method (Orzag 1971). order to suppress Gibbs-oscillations, 
we apply a "raised cosine smoothing" (Canuto et al., 1988). Furthermore, to avoid energy 
accumulation at the smallest resolved scales due to spectral blocking (Bourke 1972), we 
add a weak hyperdiffusion of the form v.6.3uj to (1)-(3) where .6. is the two-dimensional 
Laplace-Operator. We use v = (Lr/ LM9 ) 6 10-9 in the nondimensional form of the equa-
tions, where LM9 is the width of the global model domain and Lr is the width of the 
integration area1 (Lr = LM9 for the global model runs). The time integration is done 
by using the leap-frog scheme in connection with a time averaging method (Robert-filter 
with a = 0.003) in order to filter 2.6.t-waves. 
In the following, we consider only large-scale flow situations with a typical length-scale 
of L = 2000 km and Lr = LM9 = 21TL for the global run. Therefore, we are able to apply 
a large time step .6.t = 10 min and we can store the boundary fields necessary for the 
regional model simulations at each time step of the global model simulation during an 
48 hour integration, without exceeding the memory capacity of the used workstations. 
The advantage is that no time interpolation of the boundary fields is needed for the 
regional model simulations and interpolation errors are therefore avoided. Note that we 
can not simulate non-topographically forced Rossby waves since the models used operate 
on the f-plane. However, for the questions addressed here, this shortcoming is of minor 
significance. 
2 
The spectral "global" and the spectral regional model are identical with the exception 
of the boundary conditions and the domain of computation. the "global" model, we 
apply periodic boundary conditions also used e.g. by Harlander (1997). The area of 
computation of the LAM is a sub-region of the "global" model (see Fig. 2). At each time 
step, the boundary conditions for the LAM are transferred from the global simulation; 
obviously, these boundary conditions are neither periodic nor time-independent. To solve 
that problem, we apply the extension technique of HM93 described in the following section. 
Note that in contrast to other studies ( e.g. HM93) the spatial resolution of the global and 
the regional model is the same in order to make sure that differences between the global 
and the regional model solutions are not due to different spatial resolutions. 
2.4 The extension technique 
In this method, the fields in the model equations are made cyclic over an extended domain 
by relaxation to boundary fields that are smoothly connected in an extension zone outside 
the integration area (HM93). From a mathematical point of view, the extension technique 
is an interpolation method, which computes unknown field values in the subdomains 
(x,y) E [xr,xa] x [O,yo] and (x,y) E [O,xr] x [Yr,Ya] (see Fig. 2). It might seem rather 
straightforward to use trigonometric functions for this interpolation, however, we do not 
prove that this is the optimum choice. For the sake of convenience, we briefly describe 
the basic concept of the extension technique in the following (for the one-dimensional case 
only). 
The geometry of the regional model domain is shown in Fig. 2. Here we distinguish 
between the field variables gr(x, t) of the integration area and the field variables 9E(x, t) 
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Figure 2: The global model domain with the position of the large-scale asymmetric topography (solid 
line) and the regional model domain. The boundary of the LAM integration area is shown by the solid 
line, the boundary of the relaxation zone by the dotted line, and the boundary of the transformation area 
(integration area plus extension zone) by the dashed line. Maximum topography height is 2000 m. The 
tick marks indicate the spatial model resolution (f:l.x = 250 km). For more details see text. 
of the extension zone. At the boundaries of the integration area, g1 and g[ are known 
from the global model simulation, where g[ denotes the spatial derivative of g1 . The fields 
91 (g[) and 9E (gk) are connected via the boundary conditions 
9I (x1) = 9E (xr), 91 (0) = 9E (xe), g~ (xr) = g'p; (xr), g~ (0) = gk (xe). (8) 
According to Haugen and Machenhauer, we choose the following function for the 
extension zone 
x-xr 
with x' = Jr---
xe - x 1 
(9) 
The four coefficients a0 , ai, b1 and b2 are determined from the values of 9E and the slopes 
gk at the boundaries x = x r and x = xe known from the global model: 
1 
ao = 2 [g E (X l) + g E (Xe) l (10) 
1 
a1 = 2 [gE(xr) - 9E(xe)] (11) 
Xe - XJ [ / ( ) / ( )] b1 = 27r 9E XI - 9E Xe (12) 
Xe - XJ [ / ( ) / ( )] b2 = 47r 9E XI + 9E Xe · (13) 
Outside the extension zone, 9E = 9eL, where 9eL represents the known global model field. 
A cyclically varying field for the whole regional transformation area can be obtained by a 
merging of g1 and 9E· To obtain a smoother transition between these two fields, we follow 
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Haugen Machenhauer and introduce an additional relaxation zone (cf. Davies, 1980; 
Kallberg and Gibson, 1977), which is apart of the integration area (see Fig. 2). Finally, 
g1 and 9E are merged using a weighting factor "t(x), 
g(x) = [1 1(x)] 91(x) + 1(x) 9E(x) (14) 
where in the one-dimensional case 1(x) is calculated as 
1(x) /L(X) for Ü:::; X:::; XL with 1 [ ( X - XL)] ')' L (X) = 2 1 - COS 7r XL 
1(x) 0 for XL< X< XR 
' 
1(x) /R(x) for XR:::; X:::; XI with 1 [ ( X - XR)] ')' R (X) = 2 1 - COS 7r X l _ X R 
1(x) 1 for XI< X:::; XQ 
A spectral g(x) then has to be computed by 
this section we present the solutions, the errors associated with the extension technique, 
and their time development for two different experiments. The error measure we use is 
the rms-error 
rms := [ ~ f,(g1 - 90L)2]1/2 
i=l 
(15) 
computed by a summation over all N grid points in the integration area, except the re-
laxation zone. In the first experiment, we use a non-periodic analytic solution of the 
governing equations as initial condition for the spectral regional model. Secondly, we 
consider a time-dependent large-scale orography-induced fiow situation. In both experi-
ments, the models are integrated over a 48 h period. We investigate the effect of different 
extension zones and of the relaxation zone on the size and the time evolution of the rms-
errors. Finally, we couple a LAM based on finite differences to the spectral global model 
and compare the rms-errors to the rms-errors of the spectral LAM for the mountain fl.ow 
case. 
3.1 Comparison with an analytic solution 
As a first test for the quality of the spectral LAM solutions in connection with the exten-
sion technique, we study the ability of the regional model to simulate a nonlinear, steady, 
analytic solution with highly non-periodic boundary conditions. For that purpose, we 
define a particular analytic solution as initial condition for the LAM. The model is then 
integrated forward in time. 
A special steady solution of the non-dimensional form of (1)-(3) is given as 
u9 = ay and v9 = -ax 





stationary case, no orography, spectral rnethod 
ANA2_0 2 0 
ANA2_3 2 3 
ANA4_0 4 0 
ANA4_3 4 3 
ANA8_0 8 0 
ANA8_3 8 3 
non-stationary case, orography, spectral method 
OR02_0 2 0 
OR02_3 2 3 
OR04_0 4 0 
OOOLl 4 3 
OR08_0 8 0 
OR08_3 8 3 
Reference run 
non-stationary case, orography, finite-difference method 
CFD2 
CFD4 
order of FD relaxation zone 
2nd 3 
4th 3 
Table 2: List of all runs performed. Integration time for all runs was 48 h, integration area 25 x 25 
grid points, except the global reference run (51 x 51 grid points). 
hi 1 1 ( 2 2) 2G11 u1+v1 +ho1, (18) 
h2 1 ( P2) 1 ( 2 2) 2 1 - Pi G22 U2 + V2 + ho2' (19) 
h3 ~ (1 p3) 1 ( 2 2) h (20) - G U3 + V3 + 03, P2 33 
h4 0 ) (21) 
where a = 2~, ho1 = 1.0059, h02 = 0.4507, h03 = 0.2506 are chosen in such a way that u 
and v do not exceed 1 ( = 10 m / s) and that the mean heights of the three layers are those 
of Tab. 1, scaled by H = 3000 m. 
Obviously, for this steady case, we do not need a global rnodel as described in section 
2.3 because we know the boundary conditions for all times and therefore do not need 
to compute them via the global rnodel. We use an integration area with 25 x 25 grid 
points together with an extension zone varying between 2 and 8 grid points in both spatial 
directions. All experirnents are perforrned with and without a relaxation zone (see Tab. 
2 for an overview of all experiments performed). In Figs. 3 A and B the steady analytical 
solution and the nurnerical solution after 48 h of model integration is shown for the lowest 
model layer, where we used the extension zone of 8 grid points in connection with the 
relaxation zone ( experirnent ANA8_3). Both Figures are hardly distinguishable by visual 
inspection and we can therefore state that the extension technique works successfully 
in the considered situation. However, we showed the results of the experirnent with a 
209 
Figure 3: Lowest model layer velocity field and layer height of the stationary analytic solution ( A) and 



















Integration time (in h) 
48 
Figure 4: Time evolution of the layer height mean rms-error for different extension zones and with or 
without a lateral boundary relaxation (see Tab. 2). 
relaxation zone and with a relatively large extension zone. As shown in Fig. 4, the rms-
error and the error growth depend crucially on the width of the extension zone and, to 
an even greater extent, on the existence of a relaxation zone. If we compare the errors 
with and without the relaxation zone, the error is reduced by a factor of about 3 5 for 
the different extension zones. Furthermore, it is obvious from Fig. 4 that it is important 
to use a suitable width of the extension zone. If the extension zone is too narrow (2 grid 
points), a doubling of its width is more effective than the application of a relaxation zone, 
but when the width of the extension area is sufficient ( 4 grid points), a doubling of its 
width is less effective than the usage of a relaxation zone (e.g. compare ANA2_0, ANA2_3 
and ANA4_0 to ANA4_0, ANA4_3 and ANA8_0). The error growth in all experiments 
considered so far is almost constant, which, in general, is not valid as we will see later 
on. The rms-errors for the horizontal velocity components u and v show qualitatively the 
same behaviour as the layer height rms-error considered so far. They vary between 0.1 
(ANA8_3) and 3.2 cm/ s (ANA2_0) after an integration time of 48 h (not shown). 
In summary, this test of the extension technique confirms results given by HM93 that 
the errors become sufficiently small when the width of the extension zone is about 20 % 
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Figure 5: Middle layer velocity v2 - f1iJ9 and layer height field after 12 (A), 24 (B), 36 (C) and 48 (D) P2 
hours of the global model integration shown for the regional model domain {without the relaxation zone). 
Maximum velocity in D is 37.9 m s-1 . 
' ' . . . . . ~ . . . . . . 
Figure 6: Middle layer velocity v2 - ~v9 and layer heightfield after 12 {A), 24 (B), 36 (C) and 48 (D) 
hours of the spectral LAM integration ORQ8_3 {shown without the relaxation zone). Maximum velocity 
in Dis 36.8 m 
of the length of the sides of the extended integration area. Furthermore, we can state 
that it is not effective to enlarge the width of the extension zone above that value, but it 
is much better to add a relaxation zone to the extension zone to reduce the errors. 
3.2 across large-scale topography 
In the following, we consider the evolution of pressure and fiow anomalies during an 
airfl.ow across a large-scale asymmetric topography. The global model domain and the 
position of the topography, together with the regional model domain and the relaxation 
zone, is shown in Fig. 2. The maximum height of the topography is located at the western 
part and amounts 2000 m, i.e. the fiow of the two lowest model layers is blocked almost 
completely by the defined large-scale obstacle. As mentioned in section 3.1, we consider 
a large-scale fiow situation with a typical length scale of L = 2000 km. 
In Figs. 5 A-D, the time evolution of the second model layer and the associated fiow 
field (iJ2 - l!JLiJ9 ) during a 48 hour global model integration is displayed for the regional P2 
model domain (i.e., the integration area without the relaxation zone). A westerly fiow 
with (u9 ;v9 ) = (10;0) m/s was used as initial condition for this simulation (see (6)). As 
can be seen in Figs. 5 A-D, two dynamically induced lows develop in the southwestern 
and eastern part of the regional domain. The height and fiow fields are obviously non-
periodic in both spatial directions, therefore verifying that this simulation seems to be 
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Integration time (in h) 
Figure 7: Time evolution of the layer height mean rms-error for different extension zones and with or 
without a lateral boundary relaxation (see Tab. 2). 
Figs. 6 show the regional model simulation with an 8 grid point extension zone and 
a 3 grid point relaxation zone (OR08_3). As pointed out previously, the boundary values 
for the regional model are taken from the global model at each time step, i.e., because of 
the same time step and grid spacing of the global and the regional model we do not need 
to use any time interpolation to determine the boundary values and therefore we avoid 
this source of error during the time integration of the LAM. comparing Figs. 5 A-D 
and 6 A-D, it becomes clear that the spectral LAM simulation is successful since almost 
no deviations from the reference simulation can be observed. 
The rms-error and its growth during the 48 hour LAM integration is shown in Fig. 7. 
As in section 3.1, we performed 6 simulations with different widths of the extension zone 
(2, 4 and 8 grid points in both spatial dimensions) and with and without a relaxation 
zone (see Tab. 2). Fig. 7 is qualitatively quite similar to Fig. 4. Increasing the width 
of the extension zone and/or introducing a relaxation zone reduces the rms-error. The 
errors here, however, do not grow linearly in time as in the steady case, and for small 
extension zones, the increase of the error in time is not monotone during the integration 
period. 
We can define the degree of non-periodicity as the relation between the maximum 
difference of the opposite boundary values and the absolute value of the maximum gradient 
in the integration area. Therefore, the larger this difference and the smaller this gradient, 
the higher is the degree of non-periodicity and the more important is the width of the 
extension zone. From this point of view, we can state that the analytical case is "more 
non-periodic" than the mountain flow case and so it can be expected that the influence 
of the width of the extension zone is weaker for the latter and that a smaller extension 
zone should be suffi.cient. 
This indeed is confirmed in Fig. 7. A doubling of the width of the extension zone 
from 2 to 4 grid points reduces the rms-error by a factor of 1.7 in contrast to a factor 
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of 3 - 5 rms-error reduction the steady case of section (Fig. 4). Thus, based on 
different model experiments performed, we are able to give a simple rule of thumb for the 
minimum width of the extension zone: The absolute value of the maximum gradient in 
the extension zone should not be larger than the absolute value of the maximum gradient 
in the regional model domain. 
As pointed out in section 3.1, the application of the relaxation zone is effective when 
the extension zone has a proper width. In the case considered here, the rms-error can 
be reduced only by a factor of 1.2 - 1.5 by introducing a relaxation zone (in contrast to 
a factor of 3 - 5 in section 3.1). The rms-errors of the horizontal velocity components 
show a similar dependence on the width of the extension zone and the relaxation zone 
(not shown). The errors vary between 12 and 30 cm/ s after 48 h for the spectral LAM 
simulations. 
Finally, we should mention that the absolute values of the rms-errors in Fig. 4 and Fig. 
7 can not be compared directly due to the fact that the gradients in the mountain fiow 
situation are much larger than in the stationary case. Small errors in the computation of 
the derivatives therefore have a larger "absolute" effect in the mountain fiow simulation. 
Considering the large differences of the gradients, the errors for the mountain fiow case 
are relatively small compared to those of the steady case, which may be due to the fact, 
that the the boundary conditions of the latter are "more non-periodic" than those of the 
mountain flow case and therefore it is more difficult for the extension technique to supply 
an adequate extension zone. 
The quality of the spectral LAM simulation OR08_3 (see Tab. 2) becomes clearer when 
we compare this solution to the solution computed by a regional model based on finite 
differences. The purpose of this subsection is to give the order of magnitude of the rms-
errors when a FD method is applied to compute the derivatives in the regional model. 
We re-simulated the mountain fiow case, but computed all spatial derivatives in (1)-(3) 
with centered finite differences of 2nd (CFD2) and 4th (CFD4) order, respectively (CFD2: 
! '. = fi+ 1-fi- 1 and CFD4· f'. = fi-z-3f;-i+3fi+i-fi+ 2 ) Except for this the numerical code i 2Ll.x • i 12Ll.x · ' 
of both models is identical. Since there are no equivalent filter methods in the spectral 
and the grid point space we also use the spectral filter for the grid point model versions. 
Therefore, the extension technique is also involved in the numerical filtering of the grid 
point models, however, it is guaranteed that the treatment of the derivatives in (1)-(3) 
is the actual reason for possible differences between the reference run and the grid point 
simulations. 
The velocity field ( v2 - &iJ9 ) and the height of the second model layer of CFD2 are P2 
shown in Figs. 8 A-D. Comparing Figs. 8 A-D to Figs. 5 A-D, one can see remarkable 
differences, e.g. a dipole-like structure in the lower right part of Fig. 8 D which is far less 
pronounced in Fig. 5 D and, a broader and less distinct maximum in the central left part 
of Fig. 8 D. In contrast to this, Figs. 5 A-D and Figs. 6 A-D are almost indistinguishable. 
The rms-errors for the layer heights and the meridional velocity components of CFD2 and 
CFD4 are shown in Fig. 9 in comparison to those of OR08_3. The errors of CFD4 
are about 10-20% smaller than those of CFD2, but in general we find that the errors 
for the grid point models are about 8 (CFD4, meridional velocity) to 15 (CFD2, layer 
height) times larger than for the spectral model after 48 hours of model integration, both, 
for the layer heights and for the velocity components (cf. Fig. 9). The result of this 
experiment turns out as expected. The used spectral LAM ( with the leapfrog/Robert-
213 
Figure 8: Middle layer velocity v2 ~v9 and layer height field after 12 (A), 24 (B), 36 (C) and 48 
(D) hours of the CFD LAM integration (shown without the relaxation zone). Maximum velocity in Dis 
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Figure 9: Comparison of the time evolution of the layer height (solid lines) and meridional velocity 
( dashed lines) mean rms-error for the most accurate spectral solution (ORQ8_3, circles) with the CFD2-
(squares) and CFD4- (diamonds} solutions. The verlical axis has a logarithmic scale. 
filter time discretisation) is superior to LAMs based on 2nd and 4th order finite differences, 
respectively. However, we do not compare the numerical cost of the two different models, 
since the spectral and also the CFD models are not optimized with respect to performance. 
4 
In the previous sections, we have performed several tests with a regional spectral three-
layer shallow-water model to quantify the errors associated with the extension technique 
(HM93). This technique makes the non-cyclic fields of the regional model periodic by 
connecting the boundary :fields to a extension zone outside the integration area. We 
used exactly the same models for the global and the regional simulations with the same 
time steps as well as the same horizontal and vertical resolutions. Furthermore, no time 
interpolation of the boundary fields was applied. Thus the only source of errors responsible 
for possible differences between the global and the regional model simulations, is the 
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extension technique. then studied the time development of this error for 
widths of the extension zone (2, 4 and 8 grid points) as well as different widths of the the 
relaxation zone (no relaxation, 3 grid points). 
Fora first test, we compared a stationary analytic solution with non-periodic boundary 
fields to a 48 hour regional model simulation, where the analytic solution was used as the 
initial field. We found a linear error growth with time, but a good agreement between 
the analytic and the model solution within the integration period. For this particular 
simulation, we found an error reduction by a factor of 3-5 dependent on the width of the 
extension zone if we compare the solutions with no relaxation zone to the solutions with 
a 3 grid point relaxation zone. However, confirming HM93, the errors are relatively large 
if the extension zone is smaller than about 20% of the length of the sides of the extended 
integration area. 
Secondly, we considered a large-scale cross-mountain flow situation. For this case, we 
found that the application of a relaxation zone is not as important as for the steady case, 
especially for larger extension zones ( 4 and 8 grid points). Furthermore, we observed that 
for accurate results the absolute value of the maximum gradient the extension zone 
should not be larger than the absolute value of the maximum gradient in the integration 
area. sufficient width of the extension zone can therefore be estimated by the gradients 
in the extension zone. 
Finally, we compared the spectral LAM solutions to model solutions based on finite 
differences (the spatial derivatives in (1)-(3) were computed by using 2nd and 4th order 
centered finite differences, respectively). Here we found that the rms-errors are smaller 
by a factor of about 8 to 15 for the most accurate spectral model simulation performed 
(OR08_3). Compared to the 2nd order scheme, the use of a 4th order FD-scheme does 
reduce the errors by about 10-20%. Obviously, using a more sophisticated FD method 
( e.g. a staggered scheme) should further reduce the large rms-errors of the FD simulations 
displayed in Fig. 9. Nevertheless, the extension technique appears tobe a very accurate 
method to compute dynamical features in LAMs. 
The main purpose of the present paper was not to show that it is possible ( and reason-
able) to build an accurate spectral regional model with approximately the same numerical 
cost as a sophisticated grid point model. This was already shown by HM93 and Gustafs-
son and McDonald (1996). Our motivation, however, was to reveal and estimate the 
errors caused by the extension technique alone in regional model simulations dependent 
on different widths of the extension and relaxation zone. We tried to do this in a system-
atic way using a particular setup of numerical experiments to ensure that no other errors 
than the errors associated with the extension technique influence the regional model sim-
ulations and lead to differences relative to the global spectral reference run. Considering 
the small absolute values of the rms-errors in the Figs. 4 and 7, we summarize that the 
advantages of the spectral method mentioned in the introduction can also be passed over 
to the non-periodic regional case by applying the extension technique. 
It should be mentioned that the results presented above depend on the particular 
model and numerical schemes used. However, the model used is not too simple and the 
numerical methods applied are rather standard. From this point of view, we think that 
the rms-errors computed here can also be interpreted as a coarse estimation for an upper 
bound of the errors one expects in realistic simulations of more complex forecast models. 
In the present formulation of the extension technique only zeroth and first order deriva-
tives stay smooth at the boundaries. In the future the scheme should be generalized to 
higher orders to find more accurate boundary conditions for the regional model. Further-
more, it would be worth comparing the extension technique of Haugen and Machenhauer 
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(1993) to suggested by Schmidt and Klos (1987). 
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