Increased volatility in electricity prices and new emerging demand side management opportunities call for efficient tools for the optimal operation of powerintensive processes. In this work, a general discrete-time model is proposed for the scheduling of power-intensive process networks with various power contracts. The proposed model consists of a network of processes represented by Convex Region Surrogate models that are incorporated in a mode-based scheduling formulation, for which a block contract model is considered that allows the modeling of a large variety of commonly used power contracts. The resulting mixed-integer linear programming model is applied to an illustrative example as well as to a real-world industrial test case. The results demonstrate the model's capability in representing the operational flexibility in a process network and different electricity pricing structures. Moreover, because of its computational efficiency, the model holds much promise for its use in a real industrial setting.
Introduction
With deregulated electricity markets and increasing penetration of intermittent renewable energy into the electricity supply mix, the level of uncertainty in the power grid has increased tremendously. This has led to highly volatile electricity prices, which pose immense challenges to the power-intensive industries, such as air separation, aluminum, and chlor-alkali manufacturing. Demand Side Management (DSM), which refers to electric energy management on the consumers' side, has the potential of both significantly reducing the electricity cost for the consumer as well as improving the efficiency and reliability of the power grid.
Only in recent years, the high potential benefits of DSM for the chemical processing industry have been acknowledged by researchers and practitioners (Paulus and Borggrefe, 2011; Samad and Kiliccote, 2012; Merkert et al., 2014) . One main concept of industrial DSM is to use the operational flexibility of the plant, which consumes a large amount of power, to take advantage of time-sensitive electricity prices (Charles River Assosicates, 2005; Albadi and El-Saadany, 2008) . This can be achieved, for example, by shifting the production to low-price hours; however, load shifting has to be well-considered since one still has to satisfy process constraints and meet product demand. The strong time component in DSM calls for effective scheduling tools that consider the constraints on the production process as well as the price structures and purchasing limitations for different power sources.
Production scheduling has been an active area of research in process systems engineering (PSE) since the late 1970s. Since then, much progress has been made in the modeling of both batch and continuous scheduling problems as well as in the development of efficient methods for solving these models. Numerous general scheduling models have been proposed, many of which are based on the concepts of state-task network (STN) (Kondili et al., 1993; Shah et al., 1993) or resource-task network (RTN) (Pantelides, 1994) . For recent reviews of works on production scheduling in PSE, we refer to Méndez et al. (2006) , Maravelias (2012) , and Harjunkoski et al. (2014) .
In recent years, scheduling frameworks for DSM have been proposed for various industrial power-intensive processes such as steelmaking (Ashok, 2006; Castro et al., 2013) , electrolysis (Babu and Ashok, 2008) , cement production (Vujanic et al., 2012) , and air separation (Ierapetritou et al., 2002; Karwan and Keblis, 2007; Zhang et al., 2014b) . Castro et al. (2009 Castro et al. ( , 2011 present RTN-based discrete-time and continuous-time models for the scheduling of continuous plants under variable electricity cost. For the same purpose, Mitra et al. (2012) have developed a scheduling model based on the concept of operating modes, which eases the systematic modeling of operational transitions. The resulting mixedinteger linear programming (MILP) model is computationally very efficient, and therefore allows the solution of large-scale industrial problems. However, in the proposed approach, a surrogate model is created for the plant as a whole, which does not explicitly consider interactions between different processes in the plant. Also, the model only considers day-ahead electricity prices and does not take purchasing electricity from pre-agreed power contracts into account.
In this work, we extend the model proposed by Mitra et al. (2012) and further generalize it such that it can be applied to continuous process networks subject to various power contracts. In order to achieve this goal, we explicitly model the process network, in which processes are connected by material flows, and each process is represented by a so-called Convex Region Surrogate (CRS) model. To this process network, the mode-based scheduling formulation is applied as well as a block contract formulation to incorporate different types of power contracts.
The remainder of this paper is organized as follows. In Section 2, the prob-lem statement is presented before the MILP model is developed in Section 3. The proposed model is applied to an illustrative example and an industrial air separation case study as shown in Sections 4 and 5, respectively. Finally, in Section 6, we close with a summary of the results and some concluding remarks.
Problem statement
We consider process networks involving continuous processes which consume significant amount of electric power during operation. Here, a process can refer to a piece of equipment, a set of multiple interconnected pieces of equipment, or an entire plant. The processes in such a process network differ in their feeds and products, the restrictions on the production rates, and the power consumption characteristics. Inventory capacities are given for storable intermediate and final products. Also, for all final products, the demand is given.
Electricity can be purchased from various power contracts which may differ in price, availability, and penalty for under-or overconsumption. We assume that the prices and other conditions for negotiated contracts are known in advance, and that accurate forecasts for the day-ahead or real-time electricity prices are available.
The goal is to find a production schedule over a given scheduling horizon that minimizes the total electricity cost while satisfying all product demand. For every time period of the scheduling horizon, we determine the mode of operation for each process, the processing rate in each process, the material flows in the process network, the amount of intermediate and final products stored, the amount of power purchased from each power contract.
Model formulation
We propose an MILP scheduling model, for which the mathematical formulation is presented below. Note that all continuous variables in this model are constrained to be nonnegative. A list of indices, sets, parameters, and variables is given in the Nomenclature section.
Time representation
A discrete-time framework is applied in which the time horizon is divided into time periods of equal length, ∆t. The notation for the time discretization is such that time period t starts at time point t − 1 and ends at time point t. The scheduling horizon is defined by the set of time periods T = {1, 2, . . . , t f }. T is a subset of T = {−θ u + 1, −θ u + 2, . . . , 0, 1, . . . , t f }, which also includes time periods in the past that are used in some constraints involving multiple time periods. The common-grid representation is illustrated in Figure 1 . 
Process network representation
We consider a process network consisting of processes that are connected by material nodes, which represent potential storage units for feeds, intermediate products, and final products. The arcs in such a network depict the directions of the material flows. Two or more streams entering the same material node are of the same quality, i.e. same chemical, temperature, pressure, etc. Figure 2 shows an example of such a process network, in which the process and material nodes are denoted by rectangles and circles, respectively. 
Mass balance constraints
For a given process network operating continuously in each time interval t, the mass balance constraints can be stated as follows:
where Q jt is the inventory level for material j at time t, and P ijt is the amount of material j consumed or produced by process i in time period t.Î j denotes the set of processes producing material j, whereasĪ j is the set of processes receiving material j. 
Process surrogate model
In addition to the mass balance constraints that reflect the structure of the process network, we require a model for each individual process that relates the process' input to its output materials and expresses its capacity. Furthermore, for every feasible operating point, we have to know the amount of power required so that it can be included in the objective function. In other words, a description of each process' feasible operating region is required in the space of its input and output materials, and a power consumption correlation that is a function of those inputs and outputs.
In this framework, it is assumed that each process can operate in different operating modes. Each mode represents a particular operating state, e.g. "off", "on", or "startup". In the proposed model, the feasible operating region for each mode is defined by a union of convex subregions in the corresponding material space, and a linear power consumption function with respect to the production rates is given for each subregion. The key feature here is that every subregion has the form of a polytope. Figure 3 shows an illustrative example of the feasible operating region of a process in a two-dimensional material space. In this case, the materials are P1 and P2, and the process can operate in three different modes, Modes 1, 2, and 3. The feasible space of Mode 1 is a single point at the origin, which denotes zero production; thus, this mode is the "off" mode. The feasible space of Mode 2 is described by one single polytope, while Mode 3 is captured by the union of two polytopes, 3a and 3b. Note that the feasible regions of different modes may overlap as it is the case here for Modes 2 and 3. Obviously, the feasible region of a real process typically does not have this polyhedral form. Usually, this is an approximation of the true feasible region. However, as it will be shown in the following, this representation allows us to formulate in a uniform manner models for each process, which are computationally efficient when embedded in an MILP scheduling model. Such a model is generally referred to as a Convex Region Surrogate (CRS) model. For complex processes, CRS models can be constructed by either using a model-based (Sung and Maravelias, 2009) or a data-driven approach (Zhang et al., 2014a) .
Physically, at any point in time, a process can only run in one operating mode. For a given operating mode, the operating point has to lie in either one of the convex subregions. Any point in a subregion can be represented as a convex combination of the vertices of the polytope. These relationships can be expressed by the following nested disjunction:
where M i is the set of modes in which process i can operate, R im is the set of operating subregions in mode m ∈ M i , L imr is the set of vertices of subregion r ∈ R im , and J i is the set of input and output materials of process i. Y imt and Y imrt are boolean variables. Y imt is true if mode m ∈ M i is selected in time period t, whereas Y imrt is true if subregion r ∈ R im is selected in time period t. The argument of the inner disjunction in (2a) states that the amount of material j ∈ J i consumed or produced by process i, P ijt , is expressed as a convex combination of the corresponding vertices, φ imrlj , while the amount of power consumed, U it , is a linear function of P ijt with a constant δ imr and coefficients γ imrj specific to the selected subregion. Eq. (2b) states that one and only one mode has to be selected for each process in each time period, and according to Eq. (2c), one region in R im has to be selected if process i operates in mode m ∈ M i . By applying the hull reformulation (Grossmann and Trespalacios, 2013) , the disjunction given by Eqs. (2) can be transformed into the following set of mixed-integer linear constraints:
where y imt andȳ imrt are binary variables, and P imrjt is the disaggregated variable. For each i, j ∈ J i , t ∈ T , only one P imrjt can be nonzero.
Transition constraints
A transition occurs when the system changes from one operating point to another. For changes between operating points belonging to the same operating mode, a bound on the rate of change, ∆ u imj , can be set with Eq. (4).
Additional constraints have to be imposed on transitions between different modes. The dynamics of a process in terms of its mode transition behavior can be visualized with a mode transition graph. Figure 4 shows an example with four different operating modes: off, on, startup, and shutdown. The arcs in the graph show the directions of the allowed transitions with the corresponding operational constraints. For instance, after shutting down the process, i.e. transitioning from the shutdown to the off mode, the process has to remain for at least 24 hours in the off mode before it can move to the startup mode. This constraint is typically imposed to reduce stress on the equipment or plant and to account for additional costs associated with shutdowns. According to the mode transition graph, the startup phase takes exactly 4 hours before the process moves into its normal production mode, in which it then has to remain for at least 48 hours.
Eqs. (5)- (7), which model the transition constraints, are adopted from Mitra et al. (2012 Mitra et al. ( , 2013 . Here, z imm ′ t is a binary variable which is 1 if and only if process i switches from mode m to mode m ′ at time t, which is enforced by the following constraint:
Figure 4: The mode transition graph shows the different operating modes and all possible transitions with the corresponding operational constraints.
being the set of all possible mode-to-mode transitions for process i. The restriction that a process has to remain in a certain mode for a minimum amount of time after a transition is expressed by the following constraint:
with θ imm ′ being the minimum stay time in mode m ′ after switching to it from mode m. For predefined sequences, each defined as a fixed chain of transitions from mode m to mode m ′ to mode m ′′ , we can specify a fixed stay time in mode m ′ by imposing the following constraint:
where SQ i is the set of predefined sequences andθ imm ′ m ′′ is the fixed stay time in mode m ′ in the corresponding sequence. For instance, in the example shown in Figure 4 , this constraint applies to the sequence off-to-startup-to-on. Since the startup process takes a certain amount of time, we can use Eq. (7) to fix the number of time periods in which the process has to remain in this mode once selected.
Energy balance constraints
The required amount of electricity can be purchased from multiple sources, which is expressed in Eq. (8a). We generally refer to the different power sources as power contracts, denoted by index c. Eq. (8b) sets lower and upper bounds on the power purchase from contract c in time period t, E ct . The lower bound, E l ct , is typically zero, but could be nonzero if the contract conditions demand a minimum purchase.
Power contract model
Eqs. (8) are sufficient if power is only purchased from the spot market or from contracts that are merely defined by a unit price for each time period and possibly some minimum and maximum purchasing restrictions. However, large industrial electricity consumers typically commit themselves to power contracts that provide additional favorable conditions. There are a large variety of such power contract structures; in this model, we consider the two most common types: discount and penalty contracts. With a discount contract, the price decreases with increasing amount of purchased power. For penalty contracts, the electricity consumer agrees to either purchase at least a certain amount of power and pay a penalty for underconsumption, or purchase not more than a certain amount to avoid penalty for overconsumption.
Discount prices and penalties are defined with respect to the amount of power purchased over a certain period of time, which could be hours, days, or even weeks. In practice, this means that the cumulative power consumption is recorded, and there are predefined meter reading times at which the amount of power purchased since the last meter reading is computed. According to this cumulative power consumption between consecutive meter readings, discount prices and penalties are issued. In our model, we track the cumulative power consumption by using the following equations:
where C is the set of discount and penalty contracts andT c is the set of meter reading times for contract c, which does not include time 0. F ct denotes the cumulative power consumption, which is set back to zero at every meter reading time. We further introduce the variable G ct , which is the cumulative power consumption since the last meter reading before time t. To further clarify the notation, Figure 5 shows an illustrative example in which the cumulative power consumption meter readings are conducted every four time periods. To model discount and penalty contracts, we develop a block contract formulation that can accommodate both types of contracts. In a general block contract, each block is defined by an electricity price and the corresponding amount of power that one has to purchase in order to reach this block. In the case of a discount contract, the price decreases with each block as illustrated in Figure 6 . Figure 6 : With a discount contract, the price decreases with increasing power purchase. The ranges for the different prices define the contract blocks.
The following disjunction expresses the mechanism of a block contract:
where B c is the set of blocks for contract c, H cbt denotes the amount of cumulative power purchased in block b ∈ B c at time t, and H u cb is the amount of power that one has to purchase in block b ∈ B c before reaching the next block. X cbt is a boolean variable that is true if block b is the highest block reached for contract c at time t. Disjunction (10a) states that if X cbt is true, the maximum amount is purchased in all lower blocks b ′ < b, the power purchase in block b is bounded by H u cb , and no power is purchased in higher blocks b ′ > b. According to logic constraint (10b), one and only one X cbt has to be true. Again, by applying the hull reformulation, Eqs. (10) can be transformed into the following mixed-integer linear constraints:
where x cbt is a binary variable, and H cbb ′ t is the disaggregated variable.
To obtain the amount of power purchased from a contract, we sum up the power purchased in all corresponding contract blocks, as stated in Eq. (12).
We can use the same block contract formulation to model penalty contracts by specifying H u cb such that the first block (Block 1) and the last block (Block B c ) correspond to under-and overconsumption, respectively. A simple penalty contract is illustrated in Figure 7 . Here, if H cbt < H u cb for b = 1, we underconsume, whereas if H cbt > 0 for b = 3, we overconsume.
Figure 7:
A simple penalty contract can be modeled as a three-block contract, with the first block and third block corresponding to under-and overconsumption, respectively.
Boundary conditions
We solve the scheduling problem for a given time horizon. For the problem to be well-defined, boundary conditions are required. The following initial conditions set the initial inventory levels, the initial operating modes, and the mode switching history:
with
{θ imm ′ m ′′ } , which defines for how far back in the past the mode switching information has to be provided.
In the following terminal constraints, we simply set lower bounds on the final inventory levels.
Objective function
The objective is to minimize the total electricity cost, T C, as expressed in the following objective function:
where α ct and β cbt are unit costs for purchased electricity, whereas ζ U ct and ζ O ct are unit penalty costs for under-and overconsumption, respectively. The first term in Eq. (15) represents the base cost and applies to all contracts while the remaining terms only apply to block contracts.
Note that the price structure of a contract is defined by the cost coefficients α ct , β cbt , ζ 
By considering the objective function given by Eq. (15), it is assumed that electricity cost constitutes the vast majority of the operating cost or that other costs required to satisfy the given demand are constant. If this assumption is invalid and additional costs-such as inventory costs, mode transition costs, and costs of purchasing material-need to be considered, they can be easily incorporated by assigning cost coefficients to the corresponding variables.
Illustrative example
To demonstrate the main features of the model, we first apply it to an illustrative example for which the process network is shown in Figure 8 . Each process is characterized by its operating modes and operating subregions. The vertices of each convex subregion are listed in Table 1 where each vertex is given as a vector of the materials. Note that the on mode of Process 3 is the only mode that is described by two subregions. Each operating subregion is further characterized by a linear power consumption function, which is shown in Table 2 . Possible transitions between different operating modes and predefined sequences are listed in Tables 3 and 4 , respectively; the tables also contain the corresponding minimum and fixed stay times given in hours. No bound is imposed on the rate of change in the same mode. 
Data regarding the inventory of each material are given in Table 5 . Infinite availability of feedstock, A and C, is assumed. Also note that Intermediate B is not storable. Moreover, no material can be purchased, i.e. W u j = 0 ∀j. We consider a two-day scheduling horizon with an hourly time discretization. The results for three different product demand scenarios (low, high, and medium) will be compared; the corresponding demand profiles are shown in Figure 9 . Note that in the low and high demand scenarios, the demands for E and G are constant over time while they vary in the medium demand scenario. The TOU contract does not have any additional price components.
With the discount contract, the additional cost depends on the purchased amount of power over the course of each day, i.e. the cumulative power consumption meter is read at the end of each day. For the first 50 MWh, an additional cost of 10 $/MWh needs to be paid; for the next 40 MWh, a cost of 8 $/MWh occurs; and for any amount of power purchased beyond 90 MWh, the cost is 5 $/MWh.
With the penalty contract, penalties are applied to under-as well as overconsumption. A penalty of 50 $/MWh has to be paid if the daily power purchase from the penalty contract is below 20 MWh or exceeds 80 MWh. Otherwise, there is no cost in addition to the base cost.
Moreover, when applied, the maximum amount that can be purchased from each contract every hour is 10 MWh. Using the data from the illustrative example, we now consider five cases which differ in the product demand and the applied power contracts as shown in Table 6 . In all cases, all processes are in the on mode at the start of the scheduling horizon. Also, it is assumed that no mode switching has occurred in the previous 12 hours. The total electricity costs in each case obtained by solving the MILP model are listed in the last column of Table 6 . For Case 1, the optimal schedule is shown in Figure 11 , which depicts a Gantt chart showing the operating modes of each process in each time period. Figure 12 shows the amount of power consumed by each process. Also, one can observe that the plant is shut down for a large portion of the time, primarily when the electricity price is high. This large shift in load is possible due to the low demand and the flexibility in the inventory as indicated by the changes in inventory levels shown in Figure 13 . Also note that for the conversion of A to B, Process 1.1 is preferred over Process 1.2 due to its higher capacity and lower unit power consumption. Similarly, Process 4.2 is preferred over Process 4.1 due to its higher efficiency. The power consumption profiles in Case 2 are shown in Figure 14 , which only expresses moderate load shifting. This can be explained by the reduced level of process flexibility due to the high demand. Here, the plant has to utilize almost its entire production capacity to satisfy demand. Figure 15 shows the result for Case 3, which indicates that with medium time-varying demand, there is again significant potential for load shifting.
In Case 4, the discount contract is applied in addition to the TOU contract. Figure 16 shows the breakdown of the total power purchase into the purchases from these two contracts and the base prices. The majority of the consumed power in the first 24 hours, namely 135.5 MWh, is purchased from the discount contract. By doing so, we are taking advantage of the best possible discount. However, there are still time periods in which the TOU contract offers a lower price. In those hours, power is purchased from the TOU contract. On the second day, 53.9 MWh are purchased from the discount contract. We would purchase more from the discount contract for a larger discount; however, the threshold for that discount is too high for this to be beneficial. Therefore, the rest of the consumed power is purchased from the TOU contract. Figure 16 : Breakdown of the total electricity purchase into the purchases from the TOU and the discount contracts in Case 4.
In Case 5, the TOU and the penalty contracts are applied. Figure 17 shows the breakdown of the total power purchase and the base prices. Notice that the price for the penalty contract is higher on the second day. 80 MWh and 20 MWh are purchased from the penalty contract on the first and second day, respectively. It is clear that because of the low price on the first day, we try to purchase as much as possible from the penalty contract without having to pay any penalties. On the second day, since the price is now high, we purchase just enough to avoid penalties. All models were implemented in GAMS 24.4.1 (GAMS Development Corporation, 2015) , and the commercial solver CPLEX 12.6.1 has been applied to solve the MILPs. In each case, the model has approximately 5,000 continuous variables, 2,500 binary variables, and 7,500 constraints. All models have been solved to zero integrality gap in less than 20 seconds wall-clock time on an Intel ® Core TM i7-2600 machine at 3.40 GHz with eight processors and 8 GB RAM running Windows 7 Professional.
Industrial case study
We now apply the proposed model to a real-world industrial case study provided by Praxair. Here, we consider an air separation plant that produces gaseous oxygen (GO2), gaseous nitrogen (GN2), liquid oxygen (LO2), liquid nitrogen (LN2), and liquid argon (LAr). The corresponding process network is shown in Figure 18 . The GO2, LO2, LN2, and LAr flowing out of the air separation (AS) process can be directly sold whereas GN2 has to be further compressed before it can be sent to the pipelines. Two kinds of GN2 are sold: mediumpressure GN2 (MPGN2) and high-pressure GN2 (HPGN2). GN2 is compressed to MPGN2 through Process LMCompGN2 and can be further compressed to HPGN2 through Process MHCompGN2; it can also be directly converted to HPGN2 by running Process LHCompGN2. Furthermore, GN2 can be liquefied to LN2 by running Process LiqGN2. Overproduced gaseous products can be vented through a venting process, and all liquid products can be converted into the corresponding gaseous products through a so-called driox process. While there are inventories of the liquid products, we assume that gaseous products cannot be stored. Power can be purchased from three different sources: a TOU contract, a penalty contract, and the spot market. While pre-agreed prices for the TOU and the penalty contracts are known, a forecast of the hourlyvarying spot price is used in the model. For the penalty contract, penalties are only paid for underconsumption.
The scheduling horizon is one week, to which an hourly time discretization is applied resulting in 168 time periods. Demand profiles for all products are given. Note that while there is continuous demand for gaseous products, the demand for each liquid product is assumed to occur only at the end of each day. The assumption here is that there is sufficient flexibility in the inventory to handle flows into and out of the inventory tank throughout the day. The demand at the end of the day is then the total amount of product that needs to be drawn from the tank over the course of the day.
We solve the resulting MILP model to obtain the optimal schedule. Please note that due to confidentiality reasons, we cannot disclose information about the plant specifications as well as the actual product demand. Therefore, all results presented in the following are given without units and rescaled if necessary. However, the analysis and interpretation of the results is still meaningful. Figure 19 shows the power consumption profiles for each of the processes. The vast majority of the power consumption is attributed to the air separation unit (ASU). The GN2 liquefier also consumes a large amount of power but is only used five times, each time for a few hours. Compared to the ASU and the GN2 liquefier, the pipeline compressors contribute relatively little to the total power consumption. Significant load shifting can be observed in the schedule; this is mainly realized by operating the liquefier during low-price hours, which allows a fairly constant operation of the other processes. The breakdown of the total power purchase into the purchases from the three different sources as well as the corresponding electricity prices are shown in Figure 20 . One can observe that in each time period, we choose to purchase from the source with the lowest price. Two sources are chosen in the same time period only when the maximum purchase amount is reached for one of the two sources. Also, sufficient amount of power is purchased from the penalty contract such that no penalty has to be paid.
As an example, Figure 21 shows the amount of GN2 produced by the AS process and the GN2 flows into the subsequent processes. Large portion of GN2 is compressed to feed the product pipelines. Another significant amount of GN2 is liquefied to increase the production of LN2. However, the majority of GN2 is vented. The reason for this overproduction of GN2 is that the plant is "oxygenlimited", which means that the production is driven by the oxygen demand. At such a plant, the nitrogen production usually exceeds the demand, which makes venting of GN2 necessary. Figure 22 shows the flows into and out of the LN2 inventory tank and the resulting inventory profile. LN2 flowing out of the ASU and the liquefier increases the inventory while LN2 used for driox and demand, i.e. LN2 draws from the tank, decrease the inventory. One can see that demand occurs every 24 hours. In addition to the production through the AS process, large amount of LN2 is obtained by liquefying GN2. Driox is used only very sporadically. The MILP model for the industrial-scale problem has 28,808 continuous variables, 9,776 binary variables, and 113,810 constraints. It has been solved to zero integrality gap in 7 seconds wall-clock time on the same Intel ® Core TM i7-2600 machine used to solve the illustrative example. A brief computational study has been conducted by solving several instances of the problem with different input parameters. Almost all instances have been solved within two minutes.
Conclusions
In this work, a general discrete-time MILP model has been developed for the scheduling of continuous power-intensive process networks with various power contracts. The main focus of the proposed formulation are the accurate and efficient representation of the operational flexibility in the production process as well as the modeling of power contracts. A process network has been considered where each process is represented by a Convex Region Surrogate model. A mode-based formulation has been adopted to model operational transitions. Moreover, a block formulation has been proposed that allows the modeling of a large variety of power contracts including commonly occurring discount and penalty contracts.
The proposed scheduling model has been applied to an illustrative example as well as to a real-world air separation plant. The results demonstrate the capability of the model in representing the operation of continuous process networks and the flexibility in modeling different power contracts. This allows the optimal scheduling of power-intensive processes involving load shifting within the feasible range of operation. Furthermore, the proposed MILP model has proven to be computationally very efficient. Large-scale problems with tens of thousands of variables and hundreds of thousands of constraints can be solved within a few minutes, which allows the use of such a scheduling tool in a real industrial setting. 
Nomenclature

Binary Variables
x cbt 1 if block b is the highest block reached for of contract c at time t y imt 1 if process i operates in mode m in time period t y imrt 1 if process j operates in subregion r of mode m in time period t z imm ′ t 1 if process i switches from mode m to mode m ′ at time t
