Abstract. We obtain global and local theorems on the existence of invariant manifolds for perturbations of non autonomous linear difference equations assuming a very general form of dichotomic behavior for the linear equation. The results obtained include situations where the behavior is far from hyperbolic. We also give several new examples and show that our result includes as particular cases several previous theorems.
Introduction
The study of invariant manifolds is a key subject in the qualitative theory of dynamical systems. Usually, hyperbolicity is the tool used to establish the existence of stable, unstable and central invariant manifolds for perturbations of linear systems. In the study of difference and differential equations, hyperbolicity is seldom given by the existence of an (uniform) exponential dichotomy, notion that goes back to the seminal work of Perron [12] .
In some situations, particularly in the nonautonomous setting, the concept of uniform exponential dichotomy is too restrictive and it is important to look for more general hyperbolic behavior. Two different perspectives can be identified as ways to generalize the concept of uniform exponential dichotomy: on the one hand one can consider growth rates that are not necessarily exponential and on the other hand one can define dichotomies that depend on the initial time and therefore are nonuniform. The first approach is present in the work of Pinto [13, 14] and Naulin and Pinto [11] where the authors study stability of ordinary differential linear equations possessing (h, k)-dichotomies and notion is closely related with the notion of uniform dichotomy used in the book by Pötzsche [15] . The second approach lead to concepts of nonuniform exponential dichotomies and can be found in the work of Preda and Megan [16] and Megan, Sasu and Sasu [10] , and in a different form, in the work of Barreira and Valls [2] . The last authors studied deeply, in the general framework of Banach spaces, the existence of stable and central manifolds for nonlinear and nonautonomous perturbations of linear nonautonomous difference and differential equations assuming that the linear equation admits a nonuniform exponential dichotomy.
A natural step towards generalization is to obtain invariant manifolds for dichotomies that are both nonuniform and not necessarily exponential. This was the approach followed by the present authors that in [6, 9] obtained stable manifolds for nonautonomous nonlinear perturbations of nonautonomous linear difference and differential equations, assuming the existence of a nonuniform polynomial dichotomy for the linear equation, and in [7, 8] where it was assumed that the linear equation belongs to a more general family of nonuniform dichotomies -the so called (µ, ν)-dichotomies. We note that the concept of nonuniform polynomial dichotomy considered in [6] is not included as a particular case in the concept of (µ, ν)-dichotomy, though, letting µ m = ν m = m in (25) (see Example 7), we can obtain a different version of polynomial dichotomy. This last version coincides with the notion of dichotomy considered by Barreira and Valls [3] , where some conditions for the existence of polynomial behavior are obtained in terms of generalized polynomial Lyapunov exponents. We emphasize that our (µ, ν)-dichotomies allowed the obtention of stable manifolds in situations where the classical Lyapunov exponents are zero, for instance for the referred nonuniform polynomial dichotomies. It should also be mentioned that Barreira and Valls [4] were able to obtain stable manifolds for perturbations of linear equations assuming that the linear equation has some type of dichotomy given by general growth rates that correspond to set µ m = ν m = e ρ(m) in (25) with ρ : N → N increasing. Naturally, the last condition implies that the rates growth exponentially or faster, and do not include zero Lyapunov exponent situations like, for example, the referred polynomial behavior.
For a different approach to the existence of invariant manifolds for nonautonomous difference equations we recommend again the book by Pötzsche [15] that includes also historical notes about the development of the subject as well as a large set of references.
The several concepts of nonuniform dichotomy that have been considered in recent years led us to consider the following tasks: define a general framework that includes as particular cases the several definitions of nonuniform dichotomy and that still allows us to obtain results (existence and regularity of invariant manifolds, robustness results) that generalize the ones in the literature. This made us consider some type of general dichotomic behavior that consists simply in assuming the existence of a splitting into two sequences of invariant subspaces where the norms of the evolution map are bounded by some double sequences that depend on the initial and final times (see (D1) and (D2)). In this paper we establish the existence on Lipschitz invariant manifolds for perturbations of nonautonomous linear equations with the mentioned dichotomic behavior, obtaining an asymptotic behavior along the manifolds that is the same as the one assumed for the linear part in the corresponding subspaces.
Firstly we obtain a global theorem on the existence of invariant manifolds for perturbations of linear difference equations and as a consequence of this result we obtain a local result for a large set of perturbations. The perturbations considered are nonautonomous in the sense that we perturb the diference equation by a different Lipschitz function f n for each time n. Several examples illustrate our results and we also check that our result include, as particular cases, several previous theorems. We stress that our approach reveals the relation between the Lipschitz constants of the perturbations and the behavior assumed for the dichotomy. This allows us to require less from the dichotomic behavior by restricting the set of perturbations or to consider an extended set of perturbations by demanding more from the dichotomic behavior. We also stress that we include in our theorems situations that are far from being hyperbolic in any reasonable sense.
Notation and preliminaries
Let N 2 = (m, n) ∈ N 2 : m n and N 2 > = (m, n) ∈ N 2 : m > n . Let B(X) be the space of bounded linear operators in a Banach space X. Given a sequence (A n ) n∈N of operators of B(X), we write
for every (m, n) ∈ N 2 . Consider the linear difference equation
We say that equation (1) admits an invariant splitting if there exist bounded projections P n , n ∈ N, such that, for every (m, n) ∈ N 2 , we have (S1) P m A m,n = A m,n P n ; (S2) A m,n (ker P n ) = ker P m ; (S3) A m,n | ker Pn : ker P n → ker P m is invertible. In these conditions we define, for each n ∈ N, the complementary projection Q n = Id −P n and the linear subspaces E n = P n (X) and F n = ker P n = Q n (X). As usual, we identify the vector spaces E n × F n and E n ⊕ F n as the same vector space.
Given double sequences (a m,n ) (m,n)∈N 2 and (b m,n ) (m,n)∈N 2 we say that equation (1) admits a general dichotomy with bounds (a m,n ) and (b m,n ) if it admits an invariant splitting such that (D1) A m,n P n a m,n ;
n∈N be given sequences of positive numbers such that c n 1 and d n 1 for every n ∈ N. Consider the linear operators A n : R 2 → R 2 given by the diagonal matrices
Considering the projections given by P n (x, y) = (x, 0) and Q n (x, y) = (0, y) we have
and this implies A m,n P n a n a m c n and 
This example shows that for any given sequences
for some constants a < 0 b and ε > 0, we obtain an example of a linear equation that admits a nonuniform exponential dichotomy (in the sense of [2] ).
Another particular case can be obtained by setting
for some constants a < 0 b and ε > 0.
Here we obtain an example of a linear equation that admits a nonuniform polynomial dichotomy like the ones considered in [1] .
Existence of invariant Lipschitz manifolds
In this section we are going to state our results on the existence of Lipschitz invariant manifolds of the difference equation
where f m : X → X are Lipschitz perturbations such that
For every f m we define
Given n ∈ N and v n = (ξ, η) ∈ E n × F n , for each m > n we write
with
We denote by X the space of sequences (ϕ n ) n∈N of functions ϕ n : E n → F n such that
for every ξ,ξ ∈ E n and every n ∈ N. Note that makingξ = 0 in (7) we have
for every n ∈ N and every ξ ∈ E n . Given (ϕ n ) n∈N ∈ X, for each n ∈ N, we consider the graph
that we call global invariant manifold.
We now state the result on the existence of global invariant manifolds. for every n ∈ N,
and
If 2α + max 2β, β < 1,
then there is a unique ϕ ∈ X such that
where V ϕ,n and V ϕ,m are given by (9) . Furthermore, we have
for every (m, n) ∈ N 2 and every ξ,ξ ∈ E n .
We will now consider the problem of existence of local invariant manifolds. Let B(r) denote the open ball of radius r in X and define
The next theorem can be obtained from Theorem 1.
Theorem 2. Given a Banach space X, suppose that equation (1) admits a general dichotomy with bounds
If, for each n ∈ N,
and 4α + max 4β, 2β < 1,
then there is ϕ ∈ X such that
Furthermore, we have
for every (m, n) ∈ N 2 and every ξ,ξ ∈ B(r n ).
Examples
In this section we will give some examples that illustrate our theorem and show that it contains as a particular case several results in the literature.
Firstly, we present some results on the existence of global invariant manifolds. 
Thus, if the numbers Lip(f k ) are small enough so that (13) holds, we obtain a sequence of invariant manifolds V ϕ,n given by (9) where the decay is given by
for every (m, n) ∈ N 2 and every ξ,ξ ∈ E n . It is easy to see that, if we set
conditions (11), (12) and ( corresponding to the dichotomies already considered for instance in [3, 1] . 
for some constants a < 0 b and ε > 0. Set also
In this case, conditions (11) and (12) are satisfied, condition (10) corresponds to a + ε < b and condition (13) is satisfied if we consider a small enough δ > 0. Thus our theorem allows us to obtain a sequence of invariant manifolds V ϕ,n given by (9)
where the decay is given by
for every (m, n) ∈ N 2 and every ξ,ξ ∈ E n . This result corresponds to Theorem 2 in [6] . for some constants a < 0 b and ε > 0. Set also
In this case, all conditions of our theorem are satisfied provided that we consider a small enough δ > 0. Thus our theorem allows us to obtain a sequence of invariant manifolds V ϕ,n given by (9) where the decay is given by
for some constants L 1, a < 0 and ε > 0. Set also Lip(f k ) = δ e −εk . Once again all conditions of our theorem are satisfied provided that we consider a small enough δ > 0. Thus our theorem allows us to obtain a sequence of invariant manifolds V ϕ,n given by (9) where we have
for every (m, n) ∈ N 2 and every ξ,ξ ∈ E n . That is, we obtain an upper bound for the distance of the iterates of any two points in the manifolds.
In particular, setting for each n ∈ N,
we obtain b m,n = 2 −(m−n) and a m,n ∈ {1/L, 1, L} (and therefore a m,n L). This shows that the given sequence of matrices satisfies the hypothesis above. This example shows that we can still obtain some informations for the dynamics in situations that are far from being hyperbolic in any reasonable sense.
The next examples are special cases of theorem 2. 
for some constants c > 0 and q 0. 
and a n c n r n sup
Thus, if the radius of the balls B(r k ) are small enough so that (21) holds, we obtain a sequence of invariant manifolds given by (16) where the decay is given by
for every (m, n) ∈ N 2 and every ξ,ξ ∈ E n . Note that, for any dichotomy in this example, it is always possible to choose small enough balls where our hypothesis hold.
As a particular case, given a < 0 b and ε > 0, we can put
for each m ∈ N. We can also set r k = δ e −βk for each k ∈ N. In this setting condition (17) is equivalent to a + ε < b, conditions (18) and (19) are equivalent to ε − βq < 0 and condition (20) is equivalent to a + β 0 (this condition implies a + ε < b). With this setting we obtain the result in [2] . In fact we slightly improve that result since in our case we can have β > where (µ m ) m∈N0 and (ν m ) m∈N0 are growth rates, that is these sequences are non decreasing, converge to +∞ and µ 0 = ν 0 = 1. Also assume, for each k ∈ N, that r k = δR k and that we have
for some constants c > 0 and q 0. In this case, conditions (17), (18) 
implies (19).
Thus, if the provided c > 0 is small enough so that (21) holds, we obtain a sequence of invariant manifolds given by (16) where the decay is given by
for every (m, n) ∈ N 2 and every ξ,ξ ∈ E n . Letting now R k = µ a k we obtain Theorem 1 in [8] . In fact, in this case, condition (17) is equivalent to (13) in [8] , condition (18) is equivalent to (12) in [8] , condition (19) is implied by (15) in [8] and (20) is immediate.
for some constants a < 0 b and ε > 0. Assume further that for each k ∈ N we have
for some c > 0 and q > 0 and that r k = δk −γ . In this case, conditions (18) and (19) are satisfied provided γ > 
Proof of Theorem 1
In this section we will prove Theorem 2. Given n ∈ N and v n = (ξ, η) ∈ E n × F n , using (4), it follows that for each m > n, the trajectory (v m ) m>n satisfies the following equations
In view of the forward invariance required in (14) , each trajectory of (5) starting in V ϕ,n must be in V ϕ,m for every (m, n) ∈ N 2 , and thus the equations (26) and (27) can be written in the form
To prove that equations (28) and (29) have solutions we will use Banach fixed point theorem in some suitable complete metric spaces. In X we define a metric by
for each ϕ = (ϕ n ) n∈N , ψ = (ψ n ) n∈N ∈ X. It is easy to see that X is a complete metric space with the metric defined by (30). Let B n be the space of all sequences x = (x m ) m n of functions x m : E n → E m such that
From (32) we obtain the following estimates
for every m n and every ξ ∈ E n . It is easy to see that (B n , · n ) is a Banach space. Lemma 1. For each ϕ ∈ X and n ∈ N there exists a unique sequence x = x ϕ ∈ B n satisfying equation (28) . Moreover
for every m n and ξ,ξ ∈ E n . Furthermore,
for each ϕ, ψ ∈ X.
Proof. Given ϕ ∈ X, we define an operator J = J ϕ in B n by
One can easily verify from (31), (6) and (2) that (Jx) m (0) = 0 for every m n. Let x ∈ B n and let ξ ∈ E n . From (38), (3), (7), (32) and (11) it follows for every m > n that
and this implies
Therefore we have the inclusion J(B n ) ⊂ B n . We now show that J is a contraction in B n . Let x, y ∈ B n . Then
for every m n and every ξ ∈ E n . By (3), (7), (D1) and (32) we have for every k n
Hence, from (40), (D1), (41) and (11) we have
2αa m,n ξ x − y n for every m n and every ξ ∈ E n and this implies Jx − Jy n 2α x − y n .
Since by (13) we have α < 1/2 it follows that J is a contraction in B n . Because B n is a Banach space by the Banach fixed point theorem, the map J has a unique fixed point x ϕ in B n , which is thus the desired sequence. Moreover, is obvious that (34) is true and by (39) we have To prove (36) we will first prove that for every x ∈ B n , if
for every m n and every ξ,ξ ∈ E n , then
for every m n and every ξ,ξ ∈ E n . In fact
a m,n ξ −ξ for every k ∈ N. Letting k → +∞ in the last inequality we have (36). Next we will prove (37). Let ϕ, ψ ∈ X. From (28) we have
for every m n and every ξ ∈ E n . By (3), (7), (32), (30) and (33) it follows that
for every k n. Hence by (42), (43), (D1) and (11) we get
for every m n and every ξ ∈ E n and this implies
We now represent by x ϕ n,k k n ∈ B n the unique sequence given by Lemma 1.
Lemma 2. Let ϕ ∈ X. The following properties are equivalent: a) for every n ∈ N, m n and ξ ∈ E n the identity (29) holds with x k = x ϕ n,k ; b) for every n ∈ N and every ξ ∈ E n
holds.
for every n ∈ N and every ξ ∈ E n and this implies
Since by (13) we have β
(1 − 2α) 2 < 1, it follows that Φ is a contraction in X. Therefore the map Φ has a unique fixed point ϕ in X that is the desired sequence.
We are finally in conditions to prove Theorem 1. By Lemma 1, for each ϕ ∈ X there is a unique sequence x ϕ ∈ B n satisfying (28). It remains to show that there is a ϕ and a corresponding x ϕ that satisfie (29). By Lemma 2, this is equivalent to solve (44). Finally, by Lemma 3, there is a unique solution of (44). This establishes the existence of the invariant manifolds. Moreover, for each n ∈ N, m n and ξ,ξ ∈ E n it follows from (7) that Hence we obtain (15) and the theorem is proved.
Proof of Theorem 2
We will now establish Theorem 2. Since, for each k ∈ N, f k | B(r k ) : B(r k ) → X is a Lipschitz function, f k can be continuously extended in unique way to the closure of B(r k ) and it is easy to see that the functionf k : X → X given bỹ
is Lipschitz with Lip(f k ) 2 Lip(f k | B(r k ) ). Thus we havẽ α = sup According to (21) we have 2α + max 2β, β 4α + max 4β, 2β < 1, and thus Theorem 1 shows that (14) and (15) hold for the perturbationsf k .
LetF(m, n) be the operators in (5) with the functions f k replaced by the functionsf k . From (15) we obtain F (m, n)(ξ, ϕ n (ξ)) −F(m, n)(ξ, ϕ n (ξ)) 2 1 − 2α a m,n ξ −ξ 2 1 − 4α a m,n ξ −ξ .
for every (m, n) ∈ N 2 and every ξ,ξ ∈ E n . In particular, ifξ = 0 and ξ ∈ B(r n /(2s n )) ∩ E n , we have (ξ, ϕ n (ξ)) ∈ B(r n /s n ) and by (20) we get F (m, n)(ξ, ϕ n (ξ)) 2 1 − 4α a m,n ξ < 2 1 − 4α a m,n r n s n r m and thusF(m, n) V * ϕ,n,rn/(2sn) ⊆ V * ϕ,m,rm , where V ϕ,n in (16) correspond to the manifolds obtained in Theorem 1 for the perturbationsf k . Sincef k | B(r k ) = f k | B(r k ) for each k ∈ N, we obtain F(m, n) V * ϕ,n,rn/(2sn) ⊆ V * ϕ,m,rm .
and (22) holds. Finally, using (47) and still recalling thatf k = f k in B(r k ) for each k ∈ N, we obtain (23).
