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How to choose one-dimensional basis functions so that a very efficient
multidimensional basis may be extracted from a direct product
of the one-dimensional functions: Energy levels of coupled systems
with as many as 16 coordinates
Richard Dawesa兲 and Tucker Carrington, Jr.b兲
Département de Chimie, Université de Montréal, Case Postale 6128, Succursale Centre-ville,
Montréal (Québec) H3C 3J7, Canada

共Received 7 December 2004; accepted 10 January 2005; published online 1 April 2005兲
In this paper we propose a scheme for choosing basis functions for quantum dynamics calculations.
Direct product bases are frequently used. The number of direct product functions required to
converge a spectrum, compute a rate constant, etc., is so large that direct product calculations are
impossible for molecules or reacting systems with more than four atoms. It is common to extract a
smaller working basis from a huge direct product basis by removing some of the product functions.
We advocate a build and prune strategy of this type. The one-dimensional 共1D兲 functions from
which we build the direct product basis are chosen to satisfy two conditions: 共1兲 they nearly
diagonalize the full Hamiltonian matrix; 共2兲 they minimize off-diagonal matrix elements that couple
basis functions with diagonal elements close to those of the energy levels we wish to compute. By
imposing these conditions we increase the number of product functions that can be removed from
the multidimensional basis without degrading the accuracy of computed energy levels. Two basic
types of 1D basis functions are in common use: eigenfunctions of 1D Hamiltonians and discrete
variable representation 共DVR兲 functions. Both have advantages and disadvantages. The 1D
functions we propose are intermediate between the 1D eigenfunction functions and the DVR
functions. If the coupling is very weak, they are very nearly 1D eigenfunction functions. As the
strength of the coupling is increased they resemble more closely DVR functions. We assess the
usefulness of our basis by applying it to model 6D, 8D, and 16D Hamiltonians with various
coupling strengths. We find approximately linear scaling. © 2005 American Institute of Physics.
关DOI: 10.1063/1.1863935兴
I. INTRODUCTION

Although valiant attempts are being made to develop
basis set free semiclassical1,2 and Monte Carlo3–7 methods,
almost all numerically exact solutions of the Schroedinger
equation are obtained by using basis set methods. All basis
set methods are plagued by poor scaling. In quantum dynamics, the number of required basis functions increases dramatically as one increases the number of atoms in the molecule
or the reacting system, for which one wishes to solve the
Schroedinger equation. This causes problems because the
CPU and memory costs of a quantum calculation depend on
the number of basis functions.8–10
The most obvious way to build a multidimensional basis
for solving a Schroedinger equation with D degrees of freedom is to make a direct product of one-dimensional 共1D兲
basis sets.8,9,11–15 If each 1D basis set has n functions the
number of multidimensional functions is nD. As n is typically
between 10 and 100 the direct product basis set is huge. To
calculate a spectrum, a photodissociation cross section, or a
rate constant for a four-atom system one must deal with a
a兲
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matrix whose size is at least 106. It is not possible to diagonalize a matrix this large. There are two options: 共1兲 use a
product basis but develop methods for computing spectra,
cross sections, rate constants, etc., that do not require diagonalization of the huge matrix; 共2兲 find a smaller multidimensional basis that is sufficient for the purpose of calculating
the observables of interest.
One way to realize 共1兲 is to employ iterative methods. In
the last 15 years time-independent direct product iterative
methods have become popular.13,16–30 A spectrum is obtained
by computing eigenvalues and intensities, without diagonalizing the full matrix. Commonly used iterative eigensolvers
are the Lanczos and filter diagonalization methods. If one
uses an iterative method it is not necessary to store a matrix
representing the Hamiltonian operator in the chosen basis; it
is only necessary to store a few vectors. Much less memory
is needed to store a few vectors than to store a matrix. This
makes it possible to use a huge direct product basis. Nevertheless, even with iterative methods, if a direct product basis
is used it is not possible to handle a molecule or reacting
system with more than four atoms. It is noteworthy that it
was possible more than 10 years ago13 to apply direct product iterative methods to four-atom molecules but that even
today it is not possible to do a similar calculation for a five-
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atom molecule. If one wishes to study molecules or reacting
systems with more than four atoms option 共1兲 is therefore not
viable.
To do calculations for larger systems it is necessary to
abandon the idea of using a direct product basis, i.e., to pursue option 共2兲. Direct product structure makes evaluating the
matrix-vector products, required to use an iterative method,
easy, but direct product basis sets are just too large. There are
two established strategies for making a nondirect product
basis with which one can compute vibrational 共or rovibrational兲 energy levels.
The first nondirect product strategy is to use as basis
functions eigenfunctions of reduced-dimension Hamiltonians. The essential idea is to break the full problem into
subproblems and to put the solutions of the subproblems
together to compute the solution of the full problem. This
involves breaking the coordinates into groups. The reduceddimension eigenfunctions are contracted basis functions.
Some of these methods require solving each reduceddimension problem once31–34 others33,35–43 require solving
reduced-dimension problems many times. Several years ago
new ideas were developed that made it possible to use iterative methods with contracted basis functions to solve a fiveatom problem.34,44 In Refs. 45–47 they were applied to compute many energy levels of a molecule with nine
共vibrational兲 or ten 共rovibrational兲 coupled coordinates. Using similar ideas it is possible to compute a small number of
vibrational levels of a six-atom molecule.48
The second nondirect product strategy is to form a very
large direct product basis and then remove from it functions
that are not necessary for the purpose of computing the observables of interest. Note that a direct product basis from
which functions have been removed is a nondirect product
basis. Yu has recently used this sort of method to compute
vibrational levels of methane.49 Iung and Wyatt and coworkers have applied basis truncation methods to study
spectra.50–52 Note that the two nondirect product strategies
are fundamentally different. In the first strategy a lot of
thought 共physical intuition, CPU time兲 is put into the choice
of the basis functions. The basis one obtains 共with some
effort兲 is good. A good basis is one for which a small number
of functions is required to compute the observables of interest. In the second strategy one begins with a huge basis that
is known to be poor and the poor basis is pruned. The success of a method of this type depends on how the 1D functions, from which the original huge direct product basis is
built, are chosen and, how the original basis is pruned. Build
and prune methods have been used for many years.9,11,53
Carter and Handy chose as their 1D functions eigenfunctions
of 1D Hamiltonians.9 Truncated direct product discrete variable representation 共DVR兲 bases were advocated by Colbert
and Miller.12 Truncated direct product variational basis
representation10 bases have been used with sequential summation and iterative methods by several groups.54–56 Most
implementations of vibrational configuration interaction
methods also involve retaining a subset of a full direct product basis.57 The wavelet method of Poirier is also an example
of a build and prune approach.58–60
Despite the fact that these strategies have made it pos-

sible to compute a large number of numerically exact energy
levels of molecules with five atoms, it is clear that for a
problem with say 15 coupled coordinates computing accurate energy levels with either strategy would be very difficult. In this paper we present a new strategy-two type
method. We propose making a direct product set from 1D
functions that nearly diagonalize both coordinates and 1D
Hamiltonians. Our choice of the 1D functions renders the
full Hamiltonian matrix nearly diagonal and therefore facilitates truncation.
II. 1D BASIS SETS ALREADY IN USE

As explained in the Introduction the approach we adopt
in this paper is: choose 1D functions from which to form a
huge direct product basis and then prune the direct product
basis to obtain a small working basis. Two things determine
the efficiency of a build and prune approach: 共1兲 the 1D
functions from which one builds the direct product basis that
is pruned; 共2兲 the pruning algorithm. 共1兲 and 共2兲 are of course
related; the way one chooses to prune might depend on how
the 1D functions are defined. In this section and in the following section we discuss possible 1D functions and associated pruning schemes. To illustrate the ideas we consider a
4D Hamiltonian,
H = 1K + Vq1共q1兲 + 2K + Vq2共q2兲 + 3K + Vq3共q3兲 + 4K
+ Vq4共q4兲 + Vinter共q1,q2,q3,q4兲.

共1兲

A. 1D eigenfunction basis

It is common to choose 1D eigenfunctions of 1D Hamiltonians, extracted from the full Hamiltonian, as 1D functions
from which to build a direct product basis.9 There are many
ways to extract 1D Hamiltonians from the full Hamiltonian.
For the example Hamiltonian of Eq. 共1兲 the simplest 1D
Hamiltonians are
q1

H = 1K + Vq1共q1兲,

共2兲

q2

H = 2K + Vq2共q2兲,

共3兲

q3

H = 3K + Vq3共q3兲,

共4兲

q4

H = 4K + Vq4共q4兲.

共5兲

If the eigenfunctions of the 1D Hamiltonians are denoted
qc

H关ck共c兲兴 = cEk关ck共qc兲兴 ,

共6兲

where c = 1 , 2 , 3 , 4 then a product basis function is ⌽kjmn
= 1k共q1兲 2 j共q2兲 3m共q3兲 4n共q4兲. In this basis coupling
terms have off-diagonal matrix elements. It is, of course, also
possible to use different potential slices to define the 1D
potentials. For example, one might use Vq1关q1 , qmin
c 共q1兲 , c
= 2 , 3 , 4兴 in Eq. 共2兲.62,61,55,56
A multidimensional basis, built by taking products of
eigenfunctions of 1D Hamiltonians, is usually truncated by
sorting the functions according to E0ijk¯ = 具⌽ijk¯兩H0兩⌽ijk¯典
values, where H0 is the sum of the 1D Hamiltonians used to
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define the 1D ci共qc兲 , c = 1 , 2 , . . . functions, and discarding
those with the largest E0ijk¯ values. Sometimes functions are
excluded from a multidimensional basis built by taking products of eigenfunctions of 1D Hamiltonians by removing
functions
whose
ijk¯
indices
satisfy
certain
conditions.9,53,54 It is also possible to reduce the size of the
eigenfunction multidimensional basis by removing functions
for which diagonal matrix elements of the full Hamiltonian
are larger than an established threshold value 共which is what
we do in the Results section兲. To use a pruned 1D eigenfunction product basis with a general potential, a direct product
grid quadrature is necessary, but reducing the basis size
nonetheless decreases the cost of computing a spectrum.

the multidimensional basis. This cannot be done by modifying the truncation strategy; it must be done by changing the
definition of the 1D functions used to form the direct product
basis. What is it about DVR functions that limits one’s ability to further truncate the multidimensional DVR basis without degrading the accuracy of the computed energy levels?
There are several ways to answer this question. In a previous
paper we stressed the importance of the “tails” of DVR functions that extend far beyond the points about which they are
localized.13 In this paper 共see Sec. III兲 we take the viewpoint
that one’s ability to truncate a DVR basis is limited by the
size of the off-diagonal DVR Hamiltonian matrix elements.
C. 1D wavelet basis

B. 1D DVR basis

It is also common to choose 1D DVR basis functions.
For each coordinate the DVR functions are linear combinations of eigenfunctions of a 1D Hamiltonian.63,10 For example, for q1, DVR functions ␦␤共q1兲 are obtained by diagonalizing the matrix that represents q1 in the 1k共q1兲 basis,

␦␤共q1兲 = 兺 共Tt兲␤,k关1k共q1兲兴 ,

共7兲

k

where
Q1T = T⌳

共8兲

with Q1 being the matrix that represents q1 in the 1k共q1兲
basis. Many build and prune calculations have been done
with multidimensional DVR basis sets.
A multidimensional basis built by taking products of
DVR functions is usually pruned by throwing away product
DVR functions peaked about positions at which the potential
is larger than some threshold value.12 Because the DVR
functions are localized this seems very natural. This pruning
strategy enables one to form a multidimensional basis that
includes only functions localized in low-lying regions of the
potential. It is exactly in these regions that one expects the
amplitude of the wave functions one wishes to compute to be
large. It is therefore sensible to expect the localized nature of
the DVR basis to facilitate the pruning of the huge direct
product basis 共see however page 8529 of Ref. 13兲. This idea
does work. It is typically more effective for problems with
more coordinates. A direct product basis spans a multidimensional rectangular box. If the box is set up around the potential well for which energy levels are desired then it is clear
that DVR basis functions localized about points in the corners of the box can be safely excluded. As appealing as this
idea is, for many spectroscopic problems a much smaller
basis can be obtained by pruning a multidimensional basis
made from 1D eigenfunctions. It would also be possible to
reduce the size of the DVR multidimensional basis by removing DVR functions for which diagonal matrix elements
of the full Hamiltonian are larger than an established threshold value.
For a Hamiltonian with many coordinates it is possible
to exclude many multidimensional DVR functions without
degrading the accuracy of the energy levels computed with
the basis.12 It would be nice to reduce even further the size of

In a recent series of papers Poirier has suggested using
orthogonal phase space wavelets 共weylets兲 as 1D basis
functions.58–60 The Wigner function associated with each
wavelet basis function is optimally localized in phase space.
The huge direct product basis is pruned by discarding multidimensional wavelet basis functions that are centered at
phase space points that correspond to classical energies
larger than a cutoff value. The truncation scheme is based on
the idea that wave functions with energies up to Etop have
insignificant amplitude at phase space points with energies
above a cutoff value Ecut, if Ecut ⬎ Etop. This scheme works
because the 1D wavelet basis functions are localized in phase
space and orthogonal. It is based on the recognition that it is
important to exploit position momentum correlations. A nice
property of the wavelet basis is its perfect efficiency in the
large basis limit: as the number of basis functions increases
the ratio of the number of converged levels to the number of
basis functions approaches one. In practice this limit is
achieved only if the number of basis functions is extremely
large 共and larger if D is larger兲, but the idea is nonetheless
very enticing. Using wavelet basis sets Poirier and Salam60
have computed energy levels of a 15D isotropic harmonic
oscillator Hamiltonian 共although the accuracy of their levels
is not very good兲. Considering the generality and simplicity
of the wavelet approach, the results obtained are impressive.
It has been noted that it is difficult to attain high accuracy
with the wavelet basis.60
III. 1D SIMULTANEOUS DIAGONALIZATION „SD…
BASIS
A. Using simultaneous diagonalization to make
a basis

For a problem with more than about six coordinates,
direct product bases formed from any set of 1D functions are
huge. To calculate more than a few energy levels one needs
n ⬃ 10 1D basis functions. The size of the direct product
basis is nD, where D is the number of coordinates 共dimensions兲. It is not surprising that at least some of this huge
number of functions can be discarded without adversely affecting the accuracy of the computed eigenvalues. What limits one’s ability to discard basis functions? Put in other
words: what properties of a matrix ensure that eigenvalues of
a diagonal block carved out of the complete matrix are very
close to eigenvalues of the full matrix? The magnitudes of
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off-diagonal matrix elements and differences between the diagonal matrix elements play an important role but the size
distribution of off-diagonal elements is also important. If M
is a matrix whose diagonal elements M AA increase as A increases and whose off-diagonal elements M AB are small and
decrease as 兩A − B兩 increases then eigenvalues of an upper left
diagonal block are close to those of the full matrix. We term
such a matrix “nearly diagonal.” If we can find a means of
choosing 1D basis functions to maximize the near diagonality of the multidimensional Hamiltonian matrix we will have
a direct product basis that we should be able to truncate
severely, without jeopardizing the accuracy of the computed
energy levels. If the 1D functions are eigenfunctions of 1D
Hamiltonians all terms in H − H0 have off-diagonal matrix
elements that limit the extent to which the multidimensional
basis can be pruned. If the 1D functions are DVR functions
the potential matrix is 共approximately兲 diagonal but all terms
in the kinetic energy operator have off-diagonal matrix elements that limit the extent to which the multidimensional
basis can be pruned. In many cases the off-diagonal DVR
matrix elements are known analytically.64 An ideal set of qc
1D basis functions would be one in which all functions of qc
and also pc and p2c were diagonal. Of course such a basis
does not exist. We propose using qc 1D functions that make
matrices representing both qc and qcH as diagonal as possible
共if off-diagonal elements of qc are small off-diagonal elements of Vinter will also be necessarily small兲. We also want
the basis functions to be orthogonal because this facilitates
truncating the basis and makes applying numerical methods
to compute eigenvalues both simpler and more stable. Instead we might have chosen basis functions to make matrices
representing both qc and pc as diagonal as possible. We prefer to make matrices representing qc and qcH as diagonal as
possible because this choice makes our final Hamiltonian
matrix more diagonal. It has been previously noted that using
a basis which nearly diagonalizes the Hamiltonian matrix
facilitates building a good preconditioner.27
To nearly simultaneously diagonalize matrices representing qc and qcH we use the simultaneous diagonalization algorithm of Ref. 65, which has been applied to several different problems in chemical physics.66–72 The matrices that
represent qc and qcH in the ck共qc兲 basis are denoted as qc
and qcH. To simultaneously diagonalize qc and qcH we
determine an orthogonal matrix qcU that maximizes

兺i 关共q U兲tqc⌽q U兴ii + 兺i 关共q U兲t
2

c

c

c

qc

兴2ii

H ⌽qcU ,

共9兲

which is equivalent to minimizing

关共q U兲tqc⌽q U兴ij + 兺 兺 关共q U兲t
兺i 兺
j⫽i
i j⫽i
c

qc

c

2

c

qc

兴2ij

H ⌽qcU .

共10兲

U is a product of Jacobi rotation matrices, J共i , j兲. Reference 65 gives expressions for computing the 共i , i兲, 共i , j兲,
共j , i兲, 共j , j兲 elements of the Jacobi rotation matrices in closed
form. Some implementation details are discussed in Ref. 72.
The cost of generating the simultaneous diagonalization SD
basis scales as n3 where n is the number of 1D basis functions. It is a negligible fraction of the cost of a typical calculation. A 1D SD function is

c

a共q1兲 = 兺 共qcUt兲a,k关ck共qc兲兴 .

共11兲

k

Rather than apply the SD algorithm to matrices representing qc and qcH we might apply it to matrices representing
f c共qc兲 and qcH where f c is any function. It might be possible
to 共further兲 improve the truncatability of our basis by optimizing f c functions. We apply SD to ␣cqc and qcH, where ␣c
is a constant. The parameter ␣c determines the relative diagonality of qc and qcH. If ␣c is large the SD basis we work
with will favor diagonalizing qc and if ␣c is small the SD
basis we work with will favor diagonalizing qcH. The actual
numerical values of ␣c depend on the units used in the calculation. Favoring the diagonalization of qc will decrease the
size of off-diagonal matrix elements of the part of the potential that is not included in the qcH. Favoring the diagonalization of qcH will decrease the size of H0 off-diagonal matrix
elements. The best value of ␣c will depend on the strength of
the coupling terms in Vinter. Note that if ␣c is very large the
SD basis will nearly diagonalize the coordinate matrix and is
hence close to a DVR basis and that if ␣c is zero the SD
basis will diagonalize the 1D Hamiltonian matrix and is
hence precisely the 1D eigenfunction basis. For intermediate
values of ␣c the SD basis is a compromise between the 1D
eigenfunction basis and the DVR basis.
If, in some sorted basis, the matrix representing the full
multidimensional Hamiltonian is nearly diagonal, it is possible to discard many 共multidimensional兲 basis functions. We
use the term nearly diagonal to mean that off-diagonal matrix
elements are small, and smaller the further they are from the
diagonal. Why is near diagonality a desirable property?
Imagine having a basis of sorted functions ⌰A with A
= 1 , ¯ , N, i.e., 具⌰A兩H兩⌰A典 ⬍ 具⌰A+1兩H兩⌰A+1典. Take the first
A = 1 , ¯ , NR functions, form a Hamiltonian matrix and diagonalize. Now add another basis function, ⌰NR+1. All the energy levels will decrease. The energy levels will decrease
less if 兩具⌰A兩H兩⌰S典 / 共HAA − HSS兲兩, A = 1 , ¯ , NR is small. Here,
S = NR + 1, ⌰S is the added basis function, and HAA and HSS
are diagonal elements. In the sorted basis HAA − HSS is large if
A Ⰶ S. If H is nearly diagonal in the ⌰A basis then it will also
be true that 兩具⌰A兩H兩⌰S典兩 is small if A Ⰶ S and the effect of the
added basis function on the lowest levels will be very small.
This implies that, if the Hamiltonian matrix is nearly diagonal, it is possible to truncate without introducing significant
error.
For realistic Hamiltonians off-diagonal elements of qc
and qcH are small in both the 1D eigenfunction and the 1D
DVR bases. Off-diagonal elements of qc and qcH will also be
small in the 1D SD basis. It is also true that off-diagonal
elements of H are small because all off-diagonal elements of
H are either off-diagonal elements of an qcH or off-diagonal
elements of some function of the qc 共both of which are
small兲. We wish to prove that qc is also nearly diagonal in the
multidimensional SD basis. Let ⌰A be a multidimensional
SD basis function and HAA be a multidimensional diagonal
matrix element: A is a composite index representing the SD
basis function labels for all the coordinates. For CBC
= 具⌰B兩qcHqc − qqc cH兩⌰C典 we find the relation,
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共HBB − HCC兲具⌰B兩qc兩⌰C典 +

兺 HBA具⌰A兩qc兩⌰C典

A⫽B

−

兺

A⬘⫽C

具⌰B兩qc兩⌰A⬘典HA⬘C = CBC .

共12兲

If off-diagonal elements of H are small 共which is true because the ⌰C are SD functions兲 then to a first approximation
we have
具⌰B兩qc兩⌰C典 =

CBC
.
HBB − HCC

共13兲

As 兩HBB − HCC兩 increases the corresponding off-diagonal element of qc decreases, because, in general, CBC does not increase as 兩HBB − HCC兩 increases. Therefore nonzero matrix elements of qc further from the diagonal are smaller than those
closer to the diagonal. As a direct consequence of the near
diagonality of qc, the multidimensional matrix representing
Vinter is also nearly diagonal.
B. How to choose ␣c

We wish to choose ␣c to decrease the number of SD
basis functions required to converge energy levels of interest
共or increase the number of converged levels obtained for a
fixed basis size兲. If we take ␣c = 0 we are using the 1D eigenfunction basis to build our direct product basis. If we take ␣c
to be very large we are building our direct product basis from
1D functions that are nearly DVR functions 共those corresponding to the basis we use to form the Hc and qc matrices兲.
In this paper we argue that it is best to take intermediate
values of ␣c.
Our procedure for determining the best ␣c depends on
the way we truncate the basis. Each basis function is associated with a diagonal Hamiltonian 共the full multidimensional
Hamiltonian兲 matrix element. If the number of coordinates is
less than about eight we compute all the diagonal matrix
elements and discard product basis functions with the largest
diagonal matrix elements. If the number of coordinates is
larger than about eight it is costly to compute and sort all of
the diagonal elements. In this case, we compute diagonal
elements of reduced-dimension Hamiltonians, truncate
reduced-dimension direct product bases, and then recombine
and truncate the truncated reduced-dimension bases.60 More
detail is given in the Results section. This truncation procedure is easy to justify by thinking in terms of perturbation
theory. To first-order the eigenvalues of a matrix are its diagonal elements. The difference between accurate and firstorder energies depends on off-diagonal matrix elements and
according to perturbation theory the effect of off-diagonal
elements is determined by differences of diagonal matrix elements. Truncating on the basis of diagonal matrix elements
works especially well with the SD basis because the SD matrix is nearly diagonal. Other truncation schemes might also
work well, for example, the wave operator sorting approach
of Iung and Wyatt.50,51
Having established a truncation scheme we wish to
choose ␣c to minimize the error introduced by truncation.
Conceptually, it is easy to imagine how to find the best ␣c.
Let NR be the number of retained basis functions. Let ND be

FIG. 1. The sorted Hamiltonian matrix. The size of the top left corner is the
number of desired energy levels. It is used to determine regions A and B to
define OFFDIAG. The size of the matrix we diagonalize is NR ⫻ NR. The
figure is not to scale. NR is orders of magnitude smaller than N 共⬎109兲.

the number of desired energy levels. We typically strive to
compute about ND = 30 levels and set NR ⬃ 2000. A set of ␣c
values determines a SD basis. For many sets of ␣c values one
could set up a truncated NR ⫻ NR SD matrix, compute NR
eigenvalues, and compare the lowest ND eigenvalues with
exact energy levels. The set of ␣c values which yields eigenvalues that agree most closely with the exact levels is the
best. One can imagine plotting eigenvalue error 共perhaps the
sum of squares of differences兲 against ␣c. The best set of ␣c
values is the one for which the eigenvalue error is minimized. This is not the best way to proceed because we do not
know the exact levels and we do not wish to repeatedly diagonalize NR ⫻ NR matrices to find the best ␣c.
Instead we adopt the following approach for choosing
␣c. We know that if we could choose ␣c so that the complete
direct product SD basis matrix representing the full multidimensional Hamiltonian were diagonal, the NR levels we
compute from the truncated matrix would be exact. This implies that it would be good to choose ␣c to minimize offdiagonal matrix elements that are not in the NR ⫻ NR retained
block. It is better to minimize only the off-diagonal elements
that have an important effect on the ND levels we wish to
compute. We define a function OFFDIAG which is equal to
the sum of the squares of the off-diagonal matrix elements
that we consider important for the purpose of computing the
ND lowest levels and choose ␣c to minimize OFFDIAG.
OFFDIAG is defined so that the set of ␣c values that minimizes OFFDIAG is close to the set that minimizes the eigenvalue error of the preceding paragraph. The former is easy to
compute but the latter is unknown.
Which off-diagonal matrix elements should be included
in OFFDIAG? Imagine sorting the SD direct product functions according to the associated diagonal matrix elements
and dividing the complete matrix into four blocks. The top
left block is the top left block of the matrix in Fig. 1; it is
ND ⫻ ND. The bottom right block is 共N − ND兲 ⫻ 共N − ND兲,
where N is the size of the complete direct product basis.
The matrix is

134101-6

H=

J. Chem. Phys. 122, 134101 共2005兲

R. Dawes and T. Carrington, Jr.

冉

HD HC
t
HC

HT

冊

共14兲

.

To second order, energy levels are obtained by diagonalizing
the matrix whose elements are
共HSO兲rr⬘ = 共HD兲rr⬘ +
⫻

冉

1
2

兺 共HC兲rr⬙共HCt兲r⬙r⬘
r⬙

1
0
EDr

−

0
ETr⬙

+

1
0
EDr⬘

0

− ETr⬙

冊

,

共15兲

0
0
where EDr
is the rth diagonal element of HD and ETr
is the
⬙
r⬙th diagonal element of HT. If ␣c are chosen to minimize the
matrix elements of HC, the second term of the previous equation will be small and the eigenvalues of HD will be close to
eigenvalues of H. If it were possible to choose ␣c so that all
elements of HC were exactly zero, the eigenvalues of HD
would be exactly equal to eigenvalues of H. This is not possible because the number of HC matrix elements is huge 共for
the 16-coordinate problem discussed in the Results N is almost 30⫻ 1016兲 and the number of parameters ␣c is small
共for the 16-coordinate problem discussed in the Results section the number of ␣c parameters is two兲. There is no need to
minimize matrix elements of HC that are included in the
NR ⫻ NR matrix we diagonalize. Because the basis functions
are sorted according to their diagonal matrix elements, matrix elements of HC further from the diagonal are smaller and
have a smaller effect on the energy levels as they correspond
to larger energy level differences 共in the denominator兲. We
therefore include in OFFDIAG matrix elements of HC up to
and including those in column NA excluding those that are in
the NR ⫻ NR matrix we diagonalize. This ND ⫻ 共NA − NR兲
block of included matrix elements is denoted A in Fig. 1.
Increasing NA increases the number of off-block matrix elements that are minimized 共which is good兲 but, in general,
increases the magnitude of the minimized elements 共which is
bad兲. The size of the A region will depend on the density of
states. If many of the diagonal matrix elements are close it
will be necessary to take a large A block into the definition of
OFFDIAG. If it were possible to choose ␣c to make all the
elements of HC zero there would be no need to consider the
matrix elements of HT but because this is not possible we
find it useful to include some of the matrix elements in HT in
OFFDIAG. We include those in the B region of the matrix in
Fig. 1. Matrix elements of HT further from the diagonal and
further from the top left ND ⫻ ND corner have a smaller effect
on the lowest ND levels. There is no need to include elements
of HT in the NR ⫻ NR matrix we diagonalize. We include in
OFFDIAG only the elements of HT whose column index is
between NR and NB and whose row index is between ND and
3ND / 2. We always choose NB ⬍ NA because matrix elements
in A appear in the second and higher order correction terms
while those in B appear only in the third and higher order
correction terms and we therefore assume that those in A are
more important. The upper limit for the row index of the B
region is large enough to ensure that ␣c determined from
OFFDIAG are good but it is possible that other values would
work about as well or better. Note that the complete Hamil-

tonian matrix is symmetric so that by minimizing elements in
A and B in Fig. 1 we also minimize elements in the symmetrically equivalent blocks on the other side of the diagonal. The function OFFDIAG is therefore defined,
OFFDIAG共␣1, . . . 兲 =

共blm兲2 .
兺ij 共aij兲2 + 兺
lm

共16兲

The OFFDIAG function includes matrix elements that have
an important effect on the desired energy levels. To the extent that only the matrix elements in OFFDIAG are important, we can expect that choosing ␣c to minimize OFFDIAG
will give us a basis in which the lowest eigenvalues of the
top left NR ⫻ NR corner of the complete Hamiltonian matrix
are close to exact eigenvalues of the complete H matrix. In
the Results section we demonstrate that this expectation is
indeed realized.
IV. RESULTS

We test the method on a family of model problems. The
dimensionless model Hamiltonian is
共17兲

H = H0 + Hcoup .

H0 is an anisotropic multidimensional harmonic oscillator,
D

H0 =

兺
c=1

D/2

共p2c 兲/2

+

兺
c=1

D

共x2c 兲/2

+

兺

共x2c 兲/7.

共18兲

c=D/2+1

We have done calculations with D = 6, 8, and 16. For each
value of D half the modes are of frequency one, while the
other half are of a frequency slightly greater than 1 / 2. The
coupling term
Hcoup = a共x21x22 + x21x23 + ¯ + x22x23 + ¯ 兲

共19兲

contains all possible biquadratic terms. We have also used
the SD basis to compute energy levels of a similar Hamiltonian with D equal frequencies and of a bilinearly coupled
multidimensional harmonic oscillator Hamiltonian with
equal or unequal frequencies 共for which it is possible to calculate exact results兲. In this section we concentrate on results
for Eq. 共17兲 because it is a more realistic and difficult problem. For D = 6 and 8 we have done calculations with two
different coupling strengths, a = 0.2 and a = 0.3. For D = 16
we used a = 0.1. Using the SD basis it is straightforward to do
D = 16 calculations with larger coupling strength parameters
but in this paper we wish to compare all results obtained with
SD bases with those obtained with 1D eigenfunction bases
and for D = 16 and larger coupling strength parameters the
multidimensional eigenfunction 共EF兲 levels were clearly uncoverged even with 80 000 EF functions. In the D = 6 case
we use n = 15 and have verified that all of the reported SD
levels change by no more than 0.003 when n is decreased to
n = 10. n = 10 was used for D = 8 and 16. We have verified that
all levels in the SD columns of Tables II–IV change by no
more than 0.003 when n is increased to 15. We used a larger
n for D = 6 in order to make it possible to compute states with
more quanta per mode. In all cases matrix elements of factors in terms of the Hamiltonian are computed by transforming the ck basis 关harmonic oscillator functions for the
Hamiltonian of Eq. 共17兲兴 matrix using qcU 关see Eq. 共9兲兴.
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TABLE I. Energy levels of 6D Hamiltonian.
Coupling a = 0.2

Coupling a = 0.3

10 000 EF

40 000 EF

10 000 EF

40 000 EF

3.082共1兲
4.108共3兲
4.432共3兲
5.029共2兲
5.223共1兲
5.313共3兲
5.585共9兲
5.712共2兲
5.872共3兲
5.899共1兲
6.011共2兲

3.082共?兲
4.107共?兲
4.431共?兲
5.020共?兲
5.187共?兲
5.284共?兲
5.572共?兲
5.706共?兲
5.867共?兲
5.891共?兲
5.980共?兲

3.317共1兲
4.476共3兲
4.772共3兲
5.513共2兲
5.780共1兲
5.924共3兲
6.115共9兲
6.145共2兲
6.362共3兲
6.413共1兲
6.678共2兲

3.316共?兲
4.468共?兲
4.767共?兲
5.482共?兲
5.675共?兲
5.813共?兲
6.065共?兲
6.122共?兲
6.329共?兲
6.369共?兲
6.565共?兲

Number of states convergeda
Number of functions
retained

EF

200
750
1500

4
7
14

a

Number of states convergeda

SD

Number of functions
retained

EF

SD

16
16
28

1000
3000

4
7

16
28

Converged to within 0.1 of 40 000 EF results.

In some cases it is possible to do calculations with EF
bases large enough so that differences between energies
computed with two EF bases are less than 0.1. If this is true
we deem the levels computed with the EF basis converged.
Similarly, we deem levels computed with a SD 共DVR兲 converged if SD 共DVR兲 levels obtained with two SD 共DVR兲
bases differ by less than 0.1. For D = 6, 8, and 16 the number
of EF basis functions required to converge levels is much
less than the number of multidimensional DVR functions
required to achieve the same level of accuracy. For example,
for the D = 6 Hamiltonian with a = 0.3, zero levels were converged using 3000 DVR basis functions 共the 3000 EF basis
converges seven levels and the 3000 SD basis converges 28兲.
In the remainder of this section we therefore compare the SD
basis only to the EF basis. The EF basis is truncated by
removing the EF functions associated with the largest diagonal matrix elements of the complete Hamiltonian matrix. To
generate the SD basis we sweep the SD algorithm until Eq.
共10兲 changes by less than 5 ⫻ 10−4 from one sweep to the
next.
The number of desired energy levels is a parameter that
defines the A region used to obtain the value of ␣c for the SD
basis. For all the calculations presented in this section we use
ND = 30. To define the A and B regions we use NA = 1000
+ NR for D = 6; NA = 1500+ NR for D = 8; and NA = 3000+ NR
for D = 16. The decision to make the B region half as wide
and half as long as the A region is somewhat arbitrary. It is
possible that different widths and lengths would work even
better but our results demonstrate that this choice is good.
For a completely general Hamiltonian it would be necessary to determine ␣c, c = 1 , . . . , D. The model Hamiltonian
has two sets of symmetrically distinct coordinates:
x1 , . . . , xD/2 and xD+1 , . . . , xD. It is therefore only necessary to
determine ␣1 and ␣D/2+1 because ␣c = ␣1 c = 2 , . . . , D / 2 and
␣c = ␣D/2+1, c = D / 2 + 2 , . . . , D. To determine the best values

of ␣1 and ␣D/2+1 we did calculations for a grid of pairs of
values and chose the pair of values which minimized
OFFDIAG. It should also be possible to use minimization
algorithms to find the OFFDIAG共␣1 , ␣D/2+1兲 minimum.
To compute the final multidimensional SD basis we use
the values of ␣1 and ␣D/2+1 that minimize OFFDIAG. To
verify that these values are indeed close to optimal we actually set up multidimensional SD matrices and computed energies for a grid of 共␣1 , ␣D/2+1兲 values. We find that the values that minimize OFFDIAG do indeed minimize the energy
levels. As the entire procedure is variational this means that
our OFFDIAG minimization procedure does yield the best
共␣1 , ␣D/2+1兲 values. Of course the whole purpose of using
OFFDIAG is to avoid computing energies for a grid of
共␣1 , ␣D/2+1兲 values but we have done this anyway to demonstrate that it is sufficient to use OFFDIAG. If we had discovered that the OFFDIAG minimum and the minimum obtained by computing levels occurred at different values of ␣1
and ␣D/2+1 we would have increased the sizes of the A and B
regions, but this was not necessary. Using OFFDIAG it is
possible to determine near optimal values of ␣1 and ␣D/2+1
by computing only 37 500 共D = 6兲 – 112 500 共D = 16兲 matrix
elements. In contrast, if we had determined the best values of
␣1 and ␣D/2+1 by diagonalizing NR ⫻ NR matrices it would
have been necessary to compute the 4 ⫻ 106 共for D = 6兲 and
16⫻ 106 共for D = 16兲 matrix elements of the NR ⫻ NR matrices and then diagonalize them for each pair of ␣1 and ␣D/2+1
values.
Our results are presented in Tables I 共D = 6兲, II 共D = 8兲,
III 共D = 8兲, IV 共D = 16兲. For all values of D far fewer product
SD than product EF basis functions are required to converge
energy levels. The D = 16 results are the most striking. For
D = 16 the levels computed with a SD basis with only 4000
functions are well below those obtained with an EF basis of
80 000 functions. Because the method is variational, energy
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levels that are lower are more accurate. Energy levels that
would be degenerate if the basis size were infinite may not
be degenerate when the basis is truncated. In a finite basis,
eigenvalues have the right degeneracies only if the basis includes all functions obtained by applying group operations to
functions in the basis. The values of NR we choose will, in
general, not yield a basis that satisfies this requirement.
Therefore in the tables, energy levels that should be degenerate are sometimes split apart. Although it would be possible to do so we have made no attempt to select NR values to
achieve degeneracy. Eigenvalues computed with EF bases
with more than 10 000 functions are computed using the
Lanczos algorithm.73 We do not orthogonalize Lanczos vectors and do not use a block algorithm and therefore cannot
obtain degeneracies. In all the tables, the degeneracies of the
EF eigenvalues are indicated in parentheses after the eigenvalue. The number of nearly degenerate SD eigenvalues
agrees in all cases with the number of nearly degenerate
eigenvalues for the largest EF basis. Note that the “degeneracy” of the last EF level is the number of eigenvalues that
appears in the list of the first 30 levels and may not be the
true degeneracy.
To truncate the basis we need to be able to identify multidimensional SD functions with the lowest diagonal elements. Rather than sorting an array of diagonal elements
with as many components as there are functions in the full
direct product basis, we make an index array74 M共i兲 such that
M共1兲 contains the 1D index values for the multidimensional
SD function with the smallest diagonal element, M共2兲 contains the index values for the multidimensional SD function
with the second smallest diagonal element, etc. The multidimensional SD functions we retain are those for i = 1 , . . . , NR.
For the D = 6 and D = 8 Hamiltonians this process is very fast.
For the larger 16D example we break the indexing problem
into pieces. We divide the Hamiltonian into three pieces, H
= Heven + Hodd + Hcoup, where Heven includes all terms that involve only qc, c = even, Hodd includes all terms that involve
only qc, c = odd, and Hc has all the terms that couple coordinates in the two groups. First, we index a vector of the diagonal elements of Heven in a direct product SD basis for qc,
c = even. Second, we index a vector of the diagonal elements
of Hodd in a direct product SD basis for qc, c = odd. We then
retain 5000 functions from each 8D set and build from these
functions a 16D direct product basis. This basis was then
indexed to determine which 16D functions to retain. Retaining 10 000 functions from each 8D set gives us identical
results. Using this technique, the process of determining
which functions to retain is not costly. A closely related sorting idea is used in Ref. 60. These ideas could also be applied
if one chose to use eigenfunction or DVR 1D basis functions.
Energies for D = 6 are given in Table I. The 40 000 EF
basis functions with the smallest diagonal matrix elements
are enough to converge 共with respect to an EF basis of
10 000 functions兲 the first 30 energy levels for both coupling
strengths. However, discarding product 1D eigenfunction basis functions seriously degrades the accuracy of the energy
levels. At the bottom of the table, we show, for various basis
sizes, the number of levels that are converged to within 0.1
of the 40 000 EF basis results 共which are themselves well
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converged兲. For the weaker coupling, 1500 SD functions are
sufficient to converge 28 levels, whereas only 14 levels are
converged with an EF basis of the same size. With stronger
coupling, the relative performance is even better: only 3000
SD functions are enough to converge 28 levels whereas 3000
EF functions converge only seven levels. In the weak coupling case ␣1 = 0.75 and ␣D/2+1 = 1.35. In the strong coupling
case ␣1 = 0.90 and ␣D/2+1 = 2.40. The number of EF basis
functions required to converge levels increases significantly
as the coupling increases. Our results demonstrate that the
number of SD functions required to converge 16 levels
changes only moderately 共from 750兲 when the strength of the
coupling is increased 共to 1000兲. In general we observe that if
the coupling is stronger the best SD basis is more like a DVR
basis and less like an EF basis 共␣ is larger if the coupling is
larger兲. ␣D/2+1 is larger than ␣1 because, relative to the frequency of the coordinates, the coupling strength is larger for
the second group of coordinates.
Table II shows the results for D = 8 with a = 0.2. The
40 000 EF basis appears to converge the levels, especially
the lower levels, quite well 共with respect to a 10 000 EF
basis兲. In this table we show results for 2000, 10 000, and
40 000 EF functions. The results for 2000 SD functions, and
differences between the 2000 SD results and the 40 000 EF
results are shown in the third rightmost and rightmost columns. Clearly the 2000 SD and 40 000 EF energies are very
similar. Four of the 2000 SD levels are lower than the 40 000
EF results indicating that they must be more accurate. All 30
of the 2000 SD levels are converged to within 0.1 of the
40 000 EF results, whereas only the ground state of the 2000
EF basis calculation is within 0.1 of the 40 000 EF result.
Many of the 2000 SD levels are converged to within 0.1 of
the 10 000 SD results 共all but four of which are below the
40 000 EF results兲. In Table II we imply that the degeneracy
of the 40 000 EF level at 7.126 is three 共based on the 10 000
EF results兲. If it is larger, then rather than comparing the
4000 EF level at 7.208 with the 10 000 SD level at 7.111,
one should compare it with another level, 7.117 共not shown兲,
from the 10 000 SD calculation, which is higher than the
lowest 30 levels. The CPU time required to set up and diagonalize the 2000⫻ 2000 SD Hamiltonian matrix is 85 s 共on a
desktop PC兲. To compute and index the diagonal matrix elements 60 s are required.
Table III shows 8D results for the stronger coupling 共a
= 0.3兲, in the same format as Table II. With the stronger
coupling, the 40 000 EF basis results are not as well converged. Most of the energies decrease quite a bit when the
basis size is increased from 10 000 to 40 000. For this 8D
problem the efficiency of the SD basis is striking: with only
2000 SD functions all but five of the SD levels are below
those computed with 40 000 EF functions. All 30 SD levels
are converged to within 0.1 of the 40 000 EF results, while
2000 EF functions are not sufficient to converge any levels.
Many of the 2000 SD levels are converged to within 0.1 of
the 10 000 SD results 共which are all below the 40 000 EF
results兲.
Finally, Table IV shows energy levels computed for the
16D Hamiltonian. In order to achieve near convergence with
a 80 000 EF basis we use a small coupling parameter,
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TABLE II. Energy levels of 8D Hamiltonian with a = 0.2.
Eigenfunction basis

SD basis

2000 EF

10 000 EF

40 000 EF

2000 SD

10 000 SD

2k共SD兲–40k共EF兲

4.408共1兲
5.768共4兲
¯
¯
¯
5.943共4兲
¯
¯
¯
7.107共3兲
¯
¯
7.488共1兲
7.540共3兲
¯
¯
7.690共6兲
¯
¯
¯
¯
¯
7.854共8兲
¯
¯
¯
¯
¯
¯
¯

4.376共1兲
5.596共4兲
¯
¯
¯
5.835共4兲
¯
¯
¯
6.738共3兲
¯
¯
7.155共1兲
7.244共6兲
¯
¯
¯
¯
¯
7.304共3兲
¯
¯
7.332共8兲
¯
¯
¯
¯
¯
¯
¯

4.369共?兲
5.537共?兲
¯
¯
¯
5.810共?兲
¯
¯
¯
6.548共?兲
¯
¯
6.848共?兲
6.927共?兲
¯
¯
¯
¯
¯
7.126共?兲
¯
¯
7.208共?兲
¯
¯
¯
¯
¯
¯
¯

4.376
5.548
5.548
5.548
5.548
5.872
5.872
5.872
5.875
6.515
6.515
6.515
6.781
6.957
6.957
6.957
6.957
6.957
6.957
7.209
7.209
7.209
7.302
7.302
7.302
7.302
7.302
7.302
7.302
7.302

4.369
5.522
5.522
5.522
5.522
5.817
5.817
5.817
5.819
6.495
6.495
6.495
6.713
6.838
6.838
6.838
6.838
6.838
6.838
7.111
7.111
7.111
7.111
7.111
7.111
7.111
7.111
7.111
7.111
7.111

0.007
0.011
0.011
0.011
0.011
0.062
0.062
0.062
0.065
−0.033
−0.033
−0.033
−0.067
0.030
0.030
0.030
0.030
0.030
0.030
0.083
0.083
0.083
0.094
0.094
0.094
0.094
0.094
0.094
0.094
0.094

a = 0.1. The SD levels clearly converge much better than the
EF levels. All of the 4000 SD levels are below their 80 000
EF counterparts. As the size of the EF basis is increased the
EF levels do appear to be converging, but slowly. For example the ground state energy decreases from 9.22 共10 000兲
to 9.15 共40 000兲 to 9.10 共80 000兲. The next two energies
decrease very little as the basis size is increased from 40 000
to 80 000 EF functions. This might lead one to believe they
were nearly converged, but in view of the corresponding SD
results, they are in fact quite far from converged. The SD
ground state decreases from 8.893 共4000兲 to 8.885 共8000兲 to
8.882 共40 000兲. A preliminary diffusion Monte Carlo calculation gives 8.883 共±0.002兲 for the ground state.75 To calculate the lowest 30 eigenvalues of the 80 000⫻ 80 000 EF
matrix we used the Lanczos algorithm 关the matrix is too
large to store in memory 共51 GB兲兴. Matrix-vector products
were evaluated by reading the matrix from disk in blocks,
which, due to the large number of coupling terms, requires
less CPU time than computing matrix elements “on-the-fly.”
The CPU time required to set up and diagonalize the 4000
⫻ 4000 SD Hamiltonian matrix is 150 s 共on a desktop PC兲.
To compute and index the diagonal matrix elements 56 s are
required.
In 6D and 8D the SD basis required to converge energy
levels is clearly much smaller than the EF basis large enough

to converge the same levels, however, in 16D the superiority
of the SD basis is dramatic. An 80 000⫻ 80 000 EF matrix is
much worse than a 4000⫻ 4000 SD matrix. Computing eigenvalues of the 80 000⫻ 80 000 EF matrix is very tough 共it
is necessary to use the Lanczos algorithm and to read the
matrix from disk兲 whereas the 4000⫻ 4000 SD matrix can be
diagonalized in a few minutes on a PC. The 80 000 EF basis
does not even converge the ground state. The difference between the 4000 SD ground state and the 80 000 EF ground
state is larger than the difference between the 40 000 and
80 000 EF ground states.
We have applied the wavelet scheme suggested by
Poirier,58–60 to a similar model Hamiltonian with D equal
frequencies for which
D

H0 =

兺
c=1

D

共p2c 兲/2 +

共x2c 兲/2.
兺
c=1

共20兲

We use equal frequencies so that the aspect ratio will be one,
as in Refs. 58 and 60. For this Hamiltonian the number of
wavelet functions required to converge energy levels 共for
both a = 0.2 and a = 0.3兲 to within 0.1 is much larger than the
number of SD functions. For example, if D = 2 and a = 0.3,
NRwavelet = 244 functions 共Ecut = 30兲 are required to converge 27
of the first 30 levels to within 0.1 whereas NRsd = 60 functions
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TABLE III. Energy levels of 8D Hamiltonian with a = 0.3.
Eigenfunction basis

SD basis

2000 EF

10 000 EF

40 000 EF

2000 SD

10 000 SD

2k共SD兲–40k共EF兲

4.847共1兲
6.594共4兲
¯
¯
¯
6.629共4兲
¯
¯
¯
8.224共3兲
¯
¯
8.474共1兲
8.502共3兲
¯
¯
8.708共6兲
¯
¯
¯
¯
¯
9.365共8兲
¯
¯
¯
¯
¯
¯
¯

4.765共1兲
6.291共4兲
¯
¯
¯
6.391共4兲
¯
¯
¯
7.601共3兲
¯
¯
8.028共1兲
8.074共3兲
¯
¯
8.272共6兲
¯
¯
¯
¯
¯
8.360共8兲
¯
¯
¯
¯
¯
¯
¯

4.737共?兲
6.131共?兲
¯
¯
¯
6.319共?兲
¯
¯
¯
7.226共?兲
¯
¯
7.636共?兲
7.871共?兲
¯
¯
7.955共?兲
¯
¯
¯
¯
¯
8.060共?兲
¯
¯
¯
¯
¯
¯
¯

4.744
6.088
6.088
6.088
6.088
6.357
6.357
6.357
6.360
7.101
7.101
7.101
7.403
7.786
7.786
7.786
7.825
7.825
7.825
7.825
7.825
7.825
8.045
8.045
8.045
8.045
8.045
8.045
8.045
8.045

4.736
6.052
6.052
6.052
6.052
6.305
6.305
6.305
6.310
7.070
7.070
7.070
7.329
7.626
7.626
7.626
7.626
7.626
7.626
7.750
7.750
7.750
7.814
7.814
7.814
7.814
7.814
7.814
7.814
7.814

0.006
−0.043
−0.043
−0.043
−0.043
0.038
0.038
0.038
0.041
−0.125
−0.125
−0.125
−0.233
−0.085
−0.085
−0.085
−0.131
−0.131
−0.131
−0.131
−0.131
−0.131
−0.015
−0.015
−0.015
−0.015
−0.015
−0.015
−0.015
−0.015

are required to converge 25 of the first 30 levels to within
0.1. If success is measured in terms of the number of
converged levels 共any absolute error criterion兲 the wavelet
basis becomes poorer 共i.e., a larger number of functions is
required兲, compared to the SD basis, as D is increased. This
is consistent with the results of Refs. 58 and 60. We do not
present a detailed comparison because, for Hamiltonians for
which we tested the wavelet basis, it was not as good as the
EF basis. To do the wavelet calculations we have followed
the carefully explained procedure of Refs. 58 and 60. The
fiducial weylet is expanded 共using a diamond truncation
scheme兲 in terms of 25 共mmax = 6兲 doubly dense von Neumann lattice Gaussians. We use half integer 共⑀ = 1 / 2兲 position
m indices. It makes no sense to compare the SD and wavelet
bases for the uncoupled Hamiltonians of Refs. 58 and 60
because the SD basis results would be exact in this case.
Poirier reported that the wavelet basis was good for uncoupled isotropic harmonic oscillator Hamiltonians. Note,
however, that in Refs. 58 and 60 the percentage error of a
computed energy level is defined76 as %Errorwavelet
= 100⫻ 共Eeiv − Eexact兲 / 共10D兲, where Eeiv is an eigenvalue of
the Hamiltonian matrix. The factor of 10D in the denominator is the energy range of interest. The absolute error of an
energy level for which %Errorwavelet is less than 2 may be
quite large, and much larger than our convergence criterion

which is 0.1. As an example, if D = 10, Eexact = 5, and
%Errorwavelet = 2 the absolute error is 2.0. We deem a level
converged if, upon increasing the basis size, it decreases by
less than 0.1. This is clearly a much more stringent error
estimate. Some of the actual absolute errors of the levels
reported in Ref. 58 as being within 2% are therefore rather
large. If the required accuracy is modest the wavelet basis is
more nearly competitive. We have verified that our wavelet
code reproduces the results of Ref. 58 and that it reproduces
energy levels sent to us by Poirier.76 Despite the advantageous localization of the wavelet basis functions, the ability
to truncate the direct product basis, without degrading the
accuracy of the computed energy levels, can diminish when
coupling is included in the Hamiltonian. Nevertheless, even
for uncoupled Hamiltonians, a very large number of wavelet
basis functions is required if D is large.58,60 To achieve convergence to 0.1 with the wavelet method, we found it to be
necessary to use n ⬃ 20, whereas in the SD case n is 10
共same convergence criterion兲 is sufficient: the SD basis that
is pruned is smaller than its wavelet counterpart. However,
due to the fact that the process of selecting basis functions to
retain can be made efficient60 it is really the size of the retained basis that is the key parameter. If D is small and less
accuracy is required the wavelet basis method of Refs.
58–60 is more competitive.
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TABLE IV. Energy levels of 16D Hamiltonian with a = 0.1.
Eigenfunction basis

SD basis

10 000 EF

40 000 EF

80 000 EF

4000 SD

8000 SD

40 000 SD

4k共SD兲–80k共EF兲

9.222共1兲
11.129共8兲
¯
¯
¯
¯
¯
¯
¯
11.495共8兲
¯
¯
¯
¯
¯
¯
¯
13.384共7兲
¯
¯
¯
¯
¯
¯
13.404共1兲
13.464共5兲
¯
¯
¯
¯

9.151共?兲
10.682共?兲
¯
¯
¯
¯
¯
¯
¯
10.804共?兲
¯
¯
¯
¯
¯
¯
¯
12.719共?兲
¯
¯
¯
¯
¯
¯
12.721共?兲
12.796共?兲
¯
¯
¯
¯

9.100共?兲
10.658共?兲
¯
¯
¯
¯
¯
¯
¯
10.794共?兲
¯
¯
¯
¯
¯
¯
¯
12.367共?兲
¯
¯
¯
¯
¯
¯
12.451共?兲
12.628共?兲
¯
¯
¯
¯

8.893
10.403
10.403
10.403
10.403
10.403
10.403
10.403
10.403
10.642
10.642
10.642
10.642
10.642
10.642
10.642
10.642
11.689
11.689
11.689
11.689
11.689
11.689
11.689
11.837
12.067
12.067
12.067
12.067
12.067

8.885
10.367
10.367
10.367
10.367
10.367
10.367
10.367
10.368
10.471
10.471
10.471
10.471
10.471
10.471
10.471
10.471
11.544
11.544
11.544
11.544
11.544
11.544
11.544
11.758
11.891
11.891
11.891
11.891
11.891

8.882a
10.183
10.183
10.183
10.183
10.183
10.183
10.183
10.183
10.347
10.347
10.347
10.347
10.347
10.347
10.347
10.347
11.322
11.322
11.322
11.322
11.322
11.322
11.322
11.488
11.812
11.812
11.812
11.812
11.812

−0.207
−0.255
−0.255
−0.255
−0.255
−0.255
−0.255
−0.255
−0.255
−0.152
−0.152
−0.152
−0.152
−0.152
−0.152
−0.152
−0.152
−0.678
−0.678
−0.678
−0.678
−0.678
−0.678
−0.678
−0.614
−0.561
−0.561
−0.561
−0.561
−0.561

a

DMC result is 8.883± 0.002 Ref. 75.

V. CONCLUSION

Almost all calculations of accurate energy levels, cross
sections, rate constants, etc., are done by using a basis set
and methods of numerical linear algebra. Linear algebra
based methods 共relying essentially on eigensolvers and linear
solvers兲 are stable, accurate, and easy to use. However, using
such methods it is not possible to do accurate calculations for
molecules or reacting systems with a large number of nuclei
because the number of basis functions required to obtain accurate energy levels, cross sections, rate constants, etc., increases with the number of particles. If the basis set is huge
the vectors and matrices one must manipulate are huge and
calculations become impractical. In this paper we propose a
new scheme for choosing basis functions for quantum dynamics calculations.
The ratio R = Nc / Nb, where Nc is the number of converged levels and Nb is the number of basis functions, is a
measure of the efficiency of any basis. If one uses a direct
product basis R is very small 共roughly 10−4兲 for problems
with six coordinates and much smaller if the number of coordinates is larger. On the other hand, one knows that a perfect basis 共the eigenfunctions of the Hamiltonian operator兲
does exist. Many scientists have been motivated by the
desire to find a basis for which the value of R is much larger

than the direct product value. It is obvious that this is
possible. One way to do it is to use contracted basis functions that are eigenfunctions of reduced-dimension
Hamiltonians.31–43,10,15 This works extremely well and the
contracted basis approach has made it possible to compute a
large number of energy levels for a Hamiltonian with 12
coupled coordinates 共because there are two good quantum
numbers this is really as difficult as solving a problem with
ten coupled coordinates兲.47 Nonetheless the success of all
contracted basis methods is limited by the strength of the
coupling between the reduced-dimension Hamiltonians.
Sometimes it is possible to reduce the importance of the
coupling by cleverly choosing coordinates. In this paper we
pursue another strategy. Direct product bases are easy to
form and work with but no one expects them to be efficient.
All of the direct product bases in current use include product
basis functions that are not necessary for the purpose of calculating energy levels, cross sections, rate constants, etc. It is
natural, after building the direct product basis, to remove
from it product functions that are not necessary. This sort of
build and prune approach has been investigated by many
groups.11–13,49,54–56,58–60 Note that the pruned basis is not a
direct product basis, despite the fact that it is extracted from
a direct product basis and that all the retained functions are
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products of functions of a single variable. The success of a
build and prune approach depends on the choice of the 1D
functions from which the original direct product basis is
formed and on the pruning algorithm. The choice of the 1D
functions is critical. If the 1D functions are poorly chosen
any pruning will degrade the accuracy of the computed energy levels.
Various criteria are used to guide the choice of the 1D
functions. DVR functions are frequently used because one
anticipates that it should be possible to remove from the
basis DVR functions peaked about points at which the potential is high.12 Eigenfunctions of 1D Hamiltonians are used
because it is assumed that the weakness of the coupling
should permit basis set size reduction.11,53,9 Wavelet basis
functions are used because phase space localization should
allow one to exclude from the basis, multidimensional basis
functions whose corresponding Wigner functions are centered at phase space points whose energies are larger than the
energy levels one wishes to compute.58–60 In this paper we
advocate using 1D SD functions that are chosen to satisfy
two conditions: 共1兲 they nearly diagonalize the full Hamiltonian matrix; 共2兲 they minimize off-diagonal matrix elements that couple basis functions with diagonal elements
close to those of the energy levels we wish to compute. The
first condition is satisfied by using the SD algorithm. The
second condition is satisfied by choosing the ␣c weighting
parameters to minimize OFFDIAG. Both conditions are
clearly motivated by perturbation theory. Eigenvalues of a
diagonal block carved from the full matrix H are close to
eigenvalues of H if matrix elements Hio are small, where i
labels a row inside the carved diagonal block and o labels a
column outside the carved diagonal block. The accuracy of
the eigenvalues obtained from a build and prune method always depends on the diagonality of the original direct product matrix. The importance of near diagonality is, of course,
not a new idea. One way to argue that DVR functions should
be good 1D functions is on the basis that they diagonalize the
potential: DVR functions diagonalize a piece of the Hamiltonian. Eigenfunctions of 1D Hamiltonians diagonalize a different piece of the Hamiltonian. Because of their localization
in phase space, the phase space wavelets59 共weylets兲 representation of the Hamiltonian is nearly diagonal. DVR functions and EF functions perfectly diagonalize one piece of the
Hamiltonian. In both cases off-diagonal elements of other
pieces of the Hamiltonian limit one’s ability to prune the
basis. On the other hand the wavelet basis nearly diagonalizes the complete Hamiltonian. Like the wavelet basis our
SD basis does not single out one piece of the Hamiltonian to
be made perfectly diagonal.
The SD basis has many important advantages. By introducing the weighting factor ␣c we obtain an entire family of
1D bases. In the zero coupling limit the best value of ␣c is
␣c = 0 and our basis is perfect 共the Hamiltonian matrix is
diagonal兲. It makes no sense to test our method on uncoupled
problems because for uncoupled problems the number of required basis functions is equal to the number of computed
energy levels. The SD basis and the SD matrix are easy to
generate. It is not necessary to divide coordinates into nearly
uncoupled groups, to set convergence criteria for the eigen-
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functions of reduced-dimension Hamiltonians, etc. The SD
basis is universal in the sense that the same procedure is used
to generate 1D functions for any molecule. It can also be
used with any coordinates.
The success of the SD basis is remarkable. What is it
that makes it possible to discard so many of the SD functions? The truncatability of the SD basis is due to three factors.
共1兲 Because we use the SD algorithm 共minimizing the
sum of squares of off-diagonal elements of 1D Hamiltonians
matrices and coordinate matrices兲 to make our 1D functions,
the Hamiltonian matrix for any of a large set of ␣c values is
nearly diagonal. Note that it is near diagonality that justifies
sorting the multidimensional SD basis functions on the basis
of their diagonal elements.
共2兲 We use different basis sets for different coordinates.
Flexibility is introduced in two ways. First, the SD 1D functions are linear combinations of qck共qc兲 basis functions and
we use different qck共qc兲 basis sets for different coordinates.
Second, for each coordinate we are free to use a different ␣c.
This enables us to vary the extent of the position and momentum localization of the SD functions, to trade off one
against the other, and to use a different balance of position
and momentum localization for each coordinate.
共3兲 For many ␣c choices the direct product basis we
prune corresponds to a nearly diagonal matrix. We might
attempt to choose ␣c to make the complete matrix as diagonal as possible. Instead, we choose the ␣c to minimize only
the important off-diagonal matrix elements. Off-diagonal
matrix elements that couple SD functions whose diagonal
matrix elements 共energies兲 are far removed from the energy
levels we wish to compute are not important. Choosing ␣c to
decrease the size of these unimportant matrix elements
would only limit our ability to decrease the size of the important off-diagonal matrix elements.
There exist many variants of the ideas presented in this
paper. Rather than applying SD to qc and qcH one might
apply SD to f共qc兲 and qcH. For example, for a Hamiltonian
that represents coupled Morse oscillators one might want to
e
use f共qc兲 = 共1 − e−ac共qc−qc兲兲, where ac is a Morse parameter and
qec is the equilibrium value of qc. This choice would be natural if the potential were written as a sum of terms each of
e
which includes only low powers of 共1 − e−ac共qc−qc兲兲.77,78 If one
applies SD to pc and qc the 1D SD functions obviously correspond to functions localized in phase space. Indeed, this
would be another way of getting phase space localized wavelets. It would also be possible to apply SD to 1D kinetic
energy and potential matrices. We choose to apply SD to
␣cqc and qcH. We do this because it gives us good near
diagonality, because the SD basis obtained in this way yields
a diagonal Hamiltonian matrix in the zero coupling 共␣c
→ 0兲 and infinite coupling 共␣c → ⬁兲 limits, and because it is
straightforward and general. If the coupling is an even function of qc one might want to apply SD to qc2 and qcH 共in
fact we can reduce the number of SD basis functions required to obtain converged levels for the model problem of
the Results section by doing this兲. For a general potential it
seems best to use qc and qcH, despite the fact that qc2 will
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be less diagonal than qc. This issue also arises in the analysis of DVR methods.79 The diagonal DVR approximation is
perfect for the matrix representing qc and for qnc its quality
degrades as n increases. In general, terms in the potential
with larger n values have smaller coefficients and as n increases these terms influence energy levels less and less. Because of this diminishing-coefficients property the fact that
qcn is less diagonal if n is large should not be a problem.
We have demonstrated that it is possible to compute
many energy levels of a coupled 16D Hamiltonian using the
SD basis we propose. The number of SD functions required
to achieve converged results for 8D and 6D problems is
much less than the number of 1D EF functions 共which in turn
is less than the number of DVR or wavelet functions兲. We
have found that the best values of ␣c are almost independent
of D and in many cases change very little when n is changed.
This should greatly simply the determination of ␣c for difficult problems. Our basis functions are designed to both
nearly diagonalize the Hamiltonian matrix and make the offdiagonal matrix elements that are most important for computing the lowest energy levels very small. Although phase
space and semiclassical arguments were not used to motivate
the choice of the basis functions it is clear that they must
nonetheless be localized in phase space. The SD algorithm
might therefore be thought of as a way of generating phase
space localized wavelets or optimal semiclassical basis functions.
For the 8D problem we find that 2000 SD basis functions
are enough to converge 30 energy levels. For the 16D problem we require twice as many basis functions. At least for
this model problem, the size of the SD basis scales roughly
linearly with the number of dimensions. Using these ideas it
might be possible to do quantum dynamics for molecules
with as many as about ten atoms. Using the SD basis in
conjunction with iterative eigensolvers would further extend
the range of problems to which they could be applied.
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