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Chapitre 1
Pourquoi les syste`mes re´partis
Il est raisonnable de penser que les premiers concepteurs d’ordinateurs avaient une vision assez
pragmatique de leurs recherches. Souvent, les premiers ordinateurs sont ainsi pre´sente´s comme les
descendants des calculatrices, permettant d’effectuer plus de calculs, plus rapidement. Rien ne lais-
sait alors pre´sager l’importance que prendrait l’informatique dans le monde. Dans la logique de la
vision de l’ordinateur comme une calculatrice, seuls quelques ordinateurs e´taient ne´cessaires, prin-
cipalement utilise´s par des universitaires ou des militaires. De´ja` cependant, l’inte´reˆt de l’informa-
tique se dessine : remplacer l’homme de fac¸on suˆre dans l’accomplissement de taˆches re´pe´titives.
La suite est connue : les progre`s de l’e´lectronique permettent une miniaturisation de
l’e´quipement informatique, ainsi qu’une accessibilite´ accrue. L’informatique se voit ainsi attribuer
plus de taˆches. Le coˆte´ pre´dictible de l’informatique et sa relative fiabilite´ permettent de lui
confier maintenant des taˆches importantes. L’imaginaire public commence a` prendre conscience
du pouvoir de l’outil informatique, et l’ide´e d’un monde massivement informatise´ e´merge. ´A
l’e´poque, l’ide´e dominante est celle d’un grand ordinateur central, plutoˆt humanise´, connaissant
tout et controˆlant tout.
Comme l’illustrent bien les re´cits de science fiction, confier l’inte´gralite´ (ou ne serait-ce qu’une
partie) du monde a` un unique ordinateur est une solution a` double tranchant. D’un coˆte´, elle pro-
met une efficacite´ sans e´gal : l’unique ordinateur ayant acce`s a` un maximum possible de connais-
sances, il est capable de faire les meilleurs choix possibles. De plus, e´tant la seule entite´ a` prendre
des de´cisions, celles-ci sont force´ment cohe´rentes. De l’autre coˆte´, le danger d’une telle centrali-
sation est capture´ par l’expression « mettre ses oeufs dans le meˆme panier ». En effet, le monde
informatise´ de´pend inte´gralement du bon fonctionnement de cet unique ordinateur. Si cet unique
ordinateur venait a` faillir, les conse´quences seraient dramatiques (la grosse omelette).
Est-il possible de faire un ordinateur parfait ? A priori, non. D’une part, l’ordinateur est un
produit complexe, fait de multiples composants faillibles, devant ope´rer dans des conditions tre`s
pre´cises : un hypothe´tique ordinateur parfait ne saurait fonctionner hors d’un milieu lui aussi par-
fait . . . D’autre part, rappelons que l’ordinateur est un produit fortement soumis aux de´faillances
humaines, qui sont difficilement suppressibles. Ainsi, on estime que 70% des incidents survenus
dans des centrales nucle´aires aux ´Etats Unis sont engendre´s par des de´faillances humaines [Joh03].
C’est donc l’impasse. D’un coˆte´ l’inde´pendance efficace et fiable d’un ordinateur fonction-
nant bien nous donne envie de lui confier e´norme´ment de taˆches importantes. De l’autre, confier
d’e´normes responsabilite´s a` une entite´ que l’on sait imparfaite n’est pas une bonne ide´e. A qui
allons-nous pouvoir confier ces taˆches importantes ? Ou` allons-nous mettre nos oeufs ?
Une ide´e vient assez naturellement : mettre plus de paniers.
1
2 CHAPITRE 1. POURQUOI LES SYST `EMES R ´EPARTIS
1.1 Un syste`me re´parti
Un syste`me re´parti est constitue´ par l’interaction d’entite´s autonomes. Entite´s autonomes
de´signe traditionnellement tout circuit disposant d’une capacite´ de calcul. Il est assez difficile
de pre´ciser cette de´finition de l’entite´ sans re´duire les champs d’application du syste`me re´parti.
L’ordinateur de bureau est l’entite´ la plus fre´quemment rencontre´e, mais la miniaturisation ouvre
chaque jour de nouveaux champs. Ainsi les te´le´phones portables, les netbooks, ou encore les cap-
teurs intelligents constituent d’autres exemples d’entite´s. Par la suite, nous parlerons de noeud,
ou de processus. L’interaction, quant a` elle, impose un moyen et une volonte´ de communication.
Les moyens de communiquer sont eux aussi vastes, et nous verrons qu’ils impactent fortement la
forme et les capacite´s du syste`me re´parti. La` encore, il est difficile d’eˆtre plus pre´cis sans exclure
une partie des syste`mes re´partis. Le paradigme du moyen de communication est le re´seau filaire
Ethernet, e´ventuellement e´tendu par internet. Mais citons aussi les re´seaux sans fils, comme le
Bluetooth ou le Wifi, qui au contraire du re´seau filaire ne permettent que rarement la communi-
cation permanente et continue de toutes les entite´s du re´seau. Enfin, aux antipodes des re´seaux,
citons les me´moires partage´es qui permettent aux entite´s de communiquer en lisant et e´crivant une
me´moire partage´e accessible par toutes les entite´s.
L’image de la fourmilie`re permet d’illustrer les syste`mes re´partis : chaque ordinateur est une
fourmi, et l’ensemble des ordinateurs collaborant est la fourmilie`re. Chaque fourmi, prise seule,
semble avoir un comportement simple et rudimentaire. Mais d’un point de vue global, la four-
milie`re a un comportement cohe´rent et efficace. Le plus impressionnant est d’observer la robus-
tesse d’une telle structure : si l’on e´crase la moitie´ des fourmis composant la fourmilie`re, elle
continuera a` fonctionner.
Les syste`mes re´partis semblent eˆtre la solution ide´ale pour obtenir la robustesse et la continuite´
de service tant espe´re´e. Cette solution a cependant un inconve´nient majeur : sa complexite´. Pour
filer la me´taphore de la fourmilie`re, le concepteur du syste`me re´parti veut concevoir la fourmilie`re
de fac¸on a` ce qu’elle remplisse au mieux la taˆche de son souhait. Cependant, il doit pour cela
spe´cifier le comportement de chaque fourmi. Ainsi, il va devoir de´finir le comportement de chaque
fourmi de fac¸on a` ce que la somme des actions et des interactions des fourmis de la fourmilie`re
produise le re´sultat demande´. Et cela n’est pas facile.
Il est possible d’imputer la complexite´ de conception a` deux phe´nome`nes. Le premier est
l’explosion des cas : de`s qu’une « fourmi » devient un peu complexe, par exemple en posse´dant
plusieurs e´tats distincts, les interactions qu’elle peut avoir avec d’autres fourmis du meˆme type
sont excessivement complexes, et conside´rer tous les cas (p.ex. tous les k-uplets d’e´tats possibles)
devient fastidieux. Le second phe´nome`ne provient des effets de bord. De la meˆme manie`re qu’il est
difficile de modeler une socie´te´ en contraignant les comportements des individus qui la composent,
il est difficile d’intuiter l’influence a` large e´chelle du changement d’un parame`tre local, notamment
en raison des multiples interactions e´voque´es plus haut. Chaque choix dans la programmation du
comportement de la fourmi produit de multiples effets sur l’ensemble de la fourmilie`re qu’il est
difficile d’intuiter, d’observer et meˆme parfois, de comprendre.
Nous voila` donc face a` la ne´cessite´ d’e´tudier et de comprendre les syste`mes re´partis. C’est
l’objectif des travaux pre´sente´s dans la suite de ce document. Le parti pris de ce document est
d’insister sur les similarite´s entre l’e´tude du re´parti et l’e´tude de n’importe quel autre syste`me, par
exemple physique, biologique ou social.
1.2 De´composer les proble`mes
En informatique, comme dans tout domaine de l’inge´nierie en ge´ne´ral, l’objectif est de faire
simple en de´coupant des proble`mes complique´s en de multiples sous taˆches. C’est l’application du
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second principe de Descartes (dans Discours de la me´thode): “(. . . ) diviser chacune des difficulte´s
que j’examinerais, en autant de parcelles qu’il se pourrait et qu’il serait requis pour les mieux
re´soudre.” Chaque sous taˆche, prise inde´pendamment, se doit d’eˆtre simple. C’est-a`-dire qu’elle
repose sur des hypothe`ses clairement identifie´es et remplit des services clairement de´finis.
Il est possible de faire un paralle`le avec la cuisine. Une recette de´finit une re´alisation com-
plique´e du point de vue de la liste des actions effectue´es par le cuisinier sur son environnement (la
cuisine, les ingre´dients). Afin de faciliter la compre´hension, la conception et la me´morisation de
telles recettes, des primitives ont e´te´ de´finies. Ce sont ces primitives qui font les connaissances de
base du cuisinier (saisir, de´glacer, e´mincer). Certaines recettes supposent meˆme que le cuisinier
dispose de primitives encore plus puissantes (re´aliser un roux, faire un caramel).
Cet e´clatement a plusieurs avantages :
– La recette devient compacte. En effet, si la recette devait eˆtre exprime´e sans ces primitives,
c’est-a`-dire en une suite d’actions compre´hensibles par une personne n’ayant jamais vu de
cuisine, sa repre´sentation serait lourde et difficilement manipulable.
– Cet e´clatement des actions permet aussi un diagnostic plus efficace. Ainsi un cuisinier ratant
toutes ses viandes sait qu’il doit suˆrement re´viser sa primitive saisir. Il lui est d’ailleurs pos-
sible de trouver toutes les informations ne´cessaires a` la bonne re´alisation de cette technique,
dans des livres ou en discutant avec d’autres cuisiniers ; en effet saisir est une primitive
commune´ment employe´e et de ce fait une technique bien e´tudie´e et documente´e.
– Les recettes deviennent plus ge´ne´riques. Ainsi en spe´cifiant « saisir », la recette laisse le
cuisinier libre de la fac¸on dont il va saisir sa viande. Ceci permet par exemple a` l’e´tudiant
posse´dant des plaques e´lectriques, pourvu qu’il trouve une fac¸on satisfaisante de saisir, d’uti-
liser le meˆme livre de recettes que le cuisinier professionnel sur son piano a` gaz. On dira que
l’imple´mentation (la suite d’actions effectue´es pour saisir) est laisse´e libre. Ceci confe`re un
caracte`re ge´ne´rique a` la recette.
En informatique, de telles de´compositions sont fre´quentes. La conception objet traduit par
exemple bien cette volonte´ : transformer le complique´ en complexe. Ainsi, chaque « objet » est
un e´le´ment simple, assurant une fonction bien de´finie a` l’aide de moyens clairement e´tablis. La
complexite´ du syste`me vient de l’assemblage e´volue´ de tels objets.
1.3 Capturer la difficulte´
Les syste`mes re´partis, comme de´crits plus haut, forment un vaste univers de syste`mes. Afin
de pouvoir travailler correctement, il faut borner les e´tudes et les solutions propose´es a` des sous
parties de cet univers. C’est le roˆle du mode`le : il va « se´lectionner » la sous partie de l’univers
qui nous inte´resse. Ce « filtrage » a un inte´reˆt : il donne des prises sur les syste`mes : cela revient a`
de´finir un ensemble de syste`mes posse´dant des points communs. Il devient alors possible d’utiliser
ces points communs pour travailler.
Dans le cas de syste`mes re´els, il faut aussi prendre conscience de la vaste e´tendue de parame`tres
influant sur l’objet d’e´tude. Ces syste`mes ont pour objectif d’eˆtre de´ploye´s a` l’e´chelle de la plane`te,
avec pour conse´quence une exposition a` des phe´nome`nes tre`s divers qu’il faut pouvoir repre´senter
en laboratoire. Un des de´fis consiste a` capturer l’essentiel de ces phe´nome`nes (c’est-a`-dire la partie
qui influence notre syste`me) d’une fac¸on suffisamment synthe´tique pour la manipuler. Un com-
posant e´lectronique, par exemple, se trouve dans un environnement physique que l’on imagine
bien de´crit par une combinaison de parame`tres (p.ex. {pression, temperature, hygrometrie}).
De´crire la topologie sur laquelle est de´ploye´e un re´seau de capteurs est beaucoup moins aise´.
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Chapitre 2
Mode`les dans les syste`mes re´partis
Dans ce chapitre, nous allons explorer les mode`les classiques des syste`mes re´partis. Nous ver-
rons aussi qu’il existe en informatique the´orique de grandes familles de mode`les qui sont de´cline´es
de multiples manie`res.
Nous avons, dans le chapitre pre´ce´dent, de´finit les mode`les comme une interface entre la
the´orie et le re´el. On leur attribue traditionnellement 2 fonctions (voir e.g. [CDK05]) :
– Abstraire les syste`mes re´els et les regrouper. Chaque syste`me re´el est unique et proposer une
solution pour chacun d’eux n’a pas de sens. Il faut les regrouper selon les points communs
qu’ils exhibent et qui sont utiles au proble`me.
– Proposer un ensemble de proprie´te´s aux the´oriciens. Un mode`le est une se´rie d’hypothe`ses
de´crivant les syste`mes manipule´s. De ces hypothe`ses de´coule un certain nombre de pro-
prie´te´s. Ainsi il est prouve´ que certaines ope´rations sont possibles ou au contraire impos-
sibles dans certains mode`les. Travailler sur un mode`le permet d’utiliser toute la trousse a`
outils de´veloppe´e pour ce mode`le par la communaute´.
Le mode`le constitue ainsi un pont et un point de passage oblige´ entre le the´orique et le re´el.
On peut dire d’un mode`le qu’il est bon lorsqu’il est :
Sense´ le mode`le de´crit effectivement bien la re´alite´ dans des cas courants
Puissant les hypothe`ses fournies par le mode`le sont utiles et permettent des de´monstrations effi-
caces
Simple il est facile de comprendre les phe´nome`nes de´crits dans le mode`le utilise´. Il est aussi facile
d’intuiter et de raisonner en utilisant ce mode`le.
Notons cependant qu’il n’existe aucune garantie sur le nombre de syste`mes re´els qu’un mode`le
capture, si bien qu’il existe des mode`les « the´oriques » qui ne capturent aucun syste`me physique.
Ces mode`les ne sont cependant pas de´nue´s d’inte´reˆt puisqu’ils permettent de placer des repe`res
dans le champ des possibles (voir la notion de re´alisme de [DGFG02]).
Il est important de souligner que les mode`les employe´s ici sont adapte´s a` notre objectif qui est
celui de cre´er des algorithmes pour les syste`mes re´partis. Un e´lectronicien cherchant a` optimiser
la dure´e de vie d’un re´seau de capteurs utilisera d’autres mode`les, adapte´s a` son proble`me.
2.1 Familles de mode`les
Nous avons de´fini un syste`me re´parti comme l’interaction d’entite´s autonomes. Cette de´finition
introduit assez naturellement les grandes familles de mode`les que l’on va pouvoir rencontrer. Nous
allons ici tenter de dresser un portrait des mode`les. L’objectif n’est pas d’eˆtre exhaustif mais
plutoˆt de donner une repre´sentation ge´ne´rale des diffe´rentes branches explore´es au cours de ce
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travail. Cette hie´rarchie est inspire´e de [CDK05]. Pour plus d’exhaustivite´, [DDS87] pre´sente une
e´nume´ration des mode`les selon 3 facteurs d’asynchronie.
2.1.1 Mode`les des interactions
Nous pouvons classer ici tous les mode`les qui de´finissent la manie`re dont nos entite´s inter-
agissent. Il est possible de de´finir deux sous cate´gories : les mode`les de´crivant les acteurs des
interactions et les mode`les de´crivant les interactions elles-meˆmes. Nous prendrons l’exemple de
l’impact du temps dans chaque cate´gorie.
Acteurs des interactions
Ici entrent toutes les mode´lisations des re´seaux utilise´s par les syste`mes re´partis. De fac¸on
ge´ne´rale, on mode´lise un syste`me re´parti par un graphe G(V,E) ou` chaque noeud i ∈ V repre´sente
une entite´ (dans la suite, noeud et entite´ de´signeront le meˆme objet), et chaque arc (i, j) ∈ E
repre´sente une interaction de i et j. On dit alors que j est voisin de i. Cette cate´gorie « acteurs des
interactions » va de´crire les mode`les courants de´crivant quel i rencontre quel j.
Relation au temps : Dynamisme. L’e´volution du graphe au cours du temps est un parame`tre
important. Ainsi, on distinguera les mode`les selon leurs rapports au temps. Une majeure partie des
mode`les suppose un re´seau et un graphe constant au cours du temps. On parle alors de syste`me
statique. A l’oppose´, certains travaux (notamment les travaux oriente´s « syste`me ») prennent en
compte l’e´volution du graphe au cours du temps. On parle alors de syste`me dynamique. Ce dyna-
misme peut avoir plusieurs sources. Citons :
– la mobilite´ des entite´s. Dans cette famille de mode`les on manipule des entite´s mobiles (dans
un plan par exemple) communiquant sans fil. Ainsi le voisinage d’un noeud est constitue´ de
l’ensemble des noeuds a` porte´e radio. Ce voisinage e´volue puisque les noeuds sont mobiles.
Au niveau graphe, on peut le traduire par un ensemble E fonction du temps.
– les ale´as des couches de communication. Certains noeuds ne peuvent plus communiquer
entre eux a` partir d’un certain moment. Cela mode´lise par exemple la panne d’un routeur
connectant une partie des entite´s aux autres. Au niveau graphe, on retire des areˆtes.
– le churn, ou va-et-vient des noeuds. Il s’agit ici de mode`les fre´quemment utilise´s pour
de´crire le comportement des entite´s composant les re´seaux pair a` pair publics, ou` en perma-
nence de nouvelles entite´s arrivent et d’anciennes entite´s partent, a` la manie`re des voyageurs
dans une gare. Au niveau du graphe, on ajoute et on retire des sommets (et donc des areˆtes).
Le proble`me des mode`les avec prise en compte du dynamisme est qu’ils sont tre`s nombreux et que
le dynamisme peut prendre des formes tre`s varie´es. Le churn [RGRK04] est par exemple source
de nombreuses recherches et a des impacts tre`s variables selon de nombreux parame`tres : taux
d’arrive´e, taux de de´part, distribution de la probabilite´ de de´part selon l’aˆge des entite´s, etc.
De´roulement des interactions
Nous allons ici pre´senter les mode`les typiques de´crivant le de´roulement des interactions.
Ge´ne´ralement, ces mode`les capturent le comportement du me´dium de communication.
Syme´trie des interactions. La majorite´ des mode`les mode´lise une interaction de fac¸on
syme´trique. C’est effectivement souvent le cas dans les re´seaux e´tudie´s. Ainsi si a peut
communiquer avec b il y a de grandes chances pour que le contraire soit possible. Cela se
traduit par un graphe G syme´trique, ou encore par l’e´quivalence sur l’ensemble des arcs :
(i, j) ∈ E ⇔ (j, i) ∈ E.
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Relation au temps : Synchronie et asynchronie. Un des plus grands discriminants des
mode`les re´partis est le rapport entre les interactions et le temps. C’est ici que se trouve la
diffe´rence entre les syste`mes synchrones et les syste`mes asynchrones : un syste`me est dit syn-
chrone s’il existe une borne haute finie sur le temps de transit des messages (la latence). Autrement
dit, s’il existe τ > 0 tel que ∀pi, pj ∈ Π, tout message e´mis par pi a` l’instant δ pour pj sera rec¸u
avant l’instant δ + τ . S’il n’existe pas de borne, alors le syste`me est dit asynchrone.
Le re´sultat le plus ce´le´bre´ par la communaute´ des syste`mes re´partis [FLP85] montre que dans
un syste`me asynchrone comportant un processus pouvant crasher, il est impossible de faire s’accor-
der tous les processus corrects sur une valeur (le proble`me du consensus). En effet, la combinaison
des crashs et de l’asynchronie a une conse´quence dramatique : un processus attendant un message
ne sait jamais s’il s’agit d’un message lent ou d’un message qui n’a jamais e´te´ e´mis puisque le
processus e´metteur a crashe´.
L’hypothe`se de l’asynchronie est une hypothe`se contraignante pour le concepteur de syste`me
re´parti. Ne´anmoins, re´aliser des protocoles pour syste`mes asynchrones a deux inte´reˆts pratiques :
– La robustesse. Un protocole conc¸u pour un syste`me asynchrone fonctionnera bien en
syste`me synchrone. Le contraire est faux. Ainsi pour utiliser un protocole synchrone, il faut
faire l’hypothe`se d’un temps de communication τ maximum. Si ce temps choisi est trop
faible, c’est le syste`me qui est en pe´ril.
– La performance. Le parame`tre τ va rythmer le syste`me. On appelle souvent ronde un
e´change global d’information par tous les processus (c’est-a`-dire la succession : « envoyer
un message a` tous », « recevoir tous les messages »). Afin de s’assurer que tous les
processus posse`dent les meˆmes informations, la dure´e de cette ronde est souvent fixe´e a` τ .
Ainsi un τ trop grand augmente la dure´e des rondes et ralentit le syste`me. Cet argument est
de´veloppe´ dans le prologue de [CHC04] : la lumie`re mettant 70ms a parcourir la moitie´ du
globe, un syste`me synchrone re´parti a` l’e´chelle de la plane`te n’ira jamais plus vite.
De plus, beaucoup de re´seaux ont une distribution de temps de latence qui suit une loi
normale [ZGG05]. Autrement dit, dans ces re´seaux, la majorite´ des messages arrivent vite,
mais parfois les messages mettent beaucoup plus de temps a` arriver. Pour pouvoir supposer
ces syste`mes synchrones, il faut alors attendre tous les retardataires et fixer un τ beaucoup
plus e´leve´ que la latence moyenne.
Une solution de´veloppe´e pour sortir de cette impasse consiste en la re´alisation de protocoles
indulgents [Gue00]. Ces algorithmes sont conc¸us de fac¸on a` re´aliser une taˆche dans un mode`le
donne´ (ici un mode`le synchrone) en re´sistant aux pe´riodes ou` le syste`me ne se comporte pas
conforme´ment au mode`le (pe´riodes d’asynchronie).
2.1.2 Mode`les des entite´s
Comme les communications, il existe diffe´rents mode`les de´crivant les entite´s. Il existe ple´thore
de mode`les de´crivant les capacite´s et les limitations des entite´s, mais aussi les capacite´s et les
limitations des possesseurs de telles entite´s : c’est ainsi que cette famille peut contenir les mode`les
comportementaux de te´le´chargement et de partage des utilisateurs de te´le´chargement pair a` pair.
Ces mode`les sortent du cadre de notre e´tude et ne seront pas aborde´s. A titre d’exemple, nous
pre´sentons ici des mode`les plus simples, qui capturent les formes de de´faillance des entite´s. Enfin
nous e´voquerons les mode`les capturant la connaissance des entite´s.
Entite´s faillibles
Afin de parvenir a` la robustesse annonce´e en introduction, il est important de concevoir des
syste`mes dont le bon fonctionnement n’est pas mis en danger par la de´faillance d’une ou plusieurs
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entite´s le composant. Pour pouvoir concevoir des syste`mes robustes aux de´faillances, il faut alors
mode´liser ces de´faillances.
Le mode`le le plus courant de de´faillance est le mode`le crash-stop ([SS83]). Dans ce mode`le,
une entite´ faillible va, a` un moment quelconque, cesser de´finitivement toute activite´. C’est-a`-dire
qu’elle va cesser d’e´mettre et de recevoir des messages. Les entite´s non faillibles sont dites cor-
rectes. A un moment donne´, une entite´ qui n’a pas crashe´e est dite vivante.
En ge´ne´ral, on suppose qu’un syste`me contient un nombre maximal d’entite´s faillibles, souvent
note´ t. Les protocoles dont le fonctionnement est prouve´ dans les syste`mes ayant ce mode`le sont
dits t-resilients. Dans un syste`me asynchrone, lorsque t = n − 1, c’est-a`-dire lors qu’au pire le
syste`me ne contient plus qu’une seule entite´, on parle de protocole wait-free : l’entite´ ne peut en
effet attendre aucune re´ponse puisqu’elle peut instantane´ment se retrouver seule entite´ vivante du
syste`me.
Byzantins
Le mode`le crash-stop vu pre´ce´demment n’est pas l’unique mode`le de´crivant la de´faillance
d’une entite´. Il existe de nombreux types de de´faillance, chacune ayant un impact diffe´rent sur
la de´cidabilite´ du syste`me (voir [Cri91]). L’autre grand mode`le est le mode`le dit des byzantins
[LSP82]. Dans ce mode`le, les entite´s faillibles que l’on appelle alors byzantins, peuvent se com-
porter arbitrairement.
Traditionnellement, ce mode`le de crash est associe´ a` une notion d’adversite´ : un ennemi
cherche a` empeˆcher le bon fonctionnement du syste`me, et ce par l’interme´diaire d’une ou plu-
sieurs entite´s qu’il controˆle. Notons d’ailleurs que cette de´finition permet tout a` fait la concorde
(c’est-a`-dire la collaboration de plusieurs byzantins). Cet adversaire est suppose´ tre`s puissant : il
connaıˆt tout, y compris les messages transitant entre deux entite´s correctes par exemple, il a une
capacite´ de calcul tre`s grande, et beaucoup de chance.
Cependant, il est inte´ressant d’observer que ce mode`le est au final l’absence de toute hypothe`se
sur le mode de de´faillance. En effet, tout ce que dit la spe´cification du byzantin est que le compor-
tement est arbitraire. Cela veut dire « faillir de n’importe quelle manie`re ». Il est alors commode
d’imaginer le pire cas, c’est-a`-dire un adversaire puissant. Mais l’utilite´ du mode`le du byzantin
de´passe ce contexte d’adversite´ : ce mode`le capture par exemple les erreurs de programmation ou
encore la de´faillance des circuits e´lectroniques d’une entite´.
Connaissance des processus
Dans un syste`me re´parti, la connaissance des entite´s va conditionner grandement la com-
plexite´ de certaines taˆches. Il est par exemple courant de supposer que tous les processus sont
diffe´renciables [Ang80] ou ont une identite´ unique, et ne pas faire cette hypothe`se a de lourdes
conse´quences (voir e.g. [BR09]).
De meˆme, alors que la recherche fondamentale sur les proble`mes d’accord suppose
ge´ne´ralement que les entite´s participant a` l’accord connaissent n (le nombre d’entite´s participant
a` l’accord), cette hypothe`se est forte de`s lors que l’on cherche a` mode´liser les re´seaux pair a` pair
large e´chelle. D’autant qu’avec le dynamisme, la connaissance de ce nombre exact pe´rime vite.
D’une fac¸on ge´ne´rale, il est important de capturer de fac¸on formelle la connaissance a` laquelle
les entite´s du syste`me ont acce`s. Il est aussi important de capturer les variations de la ve´racite´ de
cette information. Ce sera le roˆle des oracles que nous aborderons plus tard.
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Messages
Notons enfin que [DDS87] introduit une troisie`me source d’asynchronie : celle des messages.
En effet certains mode`les ne font pas l’hypothe`se de communications asynchrones mais de canaux
dits fifo (First In First Out) : ce sont des canaux ou` les messages sont livre´s dans l’ordre ou` ils ont
e´te´ envoye´s.
2.2 Couches et boites noires
Nous avons vu que les mode`les permettent d’e´tablir ce qui est fourni aux entite´s. Comme
de´crit pre´ce´demment, l’inte´reˆt de cette approche est la ge´ne´ricite´ : les exigences sont porte´es sur
les re´sultats, pas sur les me´thodes, ce qui laisse, a` la manie`re de la recette de cuisine, la liberte´ de
l’imple´mentation au concepteur du syste`me.
Dans ce sens, on peut qualifier cette vision de boite noire : chaque solution est spe´cifie´e en
termes de besoins (c’est-a`-dire quel hypothe`ses sont ne´cessaires a` cette boite) et de services
(qu’est-ce que cette boite fournit si ses besoins sont remplis). Cette approche est courante dans
le domaine informatique.
Une des boites noires que nous rencontrerons souvent dans cette e´tude sont les oracles
de´tecteurs de de´faillances [CT96]. Ces oracles sont utilise´s pour enrichir les mode`les afin de pou-
voir y re´soudre plus de proble`mes (i.e. augmenter leur calculabilite´). Un de´tecteur de de´faillances
fournit des indications (potentiellement fausses) aux processus du syste`me.
L’objectif final est de fournir au concepteur de syste`mes re´partis une trousse a` outils com-
pose´e de boites qu’il va pouvoir assembler afin d’obtenir pour son syste`me les fonctionnalite´s
qu’il de´sire.
2.2.1 Hie´rarchie de mode`les
Les mode`les ne sont pas tous e´gaux. Si l’on voit le mode`le comme une se´rie d’hypothe`ses,
il est alors aise´ d’imaginer la relation d’ordre partiel qui les lie. Imaginons deux mode`les M1 et
M2 capturant respectivement des ensembles de syste`mes S1 et S2. On dit de M1 qu’il est plus fort
que M2 ssi S2 ⊂ S1. Par exemple, le mode`le synchrone est plus fort que le mode`le asynchrone.
Il est important de remarquer que c’est une relation partielle. On retrouve cette de´finition dans
les de´tecteurs de de´faillances [CT96]. Ainsi le mode`le de crashs byzantins n’a rien a` voir avec le
mode`le asynchrone.
Un des grands objectifs de la recherche en syste`mes re´partis est de trouver des mode`les utiles
et de de´finir les mode`les les plus faibles permettant de re´soudre un proble`me donne´. En effet plus
un mode`le est fort, plus les syste`mes de´crits par ce mode`le sont rares. D’un point de vue pratique
utiliser un mode`le fort n’est pas sans conse´quences : plus un mode`le est fort, plus il introduit
d’hypothe`ses, et donc plus l’une de ces hypothe`ses a des chances d’eˆtre viole´e. La violation des
hypothe`ses n’est pas souhaitable, puisque la majorite´ des algorithmes ont un comportement non
spe´cifie´ en dehors du mode`le dans lequel ils sont cense´s fonctionner.
2.3 Enjeux de la conception en couches
Concevoir des syste`mes re´partis revient a` assembler des boites. La recherche a pour objectif de
fournir ces boites, telles des briques, dans l’optique de leur assemblage. Faisons un paralle`le avec
la re´alisation d’une maison : elle est compose´e d’un toit, supporte´ par des murs, qui eux-meˆmes
reposent sur des fondations, ancre´es dans le sol. Les e´tudes sur les murs ont plusieurs objectifs :
Fiabilite´ les murs doivent demeurer solides malgre´ les intempe´ries
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Economie la construction et l’entretien du mur doivent eˆtre les plus faibles possible.
Ge´ne´ricite´ les murs doivent s’adapter sur le plus grand e´ventail de fondations possible.
Adaptabilite´ les murs doivent permettre de soutenir une grande varie´te´ de toits.
Remarquons qu’il n’existe pas d’ide´al absolu dans cette description. Ainsi, fiabilite´ et
e´conomie sont des qualite´s souvent antagonistes et l’optimum de´pend du contexte : un mur
suffisamment solide pour un bord de mer sera perc¸u comme un gaˆchis de mate´riaux dans une
prairie abrite´e.
Dans le cadre des syste`mes re´partis, ce sont les meˆmes crite`res qui vont orienter les recherches.
Nous allons ici de´tailler les e´tapes de l’e´valuation des protocoles re´partis.
2.3.1 Complexite´
Tout comme dans la construction l’objectif est de re´aliser des protocoles e´conomes. Le couˆt
d’un protocole re´parti est multiple :
Messages l’e´change de messages entre entite´s est souvent une ressource critique. Le but est ici de
minimiser la sollicitation de me´dium de communication.
Me´moire et puissance de calcul les entite´s ont des capacite´s limite´es. Ceci est particulie`rement
vrai dans le cadre des re´seaux de capteurs.
Temps le temps est une ressource limite´e, d’autant que les re´seaux re´els ne sont pas stables au
cours de celui-ci.
En ge´ne´ral, on exprime ces couˆts en fonction des parame`tres d’entre´e du proble`me. Ainsi en
ge´ne´ral, la complexite´ d’un proble`me est lie´e au nombre n d’entite´s du syste`me dans lequel on
cherche a` le re´aliser. D’un point de vue the´orique, on ne pre´sente pas le couˆt du proble`me mais
plutoˆt sa variation en fonction de l’augmentation de la taille du syste`me.
Des techniques existent pour re´duire ces couˆts. Plus les garanties quant a` la qualite´ d’un mur
sont fortes plus le couˆt de ce mur sera e´leve´. Il en va de meˆme dans les syste`mes re´partis. On
appelle de´terministe un protocole dont le re´sultat est exact et entie`rement de´termine´ par les donne´es
d’entre´e. C’est un re´sultat assure´ par une garantie forte. A l’oppose´e, il existe des protocoles non
de´terministes, reposant en partie sur le hasard. Ces processus produisent des re´sultats exacts avec
une probabilite´ 1 (pourvu que l’on attende suffisamment longtemps), comme par exemple [BO83],
soit des estimations du re´sultat [GKMM07]. Sacrifier le de´terminisme est une me´thode qui peut
s’ave´rer rentable si l’exactitude ou la promptitude d’obtention du re´sultat ne sont pas des facteurs
critiques, ou s’il n’existe pas d’autre solution [BO83].
Prenons un exemple : on souhaite de´nombrer le nombre d’entite´s composant un re´seau statique
synchrone. Plusieurs solutions :
– Chaque entite´ e´met un message a` l’inte´gralite´ des autres entite´s. Le nombre d’entite´s est le
nombre de messages collecte´s. S’il y a n entite´s le couˆt est de n(n−1) messages. Le re´sultat
est exact et obtenu en une ronde d’e´changes.
– Une entite´ charge´e du comptage est de´signe´e. Toutes les entite´s lui envoient un message,
l’entite´ charge´e du comptage relaie le re´sultat a` tous. Le couˆt est de n messages pour la
collecte, plus le couˆt de la de´signation d’une entite´ centrale, qui peut eˆtre e´leve´ si l’on
de´signe plusieurs fois par malchance une entite´ qui tombe en panne. Le temps d’obtention
du re´sultat exact de´pend lui aussi du bon choix de l’entite´ centrale.
– Le nombre d’entite´s du syste`me est e´value´ a` l’aide de probabilite´s [GKMM07] (me´thode
dite de capture-recapture). Un re´sultat approximatif est obtenu rapidement.
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2.3.2 Fiabilite´
Il est important d’e´tudier la fiabilite´ des solutions propose´es. Pour cela nous utilisons deux
me´thodes :
– Lorsque le mode`le est suffisamment simple pour eˆtre manipule´ mathe´matiquement, la fiabi-
lite´ est assure´e par des preuves.
– Lorsque le mode`le est trop complexe pour permettre une preuve, l’algorithme et l’environ-
nement (c’est-a`-dire le mode`le) sont simule´s. Cela permet notamment de de´couvrir l’impact
de certains parame`tres du mode`le sur le comportement de l’algorithme.
2.3.3 Structure
Suivons la me´taphore du mur a` la lumie`re des deux proprie´te´s « ge´ne´ricite´ » et « adaptabilite´ ».
Ce que l’on cherche a` exprimer ici est la capacite´ du mur a` eˆtre adapte´ a` ce sur quoi il repose et
a` ce qu’il supporte. Quelles sont les proprie´te´s importantes pour cette adaptation ? La couleur du
mur, ou du toit, importe peu. Pas plus que le mate´riau dans lequel la fondation est re´alise´e. Par
contre, la planarite´ des fondations est une proprie´te´ que l’on imagine importante, tout comme la
forme du toit, ou encore leurs rigidite´s respectives. En d’autres termes ce ne sont pas les pro-
prie´te´s intrinse`ques qui sont ici importantes, mais plutoˆt les proprie´te´s structurelles des e´le´ments
interagissant avec notre mur.
La structure est un mot aux nombreuses significations. La de´finition de structure que
nous allons manipuler ici est celle que Nicolas Bourbaki donne dans « L’Architecture des
mathe´matiques » :
Le trait commun des diverses notions de´signe´es sous ce nom ge´ne´rique, est
qu’elles s’appliquent a` des ensembles d’e´le´ments dont la nature n’est pas spe´cifie´e ;
pour de´finir une structure, on se donne une ou plusieurs relations, ou` interviennent ces
e´le´ments [...] ; on postule ensuite que la ou les relations donne´es satisfont a` certaines
conditions (qu’on e´nume`re) et qui sont les axiomes de la structure envisage´e. Faire la
the´orie axiomatique d’une structure donne´e, c’est de´duire les conse´quences logiques
des axiomes de la structure, en s’interdisant toute autre hypothe`se sur les e´le´ments
conside´re´s (en particulier, toute hypothe`se sur leur « nature » propre).
Les mode`les de´crits pre´ce´demment comportent de telles structures sous plusieurs formes.
Ainsi le mode`le de graphe de communication de´crit une structure e´vidente. Moins e´vidente, l’hy-
pothe`se « tous les noeuds ont une identite´ unique » est une structure dont nous pouvons expliciter
l’axiome : si idi de´signe l’identite´ du processus i, nous avons ∀i, j ∈ Π, idi 6= idj . Il est ainsi
possible de regarder tous les mode`les de communication ou de connaissances des entite´s comme
des structures.
Il en va de meˆme avec les services rendus : e´lire un leader [AR07], cre´er un arbre couvrant
[BPBRT09] ou doter les noeuds d’un syste`me de routage [KMR+09] revient a` construire des
structures que l’on propose aux applications des couches supe´rieures.
L’objectif de ce travail va eˆtre d’observer les syste`mes re´partis a` la lumie`re des structures.
Le constat de de´part est simple : les mode`les de de´part sont des structures, les services rendus
sont des structures, et ces services sont rendus a` l’aide d’hypothe`ses effectue´es sur les structures
sous-jacentes : un algorithme re´parti transforme donc les structures.
L’e´tude des syste`mes re´partis va se faire selon trois axes :
– Le premier chapitre se concentrera sur l’e´tude de l’impact des structures sous-jacentes a`
un algorithme. Nous verrons que ces structures impactent fortement des protocoles meˆme
tre`s simples. A partir de ce constat, nous chercherons a` caracte´riser de fac¸on re´partie ces
structures, afin de donner aux entite´s conscience de la structure qu’elles composent.
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– Le second illustrera comment les structures du mode`le sont transforme´es et exploite´es afin
de produire une nouvelle structure pratique (le service). Cela nous permettra d’observer la
transformation d’une structure implicite (forme´e par l’instance des moyens de communica-
tion) en une autre structure implicite (chaque entite´ connaıˆt son e´tat vis-a`-vis de la structure
mais n’a pas de vision globale de la structure).
– La troisie`me partie se concentrera sur la concentration et l’exploitation d’une structure parti-
culie`re : le syste`me de coordonne´es. Cette structure, par opposition aux structures e´voque´es
pre´ce´demment, est explicite. Nous verrons comment exploiter ce caracte`re.
Chapitre 3
´Etude des structures naturelles des
syste`mes re´partis
Nous avons vu en introduction que les syste`mes re´partis sont constitue´s d’entite´s communi-
quantes. Nous avons vu qu’une exploitation du syste`me re´parti, c’est-a`-dire un moyen de conce-
voir des applications re´parties, consiste a` baˆtir et a` maintenir des structures dans ces syste`mes.
Pour cela, nous allons utiliser ce qui existe de´ja` dans le syste`me re´parti : la capacite´ des entite´s
a` communiquer. Ainsi, les structures que nous allons baˆtir reposent sur la capacite´ des entite´s a`
communiquer.
Nous allons dans ce chapitre nous concentrer sur cette capacite´ a` communiquer. Pour reprendre
l’image de la construction, celle-ci va constituer la base, ou la fondation du mur “application” que
nous souhaitons re´aliser. Il est en ce sens important de bien comprendre les influences qu’auront
ces fondations sur la qualite´ du mur que nous souhaitons y baˆtir.
Toutes les entite´s du syste`me re´parti ont la capacite´ de communiquer. Cependant, les entite´s
sont bien souvent ine´gales devant cette capacite´ : certaines communiquent facilement, d’autres
communiquent plus difficilement, par exemple parce que leur acce`s au re´seau est limite´. Nous
allons illustrer cette diffe´rence de capacite´ de communication a` l’aide de deux e´tudes que nous
pre´senterons dans ce chapitre
– Dans le premier syste`me, chaque entite´ peut envoyer des messages a` la totalite´ du syste`me
(c’est-a`-dire qu’elles ont acce`s a` une primitive de diffusion, nomme´e broadcast). Cepen-
dant, les messages ainsi e´change´s n’arrivent pas aux meˆmes instants a` toutes les entite´s.
Ainsi les messages transitent vite entre certaines entite´s et lentement entre d’autres. C’est
un phe´nome`ne courant sur la quasi-totalite´ des re´seaux, ne serait-ce que parce que le temps
de transit des messages est souvent corre´le´ a` la distance physique parcourue par ceux-ci,
ainsi des entite´s physiquement proches vont souvent communiquer plus rapidement que des
entite´s e´loigne´es.
– Dans le second syste`me, les entite´s n’ont pas acce`s a` une primitive de diffusion. Chaque
entite´ connaıˆt un petit nombre d’autres entite´s, que nous appellerons ses voisins, et c’est le
re´seau forme´ par les connaissances des entite´s qui est l’objet de l’e´tude. Dans ce syste`me
aussi, les entite´s sont ine´gales devant l’action de communication, mais ici le facteur discri-
minant n’est plus la vitesse de communication mais la capacite´ a` trouver de bons interlocu-
teurs.
Le fait que les entite´s soient ine´gales face a` la communication cre´e dans le syste`me une struc-
ture (forme´e par l’ensemble de relations d’interaction). Le concepteur d’applications re´parties n’a
souvent pas le controˆle sur cette structure (il ne peut pas acce´le´rer les paquets, rajouter des lignes
haut de´bit, ou de´placer des capteurs), elle lui est impose´e. Il est alors d’autant plus important de
comprendre et maıˆtriser l’influence que ces structures exercent sur les applications re´parties.
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Dans ce chapitre, nous nous inte´ressons a` deux aspects de l’influence des structures sous-
jacentes :
– d’un coˆte´, il s’agit de comprendre leur impact sur une application re´partie simple. Ainsi dans
la premie`re partie, nous cherchons a` fournir a` chaque entite´ le nombre des entite´s vivantes
qui composent le syste`me. Nous verrons comment cette application simple est fortement
impacte´e par la structure du re´seau sous-jacent.
– de l’autre, il s’agit d’exploiter cet impact pour permettre aux entite´s composant le syste`me
d’estimer la qualite´ du re´seau de communication sous-jacent. L’objectif de la deuxie`me par-
tie est de fournir aux entite´s un indicateur de la qualite´ de la topologie qu’elles constituent.
3.1 Estimation du nombre de processus vivants dans un syste`me
asynchrone
3.1.1 Motivation
Incertitude des syste`mes asynchrones
Dans cette partie, nous supposons un syste`me asynchrone a` transfert de messages. A l’oppose´e,
un syste`me synchrone est un syste`me dans lequel les transferts de messages sont synchrones,
c’est-a`-dire qu’il offre une borne haute sur le temps de transfert des messages. Cette borne est de
plus connue des entite´s composant le syste`me, ce qui leur permet de l’utiliser dans leurs calculs.
Supposons maintenant que ces entite´s peuvent crasher (par des crashs de type crash-stop). Une
question centrale est d’obtenir une estimation du nombre de processus vivants dans le syste`me.
Ici, dans le cas d’un syste`me synchrone, un protocole trivial permet d’obtenir une estimation de
ce nombre : supposons que le temps de traitement d’un message est nul (on peut toujours l’inclure
dans le temps de transfert). Alors pe´riodiquement un processus diffuse un message de type ping
auquel les autres processus re´pondent par retour de message, puis de´clenche un temporisateur.
Puisqu’il connaıˆt la dure´e maximale d’un aller-retour de message dans le syste`me, il peut conclure
qu’apre`s cette dure´e tous les processus n’ayant pas re´pondu au message sont crashe´s. Notons que
ce n’est qu’une sous-estimation du nombre de processus crashe´s, puisque certains processus ont
pu crasher depuis l’e´mission de leur re´ponse.
A l’oppose´e, dans un syste`me dit asynchrone, aucune hypothe`se n’est faite sur le temps maxi-
mal de transfert d’un message (si ce n’est que celui-ci est fini)[AW04, Lyn96]. On ne peut ainsi
pas parler de temps maximal de transfert. Ainsi, quelle soit la dure´e qu’attend un processus, il ne
peut rien conclure quant au nombre de processus crashe´s. L’impossibilite´ de faire la diffe´rence
entre un processus dont le me´dium de communication est lent et un processus crashe´ est une des
difficulte´s majeures de la conception de protocoles re´partis dans des syste`mes asynchrones sou-
mis aux crashs. Cette impossibilite´ est a` la source de l’impossibilite´ de re´soudre le proble`me du
consensus dans ces syste`mes, un des re´sultats les plus connus du domaine [FLP85].
Prenons un syste`me re´parti asynchrone classique. Soit n le nombre d’entite´s, ou processus,
le composant (nous conside´rons un syste`me statique). Une manie`re classique de contourner l’im-
possibilite´ souligne´e dans le paragraphe pre´ce´dent consiste a` enrichir le mode`le d’une hypothe`se
supple´mentaire : on suppose qu’il existe un parame`tre t (t < n) qui est la borne haute du nombre de
processus pouvant crasher. Ce parame`tre t peut eˆtre vu comme un pari sur l’e´volution du syste`me.
Dans ce mode`le, conside´rons un processus p cherchant a` obtenir de l’information du maximum
possible de processus. A cette fin, p envoie une requeˆte et le parame`tre t du mode`le est utilise´ pour
de´finir une limite logique a` l’attente de p : il attend jusqu’a` recevoir n − t re´ponses, sans recourir
a` l’utilisation de temporisateurs.
Si l’on de´finit la « qualite´ de re´ponse » a` une requeˆte donne´e comme le nombre de re´ponses
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rec¸ues pour cette requeˆte. Le mode`le classique posse`de, a` la lumie`re de cette qualite´ de re´ponse,
deux faiblesses. Soit f le nombre effectif de crashs dans le syste`me :
– si f < t, puisque p n’attend que n−t re´ponses, il rate t−f re´ponses. Cela est potentiellement
tre`s pe´nalisant si f est petit. La qualite´ de re´ponse est toujours de n− t alors qu’elle pourrait
eˆtre de n− f .
– si f > t, p se bloque : il attend les f − t re´ponses manquantes, qui n’arriveront jamais.
Dans le premier cas, la qualite´ de re´ponse est re´duite. Dans le second cas, t n’e´tait pas la borne
haute du nombre de crashs dans le syste`me. Bien sur, il est possible pour pallier au proble`me de
choisir un t plus grand, mais c’est au de´triment de la qualite´ de re´ponse comme souligne´ dans le
premier cas. Ainsi, trouver la bonne estimation de t est un de´fi lorsque l’on souhaite a` la fois de
bonnes qualite´s de re´ponse tout en e´vitant le bloquage du syste`me.
3.1.2 Travaux connexes
Le proble`me des crashs de processus est un proble`me qui a concentre´ beaucoup d’efforts de
la communaute´. De l’impossibilite´ du consensus [FLP85], diverses me´thodes ont e´te´ de´veloppe´es
pour contourner le proble`me, par l’utilisation de de´tecteur de de´faillances [CT96] (voir [Ray05]
pour une e´tude de cette approche), par l’ajout de synchronie [DLS88], ou par l’utilisation de pro-
tocoles ale´atoires [BO83, Rab83].
Pour les syste`mes large e´chelle, [RMH98] propose un service de de´tection de crashs base´ sur
le gossip. [Fet03] pre´sente la de´tection de de´faillances dans les syste`mes dits temporise´s (de´finis
dans [CF99]). [KSC03] e´tudie la de´gradation de performance de services face a` des variations
erratiques de charge et des crashs. [HDYK04] pre´sente une approche nouvelle reposant sur des
niveaux de suspicions adapte´s dynamiquement en fonction de l’e´tat du re´seau.
3.1.3 Mode`le
Nous allons ici de´finir plus formellement le mode`le utilise´ pour ces travaux. Il s’agit d’un
syste`me asynchrone compose´ d’un ensemble Π = {p1, . . . , pn} de n processus (ou entite´s)
communiquant par e´change de messages. Chaque processus a sa propre vitesse et les messages
e´change´s le sont en un temps fini mais non borne´.
Le re´seau est suppose´ fiable, c’est-a`-dire que chaque message e´mis sera rec¸u une fois exac-
tement : il n’y a ni corruption, ni perte, ni duplication. Les processus sont moins fiables que le
re´seau : ils peuvent crasher, c’est-a`-dire qu’il stoppe pre´mature´ment tout calcul et toute communi-
cation. Lors d’une exe´cution donne´e, un processus qui crashe est dit de´faillant, un processus qui
ne crashe pas est dit correct. Un processus est dit vivant s’il n’a pas encore crashe´.
Les processus ont a` leur disposition une ope´ration BROADCAST(m), avec m un message. C’est
une ope´ration qui n’est pas atomique : c’est un raccourci pour « for each pj ∈ Π do send(m)
to pj end do. ». Cela veut dire qu’un processus peut crasher au cours de l’exe´cution de cette
ope´ration, le message m sera alors rec¸u par un sous-ensemble arbitraire de Π.
Chaque processus posse`de une horloge locale. Il obtient la date actuelle en invoquant la
me´thode local clock(). Ces horloges ne sont pas synchronise´es : elles peuvent avoir des valeurs
diffe´rentes au meˆme instant d’invocation.
Chaque horloge locale est suppose´e sans de´rive (c’est-a`-dire qu’elle ne se de´re`gle pas). Il est
possible de conside´rer des horloges dont la de´rive serait borne´e, mais cela introduirait des lourdeurs
dans la pre´sentation dans la solution. Nous n’utilisons les horloges locales que localement, afin
d’estimer la dure´e e´coule´e entre deux actions locales. Nous supposons les horloges suffisamment
pre´cises pour s’incre´menter entre deux e´tapes locales conse´cutives.
Comme nous l’avons vu plus haut, il est ne´cessaire d’introduire des hypothe`ses supple´mentaires
sur le mode`le si l’on souhaite re´aliser des protocoles utiles dans un syste`me asynchrone. De telles
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hypothe`ses, lorsqu’elles sont satisfaites, permettent la re´alisation de protocoles corrects et non
bloquants. Nous avons de´ja` rencontre´ une telle hypothe`se : t.
Malheureusement, t est statique, c’est-a`-dire qu’il est de´finit une fois pour toutes. A la place,
nous proposons un mode`le ou` les processus ont a` leur disposition une fonction α(). Cette fonction
prend une dure´e ∆ en parame`tre et retourne au processus appelant un entier compris entre 0 et n−
1, qui est une estimation du nombre de processus pouvant crasher pendant ∆ unite´s de temps. Il est
possible de voir α() comme une anticipation du nombre de crashs du syste`me. Cette anticipation
est a` caracte`re beaucoup plus dynamique que le simple parame`tre t.
Afin d’eˆtre utile α() doit remplir les conditions suivantes :
– ∆1 ≥ ∆2 ⇒ α(∆1) ≥ α(∆2) (non de´croissante).
– Elle doit ine´luctablement croıˆtre : plus le temps passe plus les processus ont des chances de
crasher. Plus formellement : ∀∆1 tel que α(∆1) < n − 1, ∃∆2 > ∆1 tel que α(∆2) >
α(∆1).
D’un point de vue pratique, α() peut eˆtre de´finie de multiples manie`res : par exemple par l’ob-
servation des pre´ce´dentes exe´cutions du syste`me, ou encore the´oriquement a` l’aide d’une analyse
des probabilite´s de crashs. C’est dans les syste`mes ou` les pannes ont tre`s peu de chances d’eˆtre
corre´le´es que cette approche est la plus efficace : imaginons un syste`me ou` tous les processus
peuvent crasher. Dans le mode`le classique, on a t = n − 1, ce qui condamne les processus a`
ne jamais attendre (c’est un protocole wait-free) et complique conside´rablement l’imple´mentation
d’un quelconque protocole. Dans le nouveau mode`le, la fonction α() de´pend ide´alement de la
corre´lation entre ces crashs : si tous les processus crashent inde´pendamment, il est peu probable
qu’ils crashent tous au meˆme instant, et α() prendra de petites valeurs pour de petites dure´es,
ce qui permet de re´aliser des e´changes d’informations jusqu’a` ce que le nombre de crashs soit
effectivement trop important.
Notons qu’il est possible, dans le mode`le avec α(), de retrouver le mode`le classique avec t : il
suffit de de´finir ∀∆ ∈ R+, α(∆) = t. Cependant, nous verrons que le fait que α() ne tende pas
vers n−1 n’e´limine pas la possibilite´ d’attentes bloquantes : on retrouve alors le de´faut du mode`le
classique.
Nous avons ici volontairement garde´ la de´finition de α() simple afin de reste pe´dagogiques,
mais il est possible d’imaginer beaucoup plus complexe et beaucoup plus pratique. Par exemple,
pour les syste`mes vastes, des αi() locaux que chaque processus pourrait alimenter de sa propre
expe´rience du syste`me. De meˆme, la fonction αi() n’a pas besoin de rester identique tout au long
de l’exe´cution du syste`me. On peut ainsi imaginer un syste`me supposant initialement un taux de
crashs de 6 processus par unite´ de temps. Apre`s un certain temps si l’administrateur observe que le
syste`me est fiable et se comporte bien, il peut descendre le taux a` 4 processus par unite´ de temps.
3.1.4 Estimation du nombre de processus vivants
Dans cette partie nous pre´sentons un protocole qui procure a` chaque processus un ensemble de
processus estime´s vivants. Puisque les processus connaissent Π, l’ensemble des processus, il est
possible d’en de´duire l’ensemble des processus estime´s crashe´s. Nous allons pre´senter deux pro-
tocoles afin de faciliter la pre´sentation : le premier repose sur une horloge globale, le second utilise
des horloges locales non synchronise´es pour remplacer cette horloge globale. Nous supposons que
le calcul local des processus est instantane´, le temps ne´cessaire a` celui-ci pouvant eˆtre inte´gre´ au
temps de transit des messages (qui lui prend un temps arbitraire).
Protocole base´ sur les horloges globales
Ici nous supposons donc que le syste`me fournit aux processus une horloge globale lue par
les processus en invoquant la fonction global clock(). Chaque processus exe´cute re´gulie`rement
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operation estimate():
1: start timei ← global clock();
2: broadcast QUERY();
3: wait until
`
|esti.set| − β)
´
corresponding RESPONSE(rec fromj) have been received
4: where β = α
`
global clock()− esti.date
´
is continuously evaluated;
% If any, when they arrive, the other corresponding response messages are discarded %
5: rec fromi.date← start timei;
6: rec fromi.set ← the set processes from which pi has received RESPONSE() at line 03;
7: esti.date← min over the rec fromj .date received at line 03;
8: esti.set ←
S
of the rec fromj .set received at line 03;
9: return(esti.set)
background task T :
when QUERY() is received from pj do send RESPONSE(rec fromi) to pj end do
FIG. 3.1 – L’ope´ration estimate() (version base´e sur des horloges globales)
la fonction estimate() dont le code est donne´ en figure 3.1. C’est cette ope´ration qui renvoie
l’ensemble des processus estime´s vivants (ligne 09).
Chaque processus pi utilise trois variables locales :
– La variable esti, compose´e de deux champs. Le champ esti.set contient l’ensemble des
processus que pi estime vivants a` la date courante. Tous les processus contenus dans cet
ensemble e´taient vivants a` la date esti.date.
– La variable rec fromi, elle aussi compose´e de deux champs : le champ rec formi.set
est le dernier ensemble de processus de qui pi a rec¸u des re´ponses. De la meˆme manie`re,
rec formi.date est la date a` laquelle tous les processus de rec formi.set e´taient vivants.
– start timei est une variable qui contient la dernie`re date a` laquelle pi a envoye´ un message.
C’est elle qui va permettre d’e´tablir rec formi.date.
Nous allons maintenant de´crire le comportement des processus. Re´gulie`rement, chaque pro-
cessus pi exe´cute la fonction estimate(). Cette ope´ration est un me´canisme de requeˆte/re´ponse,
comme celui introduit dans [MMR03] : pi envoie une requeˆte (ligne 02) et attend les re´ponses
correspondantes (ligne 03). Notons que chaque requeˆte posse`de un identifiant, qui est repris dans
les re´ponses correspondantes afin de pouvoir associer les requeˆtes et les re´ponses. Nous avons vo-
lontairement omis ces identifiants afin de ne pas surcharger le code du protocole. Notons qu’une
re´ponse arrivant apre`s la fin de l’attente lui correspondant est ignore´e. Ensuite, pi exploite les
re´ponses afin de mettre a` jour ses variables rec fromi et esti de la manie`re suivante :
– rec fromi.set est l’ensemble des processus de qui pi a rec¸u une re´ponse pendant sa pe´riode
d’attente (lignes 03-04). Notons qu’inde´pendament du temps de transit du message, les pro-
cessus ayant re´pondu a` la requeˆte de pi e´taient vivants a` l’instant ou pi e´mettait la requeˆte
(a` savoir start timei). rec fromi.date prend donc la valeur de start timei (lines 05).
– Lorsqu’un processus pj re´pond a` la requeˆte de pi, sa re´ponse contient la valeur courante de
rec fromj (voir la partie « background task »).
L’union des ensembles rec fromj.set rec¸us par pi est utilise´e pour e´tablir la nouvelle valeur
de esti.set (ligne 08), c’est-a`-dire l’ensemble de processus que pi croit vivants. Formule´
autrement, pi croit vivant l’ensemble des processus dont il a rec¸u des informations a` l’e´tape
pre´ce´dente (puisqu’il re´pond toujours a` sa propre requeˆte) et l’ensemble des processus dont
ces processus ont rec¸u des informations.
Comme explique´ pre´ce´demment, pour tout j, l’ensemble des processus de rec fromj.set
e´taient vivants a` l’instant rec fromj.date, donc tous les processus de l’ensemble esti.set
e´taient vivants a` l’instant min(rec fromj1.date, . . . , rec fromj.date, . . . , rec fromjx.date)
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(ou` chaque rec fromjk .date correspond a` une re´ponse rec¸ue par pi a` la requeˆte e´mise
pre´ce´demment) ; esti.date est donc positionne´ a` cette date (ligne 07).
Ici encore, nous avons utilise´ l’union et le minimum comme le moyen de re´unir les estimats
rec¸us. Soit Ki l’ensemble des processus re´pondant a` pi a` une ronde donne´e. Il est possible
de faire mieux en re´unissant ces ensembles de manie`re plus pre´cise : imaginons que tous les
processus k ∈ Ki re´pondants ve´hiculent la meˆme liste de processus rec from.set, il serait
alors logique de conside´rer comme date de re´fe´rence pour esti.date la date la plus avance´e
(i.e. maxk∈K(rec fromk.date)), et non la date minimum. Autrement dit, conside´rer la date
minimum de l’ensemble des rec fromk.date est une fac¸on suˆre, mais non optimale, de
combiner les estimats.
Maintenant, il reste a` spe´cifier combien de re´ponses pi doit attendre (lignes 03-04). C’est ici
que la fonction α() s’ave`re utile. Tant qu’il attend, pi e´value β = α
(
global clock() − esti.date
)
(ligne 04). La valeur courante de β est une estimation du nombre de processus pouvant avoir
crashe´ depuis τ = esti.set. Ainsi, pi attend jusqu’a` ce qu’il ait obtenu |esti.set| − β re´ponses,
i.e. , l’ensemble des processus vivants a` l’instant esti.set, moins ceux qui ont pu crasher depuis
(ligne 03).
Du coˆte´ pratique, notons que l’obtention de |esti.set| − β re´ponses peut avoir deux causes :
soit de nouvelles re´ponses sont arrive´es, soit β a augmente´ car pi attend depuis trop longtemps.
Nous allons maintenant e´tudier les proprie´te´s du protocole pre´sente´. Le the´ore`me 1 prouve que
chaque crash est ine´luctablement de´tecte´, et le the´ore`me 2 donne le sens de esti.date : ces deux
the´ore`mes de´finissent la proprie´te´ de suˆrete´ du protocole. Le the´ore`me 3 porte sur la vivacite´.
The´ore`me 1 Soit une exe´cution dans laquelle pk est un processus de´faillant et pi un processus
correct. Il existe un temps apre`s lequel pk n’appartient pas a` esti.set.
Preuve Soit τ un instant apre`s lequel aucun processus ne rec¸oit de messages de pk (ce temps
existe puisque pk, de´faillant, n’envoie qu’un nombre fini de messages). Apre`s τ , aucun processus
pj n’inclut pk dans son rec fromj.set. Il est possible qu’a` l’instant τ , il existe encore des re´ponses
dont l’ensemble contient pk. Soit alors τ ′ ≥ τ l’instant a` partir duquel plus aucun processus
ne rec¸oit de re´ponse transportant un rec from.set qui contient pk. Cet instant existe puisque τ
existe et que les messages transitent en un temps fini. D’apre`s les lignes 03 et 08, apre`s τ ′, aucun
processus n’inse`re pk dans son esti.set ✷The´ore`me
The´ore`me 2 Soit un appel a` estimate() par pi. Aucun processus de esti.set retourne´s par cet
appel n’e´taient crashe´s a` l’instant τ = esti.date.
Preuve Rappelons qu’aucun processus de l’ensemble rec fromj.set d’un processus pj n’e´tait
crashe´ lorsque pj a e´mis la requeˆte correspondante (sinon ce processus n’aurait pas re´pondu a`
la requeˆte). Les processus de l’ensemble rec fromj.set e´taient donc vivants a` l’instant τj =
rec fromj.date (l’instant ou` pj a e´mis la requeˆte).
Conside´rons maintenant un processus pi calculant respectivement esti.date et esti.set aux
lignes 07 et 08. Le the´ore`me provient du fait que (1) esti.set est l’union des rec fromj.set rec¸us,
et (2) esti.date est la plus petite date de l’ensemble des rec fromj.date rec¸us. ✷The´ore`me
The´ore`me 3 Chaque invocation de estimate() par un processus correct termine.
Preuve La seule ligne pouvant bloquer un processus pi est la ligne contenant l’instruction wait
until (lignes 03-04). Par contradiction, supposons que pi bloque toujours a` cette ligne. D’apre`s
la ligne 04, pi calcule continuellement les nouvelles valeurs de β. Comme esti.date ne change
3.1. ESTIMATION DU NOMBRE DE PROCESSUS VIVANTS DANS UN SYST `EME ASYNCHRONE19
pas entre deux e´valuations successives de β, mais que les valeurs rendues par les invocations de
global clock() sont croissantes, et d’apre`s les proprie´te´s de α() (elle tend vers n − 1), le pre´dicat
|esti.set| − β ≤ 1 devient ine´luctablement vrai. Comme les canaux sont suˆrs, pi rec¸oit au moins
sa propre re´ponse. Ainsi, il existe un instant a` partir duquel |esti.set| − β ≤ 1 est vrai et pi a rec¸u
sa propre re´ponse. A cet instant, pi arreˆte d’attendre, ce qui donne la contradiction. ✷The´ore`me
Protocole base sur les horloges locales
operation estimate():
1: broadcast QUERY();
2: wait until
`
|esti.set| − β)
´
corresponding RESPONSE(rec fromj , local datej , helping datej [i])
3: have been received where β = α
`
local clock()− esti.date
´
is continuously evaluated;
% If any, when they arrive, the other corresponding response messages are discarded %
4: rec fromi ← the set of processes from which pi has received RESPONSE() at line 02;
5: for each pj ∈ rec fromi do helping datei[j]← last datei[j];
6: last datei[j] ← local datej end do;
7: esti.date← min of the helping datej [i] received at line 02;
8: esti.set ← ∪ of the rec fromj sets received at line 02;
9: return (esti.set)
background task T : when QUERY() is received from pj
do send RESPONSE(rec fromi, local clock(), helping datei[j]) to pj end do
FIG. 3.2 – L’ope´ration estimate() (version base´e sur des horloges locales non synchronise´es)
Nous avons introduit le protocole en utilisant des horloges globales. Nous allons maintenant
voir comment s’en passer, afin de ne plus utiliser que des objets « locaux ». En effet, l’hor-
loge, maintenant locale et non synchronise´e n’a plus aucune utilite´ hormis pour le processus
l’he´bergeant.
Le proble`me est donc maintenant d’associer pour chaque pi une date locale τi a` chaque esti.set
telle que τi soit la plus re´cente possible, et que tous les processus de esti.set e´taient vivants a` cette
date (en supposant l’existence d’un observateur externe utilisant l’horloge de pi pour dater tous
les e´ve`nements du syste`me). De`s qu’un tel temps est de´termine´, c’est gagne´, pi peut calculer
une estimation du nombre de processus ayant crashe´ depuis la dernie`re estimation et ainsi savoir
combien de messages attendre.
Pour atteindre cet objectif, nous allons avoir recours aux meˆmes variables locales, ainsi que
quelques unes supple´mentaires :
– esti reste la meˆme variable, la seule diffe´rence notable est que esti.date fait maintenant
re´fe´rence a` une date locale, c’est-a`-dire relativement a` l’horloge locale de pi.
– rec fromi.date disparaıˆt, on note alors rec fromi.set simplement rec fromi .
– Chaque processus a recours a` deux tableaux locaux de taille n : helping datei[1..n] et
last datei[1..n]. Maintenant, lorsqu’un processus pj re´pond a` une requeˆte e´mise par pi,
il envoie la valeur courante de son horloge locale (voir la partie « background task », figure
3.2). Lorsqu’il la rec¸oit, pi stocke cette date dans last datei[j] (ligne 05). Rappelons que
cette date n’a de sens que pour pj . Ne´anmoins, ainsi, pi est dans la possibilite´ d’indiquer a`
pj la date a` laquelle pj a envoye´ sa dernie`re re´ponse a` pi.
Malheureusement, ce me´canisme seul n’est pas suffisant (voir the´ore`me 4) pour garan-
tir la proprie´te´ e´nonce´e ci-dessus (tous les processus de esti.set e´taient vivants a` l’ins-
tant esti.date. En fait, il ne faut pas donner la date de la dernie`re re´ponse, mais celle de
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l’ante´pe´nultie`me. Celle-ci est conserve´e dans helping datei[j].
Le code du protocole pour un processus pi est donne´ figure 3.2. Globalement, ce code de-
meure inchange´ : seule la partie gestion du temps change. Lorsque pi re´pond a` pj , il envoie la
valeur courante de son horloge locale (afin que pj puisse l’aider), la valeur courante de l’ensemble
rec fromi, ainsi que la valeur courante de helping datei[j], afin d’aider pj dans ses calculs.
De son coˆte´, lorsqu’il rec¸oit une valeur helping datei[j] d’un processus pj (ligne 02), pi
l’utilise afin de calculer la date esti.date qu’il associe a` l’ensemble esti.set (line 07).
Les the´ore`mes 1, 2 et 3 restent vrais lorsque l’on conside`re l’algorithme de la figure 3.2. Les
preuves des the´ore`mes 1 et 3 sont presque identiques : l’adaptation est triviale. Ce n’est pas le cas
de celle du the´ore`me 2. Nous allons ici pre´senter une preuve du the´ore`me 2 adapte´e au cas des
horloges locales.
The´ore`me 4 Soit un appel a` estimate() par pi. Aucun des processus de esti.set retourne´s par cet
appel n’e´tait crashe´ a` l’instant τ = esti.date.
Preuve Conside´rons un processus pk appartenant a` l’ensemble rec fromj que pi utilise pour
de´finir la nouvelle valeur de esti.set (ligne 08). Nous montrons que pk e´tait vivant a` l’instant
esti.date exprime´ dans l’heure locale a` pi.
La figure 3.3 illustre la situation : cette figure de´crit deux requeˆtes e´mises par pj , donnant lieu
a` deux re´ponses de pi qui sont rec¸ues par pj . Soit τ1i et τ2i la valeur courante de l’horloge locale
de pi lorsqu’il re´pond aux requeˆtes.
pi
pj
pk
responsej
query1j
response1i
queryi
response2i
query2j
τ 1i τ
2
i
response2k
query2j
e1 e2 e3 e4
FIG. 3.3 – Utilisation de la relation happened before
D’apre`s le protocole, et apre`s le traitement par pj des re´ponses des processus pi et pk, a` savoir
les messages response2i et response2k, nous avons :
– helping datej [i] = τ
1
i et last datej [i] = τ
2
i (lignes 05-06, exe´cute´es par pj).
– pk ∈ rec fromj (ligne 04, exe´cute´e par pj).
Premie`re observation, pk peut crasher juste apre`s avoir envoye´ sa re´ponse response2k (ce crash
est symbolise´ par une croix sur la figure). Un tel crash peut arriver avant que pi ne rec¸oive le
message query2j , ce qui veut dire que pk crashe avant que l’horloge de pi devienne e´gale a` τ2i .
Cette observation permet de conclure que lorsqu’il rec¸oit de pj le message responsej (avec un
rec fromj tel que pk ∈ rec fromj), pi ne peut pas conclure que pk e´tait vivant a` l’instant τ2i .
Le message responsej envoye´ par pj transporte la date helping datej [i] = τ1i , et pi uti-
lise cette date (qui lui est locale) lors de son calcul de esti.date (ligne 07). Nous avons donc
esti.date ≤ τ1i . Pour montrer que pk e´tait vivant lorsque l’horloge de pi valait τ1i , nous utilisons
la relation happened before le Lamport [Lam78].
– pj envoie sa deuxie`me requeˆte (query2j ) apre`s avoir traite´ la re´ponse response1i de pi.
– pk envoie response2k apre`s avoir rec¸u la requeˆte correspondante (query2j ).
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– Donc d’apre`s la relation happened before, l’e´ve`nement e1 pre´ce`de l’e´ve`nement e4, ce qui
permet de conclure que pk e´tait vivant lorsque l’horloge locale de pi valait τ1i , ce qui prouve
le the´ore`me.
✷The´ore`me
Lorsque n est inconnu
Imaginons un syste`me procurant aux noeuds une fonction de diffusion permettant de joindre
tous les noeuds du syste`me, mais ou` le nombre total d’entite´s, n, est inconnu.
Il est inte´ressant de noter que dans ce contexte, les deux protocoles pre´sente´s pre´ce´demment
ne ne´cessitent pas la connaissance de n. Bien suˆr, il faudrait pour cela remplacer les tableaux de
dimension n par des listes, ou toute autre structure de donne´es a` taille non borne´e. Cela veut dire
que le code des deux protocoles est inde´pendant de la taille du syste`me.
3.1.5 ´Evaluation expe´rimentale
Comme indique´ au de´but de cette section, il n’y a dans un syste`me asynchrone pur aucun
moyen de diffe´rencier un processus crashe´ d’un processus tre`s lent. Ceci est en effet impossible
puisque cela requiert la de´finition d’une limite temporelle au-dela` de laquelle le processus est
conside´re´ comme crashe´, et puisque l’asynchronie peut faire arriver tous les messages a` l’instant
suivant cette limite. Dans le mode`le que nous venons de pre´senter, les processus ont aussi
– acce`s a` une horloge locale pour mesurer les dure´es
– acce`s a` une fonction α() pre´de´finie.
Ce n’est pas suffisant non plus pour permettre de diffe´rentier parmi les processus les morts des
lents. Le de´tecteur de de´faillances (l’oracle) permettant de faire cette distinction s’appelle le
de´tecteur parfait [CT96, Ray05], et les hypothe`ses ne´cessaires a` son imple´mentation sont bien
plus fortes.
Loin d’eˆtre inutile, notre protocole a toutes les proprie´te´s e´nonce´es dans les the´ore`mes 1-4
et rend des estimations du nombre de processus vivants. La question maintenant est de savoir
quel est le niveau de pre´cision de ces estimations. D’un fac¸on plus pousse´e meˆme, il s’agit de
savoir qu’est-ce qui rend les estimations pre´cises. Nous allons re´pondre a` cette question par des
expe´rimentations. Les simulations utilisent le protocole base´ sur les horloges globales 3.1.
Le mode`le de simulation
La re´ponse a` la question pre´ce´dente de´pend de beaucoup de parame`tres, dont la fac¸on dont
s’enchaıˆnent les crashs, la distribution des de´lais et, plus ge´ne´ralement, la structure sous-jacente
du re´seau de communication.
Tout d’abord, nous utilisons un simulateur a` temps discret. Nous conside´rons des rondes durant
lesquelles chaque processus fait un appel a` la proce´dure estimate(). La ronde se termine lorsque
tous les processus ont termine´ l’exe´cution d’estimate() (elle a donc une longueur variable du point
de vue des horloges locales des processus). Ce choix est une simplification et a` ce titre il cache
un proble`me qu’il est possible de rencontrer dans un syste`me totalement asynchrone. En effet :
imaginons un syste`me comportant un processus pl n’appelant que rarement estimate(). Les autres
processus lors de la datation de leur vue, c’est-a`-dire lors du calcul d’une date esti.date associe´e
au esti.set, vont devoir prendre la date de la vue de pl qui est tre`s ancienne. Cela peut mener a`
des pertes de performances pour le syste`me entier. Cependant, il est facile de corriger se proble`me
en exploitant de manie`re plus pre´cise les vues rec¸ues, comme souligne´ dans la section 3.1.4. La
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vision en rondes permet une approche beaucoup plus simple de la simulation et la compre´hension
des re´sultats en est grandement simplifie´e.
Conside´rons le de´roulement des crashs. Nous le verrons par la suite, le protocole pre´sente´
est tre`s robuste en situation « stable », a` savoir lorsque tous les processus connaissent une bonne
partie des acteurs du syste`me. Notre me´trique principale sera la quantite´ de fausses suspicions du
syste`me. Nous allons supposer le pire cas, c’est-a`-dire lorsqu’il n’y a pas de crashs. Ainsi, toute
suspicion est une fausse suspicion. Nous supposons un syste`me compose´ de n = 100 processus.
Notons que supposer qu’un processus crashe reviendrait, apre`s ce crash, a` simuler le protocole
avec 99 entite´s puisque le protocole est inde´pendant du nombre d’entite´s. Pour la fonction α(), on
conside`re arbitrairement un crash par unite´ de temps.
FIG. 3.4 – Mode´lisation du re´seau sous-jacent
Dans cette premie`re simulation, nous allons nous contenter d’une mode´lisation simple du
syste`me :
– A chaque processus, on attribue une position ale´atoire (loi uniforme) dans un espace a` 2
dimensions
– On dispose r routeurs dans l’espace
– On rattache chaque processus a` son routeur le plus proche.
– A chaque ronde, le simulateur calcule les temps de transit des messages. Soit tiab le temps
de transfert d’un message de pa a` pb a` la ronde i. On a tiab = tdab + N i, ou N i est la
composante ale´atoire du temps de transit du message (loi Normale), qui varie d’une ronde
a` l’autre, et tdab un temps « statique » proportionnel a` la distance entre pa et pb. Soient Rpa
et Rpb les routeurs de pa et pb, respectivement. On a
tdab = d(pa, Rpa) + c× d(Rpa , Rpb) + d(pb, Rpb),
ou` d(i, j) de´signe la distance euclidienne entre les points i et j, et c une variable permettant
de moduler le couˆt du transit entre routeurs. Notons que cette formule est aussi vraie dans
le cas ou` Rpa = Rpb : les processus ne communiquent jamais directement.
Ce mode`le est illustre´ figure 3.4 : pa et pb sont rattache´s au routeur ROUTEUR1 et pc est rattache´
a` ROUTEUR2. Les fle`ches pointille´es de´signent le trajet de messages de pa a` pb et pc. Dans les
simulations pre´sente´es, nous avons r = 3 et c = 3, et la distance entre deux routeurs diffe´rents
est constante. Un nombre plus important de routeurs n’impacte que peu les re´sultats, et conside´rer
2 routeurs constitue un cas un peu particulier qui me`ne facilement au partitionnement du re´seau,
que nous de´crirons par la suite. Faire varier c permet d’e´loigner ou de rapprocher les routeurs.
Les simulations pre´sente´es dans la section suivante e´tudient l’impact de ces variations. Dans cette
partie nous nous contentons de simuler un temps de transit 3 fois plus long.
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Quelle est la pre´cision du protocole ?
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FIG. 3.5 – Probabilite´ de ne pas suspecter de processus correct
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FIG. 3.6 – Re´sultat de simulation : A quelle vitesse le protocole procure-t-il une estimation
pre´cise ? (nombre de rondes ne´cessaires au re´tablissement en fonction du nombre de fausses sus-
picions initiales)
Nous avons vu (the´ore`me 1) qu’un processus crashe´ est ine´luctablement suspecte´. En se
plac¸ant du point de vu d’un utilisateur, nous de´finissons la pre´cision du protocole comme la
probabilite´ de produire des re´ponses comple`tes, c’est-a`-dire contenant tous les processus vivants.
Nous pouvons voir la pre´cision comme la mesure de la couverture ([Pow92]) de l’assertion
« aucun ensemble rendu n’omet de processus correct ».
Les expe´riences que nous pre´sentons ici e´tudient cette proprie´te´ de pre´cision. Afin de « stres-
ser » le protocole, nous introduisons au de´but de l’expe´rience de fausses suspicions. Il est possible
d’imaginer l’expe´rience de´marrant apre`s une pe´riode de forte asynchronie du syste`me : chaque
processus suspecte a` tort un certain nombre d’autres processus. Nous regardons ensuite comment
sont re´sorbe´es ces fausses suspicions.
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FIG. 3.7 – Re´sultat de simulation : A quelle vitesse le protocole procure-t-il une estimation
pre´cise ? (probabilite´ de re´tablissement en fonction du temps)
Les re´sultats de cette expe´rience sont pre´sente´s figure 3.5 : cette figure pre´sente la probabilite´
que tous les processus aient une vue pre´cise du syste`me, apre`s 5, 10, 20 et 40 rondes. Cette figure
montre la stabilite´ du protocole : lorsque le nombre de fausses suspicions introduites ne de´passe
pas la moitie´ du nombre de processus du syste`me, celles-ci sont re´sorbe´es apre`s moins de 5 rondes
dans la quasi-totalite´ des cas. Plus encore, il faut introduire plus de 60% de fausses suspicions pour
voir la probabilite´ de se re´tablir en moins de 5 rondes chuter.
Ainsi, la figure 3.5 montre que la pre´cision du protocole ne se re´tablit pas dans un nombre
raisonnable de rondes que lorsque les processus suspectent a` tort plus de 95% du syste`me.
Quelle est la vitesse de convergence du protocole ?
Une deuxie`me question importante est celle de la vitesse de convergence du protocole. Nous
avons de´ja` vu l’impact du nombre de rondes attendues au point pre´ce´dent : attendre plus augmente
les chances d’obtenir une vue pre´cise. Maintenant nous retournons la question : a` quelle vitesse
obtient-on une vue pre´cise ? Ce point est traite´ par les figures 3.1.5 et 3.1.5.
La figure 3.1.5 nous donne le nombre de rondes a` attendre en moyenne en fonction du nombre
de fausses suspicions a` dissiper. Ainsi, dans un syste`me ou` tous les processus suspectent fausse-
ment 70% des processus, il faudra attendre en moyenne 10 rondes d’e´change avant que plus aucun
processus n’ait de fausse suspicion. Il est inte´ressant de noter que cette courbe exhibe un effet de
percolation (l’e´tage de x = 50 a` x = 80) dont le milieu (env. x = 65) se trouve eˆtre le nombre
moyen de processus par routeur. Nous verrons en effet par la suite qu’il est plus facile de suspecter
les processus appartenant a` d’autres routeurs qu’au sien. Encore un fois, on peut observer qu’un
nombre raisonnable de fausses suspicions est corrige´ tre`s rapidement et qu’apre`s 95% de fausses
suspicions, la correction est difficile.
La figure 3.1.5 pre´sente un autre angle de vue : dans un syste`me de 50 processus, nous intro-
duisons 20, 25, 30 et 40 fausse suspicions. Apre`s chaque ronde, nous regardons si l’estimation
est pre´cise pour tous les processus. Re´pe´te´e plusieurs fois, cette expe´rience permet de repre´senter
la probabilite´ de re´tablissement en fonction du nombre de rondes. Premier constat, a` nouveau la
stabilite´ : toutes les courbes converges. Pour les deux cas ou` les suspicions n’exce`dent pas la ma-
jorite´ des processus, cette convergence est meˆme tre`s rapide (moins de 10 rondes dans la moitie´
des cas). Cette figure re´sume ainsi les pre´ce´dentes : 1) le protocole converge, 2) ge´ne´ralement tre`s
rapidement.
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3.1.6 Impact du re´seau sous-jacent
Dans cette section, nous e´tudions l’impact de la structure sous-jacente, c’est-a`-dire l’impact
du re´seau utilise´ pour interconnecter nos processus. En effet, pour communiquer, dans la majorite´
des re´seaux utilise´s, les processus vont avoir recours a` des interme´diaires qui vont se charger
d’acheminer les paquets d’information a` destination.
Nous avons pre´sente´ dans les sections pre´ce´dentes un protocole qui a la particularite´ de
« s’auto-alimenter », dans le sens ou` les re´sultats d’une ronde vont conditionner la quantite´
d’information obtenue a` la ronde suivante, donc le re´sultat de la ronde suivante, ainsi de suite.
Dans les cas ou` le protocole converge, ce cercle d’information est vertueux : chaque e´change
apporte de plus en plus d’information, jusqu’a` la de´couverte de la totalite´ du syste`me. Dans
les cas ou` le protocole ne converge pas, ce cercle est vicieux : les processus n’obtiennent pas
assez d’information pour attendre plus a` la ronde suivante, qui du coup n’apportera pas plus
d’information. A terme, chaque processus reste avec une vision partielle du syste`me : le syste`me
est partitionne´.
Penchons-nous sur l’ensemble des re´ponses collecte´es a` une ronde par un processus donne´. Il
est important d’observer que toutes les re´ponses n’ont pas la meˆme valeur, ou le meˆme inte´reˆt :
certaines re´ponses apportent des informations nouvelles et d’autres n’apportent presque rien au
processus. Soit un processus collectant 3 messages, chaque message contenant un ensemble de 3
identite´s de processus. Si ces 3 ensembles d’identite´s sont identiques, le processus n’attendra a`
nouveau que 3 re´ponses a` la ronde suivante : cette ronde n’a pas apporte´ d’information. Si ces 3
ensembles sont diffe´rents, le processus peut attendre 9 re´ponses a` la ronde suivante, cette ronde a
e´te´ utile. Ceci illustre l’importance de´roulement des e´changes de messages.
Les e´changes de messages, et donc d’information, sont influence´s par le syste`me : les mes-
sages pris en compte sont les messages arrivant le plus vite. La vitesse de transit d’un message
de´pend de la fac¸on dont sont connecte´s les processus entre-eux. Le re´seau sous-jacent, qui est par
de´finition la repre´sentation de ces connections, a donc un impact non ne´gligeable sur 1) la vitesse
de convergence du protocole, et meˆme 2) dans certains cas sur la convergence meˆme du protocole.
Dans les sections pre´ce´dentes, ces communications sous-jacentes e´taient repre´sente´es par un
ensemble de routeurs interconnecte´s. Deux processus connecte´s a` des routeurs diffe´rents voyaient
leurs messages souffrir d’un retard (parame´tre´ par c). La courbe de la figure 3.1.5 pre´sente les
re´sultats obtenus dans ce mode`le.
Dans cette section, nous e´tudions l’impact de la distance entre les routeurs sur la convergence
du protocole. La figure 3.8 pre´sente diffe´rentes courbes obtenues a` partir du protocole pre´sente´
section 3.1.4. Chaque courbe est le re´sultat de plusieurs exe´cutions avec un de´lai inter-routeurs
diffe´rent. Les diffe´rences entre les courbes montrent l’impact non ne´gligeable de ce parame`tre :
plus le de´lai est haut, plus la convergence est rapide. Cependant, avec un de´lai trop important, le
temps de convergence au dela` de 70% de fausses suspicions augmente exponentiellement et le
protocole converge rarement.
L’explication vient de l’inte´reˆt des re´ponses collecte´es par les processus a` chaque ronde.
– Avec un petit de´lai inter-routeur, les messages ont a` peu pre`s tous la meˆme chance d’arriver
a` chaque processus (le hasard a un grand poids). Ainsi chaque processus a une vue (c’est-a`-
dire l’ensemble des processus qu’il connaıˆt) plutoˆt ale´atoire du syste`me. Il a donc de grandes
chances d’apporter un peu d’information nouvelle aux processus auxquels il re´pond.
– Au contraire, avec un grand de´lai inter-routeurs, les e´changes « intra-routeur » sont grande-
ment favorise´s par rapport aux e´changes inter-routeur. Les processus se de´couvrent rapide-
ment dans un routeur, et les message ont peu de chance de passer entre les routeurs. Ceci
a deux effets : lorsqu’un message inter-routeur passe, il apporte e´norme´ment d’informa-
tion nouvelle au processus qui le rec¸oit, ce qui permet une convergence rapide. Par contre,
lorsque aucun message inter-routeur ne passe, le syste`me reste partitionne´, chaque processus
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FIG. 3.8 – Temps de convergence pour diffe´rents de´lais inter-routeurs
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FIG. 3.9 – Temps d’arrive´e des messages
connaissant les processus de son routeur et ignorant les autres.
Sur la figure 3.8, il est inte´ressant d’observer que la courbe avec un de´lai de 20 unite´s de temps
constitue le meilleur compromis : une convergence rapide dans tous les cas. Malheureusement, le
de´lai entre routeurs n’est pas un parame`tre controˆlable par l’administrateur du syste`me.
Ce qu’il faut donc retenir ici c’est l’influence de la structure sous-jacente sur les sche´mas
d’e´changes de messages et, par cet interme´diaire, sur les performances de ce protocole re´parti. En
retardant certains messages relativement a` d’autres, la structure sous-jacente modifie donc la per-
ception qu’ont les processus du syste`me. Le proble`me ici est que l’influence n’est pas un parame`tre
que l’administrateur du syste`me peut controˆler.
3.1.7 Compenser les effets ne´fastes de la couche sous-jacente
Nous pre´sentons maintenant une technique pour gommer l’influence de la couche de communi-
cations. Plus encore, ces modifications permettent de se rapprocher de la situation ou` l’e´loignement
des routeurs (i.e. l’ordre d’arrive´e des messages) assure une convergence rapide dans la majorite´
des cas.
Rappelons que les processus n’ont aucune information a priori sur la structure du re´seau de
communication. L’ide´e ici est de forcer chaque processus a` attendre un certain laps de temps
(de´termine´ localement selon une me´thode que nous allons de´tailler ensuite) avant d’envoyer ses
messages au de´part de chaque ronde. Bien suˆr, si tous les processus utilisent le meˆme de´lai, aucun
changement ne sera observe´. Le principe est ici de favoriser un petit nombre de messages e´change´s
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par des processus distants afin d’e´tablir des e´changes d’information inter-routeurs.
A cette fin, nous associons deux dates locales aux arrive´es de messages pour chaque processus.
Notons qu’un message envoye´ a` la ronde r peut eˆtre rec¸u a` la ronde r′. Les dates sont de´finies ainsi :
– ℓrr est la date d’arrive´e (mesure´e par l’horloge locale de pi) du dernier message de la ronde
r rec¸u par pi alors qu’il exe´cutait cette ronde r (i.e. la date d’arrive´e du dernier message pris
en compte a` la ronde r)
– Il est possible que des messages envoye´s a` pi a` la ronde r lui arrivent alors qu’il a de´ja`
entame´ la ronde r + 1. Soit ℓr+1r la date d’arrive´e du dernier message de la ronde r qui est
rec¸u par pi a` la ronde r+1 (cela correspond a` l’instant m sur la figure 3.9). Notons qu’il est
possible qu’aucun tel message n’arrive a` la ronde r + 1. On a alors ℓr+1r = ℓrr.
La paire (ℓrr, ℓr+1r ) calcule´e par pi peut eˆtre utilise´e par pi a` la ronde r + 2. Plus pre´cise´ment,
pi retarde l’e´mission de ses re´ponses d’un de´lai uniforme´ment tire´ dans l’ensemble [0, ℓr+1r −
ℓrr]. L’ide´e derrie`re ce retard est de favoriser l’e´change de messages entre processus de routeurs
diffe´rents. Ainsi lorsque pi rajoute du de´lai, il donne plus de chance aux messages e´mis par des
processus distant d’eˆtre pris en compte par des processus proches de pi (qui sinon auraient pris
le message de pi). Cela permet d’ame´liorer la pre´cision du protocole malgre´ l’he´te´roge´ne´ite´ du
re´seau de communication sous-jacentes. Notons enfin que lorsque pi ne rate pas de messages, il
n’ajoute pas de de´lai, ce qui rend l’ame´lioration transparente en situation « normale ».
La figure 3.10 illustre les be´ne´fices de l’utilisation des dates ℓrr et ℓr+1r . Ces courbes ont
e´te´ obtenues dans la meˆme configuration que la figure 3.8 mis a` part que la figure 3.10 utilise
l’ame´lioration que nous venons de de´crire. Les diffe´rences entre ces deux courbes sont donc uni-
quement dues au be´ne´fice de l’utilisation des dates : la convergence est plus rapide dans toutes les
situations. De plus, dans le cas d’un de´lai e´leve´ (50), la convergence est maintenant assure´e au dela`
de 70% de fausse suspicions, seuil ou le syste`me reste partitionne´ dans la figure 3.8.
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FIG. 3.10 – Temps de convergence pour diffe´rents de´lais inter-routeurs — avec de´lai d’e´mission
Il est possible d’analyser ces re´sultats avec un point de vue petit monde [Kle00] : les processus
d’un meˆme cluster se de´couvrent facilement et mutuellement ; ils e´changent facilement de l’infor-
mation et peuvent eˆtre conside´re´s comme des voisins locaux. Comme de´crit pre´ce´demment, favori-
ser l’e´change d’information entre processus de diffe´rents clusters ame´liore beaucoup la vitesse de
convergence, puisque le message qui passe ainsi apporte beaucoup d’information nouvelle (puis-
qu’elle concerne un cluster ignore´ jusqu’alors). Ceci peut eˆtre vu comme ajouter des liens longs
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(ou des raccourcis, selon la terminologie consacre´e [Kle00]), en opposition aux voisins locaux. De
tels raccourcis sont reconnus tre`s utiles pour le routage. On peut ainsi voir l’ame´lioration que nous
proposons comme une simulation de ces liens longs.
Enfin, ajoutons qu’il existe dans ces re´sultats un petit artefact qui me´riterait de plus amples
investigations : notre de´compte du temps est base´ sur les rondes, et nous jugeons la vitesse de
convergence au nombre de rondes ne´cessaires a` re´tablir une vue parfaite. En introduisant des de´lais
dans les attentes, nous augmentons la dure´e moyenne de la ronde et ce de fac¸on invisible pour
notre me´trique. Il serait inte´ressant d’observer le temps total mis pour la convergence, ou au moins
l’e´volution de la dure´e moyenne de la ronde.
3.2 Centralite´ du second ordre : calcul re´parti de l’importance des
noeuds
Dans la section pre´ce´dente, nous avons pre´sente´ un protocole et constate´ l’influence de la struc-
ture des communications sous-jacentes dans le contexte des syste`mes asynchrones. Les processus
e´taient discrimine´s selon leur rapidite´ a` e´changer des messages.
Dans cette section, nous utilisons un mode`le synchrone. Dans ce mode`le, il existe (bien qu’elle
ne soit pas explicitement de´finie) une borne haute ∆max sur les temps de transfert des messages.
Les moyens de communication sont suppose´s fiables, et ainsi deux processus e´changent de l’in-
formation en ∆max au maximum. Les processus ne sont plus discrimine´s selon leur rapidite´ a`
e´changer des messages : dans cette section, ils ont discrimine´s selon leurs interlocuteurs.
Ici en effet, nous nous plac¸ons dans le contexte des re´seaux large e´chelle. Et comme indique´
dans l’introduction, supposer qu’un processus connaıˆt tous les autres participants du re´seau est une
hypothe`se tre`s (trop) forte. Nous supposerons donc que chaque processus ne communique qu’avec
un petit nombre de processus du syste`me : ses voisins. La structure sous-jacente des communica-
tions devient alors plus explicite : il s’agit du graphe d’interaction des processus.
L’objectif de cette section va eˆtre de procurer aux processus une me´trique capturant l’impor-
tance du roˆle qu’ils jouent dans cette structure de communication. Cette me´trique s’appelle la
centralite´ du second ordre. Nous allons ici pre´senter la centralite´ du second ordre, illustrer son
inte´reˆt a` l’aide de simulations et enfin comparer cette centralite´ aux autres centralite´s existantes.
3.2.1 Inte´reˆt des mesures de centralite´
Les re´seaux pair-a`-pair, les re´seaux organisationnels ou les re´seaux sociaux, ou encore les
grilles ou les re´seaux de capteurs, pre´sentent de plus en plus d’e´normes structures d’interaction.
On parle de re´seau large e´chelle. Ces structures d’interaction sont des graphes dont la taille rend
la manipulation et l’analyse difficile [AB02, LM06]. De plus, l’acce`s a` la topologie comple`te du
graphe n’est pas toujours possible (p.ex. re´seaux p2p crypte´s) ; un autre cas de figure est l’industrie
qui pre´fe`re exploiter la puissance de calcul des machines de ses clients plutoˆt que d’investir dans
des fermes de calcul couˆteuses en entretien. Il est alors ne´cessaire de concevoir des me´thodes
re´parties d’analyse de ces graphes.
L’analyse des graphes statiques, particulie`rement des re´seaux sociaux, est un sujet e´tudie´ de-
puis longtemps par les physiciens et les sociologues. Ces travaux ont donne´ naissance a` la notion de
centralite´ [Bar04, BP07, Fre77, New05], qui capture l’importance de chaque noeud dans un graphe
d’interactions. Un syste`me re´parti peut grandement be´ne´ficier de telles informations, par exemple
pour e´viter que la topologie ne de´pende que de quelques noeuds, ou encore pour pre´voir les parti-
tionnements, ou re´partir la charge applicative. Comme un noeud peut eˆtre conside´re´ comme impor-
tant a` plusieurs titres, il existe diffe´rents types de centralite´. La section 3.2.3 pre´sente les centralite´s
les plus courantes.
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Malheureusement, la majeure partie de ces centralite´s sont conc¸ues pour un calcul centralise´
(analyse offline) et sont ainsi difficilement adaptables aux contextes re´partis. Partant de ce constat,
cette section comprend plusieurs contributions :
1. elle introduit une nouvelle forme de centralite´, c’est-a`-dire une nouvelle me´trique permet-
tant de capturer a` la fois l’importance de chaque noeud donne´ par rapport a` la sante´ de la
topologie1 dans laquelle il se trouve, et aussi la sante´ globale de la topologie. Nous montre-
rons ainsi comment exploiter cette centralite´ pour identifier les noeuds dits critiques (dont
le roˆle est tre`s important), ainsi que les clusters.
2. elle pre´sente un algorithme le´ger et comple`tement re´parti permettant a` chaque noeud de
connaıˆtre sa centralite´. La force de cet algorithme repose dans sa simplicite´ : il repose
sur une marche ale´atoire (de´finie section 3.2.2) arpentant le re´seau de noeud en noeud.
Chaque noeud enregistre les temps de retour (c’est-a`-dire le temps e´coule´ entre deux visites
conse´cutives de la marche). L’e´cart type de ces temps de retour repre´sente l’importance du
noeud.
3. Nous montrons comment cet algorithme peut eˆtre utilise´ pour cre´er des signatures de graphes
et ainsi donner d’importantes informations sur les proprie´te´s globales d’un graphe.
4. A travers des simulations, nous montrons que l’algorithme est utilisable dans des contextes
pratiques, et nous comparons les re´sultats obtenus aux re´sultats obtenus a` l’aide des autres
algorithmes de centralite´s.
3.2.2 Mode`le et principes du protocole
Nous nous inte´ressons ici a` un ensemble d’entite´s (que nous appelons noeuds) chacune
inte´ragissant avec une petite partie des autres entite´s du syste`me (que nous avons de´fini comme
ses voisins. Comme mentionne´ en introduction, ce mode`le trouve son fondement en informatique
dans les grands re´seaux pair-a`-pair, ou` il est impossible de supposer que chaque entite´ connaisse
toutes les autres entite´s du syste`me. Les re´seaux sociaux forment aussi de tre`s bon exemples de
tels syste`mes : on peut citer le cas des e´changes de courriers e´lectroniques dans une universite´
[GDG+03], le re´seau forme´ des collaborations des scientifiques dans un domaine donne´ [New06],
ou encore le re´seau des partenaires sexuels [LEA+01].
Formellement, ces interactions forment un graphe. Nous conside´rons ainsi un re´seau arbitraire,
repre´sente´ sous la forme d’un graphe non dirige´ G = (V,E), avec n sommets (qui sont les noeuds,
ou encore les entite´s) et m arcs. Ces arcs capturent la relation de collaboration, quelle qu’elle soit :
(i, j) ∈ E ⇔ les entite´s i et j collaborent (ont e´change´ un mail ou ont cosigne´ un article pour
reprendre les exemple du paragraphe pre´ce´dent). Pour un noeud i ∈ V , Γi est le voisinage de i
dans G (c’est-a`-dire les sommets qui ont collabore´ avec i), et di son degre´, c’est-a`-dire la taille de
Γi. Nous supposons le graphe connecte´ : c’est crucial pour e´viter d’obtenir un re´sultat partiel sur
la composante connexe d’ou` est partie l’unique marche.
Nous utilisons une marche ale´atoire (ou random walk) sur le graphe G, c’est-a`-dire un mes-
sage (on parle aussi d’un processus, mais au sens mathe´matique) progressant a` travers le graphe
de i a` un autre noeud choisi uniforme´ment dans le voisinage Γi de i. Nous conside´rons cette
marche permanente c’est-a`-dire qu’elle ne posse`de aucune condition d’arreˆt ; c’est d’ailleurs une
grande diffe´rence avec la majorite´ des marches ale´atoires du domaine informatique (e.g. le sam-
pling [GKMM07] ou la recherche [LCC+02]). On suppose que la marche est lance´e par un noeud
1Une topologie en bonne sante´ s’entend ici comme issue d’un graphe non proble´matique, c’est-a`-dire ou` les chances
de partitionnement sont faibles, ou` le diame`tre est raisonnable compare´ a` la taille du graphe et ou` les noeuds ont des
importances comparables
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arbitraire dans le re´seau. Nous supposons aussi que le graphe est statique, c’est-a`-dire que la topo-
logie ne change pas au cours de l’exe´cution de l’algorithme. Enfin, on suppose que cette marche
n’est jamais perdue (c’est-a`-dire que le message relaye´ de proche en proche n’est jamais perdu).
Notre algorithme repose sur l’exploitation des temps de retour, c’est-a`-dire sur l’exploitation
de la se´rie des temps mis entre deux visites conse´cutives de la marche ale´atoire au meˆme noeud.
Ici, le temps peut eˆtre de´fini soit de manie`re absolue, c’est-a`-dire a` l’aide d’une horloge disponible
sur chaque noeud, soit simplement comme le nombre de pas effectue´s par la marche ale´atoire
(qui transporte alors cette information). Notons que dans le cas d’un temps absolu, les horloges
pre´sentes sur chaque noeud n’ont pas besoin d’eˆtre synchronise´es puisque nous sommes juste
inte´resse´s par les variations locales des temps de retour.
Ajoutons enfin que nous n’avons besoin que d’une unique marche ale´atoire pour la totalite´ du
syste`me, par opposition a` une marche que chaque noeud du syste`me lance afin de satisfaire ses
propres besoins.
3.2.3 Travaux connexes
Dans cette section, nous allons pre´senter les diffe´rentes approches permettant aussi de
caracte´riser globalement les graphes sur lesquelles elles sont employe´es. Ensuite nous verrons
diffe´rentes notions de centralite´s employe´es pour obtenir l’importance des noeuds dans un graphe
donne´. Enfin, nous de´taillerons la centralite´ d’interme´diarite´ base´e sur les marches ale´atoires
(random walk betweenness centrality), car c’est l’approche la plus proche des travaux de cette
section.
Niveau ”Macro” : caracte´risation globale des graphes
La connectivite´ des graphes est caracte´rise´e par les notions de spectral gap, note´e λ2 et conduc-
tance, note´e Φ. Le spectral gap est la plus petite valeur propre positive de la matrice laplacienne
de G, note´e L (L = D − A, avec D la matrice diagonale des degre´s et A la matrice d’adjacence
de G, en classant les valeurs propres selon : 0 < λ2 ≤ . . . ≤ λn). La conductance Φ est de´finie
ainsi :
Φ := inf
C:|C|≤N/2
E(C,C)
|C| ,
ou` E(C,C) est le nombre d’arcs dans G entre l’ensemble de noeuds C et son C qui est son
comple´mentaire dans G (voir e.g. [Moh97]). Intuitivement, cela revient a` chercher la coupe (i.e. la
se´paration de V en deux partitions) la plus petite (en nombre d’arcs tranche´s) qui de´connecte le
maximum de noeuds. Enfin, λ2 et Φ sont lie´s par l’ine´galite´ de Cheeger [Moh97] :
λ2 ≥ Φ
2
2∆(G) ,
avec ∆(G) le degre´ maximal des noeuds du graphe.
Plus les valeurs de λ2 et Φ sont faibles, plus la probabilite´ que les algorithmes utilisant ce
graphe se comportent mal est forte. Un exemple particulie`rement inte´ressant est celui du temps
de mixage d’une marche ale´atoire. C’est le nombre de sauts ne´cessaires pour qu’une marche
ale´atoire ait une probabilite´ uniforme de se trouver sur n’importe quel noeud du graphe (c’est-
a`-dire inde´pendamment de son point de de´part). Ce temps de mixage est relie´ a` la conductance
(voir e.g. [Lov98]). En re´sume´, la conductance et le spectral gap capturent la pre´sence de gou-
lots d’e´tranglement et de proble`mes de connectivite´ a` l’e´chelle de tout le graphe, c’est-a`-dire sans
pointer spe´cifiquement quelques noeuds.
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Ce sont donc de bons indicateurs de la robustesse de la structure sous-jacente (a` savoir
le graphe), dont le lien avec les performance des applications utilisant ce graphe est connu et
de´montre´. Malheureusement, ces indicateurs ne´cessitent, pour eˆtre calcule´s, la connaissance de
tout le graphe. Leur calcul est de plus souvent complexe.
Niveau ”micro” : influence des individus dans le graphe
Au dela` de l’e´tat global d’un graphe, il est inte´ressant de connaıˆtre l’importance de noeuds par
rapport a` une topologie donne´e, ainsi que l’impact de chaque noeud sur la connectivite´ globale du
graphe. A titre d’exemple, si l’on prend un graphe ayant la forme d’un arbre, un noeud feuille a
beaucoup moins d’importance que le noeud racine. Cet importance est refle´te´e par les indices de
centralite´.
Malheureusement, il n’existe pas de de´finition formelle d’un noeud important. Cette impor-
tance peut prendre plusieurs formes et c’est ainsi qu’il existe plusieurs centralite´s diffe´rentes. Nous
allons ici de´tailler les plus connues :
Degre´s La forme la plus simple de centralite´ est la centralite´ des degre´s. Elle traduit l’ide´e qu’un
noeud important est un noeud posse´dant beaucoup de voisins. On a donc Cd(i) = d(i), la
centralite´ du noeud i. Cette centralite´ a l’inte´reˆt d’eˆtre tre`s facilement calculable. De plus,
Albert et al. montrent [AB02] que les re´seaux sociaux exhibent souvent une distribution
des degre´s en loi de puissance : quelques individus ont des degre´s largement supe´rieurs a`
la majorite´ de leurs conge´ne`res, ce sont des individus importants pour la connexite´ et la
navigabilite´ du graphe.
Proximite´ Cette centralite´ traduit l’ide´e que les noeuds importants sont des noeuds proches de
tous les autres. La centralite´ d’un noeud est ainsi l’inverse de sa distance moyenne a` tous les
autres noeuds : Cc(i) = 1Σj∈V d(i,j) , ou d(i, j) est la distance, en nombre de sauts, entre les
noeuds i et j
Excentricite´ L’eccentricite´ [HH95] est proche de la proximite´ : au lieu d’utiliser la distance
moyenne a` tous les noeuds d’un graphe, on prend la distance maximale. L’ide´e est qu’un
noeud est important s’il est au “centre du graphe”. Autrement dit, les noeuds les plus
centraux seront avec cette mesure les noeuds situe´s au milieux des diame`tres. On a
Ce(i) =
1
maxj∈V d(i,j)
Vecteur propre (Eigenvector) Introduite par Bonacich [Bon72], l’intuition de cette centralite´ est
de dire qu’un noeud important est un noeud connecte´ a` d’autres noeuds importants. Cette
de´finition ame`ne la recherche d’un point fixe, d’ou` l’utilisation des vecteurs propres. On
pose Cλ(i) = 1λnΣj∈Γ(i)Cλ(j) = Σ
n
j=1Ai,jCλ(j), avec A toujours la matrice d’adjacence
de G. Vectoriellement, si on de´finit cλ comme le vecteur contenant les Cλ(i), on a cλ =
1
λn
Acλ, d’ou` λncλ = Acλ: cλ est le vecteur propre associe´ a` λn, la plus grande valeur
propre de A. Le ce´le`bre algorithme pagerank de Google est une variante de cette centralite´
[PBMW98].
Interme´diarite´ La centralite´ d’interme´diarite´ fait partie de la famille des centralite´s base´es sur
les chemins. Elle est une centralite´ majeure et a fait l’objet de nombreuses e´tudes [Fre77,
Bar04, Bra01, GSS08]. Elle consiste a` calculer pour chaque noeud la proportion de plus
courts chemins sur lequel il re´side. Formellement, on pose Cb(i) = Σj 6=k 6=i
σjk(i)
σjk
, avec
σjk(i) e´tant le nombre de plus courts chemins d’un noeud j a` un noeud k passant par i, et
σjk le nombre total de plus courts chemins de j a` k. L’algorithme original ne´cessite Ω(n3)
e´tapes pour obtenir le re´sultat complet, mais Brandes [Bra01] propose un algorithme en
O(mn) e´tapes, m e´tant le nombre d’areˆtes du graphe. De re´centes e´tudes expe´rimentales
[BP07, GSS08] proposent des approximations de cette centralite´ a` des fins pratiques.
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Interme´diarite´ base´e sur les marches ale´atoires Malgre´ l’importance de la mesure d’in-
terme´diarite´ classique pre´sente´e juste au dessus, celle-ci posse`de quelques imperfections
releve´es par Newmann [New05] : le proble`me vient du fait qu’elle ne conside`re que les
plus courts chemins. Ainsi, conside´rons le graphe repre´sente´ figure 3.11 : il repre´sente deux
clusters (mate´rialise´s par les ronds pointille´s), connecte´s par quelques noeuds seulement (a,
b et c). Dans ce contexte, c obtient une tre`s faible centralite´ d’interme´diarite´ (puisqu’il n’est
sur aucun plus court chemin), malgre´ son importance vitale pour la connexite´ des deux
clusters (il offre une redondance du lien a− b).
De tels noeuds, oublie´s des plus courts chemins, peuvent eˆtre d’un importance vitale pour
la robustesse du re´seau, ou pour la re´partition de charge, ou pour capturer des flux d’in-
formations n’empruntant pas force´ment les plus courts chemins. C’est afin de re´parer ces
lacunes que Newman introduit [New05] la centralite´ d’interme´diarite´ base´e sur les marches
ale´atoires : une marche ale´atoire prend en compte tous les chemins, pas les plus courts seule-
ment.
Le principe de calcul est simple : chaque noeud s lance une marche ale´atoire vers tous les
autres noeuds t du graphe. Chaque noeud compte le nombre de telles marches relaye´es, et
le re´sultat est ensuite divise´ par le nombre total de paires (s, t). Une heuristique est aussi
ajoute´e pour e´viter de compter plusieurs fois le passage d’une marche ale´atoire dans le cas
ou` celle-ci fait des allers-retours. Cet algorithme a une complexite´ de O((m+n)n2) e´tapes.
Malheureusement, cette approche requiert une connaissance totale du graphe et interdit ainsi
son utilisation dans un contexte re´parti.
a b
c
FIG. 3.11 – Illustration des faiblesses de la centralite´ d’interme´diarite´ : c obtient un score bas
malgre´ son importance
3.2.4 Centralite´ du second ordre
Nous allons ici de´crire l’algorithme re´parti permettant d’obtenir la centralite´ du second ordre.
Intuition
Afin de comprendre le principe de notre algorithme, nous allons ici illustrer le principe de
l’algorithme dans un contexte particulier et extreˆme, a` savoir un graphe de type barbell. La figure
3.12 repre´sente un tel graphe. Un graphe barbell est constitue´ de deux composantes comple`tement
connecte´s de m1 noeuds, connecte´s par un chemin de m2 noeuds. Dans la figure 3.12, on am1 = 5
et m2 = 2.
Conside´rons une marche ale´atoire sur le graphe. Inte´ressons nous au noeud vL de la figure
3.12 : lorsque la marche est dans la partie gauche du graphe, il a comme les autres noeuds une
probabilite´ 1/m1 d’eˆtre la destination de la marche a` chaque e´tape. Lorsque la marche ale´atoire
passe dans la partie de droite maintenant, vL est le point de passage obligatoire, a` l’aller comme au
retour. Ainsi, les ponts vL et vR sont visite´s plus re´gulie`rement par la marche. Cela se traduit par
un e´cart type des temps de retour (c’est-a`-dire le nombre de sauts entre deux visites sur le meˆme
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noeud) moindre. Nous avanc¸ons que les diffe´rences de roˆles de ces noeuds se traduisent dans les
e´carts types des temps de passage.
De plus, il est facilement de´montrable (voir p.ex. [AF]) qu’une marche ale´atoire partant d’un
noeud quelconque dans la partie gauche met en moyenne m21m2 e´tapes a` arriver a` une autre noeud
donne´ quelconque de la partie droite (et inversement) : la marche met du temps pour passer d’un
coˆte´ a` l’autre. Ainsi, lorsque la marche est dans une des parties, les noeuds de cette partie la
voient passer re´gulie`rement, et plus du tout lorsque cette marche change de coˆte´. L’e´cart type des
temps de passage sera fort, beaucoup plus fort que dans un graphe identique de 2m1 noeuds bien
connecte´s. Ainsi, par l’observation (locale) de l’e´cart type des temps de passage de la marche,
chaque noeud peut de´tecter la pre´sence de chemins critiques et de pie`ges dans la topologie. Ceci
clos l’illustration dans le cas du graphe barbell.
vL vR
vr
vl
FIG. 3.12 – Exemple d’un graphe Barbell
L’algorithme
Avant de pre´senter l’algorithme, nous allons insister sur deux points cle´s de la conception de
cet algorithme : le de´biaisement de la marche et le calcul de l’e´cart type.
Marche ale´atoire de´biaise´e Dans sa publication, Newman conside`re une marche ale´atoire clas-
sique, dans le sens ou` la destination de la marche est prise uniforme´ment au hasard dans les voisins
du sommet courant. La distribution stationnaire (c’est-a`-dire la probabilite´ de trouver la marche
sur le sommet i apre`s le temps de mixage, c’est a` dire apre`s un temps suffisamment long pour
que cette probabilite´ ne de´pende plus du point de de´part de la marche) d’une telle marche est :
πi = di/2m (voir e.g. [MR95]), c’est a` dire que plus le noeud est connecte´, plus il voit la marche.
Newman a souligne´ ce de´faut et a montre´ expe´rimentalement une corre´lation entre le degre´ des
noeuds et leur centralite´ d’interme´diarite´ base´e sur les marches ale´atoires, meˆme pour les noeuds
ayant une importance faible pour la topologie malgre´ un fort degre´. On dit que la marche est
biaise´e.
Afin de pallier a` ce proble`me et combattre l’effet d’une distribution des degre´s tre`s he´te´roge`ne,
notre algorithme utilise une marche ale´atoire de´biaise´e, dans le sens ou` la distribution stationnaire
est inde´pendante du degre´ des noeuds : ∀i ∈ V, πi = 1/n. Ainsi, apre`s le temps de mixage,
la marche a la meˆme chance de se retrouver sur n’importe quel noeud. Autrement dit, apre`s un
nombre de pas suffisamment grand, tous les noeuds ont le meˆme nombre de visites de la marche a`
exploiter.
Le fait d’apporter des temps de retour a` tous les noeuds inde´pendamment de leur degre´ aug-
mente la vitesse de l’algorithme. De plus, la marche de´biaise´e capture ainsi l’importance des
noeuds inde´pendamment de leur degre´. Pour de´biaiser la marche, nous avons utilise´ la technique
dite de Metropolis-Hastings ([Has70, SRD+06]) : lorsque la marche est sur un noeud i, la desti-
nation est toujours choisie uniforme´ment au hasard parmi γi, mais la marche n’est effectivement
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transmise que selon une probabilite´ de´pendant du degre´ de la destination et du degre´ de i. Ce
processus est de´crit dans les lignes 1 a` 9 de la description de l’algorithme, figure 3.13.
´Ecart type des temps de retour Un des points cle´ de l’algorithme est le calcul des temps de
l’e´cart type des temps de retour que nous de´taillons ici. Chaque noeud i de G, lors de la premie`re
re´ception de la marche ale´atoire, cre´e un tableau Ξi, qui enregistre chaque temps de retour de la
marche en i. Rappelons qu’un temps de retour est le temps mis par la marche ale´atoire partant de
i pour revenir en i. On note Ξi(k) le k-ie`me temps de retour de la marche en i. Apre`s le troisie`me
passage de la marche, le noeud i calcule l’e´cart-type
σi(N) =
√
1
N
ΣNk=1Ξi(k)
2 − [ 1
N
ΣNk=1Ξi(k)]
2
des N valeurs de Ξi. Ces temps de retour e´tant des expe´riences inde´pendantes, on a graˆce a` la loi
forte des grands nombres :
lim
N−→∞
σi(N) = σi.
Une fois que la marche a fait suffisamment de pas, les valeurs de σ repre´sentent alors l’impor-
tance des noeuds dans le graphe : plus la valeur est faible plus le noeud est important.
Temps de convergence de l’algorithme Chaque noeud doit eˆtre visite´ un certain nombre de
fois par la marche afin de calculer un e´cart type qui a du sens. Ainsi, le temps de convergence
de l’algorithme est relie´ au temps de couverture du graphe G. Ce temps de couverture est de´fini
comme le nombre de pas ne´cessite´s par une marche ale´atoire pour visiter chaque sommet de G.
Feige [Fei95a] montre que ce temps de couverture est compris entre (1+o(1))n ln n pour le graphe
complet et 427n
3 + o(n3) pour le graphe lollipop [Fei95b], c’est-a`-dire un graphe complet de n/2
noeud lie´ a` une ligne de n/2 noeuds. Le re´sultat pour le graphe complet tient dans le cas d’une
marche de´biaise´e puisque tous les noeuds ont le meˆme degre´. Nous ne connaissons pas de borne
haute dans le cas d’une marche de´biaise´e.
Le couˆt de notre algorithme est donc le couˆt de la couverture, multiplie´ par une constante afin
que chaque noeud ait plusieurs temps de retour.
Les autres algorithmes base´s sur les marches ale´atoires (e.g. [Fei96] pour e´tudier la connec-
tivite´ d’un graphe) ne´cessitent O(n3) e´tapes dans le pire cas (c’est-a`-dire pour des graphes tre`s
de´ge´ne´re´s). En pratique, ce temps est bien moindre pour obtenir des re´sultats satisfaisants.
3.2.5 Mode´lisation des temps de retour
Cette partie pre´sente une analyse the´orique de l’algorithme re´parti que nous venons de
pre´senter. Il en re´sulte une formule ge´ne´rique pour calculer la centralite´ du second ordre (i.e. le
vecteur σ) des noeuds d’un graphe d’entre´e repre´sente´ par sa matrice d’adjacence.
Cette formule sera utilise´e dans les simulation du protocole afin d’e´tudier la vitesse de conver-
gence de celui-ci. De plus, cette formule est utile pour 1) un administrateur de syste`me souhaitant
e´tudier le comportement d’un syste`me avant de le de´ployer 2) les noeuds du graphe pour anticiper
le comportement de l’algorithme. Nous fournissons aussi a` titre d’exemple l’application de cette
formule a` trois classes de graphes re´guliers.
Analyse the´orique
Nous cherchons ici une formule donnant l’e´cart type des temps de retour d’un noeud donne´, a`
partir de la matrice de probabilite´ de transitions d’un graphe. Les temps de retour sont fonction de
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1: Upon reception of the Random Walk on node i:
2: /* Metropolis-Hastings random walk */
3: Choose a neighbor j from Γi uniformly at random
4: Query j for dj
5: Generate a random number p ∈ [0, 1] uniformly
6: if p ≤ di/dj then
7: forward the Random Walk to j
8: else
9: Random Walk remains at i
10: /* Standard deviation */
11: if first visit of the Random Walk on i then
12: Create array Ξi
13: else
14: Compute return time r since last visit
15: Add r to Ξi
16: if |Ξi| ≥ 3 then
17: Compute standard deviation :
18: σi(N) =
√
1
N
ΣNk=1Ξi(k)
2 − [ 1
N
ΣNk=1Ξi(k)]
2
FIG. 3.13 – Calcul de la centralite´ du second ordre
la position du noeud dans le graphe. Cette ide´e est au coeur de notre approche : classiquement, les
recherches dans le domaine procurent des bornes sur les temps de retour, et les petites variations
que les noeuds peuvent ressentir fonction de leur position dans le graphe sont cache´es par la
notation en grand 0. Ces petites variations permettent de diffe´rencier les noeuds selon leur position
dans le graphe.
Nous utilisons le mode`le classique des chaıˆnes de Markov a` temps discret pour repre´senter la
marche ale´atoire sur le graphe d’entre´e. Les e´tats de la chaıˆne de Markov sont les noeuds (l’en-
semble V ). Nous pre´sentons le cas ge´ne´ral d’une marche classique en premier lieu, puis nous nous
concentrons sur le cas de la marche de´biaise´e. Nous avons donc ici besoin de la matrice de pro-
babilite´s de transition du graphe. Cette connaissance globale n’est pas ne´cessaire a` l’algorithme
re´parti.
Soit X = {Xn, n ∈ N} une chaıˆne de Markov a` temps discrets homoge`ne et irre´ductible sur
l’espace d’e´tats fini S. On note P = (P (i, j))i,j∈S sa matrice de probabilite´ de transition. Pour
chaque e´tat j ∈ S, on note τ(j) le nombre de transitions (i.e. de pas de la marche) pour atteindre
chaque e´tat j, i.e.
τ(j) = inf{n ≥ 1 | Xn = j}.
L’espace d’e´tats S e´tant fini et X e´tant irre´ductible, X est re´currente, ce qui signifie que τ(j)
est fini presque suˆrement. On note f (n)j (i) la distribution des τ(j) lorsque l’e´tat initial de la chaıˆne
X est i, c’est-a`-dire, pour tout n ≥ 1,
f
(n)
j (i) = P{τ(j) = n | X0 = i}.
f
(n)
i (i) repre´sente ainsi la probabilite´, partant de l’e´tat i, que le premier retour a` l’e´tat i arrive
apre`s n transitions (donc la probabilite´ pour le noeud i d’avoir un temps de retour e´gal a` n) et,
pour i 6= j, f (n)j (i) repre´sente la probabilite´, partant de i, que la premie`re visite de l’e´tat j se fasse
a` l’instant n. Ces probabilite´s sont donne´es par le the´ore`me de [Cin75] :
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The´ore`me 5 Pour chaque i, j ∈ S et n ≥ 1, on a
f
(n)
j (i) =


P (i, j) si n = 1
∑
ℓ∈S−{j}
P (i, ℓ)f
(n−1)
j (ℓ) si n ≥ 2.
(3.1)
Preuve
Par la de´finition de f (n)j (i) on a, pour n = 1, f
(1)
j (i) = P (i, j). Pour n ≥ 2, on a
f
(n)
j (i) = P{τ(j) = n | X0 = i}
= P{Xn = j,Xk 6= j, 1 ≤ k ≤ n− 1 | X0 = i}
=
∑
ℓ∈S−{j}
P{Xn = j,Xk 6= j, 2 ≤ k ≤ n− 1,X1 = ℓ | X0 = i}
=
∑
ℓ∈S−{j}
P (i, ℓ)P{Xn = j,Xk 6= j, 2 ≤ k ≤ n− 1 | X1 = ℓ}
=
∑
ℓ∈S−{j}
P (i, ℓ)P{Xn−1 = j,Xk 6= j, 1 ≤ k ≤ n− 2 | X0 = ℓ}
=
∑
ℓ∈S−{j}
P (i, ℓ)f
(n−1)
j (ℓ),
ou` la dernie`re et l’avant dernie`re e´galite´s proviennent respectivement des proprie´te´s de Markov et
de l’homoge´ne´ite´ de la chaıˆne de Markov X. ✷The´ore`me
Pour chaque e´tat j ∈ S et n ≥ 1, on note f (n)j le vecteur colonne contenant les valeurs f (n)j (i)
pour chaque i ∈ S. Pour chaque e´tat j ∈ S, nous introduisons la matrice Qj obtenue a` partir de la
matrice P en remplac¸ant la je`me colonne par des ze´ros :
Qj(i, ℓ) =
{
P (i, ℓ) if ℓ 6= j
0 if ℓ = j.
Nous introduisons aussi le vecteur colonne Pj contenant la je`me colonne de la matrice P ,
i.e. Pj(i) = P (i, j). L’e´quation (3.1) peut alors s’e´crire en notation matricielle sous la forme
suivante :
f
(n)
j =


Pj si n = 1
Qjf
(n−1)
j si n ≥ 2,
(3.2)
ce qui permet un calcul facile des vecteurs f (n)j . Nous de´finissons maintenant la matrice M =
(M(i, j))i,j∈S par M(i, j) = E{τ(j) | X0 = i}. M(i, i) repre´sente le temps moyen entre deux
visites de X au sommet i, et pour i 6= j, M(i, j) repre´sente le temps moyen partant de l’e´tat
i, pour atteindre l’e´tat j pour la premie`re fois. La chaıˆne de Markov X e´tant irre´ductible, on a
M(i, j) <∞ pour tout couple i, j ∈ S et
M(i, i) =
1
πi
,
ou` πi est la ie`me de la distribution π, qui est l’unique solution au syste`me π = πP .
Pour calculer toutes les valeurs de M , nous introduisons le vecteur colonne Mj contenant la
je`me colonne de la matrice M , i.e. Mj(i) = M(i, j) et le vecteur colonne de un note´ 1. Ces
valeurs moyennes sont fournies par le re´sultat suivant :
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Corollaire 1 Pour chaque e´tat j ∈ S, on a
Mj = (I −Qj)−11. (3.3)
Preuve En utilisant la relation (3.2), nous obtenons
Mj =
∞∑
n=1
nf
(n)
j
= Pj +Qj
∞∑
n=2
nf
(n−1)
j
= Pj +Qj
(
∞∑
n=1
nf
(n)
j +
∞∑
n=1
f
(n)
j
)
= Pj +Qj (Mj + 1) ,
et, puisque Pj +Qj1 = 1, nous obtenons
Mj = QjMj + 1.
La matrice Qj est la sous-matrice de probabilite´s de transition d’une chaıˆne de Markov absorbante
avec |S| e´tats transcients et un e´tat absorbant, donc la matrice I −Qj est inversible. D’ou`
Mj = (I −Qj)−11.
✷The´ore`me
En pratique, le vecteur colonne Mj est obtenu, pour chaque e´tat j ∈ S en re´solvant le syste`me
line´aire (I −Qj)Mj = 1.
Conside´rons maintenant le deuxie`me moment de τ(j). Soit la matrice H = (H(i, j))i,j∈S
de´finie par H(i, j) = E{τ(j)2 | X0 = i}. H(i, i) repre´sente le deuxie`me moment du temps de
retour de X a` l’e´tat i, et pour i 6= j, H(i, j) repre´sente le deuxie`me moment du temps de passage
de i a` j pour la premie`re fois. Soit le vecteur colonne Hj contenant la je`me colonne de la matrice
H , i.e. Hj(i) = H(i, j). Ces valeurs sont obtenues par le re´sultat suivant :
Corollaire 2 Pour chaque e´tat j ∈ S, on a :
Hj = (I −Qj)−1(I +Qj)Mj .
Preuve A l’aide de la relation (3.2), on obtient
Hj =
∞∑
n=1
n2f
(n)
j
= Pj +Qj
∞∑
n=2
n2f
(n−1)
j
= Pj +Qj
(
∞∑
n=1
n2f
(n)
j + 2
∞∑
n=1
nf
(n)
j +
∞∑
n=1
nf
(n)
j
)
= Pj +Qj (Hj + 2Mj + 1)
= QjHj + 2QjMj + 1
= QjHj +QjMj +Mj,
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Or, d’apre`s le corollaire 1, on a QjMj + 1 =Mj . D’ou`
Hj = (I −Qj)−1(I +Qj)Mj .
✷The´ore`me
En pratique, le vecteur colonne Hj est obtenu pour chaque e´tat j ∈ S en re´solvant le syste`me
line´aire (I −Qj)Hj = (I +Qj)Mj .
L’e´cart type σ(i) du temps de retour a` l’e´tat i dans la graphe cible est donc donne´ par la relation
σ(i) =
√
H(i, i) − [M(i, i)]2. (3.4)
Marches de´biaise´es Lorsque la marche est de´biaise´e, le graphe se comporte comme si tous les
noeuds avaient le meˆme degre´ d (informellement, Metropolis-Hastings ajoute des auto-boucles
aux noeuds mal connecte´s pour augmenter leur degre´). Ainsi P (i, j) = 1/d si les noeuds i et j
sont connecte´ dans le graphe, et 0 sinon. Cela implique que la matrice P est syme´trique, donc
bi-stochastique, i.e. 1tP = 1t, avec t l’ope´rateur de transposition. On a donc πi = 1/|S| et
M(i, i) = |S|. Pour le deuxie`me momentH(i, i) des temps de retour a` l’e´tat i, d’apre`s le corollaire
2,
(I −Qj)Hj = (I +Qj)Mj .
En multipliant a` gauche par 1t, on obtient
1
tHj − 1tQjHj = 1tMj + 1tQjMj . (3.5)
Par de´finition de Qj , on a 1tQj = 1t − ej , ou` ej est le je`me vecteur unite´ en ligne, i.e. ej(i) = 1
si i = j et 0 sinon. Donc l’e´quation (3.5) se simplifie en :
1
tHj − (1t − ej)Hj = 1tMj + (1t − ej)Mj
et donc
H(j, j) = 2
∑
i∈S
M(i, j) −M(j, j) = 2
∑
i∈S
M(i, j) − |S|.
L’e´cart type σ(j) s’e´crit donc, a` partir de la relation (3.4),
σ(j) =
√
2
∑
i∈S
M(i, j) − |S|(|S| + 1). (3.6)
Re´sultat pour 3 classes de graphes
Nous instancions les formules des paragraphes pre´ce´dents sur trois classes de graphes aux
diame`tres extreˆmes : un graphe complet (diame`tre 1), un anneau (diame`tre ⌊n2 ⌋) et une ligne
(diame`tre n). Sur tous les graphes, on conside`re le cas de la marche de´biaise´e.
Pour l’anneau, on a d = 2 et les probabilite´s de transition non nulles sont donne´es, pour tout
e´tat i ∈ S = {0, . . . , n− 1}, par
P (i, i+ 1 (mod n)) = P (i, i − 1 (mod n)) = 1/2.
L’e´cart type des temps de retour est donne´ par le the´ore`me suivant :
The´ore`me 6 Pour une marche de´biaise´e sur un anneau de n noeuds, on a σ(j) = σ pour tout j,
avec
σ =
√
n(n− 1)(n − 2)
3
.
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Preuve Il est facile de ve´rifier que la solution a` l’e´quation (3.3) est donne´e, pour i 6= j, par
M(i, j) = (n− |i− j|)(|i − j|)
et, vu que M(i, i) = n, on a
n−1∑
i=0
M(i, j) = n+
(n− 1)n(n + 1)
6
En utilisant l’e´quation (3.6), on obtient le re´sultat de´sire´. ✷The´ore`me
Le fait que tous les σ(j) soient e´gaux est duˆ a` la re´gularite´ de la structure. C’est une bonne
nouvelle : tous les noeuds ont topologiquement parlant le meˆme roˆle, ils ont aussi la meˆme impor-
tance.
Sur le graphe complet, on a d = n− 1 et ainsi, pour tout couple d’e´tats i, j ∈ S la probabilite´
de transition est : P (i, j) = 1/(n − 1) si i 6= j et P (i, i) = 0. Le the´ore`me suivant donne l’e´cart
type des temps de retour :
The´ore`me 7 Pour une marche ale´atoire de´biaise´e sur un graphe complet de n noeuds, on a
σ(j) = σ pour tout j avec
σ =
√
(n− 1)(n − 2).
Preuve Il est facile de ve´rifier que la solution a` l’e´quation (3.3) est donne´e, pour i 6= j, par
M(i, j) = n− 1
et, vu que M(i, i) = n, on a
n−1∑
i=0
M(i, j) = n+ (n− 1)2
En utilisant l’e´quation (3.6), on obtient le re´sultat de´sire´. ✷The´ore`me
A nouveau, le fait que tous les σ(j) soient e´gaux est duˆ a` la re´gularite´ de la structure.
Pour la ligne, on a d = 2 et les probabilite´s de transition non nulles sont donne´es, pour tout
e´tat i ∈ {1, . . . , n− 2}, par
P (i, i + 1) = P (i, i− 1) = 1/2
et P (0, 0) = P (0, 1) = P (n− 1, n− 2) = P (n− 1, n− 1) = 1/2. Le the´ore`me suivant donne le
l’e´cart type des temps de retour :
The´ore`me 8 Pour une marche ale´atoire de´biaise´e sur une ligne de n noeuds, on a pour tout e´tat
j ∈ {0, 1, . . . , n− 1},
σ(j) =
√
n(n− 1)(4n − 5)
3
− 4nj(n − j − 1).
Preuve
Il est facile de ve´rifier que la solution a` l’e´quation (3.3) est donne´e, pour i 6= j, par
M(i, j) = (j − i)(i+ j + 1) pour i < j
M(i, j) = (i− j)(2n − (i+ j + 1)) pour i > j
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et, vu que M(i, i) = n, on a
n−1∑
i=0
M(i, j) =
n(2n2 − 3n+ 4)
3
− 2nj(n − j − 1).
En utilisant l’e´quation (3.6), on obtient le re´sultat de´sire´. ✷The´ore`me
Il est inte´ressant d’observer que graˆce a` la syme´trie de la structure, on a σ(j) = σ(n−j−1). De
plus σ(j) est minimal pour les noeuds ⌊n−12 ⌋ et ⌈n−12 ⌉. Cette remarque souligne le fait que notre
algorithme produit effectivement un re´sultat de type « centralite´ » puisque les noeuds critiques
d’une ligne (par rapport aux centralite´s) sont les noeuds du milieu. C’est aussi ces noeuds du
milieux qui verraient leurs liens rompus dans le cas d’un calcul de conductance.
Dans le contexte des graphes re´guliers, l’anneau et le graphe complet sont deux cas extreˆmes
de robustesse de structure : l’anneau est la plus faible (il est seulement 2-connexe) et le graphe
complet est la structure la plus solide (il est (n−1)-connexe). Nous pensons qu’il est raisonnable de
supposer que l’e´cart type des graphes e´volue entre ces bornes : entre o(n) pour le graphe complet
et o(n3/2) pour l’anneau.
Application a` des graphes spe´cifiques : signatures
Nous avons vu que l’observation des centralite´s permet de distinguer, dans un graphe donne´,
les noeuds importants des noeuds pe´riphe´riques. Nous allons ici voir une autre application des
centralite´s : les signatures de graphes. Nous de´finissons la signature d’un graphe comme la distri-
bution des centralite´s du second ordre des noeuds le composant. A l’aide de la formule (3.4) nous
allons ici pre´senter les signatures de diffe´rents graphes types que l’on peut rencontrer dans les
syste`mes re´partis. Nous verrons comment les proprie´te´s the´oriques de ces graphes se retrouvent
dans l’observation des signatures.
Les valeurs de σ sont calcule´es pour chaque noeud, a` partir de la matrice de probabilite´s de
transition, sur la base d’une marche ale´atoire de´biaise´e.
En entre´e, nous conside´rons les graphes suivants :
Ale´atoire il s’agit d’un graphe ge´ne´re´ selon le mode`le Erdo¨s-Re´nyi [ER59], ou` chaque paire de
noeuds est connecte´e avec une probabilite´ p = θ lnnn . Avec le parame`tre θ > 1, le graphe est
connexe.
Clusterise´ ce graphe est construit a` partir de deux graphes ale´atoires de meˆme taille relie´s par un
seul pont. Le graphe re´sultant ressemble au graphe Barbell pre´sente´ plus haut, mis a` part
que les deux clusters n’ont pas la connectivite´ comple`te.
Ring-Lattice ce graphe est un graphe circulaire ou` un noeud i est connecte´ aux noeuds i−k/2, i−
k/2 + 1, . . . , i+ k/2. Les valeurs sont de´finies modulo n, et k est un parame`tre du graphe.
Scale-free il s’agit d’un graphe ge´ne´re´ selon le mode`le Baraba´si/Albert [AB02]. On parle aussi
d’attachement pre´fe´rentiel. Ce graphe est utilise´ pour de´crire de nombreux re´seaux sociaux.
Nous avons se´lectionne´ ces graphes car nous pensons qu’il repre´sentent des familles classiques
de graphes, c’est-a`-dire largement e´tudie´s et/ou souvent utilise´s dans les re´seaux d’aujourd’hui ou
dans l’e´tude des graphes sociaux.
Tous les graphes e´tudie´s comportent 103 noeuds et ont e´te´ ge´ne´re´s avec des parame`tres assurant
un degre´ de noeud moyen de 20 voisins, afin d’obtenir une comparaison e´quitable.
La figure 3.14 pre´sente les re´sultats sous forme d’histogrammes. Un point particulier, mettons
(x = 2500, y = 3), traduit le fait que trois noeuds du graphe ont une centralite´ du second ordre
(i.e. un σ) de 2500.
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FIG. 3.14 – Histogramme de la valeur the´orique de la centralite´ du second ordre pour 4 graphes
particuliers
Ce qui frappe en premier est la disparite´ des distributions. Une distribution e´troite signifie
que tous les noeuds ont un roˆle semblable dans la structure. Au contraire, des valeurs e´parpille´es
traduisent une forte disparite´ des roˆles dans la structure. De meˆme, un σ moyen e´leve´ traduit un
graphe dont la navigabilite´ est me´diocre (a` cause d’un diame`tre grand ou de la pre´sence de goulots
d’e´tranglement).
Le graphe ayant les plus basses valeurs de σ est le graphe ale´atoire (note´ a), avec des valeurs
majoritairement comprises dans la fourchette [1000 : 1500]. Ceci correspond au consensus de la
communaute´ sur les bonnes proprie´te´s de cette classe de graphes : petit diame`tre et petit coeffi-
cient de clusterisation. Ensuite vient le graphe Baraba´si/Albert (b), dont les valeurs s’e´tendent sur
une plage plus large ([1000 − 2500]). La aussi, il est reconnu que ces graphes ont une structure
pre´sentant une forte disparite´ des roˆles : les noeuds de fort degre´ (aussi appele´s hubs) font partie
de nombreux plus courts chemins et les autres noeuds ont une importance bien moindre. Pour le
ring-lattice (c), la distribution est une ligne (d’ou` l’utilisation d’une e´chelle logarithmique pour les
ordonne´es) qui traduit la parfaite re´gularite´ de la structure. Cette ligne se situe au dessus de 3000,
ce qui s’explique par le diame`tre e´leve´ (50) de la structure. Enfin, le graphe clusterise´ (d) pre´sente
une distribution inte´ressante pour deux raisons. La premie`re est que cette structure pourtant com-
pose´e de deux graphes ale´atoires exhibe une valeur de σ moyenne trois fois plus importante que le
simple graphe ale´atoire. Ceci est bien suˆr explique´ par la difficile navigation de la marche ale´atoire
dans le graphe, comme explique´ dans la section 3.2.4. La deuxie`me porte sur la ligne de´tache´e
autour de 3250 : les deux noeuds posse´dant cette valeur sont les ponts (comme les noeuds vL et vR
de la figure 3.12). Cela confirme l’intuition de la section 3.2.4 : ces noeuds jouent un roˆle important
dans la topologie et sont donc visite´s plus re´gulie`rement par la marche ale´atoire.
La centralite´ de second ordre se montre ainsi un outil utile pour la caracte´risation des graphes
et permet de les classer en fonction de leur robustesse et de leur navigabilite´.
3.2.6 ´Expe´rimentation
Dans cette partie, nous pre´sentons l’e´valuation de l’algorithme re´parti pre´sente´ en 3.2.4. Nous
avons e´value´ notre algorithme a` travers plusieurs me´triques.
1. Sa capacite´ a` produire des re´sultats qui ne sont pas biaise´s par des distributions de degre´s
he´te´roge`nes.
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2. La correspondance entre l’e´tude the´orique et les re´sultats produits par l’algorithme. Ceci
nous permettra de plus d’observer la vitesse de convergence de l’algorithme vers la valeur
the´orique. Nous observerons que nous sommes bien loin des bornes hautes fournies par la
the´orie.
3. La capacite´ de l’algorithme a` de´tecter des noeuds critiques dans une topologie donne´e.
En utilisant les re´sultats de l’analyse the´orique, nous montrons ainsi que l’algorithme converge
vers la pre´diction the´orique, a` une vitesse raisonnable. Nous illustrons ensuite les utilisations pos-
sibles des valeurs ainsi obtenues pour la maintenance du re´seau ou la de´couverte de zones cluste-
rise´es.
Les expe´riementations ont e´te´ re´alise´es a` l’aide du simulateur d’e´ve`nements discrets Peersim
[pee].
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FIG. 3.15 – Centralite´ du second ordre : marche de´biaise´e contre marche ale´atoire classique
Nous montrons ici les effets du de´biaisement sur les centralite´s du second ordre obtenues. Pour
cela, nous avons calcule´ les centralite´s du second ordre de manie`re de´biaise´e (c’est-a`-dire selon le
code fourni figure 3.13) et de manie`re classique (c’est-a`-dire avec une marche ale´atoire classique,
non de´biaise´e par le me´thode de Metropolis-Hastings), dans le meˆme graphe. Ce graphe est un
graphe clusterise´ de 1000 noeuds identique a` celui pre´sente´ en section 3.2.5, avec p = 1.5 lnnn . La
figure 3.15 repre´sente les valeurs des centralite´s des noeuds apre`s 2.106 pas.
On peut observer dans le cas de la marche non de´biaise´e une corre´lation forte entre le degre´
et les valeur de centralite´. Rappelons qu’un σ faible signifie une importance forte. Dans le cas
non de´biaise´, tous les noeuds de fort degre´ ont une valeur de σ faible, inde´pendamment de leur
importance re´elle. A l’oppose´e, dans le cas de´biaise´ les valeurs de σ sont concentre´es dans une
plage plus re´duite et la distribution des valeurs n’exhibe pas de corre´lation avec le degre´. Ceci
prouve l’effet du de´biaisement : il e´vite de conside´rer les noeuds de plus haut degre´ comme plus
importants qu’ils ne le sont re´ellement.
Notons que le de´biaisement pre´serve tout de meˆme une le´ge`re corre´lation entre le degre´ des
noeuds et leur importance : statistiquement plus un noeud a de liens, plus il a de chances d’avoir
une fonction importante (par exemple en jouant un roˆle de hub et se retrouvant ainsi sur beaucoup
de plus courts chemins [New05]).
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Vitesse de convergence
Cette section e´tudie la vitesse de convergence du protocole vers les valeurs the´oriques calcule´es
avec la formule (3.4).
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FIG. 3.16 – L’algorithme converge vers les valeurs the´oriques, pour 4 classes de graphes
La figure 3.16 repre´sente le ratio d’erreur de l’algorithme a` mesure que l’algorithme progresse.
En abscisses nous avons le nombre de pas de la marche ale´atoire et en ordonne´s, l’erreur relative,
c’est-a`-dire en reprenant les notations de la section 3.2.4
∑
i∈V
|σi(Ni)− σi|
σi
ou` Ni repre´sente le nombre de temps de retours collecte´s par le noeud i. Les courbes pre´sente´es
sont la moyenne de 20 expe´riences inde´pendantes.
A mesure que l’algorithme progresse, le nombre de valeurs collecte´es par chaque noeud aug-
mente, ame´liorant la pre´cision de l’estimation. On observe que l’algorithme converge rapidement
avec une petite marge d’erreur. Ceci valide l’e´tude the´orique, et on observe une convergence ra-
pide compare´e au pire cas O(n3) du temps de couverture. Il est inte´ressant d’observer que moins
le graphe est navigable, plus la convergence est lente : dans le cas de graphes a` haut diame`tre, ou
clusterise´s, la marche ale´atoire peut rester bloque´e dans certaines zones. Elle met du temps a` sortir
de ces « pie`ges » et cela impacte le temps de convergence de l’algorithme.
Ne´anmoins, si l’on conside`re ces re´sultats conjointement avec ceux de la figure 3.14, on de´duit
que les noeuds peuvent rapidement de´tecter le type de graphe dans lequel ils se trouvent. En effet,
rappelons que le σ moyen d’un noeud dans un graphe ale´atoire et trois fois moins grand que celui
d’un noeud dans un graphe clusterise´. Ainsi, meˆme avec une erreur de 10%, la diffe´rence entre
les σ est telle que les noeuds peuvent conclure avec assurance s’ils se trouvent dans un graphe en
bonne sante´ ou pas.
Identification des goulots d’e´tranglement
Nous pre´sentons maintenant une application particulie`re de l’algorithme : l’identification de
noeuds critiques dans la topologie. A cette fin, nous nous inte´ressons a` la de´tection des ponts.
L’identification de ces ponts est tre`s importante puisque ces noeuds, a` cause de leur importance
strate´gique, sont tre`s sollicite´s et sont les dernie`res chances d’e´viter le partitionnement du graphe
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qui est un e´ve`nement rarement de´sirable dans un re´seau. Les identifier permet de re´agir en re-
maillant la zone du graphe autour du noeud identifie´ par exemple.
Pour cette expe´rience, nous utilisons le graphe clusterise´ pre´sente´ dans les sections 3.2.6 et
3.2.5, forme´ de 2 clusters de 500 noeuds relie´s par un pont. L’expe´rience consiste a` regarder
l’e´volution de la centralite´ des noeuds assurant le pont par rapport aux centralite´s du reste des
noeuds. Ces noeuds e´tant importants, leurs centralite´s doivent eˆtre les plus basses (comme le
montre la the´orie sur la figure 3.14).
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FIG. 3.17 – Evolution de la position des ponts parmi les plus basses centralite´s du re´seau
La figure 3.17 de´crit la position effective de ces noeuds dans les 1% et 5% des centralite´s les
plus basses du re´seau en fonction du nombre de pas de la marche ale´atoire. Chaque point est le
re´sultat de 20 expe´riences inde´pendantes. Ainsi, le point (x = 5.106, y = 0.35) sur la courbe des
1% signifie qu’apre`s 5.106 pas, un des deux ponts se retrouvait dans les 1% des plus basses valeurs
du re´seau dans 35% des cas.
La bonne nouvelle est la convergence de l’algorithme vers la de´tection certaine de ces ponts,
conforme´ment a` l’e´tude the´orique. La moins bonne est le temps de convergence relativement long.
Ceci s’explique a` nouveau par l’extreˆme difficulte´ qu’e´prouve la marche ale´atoire a` aller d’un
cluster a` l’autre.
Les figures 3.18(a) et 3.18(b) illustrent visuellement cet effet. La figure 3.18(a) repre´sente la
disposition d’un re´seau en deux dimensions, a` la re´seau de capteurs : chaque point repre´sente un
noeud, et chaque noeud est connecte´ aux noeuds ge´ographiquement proches (ses voisins sont les
noeuds pre´sents dans un disque de 50 unite´s de distance). Les re´sultat de l’exe´cution de notre
algorithme, apre`s 106 pas, sont repre´sente´s sur la figure 3.18(b) : les zones sombres sont des zones
ou` la centralite´ du second ordre est basse, les zones claires sont celles ou la centralite´ est forte. On
observe clairement une corre´lation entre la position de noeuds (notamment leur distance au pont)
et la valeur de leur centralite´. A l’oppose´e, les noeuds situe´s dans les coins obtiennent des valeurs
de centralite´ tre`s forte, refle´tant leur faible importance. A l’adresse [vid] figure une animation de
l’e´volution des valeurs de σ des noeuds, avec des images prises tous les 25.103 pas.
Vers une de´tection re´partie
Nous explorons ici comment exploiter les informations re´colte´es de manie`re re´partie afin
d’e´liminer toute implication d’un acteur central.
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FIG. 3.18 – (a) Re´partition de 103 noeuds sur une topologie 2-D comportant un goulot
d’e´tranglement, (b) Distribution des e´carts types, apre`s 1× 106 pas
Il est d’abord possible de fournir aux noeuds un σideal ainsi qu’une fourchette d’erreur, pour
permettre aux noeuds de de´cider eux-meˆmes de lancer des re´parations s’ils se sentent de´vier de
la valeur cible. Calculer cette valeur σideal ne´cessite de connaıˆtre quelques parame`tres du syste`me
ainsi asservi, tel le nombre de noeuds du syste`me et le degre´ moyen cible´. Ensuite, le calcul de
σideal peut s’effectuer a` l’aide des mode`les mathe´matiques de la section 3.2.5, ou a` l’aide de
simulations.
Les noeuds peuvent aussi de´tecter la pre´sence de clusters en e´changeant leurs tableaux de
temps de passages Ξ. Supposons que deux noeuds a et b e´changent leurs ensembles Ξa et Ξb. Il
est possible d’utiliser le ratio ra→b = σ(Ξa∪Ξb)σ(Ξa) pour de´tecter de manie`re re´partie la pre´sence de
clusters : si a et b sont dans deux clusters diffe´rents, alors l’e´cart type de l’union de leur temps de
passage sera petite par rapport a` leur σ. Le ratio ra→b est bas. Inversement, si a et b sont situe´s
dans le meˆme cluster, le ratio ra→b sera proche de 1 puisque la marche ale´atoire visitera les deux
noeuds dans les meˆmes pe´riodes.
Pour illustrer ce principe, conside´rons un graphe constitue´ de 2 clusters A et B. Une marche
ale´atoire de´marrant dans A reste dans le cluster pendant 2000 sauts, puis passe dans B pour encore
2000 sauts, avant de revenir dans A pour 2000 sauts, ainsi de suite. Un noeud a du cluster A verra
la marche re´gulie`rement dans les pe´riodes [0 : 2000] et [4000 : 6000]. Ainsi ce qui rend σ(Ξa)
grand, c’est la grosse pe´riode d’absence de la marche entre la dernie`re visite du premier intervalle
et la premie`re visite du deuxie`me. Si a re´unit sont tableau avec celui d’un noeud b situe´ dans le
cluster B, et qui a donc vu la marche re´gulie`rement dans l’intervalle [2000 : 4000], cette grosse
pe´riode d’absence disparait, donc σ(Ξa ∪ Ξb) est petit par rapport a` σ(Ξa). Inversement, si b est
dans le cluster A aussi, la pe´riode d’absence de la marche sera la meˆme pour les deux noeuds,
l’union des tableaux n’ame´liorera rien.
L’ope´ration d’union des deux tableaux consiste a` virtuellement fusionner les noeuds : s’ils
appartiennent au meˆme cluster, peu de changements ; s’ils appartiennent a` des clusters diffe´rents,
le « noeud virtuel » devient un pont avec une centralite´ faible.
La figure 3.19 illustre ce phe´nome`ne. A partir de l’exe´cution de l’algorithme sur un graphe de
1000 noeuds, la figure 3.19 repre´sente les valeurs des ratios ra→b pour tous les couples de noeuds.
Dans ce graphe, les 500 premiers noeuds appartiennent au premier cluster, et les 500 derniers au
deuxie`me cluster. Les deux clusters sont relie´s par un pont entre les noeuds d’identite´ 499 et 500.
Sur la figure, la couleur du point (x = 200, y = 800) repre´sente la valeur du ratio r200→800.
Une couleur sombre repre´sente un ratio faible et une couleur claire repre´sente un ratio faible. La
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FIG. 3.19 – Comparaison noeud a` noeud des temps de passage pour un graphe clusterise´
syme´trie de la figure est due a` la syme´trie de l’ope´ration d’union : on a ra→b ≡ rb→a. On observe
que les noeuds du meˆme cluster ont des ratios e´leve´s et les noeuds de clusters diffe´rents ont des
ratios faibles.
Ainsi, a` l’aide d’un me´canisme de sampling (e.g. [VGS05, JGKvS04]), chaque noeud peut
de´tecter si un autre noeud se situe dans son cluster ou pas. Ceci constitue un renseignement
pre´cieux pour d’e´ventuelles ope´rations de re´paration du graphe.
3.3 Conclusion
Nous avons vu deux e´tudes au cours de ce chapitre. Ces deux e´tudes ont e´te´ publie´es dans leurs
versions originales : [MRT09] et [KMST08] (voir la version comple`te [KLMST09]).
La premie`re e´tude a pour objectif de mettre en lumie`re l’impact des couches sous-jacentes
dans les performances d’une application. Cette partie illustre aussi, graˆce au protocole propose´,
que la compre´hension des phe´nome`nes dus a` la couche infe´rieure permet de minimiser leur impact
efficacement. Les contributions de cette partie sont les suivantes :
– Nous proposons un nouveau mode`le de de´faillances. Ce mode`le ne repose pas sur un nombre
maximal de processus pouvant crasher, mais propose de mode´liser plus finement les crashs
dans le temps a` l’aide de la fonction que nous nommons α().
– Nous proposons un algorithme re´parti estimant dynamiquement le nombre de processus
vivants d’un syste`me a` passage de messages base´ sur le mode`le de crashs α(). Ce protocole,
simple, termine toujours et ne ne´cessite pas la connaissance du nombre d’entite´s pre´sentes
dans le syste`me.
– Nous simulons ce protocole sur diffe´rentes topologies. Ces simulations montrent que l’esti-
mation re´alise´e par le protocole est de bonne qualite´.
Ces simulations permettent en outre d’observer le partitionnement de certains re´seaux tre`s
he´te´roge`nes. En effet les configurations mettant en de´faut le protocole sont des re´seau dont
la structure de communication est elle-meˆme de´ja` tre`s clusterise´e : plusieurs grappes re-
groupant des processus communiquant tre`s bien entre eux, relie´es par des liens lents. Dans
ces types de structures, les e´changes d’information locaux, intra-cluster, sont tellement
pre´dominants par rapport aux e´changes d’information inter-clusters, que les processus d’un
cluster donne´ peuvent suspecter tous les processus exte´rieurs a` ce cluster.
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– Enfin, pour re´pondre a` ce constat, nous proposons un nouveau protocole qui ame´liore sen-
siblement les performances (en vitesse de convergence) et la robustesse de l’e´valuation du
nombre de processus vivants dans les re´seaux he´te´roge`nes.
C’est en utilisant l’impact la structure de communication sur une application de´die´e (une
marche ale´atoire permanente) qu’au cours de la deuxie`me partie nous illustrons comment e´tudier
et donner conscience aux noeuds de l’e´tat de la couche sous-jacente qu’ils utilisent. Les contribu-
tions de cette partie sont les suivantes :
– Nous proposons une nouvelle centralite´, c’est-a`-dire une nouvelle mesure de l’importance
d’un noeud dans une topologie donne´e. Cette centralite´, la centralite´ du second ordre, repose
sur l’observation des temps de retour d’une marche ale´atoire et ainsi ne souffre pas des
inconve´nients des autres centralite´s.
A l’aide d’une analyse, nous montrons que cette centralite´ a du sens (i.e. elle permet de
de´tecter les noeuds importants). Dans [LMT09], nous comparons les diffe´rents types de
centralite´s sur un re´seau social type. Les re´sultats montrent que notre centralite´ se comporte
bien, voire mieux que la majorite´ des centralite´s compare´es.
– Nous proposons un protocole entie`rement re´parti permettant a` chaque noeud d’un grand
re´seau d’estimer sa centralite´ du second ordre. Ce protocole repose sur un me´canisme tre`s
simple : une marche ale´atoire parcourt perpe´tuellement le re´seau. Chaque noeud, par l’ob-
servation des temps de passage de cette marche, peut estimer son importance. En particulier,
ce protocole ne ne´cessite aucune centralisation ni horloge synchronise´e.
– A l’aide de simulations, nous montrons que le protocole permet efficacement de calculer la
centralite´ du second ordre. Nous montrons aussi qu’il est possible d’utiliser cet algorithme
pour e´tablir la signature d’un graphe et ainsi identifier le type de graphe que constitue la
structure de communication sous-jacente.
Nous montrons comment il est possible d’employer ce protocole pour identifier des points
chauds de la topologie (i.e. les ponts entre deux clusters). Nous montrons qu’il est aussi
possible pour un noeud, en exploitant les temps de passage de la marche ale´atoire, de savoir
si un autre noeud donne´ au hasard appartient au meˆme cluster que lui ou pas. Cette indication
est tre`s utile pour la re´paration d’une topologie de´ge´ne´re´e.
Enfin, ajoutons que ces deux protocoles peuvent eˆtre comple´mentaires. Rappelons que la fonc-
tion αi() du premier protocole repre´sente le maximum d’entite´s pouvant eˆtre de´connecte´es de i
par unite´ de temps. Or la centralite´ procure´e aux noeuds par le deuxie`me protocole repre´sente la
sante´ de la topologie, ou encore la robustesse de la strucutre de communication. Cette robustesse
a un impact direct sur le nombre d’entite´s pouvant eˆtre de´connecte´es du noeud i. Autrement dit, il
est possible d’alimenter la fonction αi() du premier protocole a` l’aide de la centralite´ σi du noeud
i procure´e par le second protocole.
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Chapitre 4
Exploiter les structures
Dans le chapitre 3, l’objet de notre e´tude e´tait la structure du syste`me : nous avons vu que la
structure d’un syste`me influait de manie`re conside´rable sur les performances d’une application ru-
dimentaire exploitant ce syste`me. Partant de ce constat, nous avons e´tudie´ les manie`res de capturer
cette influence et de la mesurer graˆce a` la centralite´.
Dans cette partie, nous allons changer le regard porte´ sur les structures des syste`mes re´partis. Il
s’agit maintenant de s’en servir en tant qu’outil pour re´aliser l’application de´sire´e dans le syste`me.
En effet, la structure est par de´finition un ensemble de contraintes liant les entite´s. Nous allons voir
comment reposer sur ces contraintes pour construire des solutions.
Pour continuer notre tour d’horizon des syste`mes re´partis, ce chapitre donnera la part belle a`
une adversite´ e´voque´e en introduction : les byzantins. Les byzantins sont un terme ge´ne´rique pour
e´voquer la pre´sence d’un adversaire dans le syste`me, dont le but est faire faillir l’application, ou
faire de´vier le syste`me du comportement souhaite´ par l’administrateur. A l’origine, il s’agit d’une
image employe´e par Leslie Lamport [LSP82] pour introduire un mode`le ou` le crash d’une entite´
ne se traduit pas par l’arreˆt de celle-ci mais par un comportement arbitraire. Afin de re´sister a`
n’importe quel comportement, il faut re´sister au pire des comportements, c’est pourquoi lors de
la mise au point de protocoles re´sistants a` de tels crashs il est commode d’imaginer un adversaire
puissant et bien informe´.
Par la suite, avec le de´veloppement de re´seaux plus ouverts (re´seaux pair-a`-pair, re´seaux de
capteurs), de nouveaux types de comportements de´viants sont apparus, ce qui a mene´ a` diffe´rentes
de´finitions de l’adversite´ pouvant apparaıˆtre dans ces re´seaux. Dans cette section, nous allons ainsi
voir deux types d’adversite´ :
– Dans la premie`re e´tude, nous supposons un adversaire byzantin classique : cet adversaire
posse`de une connaissance illimite´e, une capacite´ de calcul presque illimite´e. Cet adversaire
posse`de t entite´s qu’il peut controˆler a` sa guise, avec pour objectif d’empeˆcher les n − t
unite´s correctes du syste`me de se mettre d’accord (c’est-a`-dire exe´cuter un consensus).
– La deuxie`me e´tude porte sur les re´seaux de capteurs. A ce titre, les entite´s composant les
re´seaux sont faibles et limite´s : elles ont peu de capacite´ de calcul, peu de me´moire et peu
d’e´nergie pour calculer et e´mettre des messages. Dans ce contexte, le mode`le classique de
l’adversaire byzantin est beaucoup trop fort. Nous utilisons donc un mode`le d’adversite´ af-
faibli : nous supposons par exemple qu’il n’existe pas un unique adversaire controˆlant toutes
les entite´s, mais plutoˆt que chaque entite´ est un adversaire. Nous supposons de plus que ces
entite´s ennemies ne collaborent pas. Dans cette e´tude, nous tentons de permettre aux entite´s
de forger des cle´s afin de communiquer de manie`re se´curise´e, malgre´ des communications
facilement interceptables.
Pour parvenir a` nos fins, nous allons dans les deux cas utiliser les structures propose´es par
les mode`les du syste`me. Ici a` nouveau, les entite´s sont discrimine´es selon leur capacite´ a` com-
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muniquer, ce qui engendre une structure (la structure forme´e par les relations de communication
privile´gie´es). Les motifs de discrimination sont diffe´rents dans les deux e´tudes :
– Dans la premie`re e´tude, nous sommes dans un syste`me partiellement asynchrone. Ainsi,
chaque processus peut envoyer un message a` tous les autres, mais ce message n’arrivera pas
force´ment a` temps a` destination ; le cas e´che´ant il sera ignore´ par le destinataire. Afin de
parvenir au consensus (un proble`me fondamental d’accord qui sera de´fini formellement par
la suite), la proprie´te´ que le syste`me doit ve´rifier est qu’un processus au moins aura au bout
d’un certain temps des communications synchrones avec une partie du reste du syste`me.
C’est donc a` ce titre une contrainte sur la structure des e´changes d’informations que nous
utilisons pour baˆtir notre solution.
– Dans la deuxie`me e´tude, le syste`me est synchrone et les processus sont discrimine´s par
leurs interlocuteurs : chaque processus ne peut communiquer qu’avec une petite sous-partie
du syste`me. Nous allons utiliser les particularite´s du graphe de communications pour per-
mettre a` certains noeuds du syste`me d’e´changer des donne´es de manie`re se´curise´e. Nous
verrons que dans ce cas, les proprie´te´s que la structure doit garantir sont locales : la commu-
nication se´curise´e est possible dans tous les endroits ou` la structure a localement les bonnes
proprie´te´s.
4.1 Consensus byzantin dans un re´seau tre`s asynchrone
Dans cette section nous allons pre´senter et prouver un protocole re´alisant le consensus dans
un syste`me asynchrone compose´ de n processus. Parmi ces n processus, t peuvent exhiber un
comportement byzantin, c’est-a`-dire qu’ils peuvent se comporter arbitrairement.
4.1.1 Motivation
Dans un syste`me re´parti, un processus est dit correct si son comportement suit sa spe´cification
durant toute l’exe´cution. Un processus peut aussi de´vier de sa spe´cification de diffe´rentes manie`res.
Cette de´rive peut eˆtre un simple arreˆt, c’est-a`-dire qu’a` partir d’un certain point le processus stoppe
toute exe´cution et ne fait plus rien, il se bloque. On parle alors de mode`le de de´faillance crash-
stop. Un processus peut de´river de sa spe´cification en exhibant un comportement qui n’est pas
celui demande´. On parle alors de comportement byzantin. Ce comportement peut eˆtre cause´ par de
multiple raisons. Les plus fre´quemment e´voque´es sont :
La capture Un des processus a e´te´ pirate´ par des personnes mal intentionne´es. Ces personnes ont
change´ le code exe´cute´ par le processus par un code de leur choix. L’inconve´nient ici est
que l’adversaire a acce`s aux donne´es de´ja` contenues dans l’entite´ (telles des cle´s cryptogra-
phiques par exemple).
Les erreurs humaines Le champ est large : d’une erreur de programmation a` une erreur de confi-
guration ou de de´ploiement [Joh03].
Les erreur « transitoires » Il s’agit ici d’erreurs hardware provoque´es par exemple par des
sources de rayonnement, ou encore par des interfe´rences e´lectriques. Ces erreurs peuvent
corrompre par exemple un bit de me´moire et amener le processus a un comportement
comple`tement diffe´rent du comportement pre´vu initialement.
Il est important d’observer que le mode`le de de´faillances byzantin est beaucoup plus ge´ne´ral que le
mode`le de de´faillance classique (un byzantin peut, entre autres, se comporter comme un processus
crashe´ du mode`le crash-stop, alors que le contraire est faux). Ainsi le mode`le byzantin signifie que
les processus peuvent crasher de n’importe quelle manie`re.
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Nous nous inte´ressons ici a` un proble`me de la famille des proble`mes d’accord : le consen-
sus. Dans ce proble`me, tous les processus proposent une valeur, et tous les processus corrects
doivent ine´luctablement de´cider (proprie´te´ de terminaison) la meˆme valeur (proprie´te´ d’accord),
qui doit eˆtre une valeur propose´e (proprie´te´ de validite´). Ce proble`me, dont la de´finition est par-
ticulie`rement simple, est un proble`me fondamental de l’informatique re´partie puisqu’il abstrait
beaucoup de proble`mes d’accord. Comme nous l’avons de´ja` vu, [FLP85] prouve que ce proble`me
n’a pas de solution dans un syste`me asynchrone de`s que le moindre processus peut crasher. Il
faut alors enrichir le mode`le du syste`me re´parti avec des hypothe`ses supple´mentaires pour pou-
voir re´soudre le consensus. Parmi les multiples types d’enrichissement propose´s, citons l’ajout
de synchronie [DLS88], l’abandon d’une solution de´terministe pour une solution probabiliste
[BCBT96, Rab83] et l’emploi de de´tecteurs de de´faillances [CT96]. Ces enrichissements per-
mettent de re´soudre le consensus malgre´ l’asynchronie et les de´faillances. Notons que dans le
cas du consensus byzantin, nous utilisons la proprie´te´ de validite´ suivante : si tous les processus
corrects proposent la meˆme valeur v, alors seule v peut eˆtre de´cide´e.
4.1.2 Travaux connexes
Nous avons vu qu’il fallait enrichir les syste`mes asynchrones pour pouvoir re´soudre le
consensus en pre´sence de crashs. Cette approche est abstraite par la de´finition de de´tecteurs de
de´faillances [CT96]. Un de´tecteur de de´faillances est un oracle donnant des indications sur quels
processus ont crashe´. Ces indications peuvent eˆtre fausses. La quasi-totalite´ des imple´mentations
des de´tecteurs de de´faillances conside`re qu’ine´luctablement le syste`me se comporte de manie`re
synchrone (i.e. l’asynchronie n’est que transitoire). Plus pre´cise´ment, ils emploient des syste`mes
dits partiellement synchrones [CT96] qui sont une ge´ne´ralisation des mode`les propose´s dans
[DLS88].
Les syste`mes partiellement synchrones sont l’objet de la majorite´ des travaux sur le
consensus byzantin [ADGFT06, CL99, KMMS97, DGG02, DGV05, MA06]. Les articles
[KMMS97, DGG02, DGGS99] sont consacre´s a` la re´alisation d’un de´tecteur de mutisme : il s’agit
d’un de´tecteur de de´faillance permettant de diffe´rencier un processus byzantin muet (ne re´pondant
pas) d’un processus correct mais lent. Le protocole propose´ dans [FMR05] utilise directement un
de´tecteur de de´faillances ine´luctablement parfait. Les protocoles a` la Paxos [BDFG03, MA06]
e´tablissent en premier lieu un leader avant de re´soudre le consensus ou d’imple´menter un
automate. Enfin, [DGV05, Lam06] e´tablissent des bornes basses par rapport a` la tole´rance aux
de´faillances et a` la rapidite´ de de´cision. [DGV05] propose un algorithme ge´ne´rique parame´trable :
avec ou sans authentification, de´cision rapide ou tre`s rapide. Ces deux articles associent aux
processus 3 roˆles : les « proposeurs », les « apprenants » et les « accepteurs » (un processus peut
jouer plusieur roˆles).
Pour un syste`me compose´ de n processus partiellement synchrones parmi lesquels au plus t
peuvent crasher, de nombreux mode`les [HMSZ55, ADGFT04] tentent de restreindre l’hypothe`se
de synchronie ine´luctable a` une sous-partie de l’ensemble des processus et du re´seau de com-
munication. Ceci diffe´rencie ces travaux des approches cite´es plus haut ou` tout le syste`me e´tait
sense´ remplir cette hypothe`se. Ici, un lien est dit synchrone au temps τ si un message envoye´ a`
l’instant τ est rec¸u avant l’instant τ + δ. La borne δ n’est pas connue et n’est valable qu’apre`s
un temps inconnu τGST (pour temps global de stabilisation, ou Global Stabilization Time). Un
lien est dit ine´luctablement synchrone s’il est synchrone pour tout τ ≥ τGST . Le mode`le propose´
dans [ADGFT04] suppose qu’au moins un processus correct a t liens sortants ine´luctablement syn-
chrones. Un tel processus est appele´ une ⋄t-source (le ⋄ de´note le caracte`re ine´luctable). Le mode`le
conside´re´ dans [HMSZ55] suppose un syste`me avec une primitive de diffusion et au moins un pro-
cessus correct ayant t liens bidirectionnels e´ventuellement synchrones, mais ces t liens peuvent
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eˆtre « mobiles », c’est-a`-dire que l’ensemble des t processus implique´s dans ces liens peut chan-
ger. Ces deux mode`les ne sont pas comparables [HMSZ55]. Dans un tel mode`le, [ADGFT04]
prouve qu’une ⋄t-source est ne´cessaire et suffisante pour re´soudre le proble`me.
Dans le contexte ou` les t processus peuvent exhiber un comportement byzantin, Aguilera et al.
[ADGFT06] proposent un mode`le avec de faibles hypothe`ses concernant la synchronie permettant
de re´soudre le consensus. Ce mode`le suppose qu’il existe au moins un processus correct dont tous
les liens sortants et entrants sont ine´luctablement synchrones (on parle alors de ⋄ bisource). Leur
protocole ne ne´cessite pas d’authentification, mais utilisent des proce´dure de communication tre`s
couˆteuses : elles sont similaires au broadcast cohe´rent et au broadcast authentifie´ [ST84]. Leur
protocole consiste en une se´rie de rondes, chaque ronde comportant 10 e´tapes de communication
et une complexite´ en messages de Ω(n3). Enfin, notons qu’une autre approche consiste a` construire
un de´tecteur d’erreurs transitoires [BDDT07]: l’objectif est de de´tecter une source comportement
byzantin afin de l’empeˆcher d’interfe´rer ensuite avec le reste du syste`me.
Dans cette partie, nous proposons un mode`le ou` les processus sont ine´luctablement synchrones
et ou` les communications sont partiellement synchrones : nous supposons que seule une par-
tie des liens du syste`me est ine´luctablement synchrone. Nous sommes ainsi dans un mode`le
plus fort que le mode`le asynchrone mais plus faible que le mode`le ine´luctablement synchrone
[DLS88] ou le consensus byzantin peut eˆtre re´solu si t < n/3 (avec ou sans authentifications).
Ce mode`le est de´crit par la notion de bisource ine´luctable de taille x (i.e. x liens entrants et sor-
tants ine´luctablement synchrones). L’ine´luctable bisource utilise´e dans [ADGFT06] a une taille
maximale (x = n − 1). Informellement, une x-bisource est un processus correct ayant x voisins
privile´gie´s (i.e. avec des e´changes bidirectionnels synchrones) au lieu de n − 1 pour la bisource
traditionnelle.
Dans ce mode`le avec authentification et une ⋄2t-bisource nous proposons un protocole
re´solvant le consensus byzantin. Pour cela nous supposons que le nombre de processus byzantins
t est strictement infe´rieur a` n/3, ce qui est la borne basse du consensus byzantin [DLS88]. Le
protocole propose´ est tre`s simple en comparaison aux autres protocoles a` la Paxos. De plus, dans
les bonnes configurations la de´cision est prise en 5 e´tapes de communications inde´pendamment
du comportement des byzantins. Une bonne configuration est une configuration ou` le premier
coordinateur (ce roˆle sera pre´cise´ par la suite) est une ⋄2t-bisource.
Cette proprie´te´ est tre`s inte´ressante puisque dans les configurations normales, la plupart des
syste`mes ont des comportement synchrones (les chances que le premier coordinateur soit une ⋄2t-
bisource sont ainsi fortes) et les pannes sont rares (le premier coordinateur est souvent correct).
Notre protocole termine de`s qu’une partie du syste`me posse`de les proprie´te´s d’une ⋄2t-bisource.
Dans ce sens le protocole « attend » que le re´seau de communication sous-jacent ait la bonne
structure (celle qui permet au coordinateur d’imposer sa valeur a` suffisamment d’autres processus)
avec la garantie de ne pas de´cider a` tort si cette structure n’est pas pre´sente. Lorsqu’elle se pre´sente,
la structure assure la bonne diffusion de la valeur du coordinateur, ce qui permet aux noeuds
corrects de de´cider en tout se´curite´.
4.1.3 Mode`le de calcul et de´finition du proble`me
Mode`le
Le mode`le utilise´ est inspire´ du mode`le partiellement synchrone de´crit dans [DLS88]. Il est
constitue´ d’un ensemble fini Π de n processus (n > 1) comple`tement connecte´s. On pose Π =
{p1, . . . , pn}. Jusqu’a` t processus peuvent exhiber un comportement byzantin. Un tel processus
peut se comporter de manie`re arbitraire, inde´pendamment du code et du comportement pre´vu
initialement par le concepteur du syste`me. Il s’agit a` ce titre du pire mode`le de de´faillance : un
byzantin peut tomber en panne et s’arreˆter, commencer dans un e´tat arbitraire, envoyer des valeurs
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diffe´rentes a` diffe´rents noeuds, etc. Un processus ayant un comportement byzantin est dit crashe´.
Sinon il est correct.
Le re´seau de communication est fiable dans le sens ou` un message envoye´ par un processus
correct a` un autre processus correct est rec¸u une unique fois en un temps fini. Les messages ne
sont pas alte´re´s et le re´cepteur connaıˆt l’identite´ de l’e´metteur : nous utilisons des liens authentifie´s
asynchrones. D’apre`s [HMSZ55], en utilisant certaines techniques [ACK+97, BCBT96], un tel
re´seau de communication peut eˆtre construit a` partir d’un re´seau constitue´s de liens « fair lossy »,
c’est-a`-dire des liens ayant des pertes mais ou` un message envoye´ une infinite´ de fois sera rec¸u une
infinite´ de fois.
Chaque processus exe´cute un algorithme constitue´ d’une se´rie d’e´tapes atomiques (envoyer
un message, recevoir un message, effectuer un calcul local). Nous supposons que les processus
sont partiellement synchrones : chaque processus correct effectue au moins une e´tape toutes les θ
e´tapes du processus le plus rapide (θ n’est pas connu). Comme dans [DLS88], le temps est mesure´
en nombre d’e´tapes effectue´es par le processus le plus rapide. En particulier, la borne (inconnue)
sur les temps de transfert des messages, δ, est telle que n’importe quel processus peut effectuer au
plus δ e´tapes alors qu’un message synchrone est en transit. De cette fac¸on, nous pouvons utiliser le
comptage d’e´tapes locales comme mesure de temps pour l’attente des messages. Nous de´finissons
maintenant formellement la bisource (a` partir de la de´finition de [KMMS97]) :
Definition 1 Un lien d’un processus p a un processus q est dit synchrone au temps τ si 1) aucun
message envoye´ par p a l’instant τ n’est rec¸u par q apre`s l’instant τ + δ, ou 2) si q n’est pas
correct.
Definition 2 Un processus p est une x-bisource a` l’instant τ si
– p est correct
– Il existe un ensemble X contenant x processus tel que pour tout processus q de X les liens
de p vers q et de q vers p sont synchrones a` l’instant τ . Les processus de X sont dits voisins
privile´gie´s de p.
Definition 3 Un processus p est une ⋄x-bisource s’il existe un instant τ tel que pour tout instant
τ ′ ≥ τ , p est une x-bisource a` l’instant τ ′.
Notre mode`le suppose l’existence de moyens d’authentification. Un processus byzantin peut
disse´miner une valeur fausse (i.e. diffe´rente de celle qu’il aurait envoye´ s’il e´tait correct). Afin
de pre´venir une telle disse´mination, le protocole utilise des certificats : ce sont des signatures
au niveau applicatif (de type cryptographie a` cle´ publique, comme les signatures RSA). Une
imple´mentation simple consiste a` inclure un ensemble de messages signe´s comme certificat. Pre-
nons le cas d’un processus p souhaitant relayer la valeur v rec¸ue d’un processus q. Le processus q
signe son message et l’envoie a` p. Le processus p peut pre´tendre ne pas avoir rec¸u la valeur de q (ce
n’est pas ve´rifiable) mais s’il relaie une valeur, c’est ne´cessairement la valeur signe´e par q. Ceci
suppose que nos processus byzantins ne sont pas capables de falsifier les signatures. Supposons
maintenant que p doive relayer a` tous les processus la valeur qu’il a rec¸ue majoritairement (parmi
toutes les valeurs rec¸ues). Le certificat que p joint consiste en l’ensemble des messages signe´s
qu’il a rec¸u (de manie`re a` ce que chaque processus puisse ve´rifier que p a bien envoye´ la valeur
majoritaire).
Un certificat pour un message m envoye´ par p contient au moins (n − t) messages rec¸us par
p, tels que ces messages ont amene´ p a` envoyer m selon le protocole. Ces certificats n’empeˆchent
pas le comportement byzantin : comme dans beaucoup de syste`mes asynchrones, lors des e´changes
ge´ne´ralise´s (tout le monde e´change avec tout le monde), un processus attend au plus n−tmessages
(sinon il risque de se bloquer inde´finiment, voir section 3.1.1). Deux ensembles diffe´rents de n− t
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valeurs peuvent contenir diffe´rentes valeurs majoritaires (majorite´ relative), chacune certifiable.
Ainsi un processus byzantin recevant plus de (n − t) messages peut envoyer diffe´rentes valeurs
majoritaires certifie´es a` diffe´rents processus.
Le consensus
Nous avons pre´sente´ informellement le consensus dans l’introduction. Nous conside´rons la
version multivalue´e du consensus : les processus peuvent proposer des valeurs v d’un ensemble V
dont le cardinal n’est pas borne´ (par opposition au consensus binaire ou` |V | = 2). Chaque pro-
cessus pi propose une valeur vi et tous les processus corrects doivent ine´luctablement de´cider une
valeur v en relation avec l’ensemble des valeurs propose´es. Notons qu’il est ne´cessaire d’adap-
ter la de´finition du proble`me au contexte byzantin : il est par exemple impossible d’exiger qu’un
processus byzantin de´cide une valeur puisqu’il agit arbitrairement et donc de´cide ce qu’il veut.
De meˆme, la notion de « valeur propose´e » n’a plus de sens puisqu’un processus byzantin peut
proposer des valeurs diffe´rentes a` des processus diffe´rents. Ainsi, nous de´finissons le proble`me du
consensus dans ce contexte par les trois proprie´te´s suivantes :
Terminaison Tous les processus corrects de´cident ine´luctablement
Accord Tous les processus corrects de´cident la meˆme valeur
Validite´ Si tous les processus corrects proposent la meˆme valeur v, alors seule v peut eˆtre de´cide´e.
4.1.4 Le protocole
Nous allons ici pre´senter le protocole dont le code est donne´ a` la figure 4.1. Il est compose´ de
4 phases dont nous allons donner l’intuition.
Chaque processus pi maintient une variable locale esti qui contient l’estimation courante de la
valeur de´cide´e. La phase d’initialisation (lignes 1-3) consiste en une phase d’e´change globale (tous
vers tous) permettant aux processus de positionner esti a` une valeur qu’ils auraient e´ventuellement
rec¸ue (n− 2t) fois. Cette phase n’utilise pas les certificats puisque c’est la premie`re phase : il n’y
a pas de communication ante´rieure a` prouver. Si pi n’a pas rec¸u (n − 2t) fois la meˆme valeur, il
initialise esti a` vi, la valeur qu’il propose. Cette phase permet d’e´tablir la proprie´te´ de validite´ du
consensus puisque si tous les processus corrects proposent la meˆme valeur v, tous le processus
vont recevoir cette valeur au minimum (n − 2t) fois, et v sera la seule valeur pouvant eˆtre rec¸ue
n − 2t fois et donc la seule valeur certifie´e. A partir de la ligne 5, tous les messages e´change´s a`
chaque phase sont signe´s, et incluent comme certificat (n − t) messages rec¸us par le processus a`
la phase pre´ce´dente.
Concernant la validite´ des messages, nous supposons que chaque processus posse`de un de´mon
filtrant les messages rec¸us, par exemple les messages duplique´s (ne´cessairement issus de processus
byzantins puisque les autres processus sont corrects et sont relie´s par des canaux fiables). Le de´mon
filtre aussi les messages dont la syntaxe n’est pas correcte, ainsi que les messages dont le certificat
n’est pas valide ou ne concorde pas.
Apre`s la phase d’initiation, le protocole est constitue´ d’une se´quence de rondes conse´cutives.
Chaque processus maintient une variable locale ri initialise´e a` 0. Chaque ronde est coordonne´e par
un processus pc pre´de´termine´ (par exemple, c = r mod n). Cette technique dite du coordinateur
tournant est classique. Chaque ronde est constitue´e de 4 phases de communication.
La premie`re phase d’une ronde r est de´crite par les lignes 5− 7. Chaque processus de´marrant
une ronde (y compris le coordinateur) envoie en premier son estimation (avec le certificat associe´)
au coordinateur (pc) de la ronde courante a` l’aide d’un message Query et arme un temporisa-
teur a` la dure´e ∆i[c]. ∆i est un tableau de dure´es maintenues par pi : lorsqu’un temporisateur
expire avant la re´ception par pi de la re´ponse d’un processus pj , ∆i[j] est incre´mente´. Cela permet
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d’ine´luctablement atteindre la borne haute de temps de transit d’un message entre pi et pj s’ils
sont des voisins privile´gie´s. De plus, ceci e´vite que pi se bloque en attendant (ligne 6) le mes-
sage d’un coordinateur crashe´. Lorsque le coordinateur d’une ronde r rec¸oit un message Query
valide contenant une estimation est pour la premie`re fois a` la ligne 19, il envoie un message
Coord(r, est) a` tous les processus.
Le message Coord est envoye´ a` partir d’une autre taˆche paralle`le puisque le coordinateur
c d’une ronde r pourrait eˆtre bloque´ dans une ronde ante´rieure. Le temps pour c d’arriver a` la
bonne ronde et le temporisateur du processus ayant e´mis le message Query aura expire´. Ainsi
le processus coordonnant une ronde re´agit de`s qu’il rec¸oit la requeˆte associe´e, meˆme s’il est lui-
meˆme encore dans une ronde pre´ce´dente. Le processus coordinateur re´agit en e´mettant la valeur
estime´e rec¸ue dans la requeˆte a` tous les processus du syste`me.
Le coordinateur peut exhiber trois comportements :
– Si le coordinateur est une 2t-bisource, il a 2t voisins privile´gie´s parmi lesquels au moins t
processus sont corrects. Le cas e´che´ant, il y a donc (t+1) processus corrects en possession
de la valeur du coordinateur (les t voisins corrects privile´gie´s et le coordinateur lui-meˆme).
Ces processus positionnent leur variable aux a` v (avec v 6=⊥, ⊥ e´tant la valeur par de´faut,
qui n’est pas proposable).
– Si au contraire le coordinateur est byzantin, il peut soit ne rien envoyer, soit envoyer
diffe´rentes valeurs certifie´es a` diffe´rents processus (dans un tel cas nous verrons qu’il faut
qu’aucune de ces valeurs n’ait e´te´ de´cide´e a` la ronde pre´ce´dente).
– Si le coordinateur n’est ni byzantin, ni une bisource suffisante, les phases suivantes du pro-
tocole assurent que les processus corrects du syste`me se comportent de manie`re cohe´rente.
Soit aucun processus ne de´cide, soit certains de´cident une valeur v, mais alors ce sera la seule
valeur certifiable aux rondes suivantes, interdisant aux byzantins l’introduction de nouvelles
valeurs.
La deuxie`me phase d’une ronde r (lignes 8 − 10) tente d’e´tendre la porte´e de la 2t-bisource.
Dans cette phase, tous les processus relaient la valeur certifie´e obtenue du coordinateur, ou ⊥ s’ils
n’ont rien rec¸u du coordinateur. Chaque processus attend au moins (n− t) messages valides (dont
la valeur est stocke´e dans l’ensemble Vi). Si le coordinateur est une 2t-bisource, alors au moins
(t + 1) processus corrects posse`dent la valeur du coordinateur : tous les processus corrects sont
donc maintenant en possession de la valeur du coordinateur dans ce cas (puisque chaque processus
manque au maximum t messages). Cette phase n’a pas d’effet sinon. La condition (Vi − {⊥} =
{v}) de la ligne 10 sert a` s’assurer qu’il n’existe plus qu’une seule valeur non-⊥ dans Vi. Cette
valeur est alors stocke´e dans auxi.
La troisie`me phase d’une ronde r (lignes 11−13) n’a pas d’effet si le coordinateur est correct.
Cette phase est utile dans le cas d’un coordinateur byzantin : dans ce cas diffe´rents processus cor-
rects peuvent avoir leur variable aux a` diffe´rentes valeurs (puisque le coordinateur byzantin peut
certifier diffe´rentes valeurs). La phase 3 est un filtre, puisqu’a` la fin de cette phase, au plus une va-
leur non-⊥ peut eˆtre conserve´e dans les variables aux. Cette phase consiste en un e´change global,
ou` chaque processus collecte au minimum (n − t) messages. Si tous ces messages contiennent la
meˆme valeur v alors auxi = v, sinon auxi =⊥.
La quatrie`me phase d’une ronde r est la phase de de´cision (lignes 14 − 17). L’objectif est
d’assurer que la proprie´te´ d’accord n’est jamais viole´e. A cette phase, si un processus correct
de´cide v alors v sera la seule valeur certifiable du syste`me pour les rondes suivantes. Apre`s un
e´change global, chaque processus collecte a` nouveau au minimum (n− t) messages valides qu’il
stocke dans Vi. Si l’ensemble Vi contient (n − t) fois la valeur v, alors pi de´cide v. En effet,
parmi ces (n − t) valeurs, t + 1 sont envoye´es par des processus corrects. Puisqu’il n’existe plus
qu’une valeur certifiable, cela veut dire que tous les processus corrects ont rec¸u au moins une fois
la valeur v. Avant de de´cider cependant, le processus envoie un message signe´ DEC contenant la
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Function Consensus(vi)
Init: ri ← 0; ∆i[1..n]← 1;
Task T1: % basic task %
——————————————————- init phase ———————————————————–
1: send INIT(vi) to all;
2: wait until
`
INIT messages received from at least (n− t) distinct processes
´
;
3: if
`
∃v : received at least (n− 2t) times
´
then esti ← v else esti ← vi endif;
repeat forever
4: c← (ri mod n) + 1; ri ← ri + 1;
—————————————————- round ri ———————————————————–
5: send QUERY(ri, esti) to pc; set timer(∆i[c]);
6: wait until
`
COORD(ri, est) received from pc or time-out
´
store value in auxi; % else ⊥%
7: if (timer times out)) then ∆i[c]← ∆i[c] + 1 else disable timer endif;
8: send RELAY(ri, auxi) to all;
9: wait until
`
RELAY(ri, ∗) received from at least (n− t) distinct processes) store values in Vi;
10: if (Vi − {⊥} = {v}) then auxi ← v else auxi ← ⊥ endif;
11: send FILT1(ri, auxi) to all;
12: wait until
`
FILT1(ri, ∗) received from at least (n− t) distinct processes) store values in Vi;
13: if (Vi = {v}) then auxi ← v else auxi ← ⊥ endif;
14: send FILT2(ri, auxi) to all;
15: wait until
`
FILT2(ri, ∗) received from at least (n− t) distinct processes) store values in Vi;
16: case (Vi = {v}) then send DEC(v) to all; return(v);
17: (Vi = {v,⊥}) then esti ← v;
18: endcase;
————————————————————————————————————————–
end repeat
Task T2: % coordination task %
19: upon receipt of QUERY(r, est) for the first time for round r: send COORD(r, est) to all;
Task T3:
20: upon receipt of DEC(est): send DEC(est) to all; return(est);
FIG. 4.1 – Protocole de consensus byzantin (suppose une ✸2t-bisource)
valeur de´cide´e et son certificat. Cela e´vite aux autres processus de se bloquer a` la ronde suivante
parce que certains processus ont de´ja` de´cide´. Lorsqu’un processus rec¸oit un message DEC a` la
ligne 20, il le relaie a` tous les autres et de´cide. L’envoi des messages DEC peut eˆtre vue comme
une imple´mentation du reliable broadcast.
4.1.5 Correction du protocole
Nous allons ici prouver formellement les proprie´te´s du protocole. Nous appellerons e´change
global la combinaison d’un envoi ge´ne´ralise´ (envoi a` tous les processus du syste`me), suivi d’une
collecte par tous les processus. Chaque processus correct collecte (n − t) messages puisque seuls
les processus byzantin peuvent eˆtre muets. Il y a 4 e´changes globaux : lignes 1− 2, 8− 9, 11− 12
et 14− 15.
Lemme 1 Soit Vi et Vj deux ensembles collecte´s par deux processus corrects pi et pj apre`s un
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e´change global. Ne´cessairement on a
Vi ∩ Vj 6= ∅
Preuve Par contradiction, on suppose Vi ∩ Vj = ∅. Soit S l’ensemble des messages envoye´s a` pi
et pj . On a |S| = |Vi|+ |Vj |. Donc |S| = 2× (n − t) puisque chaque processus attend au moins
(n − t) messages. Soit f le nombre effectif de byzantins (f ≤ t). On a donc n − f processus
corrects envoyant ne´cessairement le meˆme message a` pi et pj et f processus byzantins pouvant
envoyer des messages diffe´rents a` nos deux processus.
On a donc |S| ≤ (n − f) + 2 × f = (n + f) et ainsi |S| ≤ (n + t). Or |S| ≥ 2 × (n − t),
d’ou` (n+ t) ≥ 2× (n− t), d’ou` n ≤ 3t ce qui est une contradiction puisque n > 3t. ✷Lemme
Lemme 2 Apre`s l’e´change global lignes 11− 12, au plus une valeur non-⊥ peut eˆtre certifie´e.
Preuve Soit une exe´cution ou` un processus pi collecte seulement des messages contenant la valeur
v. Le processus pi garde la valeur v, et les messages collecte´s sont le certificat de v. D’apre`s le
lemme 1, deux ensembles collecte´s s’intersectent force´ment, donc il n’est pas possible d’exhiber
un autre ensemble de (n − t) valeurs w : aucune autre valeur ne peut eˆtre certifie´e. ✷Lemme
Corollaire 3 Si un processus de´cide v durant une ronde, alors seule la valeur v peut eˆtre de´cide´e
dans la ronde ou les rondes suivantes.
Preuve Conside´rons le premier e´change de message qui a mene´ pi a` de´cider une valeur certifie´e
v. pi n’a donc rec¸u que des valeurs v certifie´es. D’apre`s le lemme 2, v est la seule valeur certifie´e,
donc les messages transportent soit v soit ⊥. D’apre`s le lemme 1, on a ∀j, Vi ∩ Vj 6= ∅. Puisque
pi n’a rec¸u que des v, ne´cessairement chaque processus correct a rec¸u au moins une valeur v. Si
ce processus de´cide, alors il de´cide v, sinon v sera la seule valeur certifiable pour les prochaines
rondes. ✷Corollaire
The´ore`me 9 Accord : Il n’existe pas deux processus de´cidant diffe´remment.
Preuve Si un processus de´cide ligne 20, il de´cide une valeur certifie´e de´ja` de´cide´e par un autre
processus. Conside´rons la premie`re ronde ou` un processus de´cide ligne 16. D’apre`s le corollaire
3, si un processus de´cide durant la meˆme ronde, alors il de´cide la meˆme valeur. La seule valeur
justifiable pour les rondes suivantes est v, donc tous les processus de´cident v. ✷The´ore`me
Lemme 3 Si aucun processus ne de´cide durant une ronde r′ ≤ r alors tous les processus com-
mencent la ronde r + 1.
Preuve Observons d’abord que graˆce aux temporisateurs, aucun processus correct ne peut rester
bloque´ dans la phase initiale.
Par contradiction, supposons qu’aucun processus ne de´cide a` une ronde r′ ≤ r, ou` r est le plus
petit nume´ro de ronde ou` un processus correct pi bloque inde´finiment. Le processus pi est bloque´
a` la ligne 9,12 ou 15.
Si pi est bloque´ a` la ligne 9, premie`re ligne ou` un processus correct peut bloquer, pendant la
premie`re ronde ou` un processus bloque, cela veut dire que tous les processus corrects ont exe´cute´
la ligne 8. Il y a donc au moins (n− t) messages d’envoye´s. Puisque la communication est fiable,
les messages envoye´s arrivent ine´luctablement, donc pi rec¸oit ine´vitablement (n − t) messages,
donc n’est pas bloque´.
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Si pi est bloque´ a` la ligne 12, de la meˆme manie`re puisque aucun processus correct ne bloque
a` la ligne 9, tous les processus exe´cutent la ligne 11, donc pi ne peut pas bloquer a` la ligne 12.
Idem pour la ligne 15. Donc pi n’est pas bloque´ et s’il ne de´cide pas, il commence la ronde
suivante. ✷Lemme
The´ore`me 10 Terminaison : S’il existe une ⋄2t-bisource dans le syste`me, alors tous les processus
corrects de´cident ine´luctablement.
Preuve Si un processus correct de´cide, graˆce aux messages DEC de la ligne 16, tous les processus
corrects vont recevoir ce message et de´cider (ligne 20).
Supposons donc qu’aucun processus ne de´cide. Par hypothe`se, il existe un temps τ apre`s lequel
il existe un processus px qui est une 2t-bisource. Puisque aucun processus ne de´cide, le temps
du temporisateur est continuellement augmente´ (ligne 7), jusqu’a` de´passer la borne du temps de
communication du syste`me. Il existe donc un temps τ ′ apre`s lequel les temporisateurs des voisins
privile´gie´s de px n’expirent plus. Soit r la premie`re ronde apre`s τ ′ qui est coordonne´e par px. Par
hypothe`se puisque aucun processus ne de´cide et d’apre`s le lemme 3, tous les processus corrects
commencent la ronde r.
Tous les processus corrects (plus peut-eˆtre des byzantins) commenc¸ant la ronde r envoient un
message Query a` px (ligne 5). Lorsque le coordinateur px de la ronde r rec¸oit le premier message
(ligne 19), il envoie un message Coord. Si l’on conside`re un processus correct pi voisin privile´gie´
de px, ce message Coord est envoye´ au plus tard lorsque px rec¸oit le message Query de pi, donc
aucun voisin privile´gie´ correct de px ne rate le message de px.
Dans le pire cas, il y a les t byzantins parmi les 2t + 1 voisins privile´gie´s de px. La valeur v
de px est donc relaye´ au moins t + 1 fois (ligne 8) par ses voisins corrects privile´gie´s. Puisque
chaque processus collecte (n− t) messages au minimum (donc en perd au maximum t), la valeur
du coordinateur est disse´mine´e a` tous les processus. Il est important d’insister ici sur le fait que
meˆme les processus byzantins ne peuvent pas mentir sur le fait qu’ils ont rec¸u la valeur de px ligne
10 puisque tout ensemble de n− t messages contient au moins une valeur v.
Au cours de la troisie`me phase (ligne 11−13), tous les processus e´mettant un message e´mettent
v (les byzantins peuvent rester muets ou envoyer la valeur v). Donc tous les processus ont leur
variable aux a` v ligne 13. Ainsi tous les processus e´mettant un message certifie´ e´mettent v ligne
14. On peut donc conclure que tous les processus corrects de´cident v a` la ligne 16. ✷The´ore`me
The´ore`me 11 Validite´ : si tous les processus proposent v, alors seule v peut eˆtre de´cide´e.
Preuve Soit v la seule valeur propose´e par les processus corrects. v est donc envoye´e au moins
(n − t) fois ligne 1. Tous les processus rec¸oivent donc v au moins (n − 2t) fois ligne 3. Les
byzantins peuvent au pire proposer la meˆme valeur t fois et, puisque n > 3t, t < n − 2t donc v
est la seule valeur certifie´e. ✷The´ore`me
4.1.6 Remarques
Nous allons maintenant faire quelques remarques sur le protocole pre´sente´ ci-dessus.
Minimalite´
Un processus attendant la valeur d’un coordinateur vivant mais possiblement byzantin est face
a` un dilemme : attendre ou ne pas attendre. S’il attend mais que le coordinateur est byzantin,
cela peut bloquer le protocole. S’il n’attend pas le coordinateur qui est une bisource lente, le
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protocole peut ne pas de´cider. Ce dilemme est similaire a` celui rencontre´ dans les syste`mes asyn-
chrones soumis aux crashs (voir 3.1.1). La seule fac¸on de sortir de ce dilemme est de supposer
qu’ine´luctablement le coordinateur a des liens synchrones entrants.
Le nombre de liens ine´luctablement synchrones est au moins 2t. S’il y a moins de liens, dans
le pire sce´nario seuls t processus posse`dent la valeur du coordinateur, et par conse´quent les n − t
autres processus corrects du syste`me peuvent rater inde´finiment la valeur du coordinateur puisque
chaque processus n’attend que n− t messages.
C’est pourquoi nous pensons qu’une ⋄2x-bisource est ne´cessaire si x ≥ t processus peuvent
pre´senter un comportement byzantin. De plus, nous pensons que 1) pour atteindre cette borne
l’authentification est ne´cessaire et 2) sans authentification il faut une ⋄3x-bisource si x ≥ t.
Structure du re´seau
Du point de vue de la structure du re´seau de communication, ce protocole est tre`s inte´ressant.
En effet son comportement consiste a` attendre l’apparition d’une structure permettant la diffusion
suffisante de la valeur du coordinateur, et ensuite de s’assurer de l’efficacite´ de cette diffusion, rien
de plus.
Sous cet aspect, la structure que nous e´tudions est diffe´rente des structures pre´ce´demment
aborde´es dans cette the`se : il s’agit de structures e´voluant a` travers le temps. Ce dynamisme impose
de nouvelles contraintes dans la conception du protocole. Il ne s’agit en effet plus simplement de
trouver la bonne paire (hypothe`ses, protocole), mais il s’agit aussi de re´sister a` l’absence des
conditions de terminaison (c’est-a`-dire aux pe´riodes d’asynchronie) tout en conservant un syste`me
cohe´rent.
Il est aussi inte´ressant de remarquer que la structure qui nous inte´resse ici n’est pas exactement
le maillage des liens synchrones, mais plutoˆt le maillage des e´changes de valeurs. Puisque nous
utilisons lors du relai des valeurs un syste`me de “re´ponses gagnantes” (i.e. le processus attend les
n − t premie`res re´ponses), dans certaines exe´cutions il est possible d’observer des e´changes de
valeurs n’empruntant pas les liens synchrones. Il est meˆme possible et probable que ces e´changes
de valeurs permettent au protocole de terminer. Ceci ame`ne deux constats:
– Les contraintes e´nonce´es sur la structure sont les contraintes suffisantes pour permettre au
protocole de terminer quelle que soit l’exe´cution. Ce ne sont pas les contraintes ne´cessaires
pour chaque exe´cution.
– Le recours a` l’hypothe`se d’une 2t-bisource re´sume deux hypothe`ses qui sont « la valeur
du coordinateur est suffisamment re´pandue » et « aucun processus ne nie avoir rec¸u la va-
leur du coordinateur ». C’est finalement ces deux proprie´te´s qui sont fondamentales pour
la re´solution du protocole, et les hypothe`ses sur la synchronie du syste`me sont le moyen le
plus pratique d’exprimer indirectement ces proprie´te´s.
En re´sume´, ce protocole utilise une proprie´te´ de la structure de communications pour terminer,
tout en assurant qu’une structure moins robuste que ne´cessaire n’engendre pas de proble`mes de
cohe´rence.
4.2 ´Etablissement de secret dans les re´seaux de capteurs
Nous allons dans cette partie pre´senter une exploitation re´partie des particularite´s de la struc-
ture de communications permettant d’e´tablir un secret (i.e. une cle´) partage´ par certaines paires
d’entite´s du syste`me. Ce secret peut ensuite servir a` l’e´tablissement de communications chiffre´es
entre les entite´s concerne´es.
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4.2.1 Motivation
La structure des communications dans les re´seaux de capteurs est base´e sur le voisinage.
Comme pre´sente´ dans l’introduction et dans le chapitre pre´ce´dent, ici les entite´s ne sont plus
discrimine´e par la vitesse de leurs e´changes mais sur les acteurs de ces e´changes : chaque entite´ ne
peut communiquer qu’avec ses voisins proches.
Les capteurs utilisent pour communiquer les ondes radio. Ce me´dium est proble´matique de`s
lors qu’il s’agit d’e´tablir une confidentialite´ puisque la propagation des ondes radio n’est pas
contrainte. Ainsi un noeud e´mettant est entendu par tous ses voisins. Il est difficile partant de
ce constat d’e´tablir un secret entre deux capteurs voisins.
De plus, l’utilisation classique des re´seaux de capteurs est la surveillance d’un parame`tre phy-
sique sur une zone ge´ographique donne´e. Les donne´es issues de cette surveillance sont achemine´es
de proche en proche jusqu’a` un noeud charge´ de leur centralisation, souvent appele´ puits ou sink.
A cette fin, chaque message est relaye´ par plusieurs capteurs interme´diaires (on parle de commu-
nication multi-hop ou multi-sauts). Chaque interme´diaire est une menace pour la confidentialite´ du
message et pour son inte´grite´ : il peut facilement connaıˆtre et/ou modifier le message qu’il relaie.
Enfin, les capteurs sont des entite´s dont les capacite´s et le de´ploiement impose de nombreuses
contraintes. De´ploye´s dans des environnements hostiles, l’objectif est de limiter au maximum l’in-
tervention humaine ne´cessaire a` l’e´tablissement d’un re´seau efficace. Ceci passe par l’utilisation
d’algorithmes re´partis aux proprie´te´s auto-organisantes. Ces capteurs sont produits en masse, il
est donc difficile et couˆteux de les pre´configurer de manie`re pre´cise. Enfin, ces entite´s sont li-
mite´es en capacite´ de stockage et de calcul et en autonomie. Il est donc important de concevoir des
algorithmes le´gers en temps de calcul et ne´cessitant peu de communication.
4.2.2 Travaux connexes
La se´curisation des re´seaux de capteurs et particulie`rement l’e´tablissement de secrets partage´s,
est un proble`me difficile du fait des contraintes e´nume´re´es ci-dessus. Il est principalement aborde´
selon deux axes : utiliser de la cryptographie asyme´trique, et utiliser de la cryptographie syme´trique
base´e sur des cle´s re´parties ale´atoirement aux capteurs avant leur de´ploiement.
L’utilisation de la cryptographie asyme´trique est sujette a` controverses. Jusque re´cemment,
elle e´tait conside´re´e comme trop one´reuse en temps de calcul pour eˆtre utilise´e dans les capteurs.
Par exemple, [CKM00] reporte que sur un capteur de type Motorolla « Dragonball », chiffrer avec
des cle´s de 1024 bits en RSA couˆte 42mJ, contre 0.104 mJ pour une meˆme taille de cle´s en AES.
Re´cemment cependant, l’arrive´ de la cryptographie a` courbe elliptique a change´ la donne. Celle-ci
ne repose en effet plus sur l’exponentiation, ope´ration couˆteuse en temps de calcul, si bien que les
expe´riences d’utilisation de cryptographie asyme´trique dans les re´seaux de capteurs se multiplient
(p.ex. [SOS+08]). Pour utiliser ces solutions, il reste ne´anmoins a` mettre en place une solution
efficace d’obtention de cle´s publiques (ou Public Key Infrastructure).
L’utilisation de la cryptographie syme´trique dans les re´seaux de capteurs a e´te´ largement ex-
plore´e [EG02, APS03, ZXSJ03]. Efficace e´nerge´tiquement, elle ne´cessite cependant elle aussi un
syste`me de gestion de cle´s.
Les deux solutions extreˆmes consistent soit a` e´tablir une cle´ pour chaque paire de capteurs soit
a` utiliser une unique cle´ pour tout le re´seau. Dans le premier cas, c’est une se´curite´ tre`s robuste
mais couˆteuse a` mettre en place : il faut o(n2) espace me´moire pour n capteurs. Dans le second
cas, chaque capteur ne stocke qu’une cle´, mais si un adversaire de´couvre cette cle´ (par exemple en
s’emparant d’un capteur), c’est tout le re´seau qui est compromis. Les syste`mes de gestion de cle´s
actuels cherchent un compromis entre ces deux approches.
L’ide´e de base est de ge´ne´rer un grand ensemble de cle´s et d’attribuer une partie de ces cle´s
a` chaque capteur avant son de´ploiement. Selon le nombre de cle´s et la taille de l’ensemble de
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cle´s attribue´es a` chaque capteur, deux capteurs du re´seau peuvent utiliser des cle´s qu’ils ont en
commun pour crypter leurs e´changes. Il est possible d’illustrer ce principe a` l’aide du « paradoxe
des anniversaires » : dans un groupe de 23 personnes, il y a une probabilite´ 1/2 de trouver deux
personnes ne´es le meˆme jour de l’anne´e. C’est ce principe qui est utilise´ ici : on donne aux capteurs
un certain nombre de « dates » (les cle´s), et la communication crypte´e est possible s’ils partagent
au moins une date.
Les travaux existants dans ce domaine portent sur les me´thodes de distribution des cle´s (comme
par exemple [CA06]) et sur les me´thodes de de´couverte des cle´s des autres capteurs [DPMM06].
L’objectif des travaux cite´s est de rendre le re´seau re´sistant a` un adversaire capturant des capteurs
et apprenant ainsi certaines cle´s dans le but de compromettre les e´changes du reste du re´seau. Le
de´faut principal de ces me´thodes est le recours a` des pre´configurations dont la mise en oeuvre
pratique n’est pas toujours aise´e.
Dans cette section, nous pre´sentons une nouvelle approche permettant l’e´tablissement d’un
secret entre certains couples de capteurs voisins. Mise a` part les identite´s, les capteurs sont
tous strictement identiques. Afin de cre´er des secrets partage´s nous utilisons, a` la place d’une
pre´configuration difficile, la diffe´rence naturelle qui survient entre les capteurs au moment de
leur de´ploiement : leur position dans la structure de communication. Plus pre´cise´ment, notre algo-
rithme repose sur l’observation que de nombreux couples de noeuds voisins ont une intersection
de voisinage unique, ce qui permet de construire simplement des cle´s.
Ensuite, nous utilisons les communications de voisinage a` pre´sent suˆres pour permettre a` tous
les noeuds du syste`me de communiquer de manie`re confidentielle. Bien suˆr, la structure du re´seau
de communication e´tant impose´e par la disposition ge´ographique des capteurs, il n’est pas possible
de se´curiser tous les liens. Nous montrons a` l’aide de simulations que, selon certaines distributions
de noeuds, plus de 85% des noeuds peuvent communiquer de fac¸on se´curise´e.
4.2.3 Mode`le
Nous pre´sentons ici le mode`le de calcul employe´ dans cette section. Nous pre´senterons la
mode`le de communication, le mode`le d’adversite´ qui est une version affaiblie du byzantin que nous
avons introduit pre´ce´demment, ainsi qu’une de´finition formelle du proble`me que nous souhaitons
re´soudre.
Communications
Nous utilisons un mode`le proche de [OW05]. Un capteur est e´quipe´ d’un dispositif de commu-
nication radio lui permettant d’e´mettre et de recevoir des messages dans une certaine porte´e (nous
supposons que cette porte´e est de 1). Notre algorithme requiert simplement des communications
syme´triques, mais pour la clarte´ de la pre´sentation, nous mode´lisons la zone de porte´e radio par un
disque. La structure des communications multisaut peut eˆtre repre´sente´e par un graphe G = (V,E)
ou` V est l’ensemble des capteurs et E l’ensemble des areˆtes. Il existe une areˆte entre deux capteurs
u et v si u et v sont a` porte´e radio (i.e. ils peuvent communiquer directement). On dit alors qu’ils
sont a` une distance de 1 saut, ou voisins.
Nous conside´rons que les capteurs sont dispose´s dans un plan a` deux dimensions. Ceci fait de
G un graphe dit UDG pour Unit Disc Graph [CCJ90] : deux capteurs sont connecte´s si et seulement
si leur distance est infe´rieure a` 1.
La communication entre deux capteurs i et j est dite a` k sauts si le plus court chemin entre les
sommets i et j dans le graphe G est de taille k. Ceci implique qu’un message e´mis par i pour j
devra transiter par k − 1 capteurs avant d’atteindre sa destination.
Nous conside´rons que les capteurs sont immobiles et qu’ils n’ont pas de notion de distance ni
de position (pas de GPS). Nous conside´rons de plus un re´seau connexe (il existe un chemin reliant
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toute paire de sommets du graphe).
Rapport au temps
Pour de´couvrir son voisinage, un capteur envoie un message et attend une re´ponse de chacun
de ses voisins. Comme il ne sait pas combien de voisins il posse`de, il ne sait pas combien de temps
attendre. Pour borner cette attente, il faut borner dans le temps les communications : le syste`me
doit eˆtre synchrone.
Adversite´
Le mode`le traditionnel de de´faillance pour les re´seaux de capteurs reste le mode`le « crash
stop ». Nous avons de´ja` introduit les byzantins dans la partie pre´ce´dente. Le contexte des re´seaux
de capteurs sans fil ajoute de nouvelles causes a` l’apparition de byzantins :
involontaires A l’approche de la fin de sa batterie, ou a` cause d’un proble`me de conception, ou
d’un composant endommage´, un capteur peut avoir un comportement non spe´cifie´ [GGN09].
volontaires Un adversaire cherche a` alte´rer le comportement du syste`me. Cette alte´ration peut
prendre plusieurs formes. L’adversaire peut simplement de´truire les capteurs, il peut aussi
chercher a` perturber le fonctionnement du syste`me. Il peut ajouter des capteurs de sa concep-
tion. Enfin, il peut capturer un capteur et remplacer le code du capteur par un code de sa
conception [TP07].
Le mode`le ge´ne´ral de l’adversaire byzantin conviendrait pour qualifier le comportement
de´viant de ces capteurs. Ne´anmoins, dans sa version originale [LSP82], l’adversaire byzantin est
trop fort pour permettre quoi que se soit dans les re´seaux de capteurs :
– S’ils n’ont pas de contraintes e´nerge´tiques, ils peuvent brouiller toutes les communications
[GGN09].
– S’ils ont une capacite´ de calcul illimite´e ils peuvent rendre inutiles les moyens cryptogra-
phiques de´ploye´s.
– Si le nombre de noeuds byzantins est trop e´leve´, ils peuvent de´connecter le re´seau en refu-
sant de transmettre des messages.
Nous proposons ici un mode`le d’adversite´ plus faible, qui correspond plus aux attaques qu’un
re´seau peut subir. Nous supposons qu’une partie des noeuds peuvent exhiber un comportement
byzantin (que ce soit suite a` un ajout de noeuds modifie´s ou a` un piratage de noeuds pre´sents). Nous
supposons que les noeuds byzantins ne coope`rent pas, qu’ils ne brouillent pas les communications
en cre´ant des interfe´rences et que leur capacite´ de calcul est borne´e.
Dans ce sens, notre mode`le est plus proche du mode`le des participants d’un re´seau pair a` pair :
chaque entite´ a sa volonte´ propre, de´cide´e a` utiliser le re´seau pour profiter de ces fonctionnalite´s.
Chaque noeud est un tricheur potentiel s’il a inte´reˆt a` le faire. Une image de´finissant bien l’adver-
saire et l’objectif est celle du jeu de poker : les capteurs participent a` un jeu de poker. Le noeud
puits distribue les cartes et fait office de tapis. Chaque noeud est byzantin dans le sens ou il cherche,
par exemple, a` deviner la main d’un autre noeud. Chaque noeud participe ne´anmoins, puisque s’il
ne participe pas il ne gagne rien. Le but est de cre´er un protocole permettant cette application, sans
que la main d’un noeud e´loigne´ du puits soit de´voile´e a` tous les noeuds interme´diaires.
proble`me
La de´finition formelle du proble`me est la suivante : les capteurs de´marrent dans un e´tat ou`
le seul parame`tre les diffe´renciant est leur identite´. Nous voulons e´tablir des liens prote´ge´s entre
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noeuds voisins, c’est-a`-dire procurer a` chaque paire de capteurs voisins une cle´ secre`te leur per-
mettant d’utiliser de la cryptographie a` cle´ publique pour communiquer de manie`re confidentielle
(c’est-a`-dire sans eˆtre intercepte´ par aucun autre capteur).
La solution au proble`me de l’e´tablissement de cle´s secre`tes partage´es doit remplir trois condi-
tions :
Comple´tude Chaque paire de noeuds voisins partage une cle´
Syme´trie La cle´ obtenue par u pour communiquer avec v est la meˆme que celle obtenue par v
pour communiquer avec u.
Confidentialite´ La cle´ obtenue par u et v n’est connue par aucun autre noeud.
4.2.4 Description de l’algorithme
Nous allons ici pre´senter un algorithme pour e´tablir des communications confidentielles entre
n’importe quelle paire de noeuds d’un re´seau de capteurs. Pour cela, deux phases pre´liminaires
sont ne´cessaires : l’e´tablissement de liens se´curise´s entre voisins, puis l’e´tablissement de liens a`
deux sauts.
Etablissement de cle´s secre`tes a` un saut
L’objectif de cette phase est de permettre a` un noeud d’e´tablir des cle´s avec ses voisins, c’est-a`-
dire de permettre a` un noeud de communiquer de fac¸on confidentielle avec chacun de ses voisins.
Un noeud a un ensemble fixe´ de voisins (on conside`re un re´seau statique compose´ de noeuds
immobiles), qui de´pendent de la localisation physique du capteur.
Pour faciliter la compre´hension, nous allons suivre l’e´tablissement d’une cle´ a` travers un
exemple. La figure 4.2 repre´sente une partie de re´seau compose´e de 5 noeuds {A,B,C,D,E}. Ces
noeuds diffe`rent juste par leur identite´. Nous voulons permettre au noeuds A et B d’e´tablir une cle´
secre`te commune leur permettant d’e´changer de l’information sans que celle-ci soit de´chiffrable
par les noeuds C,D et E.
E
B
D
A
C
K1K1
K2
K2
K2
FIG. 4.2 – Exemple d’e´tablissement de secret a` un saut
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(1) send(i)
(2) Let Vi be the set of received ids % Set of neighbours including i itself
(3) send(i, Vi)
(4) Let Wi(j) be the set of ids received from sensor j forall j ∈ Vi % neighbours of the neighbours
(5) Let Pi = {j ∈ Vi \ {i}| ∩k∈Vi∩Wi(j) Wi(k) = {i, j}}
(6) send(get basic key())
(7) Let bki(k) be the basic key received from sensor k forall k ∈ Vi
(8) Forall j ∈ Pi, keyi(j)← comb keys({bki(k)|k ∈ Vi ∩Wi(j)})
FIG. 4.3 – ´Etablissement des cle´s a` un saut
A cette fin, observons l’ensemble des voisins communs a` A et B. Il s’agit des noeuds C et D
(E n’est pas voisin de B). Le principe de l’algorithme repose sur l’observation que puisque C et
D ne sont pas voisins chacun peut procurer une moitie´ de la cle´ (K1 et K2 sur la figure 4.2) a` A et
B, et ainsi ces derniers seront les seuls a` posse´der la totalite´ de la cle´ K1 +K2.
Observons ce qui rend possible l’e´tablissement d’une cle´ secre`te entre A et B :
– Il faut au moins deux voisins communs a` A et B.
– Il faut qu’aucun des voisins communs (sauf A et B) ne soit en mesure d’entendre la totalite´
des parties de cle´s procure´es par les autres voisins communs. Autrement dit, il ne faut pas
que tous les voisins communs soient mutuellement voisins.
De fac¸on plus formelle, soit Vi l’ensemble des voisins du noeud i (y compris lui meˆme).
Nous de´finissons le voisinage commun a` deux noeuds i et j comme CNij = Vi ∩ Vj . Les deux
observations pre´ce´dentes se ge´ne´ralisent sous la condition
Condij :
⋃
k∈CNij
Vk = {i, j}.
Donc si deux voisins i et j satisfont la condition Condij , alors ils peuvent construire une cle´
secre`te. Cette cle´ est une fonction des cle´s procure´es par chaque noeud de CNij .
L’algorithme 4.3 pre´sente le code exe´cute´ par le noeud i. Il permet l’e´tablissement de cle´s
partage´es entre i et ses voisins. Il s’agit d’un algorithme en trois e´tapes :
– La premie`re phase (lignes 1 et 2) permet a` i de de´couvrir son voisinage (Vi). Notons que nous
supposons que i rec¸oit ses propres messages et les traite comme s’il s’agissait de messages
issus de ses voisins (on pose donc i ∈ Vi).
– La deuxie`me phase (lignes 3 et 4) permet a` i de de´couvrir les voisins de ses voisins (i.e. ses
voisins a` 2 sauts). La variable Wi(j), locale a` i, contient les voisins de j (i.e. Vj). Ligne
5, i calcule l’ensemble Pi qui est l’ensemble des noeuds de Vi avec lesquels il est possible
d’e´tablir une cle´ secre`te partage´e. Autrement dit, j ∈ Pi ⇔ Condij .
– Finalement, le noeud i envoie une cle´ ale´atoire (ligne 6) afin que ses voisins puissent l’uti-
liser pour forger des cle´s eux aussi et rec¸oit les cle´s qui lui sont envoye´es. On suppose que
chaque noeud dispose d’une primitive get basic key() renvoyant une cle´ ale´atoire d’une
taille donne´e. Le noeud i stocke les cle´s rec¸ues dans la variable locale bki. Maintenant i est
capable de forger les cle´s qu’il partage avec les noeuds de Pi. Pour chaque noeud j ∈ Pi,
i calcule la cle´ secre`te en combinant (graˆce a` un appel a` la fonction comb keys) les cle´s
rec¸ues de tous les noeuds de CNij . La combinaison de cle´s peut eˆtre un simple xor, ou
toute autre ope´ration de´terministe.
Il est possible d’exprimer les trois proprie´te´s de l’e´tablissement de cle´s secre`tes partage´es avec
les variables de l’algorithme :
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Comple´tude ∀i, Pi = Vi \ {i}.
Syme´trie ∀i, j(j ∈ Pi), keyi(j) = keyj(i).
Confidentialite´ ∀i, j(j ∈ Pi), 6 ∃k tel que (Vi ∩ Vj) ⊂ Vk.
Il est facile d’observer que l’algorithme propose´ be´ne´ficie des 2 dernie`res proprie´te´s, mais pas
de la premie`re. En effet, la premie`re proprie´te´ de´pend de la position ge´ographique des capteurs :
c’est un parame`tre du proble`me, et toutes les configuration ne permettent pas de remplir la condi-
tion Cond. Cependant, nous verrons dans la suite que les simulations re´alise´es montrent qu’une
bonne partie des capteurs voisins remplissent la condition.
L’exploitation cryptographique des cle´s sort du contexte de ce document. Ne´anmoins, une
exploitation simple de la cle´ consiste, pour crypter, a` faire un xor (ou exclusif) entre le message a`
envoyer et la cle´. De´crypter le message a` destination revient alors a` faire la meˆme ope´ration. Soit
clei(j) et clej(i) les cle´s obtenues respectivement par i et j, et soit mij et cij le message clair et
chiffre´ transmis de i a` j. Voici une proposition d’exploitation des cle´s :
i encrypte le message : cij = mij ⊕ keyi(j) (4.1)
j de´crypte le message : mij = cij ⊕ keyj(i) (4.2)
Une dernie`re observation concernant la cryptographie : on peut observer que chaque noeud de
CNij peut entendre tout cryptogramme e´mis par i ou par j. Ceci a un inte´reˆt : chaque processus k
de CNij peut compter le nombre de bits crypte´s e´mis avec sa cle´ bkk et e´mettre une nouvelle cle´
bk′k lorsque la premie`re a e´te´ trop utilise´e. Il est meˆme possible d’e´mettre un nouveau bit de cle´
a` chaque bit utilise´, assurant des mots de passe a` usage unique, inviolables. ´Evidemment, ceci est
plus couˆteux, mais aussi plus suˆr : dans ce sens, l’algorithme permet a` l’administrateur de choisir
le compromis efficacite´-se´curite´ qu’il de´sire.
Un noeud byzantin n’a que peu d’inte´reˆt a` tricher ici : graˆce a` la syme´trie des relations il
est peu possible de mentir sur son voisinage sous peine d’eˆtre de´tecte´. Supposons qu’un conflit
e´clate entre un byzantin b et un noeud i. Les noeuds de CNbi vont de´tecter une incohe´rence dans
la de´claration de voisinage des deux noeuds. Que b mente en ajoutant ou en retirant i de son
voisinage, la proce´dure est la meˆme : le noeud qui pre´tend avoir l’autre comme voisin doit pour
prouver ses dires e´mettre la cle´ e´mise par l’autre noeud. S’il n’en est pas capable c’est qu’il ment.
Par exemple, si b retire i de ses voisins, i apporte la preuve de son innocence en exhibant bkb.
Enfin, b peut s’ajouter des voisins fictifs mais c’est sans effet puisque ces voisins ne seront dans
aucun voisinage commun.
De la se´curite´ du voisinage a` la se´curite´ a` plusieurs sauts
Nous avons maintenant la possibilite´ d’e´tablir des liens se´curise´s (crypte´s) entre voisins. L’ob-
jectif de cette deuxie`me partie est de transformer ces secrets de voisinage en capacite´ pour les
noeuds de communiquer de fac¸on confidentielle avec presque tous les noeuds du syste`me. Nous
allons d’abord e´tendre ces liens de voisinage en liens se´curise´s a` deux sauts, puis exploiter le
maillage ainsi cre´e´ pour faire transiter les messages crypte´s.
D’un saut a` deux sauts : utilisation de chemins disjoints Nous utilisons ici une technique
traditionnelle d’e´tablissement de cle´s pour cre´er des liens se´curise´s a` deux sauts. Pour cela, nous
introduisons la notion de chemin 1-prote´ge´. Soit (i, j) ∈ E une areˆte de G. Cette areˆte est prote´ge´e
si Condij est vraie (les deux extre´mite´s de l’areˆte partagent une cle´). Un chemin dans G est un en-
semble d’areˆtes, c’est un chemin 1-prote´ge´ ssi toutes ses areˆtes sont prote´ge´es. Soit p1ij un chemin
1-prote´ge´ reliant i a` j. On note Cp1ij les noeuds composant ce chemin.
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Il est possible d’e´tablir un lien se´curise´ a` 2 sauts entre deux noeuds i et j ssi :
Cond2ij : ∃ deux chemins 1-prote´ge´s p1ij , p′1ij tels que
Cp1ij ∩ Cp′1ij = {i, j} ∧ |Cp1ij | ≥ 2 ∧ |Cp′1ij | = 2
Si Cond2ij est ve´rifie´e, i ge´ne`re deux cle´s bki et bk′i, et les envoie respectivement a` travers p1ij
et p′1ij . Comme les chemins sont disjoints, seuls i et j peuvent connaıˆtre la totalite´ de la cle´. A titre
d’exemple, la figure 4.4 illustre l’e´tablissement d’une cle´ secre`te a` deux sauts entre les noeuds A
et B.
E
B
D
A
C
F
bka bka
bk′a
bk′a
bk′a
bk′a
FIG. 4.4 – Exemple d’utilisation des chemins disjoints : une partie de la cle´ transite par C , l’autre
partie transite par E,D et F
De deux sauts au multisaut, ou comment cre´er des chemins disjoints dans le meˆme che-
min. Nous allons maintenant de´crire la me´canique de transmission d’un message crypte´ entre
deux noeuds distants de plusieurs sauts. L’intuition de base est lie´e a` l’observation suivante :
soit un chemin p1n1nl reliant deux processus n1 et nl. Supposons que le chemin est de la forme
{n1, n2, . . . nl}. Si chaque noeud nk du chemin a un lien 2-prote´ge´ au noeud nk + 2 (i.e. On a
∀k ∈< 1 . . . l − 1 >,Cond2nknk+2) alors le chemin p1n1nl de´finit deux chemins disjoints (on sup-
pose l impair) : le chemin {n1, n3, n5, . . . , nl} et le chemin {n1, n2, n4 . . . , nl−1, nl}. La figure
4.5 illustre ces deux chemins, ainsi que leurs cle´s respectives : l’un est en pointille´s, l’autre est en
trait discontinu.
n1 n2 n3 n4 n5 n6Kn2,n3 Kn3,n4 Kn4,n5Kn1,n2
Kn1,n3
Kn5,n6
Kn2,n4 Kn4,n6
Kn3,n5
FIG. 4.5 – Exemple de chemin Cp2ij
Nous appelons ce chemin un p+n1nl . De fac¸on plus formelle, pour qu’un chemin pij soit un
chemin p+ij , il doit remplir les conditions suivantes :
– pij est un p1ij
– ∀{A,B,C} sous chemin de pij on a : Cond2nknk+2
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Maintenant, supposons que i veuille envoyer un message M a` j et qu’il existe un p+ij . Soit
{i, n1, . . . , nk, j} ce chemin. Le noeud i divise M en deux parties telles que M = Ma + Mb
(quelque soit le sens de l’ope´ration ′+′, du moment qu’elle est de´terministe et commutative). Le
noeud i encrypte Ma pour n2 (avec la cle´ qu’il partage avec ce noeud), et encrypte Mb pour n1,
puis envoie un seul message a` n1 contenant Ma, Mb et l’identite´ de n2. Le noeud n1 de´crypte la
partie du message qu’il peut de´crypter (ici Ma), encrypte Ma pour n3, puis envoie a` n2 : Ma, Mb
et l’identite´ de n3. Ainsi de suite.
Ce me´canisme est illustre´ par la figure 4.6 : le message est transmis selon les pointille´s, mais
les arcs indiquent qui crypte quelle partie pour qui (i.e. deux extre´mite´s d’une fle`che de´cryptent
la meˆme partie du message). Il est important d’observer que pour e´changer des messages de cette
fac¸on, i et j n’ont pas besoin d’e´change pre´alable : chaque noeud ni routant le message de manie`re
gloutonne choisit le noeud ni+2 le plus proche de la destination.
i n1 n2 n3 n4 j
Mb(Ki,n1)
Ma(Kn4,j)
Ma(Ki,n2)
Mb(Kn1,n3)
Ma(Kn2,n4)
Mb(Kn3,j)
FIG. 4.6 – Exemple de transmission multisaut
4.2.5 Simulations
La possibilite´ d’e´tablissement d’un lien se´curise´, et plus ge´ne´ralement d’une route se´curise´e
entre deux noeuds i et j de´pend fortement de la disposition des noeuds dans le re´seau, autrement dit
de la structure du re´seau. La question qui se pose maintenant est « a` quelle fre´quence la structure du
re´seau permet l’e´tablissement de liens se´curise´s ? ». Pour cela, nous avons re´alise´ des simulations
a` l’aide d’un simulateur de re´seau de capteurs. Nous simulons 500 capteurs re´partis uniforme´ment
sur un plan de 500 × 500 unite´s de distance. En modifiant la porte´e des capteurs, nous modifions
la densite´ du re´seau.
Point de vue local
La condition premie`re pour l’e´tablissement de routes se´curise´es est la condition Cond. Le pa-
rame`tre influant sur la fre´quence d’occurrence de bonnes configurations est la densite´ du syste`me :
plus un noeud a de voisins, plus il a de chances d’avoir des liens prote´ge´s.
En premier, nous observons le nombre de canaux 1-prote´ge´s NLs dans le syste`me S tel que :
NLs = |{CONDij |∀i ∈ S,∀j ∈ Vi}|
Bien suˆr, cet indicateur doit eˆtre rapporte´ a` la quantite´ de liens du graphe G.
rls =
NLs
2|E|
Nous utiliserons similairement les mesures NL2S et rl2S pour e´tudier les taux d’apparition des liens
a` 2 sauts (c’est-a`-dire la fre´quence de satisfaction de la condition Cond2).
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FIG. 4.7 – Impact de la densite´ sur le nombre de liens du syste`me
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La figure 4.7(a) repre´sente rls et rl2s en fonction de la densite´ du syste`me. La figure 4.7(b)
repre´sente elle NLS et NL2S toujours en fonction de la densite´. Ainsi, on peut y lire que dans un
syste`me ayant une densite´ de 40 noeuds par porte´e de communication, un noeud peut espe´rer avoir
des liens se´curise´s avec 14% de ses voisins (figure de gauche) ce qui donne entre 5 et 6 liens par
noeud (figure de droite). Ces figures illustrent le fort impact de la densite´ : une forte densite´ re´duit
la probabilite´ pour qu’un lien donne´ soit se´curise´, mais vu qu’une grande densite´ implique un
grand nombre de liens potentiellement se´curise´s, le nombre de liens se´curise´s par noeud augmente
avec la densite´.
Un constat s’impose : on est loin de la proprie´te´ de comple´tude de´crite section 4.2.3.
Ne´anmoins, si chaque noeud a 5 ou 6 voisins avec qui il peut e´tablir des communications
se´curise´es cela peut s’ave´rer suffisant pour e´tablir des communications se´curise´es avec la majorite´
des noeuds du syste`me. Pour re´pondre a` cette interrogation, il faut analyser avec un point de vue
global la structure de liens se´curise´s que nous cre´ons ici.
Point de vue global
Pour garantir la se´curite´, il faut que les noeuds puissent transmettre de l’information a` travers le
re´seau en utilisant seulement des liens prote´ge´s. La question que nous posons maintenant est « quel
est la proportion de noeuds pouvant communiquer de fac¸on se´curise´e ? ». Soit G(V,E) le graphe
du syste`me comme introduit dans le mode`le. On a (i, j) ∈ E ⇔ i et j sont voisins. Soit maintenant
G1(V,E1) et G2(V,E2) deux graphes tels que (i, j) ∈ E1 ⇔ Condij et (i, j) ∈ E2 ⇔ Cond2ij .
Soit maintenant S1 et S2 les plus grands ensembles de sommets connexes des graphes G1 et G2
respectivement.
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FIG. 4.8 – Impact de la densite´ sur le nombre de noeuds partageant des cle´s
La figure 4.8 repre´sente les variations de |S1|/|E| (courbe pleine) et |S2|/|E| (courbe poin-
tille´e). Les deux courbes pre´sentent un fort effet de percolation qui illustre l’effet de la densite´ sur
la connectivite´ globale. De plus, ces courbes montrent que l’algorithme permet a` une grande partie
des noeuds de communiquer si la densite´ du syste`me le permet.
Gain de confidentialite´
La figure 4.9 pre´sente d’inte´ressants re´sultats concernant le routage a` l’aide de liens prote´ge´s.
L’expe´rience est la suivante : chaque noeud du syste`me de´couvre ses liens prote´ge´s et essaie d’en-
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FIG. 4.9 – Impact du protocole sur le routage glouton et la confidentialite´
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voyer un message au puits (qui est choisi arbitrairement comme le noeud le plus proche du centre
du syste`me). L’envoi se fait dans un cas en utilisant aucune protection et dans l’autre cas en uti-
lisant les liens prote´ge´s e´tablis par le protocole. Chaque point de la courbe est la moyenne de 20
expe´riences inde´pendantes. La figure 4.9(a) repre´sente le taux de succe`s d’un routage glouton sur
les coordonne´es physiques des noeuds (on suppose ici, pour les besoins du routage, qu’ils y ont
acce`s). On peut y observer que le routage glouton utilisant des liens prote´ge´s est efficace de`s que
la densite´ est assez forte.
La figure 4.9(b) compare le nombre moyen de noeuds pouvant e´couter un message e´change´
entre un noeud et le puits. Si le noeud source est directement relie´ par un chemin p+ au puits,
seuls ces deux noeuds peuvent comprendre le message. Sinon, chaque noeud relaie le message a`
un noeud plus proche du puits, jusqu’a` pouvoir emprunter un chemin p+ le rapprochant et ainsi de
suite. Rappelons qu’il n’est effectue´ aucune de´couverte de chemins a priori : tous les routages sont
gloutons et un noeud de´cide en connaissant seulement ses voisins et les positions de ses voisins a`
deux sauts. Il est inte´ressant d’observer que dans la plupart des cas, le noeud source et le puits sont
directement connecte´s par un chemin p+, ils peuvent donc communiquer confidentiellement. Sans
protection, le nombre de noeuds ayant acce`s au contenu du message augmente rapidement avec la
densite´, illustrant le danger de la combinaison des ondes radio et des communications multi-sauts
dans en re´seau non se´curise´.
4.2.6 Structures re´gulie`res
Dans les sections pre´ce´dentes, nous avons e´tudie´ le cas de capteurs disse´mine´s ale´atoirement
dans un plan. Nous avons vu que la quantite´ de liens se´curise´s e´tait bonne mais pas parfaite :
tous les noeuds n’ont pas de liens se´curise´s. Ces noeuds n’ont pas de liens se´curise´s parce que
la structure locale de leur voisinage ne le permet pas. Inversement, nous nous inte´ressons ici aux
structures permettant l’apparition d’un grand nombre de ces liens. Il existe meˆme des structures
ou` tous les liens sont se´curise´s autrement dit des graphes G(V,E) tels que ∀(i, j) ∈ E,Condij .
Bien suˆr, utiliser de telles structures suppose l’intervention d’un humain pour placer chaque
noeud a` la bonne place. La figure 4.10 pre´sente deux exemples de telles structures avec trois
porte´es diffe´rentes. Rappelons que deux parame`tres de´finissent le graphe de communication : le
placement des noeuds et leur porte´e radio. Il est possible d’observer sur ces exemples que quelque
soit la porte´e des noeuds, les deux noeuds noirs peuvent communiquer de fac¸on confidentielle :
l’intersection des voisinages de leurs voisins communs (en rectangle) ne contient que les noeuds
noirs.
Caracte´risation des structures favorables a` l’e´tablissement des liens se´curise´s
Nous allons ici proposer une caracte´risation simple des structures permettant l’e´tablissement
de routes se´curise´es entre toute paire de noeuds du syste`me. Pour cela nous introduisons la notion
de diffe´rentiabilite´ locale et l’utilisons pour caracte´riser les structures solution. Soit un graphe
G(V,E), pour tout noeud i ∈ V nous appelons Vi l’ensemble des voisins de i, i.e. j ∈ Vi ⇔
(i, j) ∈ E. Nous supposons le graphe syme´trique : i ∈ Vj ⇔ j ∈ Vi.
Definition 4 G est localement diffe´rentiable si
∀x ∈ V,∀y, z ∈ V 2x , (Vx ∩ Vy) 6= (Vx ∩ Vz)
L’ide´e derrie`re la notion de diffe´rentiabilite´ est que du point de vue d’un noeud (point de vue
local), tous les voisins diffe`rent par leur voisinage. Soit Kxy =
⋂
k∈Vx∩Vy
Vk. Rappelons que nous
avons un lien se´curise´ entre x et y ssi Kxy = {x, y} (c’est la condition Condxy).
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FIG. 4.10 – Structures particulie`res
The´ore`me 12 Soit G un graphe localement diffe´rentiable. Alors pour tout noeud x ∈ V , pour
tout y ∈ Vx, il existe une route se´curise´e (i.e. un chemin p1xy) entre x et y.
Preuve La de´monstration se fait par re´currence sur la proposition : soient deux noeuds x et y
voisins dans G tels que |Kxy| = n alors il existe un chemin p1xy.
Nous utilisons une re´currence sur la taille de l’intersection des voisinages des voisins com-
muns. Observons d’abord que {x, y} ∈ Kxy puisque {x, y} ∈ Vx et{x, y} ∈ Vy et que x et y sont
voisins. Donc si |Kxy| = 2, ne´cessairement Kxy = {x, y} : x et y partagent un lien se´curise´ (une
route d’un seul saut) ce qui prouve la proposition pour n = 2.
Supposons maintenant la proposition vraie pour k < n, avec n > 2. Soit x, y deux noeuds
voisins tels que |Kxy| = n. On a n ≥ 3 donc il existe a tel que a 6= x, a 6= y et a ∈ Kxy.
a ∈ Kxy ⇔ ∀ℓ ∈ Vx ∩ Vy, a ∈ Vℓ
⇔ ∀ℓ ∈ Vx ∩ Vy, l ∈ Va
⇔ Va ⊃ Vx ∩ Vy
⇒ Vx ∩ Va ⊃ Vx ∩ Vy et Vy ∩ Va ⊃ Vx ∩ Vy
⇒ ∩k∈Vx∩VaVk ⊂ ∩k∈Vx∩VyVk et ∩k∈Vy∩Va Vk ⊂ ∩k∈Vx∩VyVk
⇒ Kxa ⊂ Kxy et Kya ⊂ Kxy
G est localement diffe´rentiable et puisqueVx ∩ Va ⊃ Vx ∩ Vy et Vy ∩ Va ⊃ Vx ∩ Vy , il
existe un noeud z tel que z ∈ Vx ∩ Va, z 6∈ Vx ∩ Vy et syme´triquement, il existe z′ tel que
z′ ∈ Vy ∩ Va, z′ 6∈ Vx ∩ Vy. Or z 6∈ Vy ⇔ y 6∈ Vz ⇒ y 6∈ Kxa. Similairement en utilisant z′ on
de´duit x 6∈ Kya.
D’ou`
Kxa ( Kxy et Kya ( Kxy
Donc |Kxa| < |Kxy| = n (idem pour Kya). D’apre`s l’hypothe`se de re´currence, il y a donc un
chemin se´curise´ entre x et a et entre a et y. On pose alors p1xy = p1xa + p1ay, ce qui clos la
re´currence. ✷The´ore`me
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Corollaire 4 Soit un graphe G connexe et localement diffe´rentiable. Alors ∀x, y ∈ V 2,∃p1xy
Preuve
La preuve de´coule du the´ore`me 12 et du fait queG est connexe. En effet puisque G est connexe,
il existe un chemin pxy reliant x a` y. Soit {n1, . . . , nk} ce chemin (on pose par commodite´ x = n1
et y = nk). Puisque G est localement diffe´rentiable, on a ∀i ∈< 1..n − 1 > un chemin se´curise´
p1ii+1. On pose alors p1xy =
∑n−1
i=1 p
1
ii+1. ✷Corollaire
4.2.7 Comportement byzantin
Dans le mode`le pre´sente´ pre´ce´demment, nous e´tudions un mode`le particulier de noeud byzan-
tin qui pourrait eˆtre de´crit comme le « noeud byzantin participant ». Dans ce mode`le, il faut que
les noeuds byzantins exe´cutent une partie de l’algorithme comme les autres noeuds. Ce mode`le
est re´aliste dans le contexte d’une application fournissant certains services auxquels les noeuds
byzantins souhaitent acce´der. A cette fin, ils doivent se faire passer pour des noeuds corrects. Si
l’on reprend l’image du poker, nous nous inte´ressions a` empeˆcher les joueurs de tricher, sans cher-
cher a` contraindre le comportement du spectateur. Puisque le spectateur ne joue pas, il ne peut rien
gagner dans tous les cas, il peut donc « tricher » en regardant les mains des autres (on ne traite pas
la collusion, particulie`rement celle entre un spectateur et un joueur).
Ne´anmoins, il est inte´ressant de voir l’efficacite´ du protocole face a` des noeuds byzantins
muets : dans ce mode`le enrichi, les noeuds byzantins peuvent aussi ne rien e´mettre du tout et
e´couter simplement les messages, compromettant e´ventuellement quelques cle´s.
Pour e´valuer la menace, nous avons conduit des expe´riences. En utilisant le meˆme protocole
expe´rimental nous avons place´ au hasard des noeuds byzantins muets dans le re´seau. Puis pour
chaque byzantin, nous avons calcule´ s’il e´tait capable de compromettre un chemin p+. Ceci peut
eˆtre vu comme une utilisation de la me´thode de Monte-Carlo pour e´valuer la surface vulne´rable
du re´seau, la surface vulne´rable e´tant la zone ou` un noeud byzantin muet peut intercepter une
communication. Notons que pour intercepter une communication p+, un byzantin doit intercepter
deux liens 2-prote´ge´s.
La figure 4.12 repre´sente la probabilite´ pour un noeud byzantin muet de tomber dans une zone
vulne´rable du re´seau. Nous conside´rons deux cas : la courbe noire repre´sente la probabilite´ pour
ce type de noeud d’intercepter deux liens 2-prote´ge´s quelconques. La courbe grise repre´sente la
probabilite´ d’intercepter des liens conse´cutifs utilisables comme route menant au puits. Le puits est
toujours arbitrairement choisi comme le noeud le plus au centre du syste`me. Cette courbe montre
qu’un noeud byzantin place´ ale´atoirement dans un syste`me avec une densite´ de voisinage de 35 a`
20% de chance d’intercepter deux liens 2-prote´ge´s quelconques, mais seulement 3% de chances
d’intercepter un message allant au puits.
Cette diffe´rence s’explique ge´ome´triquement : rappelons qu’il faut intercepter deux liens 1-
prote´ge´s pour intercepter un lien 2-prote´ge´. Il faut donc the´oriquement intercepter 4 liens 1-
prote´ge´s pour intercepter un chemin p+. Cependant, lorsque l’angle forme´ par deux liens 2-
prote´ge´s est petit, ce sont souvent les meˆmes noeuds qui fournissent les cle´s des deux liens, et il
arrive que le meˆme lien 1-prote´ge´ soit utilise´ pour e´tablir les deux liens 2-prote´ge´s : l’interception
est plus facile. La figure 4.11 sche´matise ce phe´nome`ne : la zone de vulne´rabilite´ (en hachures) est
plus grande pour le chemin A,B,C que pour le chemin D,E,F . Ne´anmoins, il est peu probable
qu’un message emprunte le chemin A,B,C puisque cela constitue presque un demi-tour.
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FIG. 4.11 – Illustration de l’impact de l’angle des routes sur la zone de vulne´rabilite´ : plus l’angle
est petit plus la zone vulne´rable est grande.
4.3 Conclusion
A nouveau, nous avons vu deux e´tudes dans ce chapitre. La premie`re e´tude a e´te´ publie´e dans
sa version originale [HMT07].
La premie`re e´tude traite du proble`me du consensus dans un environnement partiellement syn-
chrone face a` un adversaire byzantin. Cette partie illustre ainsi l’emploi de contraintes sur la struc-
ture de communication (l’ajout de liens synchrones) pour re´soudre des proble`mes impossibles
sinon (le consensus asynchrone). Cette partie apporte les contributions suivantes :
– Nous pre´sentons, dans un mode`le avec authentification ou` les hypothe`ses de synchronie
sont particulie`rement faibles, un algorithme re´alisant le consensus byzantin. Ce protocole
est prouve´.
– Ce protocole est tre`s simple en comparaison aux autres protocoles a` la Paxos.
– Dans les bonnes configurations (le premier coordinateur est une 2t-bisource), le protocole
termine en 5 e´tapes de communication, ce qui est une proprie´te´ tre`s utile : dans les configu-
rations normales c’est un cas fre´quent.
La deuxie`me e´tude traite de l’e´tablissement de secrets partage´s dans un re´seau de capteurs
fixes. Pour cela, nous exploitons les proprie´te´s locales de la structure (les configurations du voisi-
nage). L’approche ici est toujours d’exploiter la structure, mais d’une manie`re diffe´rente : nous ne
contraignons plus la structure par le mode`le, mais nous conditionnons le re´sultat a` la ve´rification
de certaines proprie´te´s (locales) par la structure. Il est ainsi possible que la solution propose´e soit
applicable seulement pour une partie des entite´s d’une structure. Cette partie apporte les contribu-
tions suivantes :
– Nous proposons d’abord un protocole tre`s simple, permettant d’e´tablir une cle´ secre`te par-
tage´e par une paire de noeuds voisins dans le re´seau de capteurs. Pour cela, nous supposons
les communications syme´triques. La capacite´ de deux noeuds a` partager un secret de´pend
uniquement de la configuration locale de leur voisinage.
Aucune pre´configuration, ni mate´riel spe´cifique n’est ne´cessaire, ce qui est une diffe´rence
majeure par rapport aux me´canismes d’e´tablissement de cle´s existants. Dans cette ide´e,
nous proposons une solution purement algorithmique de´ployable sur des capteurs identiques
et ge´ne´riques. Cette solution utilise ainsi la position ale´atoire du capteur comme source
d’asyme´trie pour cre´er des secrets partage´s.
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FIG. 4.12 – Probabilite´ d’interception d’un chemin p+ par un noeud byzantin muet
– Nous proposons ensuite un autre protocole permettant a` n’importe quelle paire de capteurs
d’e´tablir une cle´ secre`te partage´e. Cet algorithme repose sur l’e´tablissement des cle´s locales
effectue´es par le premier protocole.
Nous montrons que sur des re´seaux ou` les noeuds sont ale´atoirement re´partis, les proprie´te´s
ne´cessaires a` l’e´tablissement de tels canaux sont souvent respecte´es pour permettre a` la
majorite´ des noeuds de communiquer. Nous prouvons aussi que cette solution est compatible
avec un routage glouton.
– Nous introduisons la proprie´te´ de diffe´rentiabilite´ locale d’un graphe. Nous montrons
ensuite qu’il existe des chemins prote´ge´s entre tous les noeuds d’un graphe localement
diffe´rentiable.
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Chapitre 5
Expliciter les structures
Dans le chapitre pre´ce´dent, nous avons vu comment exploiter les structures naturelles des
syste`mes re´partis afin de construire des solutions efficaces et robustes. Si l’on observe la fac¸on
dont les solutions ont e´te´ e´tablies dans le chapitre pre´ce´dent, il est possible de faire plusieurs
remarques :
– Les algorithmes pre´sente´s agissent comme filtres :
1. ils isolent et travaillent des sous-parties de la structure : l’e´toile des liens partant d’un
coordinateur pour le consensus byzantin, un lien entre deux noeuds pour les re´seaux
de capteurs.
2. ils parcourent (souvent exhaustivement) les sous-parties possibles de la structure
(chaque coordinateur a` des instants diffe´rents, chaque noeud et son voisinage).
3. ils testent et discriminent ces sous-parties selon qu’elles conviennent ou pas.
– Lorsque la sous-structure isole´e ne convient pas, l’objectif est de garantir une cohe´rence
dans le syste`me.
– Lorsque la sous-structure isole´e convient, le plus souvent, ils ne font rien (sinon rapidement
exploiter cette structure). Le roˆle de la preuve de l’algorithme consiste a` montrer que la so-
lution du proble`me et la sous-structure identifie´e sont synonymes (l’une s’e´crit en termes de
contraintes sur les interactions, l’autre en termes de contraintes sur des variables). Identifier
la sous-structure est donc souvent de´ja` obtenir la solution.
Dans ce sens, nous isolons une structure qui fonctionne et baˆtissons la solution dessus.
Dans ce chapitre, nous allons aussi utiliser les structures sous-jacentes du re´seau de commu-
nication, mais cette fois pour transformer celle-ci en une nouvelle structure. Contrairement a` la
structure de communication, la structure solution aura un caracte`re explicite et logique. En effet,
chaque noeud sera conscient de sa position au sein de celle-ci, elle est explicite. De plus, les noeuds
sont maintenant relie´s au sein de cette structure par des variables (comme la position), et non pas
par des contraintes physique (distance, temps de transfert) : la structure est logique.
Cette position, que l’on peut voir comme une identite´ au sein de la structure cre´e´e, a donc
l’inte´reˆt d’eˆtre une variable logique et d’eˆtre explicite. Cela permet de la manipuler et de l’exploi-
ter facilement. La position a un autre inte´reˆt : elle est cohe´rente dans la structure. Cela veut dire
que si l’on connaıˆt l’identite´ d’un noeud au sein de cette structure, on peut de´duire beaucoup d’in-
formations par rapport a` la relation physique capture´e par la construction de la structure logique.
C’est ici que la construction de structures logiques va trouver son importance : elle va permettre
de stocker de l’information sur les relations entre entite´s. Cette information est stocke´e afin d’eˆtre
utilisable facilement par tous les noeuds du re´seau, et ainsi plutoˆt que de recalculer a` chaque
fois chaque information, les noeuds se re´fe`rent ensuite a` la structure, amortissant le couˆt de sa
construction par son utilisation re´gulie`re. A ce titre, il est important de construire les structures
77
78 CHAPITRE 5. EXPLICITER LES STRUCTURES
logiques sur des relations durables a` travers le temps, puisque l’ide´e est de conserver longtemps la
structure pour rentabiliser l’investissement de sa cre´ation. Si la structure physique e´volue vite, il
n’est pas rentable de construire une structure logique qui deviendra caduque aussi rapidement.
Nous allons dans ce chapitre pre´senter des travaux portant sur la construction d’une des plus
communes structures logiques : un syste`me de coordonne´es. Ces travaux se situent a` nouveau
dans le contexte des re´seaux de capteurs. L’objectif va eˆtre ici de cartographier les relations de
voisinages des capteurs en leur procurant des coordonne´es. Ces coordonne´es ont une cohe´rence :
par exemple, si l’on appelle x(i) = {x1(i), x2(i) . . . xd(i)} les coordonne´es du noeud i, pour tout
noeud j voisin de i, on a ∀k ∈< 1..d > |xk(i) − xk(j)| ≤ 1 (il n’existe pas de voisin qui ait une
coordonne´e diffe´rente de plus de 1 saut).
C’est la traduction de cette relation de voisinage en relation logique qui va permettre une
manipulation beaucoup plus aise´e de la structure de communication physique au niveau algorith-
mique. Cette traduction va dans notre cas permettre le routage dans le re´seau de capteurs, ainsi
que la de´finition de partitions. En re´sume´, nous allons ici traduire une structure de communication
implicite en structure logique explicite et donc exploitable.
5.1 Coordonne´es virtuelles pour les re´seaux de capteurs
L’auto-structuration de´finit la capacite´ d’un syste`me a` laisser e´merger une structure spe´cifique
sans aide exte´rieure. Il s’agit d’une capacite´ vitale des syste`mes autonomes, surtout pour per-
mettre a` ceux-ci de passer a` l’e´chelle [DWB+07]. Dans les re´seaux de capteurs par exemple,
l’auto-structuration est importante pour de nombreuses ope´rations classiques telles l’e´lection de
leader, l’e´quilibrage de charge, le routage ou encore l’e´conomie d’e´nergie. Un exemple classique
de structuration consiste a` partitionner l’espace sur lequel les capteurs sont re´unis afin d’agre´ger
les informations d’une partie donne´e et ainsi e´conomiser de l’e´nergie pour la transmission des
informations.
La complexite´ d’un algorithme d’auto-structuration de´pend fortement de la quantite´ de
connaissance disponible initialement. Si les noeuds ont une connaissance comple`te du syste`me,
la structuration est triviale. A l’oppose´e, si chaque noeud ne connaıˆt que son voisinage, s’assurer
qu’une structure cohe´rente a` l’e´chelle du re´seau e´merge de la somme des de´cisions individuelles
des entite´s est difficile.
Nous de´finissons la connaissance externe comme la connaissance attribue´e aux noeuds par
une source exte´rieure. Celle-ci peut provenir d’un dispositif, un GPS par exemple, ou d’une
pre´configuration du capteur, en pre´configurant le nombre d’entite´s du syste`me par exemple, ou
encore d’une hypothe`se (la zone de de´ploiement est rectangulaire), etc. Nous l’opposons a` la
connaissance interne qui consiste en l’information que chaque capteur acquiert par l’observation
du re´seau et l’e´change de messages.
Cette distinction entre les sources de connaissance souligne un dilemme. Structurer un re´seau
ne´cessite que chaque noeud ait acquis une certaine quantite´ de connaissance. Plus une structure
repose sur de la connaissance externe, moins cette structure est robuste puisqu’elle repose alors sur
des facteurs externes (disponibilite´ et pre´cision du GPS, re´gularite´ de la zone de de´ploiement) qui,
s’ils sont mis en de´faut, empeˆchent la structuration de re´ussir. De l’autre coˆte´, plus une structure
repose sur une connaissance interne, plus le couˆt de mise en oeuvre de cette structure est e´leve´ :
il faut acque´rir cette connaissance, et cela engendre des couˆts de communication et de calcul. Le
dilemme est donc de choisir entre robustesse et e´conomie (on retrouve d’ailleurs un compromis
classique de la construction et, plus ge´ne´ralement, de l’inge´nierie).
Dans cette section, nous pre´sentons un me´canisme de structuration robuste permettant l’orga-
nisation ge´ographique d’un syste`me (ce terme sera de´fini par la suite). Ce me´canisme de structu-
ration construit une solution a` partir de tre`s peu d’informations : la connaissance de chaque noeud
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est limite´e a` la connaissance de son identite´. A partir de cette organisation, nous verrons qu’il
est possible d’assigner diffe´rents roˆles aux noeuds selon leur position dans la structure cre´e´e. Ces
travaux sont dans ce sens particulie`rement adapte´s aux re´seaux de capteurs.
La structuration du re´seau se fait ici par la cre´ation d’un syste`me de coordonne´es virtuelles.
Cre´er un tel syste`me n’est pas trivial lorsque les noeuds ont peu d’information a` disposition. Ce-
pendant, les avantages d’une telle approche sont multiples :
– la solution e´tant algorithmique, elle ne ne´cessite pas de mate´riel de´die´, elle est donc plus
e´conomique.
– les coordonne´es construites sont virtuelles, ce qui rend le routage plus robuste face aux trous
de densite´ dans le re´seau, etc.
– l’obtention ou l’attribution de coordonne´es ge´ographiques aux noeuds n’est pas toujours
possible. A ce titre la structuration virtuelle fournit une approche comple´mentaire.
La plupart des approches concernant le positionnement dans les re´seaux de capteurs
[HWLC01, BOCB07, CCDU05, BW04, Gus03, RRP+03] reposent sur des hypothe`ses spe´cifiques
(pre´sence de syste`mes de mesure du signal ou encore utilisation d’entite´s bien localise´es - les
ancres). Plus re´cemment, des solutions n’utilisant pas de points bien localise´s ont e´te´ pre´sente´es
[RRP+03, MOWW04, BPA+06]. En utilisant ces solutions, puisque aucune position n’est
disponible, les noeuds se voient attribuer des coordonne´es virtuelles.
Dans cette partie, nous introduisons les contributions suivantes :
– Un algorithme simple et entie`rement re´parti d’attribution de coordonne´es virtuelles
Vincos. Notre algorithme repose sur l’exploitation des noeuds de bordure (i.e. les noeuds
situe´s en pe´rime`tre du syste`me).
– Une approche de structuration ge´ome´trique NetGeos. Nous pre´sentons les inte´reˆts d’une
telle structuration ainsi que comment l’effectuer au dessus de Vincos.
5.1.1 Travaux connexes
(4)
(3)
(2)(1)
Ideal case
NetGeoS
external knowledge
High level of
High Cost
(1) Satellite−based methods
(2) Measurement−based methods
Low accuracy
level
(3) Rao et al. method, in [6]
(4) Benbadis et al. method, in [15]
FIG. 5.1 – Vincos en termes de couˆt, pre´cision et connaissance externe.
La figure 5.1 compare les diffe´rents syste`mes de coordonne´es de la litte´rature par rapport
a` Vincos. Elle compare leurs diffe´rences en termes de couˆt (nombre de messages), pre´cision
des coordonne´es, et connaissance externe telle qu’elle est de´finie plus haut. La pre´cision des co-
ordonne´es peut eˆtre vue comme la re´solution des coordonne´es, ou encore comme la quantite´ de
noeuds partageant les meˆmes coordonne´es. Plus un point est proche de l’origine des axes, plus il
repre´sente un compromis efficace entre ces crite`res.
L’importance des syste`mes de coordonne´es pour les re´seaux de capteurs est de´montre´e
par l’abondante litte´rature traitant du sujet [BW04, HHB+03, HWLC01, MOWW04, NSB03,
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RRP+03, BOCB07, CCDU05, SRZF03, Gus03, DPG01, BPA+06]. Dans la cate´gorie des
syste`mes de positionnement absolus, nous avons les syste`mes de positionnement satellite comme
GPS ou Galileo. Equiper tous les capteurs de re´cepteurs GPS est la solution simple d’apporter
le maximum de connaissance externe aux capteurs. Il en re´sulte un syste`me de coordonne´es tre`s
pre´cis (point (1) sur la figure 5.1). Cependant cette me´thode pre´sente de nombreux de´savantages :
elle est one´reuse, inefficace e´nerge´tiquement (les re´cepteurs GPS consomment de l’e´nergie),
et ne peut pas marcher si les capteurs sont de´ploye´s hors d’une zone de couverture satellite
(de´ploiements extra-terrestres ou de´ploiements souterrains).
Ce proble`me peut eˆtre re´solu en e´quipant seulement quelques entite´s (i.e. des ancres) avec un
tel re´cepteur satellite et en laissant les autres entite´s estimer leur position a` partir des informations
de connectivite´ ou de dispositifs de mesure du signal (angle d’arrive´e du signal, force du signal, uti-
lisation de signaux de nature diffe´rente et mesure des temps de propagation) [BW04, MOWW04,
BFAF05, CCDU05, SRZF03, Gus03, DPG01]. Ces approches hybrides sacrifient beaucoup de
pre´cision pour un couˆt toujours e´leve´ (point (2) sur la figure 5.1).
Les solutions base´es seulement sur la connectivite´ [BW04, BFAF05, CCDU05] sont algorith-
miquement plus simples. Elles ont ne´anmoins un couˆt de communication e´leve´, et la pre´cision du
syste`me de coordonne´es re´sultant de´pend fortement du nombre d’ancres et de leur position dans le
re´seau (si les ancres sont mal place´es le positionnement peut eˆtre de tre`s mauvaise qualite´) (point
(4) sur la figure 5.1).
Une approche plus attractive consiste a` se passer d’ancres [MOWW04, BOCB07, RRP+03].
Ceci engendre des syste`mes a` coordonne´es virtuelles par opposition aux coordonne´es
ge´ographiques obtenues dans les autres cas. Vincos utilise une proce´dure d’assignement
de coordonne´es similaire a` celle de [BOCB07, RRP+03] du point de vue de la connaissance
initiale apporte´e aux noeuds (presque aucune connaissance). Ces approches conside`rent que
certains noeuds particuliers sont identifie´s (noeuds de pe´rime`tre ou noeud central). En particulier
par rapport a` [RRP+03], Vincos propose une exploitation radicalement diffe´rente de la connais-
sance des noeuds constituant le pe´rime`tre du syste`me (noeuds de bordure). Il est possible de voir
Vincos comme la recherche d’ancres optimalement place´es pour [BOCB07].
5.1.2 Principe des coordonne´es
Le positionnement est une information cle´ dans la construction et le maintien de syste`mes
autonomes. Un syste`me de coordonne´es procure a` chaque noeud une position qui est a` la fois
localement et globalement cohe´rente. Dans Vincos, chaque noeud est configure´ initialement
avec un parame`tre d : la dimension du syste`me de coordonne´es. Ainsi, les coordonne´es virtuelles
d’un noeud i sont repre´sente´es sous la forme d’un tuple (x1, . . . , xd), ou` xj est la projection du
noeud i sur le je`me axe de l’espace virtuel a` d dimensions. L’unite´ de distance utilise´e est le saut.
Cet espace virtuel est de´fini comme suit. La bordure de la zone ge´ographique couverte par
les noeuds est partitionne´e en d “segments”. Ces segments de bordure peuvent avoir soit la meˆme
taille, soit des tailles diffe´rentes1 . Soit un axe j, 1 ≤ j ≤ d, du syste`me de coordonne´es. La
coordonne´e xj est alors la distance, en sauts, du plus court chemin du noeud i au segment j
(i.e. au noeud le plus proche appartenant au segment). La figure 5.2 illustre ceci : l’espace de
coordonne´es y est de dimension d = 3. Les coordonne´es virtuelles de trois noeuds y sont porte´es :
les coordonne´es (2, 4, 2) signifient que le noeud est a` distance 2 des bordures 1 et 3 et a` distance 4
de la bordure 2. Ce syste`me ne ne´cessite ainsi pas d’ancre ou de noeud particulier.
Les coordonne´es de Vincos reposent sur l’identification correcte des noeuds de bordure. Le
principe est simple : une fois ces noeuds de´couverts, l’algorithme proce`de a` une e´lection de leader
1Pour des raisons de simplicite´, nous pre´senterons le cas ou` les segments sont de taille e´gale. La de´marche est
identique si les segments ont des tailles diffe´rentes.
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FIG. 5.2 – Un exemple de coordonne´es virtuelles.
sur la bordure. Le leader de bordure ainsi e´lu partitionne ensuite la bordure en d segments, chaque
segment repre´sentant un axe du syste`me de coordonne´es. Les noeuds de la bordure, lorsqu’ils
apprennent a` quels axes ils appartiennent, inondent ensuite le re´seau de fac¸on a` apprendre a` chaque
noeud du syste`me sa distance a` l’axe.
Du point de vue structure, la structuration effectue´e par Vincos a lieu en deux temps :
d’abord, la bordure est structure´e, ensuite la structure de la bordure est utilise´e pour structurer
le reste du syste`me (l’inte´rieur). Cette approche a plusieurs avantages :
– Comme nous le verrons plus loin, nous de´finissons la bordure comme un circuit de noeuds.
Cette forme de circuit rend sa structuration simple : il n’y a qu’une dimension a` configurer.
De plus, comme c’est un circuit, un noeud voyant son message faire un tour complet est suˆr
que tous les noeuds connaissent ce message.
– Les densite´s autour de la bordure sont plus faibles (les noeuds en pe´riphe´rie ont moins de
voisins). Lorsqu’un noeud e´met un message, de l’e´nergie est de´pense´e par chaque voisin du
noeud e´metteur pour recevoir ce message. De plus la probabilite´ que les communications
de deux voisins interfe`rent est proportionnelle a` la densite´. Dans ce sens travailler avec les
noeuds de bordure est plus e´conomique.
– Si l’on e´limine les cas de re´seaux tre`s particuliers, travailler avec la bordure est plus suˆr du
point de vue de la connexite´ du syste`me. Lorsqu’un capteur n’a plus d’e´nergie, il meurt. Si
des noeuds ale´atoires e´changent des messages dans un re´seau, ce seront les noeuds centraux,
statistiquement plus sollicite´s, qui seront les premiers a` court d’e´nergie. Ceci engendre un
trou dans le centre du re´seau qui impacte fortement les performance du syste`me tout entier.
A l’oppose´e fatiguer les noeuds de bordure est moins grave, puisqu’au pire la surface de
couverture du re´seau est re´duite, sans impacter les capacite´s de communication des autres
noeuds.
5.1.3 De´finition de la bordure du syste`me
Nous avons vu dans le paragraphe pre´ce´dent que le syste`me de coordonne´es Vincos repose
sur l’utilisation de la bordure du syste`me. Nous allons ici de´finir formellement ce qu’est une bor-
dure et passer en revue quelques me´thodes de de´tection de celle-ci.
La notion de bordure
Le mode`le du syste`me est de´fini dans la section 5.1.4. Nous le mode´lisons ici par un graphe
UDG [CCJ90] G = (V,E ⊂ (V ×V )), ou` un sommet vi repre´sente le noeud i, et un arc eij existe
si, et seulement si, les noeuds i et j sont voisins.
Un chemin est une suite de sommets telle que chaque sommet est voisin du sommet suivant, et
un circuit est un chemin dont le premier et le dernier noeud sont identiques. Un circuit simple est
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un chemin dans lequel (hormis le noeud source) chaque noeud apparaıˆt au maximum une fois.
Un tel circuit c = {s, c1, . . . , s} partitionne V en 3 parties :
– Les sommets appartenant au circuit,
– Les sommets d’un coˆte´ du circuit,
– Les sommets d’un autre coˆte´ du circuit.
Dans le mode`le UDG, on suppose les noeuds positionne´s sur un plan a` deux dimensions. Soit
p(vi) = {xi, yi} les coordonne´es du noeud i. Le circuit simple c de´fini alors un polygone p(c) =
{p(s), p(c1), . . . , p(s)}. Soit S(c) l’aire du polygone de´finit par le circuit c. Nous de´finissons
la meilleure bordure b comme le circuit dont le polygone associe´ a la plus grande aire. Soit C
l’ensemble des circuits simples possibles dans G. Le circuit b ∈ C est une bordure ssi
S(b) = max
c∈C
(S(c))
Il est inte´ressant d’observer qu’aucune garantie n’existe sur le nombre de noeuds situe´s a`
l’exte´rieur de l’aire du polygone de´fini par le chemin. En effet, puisque nous ne conside´rons que
les circuits simples, nous calculons ici la bordure du sous-graphe 1-connexe de G. Si l’on prend
l’exemple de noeuds dispose´s en croix (i.e. suivant l’axe des abscisses et l’axe des ordonne´es
d’un repe`re orthonorme´), il est possible d’avoir un graphe de taille arbitrairement grande avec une
bordure nulle !
Proprie´te´s du de´tecteur de bordure
Comme indique´ pre´ce´demment, la de´tection d’une bordure dans les re´seaux de capteurs est une
taˆche difficile si les noeuds ne connaissent pas leur position. Nous allons ici de´crire les proprie´te´s
que nous attendons d’un de´tecteur de bordure.
Nous de´finissons un noeud de bordure fort comme un noeud appartenant au circuit de´finissant
la bordure. Nous de´finissons un noeud de bordure faible comme un noeud e´tant soit noeud de
bordure fort, soit voisin d’un noeud de bordure fort.
Un de´tecteur de bordure est de´fini ici comme une boite noire, a` la manie`re d’un oracle. Celui-ci
procure a` chaque noeud i un boole´en on borderi satisfaisant les proprie´te´s suivantes :
pre´cision Si on borderi est vrai, alors i est un noeud de bordure faible.
Comple´tude Chaque noeud de bordure fort a au moins un voisin j tel que on borderj = vrai.
Connexite´ L’intuition se cachant derrie`re cette proprie´te´ est simple : il faut que l’ensemble
des noeud de bordure forme une ceinture connexe du re´seau. La traduction en terme
de proprie´te´s l’est moins : la proprie´te´ de comple´tude ci-dessus ne permet pas d’assurer
la connexite´. De meˆme, traduire cette proprie´te´ en termes de connexite´ du sous-graphe
forme´ par les noeud de´tecte´s en bordure ne marche pas : supposer le graphe 1-connexe, ou
2-connexe n’e´vite pas le cas du « U » : les noeuds de´tecte´s sont tous connecte´s par le sud,
mais il manque un pont par le nord. Il faut pouvoir exprimer le retrait non pas en termes de
connexite´, mais en termes de zones ge´ographiques.
Une solution est la suivante. Elle a l’inconve´nient de re´duire fortement le nombre de bor-
dures possibles. Soit Gb = (Vb, Eb ⊂ (Vb × Vb)) avec Vb = {i ∈ V t.q. on borderi =
vrai}. Alors pour tout sous-graphe connexe G′ de Gb, Gb −G′ reste connexe.
De´tection de bordure dans des ensembles convexes
A ce jour, nous ne connaissons pas de solution calculant une telle bordure de manie`re suˆre
en exploitant simplement les informations de connexite´. Plusieurs pistes existent, la principale
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difficulte´ re´sidant dans la varie´te´ des formes que le re´seau peut prendre : un re´seau en forme de U,
c’est-a`-dire fortement concave, posse`de une bordure tre`s difficile a` de´tecter.
Les re´seaux convexes, quant a` eux, posse`dent une proprie´te´ plutoˆt inte´ressante : ils contiennent
toujours leur barycentre. Ceci va permettre d’utiliser des crite`res de distance pour de´tecter les
noeuds de bordure. L’ide´e est d’abord pre´sente´e dans [RRP+03], ou` les auteurs affirment de´tecter
des noeuds de bordure a` l’aide d’un noeud initiateur. Ce noeud initiateur inonde le re´seau afin que
tous les noeuds du re´seau apprennent leur distance a` celui-ci. Dans leur solution, un noeud de´cide
qu’il est en bordure s’il est le noeud le plus loin de l’initiateur parmi ses voisins a` deux sauts.
Malheureusement, la re´ussite de cette solution de´pend e´norme´ment du placement de l’initiateur :
s’il est choisi au hasard dans le re´seau et que sa position n’est pas au centre de celui-ci, une partie
de la bordure ne sera pas de´tecte´e. Il est bien suˆr dans ce cas possible de faire l’hypothe`se d’un
initiateur positionne´ spe´cialement au milieu du re´seau, mais cela complique le de´ploiement.
Dans [KMR+07], nous pre´sentons une approche plus robuste fonde´e sur le meˆme prin-
cipe, bien que plus couˆteuse. L’ide´e est d’utiliser plusieurs initiateurs (moins de 10). Comme
pre´ce´demment, ces initiateurs inondent le re´seau, et chaque noeud apprend sa distance a` chaque
initiateur. Chaque noeud calcule ensuite sa distance moyenne a` l’initiateur, et c’est cette distance
qui est exploite´e pour la de´tection de bordure (les noeuds de bordure sont localement les noeuds
ayant les distances moyennes les plus grandes). Utiliser plusieurs initiateurs choisis ale´atoirement
pour calculer une distance moyenne revient a` calculer la distance au barycentre des initiateurs. Si
l’espace est convexe, alors ce barycentre est toujours situe´ dans le re´seau, ce qui permet le bon
fonctionnement de la me´thode.
Enfin, citons le cas de [ZZF09] et de [BKT09] qui proposent des me´thodes de de´tection des
« trous » du re´seau, c’est-a`-dire des zones situe´es a` l’inte´rieur du syste`mes ou aucun capteur n’est
pre´sent. Malheureusement, dans [ZZF09] la de´tection suppose la possibilite´ de mesurer l’angle
entre deux capteurs voisins, et dans [BKT09] la de´tection utilise les positions ge´ographiques re´elles
des capteurs. Enfin, de´tecter les trous et de´tecter la bordure sont deux proble`mes proches mais
diffe´rents, et les solutions pre´sente´es ne sont pas applicables en l’e´tat.
5.1.4 Mode`le
Nous nous concentrons sur les sce´narios ou` la re´gion surveille´e ne permet pas d’intervention
humaine. Pour des raisons de simplicite´, l’analyse des couˆts sera effectue´e soit sur une distribution
de noeuds uniforme dans une zone de forme rectangulaire, soit en supposant les noeuds re´partis
re´gulie`rement sur une grille. Le principe demeure le meˆme sur d’autres distributions. Dans le cas
d’une grille de n noeuds, chaque range´e et colonne contient
√
n noeuds.
Noeuds Le syste`me est compose´ d’un ensemble fini de N capteurs re´partis de fac¸on uniforme sur
une zone ge´ographique2 . Chaque noeud posse`de un identifiant unique i.
Communication Chaque noeud peut communiquer avec tout autre noeud situe´ a` porte´e radio, qui
est mode´lise´e par un disque de diame`tre R. On suppose le re´seau non partitionne´ et les communi-
cations bidirectionnelles.
Connaissance initiale Initialement, un noeud connaıˆt seulement son identite´, le fait qu’il soit le
seul a` posse´der cette identite´ dans le re´seau et un parame`tre, d, de´finissant la dimension de l’espace
de coordonne´es. De plus, chaque noeud posse`de un de´tecteur de bordure posse´dant les proprie´te´s
pre´sente´es ci-dessus.
2Une fois de plus, pour des raisons de simplicite´, la distribution est suppose´e uniforme. Bien qu’il soit trop toˆt pour
affirmer que notre algorithme converge inde´pendamment de la distribution, les simulations que nous avons effectue´es
sur des distributions plus exotiques vont dans ce sens.
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5.1.5 Segmentation de la bordure
Vincos repose sur la de´finition de segments de bordure qui vont eˆtre utilise´s comme
re´fe´rentiel pour le syste`me de coordonne´es. Cette partie pre´sente la me´thode utilise´e pour de´finir
les segments de bordure a` partir de la connaissance des noeuds de bordure.
Cette partie se concentre donc sur la bordure. Travailler sur la bordure pre´sente plusieurs avan-
tages que nous avons pre´sente´s plus haut. La bordure est a` la fois facile et e´conomique a` travailler.
La facilite´ de la structuration est due a` la forme de « ceinture » (i.e. un anneau d’une largeur
infe´rieure a` un hop) de la bordure : on va y effectuer une e´lection de leader sur un anneau. Cette
e´lection va permettre de garantir l’unicite´ du de´coupage et permettre de collecter les informations
ne´cessaires au de´coupage (la taille, en hops, de la bordure). Les messages de cette phase ne sont
conside´re´s que par les noeuds de bordure (i.e. les noeuds tels que on border = vrai).
De´marrage de l’e´lection Chaque noeud i tel que on borderi = vrai informe ses voisins qu’il est
en bordure. Cela permet a` chaque noeud de bordure de de´couvrir quels sont ses voisins de bordure
VB(i) ⊂ Vb. L’objectif est d’e´lire le noeud ayant la plus petite identite´ sur l’anneau de bordure.
Dans cette ide´e, seuls les noeuds dont les voisins de bordure ont tous des plus grandes identite´s
ont une chance d’eˆtre e´lus leaders de bordure. Afin d’e´viter des messages inutiles, seuls ces noeuds
rentre en compe´tition pour l’e´lection. Les noeuds rentrent en compe´tition en e´mettant un message
que nous appelons « sonde ». Un noeud j e´met une sonde si, et seulement si,
∀i ∈ VB(j), j ≤ i
Progression de la sonde La sonde, une fois e´mise par un candidat au leadership de la bordure, va
suivre un me´canisme de propagation extinction le long de la bordure. Nous cherchons a` e´lire le
noeud de plus petite identite´. Ainsi, un noeud j va relayer une sonde e´mise par i si, et seulement
si, i est la plus petite identite´ de candidat qu’il connaıˆt. Sinon, j ignore le message.
A cette fin, lorsque j relaie une sonde, il stocke l’identite´ du candidat (i). De plus, la sonde
contient un compteur de sauts qu’il incre´mente avant de re´emettre la sonde.
Si plus tard i rec¸oit une autre sonde cre´e´e par j, comprenant une nouvelle distance a` j, d′j , il
de´cide selon la valeur de d′j . Si d′j > dj + 1, i ne relaie pas cette nouvelle sonde. Sinon, i peut
avoir d’autres taˆches a` accomplir (voir le paragraphe arreˆt de la sonde ci-dessous).
FIG. 5.3 – Chaque sonde transporte le voisinage du deuxie`me noeud la relayant.
Arreˆt de la sonde
Le me´canisme de propagation-extinction va agir comme un filtre. Ainsi, seule la sonde cre´e´e
par le noeud de Vb ayant la plus petite identite´ (soit l ce noeud) va parcourir toute la bordure.
5.1. COORDONN ´EES VIRTUELLES POUR LES R ´ESEAUX DE CAPTEURS 85
FIG. 5.4 – Les 4 segments de´finis dans un re´seau de 2000 noeuds.
Comme le re´seau a une forme en anneau, la sonde progresse selon deux directions (horaire et
anti-horaire) jusqu’a` l’oppose´e de l sur l’anneau. Soit gauche et droite ces deux directions.
Un noeud situe´ a` l’oppose´ de l rec¸oit ainsi deux sondes de l, provenant de droite et de gauche,
connaıˆt 1) l’identite´ du leader de bordure, l, et 2) la taille (en sauts) de la bordure en sommant le
nombre de sauts des deux sondes. Il lui faut ne´anmoins pouvoir diffe´rencier une sonde de direction
gauche d’une sonde de direction droite.
Pour cela, chaque sonde p e´mise par le noeud l comporte un champ additionnel, appele´
stampp. Ce champ contient la liste de voisinage du deuxie`me noeud relayant p (i.e. un noeud tel
que dl = 2). Chaque noeud relayant la sonde p stocke stampp. Ainsi, lorsqu’un noeud i rec¸oit
deux sondes p et p′, dont les compteurs de sauts sont dl et d′l, si stampp ∩ stampp′ 6= ∅ alors i
sait que les deux sondes ont parcouru la bordure dans la meˆme direction. Il garde alors la plus
petite des deux distances dl et d′l. Sinon, si |dl − d′l| ≤ 1∧ stampp ∩ stampp′ = ∅, alors i sait que
l est le leader et que la longueur en sauts de la bordure est de dl + d′l. Nous appelons i un leader
oppose´. La figure 5.3 illustre la ve´rification de la direction emprunte´e par la sonde.
De´finition des segments
Lorsque i se de´couvre leader oppose´, il est capable de segmenter la bordure. Soit hl = dl + d′l
la longueur de la bordure. La taille d’un segment est donc approximativement hl%d. i envoie donc
un message m contenant hl ainsi qu’un des deux champs stamp qu’il a rec¸us. Ce champ stamp
va de´finir le sens de comptage sur la bordure. Ce message est relaye´ par tous les noeuds de Vb.
Lorsqu’un noeud k rec¸oit un tel message m, il calcule le segment sk auquel il appartient. Soit
dl et stamp la distance et le champ collecte´s par k au passage de la sonde. Si m.stamp = stamp,
alors sk = dl%(hl%d), sinon, sk = (hl − dl)%(hl%d).
L’algorithme de´crivant la segmentation de la bordure est de´crit figure 5.5. La figure 5.4
pre´sente le re´sultat d’une se´paration de la bordure en 4 segments.
5.1.6 De´finition des coordonne´es
Une fois que les noeuds de Vb ont appris a` quel segment ils appartiennent, ils inondent le
syste`me avec un message contenant ce nume´ro de segment et un compteur de sauts initialise´ a` 0.
Ces messages sont utilise´s par chaque noeud du syste`me afin de calculer leur plus petite distance
a` chaque segment. Cela procure a` chaque noeud un d-uplet de coordonne´es (x1, . . . , xd). Ces
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1: lid←∞; dist←∞; stamp← ∅
2: procedure RECEIVE PROBE(p)
3: if p.id < lid then /*There is a better leader candidate*/
4: if p.hc = 2 then /*Set stamp*/
5: p.stamp←my neighbors
6: lid← p.id /*Keep probe data*/
7: dist← p.hopcount
8: stamp← p.stamp
9: p.hopcount← p.hopcount+ 1 /*Relay*/
10: broadcast(p)
11: else if p.id = lid then
12: if p.hopcount > dist then /*do nothing . . . */
13: return
14: if |p.hopcount− dist| ≤ 1 ∧ stamp ∩ p.stamp = ∅ then
15: /*be opposite border leader*/
16: broadcast(lockMsg(lid, p.hopcount+ 1, stamp))
17: else
18: dist← p.hopcount /*Keep probe data*/
19: stamp← p.stamp
20: end procedure
21: procedure RECEIVE LOCKMSG(l)
22: if stamp ∪ l.stamp = ∅ then
23: segment number = (dist%(lh%d))
24: else
25: segment number = ((lh− dist)%(lh%d))
26: broadcast(l)
27: end procedure
FIG. 5.5 – Algorithme de la sonde (Probe)
coordonne´es peuvent ensuite eˆtre exploite´es comme des coordonne´es classiques, par exemple a`
des fins de routage ou de structuration.
5.1.7 Analyse de la complexite´
Comme de´crit dans le mode`le, nous supposons pour ces analyses que les noeuds sont re´partis
selon une grille carre´e. Nous conside´rons ainsi n noeuds re´partis en rangs et colonnes de
√
(n)
noeuds. Il y a donc 4
√
n noeuds de bordure forts. On suppose que les noeuds de´tecte´s en bordure
sont les noeuds de bordure forts.
Le couˆt en messages de l’e´lection de leader est dur a` e´valuer. Il est au moins de 4
√
n dans
le cas ide´al ou seul le leader effectif envoie une sonde. Ce couˆt de´pend de plus du nombre de
candidats leader. Dans notre grille il existe au plus 2
√
n candidats (un noeud sur deux). Dans la
pratique, le couˆt issu des candidatures infructueuses demeure faible.
Apre`s la de´finition des segments, chaque noeud ne relaie qu’un message par segment (celui
provenant du noeud le plus proche qui appartient au segment), soit un couˆt en O(dn).
La complexite´ en temps de la segmentation de la bordure est de 2
√
n e´tapes. Ensuite, la com-
plexite´ en temps de l’attribution des coordonne´es de´pend de la plus grande distance dans la grille,
soit
√
2n, soit une complexite´ en temps de (2 +
√
2)
√
n.
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5.2 Des coordonne´es virtuelles a` la structuration ge´ographique
Cette section traite de structuration ge´ome´trique, un outil puissant de structuration des re´seaux
sans fil. Dans un premier temps, nous motivons le proble`me de la structuration ge´ome´trique, puis
nous de´finissons la structuration ge´ome´trique, et enfin nous de´crivons comment mettre en place
cette structuration a` partir des coordonne´es de Vincos.
Dans la litte´rature, le principal inte´reˆt des coordonne´es est le routage. Nous pensons qu’elle
pre´sentent de nombreux autres avantages. Ces coordonne´es permettent de manipuler le re´seau de
nombreuses manie`res diffe´rentes. L’ide´e de la structuration ge´ome´trique est de permettre, a` partir
d’une formule, d’obtenir une structuration logique du re´seau permettant d’organiser celui-ci, a` des
fins par exemple d’agre´gation, de clustering ou de gestion d’e´nergie.
A titre d’exemple, conside´rons un re´seau de capteurs disse´mine´s sur une vaste zone
ge´ographique. Il est montre´ dans [HC07] qu’agre´ger les donne´es sur une ligne centrale du re´seau
en vue de leur collecte par un puits mobile constitue une solution efficace et e´conomique de
rassembler l’information. Pour cela, il suffit de partitionner les capteurs en trois groupes : le Nord,
le Sud et l’Equateur. L’Equateur est une simple ligne droite servant de point de collecte des
informations re´cupe´re´es par tous les capteurs. Pe´riodiquement, un puits mobile (sur un avion par
exemple) survole l’e´quateur et collecte les donne´es. Pour cela, il suffit d’utiliser un syste`me de
coordonne´es virtuelles a` deux dimensions : soient (x1, x2) les coordonne´es virtuelles d’un noeud
i. Le noeud i appartient au groupe Nord si x1 < x2 , au groupe Sud si x1 > x2 et a` l’Equateur
si x1 = x2. La figure 5.6(a) donne un exemple de ce partitionnement pour un re´seau de 2000
noeuds.
Une autre ide´e d’application serait de de´finir des structures hie´rarchiques pour mettre en place
des strate´gies de type diviser pour re´gner. Il faut bien suˆr que le proble`me se preˆte a` la mise en place
de ces strate´gies, mais imaginons le cas d’un proble`me de couˆt quadratique (O(n2)). Conside´rons
un re´seau divise´ en p parties (tel le re´seau 5.6(b), ou p = 3). Il est possible d’exe´cuter une instance
du proble`me de base (par exemple, l’e´lection d’un leader) dans chaque sous-partie, d’un couˆt
O
(
p(n/p)2
)
. Il reste bien suˆr ensuite a` fusionner les re´sultats du proble`me. Dans ce sens, dans
[DWB+07], les auteurs de´montrent l’avantage de l’utilisation de clusters dans les grands re´seaux
de capteurs.
Structuration ge´ome´trique
La structuration ge´ome´trique peut eˆtre de´finie comme un partitionnement logique du re´seau.
L’objectif de cette structuration ge´ome´trique est de fournir une me´thode de´centralise´e pour procu-
rer a` chaque noeud un nume´ro de partie. Ces parties sont ensuite exploitables par l’application ou
le syste`me re´parti. Soit K l’espace de coordonne´es des noeuds (dans le cas de Vincos,K ∈ Nd),
et soit p le nombre de parties. Soit respectivement ci et pi les coordonne´es et la partie du noeud i.
Une fonction de structuration ge´ome´trique est une fonction f telle que :
f : K → {0, . . . , p}
f(ci) → pi.
Une telle de´finition permet a` tout noeud de calculer le nume´ro de partie d’un autre noeud dont
les coordonne´es sont connues : chaque noeud peut se repre´senter la disposition des parties dans le
syste`me. Ce partitionnement peut prendre une forme ge´ographique ou fonctionnelle, comme de´crit
ci-dessous.
Partitionnement ge´ographique Il s’agit ici de diviser l’espace en zones ge´ographiques adapte´es
aux besoins de l’application. Il s’agit de diviser le syste`me en parties connexes. Si l’on reprend
l’exemple du partitionnement en zones Nord, Sud et Equateur, voici la fonction utilise´e (voir fi-
gure 5.6(a)) :
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FIG. 5.6 – (a)-(c) Exemples de structuration ge´ome´trique.
f : N ∗N → {1, 2, 3}
f(x1, x2) →
{ 1 lorsque x1 > x2
2 lorsque x1 = x2
3 lorsque x1 < x2
Le partitionnement en cible, comme illustre´ figure 5.6(c) peut s’ave´rer utile. Sa de´finition est
tre`s simple a` partir des coordonne´es Vincos en utilisant une seule dimension d = 1 (i.e. il suffit
juste de connaıˆtre la bordure). Ce partitionnement est utile a` une application de tracking (suivi
d’objets mobiles) : lorsqu’aucune cible (ou objet mobile) ne se situe dans le re´seau, il est possible
de laisser en veille tous les noeuds des anneaux inte´rieurs ; seule la partie exte´rieure reste en alerte.
Si une cible traverse le re´seau, chaque anneau re´veille le suivant, le re´seau est progressivement
re´veille´.
f : N → N
f(x1) → x1
Partitionnement fonctionnel Dans le partitionnement ge´ographique, a` chaque partie correspond
une zone spe´cifique du re´seau. Dans le partitionnement fonctionnel, on associe une fonction a`
chaque partie. Sur le meˆme principe que le partitionnement de l’Equateur, il est possible par
exemple de cre´er des lignes paralle`les espace´es de jv sauts comme illustre´ par la figure5.7(b),
en utilisant la formule suivante :
f : N4 → {0, 1}
f(x1, x2, x3, x4) → max(x1, x3) mod jv
Similairement, il est possible de cre´er des lignes verticales espace´es de jh sauts ainsi :
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FIG. 5.7 – (a)-(c) Partitionnements Fonctionnels : (a) Partitionnement en treillis. (b) Bandes verti-
cales (c) Œil.
f : N4 → {0, 1}
f(x1, x2, x3, x4) → max(x2, x4) mod jh.
Enfin, il est possible de combiner ces re`gles en cre´ant un treillis (jh = jv = 2) de la manie`re
suivante (voir figure 5.7(a)) :
f : N4 → {0, 1, 2, 3}
f(x1, x2, x3, x4) → max(x1, x3) mod 2
+2 ∗ (max(x2, x4) mod 2)
Le partitionnement fonctionnel que nous venons de pre´senter peut eˆtre utilise´ pour attribuer
diffe´rents roˆles aux noeuds, par exemple afin de re´partir les noeuds e´veille´s et endormis pour
e´conomiser l’e´nergie du syste`me.
Des formes plus complique´es peuvent eˆtre utilise´es en composant les re`gles, particulie`rement
si l’on connaıˆt le diame`tre du re´seau. La figure 5.7(c) de´crit un partitionnement en forme d’œil3 :
f : N4 → {0, 1, 2, 3}
f(x1, x2, x3, x4) →


0 si paupie`res
1 si pupille
2 si iris
3 si cils
4 sinon,
ou` les pre´dicats paupie`res, pupille, iris et cils sont de´finis table 5.1.
3Il s’agit juste d’une illustration des capacite´s de ce syste`me. Nous n’avons pas d’applications spe´cifiques en teˆte.
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TAB. 5.1 – Pre´dicats de l’œil
Condition Description
paupie`res (x0 = 9 ∧ x2 < x0) ∨ (x2 = 9 ∧ x0 < x2)
pupille x1 = x2 = x3 = x4
iris (abs(x0 − x2) < 2) ∨ (abs(x1 − x3) < 2)
cils (x0 < 12) ∧ (x1 = x2 ∨ x2 = x3 ∨ x1 = x3)
Analyse de la complexite´ Aucun message n’est e´change´ pour cette attribution de partie. Une fois
qu’un noeud a obtenu ses coordonne´es, il est en mesure de calculer la partie a` laquelle il appartient.
Le temps de convergence et le couˆt en message sont donc nuls.
5.3 Evaluation des performances
Cette section de´crit les expe´riences que nous avons effectue´es pour attester de l’efficacite´ et de
la pre´cision de nos propositions. Les expe´riences ont e´te´ conduites avec un simulateur discret e´crit
en Java. Nous sommes inte´resse´s par l’e´valuation algorithmique du protocole, aussi le simulateur
n’imple´mente pas une couche Mac et un mode`le de communication re´aliste, mais une version
simplifie´e sans perte de messages, ni collisions.
5.3.1 Couˆts de communication
Si l’on ajoute le couˆt du syste`me de de´tection de bordure pre´sente´ dans [KMR+07], le couˆt
total de communication de Vincos est de O((2 + y + d) ∗ n + 4 ∗ z√n), n e´tant nombre total
de noeuds, y et z les nombres d’initiateurs et d’initiateurs de bordure (ces termes sont de´finis dans
[KMR+07]), resp., et d le nombre de dimensions du syste`me de coordonne´es.
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FIG. 5.8 – Analyse du couˆt en fonction de la taille du re´seau, pour d = 4, porte´e radio de 40-unite´s.
Nous simulons des re´seaux comportant 250 a` 2600 noeuds. Ces noeuds sont re´partis sur une
surface plane de 500 × 500 unite´s de distance. La zone de porte´e radio est un disque dont le
diame`tre varie de 30 a` 50 unite´s de distance.
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La figure 5.8 confirme le re´sultat the´orique : le couˆt d’exe´cution de Vincos par noeud est bas
et inde´pendant de la taille du re´seau. On peut observer que meˆme si le nombre total de messages
augmente avec la taille du re´seau, le couˆt par noeud de´croıˆt le´ge`rement a` mesure que le syste`me
croıˆt. Ceci est duˆ au fait que le nombre de messages e´change´s par les noeuds internes reste constant
et faible, mais que leur proportion dans le syste`me augmente. Ainsi plus le syste`me comporte de
noeuds, plus la proportion de noeuds de bordure baisse au profit des noeuds internes. Or ce sont
les noeuds de bordure qui ge´ne`rent la majorite´ des messages e´change´s. Donc le couˆt moyen par
noeud baisse4.
De fac¸on a` observer l’impact de la densite´ sur le couˆt de Vincos, nous avons simule´ un re´seau
de 500 noeuds, dont la porte´e varie afin de faire varier la densite´. La figure 5.9 pre´sente les re´sultats
de cette simulation, en ne conside´rant que le couˆt du protocole (c’est-a`-dire sans la de´tection de
bordure), et pour d = 8 qui est le nombre de dimensions utilise´es dans les expe´riences de routage
qui suivent. On peut observer un couˆt bas, proche de la limite incompressible de d messages par
noeud (un message par coordonne´e). Le couˆt par noeud diminue avec la densite´ pour des raisons
semblables a` celles e´nonce´es pre´ce´demment : l’augmentation de la porte´e rend la bordure plus
petite en nombre de hops et (il s’agit d’un artefact du syste`me de de´tection de bordure utilise´ en
amont de Vincos) compose´e de moins de noeuds.
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FIG. 5.9 – Couˆt de Vincos, pour d = 8, en fonction de la densite´ du syste`me.
5.3.2 Pre´cision
Bien que le routage ne soit pas l’objet de cet article, il est inte´ressant d’observer la pre´cision
de Vincos. Il est reconnu [BPA+06] qu’un syste`me de coordonne´es pre´cis permet un routage
glouton efficace. Afin d’observer cette pre´cision et par conse´quent les capacite´s de routage de
Vincos, nous avons e´tudie´ la re´partition des noeuds partageant les meˆmes coordonne´es.
Nous appellerons syste`me pre´cis un syste`me ve´rifiant l’assertion : “si deux noeuds partagent
les meˆmes coordonne´es alors ils sont voisins”. Notons qu’un syste`me pre´cis permet un bon routage
glouton, puisqu’un message arrivant aux coordonne´es finales est arrive´ a` destination.
Nous avons effectue´ 20 expe´riences inde´pendantes pour diffe´rentes tailles de syste`me et une
porte´e radio de 50 unite´s de distance. La figure 5.10(a) montre, en fonction de la taille du syste`me
simule´, quel est le ratio des expe´riences ayant mene´ a` un syste`me pre´cis. On peut observer que,
4Ce n’est pas le cas dans [RRP+03], puisque chaque noeud de bordure inonde le re´seau.
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pour certaines tailles, tous les syste`mes simule´s e´taient pre´cis. Pour une taille de 1000 noeuds,
90% des syste`mes sont pre´cis.
La figure 5.10(b) montre le de´tail d’un syste`me de 1000 noeuds qui n’est pas pre´cis. Afin
de montrer qu’une grosse partie du syste`me est tout de meˆme pre´cise, cette figure repre´sente la
re´partition des distances physiques entre des noeuds partageant les meˆmes coordonne´es (des ho-
monymes). R est la porte´e radio (ici, R = 50), donc les homonymes distants de plus de R unite´s
ne sont pas voisins. Ainsi, on peut y lire que 3, 2% des homonymes sont distants de R/2 unite´s.
On observe que la majeure partie des homonymes sont voisins, et qu’il n’y a pas d’homonymes
distants de plus de 3/2 × R. On peut conclure que, meˆme si tous les homonymes ne sont pas
voisins, la majeure partie le sont et qu’un routage glouton dans un tel syste`me ne poserait pas de
proble`mes.
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FIG. 5.10 – (a) Ratio des simulations ayant conduit a` des syste`mes pre´cis. (b) Histogramme des
distances entre noeuds homonymes dans un syste`me non pre´cis de 1000 noeuds.
5.3.3 Routage et densite´
Dans cette partie, nous e´tudions l’impact de la densite´ sur la qualite´ du syste`me de coordonne´es
de Vincos. Un bon syste`me de coordonne´es doit eˆtre utilisable pour acheminer les messages
de leur source a` leur destination. Pour cela l’algorithme le plus simple, appele´ routage glouton,
consiste a` relayer le message a` transmettre au voisin dont les coordonne´es se rapprochent le plus
de la destination. De bonnes coordonne´es assurent que la majorite´ des messages ainsi e´change´s
arrivent a` destination.
Nous comparons les taux d’e´chec de transmission de messages a` l’aide d’un algorithme glou-
ton sur les coordonne´es virtuelles (avec d = 8) et paralle`lement, pour re´fe´rence, du meˆme algo-
rithme sur les coordonne´es physiques re´elles des noeuds. Pour chaque test, nous simulons ainsi
l’e´change de 104 messages entre deux noeuds du re´seau choisis ale´atoirement.
Ici, 500 noeuds sont re´partis uniforme´ment ale´atoirement dans un espace de 500×500 unite´s de
distance. Pour faire varier la densite´, nous faisons varier la porte´ des noeuds : de 30 a` 100 unite´s de
distance. La figure 5.11 repre´sente les re´sultats de cette expe´rience. La courbe pointille´e repre´sente
le taux d’e´chec de routage en utilisant les coordonne´es physiques, et la courbe pleine repre´sente
le meˆme taux en utilisant les coordonne´es Vincos. Chaque point est la moyenne d’environ 25
expe´riences. Les deux courbes sont le´ge`rement de´cale´es afin de faciliter la lecture des e´carts types.
Cette figure pre´sente d’inte´ressants re´sultats : le routage sur coordonne´es virtuelles se comporte
mieux que le routage sur coordonne´es physiques en petites densite´s. C’est un be´ne´fice connu
des coordonne´es virtuelles : les faibles densite´s sont souvent la source de micros “trous” dans la
topologie du re´seau. Les coordonne´es physiques sont e´tablies inde´pendamment de ces trous, et les
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FIG. 5.11 – Impact de la densite´ sur le taux de succe`s du routage.
messages se retrouvent souvent arreˆte´s par la pre´sence de ces trous s’il utilisent les coordonne´es
physiques. A l’oppose´e, les messages permettant a` chaque noeud de de´couvrir ses coordonne´es
virtuelles ont eux e´te´ affecte´s par les trous. Les coordonne´es virtuelles refle`tent alors ces pie`ges et
les messages transitent mieux en utilisant celles-ci.
Il est difficile a` distinguer sur la figure que les coordonne´es physiques donnent de meilleurs
re´sultats que les coordonne´es virtuelles avec une densite´ de 20 noeuds par voisinage (Physiques :
3 0/00 messages perdus, Virtuelles : 12 0/00 ). Cela provient probablement des quelques cas ou
Vincos n’est pas totalement pre´cis alors que la densite´ suffisante permet au routage sur coor-
donne´es physiques de fonctionner pleinement. De`s que la densite´ augmente (30 noeuds par voisi-
nage), Vincos s’ame´liore (2 0/00 contre 0 0/00) et a` une densite´ de 40 noeuds par voisinage, les
routages des deux syste`mes permettent une livraison a` coup suˆr.
5.3.4 Routage et pertes
Nous allons ici e´tudier l’impact des pertes de messages et de la forme du re´seau sur Vincos.
Encore une fois, ces impacts seront e´value´s indirectement par la fiabilite´ du routage mis en oeuvre
sur les coordonne´es virtuelles.
Pour e´tudier l’impact de la forme du re´seau, nous ne re´partissons plus les noeuds sur la totalite´
de l’aire de simulation : nous les re´partissons uniforme´ment selon les trois masques pre´sente´s
ci-dessous. L’algorithme de placement des capteurs fonctionne ainsi : une position ale´atoire est
uniforme´ment tire´e, si cette position est dans la zone noire du masque, disposer le capteur a` cet
endroit, sinon recommencer.
Afin d’e´tudier l’impact des pertes, nous avons mode´lise´ les pertes de messages par la fonction
f de pertes suivante (avec Pmin = 0.3, et d la distance physique entre l’e´metteur et le re´cepteur
du message) :
f(d) =


1 si d < r
0 si d > R
Pmin−
√
R−d
R−r ∗ (R−dR−r − 5) ∗ 1−Pmin4 sinon.
Informellement, cela revient a` attribuer deux porte´es aux noeuds. Une porte´e suˆre, r, en dessous
de laquelle toute communication est rec¸ue, et une porte´e maximale, R, au dela` de laquelle aucune
communication n’est rec¸ue. Entre les deux porte´es, la re´ception est ale´atoire.
Afin d’obtenir une densite´ moyenne de 24.5 noeuds par voisinage (moyenne sur les trois
masques), nous avons pose´ R = 60 et r ∈ 40, 50, 60. ´Etant donne´ que nous n’utilisons ni de
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(a) (b) (c)
FIG. 5.12 – (a) Re´seau circulaire plein (b) Re´seau circulaire - trou circulaire (c) Re´seau circulaire
- trou irre´gulier.
couche mac, ni de syste`me d’acquittement et de re´e´mission, les messages perdus ne sont pas
re´e´mis. La figure 5.13 illustre les taux de pertes the´oriques en fonction de la distance, obtenus
avec les parame`tres de´crits ci-dessus.
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FIG. 5.13 – Taux de perte moyens en fonction de la distance e´metteur-re´cepteur et de r.
Notons que la transmission des paquets de test pour le routage s’effectue sans perte (puisqu’il
serait alors difficile de diffe´rentier l’impact des pertes sur la construction de Vincos de l’impact
des pertes sur le routage lui-meˆme). Ne´anmoins les de´couvertes de voisinages et tous les protocoles
pre´ce´dant la transmission des paquets de test pour le routage s’effectuent avec des pertes. Comme
pre´ce´demment, l’algorithme de routage est le routage glouton sur les coordonne´es virtuelles et
pour controˆle sur les coordonne´es physiques re´elles.
La figure 5.14 pre´sente les re´sultats de ces simulations. Chaque paire de barres pre´sente a`
gauche les taux de pertes pour les coordonne´es virtuelles, a` droite les taux de pertes pour les
coordonne´es physiques. Chaque groupe comporte 4 paires, indiquant de gauche a` droite les taux
d’e´chec de routage pour :
– les masques circulaire plein 5.12(a) et circulaire avec trou circulaire 5.12(b) re´unis (nomme´s
« Virtual-all » et « Physical-all »).
– le masque circulaire plein 5.12(a).
– le masque circulaire avec trou circulaire 5.12(b).
– le masque circulaire avec trou irre´gulier 5.12(c).
Cette figure ame`ne plusieurs constats. Le plus frappant est le cas du masque irre´gulier, ou` le
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routage sur coordonne´es virtuelles surpasse largement le routage sur coordonne´es physiques, qui
culmine a` au moins 15% d’e´checs de routage. Ceci est duˆ a` la forme du trou du masque 5.12(c),
qui offre de multiples pie`ges pour les messages souhaitant traverser le syste`me. Comme explique´
pre´ce´demment, les messages d’attribution des coordonne´es sont eux aussi affecte´s par la forme du
syste`me, et ainsi les coordonne´es virtuelles se comportent mieux.
Deuxie`me constat, les deux routages, hors le cas irre´gulier, offrent des performances compa-
rables. Les coordonne´es virtuelles sont le´ge`rement moins efficaces que les coordonne´es physiques
dans le cas d’un re´seau sans trou, mais elles sont plus efficaces dans le cas d’un trou circulaire.
Ceci confirme la capacite´ de Vincos a` proposer un routage efficace et a` ge´rer les topologies
troue´es.
Enfin, lorsque r augmente, le taux d’e´chec de routage diminue pour les deux syste`mes de
coordonne´es. Ceci montre que Vincos, bien qu’un peu affecte´ par les pertes de messages, re´siste
plutoˆt bien a` ceux-ci. Le routage sur coordonne´es physique s’ame´liore car chaque noeud de´couvre
plus de voisins lorsqu’il y a moins de pertes de messages.
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FIG. 5.14 – Taux d’e´chec du routage en fonction des pertes et de la forme du re´seau.
5.3.5 Taille des parties
Dans cette expe´rience, nous observons l’influence de la densite´ du re´seau sur la distribution
des parties. Afin d’estimer quantitativement la qualite´ du partitionnement re´alise´, nous e´tudions la
taille relative des parties : apre`s l’exe´cution de Vincos, nous partitionnons le syste`me en parties
de tailles e´gales. Soit nmin et nmax le nombre de noeuds composant respectivement la plus petite
et la plus grande partie (en nombre de membres). Nous calculons alors le rapport nminnmax . Si ce
rapport est proche de 1, le partitionnement est de bonne qualite´ et a` l’extreˆme un rapport de 1
signifie que toutes les parties ont la meˆme taille.
Nous avons utilise´ deux pre´dicats de partitionnement :
– un partitionnement ge´ome´trique “en camembert” produisant un partitionnement semblable
au partitionnement figure 5.6(b) et de´fini par la fonction
f : N4 → {0, 1, 2, 3}
f(x1..4) → i tel que xi = min(x1..4)
– un partitionnement fonctionnel produisant un partitionnement semblable au partitionnement
figure 5.7(b), avec jh = 2.
Ces deux figures illustrent la qualite´ du partitionnement effectue´. Sur la figure 5.15(a), on
peut observer que la plus petite des parties fait en moyenne 80% de la grande partie, quelque
soit la densite´. Si l’on conside`re la me´trique employe´e, il s’agit d’un bon ratio : puisque le re´seau
comporte 500 noeuds, la plus mauvaise re´partition amenant a` un tel rapport de 80% serait la
suivante : {104, 132, 132, 132}.
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FIG. 5.15 – (a) Qualite´ du partitionnement ge´ographique (b) Qualite´ du partitionnement fonction-
nel.
La figure 5.15(b), e´labore´e a` partir d’un partitionnement fonctionnel, donne d’encore meilleurs
re´sultats, puisque le rapport se situe ici autour de 95% pour les densite´s infe´rieures a` 50 noeuds
par voisinage, puis de´croıˆt vers les 90% pour 70 noeuds par voisinage. La de´gradations des perfor-
mances avec de hautes densite´s s’explique : pour faire varier la densite´, nous augmentons la porte´e
radio. Plus la porte´e radio est forte, plus la longueur d’un saut est grande. Or le saut est notre me-
sure des distances : plus le saut est grand moins la mesure est pre´cise, et moins le partitionnement
est pre´cis.
5.4 Conclusion
Ce chapitre contient une e´tude, publie´e dans sa version originale [KMR+09]. Dans ce chapitre,
nous nous concentrons sur une application particulie`re : la cre´ation d’un syste`me de coordonne´es
virtuelles. C’est un chapitre important dans notre tour d’horizon des structures de communication
puisque c’est la structure de communication elle-meˆme qui est capture´e et synthe´tise´e, a` l’aide
d’un syste`me de coordonne´es. Il s’agit de la transformation d’une structure physique (la structure
de communication sous-jacente) en une structure logique (les relations entre les coordonne´es de
noeuds voisins). Cette structure logique a l’avantage d’eˆtre explicite, ce qui permet a` des noeuds
de connaıˆtre leurs positions respectives et par exemple de router des messages. Ce chapitre apporte
les contributions suivantes :
– Nous proposons une de´finition formelle de la « bordure » d’un syste`me. Nous pensons que
l’inte´reˆt de la de´finition et la de´tection d’une telle bordure de´passe largement le cadre des
syste`mes de coordonne´es virtuelles. La bordure repre´sente en effet un sous-ensemble du
re´seau ayant des proprie´te´s tre`s utiles : elle entoure le re´seau et elle est e´troite ce qui y
facilite les consensus. Enfin, e´puiser les noeuds de la bordure est rarement proble´matique.
Nous de´finissons ensuite le de´tecteur de bordure imparfait.
– Utilisant un tel de´tecteur de bordure imparfait, nous pre´sentons Vincos, un algorithme
permettant d’attribuer a` chaque noeud des coordonne´es dans un espace virtuel. Bien que ce
protocole ne soit pas le premier reposant sur l’utilisation de la bordure, il l’exploite a` tre`s
faible couˆt. L’ide´e est de commencer par ne structurer que la bordure et d’ensuite diffuser le
re´sultat.
– Par des simulations, nous testons et comparons la qualite´ du syste`me de coordonne´es produit
par rapport au syste`me de coordonne´es physiques. Nous montrons que dans certains cas,
utiliser les coordonne´es virtuelles est plus efficace qu’utiliser les coordonne´es physique pour
acheminer un paquet dans le re´seau. Nous montrons que meˆme lorsqu’il y a des pertes,
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Vincos arrive a` attribuer des coordonne´es virtuelles utiles aux noeuds.
– Comme application des syste`mes de coordonne´es virtuelles, nous introduisons l’ide´e de
structuration ge´ome´trique du re´seau. Nous de´finissons l’ide´e assez naturelle de partition-
nement ge´ographique et fonctionnel du re´seau et montrons comment l’appliquer aux coor-
donne´es obtenues par Vincos. Des simulations montrent que cette approche est efficace et
permet la de´finition de parties e´quilibre´es.
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Chapitre 6
Conclusion
6.1 Contexte
Cette e´tude a porte´ sur les syste`mes re´partis. Nous avons vu en introduction les raisons menant
a` l’e´mergence des syste`mes re´partis :
– La possibilite´. La multiplication des entite´s autonomes capables de calcul, leur miniaturi-
sation et leur omnipre´sence (grossissent les rangs du monde re´parti en construction) cre´ent
e´norme´ment d’entite´s disponibles pour un syste`me re´parti. Conjointement, on assiste a` une
progression des me´canismes d’interconnexion de ces machines : les de´bits et l’accessibilite´
des connexions filaires ont conside´rablement augmente´ pour les particuliers comme pour
les entreprises. Re´cemment, la mise en re´seau d’entite´s c’est libe´re´e des fils avec l’arrive´ du
Wifi et des communications GSM.
Ces raisons, que l’on peut mettre sous l’e´tiquette du progre`s de la technique, ont augmente´
le nombre de syste`mes dans lequels il est possible de cre´er des syste`mes re´partis.
– Le besoin, c’est-a`-dire le changement des attentes des utilisateurs vis-a`-vis du monde
nume´rique. Plus exactement, il faudrait parler de la multiplication de ces attentes. Le monde
nume´rique se voit confier de plus en plus de taˆches : des donne´es importantes (enregistre-
ments bancaires, photos de famille, dossiers me´dicaux), des de´cisions importantes (aiguiller
des trains, dresser des proce`s verbaux, trouver un itine´raire). Ces taˆches ne´cessitent la
fiabilite´ des syste`mes implique´s. Comme nous l’avons vu dans l’introduction, les syste`mes
re´partis proposent dans ce cas une solution attrayante : ils sont plus robustes puisqu’ils ne
sont pas conc¸us autour d’une unique entite´ centrale faillible.
La multiplication des entite´s nume´riques, de leurs interactions et du nombre d’utilisateurs de
tels re´seaux pose aussi des proble`mes de passage a` l’e´chelle. Ainsi, quand bien meˆme nous
serions capables de construire une unique entite´ parfaitement fiable pour effectuer une taˆche
donne´e, cette entite´ devrait de plus eˆtre tre`s puissante afin de traiter des requeˆtes chaque
jour de plus en plus nombreuses. Ici aussi, les syste`mes re´partis se´duisent par leur capacite´
a` s’adapter a` la quantite´ de demandes des utilisateurs : comme l’illustre la tendance actuelle
de multiplication des coeurs dans les processeurs, mettre plusieurs entite´s la` ou` une seule ne
suffit plus constitue une re´action assez logique.
Ces raisons ont rendu l’informatique re´partie de´sirable, voire ne´cessaire.
La conjonction de la possibilite´ de cre´er de tels syste`mes et de la ne´cessite´ d’e´voluer vers des
syste`mes posse´dant ces proprie´te´s explique le succe`s de l’approche re´partie. Cependant nous avons
aussi vu en introduction que le passage en re´parti a un couˆt.
Ce couˆt est celui d’une complexite´ accrue : il est difficile de comprendre, de re´fle´chir et
de pre´voir les phe´nome`nes ayant lieu dans un syste`me re´parti. Ceci rend la conception de tels
syste`mes peu aise´e. De plus, les syste`mes re´partis de´signent un domaine vaste : il y a finalement
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peu de rapport entre des processeurs partageant une me´moire et des te´le´phones portables regroupe´s
a` un arreˆt de me´tro. Face a` cette difficulte´, la me´thode et la science ont de´veloppe´ des strate´gies
classiques.
C’est ici qu’interviennent les mode`les. L’objectif d’un mode`le est d’offrir une prise a` la
the´orie en capturant un ensemble de syste`mes partageant des proprie´te´s communes. C’est ainsi
que fut de´veloppe´e une hie´rarchie de mode`les pour les syste`mes re´partis. Un syste`me re´parti e´tant
constitue´ d’entite´s collaborantes, il existe des mode`les pour les entite´s et des mode`les pour leur
collaboration.
Dans cette e´tude nous nous sommes inte´resse´s aux mode`les de collaboration des entite´s. Une
caracte´ristique intrinse`que des syste`mes re´partis e´tudie´s est l’absence de connaissance globale :
toutes les entite´s ne communiquent pas entre elles (pour deux raisons : l’asynchronie et le voisi-
nage limite´). Au contraire, chaque entite´ partage de l’information avec un petit nombre d’autres
entite´s. C’est ce qui cre´e une structure des e´changes d’informations reliant les entite´s selon qu’elles
partagent de l’information ou non. C’est sur ces structures que porte cette e´tude.
6.2 Re´sume´ des chapitres
Partant de cette notion de mode`le et du constat qu’un mode`le induit une structure (au sens de
lien entre les entite´s), notre e´tude a suivi un parcours que nous allons reprendre dans cette partie.
La notion de mode`le aborde´e dans l’introduction (chapitre 1) est de´taille´e dans le chapitre 2.
Cet approfondissement se fait par la pre´sentation de diffe´rents mode`les classiques de syste`mes
re´partis. Cela nous a permis d’un coˆte´, de de´couvrir la grande diversite´ de ces syste`mes et de
leurs applications, mais de l’autre de comprendre aussi leurs similitudes. Cela fut aussi l’occa-
sion d’arpenter la jonction entre la the´orie et la pratique : nous y avons vu qu’un mode`le utile
the´oriquement ne l’est pas force´ment dans la pratique et nous avons introduit les notions de com-
plexite´ qui, au-dela` de la solvabilite´ the´orique d’un proble`me, impactent l’utilite´ pratique d’un
re´sultat. Enfin, graˆce a` l’analogie de la maison, nous avons explore´ la philosophie de conception
des syste`mes re´partis : entre robustesse, e´conomie et facilite´ de mise en oeuvre, l’inge´nieur choisit
des mate´riaux adapte´s a` son proble`me. En amont, la recherche de´veloppe ces mate´riaux, e´tudie
leurs interactions et mode´lise l’environnement dans lequel ils vont eˆtre de´ploye´s. Ainsi, l’objectif
de cette e´tude n’est pas de construire, mais de de´velopper les mate´riaux utiles (souvent appele´s
briques de base) pour la construction.
Cette e´tude se concentre ensuite, dans le chapitre 3, sur l’e´tude de l’impact des structures.
Toujours dans l’analogie de la maison, nous e´tudions l’impact des fondations sur la robustesse du
baˆtiment. “En ge´ne´ral, un mode`le contient seulement les ingre´dients essentiels que nous devons
conside´rer afin de comprendre et re´sonner sur certains aspects du comportement d’un syste`me”
[CDK05]. Dans cette partie, au travers d’un brique de base (l’e´valuation du nombre d’entite´s
vivantes dans le syste`me), dans le mode`le classique des syste`mes a` passage de messages, nous
obtenons des comportements radicalement diffe´rents (et parfois marginalement compre´hensibles)
selon la structure de communication sous-jacente. Cette structure de communication a donc un
impact conside´rable sur la performance et la fiabilite´ des applications l’utilisant comme fondation.
Nous montrons ensuite qu’il est possible, puisque l’impact est mesurable, de de´ployer un proto-
cole e´valuant l’e´tat de cette couche de communication, dans le contexte des grands graphes. Ce
chapitre nous a permis de mettre en lumie`re et d’e´tudier l’impact de la couche de communication
sous-jacente.
Puisque que la structure de communication sous-jacente a un impact, nous e´tudions dans le
chapitre 4 comment exploiter, re´duire, manipuler cet impact. Autrement dit, nous rentrons dans le
mode`le du syste`me des hypothe`ses sur la structure des e´changes d’informations (que nous appe-
lons souvent structure physique) et montrons qu’il est alors possible de re´aliser certaines taˆches
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impossibles sinon. Cette de´monstration s’effectue dans le mode`le, tre`s abstrait, des syste`mes asyn-
chrones a` passage de messages soumis aux de´faillances byzantines. Cette de´monstration s’effectue
ensuite dans le cadre re´seaux de capteurs, afin de ge´ne´rer des secrets (ou des cle´s) partage´s par des
paires de capteurs afin de leur permettre d’e´changer confidentiellement de l’information. Alors que
dans la premie`re e´tude nous contraignons le mode`le (en ajoutant des hypothe`ses de synchronie),
dans la deuxie`me nous ne contraignons pas le mode`le par des hypothe`ses structurelles, mais au prix
d’un re´sultat non garanti. Nous montrons cependant qu’il est possible d’e´noncer des contraintes
structurelles suffisantes pour obtenir des garanties (la diffe´rentiabilite´ locale). Nous transformons
dans ce chapitre des contraintes physiques (les messages sont suffisamment rapides, les noeuds
posse`dent de bonnes configurations de voisinage) en contraintes logiques (les processus de´cident
tous la meˆme valeur, seul deux noeuds posse`dent la meˆme cle´).
Enfin, tandis qu’au chapitre pre´ce´dent nous nous arreˆtons a` l’obtention de la contrainte logique
de´sire´e, dans le chapitre 5 nous cherchons a` capturer par des contraintes logiques l’ensemble des
contraintes physiques du syste`me. Autrement dit, nous cherchons a` transformer la structure sous-
jacente (ensemble de contraintes physiques sur les flux d’information) en une structure logique
explicite (ici, un syste`me de coordonne´es). De cette approche re´sulte un syste`me de coordonne´es
virtuelles : les coordonne´es attribue´es aux noeuds dans ce syste`me n’ont aucun rapport avec des
grandeurs physiques et de´coulent uniquement de la capacite´ des noeuds a` communiquer. De fac¸on
inte´ressante, ce syste`me de coordonne´es est obtenu a` faible couˆt graˆce a` une construction en deux
temps. La premie`re partie, che`re, n’est effectue´e que sur un sous-ensemble particulier des noeuds
(la bordure du syste`me). La deuxie`me partie se contente de propager ces re´sultats partiels a` l’en-
semble des noeuds. Nous montrons ensuite une exploitation possible de ce syste`me de coordonne´es
(la structuration ge´ome´trique).
6.3 Perspectives et de´fis
Finalement, cette e´tude pose plus de questions qu’elle n’en re´sout. Nous allons tenter d’en
e´noncer quelques unes dans cette section.
Ame´liorer les outils
Une premie`re se´rie de questions a trait a` l’impossible exhaustivite´ de ce document. Chaque
expe´rience, chaque mode`le, chaque solution me´rite plus d’approfondissement. Chaque protocole
pre´sente´ pose la question de son adaptabilite´ a` un contexte diffe´rent, question qu’il est bien souvent
frustrant de ne pas avoir le temps d’aborder. Comment adapter un calcul de centralite´ a` un re´seau
dynamique ? Est-il possible d’adapter le consensus byzantin a` un mode`le de capteurs mobiles ?
Comment utiliser l’isolement de bordure sur des re´seaux quelconques ?
Dans ce document, nous avons souvent eu recours a` la simulation de syste`mes re´partis. Cet
outil, la simulation, ne´cessite la de´finition arbitraire de nombreux parame`tres du syste`me. Il est
impossible de tester toutes les combinaisons de ces parame`tres, ce qui laisse de nombreuses ques-
tions en suspens. Ame´liorer et faciliter la simulation de syste`mes re´partis est un de´fi, d’autant que
c’est souvent la seule fac¸on de comprendre et de reproduire les phe´nome`nes se de´roulant dans les
re´seaux large e´chelle. C’est aussi, avec la preuve, une manie`re fre´quente de convaincre, malgre´
qu’il soit tre`s difficile, voir impossible, de re´pe´ter les expe´riences.
La preuve par l’analyse mathe´matique a elle l’avantage d’eˆtre rigoureuse. Elle est cependant
difficilement applicable dans les syste`mes re´partis de grande taille, ou dans les re´seaux mobiles :
le caracte`re dynamique de ces syste`mes complexifie grandement les mode`les et nous manquons de
“poigne´es” the´oriques solides pour y travailler. Les approches re´centes, comme la the´orie spectrale,
ouvrent des portes dans la compre´hensions des phe´nome`nes dans les grands re´seaux d’interaction
qu’il sera inte´ressant d’explorer.
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Comprendre et mode´liser les re´seaux complexes d’interaction
Dans notre analyse des structures, nous avons tour a` tour pris un point de vue tantoˆt local
(centre´ sur un processus), tantoˆt global (l’ensemble du syste`me). En physique nous parlerions
d’e´chelle microscopique et macroscopique. Dans l’e´tude des fluides, ces deux e´chelles ne suffi-
sant pas, on assiste a` l’introduction d’une nouvelle e´chelle, interme´diaire : l’e´chelle me´soscopique.
Il s’agit d’une e´chelle interme´diaire, situe´e par exemple entre la mole´cule d’eau et l’e´coulement
du fluide. Posse´der une telle e´chelle (i.e. la maıˆtriser the´oriquement) pour les syste`mes re´partis ou-
vrirait la porte a` de nombreuses avance´es. Cependant, comme pour le cas physique, cette e´chelle
me´soscopique est plus difficile a` de´finir que les deux autres : l’e´chelle microscopique et macro-
scopique sont faciles a` de´finir, puisqu’elles sont respectivement la plus petite et la plus grande
re´solution (i.e. l’unite´ et le tout). Ne´anmoins, la de´tection et l’ame´lioration du concept de commu-
naute´s ou encore de motifs (associations re´pe´titives de quelques entite´s [GL08]) pourrait s’ave´rer
une piste fructueuse en fournissant cette e´chelle manquante.
De manie`re ge´ne´rale, la de´tection de communaute´s ou de motifs, paralle`lement a` la ca-
racte´risation spectrale des graphes, va dans le sens de la compre´hension des structures complexes
que nous avons aborde´es. L’ide´e que les graphes sont ale´atoires a laisse´ place au mode`le
d’attachement pre´fe´rentiel, ce qui te´moigne de l’avance´e de la compre´hension dans le do-
maine : les phe´nome`nes, une fois compris, ne paraissent plus ale´atoires. Ce mode`le d’attachement
pre´fe´rentiel se raffine [PDFV05] et c’est le progre`s de ces mode´lisations qui fournira probablement
les solutions aux proble`mes des grands re´seaux d’interaction.
Il est inte´ressant d’observer qu’intrinse`quement la formation des re´seaux d’interaction de ma-
chines est e´troitement lie´e aux interactions de leurs possesseurs (proximite´ physique des utilisa-
teurs de te´le´phone mobile, gouˆts communs des me´lomanes). Les deux structures (informatique et
sociale) sont ainsi e´troitement lie´es. La compre´hension de l’une des structures semble une direc-
tion inte´ressante pour comprendre et ame´liorer les phe´nome`nes de l’autre structure. Ce couplage
ouvre de nouvelles applications, comme celle de la recommandation de contenu (de l’informatique
vers le social), ou celle de la mise en cache intelligente dans les re´seaux pair-a`-pair (du social vers
l’informatique) dont les promesses sont excitantes.
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