Abstract. Persistent homology is a popular tool in Topological Data Analysis. It provides numerical characteristics which reflect global geometric properties of data sets. In order to be useful in practice, for example for feature generation in machine learning, it needs to be effectively computable. Classical homology is a computable topological invariant because of the Mayer-Vietoris exact and spectral sequences associated to intrinsic coverings of a space. Regrettably, persistent homology itself is defined through morphing simplicial nerves of coverings of the data set.
1. Definitions and the excision property Definition 1.1. The symbol ∆ n will denote the metric space with n + 1 points where the distance between each pair of points is 1.
Let X be a metric space.
Definition 1.2. An n-dimensional singular ε-simplex σ : ∆
n → X is an arbitrary set function with the diameter of the image of σ bounded by the given real number ε ≥ 0. This condition is equivalent to the requirement that σ is an ε-Lipschitz function. Let us denote the set of all such simplices by S ε n (X) and the vector space they generate by C ε n (X). The coefficients that we use in this paper are the real numbers R or a finite field, they will be implicit in the notation.
A historical remark. A useful additonal condition would require that chains are locally finite in the sense that each metric ball in X intersects at most finitely many simplices in the chain. This gives the subgroup C ε,lf n (X). Of course, when X is a finite metric space, there is no distinction between C ε n (X) and C ε,lf n (X). When X is not compact, the colimit of C ε,lf n (X) is essentially the group of uniformly bounded locally finite chains that were introduced and were useful in the work on the Novikov conjecture in K-theory by G. Carlsson and the author [4] .
Date: July 6, 2016. In the rest of the paper we assume that X is a finite metric space. Definition 1.3. It is easy to see that the usual boundary operation restricts to C ε n (X), so we get a chain complex C ε * (X) for each value of ε ≥ 0. This gives the singular persistent homology groups spH ε n (X). The ranks of these groups are the Betti numbers spB ε n (X) that usually represent the number of barcodes present in the n-th barcode diagram at the parameter value ε. This clearly suggests that we have barcode diagrams representing persistent classes in spH ε n built the same way as the traditional persistence barcodes.
Our main theorem is about a useful Mayer-Vietoris statement in singular persistent homology. We start with a couple of lemmas.
Suppose ε is fixed.
Lemma 1.4.
We consider a covering {X k } of X with mesh ≥ ε. Then the homomorphism
induced by inclusions is surjective for all n.
Proof. The assumption about the mesh guarantees that every ε-simplex, of any dimension, lands in some member of the covering.
We prove the theorem in the case that is most useful for applications. Suppose that the intersections X k ∩ X l are empty unless i and j are adjacent integers.
with components induced by i k and −j k , is injective for all n.
Proof. It is easy to argue that an element of the kernel forces pairwise cancellations in the images of the homomorphisms induced from −j k−1 and i k . Finiteness of a sum representing the kernel element guarantees that all summands are 0.
Main Theorem. Given a covering {X k } of X with mesh ≥ ε and the intersections X k ∩ X l empty unless i and j are adjacent integers, there is a long exact MayerVietoris sequence
Proof. This follows from the short exact sequence of chain complexes
obtained from the two lemmas.
The homomorphisms in the sequence have explicit classical descriptions, so the computation of spH ε n (X) and specifically the Betti number spB ε n (X) reduces to that of spH ε n (X k ∩ X k+1 ) and spH ε n (X k ) for a finite number of values of k. For a future purpose, we want to state this more explicitly. What is needed is the analysis of homomorphisms f * because by splitting the long exact sequence into short exact sequences centered around spH ε * (X) we get the description
Remark 1.6. One unpleasant but necessary feature of the theorem is that the scale ε is fixed a priori. This allows to reconstruct only the ε-prefix of the singular persistence barcode. In practice, this drawback becomes less important with better quality and density of data in conjunction with the greater importance of low dimensional computations.
Equivalence of spH and pH
Recall that the usual n-dimensional persistent homology pH n (X) of a metric space is defined as follows. For a given number ε ≥ 0, one first builds the ε-Rips simplicial complex R ε X with X as the vertex set and a simplex for each subset S with the property that d(x, y) ≤ ε for all x, y ∈ S. Then for each ε there is a homology group pH ε n (X) defined as H n (R ε X). Persistent homology refers to the collection of these groups for all ε ≥ 0. The Betti number information is usually organized into barcodes or persistence diagrams, see [3] for an exposition.
Easy sample computations make one quickly suspect that the two theories are isomorphic, in the sense that spH ε n (X) is isomorphic to the persistent homology space pH n (R ε X). In particular, the barcodes should be exactly the same in both theories. These kinds of comparisons are usually proved by using refinements which are unavailable in finite metric spaces. Nevertheless, the suspicion is correct. This is seen by viewing the singular theory as homology of simplicial sets.
Theorem 2.1. spH is isomorphic to pH.
Proof. The following mimics faithfully the classical theory, see for example [8] . There is a simplicial set S ε X given by S ε X n = S ε n (X) and the usual for the singular simplicial set face and degeneracy formulas. It is easily seen to be a Kan complex. Choose an order on the vertex set X. Then we have the simplicial set SR ε X of nondecreasing lists of vertices with the face maps given by deletion of a vertex and the degeneracy maps given by duplication of a vertex. The geometric realization is homotopy equivalent to R ε X. On the other hand, the evident map from SR ε X to S ε X gives a weak homotopy equivalence. So there is an isomorphism between pH ε n and spH ε n .
This fact can be exploited for simpler computations of the auxiliary pieces in the Mayer-Vietoris theorem modulo the maps which play a crucial role in the computations but come naturally expressed in terms of larger generating sets in C ε n (X k ) and C ε n (X k ∩ X k+1 ). On the other hand, it is also satisfying to know that the answers obtained on the level of barcodes are about the same invariants known as persistent homology.
An example of a generic decomposition
Distributed computations are commonly used in machine learning by dividing the set into "slices". It is most natural to divide multi-parameter data according to projections to subsets in one chosen parameter. The general kind of parameter for our purposes is tree-based, with partial order, but more commonly the parameter is a coordinate from the totally ordered real line. The set itself is usually a subset of a Euclidean space where the parameter is one of the Euclidean coordinates. Distributing the computation, one simplifies the computation by applying the algorithm to slices which are reduced in size.
In our case this process will be performed inductively using isomorphic intervals in each real coordinate with overlaps that are at least ε-thick. This will guarantee that all slices used in the computation form coverings with mesh at least ε. Let us set this up precisely so we can discuss the complexity of the resulting computation in the next section.
We assume that the given metric space X is a finite set of points embedded as a metric subspace of a Euclidean space of dimension d with the Euclidean metric. All points are stored as d-dimensional vectors. A simple search can identify the maximal difference R between the values of each coordinates. Then X is contained
Now suppose we have a constraint which restricts to ≤ p the number of computations we are able to run in parallel. The nature of this constraint can be the number of processors, or threads, or nodes available at the same time. Let k be the largest integer smaller than p 1/d . This is the number of intervals we use in each Euclidean coordinate. Here is the prescription of the intervals in the i-th coordinate:
If π i is the projection onto the i-th coordinate, we produce the "strips" S i,j = π −1 i A i,j which cover X and have mesh at least ε.
The computation starts by processing the data in each of the cubes
, where x is an integral vector with coordinates from 1 to k. The result of the computation is the persistence barcode that is expressed as a vector and contains information about the generators of spH ε n (C x ). Note that all of such computations are performed concurrently as the number of cubes C x is ≤ p. Choosing to start the algorithm with the 1st coordinate, we also process the data in the intersections C x ∩ C y when the difference between x and y is only in the first coordinate and those two different integers are adjacent. We use the Main Theorem and the formula right after to compute spH 
Some complexity estimates
It is proper to compare the computational complexity of spH versus pH. The result is not as bad as one would fear. In general, it will be affected by the geometric method of constructing the covering of the metric space. In the case the generic covering from the example in section 3, we have the following data pre-defined: n, R, d, ε, and we allow to perform at most p concurrent computations. At this point let's postpone the estimate for the size of the data that is generically contained in a cube C x and denote that number of data points by ℓ. It is known that after some optimization (but not the most advanced available) the worst-case bound for each initial concurrent persistent homology computation is O(ℓ 3 ), cf. section 3 in [5] . Let m be the size of the data contained in the intermediate persistence diagrams. The complexity of each further inductive step applying Main Theorem is known to be O(m 2+δ ) for some δ < 1, cf. the end of section 2 in [6] . There are d of those steps. The natural data structure to use for the d-dimensional set of unknown size is the d-dimensional array, and the random access cost for the array is O(d) . This gives the cumulative estimate O(dℓ 3 + d 2 m 2+δ ). We now want to estimate the value of ℓ. The width of each cube C x is R/k + ε. So if n is the size of the total data set X then each C x will generically contain ℓ
Recall that a choice of ε corresponds to computing the ε-prefix of the persistence barcode which is prescribed by the user. This estimate shows that the time-complexity is a polynomial of degree 3d in ε.
Regarding the value of m, it is impossible to have it predicted but there is a good reason to impose a numerical constraint on the number of meaningful persistence classes one wants to process in each inductive step. That is the bound on m.
The issue of time-complexity is related to a different issue that is often more important in persistence computations. Data sets of reasonable size make programs like Matlab run out of resources even on high-end computers. Parallelizing the persistence algorithm and distributing the computation among a network of computers with average parameters make possible practical computations that are not even feasible directly.
Discussion

5.
1. There are other attempts to parallelize the computation of persistent homology in the literature. They range from general descriptions of strategy to methods that require special arrangements different from our mesh conditions. We will survey them in alphabetical order.
Bauer, Kerber, and Reininghaus [1, 2] are concerned with distributing the matrix algebra involved in the homology computations and optimizations specific to persistence and so are very much transverse to the geometric decompositions in this paper.
Di Fabio and Landi [7] work on the level of Betti numbers and detect errors in a Mayer-Vietoris formula for ranks of homology. They observe that these estimates can be used in partial matching problems.
Lewis and Zomorodian [9] and Lewis and Morozov [10] use a very different, hierarchical approach to geometric decomposition of the metric space and use the blow-up complex construction for assembling the data. They build on the work of Carlsson and Zomorodian [12] which introduced the blow-up complex for effective decomposition of the metric space. This is probably the closest in spirit to what is in this paper. Instead of blow-ups, we exploit singular persistent homology. Another difference with this paper is a set of geometric constraints on the coverings that are left by these authors for the user to construct. In contrast, our scheme depends on a specific pattern of overlaps which leads to a universal algorithm. We illustrated the scheme with a covering that is always available for our purposes and useful in large data sets.
Lipsky, Skraba, and Vejdemo-Johansson [11] is a very general discussion of how a spectral sequence computation would proceed in favorable situations, organized according to increasing dimension of the Rips complexes. The algorithmic issues are not addressed.
5.2.
Even if one disregards the comparison theorem 2.1, singular persistent homology is a theory that should be able to accomplish the same practical goals as the usual persistent homology.
There are known reductions in the computation of homology of simplicial sets which reduce the complexity to at least that of simplicial computation. Generically these reductions, which are accomplished in linear time, can give a better setup for further homology computations. In the case of singular homology they should reduce to the homology of some CW-structure of X which is often much simpler that the simplicial structure.
5.3. It is likely that the theoretical properties of spH can be exploited, for example for proofs of stability of persistent homology.
