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Abstract 
An emerging synthesis in invasion ecology is that the effects of invasive plant species depend on 
spatial context. Therefore, to predict how the functioning of invaded systems will change across 
spatially heterogeneous landscapes, there is a need to understand the mechanisms underlying the 
effects of invasive plants and how they may interact with spatially-variable abiotic or biotic 
factors. I studied the biogeochemical effects of the invasive grass, Microstegium vimineum, to 
determine 1) whether a common plant-soil feedback involving alterations of nitrogen (N) cycling 
is linked to declines in soil carbon (C) stocks and 2) whether this mechanism explains variability 
in the invader’s impacts on soil C across a land-use gradient. To do this, I quantified the effects 
of M. vimineum on belowground C and N dynamics and enzyme activities in forests across a 45-
km urban-rural gradient in Southern Appalachia, USA. Consistent with previous reports, 
invasion was associated with depleted soil organic C pools and increased N availability. 
Structural equation modelling demonstrated that N uptake and preference under M. vimineum 
resulted in greater mass-specific microbial activity which, in turn, led to diminished soil organic 
C stocks. This suggests that M. vimineum may stimulate the microbial community to mine soil 
organic matter for N by driving microbial N limitation. As such, I expected that differences in N 
availability across the urban-rural gradient would lead to differential impacts of M. vimineum on 
soil C and litter decomposition, with more soil C loss and greater litter decomposition at sites 
with low N availability. However, I found that this effect was contingent on M. vimineum 
biomass such that the largest reductions of soil C, but smallest effects on litter decomposition, 
occurred at plots with low N availability and high invader biomass. Soil C was unaffected or 
even increased in areas with high N availability and high invader biomass, but these areas had 
faster litter decomposition rates. Because N availability and M. vimineum biomass tended to be 
iii 
 
greater in forests within an urban land use matrix, I observed less severe or even opposite effects 
of invasion on soil C, but greater effects on litter decomposition in these areas. Taken together, 
my findings demonstrate that N-mediated plant-soil feedbacks may be linked to alterations of 
other biogeochemical cycles in invaded systems. Furthermore, understanding these linkages 
enables predictions of how the impacts of invasive plants will interact with other anthropogenic 
changes.   
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Introduction 
 
Biological invasion is a significant driver of global change that has substantial environmental 
and economic impacts (Vitousek et al. 1997, Mack et al. 2000, Pimentel et al. 2000). Though it is 
well understood that invasive plants can have profound effects on native communities and 
ecosystem processes (Vila et al. 2011), it is also understood that the magnitude and direction of 
invader effects often vary across space (Dassonville et al. 2008, Ehrenfeld 2010). This is 
problematic as it hinders our ability to predict the ecosystem consequences of biological invasion 
across spatially heterogeneous landscapes (Parker et al. 1999). As such, there is a pressing need 
to understand (1) the mechanisms underlying the effects of invasion and (2) how broad-scale 
factors interact with these mechanisms to produce spatial variation in the magnitude and 
direction of invader effects.  
 Recently, focus has shifted towards positive plant-soil feedbacks as a general mechanism 
leading to high invader abundance and affecting ecosystem processes (Callaway et al. 2004, 
Levine et al. 2006, Inderjit and van der Putten 2010). Positive plant-soil feedbacks occur when a 
plant alters physical, chemical, or biotic soil conditions in ways that promote its own fitness 
(Ehrenfeld 2005). Though much work has focused on the role of belowground mutualists and 
pathogens in mediating feedbacks (e.g., Mangla et al. 2008, Zhang et al. 2009), invasive plants 
can also engender positive feedbacks through their effects on nutrient cycling (e.g., Ehrenfeld 
2003, Hawkes et al. 2005, Rodgers et al. 2008, Lee et al. 2012). Plants which use these resource-
driven feedbacks are of particular concern because they may have direct effects on ecosystem 
function. One such plant is Microstegium vimineum.  
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 Microstegium vimineum is an annual, C4 grass which has invaded forests in 25 eastern 
and southern states as its range continues to expand (http://plants.usda.gov). Previous research 
suggests that M. vimineum uses a positive plant-soil feedback mechanism, whereby it stimulates 
nitrification and benefits from the resulting high concentrations of NO3
- 
(Ehrenfeld et al. 2001, 
Fraterrigo et al. 2011, Lee et al. 2012). In addition to the effects on nitrogen (N) cycling, M. 
vimineum has been shown to deplete soil organic carbon (C) stocks (Strickland et al. 2010, 
Strickland et al. 2011, Kramer et al. 2012). To date, the effects of M. vimineum on C and N 
cycling have not been linked despite knowledge that ecosystem C and N cycles are inextricably 
coupled (Gohlz et al. 2000, Luo et al. 2004). Because of the ubiquity of positive plant-soil 
feedbacks involving alterations of N cycling (e.g., Ashton et al. 2005, Rodgers et al. 2008), there 
is a need to understand whether such alterations affect other ecosystem processes, such as C 
cycling. Moreover, if the effects of invasion on other ecosystem processes stem from alterations 
of N dynamics, then variations in N dynamics across the landscape may partly explain the 
context-dependence of certain invader effects. Such variations could be predicted by broad-scale 
factors such as land-use context allowing for generalization about the spatial variation of invader 
effects. 
 Given the uncertainty about how C and N dynamics are linked in the context of invasion 
and the potential importance of these linkages for explaining the context-dependence of invader 
impacts on C cycling, I address two questions in the following chapters:  
1) Do alterations of nitrogen cycling by the invasive grass M. vimenueum cascade to 
affect soil organic carbon stocks? 
2) Does land-use context modulate the effect of M. vimineum on soil organic carbon and 
litter decomposition? 
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Chapter 1 
Plant invasion and biogeochemical cascades: a nitrogen-mediated plant-soil feedback 
drives carbon loss in forest soils 
 
Abstract 
Plant invasion often alters both ecosystem carbon and nitrogen cycles; however, little is known 
about how these changes may be linked. Here, I propose and test the hypothesis that a common 
invader strategy, a positive plant-soil feedback involving increased nitrogen cycling rates, drives 
the depletion of soil carbon stocks by increasing microbial nitrogen demand and stimulating 
extracellular enzyme production. I quantified the effects of a widespread invasive grass on 
belowground carbon and nitrogen dynamics and enzyme activities in forests across a 45-km 
transect in Southern Appalachia, USA. In accordance with my predictions, invasion was 
associated with a 107% increase in plant-available nitrate and a 19% decrease in total soil 
organic carbon. Although enzyme activities did not differ between invaded and uninvaded areas, 
specific activities (per unit microbial biomass carbon) were greater in invaded areas. This 
suggests that, despite a 32% reduction in microbial biomass carbon, the soil microbial 
community was more active per unit biomass in invaded areas. A structural equation model 
supported two, inter-related mechanisms by which plant invader effects on nitrogen cycling 
cascade to affect soil carbon stocks: invasion reduces extractable inorganic N and increases soil 
pH, resulting in greater microbial activity per unit biomass and accelerated SOM mineralization. 
These findings suggest that the N acquisition strategy of an invasive grass can trigger a 
biogeochemical cascade that ultimately leads to declines in soil organic carbon. Given the 
ubiquity of positive plant-soil feedbacks involving alterations of N cycling, such cascading 
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effects may be of widespread significance for explaining the impacts of invasive plants on other 
ecosystem functions.  
 
Introduction 
Positive plant-soil feedbacks are a primary pathway by which invasive plants can attain 
competitive dominance (Callaway et al. 2004, Levine et al. 2006, Bever et al. 2010, Inderjit and 
van der Putten 2010). Most work has focused on the role of belowground mutualists and 
pathogens in mediating feedbacks, but accumulating evidence suggests that invasive plants can 
also engender positive feedbacks through their effects on nutrient cycling (e.g., Ehrenfeld 2003, 
Hawkes et al. 2005, Rodgers et al. 2008, Lee et al. 2012). While the mechanisms underlying 
these effects are increasingly understood (Levine et al. 2003, Farrer and Goldberg 2009), 
comparatively little is known about how changes in nutrient cycling associated with positive 
plant-soil feedbacks affect other ecosystem processes. In particular, many studies characterize 
the importance of positive plant-soil feedbacks for nitrogen (N) cycling, but do not consider how 
altered N cycling influences belowground carbon (C) cycling. This oversight is surprising 
because the soil microbial community largely governs the belowground portions of both N and C 
cycles, and positive plant-soil feedbacks frequently involve shifts in microbial community 
composition (Kourtev et al. 2002, Inderjit and van der Putten 2010, Elgersma and Ehrenfeld 
2011). Indeed, meta-analyses examining the impacts of exotic plants on both C and N have 
found similar directions and magnitudes of invader impacts for C and N cycling parameters 
(Liao et al. 2008, Vilà et al. 2011). Consequently, invasive plant species that alter N dynamics 
may have cascading effects on belowground C cycling and storage, leading to further 
modification of ecosystem function in invaded systems. 
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 It is well established that invasive plants can dramatically alter C cycling, yet the 
mechanisms underlying these impacts and the implications for soil C storage are unclear (Peltzer 
et al. 2010). Effects of invasive plants on soil C cycling and storage have mainly been attributed 
to shifts in the quality and/or quantity of C inputs (e.g., Litton et al. 2008, Strickland et al. 2010), 
with many investigations focusing on how invasion alters aboveground detrital inputs (Allison 
and Vitousek 2004, Ashton et al. 2005). Researchers have also speculated that plant invaders 
reduce soil C pools via soil priming, a process whereby plants stimulate decomposition by 
supplying microbial decomposers with high-quality C (Fontaine et al. 2004). For example, 
Strickland et al. (2010, 2011) found that invasion of temperate forests by a widespread invasive 
grass, Microstegium vimineum, resulted in large soil C losses and hypothesized that this effect 
was due to soil priming. Indeed, M. vimineum allocates a substantial amount of C through roots 
to belowground foodwebs (Bradford et al. 2012). However, increased inputs of high-quality C 
have also been associated with soil C accretion (Bradford et al. 2008). This suggests that other 
factors may be important for determining how C inputs affect soil C storage.  
Biogeochemical theory suggests that microbial N demand may strongly regulate effects 
of altered C inputs on soil C cycling. Nitrogen demand is a major factor regulating microbial 
production of extracellular enzymes (e.g., Carreiro et al. 2000), which break down soil organic 
matter (SOM; Sinsabaugh 2010). When microbial demand for N is high, N may limit microbial 
growth, driving microbes to allocate a greater fraction of resources to enzyme production than to 
growth (Moorhead and Sinsabaugh 2006). This strategy, known as “nitrogen mining”, increases 
microbial N availability because enzymes depolymerize N from the SOM. Soil organic carbon 
(SOC) is depleted during this process because microbes must mine through low-quality C 
substrates to acquire N (Craine et al. 2007). When microbial N demand is low, however, 
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microbes allocate more resources to growth than to decomposition (Manzoni et al. 2012). This 
can enhance soil C accumulation because microbial products are a primary precursor to SOM 
formation (Schmidt et al. 2011). 
Invasive plant species that engender positive plant-soil feedbacks by altering N cycling 
often accelerate N mineralization and nitrification to enhance their own uptake of inorganic N 
(Ashton et al. 2005, Rodgers et al. 2008, Ehrenfeld 2010) and may thereby decrease N 
availability and increase microbial N demand. For example, M. vimineum promotes its own 
growth by stimulating nitrification and then preferentially taking up NO3
- 
(Kourtev et al. 1999, 
Ehrenfeld et al. 2001, Lee et al. 2012). Isotopic evidence suggests that such preferential uptake 
of inorganic N by plants depletes the pool of N readily available to microbes, which in turn 
amplifies microbial N demand and leads to an increase in microbial activities associated with N 
acquisition (Fraterrigo et al. 2011). Consistent with this hypothesis, Kourtev et al. (2002) found 
elevated activities of an N-acquiring extracellular enzyme in soils invaded by M. vimineum. 
Although potentially of major importance to our understanding of invader impacts on ecosystem 
function, the relationship between plant-soil feedbacks, microbial N demand, and soil C loss has 
not yet been empirically tested.   
 Here, I propose that the effects of plant invasion on N cycling may cascade to affect 
belowground C cycling and soil C storage. Using M. vimineum as a model, I quantified the 
effects of invasion on SOM, inorganic N, and microbial activity across a 45-km transect in 
Southern Appalachia and tested potential causal relationships between invasion, N, and C (Fig. 
1.1). I hypothesized that M. vimineum decreases the amount of N available to the microbial 
community, thereby increasing microbial N demand. This should lead to an increase in microbial 
activity relative to biomass as microbes allocate more resources to N acquisition than growth. 
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Such an increase in activity would likely cause increased SOC degradation due to N mining. In 
addition, M. vimineum is known to increase soil pH (e.g., Ehrenfeld et al. 2001), an effect which 
is likely the result of plant roots releasing OH
-
 to counterbalance higher NO3
- 
uptake (Glass 
2002). The reduction in soil acidity may also lead to an increase in relative microbial activity 
because acidity suppresses decomposition (Baath et al. 1980). Both of these effects -the increase 
in relative activity and pH - could lead to increased nitrification and, thus, higher plant-available 
NO3
- 
(Schlesinger and Bernhardt 2013).  
 
Methods 
Study species 
Microstegium vimineum (Trin.) A. Camus (Japanese stiltgrass or Napalese browntop) is an 
annual, C4 grass which is native to Asia (Barden 1987). It was first recorded in Tennessee in 
1917 (Fairbrothers and Gray 1972) and has since invaded forests in 25 eastern and southern 
states as its range continues to expand (http://plants.usda.gov). Though it is often found in high-
light, high-moisture areas (Warren et al. 2011), it is shade-tolerant and found in a variety of 
habitats (Horton and Neufeld 1998, Huebner 2010, Cheplick and Fox 2011). Once established, 
M. vimineum is known to affect a variety of soil conditions and ecosystem processes. M. 
vimineum increases soil pH (Ehrenfeld et al. 2001), accelerates N cycling rates (Demeester and 
Richter 2010), and depletes SOC pools (Strickland et al. 2010). Previous research suggests that 
M. vimineum promotes its own dominance through a positive plant-soil feedback mechanism 
(Ehrenfeld et al. 2001, Fraterrigo et al. 2011, Lee et al. 2012), whereby the invader stimulates 
nitrification and effectively competes for available NO3
-
. M. vimineum has high amounts of 
nitrate reductase likely conferring a higher tolerance for nitrate uptake (Kourtev et al. 1999). 
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Positive plant-soil feedbacks involving increased N cycling rates appear to be a common strategy 
among invasive plants (Liao et al. 2008). Almost 15 years of background biogeochemical 
research on M. vimineum make this grass an ideal model organism for investigating the 
consequences of these N-cycling feedback strategies for other ecosystem functions.  
 
Study design 
This study was conducted along a 45-km transect extending from Asheville, NC (35º35’N, 
82º33’W) northwest to Pisgah National Forest (35º55’N, 82º47’W). Given that the impacts of 
invasion are often context-dependent, I chose to quantify the effects of M. vimineum across a 
large area so that results would be generalizable to a region rather than a site. Twelve sites that 
were typical of the region were selected across the transect. All sites were located in forested 
areas in the French Broad River watershed, and had similar elevations (580-780 m) and 
hardwood-conifer canopies. Vegetation composition at each site was comparable and consisted 
of Liriodendron tulipifera, Pinus strobus, Quercus species, Juglans nigra, and Acer species. 
Soils were well-drained loams or sandy loams mostly classified as Typic Hapludults or Typic 
Dystrudepts. The mean annual temperature and mean annual precipitation (30-yr normals) are 
13.6 ºC and 94 cm, respectively.   
 Populations of M. vimineum were located one growing season prior to sampling to ensure 
continuous invasion for at least one year. At each site, four sets of 1 m x 2.5 m paired invaded-
uninvaded plots were established around M. vimineum fronts (four pairs at each site, n = 48 pairs 
and 96 total plots). Plots within a pair were located between 1 and 5 m apart. I assumed that 
paired plots were similar except for invasion status.  
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Field sampling 
I collected soil samples in June and July 2012. Using a 2-cm soil probe, I collected 8 individual 
soil cores from each plot at a depth of 0-10 cm. Samples collected in June were transported back 
to the lab and air dried before sieving to 2 mm. These samples were used for pH, texture, and 
organic C and N analyses (see lab analyses). Soils collected in July were immediately sieved to 4 
mm and a 10 g subsample of soil was extracted in the field in pre-weighed cups containing 80 
mL of 2 M KCl. The remaining soil was placed on ice for transportation to the lab where a 
second subsample was stored at – 80 ºC until analysis for enzyme activities. The remaining soil 
was stored at + 5 ºC until its use (within 10 d) for microbial analyses, mineralizable and 
dissolved organic C, and net N mineralization and nitrification (see lab analyses). Since 
microbial properties likely vary at short time scales, I chose to measure them on samples 
collected near peak M. vimineum biomass. Bulk density (g soil cm
-3
) of both coarse fragment and 
< 2 mm fractions was determined for each site by averaging the values obtained from four 5.08-
cm diameter soil cores per site. 
I also characterized in situ soil moisture, temperature, and N availability. To characterize 
site-level differences in soil moisture and temperature, I deployed data loggers (HOBO Micro 
Station, Onset Computer, Bourne, MA) at one uninvaded area in each site and monitored 
moisture and temperature continuously for one year, recording twice daily at 5 cm depth. To 
detect within-site differences between invaded and uninvaded areas, I determined soil moisture 
and temperature in two locations at each plot eight times throughout the year using a 5-cm 
moisture probe (5TM, Decagon, Pullman, Washington). Gravimetric moisture (105 ºC) was also 
determined using soil samples collected in July and August and temperature loggers (iButton, 
Maxim Integrated, San Jose, CA) were deployed in pairs adjacent to one invaded and one 
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uninvaded plot at each site. I quantified N availability with ion-exchange resin bags. Nylon bags 
were filled with 10 g of a mixed-bed ion exchange resin (Rexyn, R208, Fisher Scientific), 
installed at 5 cm depth at the center of each plot and left in situ for two months (June – Aug). 
Upon removal, resin bags were sealed in separate plastic bags and refrigerated until extraction in 
2 M KCl. Two resin bags were destroyed during incubation and were not included in data 
analysis.  
 
Lab Analyses 
Air-dried, 2-mm sieved soils were used for soil texture and pH analysis and for soil organic 
matter fractionation. I determined soil texture using a standard hydrometer analysis as described 
in Gee and Bauder (1986). I determined soil pH (2:1 mL H2O:g soil) using a bench-top pH 
meter. Soils were fractionated using a modification of the method described in Marriott and 
Wander (2006). Briefly, 10 g soil was added to a 30 mL Nalgene plastic bottle containing 5% 
(w/v) sodium hexametaphosphate as a dispersant. The bottle was covered with a 53-µm-mesh 
fabric and the slurry was allowed to sit for 12 h to facilitate dispersion. The 30-mL bottle was 
then placed in a 250-mL centrifuge bottle which contained an additional 120 mL dispersant. The 
bottles were placed on a reciprocal shaker at 180 rpm for 1 h to facilitate the separation of the 
particulate organic matter (POM) from the mineral-associated organic matter (MAOM). After 
the initial rinse, the fine particles and dispersant which collected in the larger bottle were 
discarded and replaced with 150 mL distilled water. Samples were shaken for 15 min to rinse the 
fine particles and dispersant into the larger bottle. This rinsing was repeated seven times to 
ensure isolation of the POM. The material remaining in the 30-mL bottle was dried at 55 ºC and 
ground with a mortar and pestle for analysis of C and N by combustion (Costech ECS 4010, 
13 
 
Costech Analytical Technologies, Valencia, CA, USA). Total organic C and N of each soil 
sample was also determined by combustion. Mineral-associated organic matter C and N was 
determined by mass balance as the difference between total and POM C and N concentrations 
(Salvo et al. 2010, Leifeld et al. 2011, Viaud et al. 2011).  
Microbial biomass C was estimated using a simultaneous Chloroform Fumigation-
Extraction (CFE) procedure (Fierer and Schimel 2003). Two 3-10 g (dry weight equivalent) soil 
subsamples were shaken for 4 h at 150 rev m
-1
 with 40 mL 0.5 M K2SO4. Before shaking, 0.5 
mL ethanol-free chloroform was added to one K2SO4 mixture. The top 20-30 mL of each sample 
was gravity filtered through a Whatman No. 1 paper and the filtrate was bubbled with house air 
for 20 min. Microbial biomass C was determined as the difference in dissolved organic carbon 
(DOC) between the two subsamples. The value obtained from the unfumigated subsample was 
the measure of DOC. A second measure of microbial biomass, substrate-induced respiration 
(SIR), was used to estimate active microbial biomass. Substrate-induced respiration was 
measured by incubating 4 g soil (oven dry equivalent) with 4 mL of autolyzed yeast extract 
solution (1.2% w/v) at 20 ºC for 4 h (Fierer and Schimel 2003). Soil slurries were capped to 
allow for headspace analysis of CO2 concentrations at the end of the incubation using infra-red 
gas analysis (Li-Cor Biosciences, Lincoln, NE). I report uncorrected values for both CFE and 
SIR. To determine N mineralization and nitrification potentials, a second subsample of soil was 
incubated at 20 ºC and 65 % water-holding capacity for 30 d before extracting in 2 M KCl. All 
KCl slurries were filtered through 0.7 µm Whatman filter paper and frozen until analysis. 
Extracts were analyzed for NH4-N using the phenolate method and NOx-N using a cadmium 
column reduction on a Lachat QuikChem 8500 (Hach Company, Loveland, CO).  
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 I measured the activities of four extracellular enzymes involved in the breakdown of 
SOM constituents of varying turnover times. Fresh soils were stored at -80 ºC until conducting 
assays for β-glucosidase (BG), β-1,4-N-acetylglucosaminidase (NAG), phenol oxidase (PPO), 
and peroxidase (PER). BG and NAG are hydrolytic enzymes associated with the breakdown of 
fast to moderate-cycling SOM pools. PPO and PER are lignolytic enzymes associated with the 
breakdown of recalcitrant SOM pools. Enzyme assays are described in Finzi et al. (2006). 
Briefly, soil slurries consisting of 1 g fresh soil suspended in 125 mL of 50 mM, pH 5.0 acetate 
buffer were dispensed in 24 replicate, 200 µL aliquots to 96-well microplates. For the hydrolytic 
enzyme assays, eight replicates received 50 µL of 200 µM 4-methylumbelliferone (MUB) and 
eight replicates received a MUB substrate so that there were eight replicate wells for each blank, 
quench control, standard, and substrate assay. Lignolytic enzymes were measured using L-
DOPA for PPO wells and L-DOPA + 10 µL 0.3 % hydrogen peroxide for PPO + PER wells. 
Microplates were incubated in the dark at 20 ºC for 2 h (BG and NAG) or 4 h (PPO and PER). 
BG and NAG microplates were read at 360 nm excitation and 460 nm emission after adding 10 
µL of 1 M NaOH. PPO and PER assays were read at 460 nm absorbance after transferring the 
supernatant to a fresh microplate to avoid absorbance interference by soil particles. Enzyme 
activity was calculated as the amount of substrate cleaved during the incubation. 
 
Data analysis 
To test the hypothesis that microbes are more active on a per unit biomass basis under M. 
vimineum, I expressed measures of microbial activity (enzymes and SIR) relative to CFE 
microbial biomass (sensu McFarland et al. 2013). Scaled enzyme activities represent relative 
microbial investment in enzymes while SIR:CFE is a relative index of the proportion of the 
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microbial biomass that is active rather than dormant.  Moreover, previous work has consistently 
shown a decline in microbial biomass following M. vimineum invasion (Strickland et al. 2010, 
Kramer et al. 2012), so scaling by microbial biomass also allowed us to isolate the effects of 
invasion on microbial activity per se. 
 I tested the effects of invasion on soil properties by using linear mixed models with 
invasion treatment as a fixed factor and site as a random factor. An invasion by site interaction 
term was also included as a random factor but was dropped when not significant. For parameters 
that were measured on multiple sampling dates (soil moisture and temperature), I used a repeated 
measures linear mixed model with invasion, sampling date, and sampling date*invasion as fixed 
factors, site as a random factor, and sampling date repeated. For all analyses, I tested 
assumptions of normality (Kolomogrov-Smirnov test) and homogeneity of variance (Levene’s 
test). When necessary, I ln( )- or √ - transformed data to meet assumptions (using   + 1 when 
parameters included values close to or less than zero). All analyses were performed using SAS v. 
9.4 (Proc Mixed; SAS Institute, Cary, NC, USA). 
 To evaluate support for the various potential mechanisms affecting C pools in invaded 
areas, I used structural equation modeling (SEM). I first specified a conceptual model based on a 
priori knowledge and previously described mechanisms (Fig. 1.1). I hypothesized that invasion 
would alter pH and extractable inorganic N (“inorganic N”) which would, in turn, alter microbial 
activity per unit biomass (“Act:Bio”). Changes in all three of these parameters should affect SOC 
pools. Of the five variables in the SEM, four were directly observed while “Act:Bio” was latent 
with the five measures of CFE biomass-scaled activities (enzymes and SIR) as indicators. I also 
included one composite variable (“soil”) to account for the effects of both site differences and 
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the covariance between invasion and soil properties (soil moisture, soil temperature) which may 
affect the variables in the SEM.  
 I fit the SEM in two steps as recommended by Grace (2006). First, I fit the measurement 
model which related the latent variable, “Act:Bio”, to its indicators. Upon achieving an adequate 
fit, I fit full structural models for the two physical fractions of the total SOC: POM C and 
MAOM C. For each of these models, I fit the data to the hypothesized model using the maximum 
likelihood estimation method. The resulting parameter estimates were used to generate a model-
implied variance-covariance matrix which was compared to the observed variance-covariance 
matrix. From this comparison, a χ2 goodness-of-fit statistic was generated and the associated P 
value was used to assess model fit. A large P value indicates no significant difference between 
the model-implied and observed variance-covariance matrix and therefore indicates an adequate 
fit. Once I obtained adequate SEMs, I used standardized path coefficients to compare the relative 
importance of various pathways. To remain true to my a priori model, non-significant pathways 
were not removed from final models. Finally, to evaluate whether changes in inorganic N and pH 
explain the effect of M. vimineum on SOC pools, I compared models with and without the direct 
path from “Invasion” to “POM C” or “MAOM C”. From this comparison, I calculated the 
difference in the model χ2. If adding the path resulted in a non-significant change in χ2 (P > 
0.05), I determined that the path did not significantly improve the model. SEM analyses were 
performed using AMOS 21 (AMOS Development, Spring House, Pennsylvania, USA).  
 
Results 
Effects of invasion 
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Invasion significantly affected both N and C pools. The largest effect was on plant-available 
NOx
- 
, which
 
was 107% higher in invaded plots (F1,81 = 8.71, P = 0.004; Fig. 1.2). Despite this, I 
measured a 14% decrease in extractable inorganic N (F1,83 = 4.20, P = 0.04; Table 1.1), of which 
96% was NH4
+
, and no change in plant-available NH4
+
 (F1,80 = 0.18, P = 0.67; Fig. 1.2). I also 
noted a significant 24% decline in POM N (F1,82 = 5.42, P = 0.02) and non-significant declines 
of 12% and 15% in MAOM N (F1,82 = 0.57, P = 0.45) and total organic N (F1,82 = 2.07, P = 
0.15), respectively, in invaded areas (Table 1.1). I observed highly significant declines in 
invaded areas for all measured C pools except for MAOM C (14% decrease; F1,82 = 2.22, P = 
0.14). I observed declines of 29%, 12%, 25% and 19% in DOC (F1,83 = 23.56, P <0.001), 
mineralizable C (F1,83 = 6.4, P = 0.01), POM C (F1,82 = 10.96, P = 0.001) and total C (F1,82 = 
6.16, P = 0.02), respectively, when M. vimineum was present (Table 1.1; Fig. 1.3a).  
Invasion was associated with altered soil pH, soil moisture and potential net nitrification, 
but not with soil temperature (F1,643 = 0.12, P = 0.73) or potential net N mineralization (F1,83 = 
0.92, P = 0.34) (Table 1.1). Soil pH was increased, on average, by 0.34 pH units in invaded plots 
(F1,83 = 24.16, P < 0.001). Soil moisture was greater in invaded plots for all sampling dates 
(F1,643 = 23.78 P < 0.001), though this effect was weaker at the Spring sampling dates. Nitrogen 
mineralization assays were dominated by nitrification for both invaded and uninvaded soils, and 
invaded soils had significantly higher rates of nitrification (F1,83 = 6.61, P = 0.01).  
In general, non-scaled extracellular enzyme activities and SIR microbial biomass were 
similar in invaded and uninvaded areas, despite a significant decrease in CFE microbial biomass 
under M. vimineum (P < 0.001; Fig 1.3b). There was no significant difference between invaded 
and uninvaded areas for phenol oxidase (F1,83 = 0.42, P = 0.52), peroxidase (F1,83 = 0.99, P = 
0.32) or β-glucosidase (F1,83 = 0.66, P = 0.35). The exception was NAGase, which showed a non-
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significant decrease in invaded areas (F1,83 = 3.33, P = 0.07). In contrast, when expressed on a 
per unit biomass basis, enzyme activities were all higher in invaded areas (Fig. 1.4). Similarly, 
SIR microbial biomass was 1.59 ± 0.08 µg CO2-C g soil
-1
 h
-1
 in invaded plots and 1.68 ± 0.08 µg 
CO2-C g soil
-1
 h
-1
 in uninvaded plots (F1,83 = 2.32, P = 0.13), but was greater in invaded areas 
when expressed on a per unit CFE biomass basis (F1,83 = 10.97, P = 0.001).  
 
Structural equation model 
My a priori SEM adequately fit the data for both POM C (χ2 = 43.111, P = 0.07, df = 31; Fig. 
1.5a) and MAOM C (χ2 = 44.936, P = 0.05, df = 31; Fig. 1.5b) pools, though there were 
differences in the strength and significance of particular pathways. For both models, invasion 
had significant pathways to inorganic N (P < 0.05) and pH (P < 0.01) such that the presence of 
M. vimineum reduced inorganic N and increased pH. In turn, these variables had an additive and 
positive effect on the ratio of microbial activity to microbial biomass because inorganic N had a 
negative pathway (P < 0.06) and pH had a positive pathway (P < 0.001) to activity:biomass. 
POM C was positively affected by inorganic N (P < 0.001), and negatively affected by 
activity:biomass (P = 0.05) and pH (P = 0.06). MAOM C was also positively affected by 
inorganic N (P < 0.001), whereas the negative effect of activity:biomass on MAOM C was 
stronger (P = 0.01) and the effect of pH was non-significant (P = 0.49).  For both models, the 
“soil” composite variable significantly affected both inorganic N (P < 0.05) and pH (P < 0.001), 
but not activity:biomass (P = 0.53), POM C (P = 0.87) or MAOM C (P = 0.26). The direct effect 
of invasion on POM C and MAOM C was non-significant (P = 0.36 and P = 0.74, respectively). 
Furthermore, including this pathway did not improve model fit for POM C (χ2 = 0.82, P = 0.37, 
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df = 1) or MAOM C (χ2 = 0.10, P = 0.75, df = 1). The SEMs explained 33% of the variation in 
POM C and 29% of the variation in MAOM C.  
 
Discussion 
To test whether resource-driven plant-soil feedbacks initiate cascading effects on other 
biogeochemical cycles, I characterized soil C and N pools, microbial activity, and soil 
characteristics in control plots and in plots containing an invasive grass known to induce a 
feedback involving N cycling. Additionally, I tested causal models with SEM to integrate these 
effects into an overarching mechanistic framework. I found that, under M. vimineum, SOC and 
SON were lower, whereas potential net nitrification and plant-available N were greater. 
Extractable inorganic N decreased, while pH and microbial activity per unit biomass were higher 
in invaded areas. These results and the results of the SEMs were consistent with my conceptual 
model (Fig. 1.1) in which I hypothesized that M. vimineum invasion reduces soil C stocks by 
increasing microbial demand for N, leading to higher rates of SOM decomposition. Both the 
decrease in extractable inorganic N and the increase in soil pH led to an increase in microbial 
activity per unit biomass which, in turn, was negatively related to the size of C pools. In addition, 
there was a strongly positive direct effect of extractable inorganic N on POM C and MAOM C, 
and a strongly negative direct effect of pH on POM C. If the decrease in inorganic N and 
increase in pH are a result of increased N uptake and NO3
-
 tolerance as has been reported 
(Kourtev et al. 1999, Fraterrigo et al. 2011), then these findings suggest that the N acquisition 
strategy of M. vimineum causes a biogeochemical cascade which ultimately leads to declines in 
SOC. Given the evidence that many invasive plants stimulate N cycling to promote their own 
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growth (Ehrenfeld et al. 2005, Liao et al. 2008), similar biogeochemical cascades may be a 
common phenomenon. 
 The observed effects of invasion on extractable inorganic N and pH are not surprising 
given previous evidence for altered N uptake and tolerance under M. vimineum. Fraterrigo et al. 
(2011) conducted a 
15
N tracer study to evaluate plant-microbe competition for N and determine 
the fate of different chemical forms of N in plots invaded by M. vimineum and in control plots. 
Despite the high N-use efficiency of M. vimineum (DeMeester and Richter 2010), they found a 
higher total amount of plant 
15
N uptake in invaded plots, with M. viminuem favoring inorganic 
forms and allocating it primarily to shoots. This suggests that M. vimineum strongly competes for 
and sequesters N in its biomass, which should lead to less N being available for microbes. It has 
also been demonstrated that M. vimineum exhibits a tolerance for NO3
-
, whereas native plants 
tend to prefer NH4
+
 or organic N (Fraterrigo et al. 2011, Lee et al. 2012). Uptake of NO3
-
 by 
plant roots tends to increase soil pH because plant roots must exude OH
-
 to maintain 
electroneutrality (Glass 2002). Indeed, an increase in pH, as I observed, is a common finding in 
plots invaded by M. vimineum (Ehrenfeld et al. 2001, Strickland et al. 2010, Warren et al. 2011, 
Kramer et al. 2012) and likely contributes to the increase in nitrification that I and others have 
measured (Ehrenfeld et al. 2001, Lee et al. 2012). Consistent with the idea that M. vimineum 
increases decomposition of SOM to mine for N and then stimulates nitrification, I also found 
significantly higher amounts of plant-available NOx
-
, but not NH4
+
, in invaded plots as well as 
significantly lower amounts of POM N and a non-significant decline in MAOM N.  
 The effects of M. vimineum on extractable inorganic N and pH may explain the common 
finding that the microbial community is more active on a per unit biomass basis under M. 
vimineum. Despite significant reductions in CFE microbial biomass in areas invaded by M. 
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vimineum, microbial N uptake, SIR, and enzyme activities have all been found to either increase 
or remain unchanged (Kourtev et al. 2002, Strickland et al. 2010, Fraterrigo et al. 2011). In 
agreement with these findings, I measured declines in CFE microbial biomass and detected no 
significant change in SIR or enzyme activities, except for NAG which was marginally lower 
under M. vimineum. However, when scaled to microbial biomass, all enzyme activities were 
higher under M. vimineum. Furthermore, the SEM shows that the effects of M. vimineum on both 
inorganic N and pH tended to increase microbial activity per unit biomass. The mediating effect 
of inorganic N on activity per unit biomass is consistent with research showing that, in response 
to N limitation, microbes can increase enzyme production to acquire N from the SOM 
(Sinsabaugh et al. 2005, Sinsabaugh et al. 2010). This N mining strategy seems likely because M. 
vimineum is thought to prime the microbial community through inputs of labile C to the 
rhizosphere (Strickland et al. 2010, Bradford et al. 2012). When N is low, C subsidies may result 
in increased SOM decomposition (Schimel and Weintraub 2003) because C availability is 
thought to limit microbial capacity for enzyme production and because low N conditions could 
promote the replacement of microbial guilds that specialize on labile N with N-mining microbes 
(Fontaine and Barot 2005). The effect of M. vimineum on pH is also important because the 
activity of lignolytic enzymes (PPO and PER), which can break down more recalcitrant SOM, 
tend to increase with pH (Sinsabaugh et al. 2008). Regardless of the mechanism, the decrease in 
CFE biomass without a parallel decrease in microbial activity suggests an overall decrease in 
carbon use efficiency (CUE), defined as the ratio of microbial biomass growth to total C 
consumed. Decreases in CUE could lead to a net loss in soil C (Six et al. 2006), and such a 
decrease has been commonly observed in nutrient-limited systems as microbes may allocate 
more resources to enzyme production than to growth (Manzoni et al. 2012).  
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 Because I did not directly characterize CUE, “Act:Bio” might more appropriately be 
thought of as the balance between SOM accumulation and decomposition. Recent literature 
shows that the microbial biomass is important for stable SOM formation (Miltner et al. 2012, 
Bradford et al. 2013, Cotrufo et al. 2013). As such, the microbial biomass is a primary agent of 
both SOM accumulation and decomposition (Schmidt et al. 2011), so any reduction of the 
microbial biomass without a concurrent reduction of decomposition activities should lead to a 
decline in SOM pool masses. Supporting this, I found a significant negative relationship between 
“Act:Bio” and both SOM C pools. I also found that inorganic N was positively related to both 
POM C and MAOM C. This causal relationship has been previously demonstrated with 
fertilization experiments in forest ecosystems (Nave et al. 2009, Lovett et al. 2013), and may 
occur through an inhibition of decomposition or a stimulation of microbial growth and, thus, 
SOM accumulation. However, I was surprised to find such a strong relationship in the SEMs 
because I used an index of the combined effect of these mechanisms as a mediating factor (i.e., 
“Act:Bio”). Because my measure of activity is incomplete and scaled to microbial biomass, it 
may be that the pathway from inorganic N to POM C or MAOM C includes residual effects of 
microbial biomass or decomposition activity not encompassed by the latent variable, “Act:Bio”. 
Finally, I observed a negative effect of soil pH on POM C, but no effect for MAOM C. Kramer 
et al. (2012) observed a similar relationship and also found that there was an interactive effect of 
pH and M. vimineum biomass on POM C such that greater M. vimineum biomass led to greater 
POM C, but only in more acidic soils. They suggested that greater particulate C inputs under 
high M. vimineum biomass may be decomposed more slowly when soil pH is low (e.g., Baath et 
al. 1980), but that this effect may dissipate over time as M. vimineum leads to a gradual increase 
in soil pH.  
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 Regardless of the exact mechanism by which M. vimineum depletes soil C pools, the 
SEMs support the hypothesis that these effects are N-mediated. Despite measuring reduced C 
pools in invaded areas, adding mediating factors related to M. vimineum N uptake and preference 
to the SEMs marginalized the direct effect of invasion on C pools to the point where including a 
direct effect in the SEM did not improve model fit. By including these mediating factors, I was 
able to obtain a good model fit. However, the amount of variation in the observed variables that 
the SEM explained was generally low (< 40 %). The purpose of using SEM in this study was to 
examine mechanistic pathways rather than to explain soil characteristics. Because certain 
parameters (e.g., inorganic N) are more temporally variable than others (e.g., MAOM C), the 
results presented here may be clarified by future studies that observe these patterns over longer 
time periods.  
 Meta-analyses and qualitative reviews of the impacts of invasive species on ecosystem 
functions have consistently reported that, similar to M. vimineum, invasive plants tend to be 
associated with increased N availability (Ehrenfeld et al. 2005, Liao et al. 2008, Vilà et al. 2011, 
Castro-Díez et al. 2013). Liao et al. (2008) interpreted the simultaneous increase in plant 
production and soil N availability, averaged across multiple studies, as evidence for the 
widespread importance of positive feedback between plant invasion and N cycling. Thus, the 
cascading effects of these feedbacks on C cycling may have implications for global C budgets. 
This represents an important avenue of future research. Already, several studies have reported 
the simultaneous occurrence of increased N uptake, N availability, and litter decomposition in 
areas colonized by invasive plants (Booth et al. 2003, Standish et al. 2004, Rodgers et al. 2008). 
The mechanisms presented here suggest that soil C pools may also be depleted in these areas. 
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 In conclusion, I provide evidence that the effects of an exotic plant invader on soil C 
pools are caused by a N-mediated biogeochemical cascade. Previous investigations involving M. 
vimineum and other species have demonstrated the profound effects that novel plant species can 
have on either C or N cycling. However, in this study, both of these effects were measured and 
integrated into a single mechanistic framework. The finding that invader impacts on C cycling 
are mediated by N may partly account for the observation that invader impacts are often context 
dependent. For example, if the impacts of M. vimineum on C are driven by microbial N demand, 
then soils with a high N supply (e.g., areas with high atmospheric N deposition) may experience 
less soil C loss following invasion. Additional research is needed to fully test this hypothesis. 
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Tables and Figures 
 
Table 1.1 Soil pH and N pools and transformations (mean ± 1 SE) for uninvaded and 
Microstegium  vimineum-invaded plots.  
F-values, degrees of freedom, and P-values are reported for the main effect of Microstegium 
vimineum. Where significant, P-values are shown in bold. Units for N pools are g m
-2
 at 10 cm 
depth. Potential N mineralization and nitrification are shown in µg m
-2
 d
-1
. 
1
Data were square-root transformed 
2
Data were natural-logarithm transformed 
 
 
 
 
 
 
 
 
 
 
Variable Uninvaded Invaded Fdf P 
pH 5.06 ± 0.09 5.40 ± 0.07 24.21,83 <0.001 
Extractable inorganic N
1
  4.04 ± 0.27 3.47 ± 0.23 4.201,83 0.044 
Potential N mineralization 0.21 ± 5.90 6.29 ± 4.46 0.921,83 0.339 
Potential nitrification
2
 49.91 ± 6.32 53.22 ± 4.72   6.611,83 0.012 
Particulate organic N
2 
52.25 ± 6.82 39.79 ± 2.93 5.421,82 0.022 
Mineral associated organic N
2 
123.23 ± 11.30 108.65 ± 6.42 0.571,82 0.454 
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Fig. 1.1 Conceptual model showing the hypothesized causal relationship between invasion by 
Microstegium vimineum and alterations of soil organic carbon (SOC), nitrification, and plant-
available nitrate. Microstegium vimineum induces a nitrogen-mediated positive plant-soil 
feedback and SOC is depleted as microbes mine for N due to increased N demand and pH.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Invasion N uptake N demand 
Plant-available NO
3
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Nitrification 
Microbial activity 
NO
3
-
 preference pH 
+ + + 
+ + 
+ + 
+ 
+ + 
- 
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Fig. 1.2 Plant-available inorganic N from in situ resin bag incubations separated into nitrate-N 
and ammonium-N. Values are means + 1SE. Asterisks indicate significant differences between 
invaded and uninvaded plots (** P < 0.01). 
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Fig. 1.3 Mineral-associated organic carbon (MAOM C) and particulate organic carbon (POM C) 
(A) and microbial biomass C from chloroform fumigation-extraction (B) in invaded and 
uninvaded plots. Values are mean + 1SE. Asterisks indicate significant differences between 
invaded and uninvaded plots (* P < 0.05, *** P < 0.001). 
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Fig. 1.4 Extracellular enzyme activities expressed on a per unit microbial biomass basis. Values 
are means for phenol oxidase (phenox), peroxidase (perox), β-glucosidase (bg) and NAGase 
(nag) + 1SE. Asterisks indicate significant differences between invaded and uninvaded plots (* P 
< 0.05, ** P < 0.01). NAGase was marginally greater in invaded plots (P = 0.07).  
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Fig. 1.5 Results of SEM analysis for particulate organic C (POM C; top) and mineral-associated 
organic C (MAOM C; bottom). Numbers on the lines are standardized path coefficients. 
Significant pathways are represented by solid lines with thickness corresponding to strength of 
the relationship and dashed lines represent non-significant pathways. “Soil” is composite 
variable representing the combined effect of soil moisture and temperature and “Act:Bio” is 
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latent variable representing enzymes and substrate induced respiration on a per unit biomass 
basis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
36 
 
Chapter 2 
Grass invasion of hardwood forests differentially affects belowground carbon pools and 
litter decomposition across an urban-rural gradient 
 
Abstract 
The effects of plant invasion on ecosystem processes are often context-dependent raising the 
question of what controls invader impacts at broad spatial scales. Land-use context may exert 
control over invader impacts because human activities modify the environment in ways that 
enhance invader performance and resource availability. The mass ratio hypothesis predicts that 
greater invader performance should lead to greater invader effects. Alternatively, higher resource 
availability may attenuate plant-soil feedbacks that drive invader impacts. Here, I examine (1) 
how invader impacts on carbon cycling vary with land-use context and (2) the importance of 
invader biomass and nitrogen availability for explaining these patterns. I quantified the effects of 
an invasive grass, Microstegium vimineum, on soil organic carbon (SOC) pools, leaf litter 
decomposition, and several potentially important covariates in forests embedded within a 
regional matrix of urban, agricultural, or forested lands. I find strong evidence that land-use 
context modulates the impacts of M. vimineum on carbon cycling. Invasion-associated declines 
in SOC were 3.5 times greater in the forested and 2.5 times greater in the agricultural than the 
urban matrix. Invasion was also associated with higher litter decomposition rates in the urban 
matrix compared to the rural and forested matrix. Although I hypothesized that variation in 
impacts associated with land-use context would be explained by either invader biomass or 
nitrogen availability, I find that M. vimineum biomass and nitrogen availability interact 
antagonistically to affect SOC and synergistically to affect litter decomposition rates. As 
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expected, sites embedded in an urban context had higher nitrogen availability and M. vimineum 
biomass than sites within rural and forested context. At nitrogen-poor sites, greater M. vimineum 
biomass was associated with smaller SOC pools but slower rates of litter decomposition. At 
nitrogen-rich sites, greater M. vimineum biomass was associated with smaller or even opposite 
effects on SOC, but faster rates of litter decomposition. These findings suggest that nitrogen 
availability regulates the effects of M. vimineum on carbon cycling. I hypothesize that this shift 
from belowground to aboveground impacts as ambient nitrogen availability increases is 
explained by differences in how high-nitrogen- versus low-nitrogen-adapted microbial 
communities respond to the increase in nitrogen demand caused by M. vimineum. My findings 
point towards a need to consider the role of broad-scale factors that alter resource availability in 
mediating the effect of biological invasion on ecosystem processes.  
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Introduction 
Biological invasions can dramatically alter ecosystem processes and are increasingly recognized 
as a major driver of global environmental change (Vitousek et al. 1997, Wilcove et al. 1998, 
Peltzer et al. 2010). Invader impacts on carbon (C) cycling are a particular concern because of 
their potential to affect ecosystem C sequestration and soil fertility, which in turn can influence 
long-term ecosystem productivity (Peltzer et al. 2010). Temperate forest ecosystems contain a 
globally significant amount of terrestrial C (Goodale et al. 2002, Luyssaert et al. 2008), 
approximately two-thirds of which is stored in soils (Dixon et al. 1994, Goodale et al. 2002), and 
are highly vulnerable to biological invasions as a result of anthropogenic disturbances (Martin et 
al. 2009). Consequently, non-native species invasions have important implications for C 
sequestration in forests. As rates of species introductions continue to accelerate (Levine and 
D’Antonio 2003) there is a pressing need to broaden our understanding of how biological 
invasions influence the processes which control C storage in forest soils.  
Recent meta-analyses suggest that although nonnative invasive plants generally enhance 
soil C pools and fluxes, there is considerable variability in the magnitude and direction of 
impacts (Liao et al. 2008, Vila et al. 2011). While much of this variation can be attributed to 
different types of invaders (Liao et al. 2008), there are also several cases where the same invader 
causes different impacts at different sites (e.g., Fickbohm and Zhu 2006, Mahaney et al. 2006, 
Koutika et al. 2007, Kramer et al. 2012). For example, Koutika et al. (2007) studied four invasive 
forbs at multiple sites in Belgium and concluded that the effects of invaders on soil C cycling 
and storage depended more on site than species differences. Likewise, Hughes and Uowolo 
(2006) showed that site differences explained more variation in aboveground litter 
decomposition than did species identity. Such findings suggest that invader impacts may be 
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controlled by properties of the invaded ecosystem, with soil resource availability being 
particularly important (Dassonville et al. 2008, Scharfy et al. 2009, Funk and Vitousek 2007). 
For instance, in a study examining seven invasive forbs, Dassonville et al. (2008) found that 
invasion was associated with greater reductions of organic C pools at C-rich sites. In a separate 
study, Scharfy et al. (2009) found that the effect of Solidago gigantea on belowground C and 
nitrogen (N) pools depended on soil phosphorus availability. While these findings demonstrate 
that local factors can be important determinants of the magnitude and direction of invader 
impacts, predicting impacts across spatially heterogeneous landscapes requires an understanding 
of broad-scale controls, as these may ultimately determine local factors such as resource 
availability. Despite this, broad-scale controls of invader impacts on C cycling have rarely been 
investigated. 
Land-use context may be an important regulator of the effects of invasion on C cycling 
because the surrounding land-use matrix affects ambient resource availability and environmental 
conditions in invaded forest patches. For example, forests embedded in an urban matrix are 
subject to higher concentrations of inorganic N (Lovett et al. 2000, Pouyat et al. 2007), warmer 
air and soil temperatures (Arnfield 2003), and altered precipitation regimes (Botkin and 
Beveridge 1997). Given the importance of N availability in regulating decomposition (Knorr et 
al. 2005, Moorhead and Sinsabaugh 2006), the effects of land-use context on N availability may 
be particularly important for invader effects on C cycling. For example, the priming effect (i.e., 
plant stimulation of decomposition through root exudation of labile C) (Kuzyakov 2010) can be 
modulated by N availability. Low N availability can promote decomposition, and thus C loss, as 
microbes use labile C inputs to acquire N from organic matter (Craine et al. 2007). Recent work 
suggests that this mechanism may be important for invasive plants. For example, the negative 
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effects of the invasive grass Microstegium vimineum on soil C stocks are likely caused by both 
an increase in labile C inputs (Strickland et al. 2010, Bradford et al. 2012) and a decrease in 
microbial available N (Fraterrigo et al. 2011, Craig and Fraterrigo, in review). Consequently, 
invaders like M. vimineum that affect C cycling by altering inputs of C or uptake of N may have 
dampened or even counter effects in urban areas, where ambient N availability is high.  
The effects of land-use context on resources and conditions may also lead to different 
impacts by affecting invader performance. Intense land use may lead to disturbed habitats with 
high resource availability, conditions in which many invaders thrive and achieve greater 
densities (Saunders et al. 1991, Davis 2009). According to the mass ratio hypothesis, the effect 
of a species is predicted to scale with its relative contribution to community biomass (Grime 
1998). This density-dependence of effects has been demonstrated for several invaders. For 
example, the biomass or abundance density of an invader has been shown to relate to the 
magnitude of effect on biodiversity (Bobbink and Willems 1987, Alvarez and Cushman 2002), 
forest regeneration (Standish et al. 2001), and C and N cycling (Kramer et al. 2012, Lee et al. 
2012). Thus, if invaders achieve greater biomass as a result of favorable conditions, we would 
predict a greater magnitude of invader effects in forests embedded in an urban matrix.   
Soil C storage is affected by both aboveground (e.g., leaf litter) and belowground (e.g., 
root exudates) inputs and the microbial communities that process these inputs are subject to 
different conditions (Rasse et al. 2005, Schmidt et al. 2011, Cotrufo et al. 2013). Relative to 
belowground decomposition, leaf litter decomposition is characterized by differences in substrate 
quality (e.g., higher C:N ratios but faster turnover times), variable environmental conditions, and 
a smaller influence of plant rhizosphere processes (e.g., root exudation). However, studies on the 
41 
 
biogeochemical effects of invasive plants rarely consider both soil organic carbon (SOC) and 
litter decomposition, which is surprising because both are important components of C cycling.  
Thus, to determine whether land-use context modulates the effects of an invasive plant on 
C storage, I quantified belowground C pools as well as litter decomposition in invaded and 
uninvaded forests embedded within a regional matrix of urban, agricultural, or forested lands. In 
addition I quantified N pools, N transformation rates, and several potentially important biotic and 
abiotic characteristics. I chose to study the invasive grass Microstegium vimineum because, like 
many invasive plants, it alters soil C and N cycling via a resource-driven positive plant-soil 
feedback. I had two specific objectives: 1) determine whether the impacts of M. vimineum on soil 
C and N cycling vary in magnitude or direction across three different land-use contexts and 2) 
identify what factors contribute to this variation. I predicted that forests in an urban matrix would 
be characterized by higher N availability. If this leads to greater invader biomass, then according 
to the mass ratio hypothesis, I expect larger effects in urban areas. Alternatively, if higher N 
availability leads to dampened effects of M. vimineum on organic matter decomposition, then I 
expect to see smaller effects in urban areas. 
 
Methods 
Site selection 
This study was conducted along a 45-km transect extending from Asheville, NC (35º35’N, 
82º33’W) northwest to Pisgah National Forest (35º55’N, 82º47’W). Using a map based on the 
National Land Cover Database, I determined that there were three dominant land-use types in the 
region: urban, agriculture, and forest. Within each matrix, I located four forested sites at least 1 
km apart which contained expanding M. vimineum populations. All sites were located in the 
42 
 
French Broad River watershed, had low elevations (580-780 m), similar soil properties (well-
drained loams or sandy loams classified as either Typic Hapludults or Typic Dystrudepts), and 
similar canopies (consisting of Liriodendron tulipifera, Pinus strobus, Quercus species, Juglans 
nigra, and Acer species) (Table 2.1). The percentage of land in forested, agricultural (row crop + 
pasture/hay), or urban (i.e. developed) was calculated for a 2-km-radius buffer around each site 
(Table 2.1). The land surrounding “forested” sites was dominated by forest (> 90%) while the 
land surrounding “rural” sites contained less forest (< 74%), and more agricultural land (8 - 
25%). Urban sites were characterized as having greater than 40% urban cover and less than 45% 
forest cover.  
 Populations of M. vimineum were located one growing season prior to sampling to ensure 
continuous invasion for at least one year. At each site, four sets of 1 m x 2.5 m paired invaded – 
uninvaded plots were established around M. vimineum fronts (four pairs at each site, n = 48 pairs 
and 96 total plots). Plots within a pair were located between 1 and 5 m apart. I assumed that 
paired plots were similar except for invasion status.  
 
Field sampling for soil properties 
I collected soil samples in June and July 2012, corresponding with the period when M. vimineum 
biomass reaches its peak. Using a 2-cm diameter probe, I collected 8 individual soil cores from 
each plot at a depth of 0-10 cm. Samples collected in June were transported back to the lab and 
air dried before sieving to 2 mm. These samples were used to determine pH, texture, and total C 
and N by combustion (see lab analyses). Soils collected in July were immediately sieved to 4 
mm and a 10g subsample of soil was extracted in the field in pre-weighed extraction cups 
containing 80 mL of 2 M KCl. The remaining soil was placed on ice for transportation to the lab 
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and stored at 5 ºC until its analysis (within 10 d) for microbial biomass and potential net N 
mineralization and nitrification (see lab analyses). Bulk density (g soil cm
-3
) of both coarse 
fragment and < 2 mm fractions was determined for each site by averaging values obtained from 
four 5.08 cm diameter soil cores per site.  
 I also characterized soil moisture and temperature and N availability at each site. To 
characterize site-level differences in soil moisture and temperature, I deployed data loggers 
(HOBO, Bourne, MA) at one uninvaded area in each site and monitored moisture and 
temperature continuously for one year, recording twice daily at 5 cm depth. To detect within-site 
differences between invaded and uninvaded areas, I determined gravimetric moisture (105 ºC) on 
samples collected in July and August. Temperature loggers (iButton, Maxim Integrated, San 
Jose, CA) were deployed in pairs adjacent to one invaded and one uninvaded plot at each site. 
Finally, I quantified N availability with ion-exchange resin bags. Nylon bags were filled with 10 
g of a mixed-bed ion exchange resin (Rexyn, R208, Fisher Scientific), installed at 5 cm depth at 
the center of each plot and left in situ for two months (June – Aug). Upon removal, resin bags 
were sealed in separate plastic bags and refrigerated until extraction in 2 M KCl. Two resin bags 
were destroyed during incubation and were not included in data analysis.  
 
Lab analyses 
Air dried, 2 mm sieved soils were used to determine soil texture, pH, and for soil organic matter 
fractionation. I determined soil texture using a standard hydrometer analysis as described in 
Ulmer et al. (1994). Soil pH (2:1 mL H2O: g soil) was determined using a bench-top pH meter. 
Soils were fractionated using a modification of the method described in Marriott and Wander 
(2006). Briefly, 10 g soil was added to a 30 mL Nalgene plastic bottle containing 5 % (w/v) 
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sodium hexametaphosphate as a dispersant. The bottle was covered with a 53-µm-mesh fabric 
and the slurry was allowed to sit for 12 h to facilitate dispersion. The 30-mL bottle was then 
placed in a 250-mL centrifuge bottle which contained an additional 120 mL dispersant. The 
bottles were placed on a reciprocal shaker at 180 rpm for 1 h to facilitate the separation of the 
particulate organic matter (POM) from the mineral-associated organic matter (MAOM). After 
the initial rinse, the fine particles and dispersant which collected in the larger bottle were 
discarded and replaced with 150 mL distilled water. Samples were shaken for 15 min to rinse the 
fine particles and dispersant into the larger bottle. This rinsing was repeated seven times to 
ensure isolation of the POM. The material remaining in the 30-mL bottle was dried at 55 
o
C and 
ground with a mortar and pestle for analysis of C and N by combustion (Costech ECS 4010, 
Costech Analytical Technologies Inc., Valencia, CA, USA). I also determined C and N of the 
total soil sample. Mineral-associated organic matter C and N was determined by mass balance as 
the difference between total and POM C and N concentrations (Salvo et al. 2010, Leifeld et al. 
2011, Viaud et al. 2011). 
Microbial biomass C was estimated using a simultaneous Chloroform Fumigation-
Extraction (CFE) procedure (Fierer and Schimel 2003). Two 3-10 g (dry weight equivalent) soil 
subsamples were shaken for 4 h at 150 rev m
-1
 with 40 mL 0.5 M K2SO4. Before shaking, 0.5 
mL ethanol-free chloroform was added to one K2SO4 mixture. The top 20-30 mL of each sample 
was gravity filtered through a Whatman No. 1 paper and the filtrate was bubbled with house air 
for 20 min. Microbial biomass C was determined as the difference in dissolved organic carbon 
between the fumigated and non-fumigated samples. No correction factor was applied. To 
determine N mineralization and nitrification potentials, I incubated a subsample of soil at 20 ºC 
and 65 % water-holding capacity for 30 d before extracting in 2 M KCl as I did for the initial 
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sample in the field. All KCl slurries were filtered through 0.7 µm Whatman filter paper and 
frozen until analysis. Extracts were analyzed for NH4-N using the phenolate method and NOx-N 
using a cadmium column reduction on a Lachat QuikChem 8500 (Hach Company, Loveland, 
CO).  
 
Litterbag study 
To characterize litter decomposition in invaded and uninvaded plots, I conducted a litterbag 
study from November 2011 until December 2012 following the protocol described by Harmon et 
al. (1999). Recently senesced Liriodendron tulipifera, Quercus prunus, and Acer rubrum leaves 
were collected from one location in October 2011 and air-dried for 2 weeks. Litterbags (20 x 20 
cm) were constructed out of fiberglass window screening with a mesh size of 1 mm, large 
enough to allow passage of most soil mesofauna (Swift et al. 1979), and filled with 1.5 g of each 
species for a total of 4.5 g of leaf mass in each. By using a standard mixture of litter from 
common trees, I was able to isolate the effects of site rather than litter chemistry in controlling 
decomposition dynamics. A subsample of air dry leaves was oven-dried (55ºC) for 72 h to 
calculate the air dry to oven dry conversion factor. Eight litterbags were deployed in each plot 
and one was collected immediately to quantify initial carbon (C), nitrogen (N) and amount of 
mass lost during travel. The remaining bags were collected at 1, 2, 4, 6, 9, and 13 months after 
placement in the field. Upon collection, litter was kept cool until it was oven-dried to determine 
mass loss through time. The dried litter was then ground to a powder and ashed for 4 h at 450 ºC 
to determine ash-free dry mass (AFDM). Total C and N were determined by combustion. To 
account for potential soil contamination, mass loss is corrected following Blair (1988). 
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Data analysis 
I examined the effects of invasion and land-use context on soil properties and microbially 
mediated processes by using linear mixed models with invasion treatment and land-use matrix as 
fixed factors and site as a random factor. I also investigated the simple main effects of invasion 
within the land use × invasion interaction to test for invasion effects within each type of land-use 
matrix separately. For all analyses, I tested assumptions of normality (Kolomogrov-Smirnov test) 
and homogeneity of variance (Levene’s test). When necessary, I   - or square root- transformed 
data to meet assumptions (using   + 1 when parameters included values close to or less than 
zero). One outlying data point was discarded from analyses of C pools.  
 For the litterbags, I used repeated-measures linear mixed models to analyze mass loss and 
litter chemistry with invasion treatment, land-use matrix, date, and their interactions as fixed 
factors and site as a random factor. To account for non-independence between bags collected 
from the same site on different dates, I treated these samples as repeated measures. If the fixed 
effects were significant, I used mixed-model ANOVAs on each date to test for effects within 
dates. Finally, as with the soil data, I evaluated the effects of invasion within each land-use 
matrix by looking at the simple main effects of invasion within the land use × invasion 
interaction both across all dates and within each date. Data were ln- or e- transformed to improve 
normality and reduce heteroscedasticity. 
I used an information-theoretic approach to evaluate the role of specific soil 
characteristics in determining the magnitude and direction of the effect of M. vimineum on soil C 
storage and litter decomposition. I characterized invasion effects on soil C storage as the 
difference in C pool masses between paired invaded and uninvaded plots (ΔTOC, ΔPOMC and 
ΔMAOMC). Effects on litter decomposition were characterized as the mass remaining in 
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litterbags in invaded plots at the sample date corresponding with M. vimineum peak biomass. I 
constructed 42 candidate models representing my a priori hypotheses about the mechanisms by 
which land-use context might modulate invasion effects on soil C storage and litter 
decomposition. Models contained different combinations of the following factors: M. vimineum 
biomass, pH, plant-available NOx (hereafter “NOx”), soil moisture, and interactions between M. 
vimineum biomass, pH, and NOx. The values from uninvaded plots (hereafter “ambient”) were 
used for pH, NOx, and soil moisture to represent pre-invasion site conditions. For this analysis, I 
focus on NOx rather than total inorganic N. NOx is likely a stronger predictor of effects because 
it directly influences the fitness of M. vimineum (Kourtev et al. 1999, Lee et al. 2012). I used 
Akaike’s information criterion corrected for small sample size (AICc) as the model selection 
criterion (Burnham and Anderson 2002). I considered models to have competitive support when 
the difference between the AICc of a model and the AICc of the most-supported model (ΔAICc) 
was ≤ 2. I calculated Akaike weights (ωi) to quantify the support for competing models. To 
assess the relative importance of predictor variables, I calculated Σωi for all supported models 
containing the variable of interest. The larger the Σωi for a given variable, the more important it 
is relative to the other variables. Models compared using the information-theoretic approach 
were constructed using maximum likelihood estimates (MacNeil et al. 2009), and parameter 
estimates, reported for the top model containing that parameter, were calculated using restricted 
maximum likelihood.  
I evaluated potential mass effects on soil C storage and litter decomposition in two ways. 
I created interaction plots by splitting the data for each response variable around the median 
value for N availability and M. vimineum biomass and calculating the mean difference in C pool 
masses and mass remaining for each of these groups. In addition, I examined how the effects of 
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M. vimineum biomass on soil C storage and litter decomposition changed across the observed 
gradient of N availability by plotting Pearson’s correlation coefficients of the relation between 
invader biomass and my measures of impact (ΔTOC, ΔPOMC and ΔMAOMC or litter mass 
remaining) against average N availability for the uninvaded plots within each site. All statistical 
analyses were performed with SAS 9.4 (SAS Institute Inc., Cary, NC, USA).  
 
Results 
Though average M. vimineum (MV) biomass was greatest in sites in the urban matrix, the effect 
of land use was not significant (F2,36 = 2.00, P = 0.15). M. vimineum biomass was 68.8 g m
-2
 (SE 
= 29.6), 43.7 g m
-2
 (SE = 37.8), and 47.1 g m
-2
 (SE = 39.7) at sites within an urban, rural, and 
forested matrix, respectively. I found no evidence of an urban heat island as soil temperature was 
not affected by land use (F2,9 = 2.3, P = 0.16). Average soil temperature was 16.02 ºC (SE = 
0.30) for sites in the forested matrix, 15.24 ºC (SE = 0.27) for sites in the rural matrix, and 15.61 
ºC (SE = 0.20) for sites in the urban matrix.  
 
Belowground effects of invasion and land-use context 
Indices of inorganic N availability showed that nitrate was highest in urban areas and generally 
increased with invasion (Fig. 2.1). Invasion was associated with greater NOx availability (F1,79 = 
9.16, P = 0.003), but not potential net nitrification (F1,81 = 2.10, P = 0.15) or NH4 availability 
(F1,81 = 0.01, P = 0.97). Land use significantly affected potential net nitrification (F2,81 = 7.05, P 
= 0.002), with higher rates in urban and rural matrices, but not NOx (F2,79 = 1.67, P = 0.19) or 
NH4 (F1,81 = 0.12, P = 0.89) availability. However, similar to nitrification, NOx availability 
tended to be highest at sites in an urban matrix and lowest at sites in a forested matrix.  
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The effect of invasion on inorganic N depended on land-use context. Invasion and land 
use interactively affected NOx availability (F2,79 = 3.06, P = 0.05) and potential net nitrification 
(F2,81 = 2.97, P = 0.06). For NOx availability, the effect of invasion was greatest in the forested 
matrix where NOx was 539% greater (F1,79 = 10.3, P = 0.002) followed by the urban matrix (F1,79 
= 4.86, P = 0.03) where NOx was 107% greater. Invasion did not significantly affect NOx 
availability at sites embedded in a rural matrix (F1,79 = 0.03, P = 0.85). Potential net nitrification 
was increased by invasion only in sites embedded in the forested matrix (F1,81 = 7.99, P = 0.01). 
Overall, invasion was associated with smaller organic C and N pools; however, the 
magnitude of invasion effects varied with land-use context. Total organic C (F1,80 = 6.19, P = 
0.02), POMC (F1,80 = 10.8, P = 0.002), and microbial biomass C (F1,81 = 15.0, P < 0.001) were 
significantly lower in invaded areas, whereas MAOMC (F1,80 = 2.57, P = 0.11) showed no 
change (Fig. 2.2). Total organic N, POMN, and MAOMN pools were 15%, 24% and 12% 
smaller in invaded areas, respectively, but these differences were only significant for POMN 
(F1,80 = 5.37, P = 0.02). The main effect of land use was not significant for any organic C or N 
pools (P > 0.14). Although the interaction between land use and invasion was not significant for 
explaining organic C and N pools (P > 0.19), analysis of simple main effects of invasion within 
each land-use matrix revealed that the effects of invasion were greatest at sites embedded in the 
forested matrix. Invaded areas in the forested matrix had 21% less TOC (F1,80 = 4.66, P = 0.03), 
32% less POMC (F1,80 = 8.40, P = 0.01), and 41% less microbial biomass C (F1,81 = 10.9, P = 
0.001) than uninvaded areas, whereas there were no differences in pool sizes between invaded 
and uninvaded plots in the urban matrix (P > 0.09). In the rural matrix, invasion was associated 
with a 34% decrease in microbial biomass C (F1,81 = 3.8, P = 0.05) but other C pools were not 
affected (P > 0.09). The effect of invasion on POMN was greatest in the forested matrix, where 
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POMN was 18% lower in invaded areas, followed by the urban and rural matrix, where POMN 
was 16% and 9% lower in invaded areas, respectively. 
Invaded soils had significantly greater pH (F1,81 = 23.8, P < 0.001) and moisture (F1,81 = 
8.97, P = 0.004). pH also varied across the land-use gradient such that pH was highest in the 
rural matrix and lowest in the forested matrix (F2,81 = 3.2, P = 0.05). Averaged over invasion, pH 
was 5.59 (SE = 0.07) at plots embedded in the rural matrix, 5.22 (SE = 0.10) in the urban matrix, 
and 4.87 (SE = 0.09) in the forested matrix. Although the effect of land use was not significant 
(F2,81 = 0.26, P = 0.77), moisture tended to be higher in urban (mean = 0.259, SE = 0.024 g H2O 
g soil
-1
) and rural (mean = 0.256, SE = 0.016 g H2O g soil
-1
) matrices than in the forested matrix 
(mean = 0.202, SE = 0.014 g H2O g soil
-1
). The invasion × land-use context interaction was not 
significant for pH (F2,81 = 0.36, P = 0.70) or moisture (F2,81 = 0.82, P = 0.44), though the simple 
main effects of invasion on moisture were significant only in the forested (F1,81 = 3.89, P = 0.05) 
and urban (F1,81 = 6.21, P = 0.02) matrix.  
 
Effects of invasion and land use on litter decomposition 
There were strong temporal patterns for all litter decomposition metrics (Fig. 2.3). Averaged 
across plots, mass remaining decreased rapidly at first, losing approximately 17% of the initial 
mass in the first two months, then slowly from January to May before losing a total of 55.3% (SE 
= 1.6) of the initial mass by the end of the study. Litter accumulated N until June or August, 
before a net loss of 20.3% (SE = 3.1) by the end of the study. Litter C:N ratios decreased from 
59.3 (SE = 2.2) to 29.3 (SE = 0.6) by the end of the experiment. 
 Decomposing litters in invaded areas had significantly less mass remaining (F1,510 = 7.84, 
P = 0.01) and lower C:N ratios (F1,506 = 4.20, P = 0.04) than in uninvaded areas; invasion did not 
51 
 
significantly affect N remaining (F1,500 = 0.98, P = 0.32). Although land-use context did not 
significantly affect mass remaining, N remaining, or C:N (P > 0.61), the effects of invasion 
depended on land-use context. Land use × invasion was significant for mass remaining (F2,510 = 
5.12, P = 0.01) and C:N (F2,506 = 5,46, P = 0.005) and marginally significant for N remaining 
(F2,500 = 2,43, P = 0.09). In contrast to the belowground effects of invasion, the effects of 
invasion on litter decomposition were most pronounced in the urban land-use matrix. Compared 
to urban uninvaded plots, litters in urban invaded plots had less mass remaining (F1,510 = 6.26, P 
= 0.01) and N remaining (F1,500 = 4.19, P = 0.04), but similar C:N ratios (F1,506 = 0.58, P = 0.45). 
In the forested matrix, invasion led to lower mass remaining (F1,510 = 10.7, P = 0.001) and lower 
C:N (F1,506 = 13.6, P < 0.001), but did not affect N remaining (F1,500 = 1.13, P = 0.29). Invasion 
had no effect on mass, N, or C:N in the rural matrix (P > 0.34). At day 280, the sample date 
closest to the period when M. vimineum reached peak biomass, invaded areas in the urban matrix 
had 15% less litter mass remaining than uninvaded areas compared to 2% less in the forested 
matrix and 8% more in the rural matrix. Similarly, litters in invaded areas in the urban matrix 
had 16% less nitrogen remaining than uninvaded areas compared to 4% less in the rural matrix 
and 9% more in the forested matrix. The invasion × date and invasion × date × land use 
interactions were not significant predictors of any of the litter decomposition metrics (P > 0.15). 
 
Factors contributing to changes in soil C storage and litter decomposition 
Overall, changes in soil C storage were best predicted by soil moisture and the ambient NOx × 
MV biomass interaction. For ΔTOC (i.e., the change in TOC between paired invaded and 
uninvaded plots), I found that the model with the lowest AICc contained soil moisture, soil pH, 
and the interaction between MV biomass and ambient NOx. The probability that this was the 
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actual best model in the set was 28% and there were three other models with competitive 
support. Across all supported models, the most important parameters for predicting ΔTOC were 
soil moisture (ωi = 0.98) and the interaction between MV biomass and ambient NOx (ωi = 0.80; 
Fig. 2.4a). The MV biomass × NOx interaction was less important for explaining ΔPOMC. For 
ΔPOMC, I found that the model with the lowest AICc contained soil moisture, MV biomass, and 
the interaction between soil pH and MV biomass (Table 2.2). The probability that this was the 
actual best model in the set was low (19%) and there were four other models with competitive 
support. The most important parameter for predicting ΔPOMC was soil moisture (ωi = 0.92); soil 
pH also had moderate support (ωi = 0.48; Fig. 2.4b). There was only one competitive model for 
explaining ΔMAOMC. The best model contained soil moisture, ambient NOx, and the interaction 
between MV biomass and ambient NOx (Table 2.2) and the probability that this was the actual 
best model in the set was 55%. The most important parameters for predicting ΔMAOMC were 
soil moisture (ωi = 0.95) and the interaction between MV biomass and ambient NOx (ωi = 0.96); 
ambient NOx had moderate support (ωi = 0.59; Fig. 2.4c). For all soil C pools, the effect of soil 
moisture was negative (Table 2.4), such that the greatest losses of soil organic C occurred in 
plots with more moist soils. The NOx availability × MV biomass interaction was positive (Table 
2.4), such that MV biomass was strongly, negatively related to the change in C pools at N-poor 
sites, but exhibited a weaker or even opposite effect at N-rich sites (Fig 2.5a-c). 
 Litter mass remaining at peak MV biomass was best predicted by the model containing 
only the ambient NOx × MV biomass interaction. The probability that this was the actual best 
model in the set was low (17%) and there were two other models with competitive support 
(Table 2.3). For all supported models, the ambient NOx × MV biomass interaction was the most 
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important parameter (ωi = 0.63; Fig. 2.6a) and, in contrast to soil C pools, was negatively related 
to litter mass remaining. 
 The correlation between MV biomass and changes in soil C storage within a site was 
significantly positively related to average site NOx-availability for TOC (Fig. 2.5d) and POMC 
(Fig. 2.5e), and non-significantly, positively related for MAOMC (Fig. 2.5f). In contrast, the 
correlation between MV biomass and litter mass remaining within a site was significantly, 
negatively related to average site NOx-availability (Fig. 2.6b). 
 
Discussion 
Previous research demonstrates that the impacts of invasive plants can vary across space, but few 
studies have investigated broad-scale controls such as land-use context. Additionally, there 
remains a need to determine whether the impacts of invasive plants can be predicted by their 
abundance or biomass (Ehrenfeld 2010), which may also vary with land-use context. I found that 
both N availability and invader biomass varied across the urban-rural gradient, with urban areas 
having greater NOx availability and greater M. vimineum biomass. In addition, I found that 
invasion decreased SOC and increased N availability to a greater extent in sites in the forested 
matrix than in the urban matrix, but stimulated litter decomposition most in the urban matrix. For 
SOC, these patterns support my first hypothesis of dampened effects of invasion due to greater N 
availability in urban forests. For litter decomposition, these patterns support the hypothesis that 
invader biomass determines impacts. However, analysis of factors contributing to effects on SOC 
and litter decomposition indicated that neither ambient NOx nor invader biomass were by 
themselves sufficient to predict the effects of invasion. Rather, my findings support a 
combination of my hypotheses whereby ambient NOx and MV biomass jointly predict the effects 
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on C pools and litter decomposition. Moreover, this interactive effect was synergistic for litter 
decomposition but antagonistic for SOC, leading to differential effects on aboveground and 
belowground C dynamics. Thus, the effect of M. vimineum on SOC and litter decomposition is 
likely contingent on ambient resource availability and invader biomass, both of which can be 
affected by land-use context. 
 Because invader biomass was greatest in urban sites, it is surprising that the negative 
effects on soil C were often least severe in these areas. Grime’s Mass Ratio Hypothesis proposes 
that a species’ effect on ecological processes should scale with its biomass (Grime 1998). 
Recently, this idea has been used to predict the severity of invader impacts. Two recent studies 
demonstrate that the impacts of M. vimineum on ecosystem functions may depend on invader 
density. Lee et al. (2012) found that M. vimineum abundance was positively related to its impact 
on nitrification rates when grown in monoculture in greenhouse experiment. Kramer et al. (2012) 
found that M. vimineum biomass was positively related to its impact on microbial biomass. By 
contrast, I found that considering only M. vimineum biomass was insufficient to account for 
variation in invader effects on soil C or litter decomposition. Instead, it appears that invader 
biomass must be considered in the context of other factors.  
 My findings suggest that differences in N availability account for the contingent effects 
of M. vimineum invasion on soil C cycling. More invader biomass may lead to C depletion in 
sites with low N availability, but the magnitude of the effect may be smaller or even opposite in 
direction in sites with greater N availability. Many invaders are thought to increase soil C inputs 
through either litter or roots (Liao et al. 2008). In the case of M. vimineum, large amounts of C 
are transferred belowground through root exudates. Strickland et al. (2010) hypothesized that 
such inputs of C would lead to either a “priming” effect or “preferential substrate utilization” by 
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the microbial community. Priming occurs when inputs of labile C stimulate microbial 
decomposition activities leading to enhanced breakdown of soil organic matter (Dalenberg and 
Jager 1989, Kuzyakov 2010). In contrast, preferential substrate utilization predicts that high 
quality C inputs would be used in place of the more recalcitrant soil organic matter C leading to 
either no change or an increase in soil C storage (Fontaine et al. 2004, Fontaine and Barot 2005). 
Strickland et al. (2010) found that, under M. vimineum, there were significant reductions in the 
mass of the POMC pool and therefore proposed that increased C rhizosphere inputs by the 
invader led to a positive priming effect. However, N fertilization experiments demonstrate that 
priming is not likely to occur when N availability is high (e.g., Phillips et al. 2011). Because 
microbes decompose soil organic matter in order to acquire N, the energy-expensive process of 
producing enzymes to access this N is not likely favored when there is sufficient N available to 
microbes (Moorhead and Sinsabaugh 2006). Thus, although M. vimineum likely encourages 
priming by enhancing plant-microbe competition for N and reducing microbial-available N 
(Fraterrigo et al. 2011, Craig and Fraterrigo, in review), high levels of ambient N may lead to 
preferential substrate utilization. Consequently, increased C inputs in invaded areas may lead to 
soil C depletion when N availability is low, but smaller changes or even soil C accretion when N 
availability is high.  
 The differential effects of invasion on POMC and MAOMC support the hypothesis that 
M. vimineum invasion leads to priming when N availability is low, but preferential substrate 
utilization when N availability is high. Particulate organic matter C declined regardless of M. 
vimineum biomass or N availability status (Fig. 2.5b). However, the extent to which greater M. 
vimineum biomass led to greater POMC depletion depended on N availability, with the greatest 
negative effect of M. vimineum on POMC occurring at sites with low N availability. POMC is 
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considered to be the more labile organic matter pool (Schlesinger and Lichter 2001, Grandy and 
Robertson 2007). As such, N-limited microbes should preferentially acquire N from the POM 
fraction because it is energetically less costly. The greater rates of litter decomposition at N-rich 
sites and slower rates at N-poor sites may also contribute to differences in POMC between high 
and low N sites if the rate of leaf litter decomposition positively relates to inputs to the POMC 
pool. Consequently, both above and belowground processes may be contributing to differential 
effects of M. vimineum on soil carbon storage. 
The increase in total soil organic C that I observed when N availability and M. vimineum 
biomass were high (Fig. 2.5a) is largely driven by accumulation of C in the MAOM pool (Fig. 
2.5c). With greater root inputs of labile C, this effect would be expected under a scenario of 
preferential substrate utilization (Bradford et al. 2008). When N is readily available to microbes, 
high-quality C would more likely be used for microbial growth than the production of enzymes 
(Moorhead and Sinsabaugh 2006, Craig and Fraterrigo, in review). I found that high M. 
vimineum biomass reduced microbial biomass to a lesser extent when N availability was greater 
(Fig. 2.7). Recent literature suggests that the microbial biomass is a major agent of stable organic 
matter C formation (Miltner et al. 2012, Bradford et al. 2013, Cotrufo et al. 2013). Because the 
reduction of microbial biomass is one hypothesized mechanism of MAOMC loss under M. 
vimineum (Kramer et al. 2012), the absence of such an effect when N availability is high may 
explain the observed accumulation of MAOMC.  
Because roots do not directly interact with the litter layer, the preferential substrate 
utilization versus priming framework is less useful for considering the effects of M. vimineum 
invasion on litter decomposition. This may explain why the effects of M. vimineum on litter 
decomposition did not parallel effects on SOC. For example, in urban forests, M. vimineum 
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increased litter decomposition, but had small or even opposite effects on SOC pools. Recent 
literature suggests that N availability affects the dominant traits of the microbial community 
(Fierer et al. 2012) which may in turn affect decomposition dynamics. High N availability, as I 
observed at the urban sites, may favor a copiotrophic microbial community specializing on labile 
compounds like leaf litter, whereas low N availability may favor an oligotrophic microbial 
community which specializes on recalcitrant compounds (Fierer et al. 2012). Therefore 
alterations of microbial available N are more likely to affect litter decomposition rates in N-rich 
areas (e.g., Allison et al. 2013) because the microbial communities in these areas are adapted to 
meet increased N demand by decomposing labile organic matter. At my sites, litter 
decomposition was more N-limited in the forested matrix where litter immobilized less N and 
then lost less N by the end of the study. Taken together, my data suggest that at N-rich sites, the 
increase in N demand caused by high M. vimineum biomass may lead to decomposers acquiring 
more N from leaf litter as the copiotrophic microbial community is physiologically adapted to 
these more labile substrates. In contrast, when M. vimineum invasion increases N demand at N-
poor sites, microbes acquire N from the more recalcitrant but more N-rich soil organic matter 
compounds, thereby depleting SOC pools.  
The results presented here add to a growing body of evidence suggesting that the impacts 
of invasive plants are often inconsistent between sites (Ehrenfeld 2010). Similar to my findings, 
a multi-site survey of the impacts of M. vimineum on soil C found that, even though C pools 
were depleted on average across a regional climate and elevation gradient, these impacts were 
not evident in 15 of 31 sites (Kramer et al. 2012). Such findings have generated interest in the 
reasons for spatial variability in invader impacts (e.g. Dassonville et al. 2008, Scharfy et al. 
2009, Scharfy et al. 2010). In addition to the interaction between N availability and invader 
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biomass, I also found soil moisture to be an important predictor of M. vimineum impacts on soil 
carbon. The greatest decreases in soil C occurred at the wettest sites, perhaps because the 
diffusion of root exudates is greater in wetter sites leading to a greater priming effect. Though M. 
vimineum is known to prefer moist sites, it can survive in a range of moisture conditions (Warren 
et al. 2011). As such, future studies and management efforts should consider that moisture and N 
availability as well as invader biomass may all contribute to the context-dependence of M. 
vimineum impacts.  
 Despite extensive research, many gaps exist in our understanding of the ecosystem-level 
consequences of plant invasion. One question which remains largely unanswered is how invasion 
will interact with other global changes to affect ecosystem functioning (Strayer 2012). To date, 
most investigations have focused on whether other anthropogenic changes may affect invader 
success and therefore invader impacts. However, I provide evidence that the effects of plant 
invasion on soil C and litter decomposition are dependent not only on invader performance (i.e. 
biomass), but also on other factors which are sensitive to modification by human activities. 
Because of this, impacts on soil C and N and litter decomposition varied with land-use context. 
Whether the interaction between invasion and land-use context is a general phenomenon and 
whether the abiotic factors studied here modulate other impacts of invasive plants (e.g. 
reductions of native diversity) are questions for future research, but the results presented here 
suggest that the impacts of biological invasion need to be understood in the context of other 
global change drivers, especially because these drivers may facilitate invasion.  
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Tables and Figures 
 
Table 2.1 Characteristics of study sites and surrounding land cover in western North Carolina, 
USA. 
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Table 2.2 Most supported models of the change in carbon pools following invasion. 
 
Table shows the difference between model AICc and best-model AICc (ΔAICc), Akaike weights 
(ωi), log-likelihood (log(L)), and number of parameters (K). Only models with ΔAICc ≤ 2 are 
included. Main effects include ambient soil moisture (M), pH, NOx (N), and M. vimineum 
biomass (MV). 
 
 
 
 
 
 
 
 
 
 
 
Carbon Pool Model K log(L) ΔAICc ωi
ΔTOC M + pH +N*MV 6 -359.85 0.00 0.28
M + N*MV 5 -361.65 0.93 0.17
M + MV + N*MV 5 -362.00 1.63 0.12
M + N +MV 6 -360.70 1.70 0.12
ΔPOMC M + MV + pH*MV 6 -333.15 0.00 0.19
M + pH + N*MV 6 -333.40 0.50 0.15
M + pH 5 -334.85 0.73 0.13
M + pH + pH*MV 6 -334.05 1.80 0.08
M + N*MV 5 -335.40 1.83 0.08
ΔMAOMC M + N + N*MV 5 -337.95 0.00 0.55
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Table 2.3 Most supported models of litter mass remaining by peak Microstegium vimineum 
biomass. 
 
Table shows the difference between model AICc and best-model AICc (ΔAICc), Akaike weights 
(ωi), log-likelihood (log(L)), and number of parameters (K). Only models with ΔAICc ≤ 2 are 
included. Main effects include ambient soil moisture (M), pH, NOx (N), and M. vimineum 
biomass (MV). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Model K log(L) ΔAICc ωi
N*MV 3 -29.9 0 0.17
N*MV + pH 4 -29.5 1.7 0.7
MV 3 -30.9 2 0.6
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Table 2.4 Restricted maximum likelihood estimates for top models predicting the change in 
carbon pools and litter mass following invasion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
response Effect Estimate SE
ΔTOC Intercept -1141.35 1119.83
M -6803.43 1783.3
N*MV 0.008465 0.002872
pH 434.34 240.77
ΔPOMC Intercept 518.33 250.42
MV -29.2211 11.4119
pH*MV 6.152 2.203
M -3562.27 979.61
ΔMAOMC Intercept 401.74 232.34
N -0.2551 0.1608
N*MV 0.01035 0.002768
M -2960.44 957.6
Litter mass Intercept 2.6056 0.1054
N*MV -0.00085 0.000317
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Fig. 2.1 Nitrification rates from laboratory incubations (a) and NOx from in situ resin bag 
incubations (b) for invaded and uninvaded areas in forested (For), agricultural (Ag), and urban 
(Urb) land use matrices. Error bars show +SE. Asterisks indicate significant differences between 
invaded and uninvaded values within a land-use matrix (* P < 0.05, ** P < 0.01). 
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Fig. 2.2 Microbial biomass (a) and POMC and MAOMC pools (b) for invaded (In) and 
uninvaded (Un) in forested (For),  agricultural (Ag), and urban (Urb) land use matrices. Error 
bars show +SE. Asterisks indicate significant differences between invaded and uninvaded values 
within a land use matrix (* P < 0.05, ** P < 0.01).  
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Fig. 2.3 Mass remaining, N remaining, and C:N in litter bags over time for forest (a-c), rural (d-
f), and urban (g-i) land-use context.  
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Fig. 2.4 The relative importance of predictor variables for explaining the difference in pools 
masses between invaded and uninvaded plots for total organic carbon (a), particulate organic 
carbon (b), and mineral-associated organic carbon (c). Relative importance was determined by 
the sum of Akaike weights (Σωi) for models in which the variable was present. Each variable was 
present in the same number of candidate models.   
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Fig. 2.5 Context-dependence of the effects of M. vimineum biomass on carbon pools. (a-c) 
Interaction plots showing the effects of high and low invader biomass on the change in carbon 
pool masses at sites with high and low ambient NOx. Error bars show ±SE. (d-f) Regression plots 
showing the dependence of the relationship between M. vimineum biomass and C impacts on N 
availability. Each data point is a within-site Pearson correlation between M. vimineum biomass 
and change in total organic carbon (d), particulate organic carbon (e), and mineral-associated 
organic carbon (f) pools. 
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Fig. 2.6 The relative importance of predictor variables for explaining the litter mass remaining in 
areas invaded by Microstegium vimineum (top) and regression plot showing the dependence of 
the relationship between M. vimineum biomass and litter mass remaining on N availability 
(bottom). Each data point is a within-site Pearson correlation between M. vimineum biomass and 
litter mass as peak M. vimineum biomass.  
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Fig. 2.7 Context-dependence of the effects of M. vimineum biomass on microbial carbon. 
Interaction plot shows the effects of high and low invader biomass on the change in the microbial 
carbon pool mass at sites with high and low ambient NOx. Error bars show ±SE. 
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Conclusion 
Implications 
In the preceding chapters, I presented evidence that the effects of an invasive grass on carbon 
stocks in forest soils are linked to a nitrogen-mediated positive plant-soil feedback mechanism. 
Because of this, spatial variation in nitrogen availability, which can be affected by land-use 
context, was an important determinant of the magnitude and direction of invader impacts on 
carbon cycling. Another interesting finding from this work was that above and belowground 
carbon dynamics were differentially affected by invasion. Taken together, these findings point 
towards (1) a need to consider how resource-driven positive plant-soil feedbacks cascade to 
affect other ecosystem processes, and (2) to use this knowledge to predict spatial variation in the 
effects of invasion. Such an approach enables understanding of how biological invasion will 
interact with other global environmental changes to affect ecosystem functioning, a critical need 
in invasion ecology.  
 This study also has important implications for systems invaded by Microstegium 
vimineum, one of the most widespread invasive plants in North America. It is already known that 
M. vimineum is capable of invading intact, mature forests as well as highly disturbed forests. My 
findings suggest that less-disturbed forests may be more susceptible to the effects of M. 
vimineum on soil processes. Given financial and personnel constraints on the management of 
invasive species, there is a need to prioritize management targets. My findings suggest that, if the 
effects of M. vimineum on site fertility or carbon sequestration are a primary concern, invasions 
of undisturbed or lightly disturbed forests should be prioritized for management.  
Limitations 
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 While my results demonstrate that plant invasion can be a major factor driving 
biogeochemical variation in forest soils, I recognize that my approach has its limitations. First, I 
recognize that the paired-plot approach used in this study has inherent challenges. Chiefly, 
attributing causality to invasion requires the assumption that invaded and uninvaded plots differ 
only in there invasion status. This assumption may not be met if the boundaries of invader 
populations are defined by their potential niche rather than by dispersal limitation. Qualitatively, 
I have reason to believe that this was not the case in my plots as I observed no rigid population 
boundaries (i.e. populations expanded past initial boundaries during the experiment). Still, 
coupling my findings with long-term common garden studies may be a fruitful avenue of future 
research as it would allow me to conclusively say that M. vimineum is the cause of variation in 
carbon dynamics. Second, sampling carbon and especially nutrient dynamics several times 
throughout the study would have provided a higher resolution view of the differences between 
the biogeochemistry of invaded and uninvaded plots.  
Future work 
In addition to the common garden study mentioned above, the work presented in this study 
points towards many interesting avenues of future research. First, while this study further 
demonstrates that the effects of biological invasion may vary across space, a critical unanswered 
question in invasion ecology is whether the effects of invasion vary with time. Does the strength 
of plant-soil feedbacks change with time? Do biogeochemical dynamics reach a new 
equilibrium? Such questions could be investigated with long-term observation of newly-invaded 
sites. Second, the hypotheses proposed and tested in this study, could be further tested with 
nutrient addition experiments. Given my results, amelioration of nutrient limitation should 
attenuate invader impacts. 
