The average exponential tests for structural change of Andrews and Ploberger (Econometrica, 62, 1994) and Andrews, Lee and Ploberger (Journal of Econometrics 70, 1996) and modifications thereof maximize a weighted average power which incorporates specific weighting functions in order to make the resulting test statistics simple. Generalizations of these tests involve the numerical evaluation of (potentially) complicated integrals. In this paper we suggest a uniform Laplace approximation to evaluate weighted average power test statistics for which a simple closed form does not exist. We also show that a modification of the avg-F test is optimal under a very large class of weighting functions and can be written as a ratio of quadratic forms. Finally, we discuss how the computational burden of averaging over all possible change-points can be addressed.
1 Introduction Andrews and Ploberger (1994) and Andrews, Lee, and Ploberger (1996) suggest finite sample similar tests for structural change at unknown change-points in the Gaussian linear regression model which maximize a weighted average power (WAP). They obtain a class of optimal tests for the case where the disturbance variance is known. For the case where the error variance is unknown, they propose replacing the unknown variance by an estimate, and show that the resulting tests are still similar. Andrews and Ploberger (1994) also prove that these tests are asymptotically optimal. Forchini (2002) extends the results of Andrews and Ploberger (1994) and Andrews, Lee, and Ploberger (1996) , and derives similar WAP tests for structural change at unknown change-points which allow for an unknown variance. These tests are optimal for any sample size and are equivalent to those of Andrews and Ploberger (1994) and Andrews, Lee, and Ploberger (1996) in large samples. This paper contributes to the literature by investigating the construction of WAP tests for general weighting functions. Firstly, we find that the WAP test for local departures from the null denoted by LR 0 by Forchini (2002) is optimal for a large class of weighting functions, and can be written as a ratio of quadratic forms in the vector of residuals calculated under the null hypothesis. These properties make the test very attractive in practical applications. The avg-F test of Andrews and Ploberger (1994) and Andrews, Lee, and Ploberger (1996) is also optimal in large samples for a larger class of weighting functions than the one originally used in its derivation, however, its computation is more involved than that of the LR 0 test statistic.
Secondly, we study WAP tests for general weighting functions for alternatives hypotheses which are not necessarily local to the null hypothesis. We find that the use of (uniform) Laplace approximations (e.g. Bleistein and Handelsman (1986) ) provides easily computable expressions for WAP test statistics. These approximations can be easily implemented, and there is plenty of evidence in the literature that they are very accurate. We briefly discuss the problem of averaging over all possible change-points, and suggest ways of reducing the computational burden that it involves.
The rest of the paper is organized as follows. Section 2 presents the model, the notation, and reviews existing results about WAP tests. Section 3 gives the main results.
All proofs are in the Appendix. Section 4 briefly discusses the problem of averaging over all possible-change points, and Section 5 concludes.
The model and WAP Tests for Structural Change
We consider a Gaussian linear regression model with t + 1 sub-samples, containing re-
where y is a T ×1 vector of dependent variables, X = (Z, W ) is a T ×p matrix of independent and fixed regressors. The sub-matrix Z is partitioned as
where block Z τ i contains τ i observations (i = 1, 2, ..., t + 1) on k variables, and the
is obtained by deleting the first k columns, and all the columns which can be obtained as a linear combination of the remaining ones (to keep the notation as simple as possible we do not index K by τ ) in the block diagonal matrix
Using this notation we identify change-points by an index τ which represents a partition of T into t + 1 integer parts,
The subset of all partitions of T of interest (i.e. the set of all possible change-points in the model) is denoted by Υ. For further discussion of this notation see Forchini (2002) .
The following assumptions are supposed to hold:
Assumptions:
where Q τ is a finite positive definite matrix, and
Assumptions ( King and Hillier (1985) and Hillier (1987) ).
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The power of the critical region ω is (e.g. equation (A.3) of Forchini (2002))
No uniformly most powerful test exists in this set-up, so one usually considers WAP tests (e.g. Wald (1943) and Cox and Hinkley (1974) ). Andrews and Ploberger (1994) and Andrews, Lee, and Ploberger (1996) suggest averaging over the partitions τ ∈ Υ with weights p (τ ), and over all values of β , γ with a weighting function proportional to the density of a normal distribution. They show that if the error variance σ 2 is known, a WAP test has the form
where f τ is the F test statistic for testing the null hypothesis H 0 : γ = 0 against the alternative H 1 : γ = 0 for a fixed change-point τ .
Forchini (2002) extends the results of Andrews and Ploberger (1994) and Andrews, Lee, and Ploberger (1996) by deriving a WAP test for structural change for the case where σ 2 is unknown. This is done by averaging the power over the partitions τ ∈ Υ with weights p (τ ) (as suggested by Andrews and Ploberger (1994) and Andrews, Lee, and Ploberger (1996) ) and over all possible directions of C Z (τ ) γ/σ with uniform weight (as advised by Wald (1943) and Hillier (1987) ). However, since all this is not enough to obtain uniformly most powerful tests in terms of WAP, a further averaging over λ τ > 0 with weight g (λ τ ) is needed. In this case the WAP of the critical region ω is
where
Here and in the rest of the paper we make use of the standard notation for hypergeometric functions (e.g. Slater (1960) ).
The critical region which maximizes WAP has the form
for a suitable constant k α , such that the size of the test is α, where
A closed form for the WAP test can be obtained by choosing g (λ τ ) proportional to a cer-
Forchini (2002) (Corollary 1) shows that (2) and (6) are approximately the same as T increases for fixed p. The statistic LR c seems cumbersome because it depends on cos 2 θ τ which does not seem to have an econometric interpretation. However, the following result holds.
Proposition 1
The quantity cos 2 θ τ is the coefficient of determination of the OLS re-
For an arbitrary weighting function g, the integral (5) over λ τ in (4) cannot be evaluated explicitly. In the next section we will generalize the WAP tests to cover such situations.
Main results
Our first result deals with a WAP test statistic for local departures from the null hy-
LR 0 has the same functional form for a large class of weighting functions.
Theorem 1 Let f (λ) to be a piecewise continuous function such that
Moreover,
the vector of residuals of the OLS regression of y on X, and
Therefore for all weighting functions g a (λ) satisfying the conditions of Theorem 1, the WAP test for local departure is an average of the coefficients of determination of
Moreover, in order to calculate the LR 0 , one just needs to run one OLS regression (of y on X) and to evaluate a quadratic form, since the T × T matrix A Υ must be computed once only. This is a very appealing property because it is a WAP test for which the computation burden is low.
One may notice that the calculation of the critical values for the LR 0 can be efficiently done numerically using Imhof (1961)'s procedure.
For large T we have that
Corollary 1 The avg-F test based on the statistic avg-F=
large samples for the class of weighting functions g a (λ) specified in Theorem 1.
Note that the avg-F test cannot be written as ratio of quadratic forms inû, because the denominator of the F-test statistic for fixed τ is the estimate of σ 2 based on the unrestricted model (1).
Apart from this special case, the optimal test depends on the specific weighting function g (λ). If such function is more complicated than a mixture of polynomials and simple exponentials, I (θ) in (5) does not have a closed form. Therefore, it is reasonable to approximate the integral I (θ), given its structure, using a Laplace expansion. It can be easily checked that h (λ; θ) = 0 is equivalent to
The expression on the left-hand-side is a strictly increasing function of λ and has a minimum at λ = 0. So the minimum of h (λ; θ), λ 0 , occurs on the boundary (λ 0 = 0) if cos 2 θ ≤ q/b, and at an interior point (λ 0 > 0) if cos 2 θ > q/b. Thus, one has to consider three cases: 
where λ 0 solves (7); and,
The expansions above are not uniform in θ, and (10) cannot be obtained as a limiting case of (8) or (9) as cos 2 θ → q/b. As as consequence, these approximations to I (θ) can be extremely poor when cos 2 θ is nearly equal to q/b. Thus, we need to find an asymptotic expansion which holds uniformly with respect to θ.
Theorem 2 
uniformly in θ, where I 1 (θ) and I 2 (θ) are defined in equations (8) and (9) respectively.
In order to achieve uniformity, the asymptotic expansion of I (θ) in Theorem 2 is slightly more complicated than the standard ones presented earlier on in equations (8), (9) and (10). It is a weighted average of I 1 (θ) and I 2 (θ) plus a correction term. Since it requires the evaluation of h (λ; θ) and h (λ; θ) at the saddlepoint λ 0 (even though λ 0 may not be in [0, +∞)) and of h (0; θ) only, it can be easily computed. The restriction that g (λ) does not have singularities can be relaxed by using the techniques of Chapter 9 of Bleistein and Handelsman (1986) .
In order to implement the approximate WAP test using equation (11) we need to calculate numerically the saddlepoint λ 0 . The following result gives an asymptotic expansion for λ 0 which can be inserted directly in (11) or can be used to obtain a starting point for a numerical calculation of λ 0 .
We will see in Section 3.1 that the approximation is good when cos 2 θ ≥ q/b, but it may be poor when cos 2 θ < q/b. (2001)).
Numerical Results
We now present some numerical results aiming at evaluating the performance of the approximations suggested in Theorems 2 and 3. We start with Theorem 3 since the approximation depends only on h (λ; θ). We now gives some numerical evidence concerning the approximation in Theorem 2. Table 2 gives the exact and approximate values of I (θ) when g (λ) = 1 and g (λ) = 2/π exp −λ 2 /2 for b = 19 and q = 2. Notice that for g (λ) = 1 the integral I (θ) can be evaluated exactly as
where 2 F 1 1, b; q; cos 2 θ denotes Gauss hypergeometric function (e.g. Slater (1960) ).
When g (λ) = 2/π exp −λ 2 /2 , we evaluate the integral numerically.
The approximation is very accurate for both weighting functions despite the small value of b considered and despite cos 2 θ being close to q/b = 2/19 0.105.
[ 
Further Remarks
In Section 3 we have discussed how the construction of WAP tests can be extended to more general weighting functions g. One of the problems in the application of WAP tests is the averaging over the partitions τ ∈ Υ because it requires the computation of several F-tests. This problem is worsened by a large sample size because, as this increases, the number of possible change-points also increases. In this Section we discuss possible ways of overcoming this situation.
We have already noticed in Theorem 1 that the statistic LR 0 is a ratio of quadratic forms of the OLS residuals of the regression on y on X, and that the matrix A Υ in the numerator needs to be evaluated only once. This property makes the LR 0 test very appealing.
In the more general case the sum over partitions cannot be avoided. However, equation (4) shows that the WAP test S g,p is the expected value of I (θ τ ), τ ∈ Υ. As such it can be estimated by taking a sample of n observations I (θ τ i ) (occurring with probability
.., τ n , say, and computing the sample mean,
The expected value ofŜ g,p equals S g,p , and its variance is a decreasing function of n.
Therefore, by choosing n sufficiently large we can obtain a precise estimate of the S g,p .
The computational burden can be reduced by choosing n smaller than the number of partitions in Υ so that the number of F-tests to calculate is on average smaller than n.
As an example of efficiency of this procedure consider 120 i.i.d observations y i obtained as y i = β 0 + (−1) i β 1 + N (0, 1) with β 0 = β 1 = 0. We allow for one break at 5 ≤ t ≤ 116. The critical values for several WAP tests based on 10000 replications are reported in Table 3 . The second column of Table 3 contains the critical values calculated in the standard way, the third and forth contain the critical values for the same test statistic when the sum over all possible change point is approximated as indicated above. In this case we take n = 112 and n = 50 giving an average number of different F-test statistics in each iteration approximately equal to, respectively, 69 and 17. The approximation seems to perform well.
[ As an alternative to the above procedure, one could try to find optimality criteria that would deliver a simple test statistic which does not require the evaluation of several F test statistics. Nyblom (1989) suggests a locally most powerful test for parameter constancy in model (1) with γ = 0 by assuming that β is a martingale process. A recent development (cf. Carrasco (2004)) is based on an average model. That is one could average y in equation (1) over all possible change-points and obtain
and test whether γ is zero or not using an F test. This procedure is not based on any classical statistical criteria, and it may be difficult to justify both model averaging and the optimality of the resulting test. However, its critical values are easily calculated, and this is certainly an appealing property.
Conclusions
This paper has studied WAP tests for structural change in a Gaussian linear regression model. We have shown that the LR 0 test is optimal for a large class of weighting functions and is also easy to compute because it requires the evaluation of a quadratic form in the vector of residuals only. This properties make the test very attractive since it is the simpler test in the class of WAP tests considered, and has also good power properties.
We have also shown that WAP tests can be constructed for very general weighting functions by means of uniform Laplace approximations. These perform very well even for a small sample size. A discussion of ways to reduce the computational burden of averaging over all possible changepoints is also given.
A Proofs
A.1 Proof of Theorem 1
The first part of the theorem follows from the fact that g a (λ τ ) = dg a (θ) /dθ| θ=λ τ converges to the derivative of a delta function δ (λ τ ). The second part of the theorem follows from the definition of cos 2 θ τ .
A.2 Proof of Corollary 1
The corollary follows from Theorem 1 and from Corollary 1 of Forchini (2002) .
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A.3 Proof of Theorem 2
We could not find a reference for this result in the literature. However, since, it can be easily obtained using the methods described in Chapter 9 of Bleistein and Handelsman (1986) , we give here an outline of the proof only.
Consider the integral of equation (5). Since the minimum of h (λ; θ) can be anywhere in [0, +∞), it can be on the boundary, and this is the source of the problems.
Define a new variable of integration so that
so that λ = 0 is mapped to t = 0, λ = +∞ is mapped to t = +∞. Choose γ so that λ = λ 0 is mapped to t = −γ, a critical point of φ (t; γ). Thus, we must have
Note that as t → −γ the limit of the ratio must be calculated using l'Hospital rule
Moreover, We can write
and
for λ > 0 and
One can show, by integration by parts, that the reminder
is the CDF of the Standard normal distribution. Similarly
Inserting (14) and (15) in (13) yields
so rearranging,
and the statement of the theorem follows.
A.4 Proof of Theorem 3
Before proving Theorem 3 we need to find an asymptotic expansion for h (λ; θ).
Lemma 1 The following expansion holds
Proof. The hypergeometric function y = 1 F 1 (−aq; q; t) satisfies the differential equation:
(e.g. equation (1.1.6) of Slater (1960) ). By transforming t to t = −qx, and defining w (x) = y (−qx), equation (16) can be written as
By defining h (x) = q −1 ln (w (x)), one can write (17) in terms of h (x) as
The function h (x) solves equation (18) subject to the condition that it is analytic at x = 0 and h (0) = 0. Thus we can replace the series h (x) = ∞ j=0 q −j P j (x), where P j (0) = 0 for all j = 0, 1, ..., in equation (18) and compare the coefficients of similar powers of q. So equating the coefficient of q to zero gives
There are two solutions to the above differential equation, but only one satisfies P 0 (0) = 0, corresponding to
2x .
Since h (x) is analytic, we have that h (x) ∼ P 0 (x), and this proves the lemma.
We can now prove Theorem 3. From (3) one obtains
Using Lemma 1, it follows that
The statement of the Theorem follows easily. Table 3 : Critical values for various test statistics based on 10000 replications. The second column contains the critical values for the statistic calculated as an average over all possible partitions. In the third and fourth columns the test statistic is approximated by sampling over the possible change points with uniform weights with n=112 and n=50 respectively.
