[R(t)U']'+ F(t, U, U')U = 0, where U = («y), P= (fa) and P are nXn matrices. By P= F(t, U, U') is meant fn=fn(t, uxx, ■ ■ ■ , unn, u'xx, • ■ ■ , u'nn). The functions /,-,-are assumed to be continuous for t on [a, co), a^O, and for all values of the remaining variables. The matrix F(t, U, U') is symmetric and positive definite for every t on [a, co) and every matrix U with det Ut^O, while the matrix R(t) is continuous, symmetric and positive definite for every t on [a, <x>).
Equation (1) is equivalent to a system of n2 second order equations or to 2m2 first order differential equations and so any existence and uniqueness theorem for such systems will apply to (1). We merely assume here that we do have existence and uniqueness for the system tive (1) together with the boundary condition (2) U(b) = A, U'(b) = B, when A and B are arbitrary matrices and b^a. In view of recent results in the scalar case of (1) (cf. [2] ), we will also assume that all solutions of the system (1) and (2) can be continued to t= oo.
Before we are able to state what is meant by (1) being oscillatory, a simple fact about the solutions of (1) is needed. If U= U(t) is any solution matrix of (1), then
where C is a constant matrix and "*" designates the transpose. This is easily seen by differentiating both sides of (3) and using (1) and the symmetry of F(t, U, U') and R(t). If the constant matrix C is the zero matrix, i.e., (4) U*(t)R(t)U'(t) = U*'(t)R(l)U(t), then we shall say (as in the linear case) that U(t) is prepared.
We are now able to state what is meant by (1) being oscillatory. The nonlinear matrix equation
(1) will be termed oscillatory on [December [a, oo) if given any prepared matrix solution Uit) of (1), the determinant of Uit), det Uit), has arbitrarily large zeros. More precisely, given any i = a, det Uit) vanishes on (o, oo). This definition is the same as the definition of oscillatory in the case that (1) is linear (cf. [3] ). In the scalar case, » = 1, this definition guarantees that all solutions of (1) have arbitrarily large zeros.
All of our theorems presented here will depend on certain properties of nonoscillatory solutions of (1). These results are presented in the following lemma.
Lemma. If Uit) is a prepared matrix solution of (1) such that det Uii) 9^0 on some interval (6, oo), then det U'it) 9±0 on some interval
then the following two equations are satisfied for all t^c:
Since det Uit)^0 on (o, oo), Sit) is well defined on (o, oo). It readily follows from the preparedness of Uit) and from (4) that Sit) is also symmetric. Furthermore, it is easy to see from (1) that
The right-hand side of (7) is negative definite since F is positive definite and SR_1S = S*R~1S is positive semidefinite. Each characteristic root of 5(01 then, is strictly decreasing and det 5(0 can vanish at most n times. There then exists c>b such that 5(0, and thus U'it), is not singular on [c, oo). Equations (5) and (6) then follow from either (1) or (7). The Lemma is now established. Assume, contrary to the theorem, that (1) is not oscillatory, i.e., there exists a b^a and a prepared matrix solution Uit) of (1) such that det Uit)9*0 on Q), oo). Using the Lemma, equations (5) and (6) are then satisfied. Now, using the Courant-Hilbert min-max theorem, we see from (6) that since the first integral in (6) is positive definite, all characteristic roots 5_1(0 have limits equal to + oo ; thus, 5(0 is positive definite for large t and (8) lim 5(0 = 0.
Since det Uit) 9^0 on [c, oo), we can consider Z7(0 to be a solution matrix of the linear equation (9) U'=Sit)U.
We then obtain (10) [U*it)Uit)]' = 2U*it)S(t)Uit), which is positive definite for large t since 5(0 is positive definite for large t and det Uit) 9*0. Thus each (positive) characteristic root of U*it) Uit) is strictly increasing and X"[f/*(0 Uit)] =«>0 for some e and for large t. By hypothesis, we then conclude that Ail" I" F[t, Uit), U'it)]dt = oo. (1) is oscillatory.
In line with other results (cf. [3] ), one would expect the same oscillation theorem as Theorem 1 would also hold in the case that all characteristic roots of faR~1(x)dx are unbounded.
The following theorem is a result in this direction. In the case that R(t)=r(t)I, r(t)>0, SR^+R^S is again positive definite and the proof proceeds as before.
One should notice that with 5 and P positive definite, the matrix SR~1+R~1S need not be positive definite even if P is diagonal.
We continue studying equation (1) with the following theorem. Again, assuming contrary to the theorem that (1) is not oscillatory, there exists a & = a and a prepared matrix solution Uit) of (1) such that det Uit) 9*0 on (&, oo). The Lemma now applies and equations (5) and (6) are satisfied.
Using the Courant-Hilbert min-max theorem again, we see from (5) using (11) that 5(0 has p characteristic roots whose limits are -oo. From (6) using (12), we see that 5_1(0 has r characteristic roots whose limits are + oo. But this contradicts the fact that r+p>n.
As pointed out in [3] , Theorem 3 is not true even in the linear case if r+p = n.
