We consider mixed Hodge module structures on GKZ-hypergeometric differential systems. We show that the Hodge filtration on these D-modules is given by the order filtration, up to suitable shift. As an application, we prove a conjecture on the existence of non-commutative Hodge structures on the reduced quantum D-module of a nef complete intersection inside a toric variety.
Introduction
This paper deals with Hodge structures on certain hypergeometric differential systems, also known as GKZ-systems (see, e.g., [GKZ90, Ado94] ). They occur in various places in mathematics, notably in questions related to mirror symmetry for toric varieties. We have shown in our previous papers [RS15, RS12] how to express variants of the mirror correspondence as an equivalence of differential systems of "GKZ-type". However, an important point was left open in these articles: The mirror statements given there actually involve differential systems (i.e., holonomic D-modules) with some additional data, sometimes called lattices. These are constructed by a variant of the Fourier-Laplace transformation from regular holonomic filtered D-modules. In [Rei14] , the first named author has shown that certain GKZ-systems actually carries a much richer structure, namely, they underlie mixed Hodge modules in the sense of M. Saito (see [Sai90] ). The filtration in question is the Hodge filtration on these modules, but a concrete description of it is missing in [RS15, RS12] . As a consequence, the most important Hodge theoretic property of the differential system entering in the mirror correspondence was formulated only as a conjecture in [RS12] (conjecture 6.13): the so-called reduced quantum D-module, which governs certain GromovWitten invariants of nef complete intersections in toric varieties conjecturally underlies a variation of non-commutative Hodge structures. We prove this conjecture here (see Theorem 4.6), it appears as a consequence of the main result of the present paper, which determines the Hodge filtration on the GKZ-systems. More precisely, as GKZ-systems are defined as cyclic quotients of the ring of (algebraic) differential operators on an affine space, we obtain (Theorem 3.30) that this Hodge filtration is given by the filtration induced from the order of differential operators up to a suitable shift. Let us give a short overview on the content of this article. The main result is obtained in two major steps, which occupy the sections two and three. First we study embeddings of tori into affine spaces given by a monomial map h B : (C * ) r ֒→ C s ; (t 1 , . . . , t r ) → (t b 1 , . . . , t b s ), where t b i = r k=1 t b ki j and where the matrix of columns B = (b i ) i=1,...,s satisfies certain combinatorial properties related to the geometry of the semi-group ring C [NB] . We consider the direct image H 0 (h B * p Q H (C * ) r ) in the category of mixed Hodge modules, and calculate its Hodge filtration (Theorem 2.21). If the matrix B we started with satisfy an homogeneity property, then the underlying D-module of this mixed Hodge module is a (monodromic) Fourier-Laplace transformation of the GKZ-system we are interested in. It should be noticed that Theorem 2.21 is of independent interest, its statement is related to the description of the Hodge filtration on various cohomology groups associated to singular toric varieties. We plan to discuss this question in a subsequent work. The main point in Theorem 2.21 is to determine the canonical V -filtration on the direct image module along the boundary divisor im(h B )\im(h B ), i.e., the calculation of some Bernstein polynomials. The second step, carried out in section three consists in studying the behavior of a projectivized version of the above mentioned direct image module under the so-called Radon-transformation. It is well-known (see [Bry86] and [DE03] ) that there is a close relation between Fourier-Laplace transformation and Radon transformation of holonomic D-modules, however, the former one does not a priori preserve the category of mixed Hodge modules whereas the latter does. This fact is one of the main points in the prove of the existence of a mixed Hodge module structure on GKZ-systems in [Rei14] . We calculate the behaviour of the Hodge filtration under the various functors entering into the Radon transformation functor, an essential tool for these calculations is the so called Euler-Koszul-complex (or some variants of it) as introduced in [MMW05] . The last part of section three deals with the Hodge module structure on the holonomic dual GKZ-system (which is, under the assumptions on the initial data, also a GKZ-system). In section four we explain the above mentioned conjecture from [RS12] and show how its proof can be deduced from our main result. While working on this paper, a recent preprint of T. Mochizuki ([Moc15] ) appeared where [RS12, Conjecture 6.13] is shown with apparently rather different methods.
To finish this introduction, we will introduce some notation and conventions used throughout the paper. Let X be a smooth algebraic variety over C of dimension d X . We denote by M (D X ) the abelian category of algebraic left D X -modules on X and the abelian subcategory of (regular) holonomic 
the direct resp. inverse image for D-modules. Recall that the functors f + , f + preserve (regular) holonomicity (see e.g., [HTT08, Theorem 3 
.2.3]). We denote by
opp the holonomic duality functor. Recall that for a single holonomic D X -module M , the holonomic dual is also a single holonomic D X -module ([HTT08, Proposition 3.2.1]) and that holonomic duality preserves regular holonomicity ( [HTT08, Theorem 6.1.10]). For a morphism f : X → Y between smooth algebraic varieties we additionally define the functors
Let M F (D X ) be the category of filtered D X -modules (M, F ) where the ascending filtration F • satisfies 1.
where F • D X is the filtration by the order of the differential operator.
We denote by MHM(X) the abelian category of algebraic mixed Hodge modules and by D b MHM(X) the corresponding bounded derived category. The forgetful functor to the bounded derived category of regular holonomic D-modules is denoted by
For each morphism f : X → Y between complex algebraic varieties, there are induced functors
and Zb i = Z r and set b 0 := 0. We will sometimes associate to the matrix B the homogenized matrix B with columns b i := (1, b i ) for i = 0, . . . , s. Notice that Z B = Z r+1 holds and that the matrix B is pointed, by which we mean that 0 is the only unit in the semigroup N B.
The matrix B gives rise to a map from a torus T = (C * ) r with coordinates (t 1 , . . . , t r ) into the affine space W = C s with coordinates w 1 , . . . , w s : k . Notice that the map h B is affine and a locally closed embedding, hence the direct image functor for D T -modules (h B ) + is exact.
The aim of this section is to give a presentation of (h B ) + O T as a cyclic D W -module and to compute explicitly its Hodge filtration as a mixed Hodge module.
Torus embeddings
Definition 2.1. Let β ∈ C r . Write L B for the Z-module of relations among the columns of B and write D W for the sheaf of rings of algebraic differential operators on W . Defině 
We will often work with the D W -module of global sectionš where
is called the set of strongly resonant parameters of B.
Notice that Schulze and Walther [SW09] use the GKZ-system M β B and the convention deg(∂ λj ) = b j . We will useM β B and deg(w j ) = b j instead. For a pointed matrix B Schulze and Walther computed the direct image of the twisted structure sheaf
under the morphism h B .
Theorem 2.5 ([SW09] Theorem 3.6, Corollary 3.7). Let B a pointed (r × s) integer matrix satisfying ZB = Z r Then the following are equivalent 1. β / ∈ sRes(B).
3. Left multiplication with w i is invertible onM β B for i = 1, . . . , s.
In this section we want to generalize the implication 1. ⇒ 2. to the case of a non-pointed matrix B.
Notice that if we start with a (not necessarily pointed) matrix B which satisfies ZB = Z r then its homogenization B is pointed.
Consider now the augmented map
where T = (C * ) r+1 and W = C s+1 with coordinates w 0 , . . . , w s . Let W 0 be the subvariety of W given by w 0 = 0 and denote by k 0 : W 0 → W the canonical embedding. The map h B factors through W 0 which gives rise to a map h 0 with h B = k 0 • h 0 . We get the following commutative diagram
where π is the projection which forgets the first coordinate and π 0 is given by
Lemma 2.6. For each β 0 ∈ Z we have an isomorphism:
.
Proof. We show the claim by using the following isomorphisms
The first isomorphism follows from the fact that π is a projection with fiber C * , the second isomorphism follows from the exactness of (h B ) + and the fourth by the fact that k
Proposition 2.7. Let B be a r × s integer matrix satisfying ZB = Z r and let β ∈ Z r with β / ∈ sRes(B),
Proof. The proof relies on Lemma 2.6 and the theorem of Schulze and Walther in the pointed case. Notice that we can find a β 0 ∈ Z with β 0 >> 0 such that (β 0 , β) / ∈ sRes( B) by [Rei14, Lemma 1.16]. Consider the following map on W 0 :
together with the canonical projection p : W × C * w0 → W which forgets the last coordinate. This factorizes π 0 = p • f , which gives 
We therefore have
V-filtration
As above let B be a r × s integer matrix s.t. ZB = Z r . In this section we additionally assume that the matrix B satisfies the following conditions:
where R ≥0 B is the cone generated by the columns of B and that the interior int(NB) = Z r ∩ (R ≥0 B)
• , where (R ≥0 B)
• is the topological interior of R ≥0 B, is given by int(NB) = NB + c for some c ∈ NB .
The condition (5) is equivalent to the fact that the semigroup ring C[NB] is normal, whereas the condition (6) is equivalent to C[NB] being Gorenstein (cf. e.g. [BH93, Theorem 6.3.5]). Notice that in this case 0 ∈ NB ⊂ Z r \ sRes(B) (cf. [Rei14, Lemma 1.11]). The semi-group NB can be decomposed into a positive semi-group P (i.e. a semi-group with no invertible elements except 0) and a group G ≃ Z
It is easy to see that we can choose c to lie in P , which we will do from now on. By [GKZ94, Chap.5, Proposition 2.3] , the spectrum Y B = Spec (C[NB]) is the closure of the locally closed embedding
The affine variety Y B carries a stratification by tori. The strata are in one-to-one correspondence with the faces Γ of the cone R ≥0 B. 2. There exist an element c ′ ∈ NB satisfying div(t c ′ ) = div(t c ) which can be represented by
such that for each facet τ of R ≥0 B exactly one of the generators b i1 , . . . , b i l does not lie in τ . We denote the corresponding principal divisor of W by
Proof. Denote by σ the dual cone of R ≥0 B. This gives rise to a fan Σ (with only one maximal cone σ of dimension r − r ′ ) corresponding to the toric variety
. . , v m be the primitive generators of the one-dimensional faces of σ. Notice that the v a are in one-to-one correspondence with the facets of R ≥0 B and that the direct summand G of NB ⊂ Z r is characterized by G = {x ∈ Z r | x, v a = 0 for all a}. 
we see that we can choose k to lie in P ∩ int(NB). Since int(NB) = NB + c we have c, v a ∈ Z >0 and c, v a ≤ k, v a = 1. This shows the first claim.
Since c ∈ NB, we have a presentation
(with b j , v a ∈ Z ≥0 ). Hence for each a ∈ {1, . . . , m} we have a unique j a ⊂ J 1 such that c ja = 1, b ja , v a = 1 and b j , v a = 0 for j ∈ (J 1 ∪ J 2 ) \ {j a }. Since for each b j with j ∈ J 1 there exists at least one v a with b j , v a = 0, we conclude that c j = 1 for all j ∈ J 1 . Define
We clearly have div(t c ) = div(t Example 2.9. 1. Consider the matrix B with columns (1, 0, 0), (1, 1, 0), (1, 0, 1), (1, 1, 1). The element c = (2, 1, 1) is the unique element which generates the interior Int(NB). It can be represented by (1, 0, 0) + (1, 1, 1) as well as (1, 1, 0) + (1, 0, 1).
2. Consider the matrix B with columns (1, 0), (2, 1), (−1, 0), (−2, 1). The element c ∈ P is given by (0, 1). It can be represented by (2, 1) + 2 · (0, −1). In this case, the element c ′ is given by (1, 1) = (2, 1) + (0, −1).
We can factorize h B into the morphism
and the canonical open embedding l B : W \ D → W . We review very briefly some facts about the V -filtration for D-modules. Let X = Spec (R) be a smooth affine variety and Y = div(t) be a smooth reduced principal divisor. Denote by I = (t) the corresponding ideal. The V -filtration on D X is defined by
where I j = R for j ≤ 0. One has
Choose a total ordering < on C such that, for any α, β ∈ C, the following conditions hold:
1. α < α + 1 2. α < β if and only if α + 1 < β + 1 3. α < β + m for some m ∈ Z Let N be a coherent D X -module. The canonical V -filtration (or Kashiwara-Malgrange filtration) is an exhaustive filtration on N indexed discretely by C with total order as above and is uniquely determined by the following conditions
where
We reduce the computation of the V -filtration onM B along the possibly singular divisor D to the computation of a V -filtration along a smooth divisor by considering the following graph embedding:
Instead of computing the V -filtration onM B , we will compute it on Γ(W × C t , H 0 (i g+MA )) along t = 0 (notice that i g is an affine embedding hence i g+ is exact). In order to compute the direct image we consider the composed map 
This means that H
where L B ′ is the Z-module of relations among the columns of B ′ .
We are going to use the following characterization of the canonical V -filtration along t = 0.
Proposition 2.11. [MM04, Definition 4.3-3, Proposition 4.3-9] Let n ∈ N and set E := ∂ t t. The Bernstein-Sato polynomial of n is the unitary polynomial of smallest degree, satisfying
We denote it by b n (x) ∈ C[x] and the set of roots of b n (x) by ord(n). The canonical V -filtration on N is then given by
We will use this characterization to compute the canonical V -filtration onM
Proof. In order to prove the claim it is enough to show that
Notice that for each u ∈ Z r the following element lies in I ′ :
Hence for each u with u, c ′ = 0 (recall that we assume c ′ = 0) we have the following expression for ∂ t t modulo I ′ :
We claim that for k ≤ r we can write (
. . , b j k lie in a common face of R ≥0 B and span a k-dimensional subspace. We prove this by induction, the case k = 1 being clear. Now assume that we have proven this for k − 1 < r. Let
be a monomial occurring in the expression of (∂ t t) k−1 which we obtained by the inductive assumption. Choose an u ∈ Z r such that u, b j1 = . . . = u, b j k−1 = 0 and u, c ′ = 0. This is possible since the b j1 , . . . , b j k−1 lie on a common face of R ≥0 B and c ′ lies in the interior of R ≥0 B . Then
Notice that the first bracket on the right hand side does not contain any monomial ∂ wj w j such that b j lies on the face {x ∈ R ≥0 | u, x = 0}. This shows that for the monomials ∂ wj 1 w j1 · . . . · ∂ wj k−1 w j k−1 · ∂ wj k w j k occurring on the right hand side the b j1 , . . . , b j k−1 , b j k span a k-dimensional cone. Now, there are two possible cases. Either, the b j1 , . . . , b j k−1 , b j k lie on a common face of R ≥0 , in this case we have shown the inductive step, or they do not lie on a common face in which case the sum b j1 + . . .
Notice that this gives rise a relation in L B ⊂ L B ′ , which in turn gives the following equivalences
Recall that the matrix B ′ has the columns b 1 , . . . , b s , c ′ with c ′ = b i1 + . . . b i l which gives the relation
Hence, the monomial in question is equivalent to
Notice that in the case k = r, only the second case can occur, since the b j1 , . . . , b jr have to span an r-dimensional cone and therefore can not lie on a common face. But this shows the claim.
We are now able to compute the full canonical filtration with respect to t = 0 on
The next proposition shows that this induced filtration is the canonical V -filtration.
Proposition 2.13. The canonical V -filtration of (i g+MB ) along t = 0 is equal to the induced one, i.e.:
Proof. We will show that V α indM B ′ satisfies the defining property of the canonical V -filtration.
which follows from Lemma 2.12 or, more precisely, from formula (11). Therefore
It can be written as
indM B ′ . By a similar argument we have
, which is the characterizing property of the canonical Vfiltration by Proposition 2.11.
Compatibility of filtrations
Let V = C s+1 and denote by D V the Weyl-algebra C[w 0 , . . . , w s ] ∂ w0 , . . . , ∂ ws . We will denote the ascending order filtration on
. . , ∂ ws and 
We take an element P ∈ D V and denote by P = γ,δ c γδ w γ ∂ δ w its standard form. The element P ∈ D V is called pure of order
Notice that the product P 1 · P 2 of two elements P 1 and P 2 of pure order k 1 resp. k 2 is of pure order k 1 + k 2 .
We now want to recall Buchberger's algorithm in the Weyl algebra D V . As a weight vector w we choose (0, . . . , 0, 1, . . . , 1) such that the w i 's have weight zero and the ∂ wi 's have weight 1. If an operator P has standard form (γ,δ) c γδ w γ ∂ δ w and m = max{| δ |: c γ,δ = 0}, then the initial form of P with respect to w is defined as
We also need a total order ≺ on D which refines the order induced by the weight w. We say
The order ≺ is a term order (cf.
[SST00][Chapter 1.1] ) and refines the order given by the weight w.
Let P, Q be two normally order elements with
The S-pair of P and Q is given by
where γ
Notice that if sp(P, Q) = 0, P is of pure order p and Q is of pure order q, then sp(P, Q) is of pure order p + |δ ′ | = q + |d ′ |. First notice that, if P is pure of order p its normal form (cf . [SST00, Chapter 1.1] w.r.t. to pure elements G 1 , . . . , G m is also pure of order p. Now let I be an ideal which is generated by elements F 1 , . . . , F M ∈ D V . Buchberger's algorithm gives back a set G of elements in D V which is a Gröbner basis for I. From the algorithm 1.1.9 in loc. cit. we see that if F 1 , . . . , F m are generators for I which are pure, then the Gröbner basis G will also consist of pure elements. It follows form [SST00, Theorem 1.1.6] that this is also a Gröbner basis with respect to the order coming from the weight vector w.
Example 2.14. Let F 1 = ∂ w0 w 0 + ∂ w1 w 1 + ∂ w2 w 2 and F 2 = ∂ w1 − ∂ w2 be elements of pure order 1 and F 3 = w 1 w 2 − w 2 0 be of pure order 0. Denote by I the ideal which is generated by F 1 , F 2 and F 3 . The Gröbner basis {G 1 , . . . , G 5 } given by Macaulay2 is G i = F i for i ∈ {1, 2, 3} and the elements
are pure of order 0.
Lemma 2.15. Let I be a left ideal in D V that can be generated by finitely many elements of pure order, then the following map is surjective:
We will construct this element Q ′ by decreasing induction on the order of Q by killing its leading term in each step. Let t Q := ord Q, t i := ord i and set t := max(t Q , t i ). Obviously we have t ≥ p. If t = p we are done. Hence, we assume t > p, thus we have 0 = σ t (P ) = σ t (Q − i) and therefore t = t Q = t i and therefore σ t (Q) = σ t (i) = 0. Since I is generated by elements which have pure order, we can find a Gröbner basis G = {G 1 , . . . , G m } which is also of pure order. We can write
which is again of pure order t. Notice that each monomial in σ t (Q) ∈ C[w 0 , . . . , w s , ξ 0 , . . . , ξ s ] is of the following form w 
andĩ is of pure order, we can conclude thatĩ is in V k D V , too. We therefore have
The claim follows now by descending induction on the order t.
Proposition 2.17. The Lemma above applies toM
Proof. First notice that the generators (ˇ m ) m∈L B ′ and (Ě k + β k ) k=1,...,r of the ideal I ′ are pure. It remains to show that finitely many of them suffice to generate I ′ . But this follows by taking a finite Gröbner basis of the ideal ((ˇ m ) m∈L B ′ ) in the commutative ring C[w 1 , . . . , w s , t] and the elements (Ě k + β k ) k=1,...,r .
Calculation of the Hodge filtration
In this section we want to compute the Hodge filtration on the mixed Hodge module
We will need the following formula which describes the extension of a mixed Hodge-module over a smooth hypersurface. Let X be a smooth variety, let t, x 1 , . . . x n be local coordinates on X and j : Y ֒→ X be a smooth hypersurface given by t = 0. Let N H be a mixed Hodge module on X \ Y with underlying
If Y is a non-smooth hypersurface locally given by f = 0, we consider (locally) the graph embedding
together with its restriction i *
f is a closed embedding. Given a mixed Hodge module N on X \ Y we proceed as follows. We first extend the Hodge filtration of (i * f ) + N over the smooth divisor given by {t = 0} as explained above. Afterwards we restrict the mixed Hodge module which we obtained to the smooth divisor given by {t = f }.
Recall from section 1 that
, where the Hodge filtration is given by
such that the Hodge filtration is simply the order filtration on the right hand side.
Consider the following commutative diagram
Lemma 2.8) and i f is the graph embedding
We have the following isomorphisms
is the left ideal generated by (Ě k + β k ) k=1,...,r for β = (β k ) k=1,...,r ∈ Z r and (ˇ m ) m∈LB . Furthermore, the Hodge-filtration on D W * /Ǐ * shifted by s − r is equal to the induced order filtration, i.e.
Proof. We factorize the map k B from above in the following way. Let B = C · E · F be the Smith normal form of B, i.e. C = (c pq ) ∈ GL(r, Z), F = (f uv ) ∈ GL(s, Z) and E = (I r , 0 r,s−r ). This gives rise to the maps
We denote by j k : (C * ) s → W * the canonical embedding, then
Since all maps and all spaces involved are affine, we will work on the level of global sections. Since k C is a simple change of coordinates we have Γ(T,
..,r for all α ∈ Z r and again the Hodge filtration is equal to the order filtration. We now calculate
Since k E is a closed embedding of a hyperplane, we have
The Hodge-filtration is (cf. [Sai93, Formula (1.8.6)])
Hence we see that the Hodge filtration on the presentation (14) shifted by (s − r) is equal to the order filtration, i.e. F H p+(s−r) = F ord p . The map k F is again a change of coordinates, so we have
where m i are the columns of the inverse matrix M = F −1 . The first isomorphism follows from the equality B = C · E · F . The second isomorphism follows from the fact that an element m ∈ Z s is a relation between the columns of B if and only if it is a relation between the columns of E · F . So the Hodge filtration on the presentation (16) shifted by (s − r) is again the order filtration. Now consider the open embedding j k . By Lemma 2.10 the closure of im(j k ) has an empty intersection with the reduced normal crossing divisor D = {f = 0} = {w i1 · · · w i l = 0}. Therefore we have
where the first and last isomorphism follows from the fact that the D-module
Using the graph construction to extend the Hodge filtration as explained at the beginning of this section, we see that the extensions is simply given by
is equal to the order filtration. We have
We now would like to compute the Hodge filtration of
As mentioned at the beginning of this section, we will consider the graph embedding i f with respect to the function f = w i1 · · · w i l and extend the module
..,r ∈ Z r and (ˇ m ) m∈L B ′ . Furthermore, the Hodge filtration shifted by s − r + 1 is equal to the induced order filtration, i.e., we have
and factor the map i * g in the following way. Set
and let l 3 :
Notice again that all spaces involved are affine, hence we will work with the modules of global sections. Since l 1 is just the inclusion of a coordinate hyperplane we have
The Hodge-filtration is given by
Notice that Γ(W ,
Under this isomorphism the Hodge filtration on Γ(W , H 0 l 1+ k + O T ) shifted by (s − r) + 1 is equal to the order filtration by Lemma 2.18 and (18). The map l 2 is just a change of coordinates, hence under the substitutiont → t =t + f (w) and
whereĚ ′ k was defined in formula (9). Notice that the Hodge filtration shifted by (s − r) + 1 is again equal to the order filtration.
The Hodge filtration is then simply extended by using the following formula
Proof. First recall that we have an isomorphism 
for β ∈ Z r and β / ∈ sRes(B ′ ). Since NB ′ = NB the semigroup NB ′ is saturated. Therefore the set NB ′ ⊂ Z r \ sRes(B ′ ) by [Rei14, Lemma 1.11], which shows the first claim. We will show the second claim for the case β = 0. The formula for extending the Hodge filtration over the smooth divisor {t = 0} is
On the level of global sections the adjunction morphismM 
Since we have F 
In order to show the converse inclusion, we have to show
for all p ≥ 0, where the last equality follows from Proposition 2.13 and Lemma 2.19. Since we have 
Now we want to deduce the Hodge filtration on h B+ O T from the proposition above.
Theorem 2.21. The direct image h + O T is isomorphic to the cyclic D V -moduleM B := D W /Ǐ, wherě I is the left ideal generated by (Ě k ) k=1,...,r and (ˇ m ) m∈LB . The Hodge filtration onM B is equal to the order filtration shifted by s − r, i.e.
Proof. Recall that we have
where i f is the graph embedding from (13). The map i f can be factored by
We first compute H 0 (l −1 f ) +MB ′ with its corresponding Hodge filtration. Since (l f ) −1 is just a coordinate change we get similarly to formula (19)
where the Hodge filtration on the right hand side is the induced order filtration shifted by (s − r + 1). Notice that the right hand side of (21) is simplyM
3 Radon transforms of torus embeddings
Hypergeometric modules, Gauß-Manin systems and the Radon transformation
In this section we want to give a brief reminder on the relationship between GKZ-hypergeometric systems, Gauß-Manin systems of families of Laurent polynomials developed in [Rei14] .
Definition 3.1. Let A = (a ki ) be a d × n integer matrix. We assume that the columns a 1 , . . . , a n generate
Write L A for the Z-module of integer relations among the columns of A and write D C n for the sheaf of rings of differential operators on C n (with coordinates λ 1 , . . . , λ n ). Define
where I A is the sheaf of left ideals generated by
for all l ∈ L A and
Since GKZ-systems are defined on the affine space C n , we will often work with the D-modules of global sections M , where A is the (d + 1) × (n + 1) integer matrix
and β ∈ C d+1 . In order to show that such a homogenized GKZ-system comes from geometry we have to review briefly the so-called Radon transformation for D-modules which was introduced by Brylinski [Bry86] and variants were later added by d'Agnolo and Eastwood [DE03] .
Let W be the dual vector space of V with coordinates w 0 , . . . , w n and λ 0 , . . . , λ n , respectively. We will denote by Z ⊂ P(W ) × V the universal hyperplane given by Z := { n i=0 λ i w i = 0} and by
We will use in the sequel several variants of the so-called Radon transformation in the derived category of mixed Hodge modules. These are functors from
. The adjunction triangle corresponding to the open embedding j U and the closed embedding i Z gives rise to the following triangles of Radon transformations
where the second triangle is dual to the first.
We now introduce a family of Laurent polynomials defined on T × Λ := (C * ) d × C n using the columns of the matrix A, more precisely, we put
The following theorem of [Rei14] constructs a morphism between the Gauß-Manin system H 0 (ϕ A,+ O S×W ) resp. its proper version H 0 (ϕ A, † O S×W ) and certain GKZ-hypergeometric systems and identify both with a corresponding Radon transformation. 
Assume that the matrix A satisfies
Theorem 3.2. [Rei14, Lemma 1.11, Proposition 3.4] For every β ∈ N A and every β ′ ∈ int(N A), the following sequences of mixed Hodge-modules are exact and dual to each other:
Notice that the isomorphisms in the third column induce a mixed Hodge-module structure on the GKZsystems
Proposition 3.3. Let β ∈ N A and β ′ ∈ int(N A). There exists a unique (up to multiplication with a constant) morphism of mixed Hodge modules, given by
Proof. First notice that there is a natural morphism of mixed Hodge modules
which is induced by the morphism
Using the isomorphisms in the second column, this gives a morphism
Now we can concatenate this with the following morphisms 
Calculation in charts
Let A be a d × n-integer matrix with columns (a 1 , . . . , a n ) and assume that A satisfies Z A = Z d+1 , N A = Z d+1 ∩ R ≥0 A and int(N A) = N A + c for some c ∈ N A. Consider the locally closed embedding from above, i.e.,
k . Let (w 0 : . . . : w n ) be the homogeneous coordinates on P(W ) and denote by j u : W u ֒→ P(W ) the chart w u = 0 with coordinates w iu := wi wu for i = u. The map g factors over the chart W u and gives rise to the map
. . , t a n −a u ) .
Let A u = (a u ki ) be the d × n-matrix with columns (a i − a u ) for i ∈ {0, . . . , n} \ {u} Notice that A 0 = A.
Lemma 3.4. The matrices A u satisfy the following conditions
Proof. Denote by A u the (d + 1) × (n + 1)-matrix with columns (1, a i − a u ) for i ∈ {0, . . . , n}. We will first show the corresponding properties for the matrix A u . Denote by C u ∈ GL(d + 1, Z) the matrix
Notice that we have C u · A = C u · A 0 = A u . Since C u is a linear map, it is in particular a homeomorphism. Hence C u (int(N A)) = int(N A u ) and similarly for Z A u , N A u and R ≥0 A u . Therefore the three properties hold for A u .
Denote by p : Then the direct image g u+ O T is isomorphic toM Au . Moreover, the Hodge filtration onM Au is the order filtration shifted by (n − d), i.e. We now want to compute how the the D-modules g u+ O T glue on their common domain of definition. Let u 1 , u 2 ∈ {0, . . . , n} and denote by W u1u2 the intersection W u1 ∩ W u2 . We fix u 1 , u 2 ∈ {0, . . . , n} with u 1 < u 2 . We have the following change of coordinates between the charts W u1 and W u2
The module of global sections Γ(W u1u2 , g u1+ O T ) can be expressed as the quotient
is the left ideal generated by
The above mentioned transformation rules define an algebra isomorphism
We can now give an explicit expression for the gluing map between the various charts of the module g + O T .
Lemma 3.6. The isomorphism between g u1+ O T and g u2+ O T on their common domain of definition
Proof. The well-definedness follows from the following calculations:
and, for m ∈ L Au 1 with m u2 ≥ 0,
The proof for m u2 < 0 is similar.
Tensoring the kernel
Our final aim is the computation of the Hodge filtration on the modules M β A for sufficiently well chosen parameters β. Recall the definition of the Radon transformation * R
• c . We had the following diagram
where U = { n i=0 λ i w i = 0} is the complement of the universal hyperplane. The Radon transformation
together with its Hodge filtration on a chart W u × V . In order to compute the restriction
where all squares are cartesian. Then the following holds.
Lemma 3.7. There is an isomorphism in
Moreover, these complexes have only cohomology in degree n + 1. 
Proof. First notice that the functors
have only cohomology in degree n + 1. In order to show that they are the same, we consider the following isomorphisms in
The subvariety U u in W u × V is given by
Consider the following change of coordinates
for i = 0, . . . , n and i = u. Using these coordinates we can identify U u with W u × C n × C * where we have the coordinates ( λ i ) i =u on C n and the coordinate λ u on C * . The map (π r 1 • j r U ) is then simply given by the projection to the first factor. The exceptional inverse image (j
, where O C n ×C * carries the Hodge filtration Gr 
where we have used the isomorphisms H 0 ((g u ) + O T ) ≃M Au and
Hence we can formulate the following result.
Lemma 3.8. We have the following isomorphism of D Uu -modules:
where K * u is the left D Uu -ideal generated by (Ě u k ) k=1,...,d , (ˇ m ) m∈LA u , (∂ λj ) j =u and (∂ λu λ u ). The Hodge filtration on this module, underlying the mixed Hodge module
is the order filtration shifted by n − d, that is,
Proof. We only have to show formula (31), since formula (30) follows directly from formula (29). Since the equality ∂ n λu
we easily see that the Hodge filtration on this cyclic D C n ×C * -module, underlying the mixed Hodge module H n+1 (Q H C n ×C * ), is equal to the order filtration, i.e. 
Using the following isomorphisms
where j : C * → C is the canonical inclusion. Notice that the functor (j
is an affine embedding. Therefore the direct image is given by
The last line follows from the fact that D C * /(∂ λu λ u ) ≃ O C * and that
is a free resolution of D C /(∂ λu λ u ). Applying Hom(−, D C ) and a right-left transformation yields
which gives the desired result.
Lemma 3.9. We have the following isomorphisms of D Wu×V -modules
where K u is the left ideal in D Wu×V generated by (Ě u k ) k=1,...,d , (ˇ m ) m∈LA u , (∂ λj ) j =u and ( λ u ∂ λu ). Moreover, the Hodge filtration on this D-module underlying the mixed Hodge module
is the order filtration, shifted by n − d, that is,
Proof. The first statement has already been shown above. In order to compute the Hodge filtration on
we first have to compute the Hodge filtration on
underlying the mixed Hodge module
First recall that we have Gr
where the Hodge filtration is equal to the pole-order filtration. We get the following filtered isomorphism
where P • is the pole order filtration on O C ( * 0) and we have used that ∂ n λu
Hence the underlying filtered D-module of
•−1 ). In order to compute the Hodge filtration on
we remark that the resolution (32) gives rise to a strictly filtered resolution
The final step in this section is to compute a presentation of
Recall from lemma 3.7 that the restriction
is given by the module
Proposition 3.10. Consider the original coordinates ((w iu ) i =u , (λ 0 , . . . , λ n )) of W u × V . Then there is an isomorphism of D Wu×V -modules N u ≃ D Wu×V /K u , where K u is the left D Wu×V -ideal generated by the following classes of operators 1.
. Using the coordinate transformation (28) we see that K u is transformed into the ideal K u generated by the operators
The last operator can be rewritten (using the relations ∂ λi − w iu ∂ λu , i.e., the third class of operators)
The operators (∨)
E u k can be further simplified by writing
where the last equivalence follows by using the relation
Hence we obtain the presentation N u ≃ D Wu×V /K u , and the statement on the Hodge filtration follows directly from Lemma 3.9.
A Koszul complex
In this section, we will construct a strict resolution of the filtered module (N u , F H ). For this purpose, we first describe an alternative presentation of the ideal K u ⊂ D Wu×v . Let A s u be the (d + 1) × (2n + 1)-matrix with columns (0, a 0 − a u ), . . . , (0, a u − a u ), . . . , (0, a n − a u ), (1, a 0 ) , . . . , (1, a n ) (here the symbol means that the zero column (0, a u − a u ) is omitted). In other words, we have 
Consider the GKZ system M
and
Then we have (m,l) from the operatorsˇ m ′ using the relations ∂ λi − w iu ∂ λu . The last statement follows by exchanging ∂ wiu with −ŵ iu and w iu with ∂ŵ iu in the classes of operators of type 1., 2., 3. and 4. in the definition of the ideal K u . Now we will construct a Koszul-type resolution of N u . It is related (though not equal) to the EulerKoszul complex of GKZ-systems (see [MMW05] ). We work on the level of global sections. Let J A s u be the ideal in D Wu×V generated by the box operators
A simple computation, which uses the fact that i =u m i a u ki + n i=0 l i a ki = 0, shows that the maps
are well-defined. Since [Ě u k1 ,Ě u k2 ] = 0 for k 1 , k 2 ∈ {0, . . . , d} we can build a Koszul complex
where the terms K l u are given by 
Notice that the complexK 
Denote by GDŴ u ×V = grω • DŴ u ×V the associated graded object of DŴ u ×V , by (v iu ) i =u the symbol of (∂ŵ iu ) i =u and by µ j the symbol of ∂ λj in GD u . Sinceˆ (k,l) is homogeneous in (∂ λj ) we have
is generated by
The associated graded complex gr FK u is isomorphic to a Koszul complex . This shows H i (gr
but this shows the strictness of (K • u , F • ) and therefore the claim.
be a sequence of filtered D-modules. The following is equivalent
can be extended by the "lemme des neuf" to the following diagrams with exact rows and columns
Since the filtration is bounded below for all M k and therefore also for H k (M • ), this shows the claim.
R-modules
In the following the Rees construction of a filtered D-module will be helpful, we are following [Sab05] . Let X be a smooth variety of dimension n. The order filtration of D X gives rise to the Rees ring
In local coordinates the sheaf of rings R F D X is given by
Denote by X the product X × C. We will consider the sheaf
and its ring of global sections
This gives an exact functor T from the category of filtered
We denote by M od qc (R X ) the category of R X -modules which are quasi-coherent O X -modules. We denote by Ω
X×C/C the sheaf of algebraic 1-forms on X relative to the projection X → C having at most a pole of order one along z = 0. If we put Ω
where the differential d is induced by the relative differential d X×C/C . If X is a smooth affine variety we get the following equivalence of categories.
Lemma 3.14. Let X be a smooth affine variety. The functor
is exact and gives an equivalence of categories.
Proof. The proof is completely parallel to the D-module case (see e.g. [HTT08, Proposition 1.
4.4]).
One can also define a notion of direct image in the category of R-modules. Since we only need the case of a projection, we will restrict to this special situation. Let X, Y smooth algebraic varieties and f : X × Y → Y be the projection to the to the second factor. Similarly as above we have a relative de Rham complex Ω
where (x i ) 1≤i≤n is a local coordinate of X. The direct image with respect to f is then defined as
Recall that for a filtered D-module (M, F • M) the direct image under f is given by
together with its filtration
It is a straightforward but tedious exercise to check that the functor T commutes with the direct image functor f + .
We will apply this to the filtered D-module (N , F H ) as defined in equation (33) in order to compute π 2+ N ≃ R
• c (g + O T ) together with its corresponding Hodge filtration. We will denote by P × V the space P(W ) × V × C. The corresponding R-module is
The direct image with respect to π 2 is then given by
Since this is rather hard to compute, we will replace the complex
For this we will construct a resolution of N . Let W u × V := W u × V × C and denote by N u the restriction of N to W u × V . We write R Wu×V = Γ(W u × V , R Wu×V ), then the module of global sections of N u is the R Wu×V -module
where I u is generated by
Proof. This follows easily from Lemma 3.11 and Lemma 3.14.
We will now define a Koszul complex K
• u in the category of R u -modules which corresponds to the Koszul complex K
• u alluded to above. Write J u for the left ideal in R Wu×V generated by all operators (k,l) for
, then a computation similar to formula (34) shows that the maps
are well-defined. Since [E u k1 , E u k2 ] = 0 for k 1 , k 2 ∈ {0, . . . , d} we can built a Koszul complex
whose terms are given by
Lemma 3.16. The Koszul complex K
• u is a resolution of N u . Proof. In order to prove the Lemma it is enough to apply the exact Rees functor T to the Koszul complex K
• u which is a strict resolution of N u in the category of filtered D : W u × V -modules by Lemma 3.12.
We denote by K • u the corresponding resolution of N u = N |Wu×V . We are now able to construct a resolution of N .
Proposition 3.17. There exists a resolution K
• of N in the category of R P×V -modules which is locally given by
• is constructed by providing glueing maps between the R Wu 1 u 2 ×V -modules
u1u2 ] which are compatible with the glueing maps on
Notice that the latter maps are given by
, which follows from Lemma 3.6 and by tracing back the functors applied to g u+ O T . Using the same argument as in Lemma 3.6 shows that the maps
are well defined. We have to check that they give rise to a morphism of complexes. But this follows from the commutativity of the diagram
A quasi-isomorphism
We now apply the relative deRham functor DR P×V /V to the resolution K • and get a double complex Ω
•+n
The corresponding total complex is denoted by T ot Ω
Proposition 3.18. The following natural morphisms of complexes
Proof. Since the double complex Ω
•+n P×V /V ⊗K • is bounded we can associate to it two spectral sequences which both converge. The first one is given by taking cohomology in the vertical direction which gives the I E 1 -page of the spectral sequence. Since K
• is a resolution of N and Ω l P×V /V is a locally free (i.e. flat) O P×V -module for every l = 1, . . . , n, the only terms which are non-zero are the I E 0,q 1 -terms which are isomorphic to Ω l P×V /V ⊗ N . Hence the first spectral sequence degenerates at the second page which shows that Ω
• is a quasi-isomorphism.
We now look at the second spectral sequence which is given by taking cohomology in the horizontal direction. We claim that II E p,q 1 = 0 for q = n. It is enough to check this locally on the charts W u × V and moreover using Lemma 3.14 on the level of global sections. Notice that the complex
is isomorphic to a direct sum of Koszul complexes Kos
where each summand is given by
Since R Wu×V /J A s u can be written as
Since the operators z∂ wiu · act only on the first term in the tensor product, we immediately see that
• is a quasi-isomorphism follows from the fact that II E p,q = 0 for q = n, i.e. the second spectral sequence degenerates at the second page.
The next result is an explicit local description of the complex L • .
Proposition 3.19. For any u ∈ {0, . . . , n} define the ring
and denote by S the sheaf of rings on W × V which is locally given by
with glueing maps
Denote by J A s u the left S Wu×V -ideal generated by the Box operators (k,l) for (k, l) ∈ L A s u . Note that this is a slight abuse of notation, as the ideal generated by the same set of operators in the ring R Wu×V was also denoted by J A s u , but which is justified by the fact that these generators do not contain the variables z∂ wiu . Then the complex L
• is given locally by
Proof. It follows from Proposition 3.18 that the 0-th cohomology of the complex Ω
is a direct sum of terms of the form
. Taking the cokernel of left multiplication on R Wu×V /J A s u by z∂ wiu shows that we have an isomorphism of S Wu×V -modules
Hence equation (37) 
:
Since both powers of w u1u2 on the right hand side cancel when considering the quotient L p , we see that
Summarizing, Proposition 3.18 and Proposition 3.19 show that instead of computing the direct image (35) we can compute
Computation of the direct image
Because of Lemma 3.14 it is enough to work on the level of global sections:
where the first isomorphism follows from the exactness of Γ(V , •).
We will show that each term of the complex L • is Γ-acyclic. For this it is enough to show that S /J is Γ-acyclic. Recall that P × V = C z × P(W ) × V . We denote by W × V the space C z × W × V . Let S := C[z, w 0 , . . . , w n , λ 0 , . . . , λ n ] z∂ λ0 , . . . , z∂ λn and consider the S-module S/J A s , where the left ideal J A s is generated by
and the matrix A s is given by 
where ( 
We have a map
Notice that the kernel K A s of Φ A s is equal to the ideal in T generated by the elements (k,l) , hence
Remark 3.21. The Z-grading of T by the degree of the w i induces a Z-grading on C[NA s ] since the operators (k,l) are homogeneous. The semi-group ring
] carries also a natural Z d+2 -grading. Looking at the matrix A s one sees that the Z-grading coming from T is the first component of this Z d+2 -grading.
We regard C[NA s ] as a T -module using the map Φ A s , which gives the isomorphisms
We want to express the local cohomology of S/J A s by the local cohomology of the commutative ring Lemma 3.22. There is the following isomorphism of Z-graded S-modules:
Proof. Notice that if S was commutative this would be a standard property of the local cohomology groups. Here we have to adapt the proof slightly. First notice that it is enough to compute H k (w) (S/J A s ) with an injective resolution of T -modules. To see why, let I
• be an injective resolution (in the category of S-modules) of S/J A s . Since S is a free, hence flat, T -module, it follows from Hom S (S ⊗ T M, I) ≃ S ⊗ T Hom T (M, I), that an injective S-module is also an injective T -module. Therefore we have
where I ′ is the ideal in T generated by w 0 , . . . , w n and the second isomorphism follows from the equality
Let J • be an injective resolution of T /K A s . In order to show the claim consider the following isomorphisms
where the third isomorphism follows from the fact that S is a flat T -module and the fifth isomorphism follows from the fact that
Local cohomology of semi-group rings
Let F be the face lattice of R ≥0 A s and denote by F σ the sub-lattice of faces which lie in the face σ spanned by a s 0 , . . . , a s n . For a face σ of R ≥0 A s consider the multiplicatively closed set
by specifying its components
where ǫ is a suitable incidence function on F σ . The Ishida complex with respect to the face σ is
The Ishida complex with respect to the face σ can be used to calculate local cohomology groups of 
Proof. The proof can be easily adapted from [BH93, Theorem 6.2.5]. For the convenience of the reader we sketch it here together with the necessary modifications . In order to show the claim we have to prove that the functors N → H k (L 
the claim follows by [Har77, Corollary III.1.4]. Let F σ (1) be the set of one-dimensional faces in F σ and notice that
where I ⊂ C[NA s ] is the ideal generated by {y 
is a δ-functor is completely parallel to the proof in [BH93] .
Notice that the complex L 
We are following [BH93, Chapter 6.3] . Denote by C A s the cone R ≥0 A s ⊂ R d+2 . Let x, y ∈ R d+2 . We say that y is visible from x if y = x and the line segment [x, y] does not contain a point y ′ ∈ C A s with y ′ = y. A subset S is visible from X if each v ∈ S is visible from x.
Recall that the cone C A s is given by the intersection of finitely many half-spaces
We set Recall the facet σ ∈ F (d + 1) which is spanned by a s 0 , . . . , a s n . It is the unique maximal element in the face lattice F σ ⊂ F . Denote by H σ its supporting hyperplane (i.e. σ = C A s ∩ H σ ) which is given by
where a σ = (0, 1, 0, . . . , 0). Let τ ∈ F σ be a k-dimensional face contained in σ and set I τ := {i | a s i ∈ τ }. Notice that the vectors {a s i | i ∈ I τ } span the face τ . This face τ gives rise to two other faces, namely its "shadow" τ s which is spanned by the vectors {b 
We are now able to compute the cohomology of the Ishida complex with respect to the face σ. Set
and define
Proposition 3.25. Let x ∈ S.
Proof. The first point follows from the fact that we have ( 
Denote by p the projection
Under this isomorphism the Z d+2 -graded part (L • σ ) x of the Ishida complex with respect to the face σ goes over to the Z d+1 -graded part (L • ) p(x) of the Ishida complex considered in [BH93] . Hence the proposition follows from Theorem 6.3.4 in loc. cit. .
Proof of the main theorem
Corollary 3.26. The Z-graded local cohomology S-modules H * (w) (S/J As ) have strictly negative degree.
, the claim follows from Proposition 3.23 and Lemma 3.22.
Corollary 3.27. The S -modules S /J are Γ-acyclic.
Proof. This follows from the fact that the local cohomology groups H i (S/J A s ) are concentrated in strictly negative degrees and the degree zero part of formula (39).
Proposition 3.28. There is the following isomorphism in D b (R V ):
Proof. By formula (35), Proposition 3.18 and Proposition 3.19 we have the isomorphisms
Using the last isomorphism in (38) and Corollary 3.27 we get
Denote by S λ the ring
⊂ S λ be the left ideal generated by
and let I λ A ⊂ S λ be the left ideal generated by J λ A and the operators
Lemma 3.29. There is the following isomorphism of R V -modules
Proof. The first isomorphism follows from Lemma 3.14. The second isomorphism follows from Proposition 3.28, the isomorphism
We are now able to prove the main theorem of this paper. Let A be the (d + 1) × (n + 1) integer matrix
Theorem 3.30. Let A be an integer matrix as above. The GKZ-system M 0 A carries the structure of a mixed Hodge module whose Hodge-filtration is given by the shifted order filtration, i.e.
We have already computed the Hodge filtration of N . In order to compute the Hodge filtration under the direct image of π 2 , we will use the results obtained above and read off the Hodge filtration from the corresponding R V -module T (M 0 A , F H ). We have the following isomorphisms
Using these isomorphisms the claim follows easily.
Duality
For applications like the one presented in the next section, it will be useful to extend the computation of the Hodge filtration on M . This is possible under the assumption made in the above main theorem (Theorem 3.30). More precisely, it follows from [Wal07] , that under these assumptions, the D V -module DM 0 A is still a GKZ-system. Hence it is reasonable to expect that its Hodge filtration will also be the order filtration up to a suitable shift. together with its Hodge filtration, we need to find a strictly filtered free
We have already used in the previous sections of this paper resolutions of "Koszul"-type for various (filtered) D-modules. Here we consider the Euler-Koszul complex
as defined in [MMW05] . We have 
-modules to the category of (bounded complexes of) Z d -graded D-modules. Then we have L −k = 0 for all k > n + 1 (notice that the length of the Euler-Koszul complexes is d + 1, and the length of the resolution T • ։ P is n − d + 1, hence the total complex has length (d + 1) + (n − d + 1) − 1 = n + 1). Moreover, the last term L −(n+1) of this complex is simply equal to D (and so is the first one L 0 ). As we have int(N A) = c + N A, the ring C[N A] ≃ P is Gorenstein, more precisely, we have ω P ∼ = P ( c), where ω P is the canonical module of P . Then a spectral sequence argument (see also [Wal07, Proposition 4.1]), using
In order to calculate the Hodge filtration on M − c A , we remark that the Euler-Koszul complex is naturally filtered by putting
H ) is a filtered quasi-isomorphism, it suffices (by Lemma 3.13) to show that gr
is a quasi-isomorphism. This follows from [SST00, Formula 4.32, Lemma 4.3.7], as C[N A] is CohenMacaulay due to he normality assumption on A. The final step is to endow the free resolution
As the resolution T • ։ P is taken in the category of Z d+1 -graded C[∂]-modules, the morphisms of this resolution are homogeneous for the (Z-)grading deg(λ i ) = −1 and deg(∂ λi ) = 1 (notice that this is the grading opposite to the Z-grading given by the first component of the Z d+1 -grading of the ring D ⊗ C[∂] P and its powers). Hence these morphisms are naturally filtered for the order filtration F ord • (D ⊗ C[∂] P ) and they are even strict: for a map given by homogeneous operators from C[∂] taking the symbols has simply no effect, so that gr
is a filtered quasi-isomorphism (and similarly for the exterior powers occurring in the terms K −i ). However, we have to determine the Z-degree (for the grading deg(∂ λi ) = 1) of the highest (actually, the only nonzero) cohomology module Ext
it is the first component of the difference of the degree of ω C[∂] (i.e, the first component of the sum of the columns of A), which is n + 1, and the first component of the degree of ω P , which is c 0 . Now the shift of the filtration between M 
is again the shifted order filtration, more precisely, we have
Now it follows from [Sai94, page 55] that
so that finally we obtain F 
Landau-Ginzburg models and non-commutative Hodge structures
In this final section we will give a first application of our main result. It is concerned with Hodge theoretic properties of differential systems occurring in toric mirror symmetry. More precisely, we will prove [RS12, Conjecture 6.13] showing that the so-called reduced quantum D-module of a nef complete intersection inside a smooth projective toric variety underlies a (variation of) non-commutative Hodge structure(s). We will recall as briefly as possible the necessary notations and results of loc.cit. and then deduce this conjecture from our main Theorem 3.30. Let X Σ be smooth, projective and toric with dim C (X Σ ) = k. Put m := k + b 2 (X Σ ). Let L 1 , . . . , L l be globally generated line bundles on X Σ (in particular, they are nef according to [Ful93, Section 3 .4]) and assume that −K XΣ − 
We denote the corresponding D V -module by M Here we write D i ∈ Pic(X Σ ) for a line bundle associated to the torus invariant divisor D i , where i = 1, . . . , m. Let K ⊂ R Cz×KM • be the ideal In order to relate the quantum D-module QDM(X Σ , E) with our results on GKZ-systems, we will use the restriction map ρ : KM • ֒→ Λ as constructed in [RS12] (discussion before Definition 6.3. in loc.cit.). Then it follows from the results of loc.cit., Proposition 6.10, that we have an isomorphism of R Cz×KM Theorem 4.6. Consider the above situation of a k-dimensional toric variety X Σ , globally generated line bundles L 1 , . . . , L l such that −K XΣ − E is nef, where E = ⊕ l j=1 L j , L j being ample for j = 1, . . . , l. Then the smooth R Cz×KM • -module (id Cz ×Mir) * QDM(X Σ , E) (i.e., the vector bundle over C z × KM 
