We consider the problem of factoring univariate polynomials over a nite eld. We demonstrate that the new baby step/giant step factoring method, recently developed by Kaltofen & Shoup, can be made into a very practical algorithm. We describe an implementation of this algorithm, and present the results of empirical tests comparing this new algorithm with others. When factoring polynomials modulo large primes, the algorithm allows much larger polynomials to be factored using a reasonable amount of time and space than was previously possible. For example, this new software has been used to factor a \generic" polynomial of degree 2048 modulo a 2048-bit prime in under 12 days on a Sun SPARC-station 10, using 68 MB of main memory.
Introduction
We consider the problem of factoring a univariate polynomial of degree n over the eld F p of p elements, where p is prime.
This problem has been well-studied, and many algorithms for its solution have been proposed.
In general, the running time of any algorithm for this problem depends on n and p, and the best choice of algorithm will depend on the relative sizes of these two parameters. In this paper, we shall concentrate on the case where p is large; for concreteness, say log 2 p = (n). This case arises, for example, in algorithms for counting points on elliptic curves over F p 13] . In the case where p is very small, especially the extreme case where p = 2, the algorithmic issues are quite di erent from those in the case we are considering here.
We demonstrate that the new baby step/giant step factoring method, recently developed by Kaltofen & Shoup 11] , can be made into a very practical algorithm. We describe an implementation of this algorithm, and present the results of empirical tests comparing this new algorithm with others. When factoring polynomials modulo large primes, the algorithm allows much larger polynomials to be factored using a reasonable amount of time and space than was previously possible. For example, this new software has been used to factor a \generic" polynomial of degree 2048 modulo a 2048-bit prime in under 12 days on a Sun SPARC-station 10, using 68 MB of main memory.
Comparison of factoring methods
To measure the running time of factoring algorithms, we will count the number of scalar operations (arithmetic operations and zero tests in F p ). In all of the known factoring methods, a key operation
To appear in Jornal of Symbolic Computation, 1996. is multiplication of polynomials over F p . We shall assume that multiplication of two degree d To measure the space complexity of factoring algorithms, we will count the number of scalars (elements of F p ) that need to be stored.
Berlekamp's null-space method 2] reduces the factoring problem to that of nding elements in the null space of a certain linear map de ned on a vector space of dimension n over F p . Using standard elimination techniques, it can be implemented so as to use O(n 3 + M(n) log n log p) scalar operations, and space for O(n 2 ) scalars. The exponent 3 in the running time can be reduced using asymptotically fast (but generally impractical) matrix techniques.
Cantor and Zassenhaus's degree-separation method 5] works by rst partially factoring the polynomial so as to separate irreducible factors of di ering degree, and then completing the factorization (if necessary) by separating irreducible factors of the same degree. It can be implemented so as to use O(nM(n) log p) scalar operations and space for O(n) scalars. For the large p case, this method is in theory and in practice much slower than the null-space method; however, it is uses much less space.
Von zur Gathen and Shoup introduced a fast conjugation technique 21] to speed up the degreeseparation method. This technique yields new and asymptotically fast algorithms for computing successive pth powers in polynomial quotient rings over F p . With the fast conjugation technique, the degree-separation method can be implemented so as to use O(nM(n) log n + M(n) log n log p) scalar operations and space for O(n 1:5 ) scalars. For large p, this algorithm is asymptotically the fastest known. However, it appears to be quite impractical, and our experience indicates that it will be slower than the null-space method for n up to at least several thousands.
Kaltofen and Lobo introduced a black-box variant of the null-space method 9] by applying Wiedemann's linear system solving techniques 22] to the null-space method. The black-box variant can be implemented in a variety of ways, achieving a variety of simultaneous time/space bounds (including those of the above three methods).
Kaltofen and Shoup introduced a baby step/giant step technique 11] that can be applied to either the degree-separation method or the black-box variant of the null-space method. This new method yields a factoring algorithm that for small p is asymptotically the fastest known, using O(n 1:82 log p) scalar operations. This technique can also be used to obtain an algorithm|appropriate for large p|that uses O(n 2:5 + M(n) log n log p) scalar operations and space for O(n 1:5 ) scalars. Our main goal is to demonstrate that this new algorithm is quite practical, in that it runs faster than the null-space method for reasonably small n, and|perhaps more signi cantly|requires much less space than the null-space method. 
Empirical results
We brie y summarize here our empirical results; more details are to be found later in the paper.
Von zur Gathen 20] has suggested a \polynomial factorization challenge" consisting of a family of benchmarks for polynomial factorization algorithms. For each n, von zur Gathen's nth benchmark consists of a degree n polynomial modulo an (n + 2)-bit prime. The benchmarks are chosen so that they are easy to describe and to generate, but yet appear to behave as \generic" inputs. In response to von zur Gathen's challenge, Monagan 16] implemented the null-space method in Maple on a DEC station 3100. The largest of von zur Gathen's benchmarks reported to be factored in 16] was the n = 200 benchmark, which took approximately 27 hours. In contrast, on a Sun SPARC-station ELC, whose performance is roughly similar to that of the DEC station 3100, we factored this same polynomial in 8.3 minutes with the baby step/giant step method, and 10.2 minutes using our implementation of the null-space method.
Also, the MAGMA computer algebra system was used to factor the n = 300 benchmark 3]. This was done using an implementation of the null-space method on a Sun MP670, which is somewhat faster than our SPARC-station ELC. The total running time was 110 hours. On our SPARC-station ELC, the running time for the baby step/giant step method on this input was 48 minutes, and for our implementation of the null-space method, 70 minutes.
We propose in this paper a new set of benchmarks that is in the same spirit as von zur Gathen's,
but we correct what we believe is a slight technical de ciency. Our benchmark number n consists of a degree n polynomial modulo an n-bit prime. We ran our implementations of the baby step/giant step method and of the null-space method on several of these benchmarks, using a Sun SPARCstation ELC. The running-time and space requirements are shown in Table 1 . Running times are reported as hours h minutes 0 seconds 00 . Space is reported in terms of megabytes (MB) of main memory. For n = 1024, the space requirement of the null-space method exceeded that available on any of our machines|in our implementation, the space requirement would exceed 300 MB. For comparison, we also include in Table 1 the running time of the built-in factorization routine in Maple for n = 64 and n = 128. That routine uses the degree-separation method.
At a late stage in this project, we obtained access to a Sun SPARC-station 10, which is between 2 and 3 times faster than the ELC. This machine also has more memory (100 MB) than any of the ELC workstations we had available (16{64 MB). Using this machine, we obtained corresponding data, which we report in Table 2 . It was only on this machine that the n = 2048 benchmark was factored. The discrepancy between the space used in the baby step/giant step method for n = 1024 in the two data sets is due to a di erent time/space trade-o that was made.
In implementing the new factoring algorithm, we have developed a very portable software library for polynomial arithmetic which utilizes fast methods for polynomial multiplication. This software has proven very useful in other contexts. For example, this software has been used to count the number of points over F p where p is a 914-bit (375 decimal digit) prime in a week's time on a network of workstations, which represents the state of the art for this problem. These results are reported in 13].
Overview of algorithm
We now present an overview of the new algorithm. While it is possible to apply the baby step/giant step technique to either the null-space or the degree-separation methods, we work only with the degree-separation method, as our experience indicates that this is a slightly more practical approach. The degree-separation method has three basic steps: square-free factorization Partially factor a given polynomial into a product of square-free factors.
distinct-degree factorization Partially factor a given square-free polynomial into a product of factors, where each factor is the product of irreducibles all of the same degree (and this degree is also part of the output).
equal-degree factorization Given a square-free polynomial whose irreducible factors all have the same degree, along with that degree, factor it into irreducibles.
Using an algorithm of Yun 23] , the square-free factorization stage can be accomplished essentially in the time to compute a GCD. Using the recursive \Half-GCD" method (see 1, Chapter 8]), this takes O(M(n) log n) scalar operations. The space requirement is O(n) scalars. We do not discuss this any further in this paper.
Using the new baby step/giant step technique, distinct-degree factorization can be implemented so as to use O(n 2:5 + M(n) log p) scalar operations and space for O(n 1:5 ) scalars, where the implied constants in both the space and time estimates are quite small, making this quite practical. This method is described in x2.
For the equal-degree factorization step, we apply the fast trace computation technique of 21]; this is discussed in x3. This stage of the algorithm uses in the worst case O(n 2 log n + M(n) log n log p) scalar operations and space for O(n 1:5 ) scalars. Again, the implied constants here are quite small. Note that for a random input, the number of irreducible factors at this stage will likely be 1, in which case no work is required, or 2, in which case the above running-time estimate drops to O(n 2 log n + log p):
The other sections of this paper are organized as follows.
In x4 we present an algorithm for computing minimum polynomials over F p of elements in polynomial quotient rings over F p . This problem appears as a sub-task in factoring algorithms, but our results here may be of independent interest as well.
In x5, we discuss the particular variant of the null-space method that we implemented. In xx6 and 7 we discuss the algorithms that were employed for arithmetic in F p and F p x].
Our algorithms for polynomial arithmetic use the FFT, and are much faster than the \classical" methods. In x8, we discuss some of the implementation details of long-integer arithmetic and related problems. We certainly do not claim that all of the techniques in xx6-8 are original. Similar work has also been done by others (see Montgomery 17] in the context of integer factorization, and Morain 18] in the context of counting points on elliptic curves).
In x9, we discuss the results of timing experiments with our software, including a precise description of our factoring benchmarks.
In x10, we make some concluding remarks, including a brief discussion of the application of the baby step/giant step technique to the black-box variant of the null-space method, as well as the use of classical polynomial arithmetic. Step 5 Initialize f 1 ; : : :; f n to 1, and then do the following: f f for j 1 to m do g gcd(f ; I j ); f f =g for i `? 1 down to 0 do f`j ?i gcd(g; H j ? h i ); g g=f`j ?i if f 6 = 1 then f deg(f ) f That concludes the high-level description of the new distinct-degree factorization algorithm.
The correctness of this algorithm follows easily from the fact that for 1 j m, gcd(f; I j ) is equal to the product of those irreducible factors of f whose degree divides an integer lying in the interval j`? (`? 1); j`].
Modular Composition
Using the fast conjugation technique, it is possible to show that the new distinct-degree factorization algorithm can be implemented so as to use O(nM(n) log n + M(n) log p) . However, the space requirement grows with t; if space should become a problem, and if polynomial multiplication is reasonably fast (as it is in our implementation), one can scale back the parameter t without degrading the time performance signi cantly.
Note that more generally if we are computing g(h) mod f, and we allow g to have arbitrary degree m?1, we can utilize the same method as described above using mn scalar multiplications and additions, t + m=t multiplications mod f, and space for tn scalars. Here, t is a parameter with 1 t m.
Saving space
To reduce main-memory requirements of the distinct-degree factorization algorithm, we proceed as follows. In Step 1, we compute the h i 's one at a time as described above, and write them to disk. This avoids keeping all of the h i 's and the power table for the modular compositions in main memory at the same time.
We do the same thing in computing the H j 's in Step 3. Steps 4 and 5 are interleaved, so that I j is computed at the beginning of the jth iteration in the outer loop of Step 5.
At the beginning of combined Step 4/5, we read in all of the h i 's from disk. Each H j needs to be read in once when it is needed. Thus, if t is the table-size parameter in the modular-composition algorithm in Steps 2 and 3, the main-memory space requirement will be n max(t; p n=2) scalars. Disk space is needed for n p 2n scalars, and each such element is written to disk once, and read from disk once.
In Steps 2 and 3, the default size for the parameter t in our implementation is 2bn 1=2 c. This was overridden in our experiments when space became a serious concern: in the n = 1024 case in Table 1 , where we set t = 25, and in the n = 2048 case in Table 2 , where we set t = 64.
Reducing the number of GCD computations
In Step 5, we need to compute many GCD's (most of which will yield 1). We can reduce the time spent in this step by reducing the total number of GCD computations.
To do this, we employ the following \blocking" technique. For example, in the outer loop in
Step 5, we compute the product P of I 1 through I b mod f , where b is a parameter, and we then compute gcd(P; f ). If this is not 1, we then go back and take individual GCD's. Then we compute the product of the next block of b I j 's, and so on. If b is not too large, most of the computations gcd(P; f ) will yield 1, so we will e ectively trade b (expensive) GCD computations for 1 GCD plus b (cheap) polynomial multiplications mod f . This technique requires space for an extra bn scalars, since we have to bu er the I j 's. A similar blocking technique is used in the inner loop of Step 5. In our experiments, we found that by choosing b = 4, the time spent computing GCD's was reduced to a very small fraction of the total running time.
3 Equal-Degree Factorization
We assume that we are given f 2 F p x] of degree n, and an integer d, where f is the product of r = n=d distinct irreducibles each of degree d. We also assume we are given x p mod f (this is computed already in the distinct-degree factorization algorithm). We want to completely factor f into irreducibles. Trace Computation Choose a random polynomial g 2 F p x] of degree less than n, and compute
Factor Extraction Using h computed above, compute a factorization of f.
The output from the factor extraction step may not be a complete factorization; that depends on the choice of g in the trace computation step. However, with probability at least 1 ? r 2 =p, the factorization will be complete; if it is not (which we can detect trivially, knowing d and r), we can repeat the algorithm. For the large values of p we are mainly considering in this paper, this is not a serious issue.
We discuss the Trace Computation step next, and the Factor Extraction step in x3.2.
Trace Computation
In 21], a fast trace computation technique was introduced. It was observed that for nonnegative integers a and b, T a+b = T a (x p b ) + T b : This leads to a repeated-squaring type of algorithm for computing T k (g) mod f using O(log k) modular compositions. Algorithm 5.2 in 21] is such an algorithm. We describe here an algorithm that is slightly more e cient.
The inputs are the integer k, and the polynomials g, f, and (x p mod f). Let Each iteration of the loop, we perform either 2 or 3 compositions mod f, where all compositions have the same argument u. This is convenient, as then we need to build just one power table per loop iteration, cutting down signi cantly on the running time.
In comparison, Algorithm 5.2 in 21], computes (per loop iteration) either 2 compositions with the same argument, or 4 compositions with two di erent arguments. As modular composition is quite expensive, our algorithm leads to a signi cant savings.
Factor Extraction
We assume we are given a polynomial f 2 F p x] of degree n, and an integer d such that f is squarefree with r = n=d irreducible factors each of degree d. We also assume we are given h = T d (g) mod f for randomly chosen g 2 F p x], with deg(g) < n. We also explicitly assume at this point that p > 2.
Suppose f = f 1 : : :f r is the factorization of f into irreducibles. Then by the Chinese Remainder Theorem, we have an isomorphism of F p -algebras
that maps a 2 F p onto (a; a; : : :; a).
Let B be the sub-algebra of F p x]=(f) that maps onto L r i=1 F p via this isomorphism. The only property of h that we will use is that it is a random element in B. That is, h maps onto an element (a 1 ; : : :; a r ) 2
where each \component" a i of h is a random element of F p . With probability at least 1 ? r 2 =p, these components will be mutually distinct. Assume for now that these components are indeed distinct. We can proceed in one of two di erent ways to factor f.
The simple extraction method In this method, we select b 2 F p at random, and compute
which can be done using O(M(n)(log p + log n)) scalar operations. We expect (for random b) that this will split f into two factors, each with roughly the same number of factors. We can then recursively apply this technique on the two factors.
It follows that the expected total cost of the recursion is O(M(n) log r(log p + log n)) scalar operations (see, e.g., 21, Lemma 4.1] for a detailed analysis of this type of recursion).
The minimum-polynomial extraction method This method avoids the costly computation of a (p?1)=2-th power modulo f, and for small r (which is expected on random inputs) is signi cantly faster than the simple extraction method. This method proceeds as follows.
First, we compute the minimum polynomial h 2 F p x] of h modulo f; that is, we compute the monic polynomial h of least degree such that h (h) 0 (mod f). One can easily see that
We can obtain h at essentially the same cost as composing a degree 2r polynomial with h mod f, namely O(r 1=2 M(n) + rn) scalar operations and space for O(r 1=2 n) scalars; this is explained in x4.
Having f, h, and h as prescribed, we proceed recursively as follows. We choose b 2 F p at random and compute It is clear that for small r, which is typical for random inputs, the minimum-polynomial extraction method is much faster than the simple extraction method of factor extraction. Indeed, when r = 2, the minimum-polynomial method takes O(log p+M(n) log n) scalar operations, whereas the simple extraction method takes O(M(n)(log p + log n)) scalar operations.
We have been assuming that the polynomial h computed in the trace computation step has r distinct components a 1 ; : : :; a r . If this is not the case, either of the above methods for factor extraction can be easily modi ed so as to detect this situation, and to return just a partial factorization of f. We omit the details of this.
Computing Minimum Polynomials
In this section, we consider the following problem. Let f; h 2 F p x] with n = deg(f) > deg(h).
The problem is to compute the minimum polynomial h of h modulo f, i.e., the nonzero, monic polynomial h of least degree such that h (h) 0 (mod f). We assume also that we are given an upper bound m on the degree of h ; if not, one can always choose the trivial upper bound m = n.
This problem arose in x3, but is perhaps of more general interest as well.
An obvious approach is to compute the powers h i mod f, for 0 i m, and nd a linear relation using Gaussian elimination. For large m this is quite costly, requiring O(mM(n) + m 2 n) scalar operations and space for O(nm) scalars.
An asymptotically faster and more space-e cient approach is described in Shoup 19] Berlekamp-Massey Using the output from the previous step, compute the minimal polynomial of the sequence fu i g i 0 , which is a linearly-generated sequence whose minimal polynomial divides h . This is the well-known \Berlekamp-Massey problem" from coding theory. In the power-projection step, the random map R is chosen by simply choosing random elements r i from F p for 0 i < n, and de ning R(x i mod f) = r i .
In the Berlekamp-Massey step, the output polynomial will depend on the random choices made in the rst step. The \success" probability that the algorithm correctly outputs the polynomial h can be bounded from below in two di erent ways: this probability is at least 1 ? m=p 10], which is a useful bound when p is large with respect to m; for small p, this probability is bounded from below by a constant times 1=dlog p me 22] .
The Berlekamp-Massey step can be carried out with essentially a GCD computation, taking O(M(m) log m) scalar operations 8] . If the resulting polynomial has degree less than m, we can test if it actually annihilates h using the modular-composition algorithm.
Power Projection
It remains to discuss the implementation of the power projection step. Let us consider the general problem of computing u i = R(h i mod f) for 0 < i < k, for an arbitrary k, and for an arbitrary linear projection R. The obvious way is simply to compute successive powers of h mod f, and project them using R. This takes k multiplications mod f, and nk scalar multiplications and additions.
We shall describe describe a much faster power projection algorithm that uses 2 p k multiplications mod f, nk scalar multiplications and additions, and space for n p k scalars. But rst, we make the following observation.
Consider the k n matrix representing the F p -linear map R 7 ! (R(h i mod f)) k?1 i=0 :
The transpose of this matrix represents the linear map g 7 ! g(h) mod f; where g 2 F p x] has degree less than k. This is just the modular-composition problem. By the \transposition principle" 12], under certain technical restrictions, an algorithm for modular composition can be transformed into one with the same time complexity for power projection. Thus, the power projection problem might also be called the transposed modular-composition problem.
The transposition principle is very useful for proving the existence of algorithms, but actually coming up with an explicit, practical algorithm requires a bit more e ort. We begin by de ning a sub-task employed by our power projection algorithm, which we call transposed modular multiplication.
For an arbitrary polynomial g 2 F p x] of degree less than n, let can perform a modular multiplication. In x7.5 we give an explicit algorithm for the transposed modular-multiplication problem, which theoretically and empirically is just as fast as our algorithm for modular multiplication. Thus, we assume at this point that solving one instance of this sub-task has the same cost as one multiplication mod f. Now we can easily describe our algorithm for computing u i = R(h i mod f) for 0 i < k. As in the modular-composition algorithm, we have a parameter t, 1 Since we are comparing the new factoring algorithm with Berlekamp's null-space method, we need to specify exactly which version of the null-space method we have implemented. We believe that in the case we are mainly interested in, where p is large, the version we describe here is the most e cient possible.
Assume that the input polynomial f 2 F p x] has degree n and is already square-free.
The idea behind the algorithm is the following. Suppose f = f 1 f r is the factorization of f. As in x3, we have an isomorphism
F p , which has dimension r over F p . As in x3, our main goal is to nd a random element in B. As B is the kernel of the F p -linear map on F p x]=(f) that sends u 2 F p x]=(f) to u p ? u, this can be accomplished by standard techniques in linear algebra. Once we have a random element in B, we can proceed with a factor extraction procedure as in x3.
Here are the details.
Step 1 Compute h = x p mod f via a repeated-squaring algorithm.
Step 2 Build the n n matrix Q = (h 0 mod fj jh n?1 mod f) ? I n ;
where each polynomial is expressed as a column vector whose entries are the corresponding coe cients of the polynomial, and I n is the n n identity matrix.
Step 3 Diagonalize Q using Gaussian elimination, producing an upper row-echelon matrix. Among other things, at this stage we discover r.
Step 4 Compute a random element in B by a back-substitution procedure using the upper rowechelon matrix from Step 3, substituting random elements in F p for the free variables.
Step 5 Apply one of the factor extraction algorithms in x3.2 using the random element in B computed in Step 4.
Steps 4 and 5 may have to be repeated to get a complete factorization; however, for large p, this will happen with negligible probability.
Asymptotically, the algorithm uses in the worst case O(n 3 + M(n) log n log p) scalar operations. However, if r is small as is typical for random inputs, say r = O(n= log n), then the algorithm uses just O(n 3 + M(n) log p) scalar operations, as the cost of Step 5 is then dominated by the cost of the other steps of the algorithm.
The algorithm always uses space for n 2 scalars.
Arithmetic in F p
Elements in F p are represented in our implementation as integers between 0 and p ?1. Addition of elements in F p costs one addition of log 2 p bit numbers, followed by a comparison and possibly a subtraction. Subtraction in F p is handled similarly. A single multiplication in F p is implemented as a multiplication of log 2 p bit numbers, followed by a reduction of a 2 log 2 p bit number modulo a log 2 p bit number.
In many situations, we need to compute a sum of products, such as S = P n i=1 a i b i ; where the a i 's and b i 's are elements in F p . In such a situation, we use the more e cient \lazy reduction" strategy: we compute each integer product, accumulate the log 2 n+2 log 2 p bit sum, and perform just one reduction mod p at the end.
This situation arises, for example, in the modular-composition algorithm (x2.1), and in our power-projection algorithm (x4.1), as well as in the classical algorithms for polynomial multiplication and division (which are used only for polynomials of very small degree, see x7).
A similar situation arises in using Gaussian elimination (in the null-space method) to transform an n n matrix into row-echelon form. Here, we have to perform n 3 =3 scalar additions and multiplications, and n scalar divisions. We use the lazy reduction strategy here as well, performing Gaussian elimination as usual, but only reducing a number mod p when it is involved in either a zero test or a multiplication. This reduces number of reduction steps from n 3 =3 to O(n 2 ), e ectively cutting the running time of Gaussian elimination by about half. However, for this we pay a price: the space requirement for the matrix is e ectively doubled, as we have to store n 2 integers, each with log 2 n + 2 log 2 p bits, rather than log 2 p bits.
Arithmetic in F p x]
In our implementation, classical algorithms for polynomial multiplication and division are used only for polynomials of very small degree (less than degree 30 or so). For larger polynomials, we use the following much faster FFT-based method.
Suppose that all polynomials involved in a multiplication or division have degree less than 2 M .
We choose a set of \FFT-primes" q 1 ; : : :; q`, such that 2 M+1 j q i ? 1 for 1 i `, and
The product P = Q`i =1 q i is larger than 2 M+1 p 2 .
To multiply two polynomials g; h 2 F p x], we rst reduce each coe cient (which are integers between 0 and p ? 1) modulo each of the FFT-primes primes q 1 ; : : :; q`, obtaining polynomials g i ; h i 2 F q i x] for 1 1 `. Secondly, we compute u i = g i h i using the FFT (hence the rst condition above). Finally, we apply the Chinese Remainder Theorem coe cient-wise to obtain integers in the interval (?P=2; P=2), and then reduce mod p to obtain the coe cients of the product u = g h 2 F p x] (hence the second condition above).
In the remainder of this section, we describe more carefully our algorithms for polynomial multiplication and related operations. We shall measure the complexity of our algorithms for polynomial arithmetic in terms of the following three basic steps. RED-step We de ne one RED-step as the operation of reducing one integer between 0 and p ? 1 modulo each of the`FFT-primes.
CRT-step We de ne one CRT-step as the operation of applying the Chinese Remainder Theorem to residues modulo q 1 ; : : :; q`, and reducing the result modulo p.
FFT-step In the standard iterative implementation of the FFT (see 6, Chapter 32]), the basic arithmetic step is the following \butter y" operation: (s; t) (u + v w; u ? v w):
We de ne one FFT-step as the operation of executing one such butter y operation for all of the`FFT-primes.
Details of the choice of FFT-primes and the implementation of these three basic operations are described in x8. We remark here only that the FFT-primes are \single precision" integers, i.e., they t in a single machine word (typically 32 bits wide).
To describe our algorithms precisely, we introduce some notation. For 0 k M + 1 and for 1 i `, there exists a primitive 2 k -th root of unity in F q i , which we denote by ! ik . We assume that ! i(k?1) = ! With this notation, we can describe our polynomial-multiplication algorithm and its complexity quite concisely. The input consists of two polynomials g; h 2 F p x] of degree at most n ? 1. Let k = dlog 2 ne. We compute the product u = g h as follows:
The cost of this algorithm is 2n RED-steps, 2n CRT-steps, and 3 2 k k FFT-steps. Squaring, of course, can be performed faster than multiplication. We can compute u = g 2 as follows:
The cost of this algorithm is n RED-steps, 2n CRT-steps, and 2 2 k k FFT-steps.
Polynomial Division
We next consider the following problem. Given a polynomial f 2 F p x] of degree n, and a polynomial G 2 F p x] of degree less than 2n, compute polynomials q and r in F p x], both of degree less than n, such that G = qf + r. This then gives us the following algorithm. The input consists of f and G as above. Let k = dlog 2 ne. We assume that we also have the following pre-computed values as input:
To compute the quotient q and remainder r, we execute the following steps: which is valid, since we know that deg(r) < n 2 k .
The cost of this algorithm is:
2n RED-steps, 2n CRT-steps, and 3 2 k k FFT-steps. The reason for pre-computing on S 1 and S 2 is that in many applications (including polynomial factorization algorithms), the polynomial f is held xed for many division operations, and hence it makes sense to pre-compute the values S 1 and S 2 , which depend only on f. With this preconditioning, the cost of division with remainder is essentially the same as that of multiplying two polynomials of degree less than n.
Computing Polynomial Inverses
To complete the algorithm in the previous subsection, we need to specify how to solve the following problem. Given a polynomial h 2 F p x] of degree less than n with nonzero constant term, compute h ?1 mod x n , where h ?1 is the inverse of h in the ring F p x]] of formal power series.
Assume that n = 2 k for some k (if not, pad the input). We can perform this operation using Here, h i h ?1 (mod x 2 i ); and so h k is the quantity we want to compute. The following relationship, which follows from an easy calculation, allows us to compute h i from h i?1 more e ciently than a direct application of the above formulas. Let us rst analyze the cost of each loop iteration. To compute h i from h i?1 , this comes to 2 i RED-steps, 2 i CRT-steps, and 5 2 i?1 i FFT-steps. This implies that the total cost of computing h ?1 mod x n , where n = 2 k , is 3n RED-steps, 2n CRT-steps, and 5 2 k k FFT-steps. This is no more than 5=3 the cost of multiplying polynomials of degree less than n.
Note that the number of RED-steps can easily be reduced from 3n to 2n, since the rst 2 i?1 terms of h i agree with those of h i?1 , and the above algorithm redundantly performs the RED-step on the same coe cients many times. We did not implement this particular optimization.
Note also that in practice, one performs an iterative inversion algorithm to get the rst few terms of h ?1 before applying the Newton iteration.
Modular Squaring
Let f 2 F p x] be of degree n, and g 2 F p x] be of degree less than n. We want to compute g 2 mod f.
This operation is of central importance and should be performed as fast as possible. For example, the cost of computing x p mod f using a repeated-squaring algorithm that examines the bits of p from high-order to low-order is log 2 p squarings mod f, plus no more than log 2 p multiplications by x mod f (which are essentially free). Thus, almost all of the time used to compute x p mod f is spent computing squares mod f.
We could simply combine the algorithms we have for squaring and division with remainder (pre-conditioned on f). This yields an algorithm for squaring mod f that uses 3n RED-steps, 4n CRT-steps, and 5 2 k k FFT-steps, where k = dlog 2 ne.
We can in fact reduce the number of CRT-steps from 4n to 3n (e ectively eliminating the application of CRT-steps to the lower-half of g 2 ) using the following modular-squaring algorithm. As in our division with remainder algorithm, we assume we have pre-computed the residue tables S 1 and S 2 associated with f (de ned in x7.1). To The cost of this algorithm is 3n RED-steps, 3n CRT-steps, and 5 2 k k FFT-steps.
Pre-conditioned Modular Multiplication
Let f 2 F p x] be of degree n, and let g; h 2 F p x] be of degree less than n. In many situations, we want to compute r = gh mod f, where not only f but also h remain xed for many such computations. Examples of this include the construction of the matrix Q in the null-space method (x5), and our algorithm for modular composition (x2.1). Like modular squaring, this operation is of central importance, and hence should be as fast as possible. If we just apply directly our algorithms for polynomial multiplication and division with remainder, we obtain an algorithm that uses 4n RED-steps, 4n CRT-steps, and 6 2 k k FFT-steps, where k = dlog 2 ne.
Using a trick similar to that used in our modular-squaring algorithm, we can reduce the number of CRT-steps from 4n to 3n. However, much greater savings can be attained if we pre-condition on h. More precisely, in addition to the usual residue tables S 1 and S 2 associated with f (de ned in x7.1), we pre-compute: S 3 = FFT(RED k+1 (b(h RECIP(f))=x n c));
The following algorithm performs this pre-conditioning (given S 1 and S 2 ): The cost of this algorithm is 2n RED-steps, 2n CRT-steps, and 3 2 k k FFT-steps; that is, about the same as the cost of a simple multiplication of two polynomials of degree less than n, and about half the cost of a multiplication mod f without pre-conditioning on h. Also note that the cost of pre-conditioning plus the cost of performing the pre-conditioned multiply is the same as that of performing a multiply mod f without pre-conditioning; therefore, it is faster to use this technique even if the same polynomial h is involved in just two multiplies mod f.
Transposed Modular Multiplication
In x4.1, the following problem arose. Let f 2 F p x] be a polynomial of degree n, h 2 F p x] a polynomial of degree less than n. Let In the previous subsection, we presented an algorithm for the problem of applying A to a given vector. Generally, any circuit that computes the map A can essentially be reversed to compute the transpose map A T (see, e.g., 12]). Using this transformation technique, we have derived from our pre-conditioned modular-multiplication algorithm the following algorithm for applying A T to a vector; we o er no other proof of correctness other than the validity of this transformation technique (and the fact that it does indeed work in practice).
Let k = dlog 2 ne. We pre-condition on h, so we assume we have the residue tables S 1 ; S 2 (de ned in x7.1) and the residue tables S 3 ; S 4 (de ned in x7.4). The input is taken to be the coe cient vector of a polynomial g 2 F p x] of degree less than n. The output is taken to be the coe cient vector of a polynomial u 2 F p x]. The algorithm runs as follows: Just as the pre-conditioned modular-multiplication algorithm, this algorithm uses 2n RED-steps, 2n CRT-steps, and 3 2 k k FFT-steps.
Computing GCD's
For large n, we use an asymptotically fast GCD algorithm, based on the \Half-GCD" algorithm in 1, Chapter 8]. We do not present any of the details here; we only mention that in implementing this algorithm, many of the same types of optimizations can be exploited that were exploited in the previous subsections to speed the algorithm signi cantly.
Software Techniques
In this section, we describe some of the design details of the most performance-critical software in our implementation, taking into account characteristics common to many currently available architectures and compilers. All of our software is written in C and C++. One of our goals in this implementation was to write code that is highly portable, while still attaining reasonable performance.
Multi-precision arithmetic
To implement multi-precision arithmetic, we used a customized version of LIP, a C software library for multi-precision arithmetic written by Arjen Lenstra 14] . The default version of LIP is highly portable. However, by setting a ag at compile time, an alternative set of routines is used that is a bit less portable than the default, but on many machines is quite a bit faster. The code for the alternative version was designed by Roger Golliver, Arjen Lenstra, and this author.
For concreteness, we assume that the machine on which the software runs has 32-bit twoscomplement integer arithmetic and 64-bit double-precision IEEE oating point (which has 52 explicit bits of mantissa plus 1 implicit bit). It is also assumed that integer over ow is ignored. These The code fragment in Figure 1 , written in C++, shows how this is accomplished in the default version of LIP.
The routine AddMul0 computes hi and lo such that hi 2 30 + lo = a b + c + d: The value lo is computed directly using one integer multiply. The value hi is computed using oating-point arithmetic; the oating-point value computed will be very close to an integer, and adding 0:25 and either rounding down or towards zero will yield the correct value of hi.
The routine AddMul computes A A + B s, where B has n base R digits. Any carry-out is returned as the function value.
In the alternative version of LIP, we choose the radix R = 2
26
. This allows us to directly compute a 52-bit product in oating point. The only tricky part is e ciently extracting the loworder and high-order 26 bits of this product. We use the following method. First, we add the to the product. As we are assuming the IEEE oating-point standard, this has the e ect of justifying the bits so that the low-order bit of the product appears as the low-order bit of the mantissa. Next, we simply extract the two words composing the oating-point number using C's union construct. This is inherently non-portable, but does indeed work across a wide variety of architectures and compilers (including SPARC, MIPS, IBM RS/6000, DEC VAX, and Intel 486 architectures). Figure 2 shows the code for the alternative version of AddMul0. The routine extract returns the high-order and low-order 26-bits of the 52 explicit mantissa bits of x. The routine add adds the number a to the double-precision integer (hi; lo).
This version of AddMul0 uses just one oating-point multiply, as opposed to two oating-point multiplies and one integer multiply in the default version. Depending on the \endian"-ness of the machine, the roles of y.rep 0] and y. rep 1] in extract may have to be reversed, which is accomplished with a compile-time ag.
Many machines (especially modern RISC processors, such as SPARC, MIPS, and RS/6000) have separate oating-point and integer units, allowing oating-point and integer operations to run in parallel. By making an explicit software pipeline that computes the next product during the same loop iteration in which the current product is being processed, a compiler with a reasonable optimizer can schedule the instructions so as to take advantage of this parallelism. Figure 3 shows the pipelined version of AddMul. From our experience, it is indeed necessary to code this pipeline explicitly, as most compilers are unable or unwilling to perform this optimization automatically.
The alternative version of LIP makes use of this pipelined code, and in many cases (depending on the machine and the compiler) leads to a 25%-33% reduction in running time over the unpipelined version for long-integer multiplication, and in any case never seems to run slower. , we use the routine in Figure 4 , which rst computes an approximate quotient q using oating-point, which may be o by 1, and then computes r = ab ? qc modulo 2 32 (since we are assuming twos-complement integer arithmetic with no over ow). In our application, c remains xed for many such operations, in which case we use an alternative routine which is passed a oating-point approximation to c ?1 as a parameter, thus replacing an (expensive) division by a (less expensive) multiply. Moreover, one of the multiplicands, say b, is often xed for many such operations (this is the case in the inner loop of the FFT), and in this case we use an alternative routine which is passed a oating-point approximation to bc ?1 as a parameter, thus eliminating one multiplication entirely, so that one multiply mod c costs just one oating-point multiply and two integer multiplies.
For the alternative version of LIP, where R = 2
, we use the routine in Figure 5 . As above, when c remains xed, we pre-compute c ?1 and pass it as a parameter; in this case, the cost of a multiply mod c is three oating-point multiplies. 
Multi-precision/single-precision division
Another critical operation in our polynomial arithmetic algorithms is the reduction of a multiprecision number modulo a single-precision number.
The default 30-bit version of LIP does this as follows. The routine rem21 in Figure 6 shows how a double-precision integer (hi; lo) is reduced modulo a single-precision value c, assuming hi < c. By applying this routine repeatedly, we can easily reduce an arbitrary multi-precision number modulo c. For e ciency, we pre-compute c ?1 and use a version of the rem21 routine that takes this as a parameter, so as to avoid repeated divisions.
In the alternative version of LIP, where R = 2
26
, for each c that will be used in such an operation (i.e., all of the FFT-primes q 1 ; : : :; q`), we pre-compute a table of powers r 0 = 1; r 1 = (R mod c); r 2 = (R 2 mod c); : : :;
and then to reduce a number P i d i R i modulo c, we compute the sum S = P i d i r i as a tripleprecision integer using the same extraction and pipelining techniques as described in x8.1. Then we reduce the sum S mod c with two applications of a 26-bit version of the rem21 routine described above.
Chinese Remaindering
The nal critical sub-task in our polynomial arithmetic over F p is the application of the Chinese Remainder Theorem. In our situation, we have`single-precision primes q 1 ; : : :; q`, and we are given integers a 1 ; : : :; a`such that 0 a i < q i for 1 i `. The task is to compute (a mod p), where a is the unique integer in the interval (?P=2; P=2), where P = Q q i , satisfying the congruences a a i (mod q i ) (1 i `):
As is standard, for 1 i `, we pre-compute z i as the multiplicative inverse of (P=q i ) mod q i , and we pre-compute the CRT-coe cients m i = z i (P=q i ).
Then to compute a, we could compute S = P i a i m i , and then reduce S modulo P, computing the residue of least absolute value, obtaining a. Once we have a, we could compute (a mod p).
The numbers m i (1 i `) and P are a little more than 2 log 2 p bits in length, and we avoid working with such large numbers in our implementation with the following technique, which in practice takes about half the time as the above method.
First of all, we assume that the solution a to the system of congruences satis es a 2 (?P=4; P=4).
Enforcing this assumption requires us to increase the required lower bound on the product P by 1 bit when selecting the FFT-primes. This assumption implies that the distance between S=P and its nearest integer is less than 1=4. We pre-compute (?P mod p), and for 1 i `, we also pre-compute (m i mod p) and a oating-point approximation to z i =q i . To compute (a mod p), we then compute and then reduce t mod p.
To compute t using the above formula, the rst sum requires`multiplies of single-precision and log 2 p bit numbers. The second sum is computed using` oating-point multiplies and additions.
Because of our assumption, the value of this sum is close to an integer, and so when we round to the nearest integer, the result will be correct, despite the round-o errors inherent in oating-point arithmetic.
Since t has just a few more than log 2 p bits, reducing t mod p is not very costly.
Experimental Results
In this section, we report the results of our experiments with our software. All of the timing results, except where explicitly noted, were obtained on a Sun SPARC-station ELC.
Multi-precision Arithmetic
We compared our multi-precision integer software (see x8) on several machines against hand-coded assembly. The machines we used were a Sun SPARC-station ELC, a Sun SPARC-station 10, and a Siemens-Nixdorf RW420, which has a MIPS R4000 processor. All of these machines have 32-bit RISC processors with fast oating-point units that run in parallel with the integer unit. The main di erence between the SPARC-ELC and SPARC-10, besides clock speed, is that the SPARC-10 has an integer multiply instruction (which computes the 64 bit product), whereas integer multiplication on the SPARC-ELC must be done in software. The MIPS processor also has an integer multiply instruction.
For the assembly-code, we used the software library libI (version 2.1), written by Ralf Dentzer 7] . This library is written in C, but contains highly optimized assembly-language code for the equivalent of our AddMul routine. For multi-precision integer multiplication, on these machines, libI is as fast or faster than just about any other available software.
As our benchmark, we simply multiply two random 100 digit (332 bit) numbers together, repeating this 200,000 times. The timing results for our benchmark are shown in Table 3 The running times show that on these machines, the explicit software pipeline in LIP-26 indeed has a signi cant impact on performance. They also show that the 26-bit alternative version of LIP is quite competitive with hand-coded assembly on these machines; indeed, LIP is even a little faster than libI on the SPARC-ELC.
All other timing results reported in this paper are based on the LIP-26 arithmetic.
Arithmetic in F p x]
In this subsection, we report timing results for our algorithms for polynomial arithmetic in F p x] (see x7). These results are reported in Tables 4, 5 , and 6. In each of these tables, for various n, operations were performed on polynomials over F p of degree near n, the di erence between the tables being the choice of p. In Table 4 , p is a random 100 digit (332 bit) prime, in Table 5 , p is a 200 digit (664 bit) prime, and in Table 6 , p varies with n, so that p is a random n bit prime.
Running times are reported in seconds. Operations that required only a very small amount of time were iterated several times, taking an average. For the various n, the following operations were performed using a random monic polynomial f 2 F p x] of degree n, two random polynomials g; h 2 F p x] of degree n ? 1, and one random polynomial G 2 F p x] of degree 2n ? 1. plain mul: compute g h with classical algorithm; mul: compute g h with FFT-based algorithm; also a timing breakdown is shown for the sub-tasks RED (reducing coe cients modulo the FFT-primes), CRT (applying the Chinese Remainder Theorem to the coe cients), and FFT (performing the FFT); mod f, pre-conditioned on f; plain GCD: compute gcd(f; g) with Euclid's algorithm; fast GCD: compute gcd(f; g) with the asymptotically fast \Half-GCD" algorithm.
Several conclusions can be inferred from this data. First of all, our FFT-based multiplication algorithm is signi cantly faster than classical multiplication, already at degree 64 (the cross-over is actually around 30). Second, the data veri es our analytical estimate that the operations mul, mul by h mod f, and transposed mul take very nearly the same amount of time. Third, the data shows that computing polynomial inverses takes less than 1:5 times the time of a polynomial multiplication, and a modular squaring takes a little more time, but still less than twice the time of a polynomial multiplication. This is in general agreement with our analytical estimates. Fourth, the data indicates that the asymptotically fast GCD algorithm does indeed run faster than Euclid's algorithm, but only for reasonably large n ( 256). We remark that in our implementation, for n 128, the plain GCD and fast GCD are really the same algorithm; that is why the running times are nearly identical. 
Modular Composition and Related Problems
Next we present timing results for modular composition (x2.1), minimum-polynomial computation (x4), and trace-map computation (x3.1). These are given in Table 7 . Time is reported in seconds.
For various values of n, a random n-bit prime p was chosen, and the following computations were performed using a random monic polynomial f 2 F p x] of degree n, and two random polynomials g; h 2 F p x] of degree n.
compose: compute g(h) mod f; min poly: compute the minimum polynomial of h modulo f; trace n/2: compute the trace map T n=2 (h) mod f, given x p mod f; trace n/2-1: compute the trace map T n=2?1 (h) mod f, given x p mod f.
In all cases, the power-table size was chosen so as to minimize the running time, except for the case n = 1024, where the size was limited to 25 polynomials to keep the space requirement small.
The reason for computing T d for both d = n=2 and d = n=2 ? 1 is that the running time for computing T d is highly sensitive to the number of 1-bits in d, and hence for n a power of two, the two choices of d re ect the best-case and worst-case inputs, respectively.
One interesting thing to note is the performance of our new minimum-polynomial algorithm in comparison with the technique of simply computing successive powers and nding a linear relation using Gaussian elimination. We have not implemented this latter method, but from our other timing data, we can reasonably estimate the corresponding running times for this algorithm as roughly 6; 64; 1; 100; 24; 800; 640; 000 seconds for the values of n in our table. Thus, our new algorithm is signi cantly faster than this method, and in fact uses much less space as well. One might also compare our new minimum-polynomial algorithm with one which is identical to ours, except that the power projection step is implemented naively. For example, in the case n = 1; 024, we estimate that such an algorithm would use about 91; 000 seconds just to compute successive powers mod f.
Factoring Polynomials
Finally, we present our timing data for polynomial factorization. Joachim von zur Gathen 20] has proposed a set of benchmarks by which to judge polynomial factorization algorithms. For every n, von zur Gathen's nth benchmark is to factor x n + x + 1 modulo the rst prime b2 n c. A drawback with this proposal is that one might feel encouraged to exploit the sparseness of the polynomial to speed things up.
We propose a di erent set of benchmarks that is in the same spirit as von zur Gathen's, but which corrects this drawback. De ne the sequence of integers a 0 ; a 1 ; a 2 ; : : :; by the recurrence a 0 = 1, and a i+1 = a 2 i + 1 for i 0. For n 2, de ne the polynomial
which is a monic polynomial of degree n. Also, de ne P n to be the rst prime b2 n?2 c, which is an n-bit prime. Our nth benchmark is to factor F n modulo P n .
Like von zur Gathen's proposed test problems, ours are easy to describe, easy to generate, and yet appear to behave as \generic" polynomials, as far as factoring is concerned. Our benchmarks also are a bit more aesthetically appealing, as P n has exactly n bits, rather than n + 2.
For powers of two between 64 and 2048, we have factored F n mod P n . All of these polynomials are square-free. Table 8 shows the degrees of the irreducible factors of these polynomials. Table 9 shows the time and space requirements for our implementation of the new algorithm and of the null-space method. Time is recorded in seconds, space in megabytes of main memory. For the new algorithm, in the baby step/giant step computation, for the modular compositions we used the default power-table size of 2b p nc, except for n = 1024, where we overrode the default and used a power-table size of only 25 so as to keep the space requirement reasonably small. We point out that Table 9 does not show the amount of disk space used by the new algorithm, which is generally bit more than the amount of main memory used. In the case n = 1024, for example, the new algorithm used about 15 MB disk space (this could easily be cut in half). Disk access time was not signi cant for the new algorithm, as the number of disk reads and writes is quite minimal. The null-space method does not explicitly use any external storage.
As the data shows, for n 128 the running times of the two algorithms are very similar. For n 256, the new algorithm starts to exhibit a signi cant advantage over the null-space method in terms of running time. However, more signi cant is the space advantage. Indeed, we were unable to run the null-space method on the n = 1024 benchmark on any of our machines due to space limitations: it would require over 300 MB to store the matrix in our implementation. One can, however, quite reasonably estimate the time to diagonalize the matrix as n=3 times the time to multiply two polynomials of degree n ? 1 using the classical algorithm. Using the data in Table 6 , this leads to an estimate of roughly 615,000 seconds to diagonalize the matrix in the n = 1024 benchmark.
The data for the null-space method also shows the advantage of the minimum-polynomial extraction method over the simple extraction method (see x3.2). The running time for the simple extraction method would have been larger than the running time for the x p computation, which is many times larger than the extraction time shown in the table. Some time after our original experiments were carried out, we obtained access to a Sun SPARCstation 10, which is between 2 and 3 times faster than the ELC, and also has more memory than the ELC. It was on the SPARC-10 that we factored the n = 2048 benchmark. The time and space results are reported in Table 10 . For the power-table size parameter in the new algorithm, we overrode the default only in the n = 2048 case, setting it to 64.
Another interesting family of factorization test cases are polynomials of the form f = f 1 f 2 , where f 1 and f 2 are distinct irreducible polynomials of the same degree, n=2. This class of problems is interesting for two reasons. First, it exhibits the worst-case behavior of the new algorithm, as we have to perform a complete distinct-degree factorization, followed by a very large equal-degree factorization problem. Second, in some situations we know that f is of this special form, or at least of the form f = f 1 : : :f r , where all the f i 's have the same degree, and in this case we can by-pass the distinct-degree factorization step altogether, and (after computing x p ) proceed directly to the equal-degree factorization stage.
When the equal-degree factorizer is applied to f = f 1 f 2 as above, almost all of the time is spent computing the trace map. The data in Table 7 tells us how long that would take for polynomials whose sizes are similar to those considered in that table.
We also made some empirical tests. Table 11 shows timing results for polynomials of the form f = f 1 f 2 , where n = deg(f). The primes were each 201-bits in length, and the polynomials f 1 and f 2 were generated randomly. For comparison, we also ran the null-space method|whose running time is fairly insensitive to the factorization pattern|on these inputs. The format of this table is the same as that of Table 9 , except that we have expanded the EDF row to show separately the time to compute the trace map and the time to perform factor extraction. Since the new algorithm exhibits extreme worst-case behavior on these inputs, the cross-over point relative to the null-space method is higher than is typical for random inputs. But notice that the new algorithm still uses signi cantly less space, which allowed us to factor the n = 1004 case with our algorithm, whereas the null-space method on this input would have exceeded the space limitations on our available machines. Also, if we knew f had this special form, we could subtract o the baby/giant steps time and the re ne time from the running time of the new algorithm. If we do this, this gives us running times of 67:7; 165:7; 578:1; 1; 760:8; 5; 928:3 seconds for the values of n in our table. So, for example, the new algorithm would be 3 times faster than the null-space method at n = 500. There are two nal topics upon which we brie y comment. The rst topic concerns application of the baby step/giant step technique to the black-box variant of the null-space method. We refer the reader to 11] for the details of how this is done. From a computational complexity point of view, the main di erence between the null-space approach and the degree-separation approach is the following: in a straightforward implementation, the nullspace approach would require between about 2 and 3 times as many modular compositions (or power projections) as the degree-separation approach; o setting this is the fact that the work done in the \re ne" steps of the distinct-degree factorizer (steps 4 and 5) does not need to be done in the null-space approach. Our experience indicates that (with our current knowledge) the degreeseparation approach is slightly more e cient than the null-space approach, in terms of both time and space.
The second topic concerns the use of classical, quadratic-time algorithms for polynomial arithmetic. While we believe our experimental results very clearly demonstrate the practical superiority of FFT arithmetic over classical arithmetic, it unfortunately seems likely that many general-purpose computer algebra systems will continue to use only classical arithmetic for some time to come. If classical algorithms are used, the new baby step/giant step technique, applied to the degreeseparation method, yields an algorithm that uses O(n 3 + n 2 log p) scalar operations, and space for O(n 1:5 ) scalars. This itself may be of some value, as it matches the running time for the classical implementation of the null-space method, while reducing the space complexity signi cantly. The n 3 term cannot be reduced by trading time for space, as the \re ne" steps of the distinct-degree factorizer must perform (n) polynomial multiplications. Indeed, under a \classical" e ciency metric, the re ne steps will dominate the running time of the algorithm. ) scalars, which beats the classical implementation of the null-space method in terms of both time and space.
We have not implemented the black-box variant of the null-space method, nor have we implemented any of the above factoring methods based on classical arithmetic. It may be useful to obtain some practical experience with these algorithms.
In conclusion, we believe our empirical results justify our claim that the new algorithm and its implementation allow much larger polynomials to be factored than was previously possible. We also believe that many of the techniques developed here can be applied to problems other than factoring polynomials over nite elds, and will be useful to other implementors of computer algebra software. In particular, we hope that our work will encourage implementors of generalpurpose computer algebra systems to implement FFT-based polynomial arithmetic.
