Abstract. We consider the at-the-money strike derivative of implied volatility as the maturity tends to zero. Our main results quantify the growth of the slope for infinite activity exponential Lévy models. As auxiliary results, we obtain the limiting values of short maturity digital call options, using Mellin transform asymptotics. Finally, we discuss when the at-the-money slope is consistent with the steepness of the smile wings, as given by Lee's moment formula.
Introduction
Recent years have seen an explosion of the literature on asymptotics of option prices and implied volatilities (see, e.g., [3, 17] for many references). Such results are of practical relevance for fast model calibration, qualitative model assessment, and parametrization design. The small-time behavior of the level of implied volatility in Lévy models (and generalizations) has been investigated in great detail [5, 12, 13, 14, 24, 29] . We, on the other hand, focus on the at-themoney slope of implied volatility, i.e., the strike derivative, and investigate its behavior as maturity becomes small. For diffusion models, there typically exists a limiting smile as the maturity tends to zero, and the limit slope is just the slope of this limit smile (e.g., for the Heston model, this follows from [10, Section 5] ). Our focus is, however, on exponential Lévy models. There is no limit smile here that one could differentiate, as the implied volatility blows up off-themoney [29] . In fact, this is a desirable feature, since in this way Lévy models are better suited to capture the steep short maturity smiles observed in the market. But it also implies that the limiting slope cannot be deduced directly from the behavior of implied volatility itself, and requires a separate analysis. (Note that a limiting smile does exist if maturity and log-moneyness tend to zero jointly in an appropriate way [23] . ) It turns out that the presence of a Brownian component has a decisive influence: Without it, the ATM slope explodes, of order T −1/2 . Our main results are on Lévy models with a Brownian component. Note that several studies [1, 2, 6] highlight the importance of the latter when fitting to historical data or option prices. The slope then tends to a finite limit, as in the diffusion case, although the smile still explodes off-the-money. From a practical point of view, the asymptotic slope is a useful ingredient for model calibration: E.g., if the market slope is negative, then a simple constraint on the model parameters forces the (asymptotic) model slope to be negative, too. Our numerical tests show that the sign of the slope is reliably identified by a first order asymptotic approximation, even if the maturity is not short at all. With our formulas, the asymptotic slope (and, of course, its sign) can be easily determined from the model parameters. For instance, the slope of the NIG (Normal Inverse Gaussian) model is positive if and only if the skewness parameter satisfies β > − . To obtain these results, we investigate the asymptotics of at-the-money digital calls; their relation to the implied volatility slope is well known. While, for Lévy processes X, the small-time behavior of the transition probabilities P[X T ≥ x] (in finance terms, digital call prices) has been well studied for x = X 0 (see, e.g., [15] and the references therein), not so much is known for x = X 0 . Still, first order asymptotics of P[X T ≥ X 0 ] are available, and this suffices if there is no Brownian component (Section 3). If the Lévy process has a Brownian component, then it is well known that lim
. In this case, it turns out that the second order term of P[X T ≥ X 0 ] is required to obtain the slope asymptotics. For this, we use a novel approach involving the Mellin transform (w.r.t. time) of the transition probability (Sections 5 and 6). We believe that this method is of wide applicability to other problems involving time asymptotics of Lévy processes, and hope to elaborate on it in future work. For instance, it could be used to establish small-time density asymptotics, leading to approximations for the convexity of the smile.
Finally, we consider the question whether a positive at-the-money slope requires the right smile wing to be the steeper one, and vice versa. Wing steepness refers to large-strike asymptotics here. It turns out that, for the infinite activity models we consider, this is indeed always the case. This results in a qualitative limitation on the smile shape that these models can produce.
To the best of our knowledge, the only other paper dealing with small-time Lévy slope asymptotics is the one by Andersen and Lipton [3] . Our main focus, however, is on models with a Brownian component, and the thus required second order results on ATM digitals (Section 6) seem to be novel.
Implied Volatility Slope and Digital Options with Small Maturity
We denote the underlying by S, normalized to S 0 = 1, and the pricing measure by P. W.l.o.g. the interest rate is set to zero, and so S is a P-martingale. The (Black-Scholes) implied volatility is the volatility that makes the Black-Scholes call price equal the call price with underlying S:
Since no explicit expression is known for σ imp (K, T ) (see [19] ), many authors have investigated approximations (see, e.g., the references in the introduction). If C(K, T ) is C 1 -smooth in K, then, by the implicit function theorem, the implied volatility slope has the representation
If the law of S T is absolutely continuous, we have
(Note that absolute continuity holds in all Lévy models of interest, see Theorem 27.4 in [27] .) We conclude that
This relation between implied volatility slope and digital calls is well known [18] . For K = S 0 = 1, inserting the explicit formulas for the Black-Scholes Vega and digital price, we can rewrite it as
where Φ and ϕ denote the standard Gaussian cdf and density, respectively. Under very mild assumptions [25] , which we take for granted throughout, the annualized implied volatility σ imp (K, T ) √ T tends to zero as T → 0. Using the expansion
we thus obtain, for T → 0, (2.1)
This is, of course, consistent with the small-moneyness expansion presented in [8] , where 2π/T 1 2 − P[S T ≥ K] appears as second order term (i.e., first derivative) of implied volatility.
The asymptotic relation (2.1) shows that, in order to obtain first order asymptotics for the at-the-money (ATM) slope, we need first order asymptotics for the ATM digital call price P[S T ≥ 1]. (Recall that S 0 = 1.) For models where
, we need the second order term of the digital call as well, and the first order term of σ imp (1, T ) √ T . The limiting value 1/2 for the ATM digital call is typical for diffusion models (see [20] ), and Lévy processes that contain a Brownian motion. For infinite activity models without diffusion component, P[S T ≥ 1] usually tends to a different value as T → 0.
From now on, we suppose that the underlying is S t = exp(X t ), where X t is a Lévy process with characteristic triplet (b, σ 2 , ν) and X 0 = 0. The moment
Lévy processes without a diffusion component
If the log-underlying X has no Brownian component, i.e., σ = 0, then ATM implied volatility slope asymptotics can be easily obtained from known results. We briefly discuss this in the present section. Typically, the limiting digital price lim T →0 P[X T ≥ 0] is different from 1 2 , and (2.1) then shows that the slope blows up with order T −1/2 . Proposition 1. Suppose that the Lévy process X has finite variation, and that
and the slope satisfies For the special case b = 0, one can appeal to a result of Fajardo (Theorem 3.1 in [11] ), which expresses the ATM digital price in terms of the implied volatility. It is in fact not limited to finite variation, and states that
The matter is thus reduced to implied volatility level asymptotics, which have been thoroughly studied, and are not our focus.
For processes of infinite variation, results of Rosenbaum and Tankov [26] can be invoked to evaluate the limit of P[X T ≥ 0]. For classes of Lévy processes including most of those commonly used in finance, they provide ε-rescalings that tend to α-stable processes as ε → 0. (No confusion should arise with the parameter α of the NIG model below.) By specializing their results, the limiting digital price can be computed. Let us exemplify this on the NIG (Normal Inverse Gaussian) model, with mgf
where δ > 0, α > max{β + 1, −β}. Since S is a martingale, we must have
By part 4 of Proposition 1 in [26] , the process ε −1 X εt converges in law to a 1-stable process X * . Therefore,
As for the last equality, note that the law of X * 1 is the Cauchy distribution with parameters b and δ. (The probability P[X * 1 ≥ 0] can also be computed for other values of α, by Theorem 1 in [7] .) Inserting this into (2.1) shows: Proposition 2. In the generic case b = 0, the implied volatility slope of the NIG model with σ = 0 satisfies
The mgf of the Meixner model is
, and 0 <â < π −b. (We follow the notation of Schoutens [28] , except that we denote the drift by b instead of m, and his parameters a, b, d byâ,b,d.) Analogously to Proposition 2, it is easy to show that
and hence the following result.
Proposition 3. In the generic case b = 0, the implied volatility slope of the Meixner model with σ = 0 satisfies
It is a straightforward matter to extend this reasoning to other Lévy models, and since our focus is on the case σ > 0, we omit the details. . Indeed, T −1/2 X T converges in distribution to a Gaussian random variable with variance σ 2 in this case [27] . (For further CLT-type results in this vein, see [9, 20] .) According to (2.1), implied volatility slope asymptotics then hinge on the second order term of P[X T ≥ 0]. Therefore, we cannot proceed as in Section 3, because the results of [26] are about convergence and do not yield higher order terms. The situation is easy for finite activity processes: Let X t = σW t + bt + N t , where N is a compound Poisson process and b = 0 (see the remark after Proposition 1 for the case b = 0). Conditioning on the first jump time τ , we find
Lévy jump diffusion models
and thus
By (2.1), and noting that σ imp → σ, we then obtain the finite limit
Note that this expression does depend on the parameters of the compound Poisson process N , because the drift b, fixed by the condition E[exp(X 1 )] = 1, depends on them. Moreover, (4.2) is consistent with the formal calculation of the variance slope lim [18] . We now proceed to our main results, which show that (4.2) persists for some infinite activity models in the generic case b = 0. We cannot just get rid of the jumps as in (4.1), and instead proceed by a Mellin transform approach.
General remarks on Mellin transform asymptotics
For further details and references on this technique, see e.g. [16] . The Mellin transform of a function H, locally integrable on (0, ∞), is defined by
Under appropriate growth conditions on H at zero and infinity, this integral defines an analytic function in an open vertical strip of the complex plane. The function H can be recovered from its transform by Mellin inversion:
where a is a real number in the strip of analyticity. For the validity of (5.1), it suffices that H is continuous and that y → (MH)(a + iy) is integrable. Denote by s 0 ∈ R the real part of the left boundary of the strip of analyticity. A typical situation in applications is that MH has a pole at s 0 , and admits a meromorphic extension to a left half-plane, with further poles at s 0 > s 1 > s 2 > . . . and growth estimates at ±i∞ which allow to shift the integration path in (5.1) to the left. We then collect the contribution of each pole by the residue theorem, and arrive at an expansion
Thus, the basic principle is that singularities s i are mapped to terms T −s i in the asymptotic expansion of H at zero. Simple poles of MH yield powers of T , whereas double poles produce an additional logarithmic factor log T , as seen from the expansion
Lévy processes with a diffusion component: Mellin transform asymptotics
The mgf M (z, T ) of X T is analytic in a strip z − < Re(z) < z + , given by the critical moments (6.1)
We will obtain asymptotic information on the transition probabilities (i.e., digital call prices) from the Fourier representation [22] 
where the real part of the vertical integration contour satisfies 1 < a < z + . We are going to analyze the asymptotic behavior of this integral, for T → 0, by computing its Mellin transform. Asymptotics of the probability (digital price) P[X T ≥ 0] are then evident from (6.3). The linearity of log M as a function of T enables us to evaluate the Mellin transform in semi-explicit form. Proof. The Mellin transform is well-defined for 0 < Re(s) < 1, since
To see this, note that As for the substitution T h(y) = u, note that h(y) may be non-real. It is easy to see, though, that Euler's integral still represents the gamma function if the integration is performed along any complex ray emanating from zero, as long as the ray stays in the right half-plane. The latter holds, since Re(h(y)) > 0.
We will now discuss the meromorphic continuation of the Mellin transform under certain assumptions, which will cover the NIG and Meixner models, and the CGMY model for 0 < Y < 1. 
Proof. By Lemma 4, we have (MH)(s) = Γ(s)F (s), where
It is well known that the gamma function is meromorphic with poles at the nonpositive integers. Moreover, it is clear from the properties of h that F is analytic for Re(s) > 0. For Re(s) = 0, the integral defining F does not converge. To continue F meromorphically, we observe that
and define the convergence-inducing meromorphic function
From the expansion
we see that the function
, and for 0 < Re(s) < 1 2 we have
We have thus established the meromorphic continuation of F to the half-plane Re(s) > − 1 2
. To continue F further, define the meromorphic function
sin π(1 − 2s) (6.8) and the compensated function
If c 2 = 0, then the function F 2 is analytic for
If c 2 = 0, on the other hand, then F 2 is analytic for −1 < Re(s) < 0. Clearly, we have
in the vertical strip − α − 1, respectively to Re(s) > −1 for c 2 = 0. To compute the residue at zero, note that F 1 (0) = 0, and so, by (6.7),
where γ is Euler's constant. The residue is straightforward to compute from (6.5) (with Mathematica, e.g.) and indeed has real part 1 2 π. Note that the logarithmic term log T , resulting from the double pole at zero, appears only in the imaginary part. Finally, from (6.8) and (6.9) we obtain
Recall that in the Normal Inverse Gaussian (NIG) model, the mgf of log-spot is
with δ > 0, α > max{β + 1, −β}. Since S is a martingale, b is given by
Theorem 6. For b = 0 and σ > 0, the ATM digital price in the NIG model satisfies
The implied volatility slope converges:
This limit is positive if and only if β > − .
Proof. Let a ∈ (1, α − β). Then we have
We may discard the summands that do not depend on y, since they yield a uniform factor 1 + O(T ) in the Fourier representation (6.3) of the digital price. Define 
. The residues at the poles also follow from Lemma 5:
See Figure 1 for a numerical example. Let us stress again that we identify the correct sign of the slope, while we find that explicit asymptotics do not approximate the value of the slope very accurately. Still, in the right panel of Figure 1 we have zoomed in at very short maturity to show that our approximation gives the asymptotically correct tangent in this example.
Theorem 7. For b = 0 and σ > 0, the ATM digital price in the Meixner model satisfies The implied volatility slope converges:
Proof. The proof is analogous the the proof of Theorem 6, and we omit the details. Note that the explicit expression for the mgf,
It is then clear how to define h, and the conditions of Lemma 5 are easily verified.
In the CGMY model, the mgf is (6.11)
where we assume C > 0, G > 0, M > 1, 0 < Y < 2, and Y = 1. For z − < a < z + , s = a + iy, and y → ∞, we have
Therefore, we obtain
and so
For 0 < Y < 1, we can thus proceed analogously to Theorem 6 and Theorem 7.
Theorem 8. For b = 0 and σ > 0, the ATM digital price in the CGMY model satisfies
Proof. It remains to deal with the case 1 < Y < 2. Refining (6.12), we can proceed similarly as in Lemma 5, with h now of the form
Then (6.6) becomes
Treating the pole at zero works as in the proof of Lemma 5, but now there is an additional pole at s = One might now expect a term of order T 1−Y /2 in the expansion of the digital price. On the contrary, this pole gives no contribution, because its residue has zero real part:
Note that c 1 = −2CΓ(−Y ) cos(πY /2) is a real number. The residue at s = − is calculated as in the proof of Lemma 5.
Robustness of Lee's Moment Formula
As we have already mentioned, our first order slope approximations give limited accuracy for the size of the slope, but usually succeed at identifying its sign, i.e., whether the smile increases or decreases at the money. It is a natural question whether this sign gives information on the smile as a whole: If the slope is positive, does it follow that the right wing is steeper than the left one, and vice versa?
To deal with this issue, recall Lee's moment formula [21] . Under the assumption that the critical moments z + and z − , defined in (6.1) and (6.2), are finite, Lee's formula states that
where k = log K and Ψ(x) := 2−4( √ x 2 + x−x). According to Lee's formula, the slopes of the wings depend on the size of the critical moments. In Lévy models, the critical moments do not depend on T . The compatibility property we seek now becomes: That is, the right wing of the smile is steeper than the left wing deep out-of-themoney if and only if the small-maturity at-the-money slope is positive. We now show that this is true for several infinite activity Lévy models. By our methods, this can certainly be extended to other infinite activity models. It does not hold, though, for the Merton and Kou jump diffusion models. Put differently, these models are not capable (at short maturity) of producing a smile that has, say, its minimum to the left of k = 0, and thus a positive ATM slope, but whose left wing is steeper than the right one.
Proof. The critical moments are clearly finite for all of these models. Moreover, it is well known that the lim sup in (7.1) and (7.2) can typically be replaced by a genuine limit, for instance using the criteria given by Benaim and Friz [4] . Their conditions on the mgf are easily verified for all our models; in fact Benaim and Friz [4] explicitly treat the variance gamma model with b = 0 and the NIG model. We thus have to show that (7.4) is equivalent to Ψ(z + − 1) > Ψ(−z − ). Since Ψ is strictly decreasing on (0, ∞), the latter condition is equivalent to z + − 1 < −z − .
First we treat the case σ = 0. By Propositions 1, 2, and 3, condition (7. Since, for Y ∈ (0, 1), Γ(−Y ) < 0 and the function x → x Y − (x + 1) Y is strictly increasing on (0, ∞), we see that b < 0 if and only if M − 1 < G. This is the desired condition, since the explicit expression (6.11) shows that z + = M and z − = −G.
The critical moments of the NIG model are z + = α − β and z − = −α − β. Therefore, z + − 1 < −z − if and only if β > −
