The number of structures and molecular dynamics simulations of proteins is exploding owing to dramatic advances in cryo-electron microscopy, crystallography, and computing. One of the most powerful ways to analyze structural information involves comparisons of interatomic interactions across different structures or simulations of the same protein or related proteins from the same family ( e.g. different GPCRs). Such comparative analyses are of interest to a wide range of researchers but currently prove challenging for all but a few. To facilitate comparative structural analyses, we have developed tools for (i) rapidly computing and comparing interatomic interactions and (ii) interactively visualizing interactions to enable structure-based interpretations. Using these tools, we have developed the Contact Comparison Atlas, a web-based resource for the comparative analysis of interactions in structures and simulations of proteins.
Introduction
Advances in structural biology techniques such as crystallography, NMR, and cryo-EM have been propelling a rapid growth of protein structures from diverse protein families. Nearly 150,000 experimental structures are available publically (wwPDB consortium 2018) . On top of that, the dynamics of these structures are being investigated by biomolecular simulation far more often owing to the development of faster and cheaper computers, leading to an explosion of data about structural dynamics (Hollingsworth and Dror 2018) . This availability of unprecedented amounts of structural information has vast potential to be exploited for many discoveries and applications, but the sheer scale of this data brings new analytical challenges.
A fundamental way to analyze protein structures and simulations is through comparisons, and such comparative analyses can be informative in many different scenarios ( Figure 1 ): (i) ligand binding affinity comparison: compare structures/simulations of the same protein bound to different ligands, or with and without a ligand, (ii) subtype selectivity: compare structures/simulations of related proteins bound to the same ligand, (iii) allostery and conformational change: compare structures/simulations of the same protein in different conformational states, and (iv) molecular evolution: compare structures/simulations of the same protein from different species.
In such comparative analyses of protein structures and simulations, focusing on patterns of atomic interactions ( e.g. hydrogen bonds) enables us to gain an in-depth understanding of function (Kayikci et al. 2018 ) (Doncheva et al. 2011 ) (Zhang, Perica, and Teichmann 2013) (Vass, Podlewska, et al. 2018 ) . For instance, studying patterns of interactions can help identify amino acid residues important for ligand-binding (Venkatakrishnan et al. 2013 ) (Ngo et al. 2017) , understand similarities in activation mechanisms (Venkatakrishnan et al. 2016 ) and understand specificity in protein interactions (Flock et al. 2015) .
While comparison of interactions across multiple structures and simulations is informative, performing such comparisons can be cumbersome. This is due to the need to compute the interactions for each structure/simulation, map the structural correspondences between different proteins, compare the interatomic interactions, and finally visualize the similarities and differences in the interactions in a structurally intuitive manner.
Here, we present GetContacts -a software package to rapidly compute and compare interactions in both protein structures and simulations ( Figure 2a ). We have also developed interactive visualization tools that depict interaction patterns using both custom-made plots and structural renderings of proteins ( Figure  2b) . Finally, using these tools, we have built the Contact Comparison Atlas, a web-based platform for the analysis of interactions and interaction patterns in protein structures and simulations ( Figure 3 ). We illustrate the use of GetContacts and the Contact Comparison Atlas to uncover shared and distinct functional properties in three biomedically important protein families: G protein-coupled receptors (GPCRs), G proteins, and kinases.
Interactive analysis of interatomic interaction patterns in proteins
Here, we describe the comparative analysis of a given a set of structures and/or simulations of proteins in three steps: (i) computing interactions, (ii) identifying interaction patterns ( i.e. interactions that are shared across structures/simulations or that differ between them), and (iii) visualizing the results.
Computing residue interactions from structures/simulations
We have developed a software package GetContacts for rapidly computing atomic interactions in protein structures and simulations. The computed interactions include hydrogen bonds, salt bridges, aromatic interactions ( i.e. pi-pi stacking or pi-T stacking interactions), cation-pi interactions, and van der Waals contacts. GetContacts uses interatomic distances and angle-based criteria (see Methods ) to identify interactions between pairs of amino acid residues and between amino acid residues and any bound ligands . For simulations, GetContacts identifies contacts present in each frame of the trajectory. GetContact's high computational efficiency is important in this case, because individual simulation trajectories often contain many thousands of frames.
Identifying interaction patterns across structures/simulations of the same protein in different conditions
In addition to computing atomic interactions, GetContacts can also identify interaction patterns (shared and unique interactions) across structures/simulations of the same protein in different conditions ( e.g. different conformational states). Let us consider the example of comparing a pair of structures of the same protein but in two different conformational states: inactive state and active state. Once the interactions are computed for structures representing the two states (inactive and active), GetContacts identifies interaction patterns by separating the shared interactions and unique interactions into different sets: (i) interactions shared across both states, in the sense that the same amino acid residue pairs interact in both states, (ii) interactions unique to the active state, and (iii) interactions unique to the inactive state. While the number of possible interaction patterns is trivial when comparing two structures, the number of possible patterns grows exponentially with the number of structures being compared (2 n ; n=number of structures). GetContacts systematically identifies all interaction patterns irrespective of the number of structures.
In addition to identifying interaction patterns across multiple structures, GetContacts can also identify interaction patterns across simulations. GetContacts computes interaction frequencies at the residue level for each simulation, binarizes each potential interaction as present or absent based on a user-defined threshold for interaction frequency, and identifies shared and unique interactions across the simulations.
Identifying interaction patterns across structures/simulations of different but related proteins
Comparing interactions across different proteins that are structurally related ( e.g. different GPCRs) can be cumbersome because of differences in the amino acid sequences of the proteins being compared. We have solved this problem by taking advantage of protein-independent numbering schemes for amino acid residues that are based on structural alignments. Such numbering schemes include the Ballesteros-Weinstein numbers (Ballesteros and Weinstein 1995) or GPCRdb numbers (Isberg et al. 2014) for GPCRs, CGN numbers for G proteins (Flock et al. 2015) , KLIFs-based numbers for kinases (Kooistra et al. 2016) . For protein families where established numbering schemes don't exist, structure-based sequence alignments generated by tools such as CCP4's Gesamt (Winn et al. 2011) can be used to map structurally equivalent residues between proteins. Once the equivalent residues are mapped, using either numbering schemes or structure-based alignments, GetContacts can be used to identify patterns of atomic interactions. Let us consider the example of comparing interactions between two different proteins belonging to the same family. Once the interactions are computed and structurally equivalent residues are mapped between the proteins, GetContacts identifies interaction patterns by grouping separately the shared interactions and unique interactions: (i) interactions present in both proteins, (ii) interactions present in the first protein only, and (iii) interactions present in the second protein only. In comparisons of more than two structures or simulations, GetContacts exhaustively identifies sets of interactions that are shared or distinct.
Visual analysis of interaction patterns from structures and simulations
Once the interaction patterns are identified across multiple structures/simulations, interpreting the functional relevance of the patterns requires effective means to analyze and visualize the interactions. To this end, we have developed a web-based interface comprising four interactive panels ( Figure 3 ): (i) an interaction-types panel used to specify which types of interactions ( e.g. hydrogen bonds or van der Waals contacts) will be displayed, (ii) an interaction-fingerprint panel used to specify whether the displayed interactions should be present or absent in each structure/simulation, (iii) a 2D visualization of interaction patterns using 'flareplots', and (iv) a visualization of interaction patterns using 3D structural rendering. In the interaction-types panel, the different types of interactions are available in a drop-down menu. In the interaction-fingerprint panel, all the underlying patterns of interactions across the structures/simulations being compared are listed exhaustively. Each interaction fingerprint is a sequence of '+' and '-' signs corresponding to the column of structures/simulations being compared. A '+' sign for a structure indicates that displayed interactions are present in that structure; for a simulation, it indicates that displayed interactions are present in that simulation at a frequency greater than or equal to a user-defined threshold. Conversely, a '-' sign for a structures indicates the absence of an equivalent interaction in that structure; for a simulation, it indicates either that an equivalent interaction is formed at a frequency below the threshold or that an equivalent interaction is absent. For the 2D visualisation of the interaction patterns, we have developed a tailor-made visualization of interactions called a 'flareplot.' In a flareplot, the amino acid sequence is placed in a circular layout and the amino acid residues are grouped by secondary structures. Ligands are also included in the circular layout. An interaction between a pair of residues is shown as a chord connecting the two residues, and an interaction between a residue and a ligand is shown as a chord connecting the residue and the ligand. Finally, in the 3D visualization panel, the interaction patterns can be visualized on structural renderings of the proteins being compared. Both the 2D plots and 3D renderings can be downloaded by users.
Contact Comparison Atlas: web-based analysis and visualization of interaction patterns across structures/simulations
Using GetContacts and the visualizations described above, we have built a web-based resource-the Contact Comparison Atlas ( https://getcontacts.github.io/atlas/ )-for analyzing interaction patterns across structures and simulations of proteins within a given family. As a proof-of-principle, we have pre-populated the Contact Comparison Atlas with interactions identified from structures/simulations of proteins in three biomedically important families: GPCRs, G proteins, and kinases. The list of structures and simulations is made available in a table and the user can select any combination of structures or simulations for comparison ( Figure 3 ). For other proteins and protein families of interest to the user, we provide an easy-to-follow protocol for computing, comparing, and visualizing interaction patterns. Below, we describe biological insights obtained in different protein families using GetContacts and the Contact Comparison Atlas.
Interaction patterns in GPCR structures and simulations reveal distinct and shared functional features
GPCRs are the largest family of membrane proteins in humans (~800 members) and the largest class of human drug targets. GPCRs share a conserved structural architecture with seven transmembrane α-helices (TM helices 1-7) and their activation is facilitated by extracellular ligands that favour the binding of intracellular partners such as G proteins.
Interaction pattern in binding pockets of opioid receptors reveals conserved water-mediated interaction
Opioid receptors (subtypes: mu, delta, kappa) are a subfamily of GPCRs that play important roles in mediating central nervous system function (Stein 2016) . They are also important drug targets for the treatment of pain (Matthes et al. 1996) (Vanderah 2010) and have potential for development as targets for the treatment of brain disorders (PMID: 21925742). Recent high-resolution structures of opioid receptors have revealed the presence of water molecules in the transmembrane region . Some of the water molecules are involved in mediating hydrogen bonds between the ligand and the receptor. Given the importance of water molecules for ligand binding in proteins, how similar are the water-mediated interactions in the binding-pockets of different opioid receptors?
We investigated the water-mediated interactions in opioid receptors using the Contact Comparison Atlas. Using the GPCR table there, we picked structures of opioid receptors: mu-opioid (PDB ID: 4DKL), delta-opioid (PDB ID: 4N6H) and kappa-opioid receptors (PDB ID: 4DJH). In order to eliminate differences arising due to functional state, we focused on the inactive state-structures of the three opioid receptors. After selecting these three structures, using the interaction-types panel, we examined water-mediated interactions. Interestingly, we found a conserved water-mediated interaction between the co-crystallized ligand and the receptor in all the three receptors ( Figure 4a ). In particular, a conserved histidine in TM6-His 6x52-forms a water-mediated interaction with a shared hydroxyl group in the ligands in all the three structures ( Figure 4a ). This shared hydroxyl group is conserved beyond just the small-molecule opioid ligands as the structurally equivalent interaction involving hydroxyl group of Tyr1 has also been observed in the peptide ligand bound structure of the delta opioid receptor (PDB ID: 4RWD). Thus, using the Contact Comparison Atlas, we have been able to identify a conserved water-mediated interaction across the binding-pockets of different opioid receptors. This information can be used to guide virtual screening of compounds during the hit finding phase of drug design efforts focusing on opioid receptors. Similar patterns of ligand-receptor interactions may be identified in other GPCRs subfamilies as well as across GPCRs from different subfamilies but with similar binding pockets (Lin et al. 2013) .
Unique network of interactions in the constitutively active viral chemokine receptor US28
US28 is a viral chemokine receptor encoded by human cytomegalovirus, which is a herpesvirus that has been associated with infections in immunodeficient patients and infants (Vischer et al. 2014 ) and in accelerating glioblastoma growth (Heukers et al. 2018) . Despite US28's high structural similarity to human chemokine receptors, US28's function differs from the chemokine receptors in that it shows constitutive activity. What molecular factors contribute to US28's constitutive activity?
Using the Contact Comparison Atlas, we compared US28 with all the chemokine receptors for which structures are available: CCR2, CCR5, CCR9 and CXCR4. We found that US28 has many interactions that are distinct from the other chemokine receptors ( Figure 4b ). Specifically, there is a hydrogen bond between TM3 and TM4 mediated by Glu3x45 and Trp4x49. In simulations of US28, Glu3x45 was found to form an "ionic hook" with ICL2 that potentially destabilizes the inactive state (Burg et al. 2015) . Furthermore, these amino acids (Glu at 3x45 and Trp at 4x45) are distinct to US28 in comparison to equivalent positions on TM3 and TM4 of the sequences of human chemokine receptors. Such interactions that are specific to US28's structure (compared to the other chemokine receptor structures) mediated by amino acids that are distinct to the US28 sequence (compared to other chemokine receptor sequences) may be contributing to US28's constitutive activity.
Interaction patterns in simulations of muscarinic receptors reveal shared and distinct ligand-binding and G-protein-coupling features
Muscarinic acetylcholine receptors (M1-M5 subtypes) are important drug targets in the treatment of not only psychiatric and neurological disorders such as schizophrenia, Parkinson's, and Alzheimer's, but also bladder dysfunction and chronic obstructive pulmonary disease (Wess, Eglen, and Gautam 2007) . All five subtypes bind the same native ligand, acetylcholine (ACh), but M2 and M4 couple to Gi whereas M1, M3 and M5 couple to Gq. How do muscarinic receptors achieve the shared ligand-binding function while maintaining differences in G-protein-coupling preference? Here, we address this question by investigating the similarities and differences in the dynamics of the muscarinic receptors.
Using GetContacts we analyzed atomic interactions from over 120 microseconds of MD simulation trajectories of the muscarinic receptors subtypes M1-4. The simulation conditions for each subtype included: (i) agonist-bound active state, (ii) unliganded active state, (iii) antagonist-bound inactive state and (iv) unliganded inactive state ( Figure 5 ). No simulations were carried out for M5, owing to the lack of an experimental structure. We computed the interaction frequencies for all of the simulations and compared interaction frequencies between structurally equivalent pairs of residues.
We observed that 194 hydrogen bonds were maintained with interaction frequency > 50% in at least one simulation condition ( Figure 5 ). While the sequence similarities of M1-4 are roughly 50%, only 21.6% of the identified interactions were maintained in every subtype in at least any one of the simulation conditions. Further, only eight (or less than 0.5%) of these unique polar interactions were maintained in every simulation condition. This surprisingly small fraction of shared interactions illustrates that the majority of the identified interactions are indeed unique to some combination of muscarinic receptor subtype and condition.
Focusing on the interaction patterns provided interesting insights into shared ligand-binding properties and distinct G-protein-coupling properties ( Figure 5 ). First, we found that interactions that are shared across all four subtypes in at least one simulation condition cluster around the orthosteric binding site ( e.g. Asp3x32:Tyr7x42; Figure 5c , block 1). The clustering of these interactions near the binding site in all four receptors suggests a shared role of these interactions in ligand binding. Next, we identified that the interactions that are shared between M1 and M3 (which couple to Gq) but not M2 and M4 (which couple to Gi) cluster at the G-protein-binding site ( Figure 5c , block 2). This clustering suggests a direct link between divergent structural interactions and function. Finally, we identified interactions that are unique to a single subtype, for example M1 ( Figure 5c , block 3) . These unique subtype-specific interactions could be exploited for the design of subtype-selective ligands by identifying subtype-specific conformations. For example, one of the interactions unique to M1 is a hydrogen bond between TM4 (Gln4x65) and the second extracellular loop (Tyr45x51). This interaction only occurs when Q4x65 adopts a non-crystallographic conformation to form a hydrogen bond with Tyr45x51 ( Figure 5c , block 3). This new interaction changes the conformation of ECL2 and the key modulator binding residue Tyr45x51 (Abdul-Ridha, Robert Lane, et al. 2014) . Different conformations of the allosteric binding site can play key roles in determining subtype selectivity, as shown in our recent study (Hollingsworth et al. 2019) .
Interaction patterns in heterotrimeric G protein structures reveals isotype-specific contacts important for regulation of the basal nucleotide exchange rate
Heterotrimeric G proteins are important transducers for GPCR-mediated signaling and are composed of three subunits, G α , G β , and Gγ. In the inactive state, the G α subunit is bound to GDP and the obligate heterodimer G β γ, while GPCR-mediated activation of the G protein leads to nucleotide exchange of GDP for GTP (Hilger, Masureel, and Kobilka 2018) . The nucleotide exchange subsequently modulates of downstream pathways through the subunits (G α and G β γ). In the human genome, 16 individual genes have been found to encode for 21 G α isotypes that can be classified into four main families: G i/o , G s , G q/11 , and G 12/13 (Downes and Gautam 1999) . It has been shown that the spontaneous GDP release rate varies among different G proteins by over two orders of magnitude (G α o : 0.3 min-1, G α s 0.18 min-1, G α i : 0.04 min-1, G α q : 0.0016 min-1, G α t : 0.00086 min-1) (Chidiac, Markin, and Ross 1999) (Ferguson et al. 1986 ) (Higashijima et al. 1987 ) (Iiri et al. 1994 ) (Marin et al. 2001 ) . However, it is unclear what determines the isotype-specific spontaneous GDP release rate. It is important to understand the molecular basis of basal exchange rate as mutations in G proteins that increase this have been shown to cause different diseases including testotoxicosis and pseudohypoparathyroidism type Ia (PHP-Ia) (Markby, Onrust, and Bourne 1993) (Markby et al., 1993) and have been proposed to have oncogenic potential due to enhanced G protein signaling (Garcia-Marcos, Ghosh, and Farquhar 2011) (Garcia-Marcos et al., 2011) .
The G α subunits of heterotrimeric G proteins share a common architecture that is composed of two domains, the GTPase domain (G-domain or Ras-like domain) and the alpha helical domain (H-domain) (Oldham and Hamm 2006) . The guanine nucleotide binding site is located at the interface between both domains, although most of the important contacts for GDP and GTP binding are provided by the G-domain (Sprang, 1997) . Using the Contact Comparison Atlas, in the G q heterotrimer structure (Nishimura et al., 2010), we identified two isotype-specific clusters of residues that form polar interactions across the domain interface. These polar interactions most likely stabilize the packing between the G-and the H-domain to prevent spontaneous dissociation of the bound nucleotide. The two clusters are formed by polar interactions of the side chains of Y291 G.hgh4.01 , R149 H.HD.11 , D236 G.s4h3.05 and H-bonds between K57 G.H1.06 and the backbone carbonyls of V179 H.HF.04 and V182 G.hfs2.01 . Most interestingly, an additional stabilizing interaction specifically found in G α q involves a H-bond between the side chain of S251 G.H3.05 in H3 and T47 G.s1h1.02 in the P-loop, which is important for the coordination of the a-and b-phosphates of the nucleotide ( Figure 6a ) (Sprang, 1997) . While the serine residue in H3 is highly conserved across all G protein families (except of G α s ), the threonine side chain in the P-loop is only conserved in G proteins of the G q/11 family (and G z ) ( Figure 6b ). All other G protein isotypes possess an alanine at this position, which is unable to form a H-bond with residue S G.H3.05 . In order to better understand the role of this interaction for the stabilization of the P-loop and the low basal nucleotide exchange rate of G α q , we mutated the analogous alanine residue in G α i1 to threonine (A41T G.s1h1.02 ) and analyzed the spontaneous GDP release. Bodipy-GTPyS binding kinetics measured by fluorescence quenching showed that insertion of this contact into G α i , which shows a 25-fold faster GDP off-rate in comparison to G α q , leads to a significantly reduced basal nucleotide exchange rate, under condition in which GDP release is rate-limiting ( Figure 6c ). This suggests that this polar contact contributes to the slow spontaneous GDP release in G α q , by stabilizing the P-loop that is important for high affinity binding of the nucleotide.
Subfamily-level comparison of kinases reveals a salt-bridge unique to tyrosine kinases
Protein kinases are the second largest protein superfamily in human with 555 members, which have been divided into nine main kinase groups ( Figure 7a ), such as tyrosine kinases (TK) (Manning et al. 2002) . The central regulatory role of kinases in cell signaling has made them one of the most highly drugged protein families in a diversity of disease areas including cancers and neurodegenerative disorders with over 50 FDA-approved inhibitors (Carles et al. 2018) . Of the eight eukaryotic protein kinase groups, the group of tyrosine kinases is the largest and the most targeted by currently approved kinase inhibitors. This group includes well-known kinases such as ABL1, EGFR and FGFR. What molecular factors contribute to making tyrosine kinases different from the other kinase groups?
Structural studies of kinases have resulted in the determination of over 4500 of protein kinase crystal structures (Kooistra et al. 2016 ) . There are 718 active-state crystal structures covering 62 out of the 95 tyrosine kinases. The availability of this vast amount of structural information provides a unique opportunity to perform comparative structural analyses towards addressing these mechanistic questions. We obtained structures of kinases from the PDB, classified them as per the KLIFS database (Kooistra et al. 2016) , and used GetContacts to compute all the residue interactions for all these structures ( Figure  7c ). We then assigned the KLIFS numbering scheme, which captures 85 residues in the cleft between the N-lobe and C-lobe of the kinase structure. . This comparison revealed a highly-conserved salt bridge that is never observed outside the tyrosine kinase group. This salt bridge is present in about 80% of all tyrosine kinase crystal structures ( Figure 7d ) and is formed between the aspartate of the HRD motif (c.l.70) and an arginine residue four positions downstream (c.l.74). In cancer cell lines, mutations at this unique salt-bridge forming arginine position have been observed 95 times for kinases within the tyrosine kinase group in the COSMIC database (the median number of mutations for TKs residues was 31). Furthermore, biochemical experiments mutating this same arginine highlighted its critical function (Cai et al. 2008 ) (Truong et al. 2016) . In one study, the mutation of the arginine to either an alanine or lysine in EGFR significantly reduced autophosphorylation activity and abolished C797 sulfenylation and redox activation (Truong et al. 2016 ) . Another study focusing on the same arginine to lysine mutation in EGFR showed a decreased activation of diverse pathways and only a slight increase in activation of the AKT pathway compared to wild-type (Cai et al. 2008 ) .
Discussion and Conclusion
Studying atomic interactions in protein structures has been a useful approach, and different tools have been developed to enable computing and analyzing interactions in individual structures (Nishikawa et al. 1972; Kayikci et al. 2018 ) . However, the true potential of interaction analysis lies in being able to perform comparisons across many structures and identify patterns that can be exploited. GetContacts and Contact Comparison Atlas build upon the strengths of previously available tools (Kayikci et al. 2018 ) and enable comparisons across multiple structures and simulations. They also enable efficient analysis of very large quantities of simulation and structure data. Here, we have demonstrated the use of GetContacts and Contact Comparison Atlas in identifying both shared and distinct features in various GPCRs and kinases.
A few caveats are in order. First, the interactions are identified based on the coordinates of atoms in structures and simulations. Thus, while interpreting the interactions and interaction patterns, it is recommended that users factor in the quality of the input structural data ( e.g. , resolution) and simulation data ( e.g. , force field accuracy and convergence of simulations). The force fields used for MD simulation are not perfect, potentially introducing artifacts in our results; simulations, however, have proven useful in elucidating a wide variety of molecular mechanisms (Hollingsworth and Dror 2018) . Second, the interactions are marked as present or absent based on distance and angle cutoffs.
GetContacts and the Contact Comparison Atlas have a diversity of applications in structure modeling, drug design, protein engineering, and the interpretation of pathological mutations and genetic variation. In the context of structure modeling applications, the knowledge of interaction patterns from high-resolution structures can be used to refine homology models and identify conformational substates in simulations (Heifetz et al. 2013 ) . In the context of drug-design applications, similarities and differences in binding-pocket interactions can be used as constraints to improve individual protein-ligand docking studies and high-throughput virtual docking screens. Furthermore, knowledge of interaction patterns across binding pockets of related targets can be useful in lead optimization for designing compounds with enhanced specificity. In the context of protein design, the knowledge of residue interactions can aid the design of novel proteins (Shen et al. 2018) . For example, during the design optimization phase, the interactions that are present in lower energy design candidates can be identified. In the context of protein engineering, it is often desirable to stabilize specific conformational states. The knowledge of interactions that are distinct to a particular conformational state can be used to guide mutagenesis for structural stabilization. Finally, sequencing technologies are helping in identifying genetic variants ( e.g. missense mutations in protein coding regions) between individuals. Comparing the residue interactions in functional regions can help with identifying disease-associated mutations from other mutations (Kayikci et al. 2018 ) (Hauser et al. 2018 ) .
Methods

Computation of interactions from structures and simulations
GetContacts was designed and implemented to compute residue interactions in static structures and in MD simulations. GetContacts is built upon VMD-python ( https://vmd.robinbetz.com/ ) and is capable of computing the following classes of noncovalent interactions: hydrogen bonds, salt bridges, cation-pi, pi-stacking aromatic, t-stacking aromatic, and van der Waals contacts. Different noncovalent interactions were computed based on geometric criteria (Tina, Bhadra, and Srinivasan 2007) . A salt bridge is defined to be formed between an anionic residue and a cationic residue when the distance is less than 4 Å. A cation-pi interaction is defined to be formed between a cationic residue and an aromatic residue (Phe, Tyr, and Trp) under the following conditions: the distance between cationic atom and the centroid of the aromatic ring is less than 6 Å and the angle between the vector from the aromatic centroid to the cation and the normal vector to the aromatic plane is less than 60 degrees. Pi-stacking interactions form between aromatic residues. A pi-stacking interaction is defined as formed if the distance between the aromatic centers is less than 7 Å, the angle between the normal vectors projecting from the aromatic planes is less than 30 degrees, and the angle between the first aromatic plane and the vector from the center of the first aromatic plane to the center of the second aromatic plane is less than 45 degrees. T-stacking interactions have a similar geometric criterion to Pi-stacking interactions. In this case, the distance between the aromatic centers must be less than 5 Å, the angle between the normal vectors projecting from the aromatic planes is greater than 60 degrees, and the angle between the vector from the center of the first aromatic plane to the second aromatic plane and this vector projected on the first aromatic plane is less than 45 degrees. Van der Waals contacts between two atoms are defined to exist if the distance between their centers is less than the sum of their van der Waals radii plus an epsilon value of 0.25 Å.
Hydrogen bonds are computed using the HBonds plugin in VMD (Humphrey, Dalke, and Schulten 1996) , requiring the donor-to-acceptor distance to be less than 3.5 Å and the donor-hydrogen-acceptor angle larger than 110 degrees. Hydrogens are added to crystallographic structures using PyMOL ( Schrödinger ). We further classify hydrogen bonds between pairs of residues into three subtypes (backbone-backbone, sidechain-backbone, and sidechain-sidechain), depending on whether the interacting atoms are part of the protein backbone or of amino acid sidechains. Furthermore, we compute indirect interactions mediated through water molecules. A water-mediated interaction is defined to occur between any two atoms from a pair of residues aa1 and aa2 if a water molecule w is positioned to form hydrogen bonds aa1 -w and aa2 -w simultaneously. An extended water-mediated interaction forms between any two atoms in a pair of residues aa1 and aa2 if two water molecules w1 and w2 form hydrogen bonds aa1-w1 , w1-w2 , and w2-aa2 simultaneously. In addition to interactions involving pairs of residues, we also compute direct hydrogen bond interactions as well as water-mediated interactions involving the ligand and residues in the binding pocket.
Visualization of non-covalent interactions and Contact Comparison Atlas
Non-covalent contacts are visualized using flareplots ( https://gpcrviz.github.io/flareplot/ ). The Contact Comparison Atlas was implemented primarily in JavaScript, Python, and d3.js. Flareplots have a circular layout, where the nodes represent amino acid residues as points on the circle and the interactions between the nodes are represented as edges connecting them. The interactions can be highlighted by clicking on the nodes. An interaction patterns panel is available to explore interaction patterns across different structures. Each row of this panel can be clicked and will highlight the interactions present in structures with a "+" symbol but not in those with a "-". The accompanying interactions are also visualized on a structural rendering powered by NGLviewer (Rose et al. 2018) . The structures for GPCRs, G proteins and kinases were obtained from the PDB. The interactions are computed using the GetContacts software package. The residue labels for GPCRs, G proteins and kinases were mapped using GPCRdb numbers, CGN numbers and KLIFs numbers, respectively.
Molecular dynamics simulation system setup
Molecular dynamics simulations of the inactive states of the M1, M2, M3, and M4 mAChRs were initiated from the respective inactive-state crystal structures (M1, 5CXV; M2, 3UON; M3, 4U15; M4, 5DSG) (Haga et al. 2012; Thal et al. 2016; Thorsen et al. 2014) . For inactive Apo simulations, co-crystallized ligands were removed. In inactive-state tiotropium (Tio) bound simulations, the crystallographic coordinates of Tio were used, with the exception of the M2 mAChR, for which the co-crystallized antagonist QNB was replaced with Tio (Haga et al. 2012 ) (for consistency, we wished to perform all inactive-state antagonist-bound simulations with the same antagonist). The experimentally determined M2 mAChR active state structure (4MQT) was used as the starting point for M2 mAChR active simulations (Kruse et al. 2013) . Homology models of the active states of the M1, M3 and M4 mAChRs were constructed using Prime (Schrödinger) based on the available M2 mAChR active-state structure (4MQT) for the transmembrane region and the corresponding inactive-state structure for all extracellular and intracellular loops. ACh was modeled into the orthosteric site for all M1, M3 and M4 active-state ACh-bound conditions by first docking using Glide (Schrödinger) and then selecting a pose that replicated key ligand-receptor interactions observed in mAChR crystal structures, namely the salt bridge between the cationic choline group and D3x32 and hydrogen bonding between the acetyl group and the N6.52 side chain. The crystallographic coordinates of Ixo were used for the M2 active state Ixo-bound condition.
For each structure, we first removed any additional crystallized proteins (such as nanobodies or lysozyme) and all other non-receptor molecules with the exception of select ligands described above, and retained crystallographic waters. Prime (Schrödinger) was used to model missing side chains and loops (with the exception of ICL3, which was omitted from each receptor), and neutral acetyl and methylamide groups were added to cap protein termini. We retained titratable residues in their dominant protonation state at pH 7.0, except for residues D2x50 and D3x49, whose protonation state may change upon receptor activation (Ranganathan, Dror, and Carlsson 2014; Yao et al. 2006 ) . These two residues were set to different protonation states in different simulations. Histidines were represented with hydrogen on the epsilon nitrogen (following manual inspection to ensure that moving the hydrogen to the delta nitrogen would not help to optimize the local hydrogen bond network).
The prepared protein structures were aligned on the transmembrane helices to the "orientation of proteins in membranes" (OPM) (Lomize et al. 2006 ) structure of PDB 3UON. The aligned structures were then inserted into a pre-equilibrated palmitoyl-oleoyl-phosphatidylcholine (POPC) bilayer using Dabble ( http://doi.org/10.5281/zenodo.836914 ). Sodium and chloride ions were added to neutralize each system for a final concentration of 150 mM. Water box dimensions for each system were chosen to maintain at least an 18 Å buffer between protein images in the z direction, while bilayer dimensions were chosen to maintain at least a 35 Å buffer between proteins in the x-y plane of the membrane.
Simulation protocols
The CHARMM36 parameter set was used for protein (including CMAP correction terms), lipid, and salt ions Best, Zhu, et al. 2012; Huang and MacKerell 2013; Klauda et al. 2010; MacKerell et al. 1998) . The CHARMM TIP3P model was employed for water. Parameters for ACh were generated using the CHARMM General Force Field with the ParamChem server (Vanommeslaeghe et al. 2010; Vanommeslaeghe, Raman, and MacKerell 2012) . Parameters for Tio were based on previously published parameters for N -methylscopolamine (Dror et al. 2013) , with additional parameters supplied by ParamChem. Ligand parameters are available upon request.
Three independent simulations were performed for each condition listed in Supplementary Table 3 , for a total of over 127 microseconds across all subtypes and conditions. For all active-state simulations, each prepared structure was overlaid with the experimentally determined β2-Gs complex (PDB 3SN6) (Rasmussen et al. 2011) . All mAChR residues that were found to be within 5 Å of Gs in the β2-Gs complex following the overlay had a 5 kcal mol -1 Å -2 harmonic restraint to the initial position placed on the respective residue heavy atoms to ensure the receptor would remain in the active state throughout simulation. No restraints were used in inactive-state simulations.
Simulations were performed using the CUDA-enabled version of PMEMD in Amber16 on one to two graphical processing units (GPUs) (Salomon-Ferrer et al. 2013) . Each system underwent a similar equilibration and minimization procedure. Systems were heated in the NVT ensemble from 0K to 100K over 12.5 picoseconds (ps), then from 100 K to 310 K over 125 ps with 10 kcal mol -1 Å -2 harmonic restraints on all non-hydrogen lipid and protein atoms. Systems were then equilibrated in the NPT ensemble at 1 bar, with a starting 5 kcal mol -1 Å -2 harmonic restraint placed on all heavy protein atoms and reduced in a stepwise fashion by 1 kcal mol -1 Å -2 every 2 nanoseconds (ns) for a total of 10 ns and then by 0.1 kcal mol -1 Å -2 every 2 nanoseconds for an additional 20 ns. Production simulations were carried out in the NPT ensemble at 310 K and 1 bar using a Langevin thermostat for temperature coupling and a Monte Carlo barostat for pressure coupling. The majority of simulations employed a timestep of 2.5 femtoseconds (fs), while others employed a time step of 4 fs with hydrogen mass repartitioning (Hopkins et al. 2015 ) (see Supplementary Table 1 for a list of which conditions used which approach). All bond lengths involving hydrogen atoms were constrained by SHAKE. Non-bonded interactions were cut off at 9.0 Å, while long-range electrostatic interactions were calculated using the particle mesh Ewald (PME) method with an Ewald coefficient of approximately 0.31 Å and an interpolation order of 4. The Fast Fourier Transform (FFT) grid size was chosen such that the width of a single grid cell was approximately 1 Å. Trajectory snapshots were saved every 200 ps.
Analysis protocols for molecular dynamics simulations
The AmberTools15 CPPTRAJ package was used to reimage and center all resulting trajectories (Roe and Cheatham 2013) . Simulations were visualized and analyzed using VMD (Humphrey, Dalke, and Schulten 1996) . Time traces from individual simulations, such as those displayed in Fig. 5 , were smoothed using a moving average with a window size of 50 ns and visualized using the PyPlot package from Matplotlib.
Purification of Gai for nucleotide binding studies
Human Ga i1 subunit with an amino-terminal 8x histidine tag followed by a rhinovirus 3C protease side were expressed in Rosetta 2 (DE3) cells (EMD Millipore) using pET21a. The Ga i1 A41T mutant was generated by using a site-directed mutagenesis method (Liu and Naismith 2008) . Cells were grown in Terrific Broth to OD600 of 0.6, and protein expression was induced by addition of 0.5 mM IPTG. After 15 h of incubation at room temperature, cells were harvested and resuspended in lysis buffer (50 mM HEPES pH 7.5, 100 mM sodium chloride, 1 mM magnesium chloride, 50 μM GDP, 5 mM beta-mercaptoethanol, 5 mM imidazole, and protease inhibitors). Cells were disrupted by sonification using a 50% duty cycle, 70% power for four times 45 s. Intact cells and cell debris were subsequently removed by centrifugation and the supernatant was incubated with Ni-NTA resin for 1.5 h at 4°C. The Ni-NTA resin was washed multiple times with lysis buffer in batch and then loaded into a wide-bore glass column, and protein was eluted with lysis buffer containing 200 mM imidazole. The eluted protein was dialyzed overnight in dialysis buffer (20 mM HEPES pH 7.5, 100 mM sodium chloride, 1 mM magnesium chloride, 10 μM GDP, 5 mM beta-mercaptoethanol, and 5 mM imidazole). The amino terminal histidine tag was cleaved by adding 1:1000 w/w 3C protease into the dialysis bag. Uncleaved protein, cleaved histidine tag, and 3C protease were subsequently removed by incubation with Ni-NTA resin for 45 min at 4°C. The resin was loaded into a wide-bore glass column and the flow-through containing the Ga subunit was collected. The protein was concentrated and run on a Superdex 200 10/300 GL column in SEC buffer (20 mM HEPES pH 7.5, 100 mM sodium chloride, 1 mM magnesium chloride, 10 μM GDP, and 100 uM TCEP).
Nucleotide binding studies
Nucleotide binding to Ga i1 or Ga i1 -A41T was followed by a change in fluorescence intensity of BODIPY-FL-GTPγS (Thermo Fisher Scientific). Fluorescence was recorded with a Horiba Fluorolog spectrofluorometer. The fluorophore was exited at 495 nm and emission was detected at 508 nm at 22°C. Slit widths were set to 0.5 nm (excitation) and 10 nm (emission). All experiments were performed in imaging buffer comprised of 20 mM HEPES, pH 7.5, 100 mM sodium chloride, 10 mM magnesium chloride, and 100 μM TCEP. Kinetics data were collected with 150 nM BODIPY-FL-GTPγS in imaging buffer in the absence of G protein for 100 s to establish the baseline fluorescence intensity. Ga subunit was added with a 1:100 dilution (1 μM final G protein concentration) and rapidly mixed in the fluorescence cuvette without halting data collection (t = 0 s). Data points were acquired every second for 600 s. The resulting kinetics spectra were plotted and fitted using GraphPad Prism 8 software. 
Figure Legends
Fig. 2 Computation and comparison of interactions using GetContacts.
(a) Computation of residue contacts in structures and simulations using GetContacts. For a given structure/simulation, interactions and interaction frequencies are computed using distance and angle criteria. These interactions are visualized in 2D using flareplots and 3D using structure-based rendering. (b) Identifying interaction patterns across different structures/simulations using GetContacts. Once the interactions/interaction frequencies are computed for each structure/simulation being compared, shared and unique interactions are identified. 
Fig. 5 Comparison of residue interactions across simulations of muscarinic receptor subtypes. (a)
Computing frequencies of residue interactions in simulations of the M1-4 muscarinic receptor subtypes in a variety of conditions: agonist-bound active state, unliganded active state, antagonist-bound inactive state, and unliganded inactive state, exemplified using the M1 receptor in agonist-bound active state and antagonist-bound inactive state. After the interactions observed in the trajectory are identified, an interaction frequency is computed for easy comparison across all simulation trajectories of muscarinic receptor subtypes. (b) Frequencies are calculated for all interactions types and filtered to include only interactions that are found to have a frequency over 50% in at least one condition. Here, one such interaction type (side chain-backbone hydrogen bonds) is displayed for simplicity. Interaction frequency is represented using a scale of white (0%) to green (100%). Interactions are further broken down by type, such as sidechain-backbone interactions (shown). Several blocks that correspond to interactions only found in unique combinations of subtypes are further highlighted in boxes. (c) Interaction blocks across all mAChR subtypes and interaction types that were found to be present in either all subtypes (top), M1 and M3 only (middle) or M1 only (bottom) are shown. In each case, structure of the M1 receptor is displayed in green with all interactions displayed as lines connected the C-alphas of each residue on the left, with one specific interaction highlighted on the right. Figure 6. Comparison of residue interactions across heterotrimeric structure of G protein isotypes. (a) Conserved polar interactions in the Ga-subunit of heterotrimeric G protein structures. The flareplot highlights residue names on the circle and polar interactions connecting the residues as a chord. (b) Isotype-specific polar contacts in the GDP-bound Ga-subunit of the heterotrimeric structure of G q . The flare plot displays the network of polar interactions that are unique to the Ga q subunit. The H-bond interaction between S251 G.H3.05 in H3 and T47 G.s1h1.02 in the P-loop is highlighted in black. (c) Unique polar interaction between S251 G.H3.05 and T47 G.s1h1.02 in Ga q that stabilizes the GDP-binding P-loop (PDB-code 3AH8). (d) Incorporation of the P-loop stabilizing polar contact into Ga i (A41T G.s1h1.02 ) leads to a significant slower basal nucleotide exchange in comparison to the Ga i wild type, under conditions where GDP release is rate-limiting. GDP release was monitored by BODIPY-GTPgS binding kinetics, shown for the Ga i wild type (black) and Ga i -A41T G.s1h1.02 (red). The curves represent the mean ± standard error (SEM) of three independent experiments. Fits are shown as grey lines. 
