Constructing scalable high-performance applications on commodity hardware running the Uniz opemting system is a problem that must be addressed in several application domains. We relate our ezperience in achieving tmnsaction scaleup on Uniz for a high-performance OLTP system intended for Service Control Points (SCPs) in a telephone switching network. SCPs are but one ezample from a class of applications whose requirements cannot be properly handled by today's commercial DBMSs. In addition to high throughput and low response time, SCPs require tmnsaction scaleup on standard hardware and software. Using a main-memory DBMS to obtain high throughput, we focus on the problem of achieving tmnsaction scaleup on a cluster of workstations running Uniz while Constrained by the low response time requirement of the SCP application.
Introduction
The telecommunications industry has been undergoing fundamental changes [lo] , many of them driven by the need to easily deploy new services. In the past, installing a new service meant reprogramming a large number of expensive special-purpose. switches constructed with specialized hardware and software. The trend now is to offload much of the services and data lookup of the switches to SCPs. These are general-purpose computers that are relatively inexpensive and easy to customize. The operating system and interfaces to software running on these systems must be "standard". At the heart of the SCP is a database with stringent requirements that include very high throughput, low response time and scalability on open systems.
The motivation for the work described here WM to meet these requirements on Unix. The relevance of these requirements should not be confined to SCPs as they are representative of a class of OLTP applications with data management demands that exceed the capabilities of tm day's commercial DBMSs. The combined requirements of SCPs are such that they can only be met by a main-memory DBMS. We used Smallbase [5], a main-memory DBMS developed at HP Labs, to obtain the desired throughput rate and transaction response time on a singlenode system. We then focused on achieving transaction scaleup on Unix under the constraint of low response time.
We evaluated a distributed architecture based on Smallbaae using a benchmark with expected transaction scaleup, i.e., where we expected the number of Transactions Per Second (TPS) to increase linearly with the number of processors used. Initial experiments did not scale, and constraints on response time were not always met. It took numerous experiments to discover the reasons and to circumvent them. Using a main-memory DBMS made the system much more susceptible to the formation of convoys than it would have been with a disk-based system.
Extensive research has taken place on main-memory DBMSs, a subset of which is in [3,6,6]. On the other hand, research in parallel/distributed main-memory DBMSs has been substantially more limited. The work we report in this paper is unique in that its goal is to achieve transaction scaleup on Unix, and its contribution is to report on the architectural design of a distributed OLTP system baaed on a main-memory DBMS.
Section 2 describes SCPs and their requirements. Section 3 describes the benchmark we used. Sections 4 and 5 deecribe the architecture of the distributed system and the experimental results. Section 6 concludes with the lessons we have learned.
Service Control Points
Telephone switches used to be programmed by the specialized switch manufacturers [lo] . This meant that new services were hard to deploy as they required modifications by experts to non-standard systems. A solution was the introduction of SCPs where one SCP services one or more switches. When a call received by the switching system requires special processing such as an 800 number lookup, a request is sent to the SCP for service. The SCP interacts with a database, and sends a response back to the switching system where the call is completed. By taking the functionality of the SCP out of the switch, new services can be made available easily and inexpensively.
SCPs are required to be general-purpose computers running open systems. The operations executed by the SCP are dominated by the interaction with its database. The SCP DBMS requirements [l] are 2,000 TPS, less than 10 msec response time, a database size of 40 MB to tens of GB, and high availability. Scalability in throughput is expected to accommodate increases in the number of s u p ported subscribers.
The SCP transactions are simple, read-intensive, OLTP-type transactions.
The 2,000 TPS throughput could, in principle, be met by today's commercial diskbased DBMSs on a multi-computer system. This is however an extravagant expense for small databases. On a single-computer system, main-memory DBMSs have reduced the number of instructions required to execute a transaction enough to make that throughput rate achievable, and in fact, Smallbase [SI can easily meet this throughput rate.
To meet the constraint on response time, it is essential that all 1/0 operations be taken out of a transaction path. This includes the crucial log write to disk on commit that guarantees the durability of transactions. Many techniques can be used to eliminate the disk write from the transaction path. Keeping the log in safe RAM and spooling it to disk in the background is one possibility [2]. Similar to the notion of levels of safety [7] used in the context of disaster recovery, a notion of levels of durability can also be devised with associated risks of loosing some transactions. The choice of level of durability should be left to the application. We thus assume that a main-memory DBMS with appropriate hardware support and/or more flexible notions of durability can meet the throughput and response time requirements of the SCP application on a single-node system.
We do not discuss the issue of high availability in this paper. We concentrate, instead, on achieving transactional scaleup for a main-memory DBMS on commodity hardware running Unix.
Benchmark
To experiment with different architecture choices and measure the scalability of the system, we chose to use the TPC-B OLTP benchmark as our sample application [4]. The TPC-B benchmark does not truly model an SCP because SPCs are read intensive while the TPC-B benchmark is write intensive. Nevertheless, we chose to use it for several reasons. First, given the popularity of the TPC-B benchmark, the performance numbers we obtain have a well-understood context. Second, favorable results with the TPC-B benchmark will also be favorable to the SCP application. Finally, although focused on the SCP application, other applications like Home Location Registers are write intensive, and we wanted the results we obtain to be more general.
We omit the commit statement from the benchmark because Smallbase does not yet support the ACID properties of transactions. Recall however that all 1 / 0 must be taken out of the transaction path to meet the response time constraint of the SCP application. For TPC-B and SCP-type applications where there is very little contention on the data, the lack of transaction management affects the ac- Figure 1 : Architecture tual throughput and response time numbers, but it does not affect the scalability of the system. In other words, if throughput scales linearly without transaction management, it should also scale linearly with transaction management, albeit with different TPS numbers. Given that our goal was transaction scaleup, the actual throughput numbers were not important to us in and of themselves, provided they were high enough to meet our throughput goal even in the presence of transaction management. As for response time, if we assume that 1/0 has been taken out of the transaction path, our only concern should be for distributed transactions where 2-phase commit would normally have to take place. We ensure in our experiments that there is enough slack in the response time of distributed transactions that they can pay for the additional cost of 2-phase commit while still remaining within the constraints on their response time. Figure 1 displays the architecture of the prototype on one of the cluster nodes. The data for the TPC-B application is horizontally distributed amongst the nodes in the cluster using value-range partitioning. Running on each node is exactly one Server Process, one Net-Receiver Process, and one or more Client Processes. These processes communicate via a queue in shared-memory (the Request Queue) and semaphores for local transactions, and via TCP/IP streams for remote transactions. We were willing to adopt a different inter-process communication (IPC) mechanism for local and remote communication to guarantee the best performance on a single-node configuration. This was essential as the SCP can often be configured as a single-node system (ignoring the presence of a hot st andby).
Prototype Architecture
We chose TCP/IP for remote IPC because it guarantees the reliable delivery of streams of data between pairs of processes. Because setting up TCP/IP connections is expensive, one process on each node is dedicated for sending network messages and another for receiving network messages. Datagrams would have been ideal for the SCP and for TPC-B because they are generally faster and do not require connections, however UDP does not guarantee reliability.
A Client Process is responsible for generating transactions. With 85% probability the transaction can be handled by the local server. For the other 15%, a remote server is also involved. Transactions are submitted by inserting them on the local Request Queue. The Client Process blocks until the Server notifies it of completion. The Client then submits the next transaction.
Server Process A Server Process consists of two modules: Smallbase and a Smallbase Agent (SB Agent). The SB Agent allows Smallbase to operate in a client/server mode in the presence of local and distributed transactions. For local transactions, it converts individual requests to calls to the local Smallbase. For distributed transactions, it sends a TCP/IP message to the Net-Receiver Process of the remote node requesting the processing of the remote portion of the transaction. It then invokes the local Smallbase to execute the local portion of the transaction. The Server processes other requests while the remote portion of a transaction is being processed.
The SB Agent also notifies local Client Processes and remote Server Processes of the completion of their requests. Local Clients are notified via a semaphore. Remote Servers are notified indirectly by sending replies to the Net-Receiver Process on their node.
The Server Process is not multi-threaded since transactions do not block for I/O. Rather, the SB Agent processes requests sequentially, although it removes all outstanding requests from the Request Queue in order to dilute the cost of dequeuing [8] .
To prevent the Server from blocking on sends to remote nodes, we increased the buffer space associated with each TCP/IP socket.
The Net-Receiver Process is responsible for receiving requests and replies from remote Server Processes and forwarding them to the local Server Process.
Client Process

Net-Receiver Process
Performance evaluation
We measured the performance of the prototype on a cluster of 8 workstations. Each workstation was an HP 9000/735 configured with 144 megabytes of RAM. The 735 is rated at 124 MIPS and 147 SPECmark. The operating system was HP-UX 9.01. The observations we make in this paper are not unique to HP-UX, but are applicable to most implementations of Unix. The workstations were interconnected through both an 10 Mbits/sec Ethernet and an 100 Mbits/sec FDDI network.
The TPC-B benchmark, with 15% of all transactions being distributed, was used for the experiments. All measurements were taken after the system reached steady state. The database size was 16.7 megabytes at each node.
The experiments differed from the benchmark specifications in several ways. First, the ACID properties were not maintained because transaction management is currently missing from Smallbase. Second, we could not scale the database size for each TPS due to lack of such large physical memories. Third, instead of appending a history record per transaction, a single history record was updated. Finally, the constraint that 90% of the transactions finish in less than 2 seconds was changed to having 90% of the transactions finish in less than 10 milliseconds.
Performance of basic configuration
In the basic configuration, a single client on each workstation is submitting requests, and the FDDI network is used for inter-node communication.
Our rough calculations lead us to expect about 1400 transactions per second (TPS) per node. However, the throughput was only 75 TPS per node and the average response time for remote transactions was over 85 msec. This performance was unacceptable.
We discovered that the bulk of the time for communication was due to TCP/IP optimizations for throughput, at the expense of response time. TCP/IP delays individual messages in an attempt to batch several messages into a single network transmission.
We re-ran the experiments with the TCP-NODELAY option set in order to force messages to be sent immediately. The line marked "Regular priority-FDDI" in Fig. 2 shows the results. With two nodes in the cluster, the throughput was 2265 TPS and with eight nodes, it increased to 5790 TPS. This corresponds to a scaleup of 2.56 out of 4 (63.9% efficiency).
The throughput results and the overall efficiency were disappointing. However, the response time goals were now met, with each remote transaction taking about 1.6 msec.
Through the help of a graphical tool that continuously displays throughput at each node, we noticed that dips in throughput occurred frequently and simultaneously at all nodes of the cluster. This suggested that convoys were forming in the system.
Performance with enhanced priority
We suspected that the slow down was due to interference with Unix background processes. To test this hypothesis, we ran the benchmark with high priority. This was done via the rtprio command with a real time priority of 10. The results were closer to our expectations, as shown in Fig. 2 as the line "High priority-FDDI". The throughput results were much higher than with the basic configuration and the efficiency for 8 nodes was 94.2%.
The poor performance of the benchmark running at regular priority is attributable to two factors. The primary factor is due to the Unix process scheduling algorithm. Under Unix, processes that consume more CPU cycles drop in priority. Hence, the server process quickly becomes the lowest priority process. This causes many more context switches than necessary. The second factor is due to Unix daemon processes that wake up periodically. If any such process runs for a long time, say IOmsec, it causes both the performance deterioration and the convoys we observed. Running at high priority prevents most daemons from being scheduled. The graphical display tool still showed occasional dips in throughput that signalled convoys. These dips appear more often as the size of the cluster is increased. We intend to do further experimentation to track down the exact cause. We should however emphasize that the efficiency is quite acceptable for the SCP.
No of nodes
We re-ran the previous experiments using the Ethernet instead of the FDDI network. The results are shown in Fig. 2 as the line marked "High priority-Ethernet". The lower throughput is due to the increased latency of the Ethernet; the bandwidth of the Ethernet was adequate for this application.
We also measured how the system handled an increased workload. We found that throughput increased by about 10% when an additional client was added on each node. With more than two clients per node, the system reached a CPU bottleneck. Adding subsequent clients reduced throughput due to extra overhead such as context switching. More details can be found in [9]. % xacts over 10 msec Table 1 presents detailed response time data for a cluster with two clients per node, using the FDDI network. The times are well within the 10 msec constraint of the SCP application even if we add the overhead of 2-phase commit, Fewer than 0.15% of all transactions take more than 10 msec to complete. These high response times are consistent with the dips in throughput reported earlier.
Conclusion
We have designed an architecture for a highperformance, distributed OLTP application intended to run on Unix. The application is unique in that it requires the use of a main-memory DBMS and it has severe constraints on response time.
In our experiments, we learned that it is crucial to understand the scheduling policy of the operating system and to ensure that it does not undermine the performance goal of the application. In our case, because the throughput of the main-memory DBMS is 80 high, any delay in one node wm very qnick to propagate to all other nodes of the cluster, causing a convoy and resulting in degradation of overall throughput. We mostly circumvented this problem by running the application at high priority.
We also learned that system-wide optimizations may interfere with the application requirements. For example, TCP/IP optimizes for throughput, at the expense of response time.
In spite of the obstacles we encountered, we obtained very high throughput, low response time and near-linear transaction scaleup on an bnode duster running Unix. This was particularly challenging because it was a mainmemory DBMS. With a transaction response time of 300 paec on a single node, any delays are magnified and have a severe adverse effect on scalability.
