Abstract-This is a semi-tutorial paper on trellis-based algorithms. We argue that most decoding/detection algorithms described on trellises can be formulated as path-partitioning algorithms, with proper definitions of mappings from subsets of paths to metrics of subsets. Thereby, the only two operations needed are path-concatenation and path-collection, which play the roles of multiplication and addition, respectively. Furthermore, we show that the trellis structure permits the path-partitioning algorithms to be formulated as forward-only algorithms (with structures resembling the Viterbi algorithm), thus eliminating the need for backward computations regardless of what task needs to be performed on the trellis. While all of the actual decoding/detection algorithms presented here are rederivations of variations of previously known methods, we believe that the exposition of the algorithms in a unified manner as forward-only path-partitioning algorithms is the most intuitive manner in which to generalize the Viterbi algorithm. We also believe that this approach may in fact influence the practical implementation of the algorithms as well as influence the construction of other forward-only algorithms (e.g., byte-wise forward-only detection algorithms).
I. INTRODUCTION
The Viterbi algorithm was proposed in 1967 [1] as a method for decoding convolutional codes. It has been shown that the Viterbi algorithm is a decoding/detection method which minimizes the sequence error probability for convolutional codes [2] and intersymbol interference (ISI) channels [3] . To minimize the symbol error probability, Bahl, Cocke, Jelinek, and Raviv [4] derived a forward-backward a posteriori probability (APP) decoding algorithm, the BCJR algorithm, which is similar in concept to the methods previously published in [5] [6] . Unlike the Viterbi algorithm which has been widely utilized in different fields [2] , the BCJR algorithm was rarely utilized in the coding field 1 until the invention of turbo codes [8] .
Forney first mentioned the close relationship between the BCJR algorithm and the Viterbi algorithm in the Appendix of [2] . After the advent of the turbo codes, the similarities between these two algorithms have been disclosed by several authors. Based on the ideas of Tanner [9] , Wiberg, Loeliger and Kötter [10] (see also [11] ) developed a general framework for the description of codes and iterative decoding, where two general algorithms, the min-sum algorithm and the sum-product algorithm, were proposed. The min-sum algorithm is a generalized Viterbi algorithm (it can also be considered as a generalized version of the soft-output Viterbi algorithm (SOVA) developed by Hagenauer et al. [12] [13] ). The sum-product algorithm can be considered as a generalized version of the BCJR algorithm. It has been pointed out in Section 3.6 of [11] that these two algorithms can be unified by using the "universal algebra" approach (the semiring view). The general description of the similarities between the Viterbi algorithm and the forward-backward algorithm can also be found in [14] [15] [16] [17] [18] [19] . These available references are invaluable for grasping these two algorithms and the related algorithms in other fields. For the related algorithms, see [16] [18] [19] [20] and the references therein.
In this paper, we focus on forward-only APP algorithms. Although we do not have a compelling argument that forwardonly APP algorithms are absolutely required for practical systems, we should note that the forward-only APP algorithms are interesting at least from a theoretical point of view; see the Appendix of [2] . Different versions of the forward-only APP algorithm were developed by several authors who, in some cases, were not aware of similar work prior to theirs. In 1974, Lee [21] developed a forward-only APP algorithm for convolutional codes, which has a structure resembling the Viterbi algorithm. In 1982, a similar algorithm was derived in the context of detection of symbols transmitted over intersymbol interference (ISI) channels by Hayes, Cover and Riera [22] , who also noticed the similarities between the Viterbi algorithm and the forward-only APP algorithm. (It should be noted that the algorithm in [22] makes connections to the work by Abend and Fritchman [23] , who derived a non-trellis-based fixed-delay lookahead version of the forward-only algorithm in 1970.) In 1995, Li, Vucetic and Sato [24] proposed another version of the forward-only APP algorithm (named optimum soft-output algorithm, OSA) for intersymbol interference (ISI) channels.
The algorithms presented in [21] , [22] , [24] apply only to non-recursive finite-state machines, and as such, do not apply to, for example, the turbo codes in [8] . In this paper, we develop a general construction of forward-only algorithms for both recursive and non-recursive finite-state machines. (We should also point out that a special construction for turbo codes was proposed in [25] .) Beyond this subtle novelty, there is very little that we add in terms of new algorithms. However, by virtue of studying forward-only path partitions, we present a general theory for designing forward-only trellis algorithms that could be used in various decoding/detection applications.
The main goal of this paper is to demonstrate that most decoding/detection problems defined on trellises can be solved by forward-only methods. Obviously, any decoding/detection problem can be solved by an exhaustive search method. For a problem defined on a trellis, the exhaustive method is inefficient (even unfeasible) unless the length of the trellis is small. Generally, the longer the trellis is, the less efficient is the exhaustive method. This is a consequence of the graph-structure of the trellis. So, it is important to find a method that can recursively extend the solutions in a step-by-step manner. Our aim is to show that by constructing proper path-partitioning algorithms on the trellis graph, we can formulate most known trellisbased algorithms as forward-only computations with structures that resemble the structure of the Viterbi algorithm. That is, forward-only trellis-based algorithms are formulated using the concept of the survivor memory [2] .
We formulate the path-partitioning algorithms on sets whose elements are trellis paths. Defined on these sets of paths are two operations: path-collection and path-concatenation. Respectively, they play the roles of addition and multiplication over the trellis semiring, with the distributive law preserved. Therefore, as we will see, the path-partitioning algorithms are results of applying the sum-product algorithm [18] (or the generalized distributive law [16] ) to the trellis semiring. By introducing symbolic graph representations, the descriptions of the path-partitioning algorithms become very simple and intuitive. Consequently, most trellis-based algorithms are obtained from the path-partitioning algorithms by defining proper mappings 1) from the subsets to their metrics, 2) from the path-collection operation to a suitably defined metric addition operation, and 3) from the path-concatenation operation to a suitably defined metric multiplication operation. That is, most trellis-based algorithms may be obtained by means of a mapping from the trellis semiring to a space of path-set metrics. This mapping has some properties that resemble a homomorphism, but we will see that it is not a strict-sense homomorphism.
We begin the paper in Section II with the concept of a trellis. The basic notation is also given in Section II. In particular, subsets of interest are represented by symbolic graphs. When the partitions are described by these symbolic graphs, the problems and the algorithms become simple and intuitive. In Section II-C, the forward-backward path-partitioning algorithm and the forward-only path-partitioning algorithm are described using both mathematical expressions and symbolic graphs. In Section III, by applying the path-partitioning algorithms to decoding/detection problems, we rederive two APP algorithms: the forward-backward algorithm and the forward-only algorithm. In Section IV, we show how to reduce the computational complexity and the delay. The forward-only APP algorithm with the fixed-delay constraint is illustrated using a decoding example. We also point out the relationships among several existing algorithms. Section V concludes the paper. For the sake of completeness, we include an Appendix in which we show how to rederive both the well-known Viterbi algorithm [2] , [3] and the less familiar list Viterbi algorithm [2] , [26] from the exposed path-partitioning trellis algorithms. 
II. TRELLIS, SEMIRING AND PATH-PARTITIONING ALGORITHMS
A. Labelled trellis Figure 1 - (2) is an example of a labelled trellis that represents the binary convolutional encoder shown in Figure 1 -(1). We will frequently use this example to illustrate the notation and algorithms in this paper. In general, a labelled trellis is a directed graph that defines certain relationships between four nonempty sets 2 , 
represent the two states connected by P , and
All of these four sets are assumed to be finite in this paper. r Sometimes we use more convenient notation. For example, in Figure 1 - (2) Figure 1 - (2) . In principle, any branch labeling convention is possible, but in practice the labeling is chosen to be descriptive of the input/output process that is modeled by the trellis. For example, a typical labeling convention is to label the branches as in Figure 1 - (2): the branch corresponding to a pair of states
is labeled by , that is,
. Thereby, if
, then
. Note that there may not be a 1-to-1 correspondence between the elements of ¢ 6
and the elements of £ 6
. Indeed, from Figure 1 - (2), we observe that is partitioned into disjoint subsets,
. This partitioning may be chosen arbitrarily, but typically we assign a meaning to the partitioning. This definition is slightly different from that in [27] , where a commutative semiring is defined, and the existence of the identities are not required. 
To define the product operation, we first define the product of two paths 
The product of two path subsets , the set of all paths of length zero, which is equivalent to the set of all states (without the branches). The defined semiring makes it possible to describe some relationships using mathematical equations, for example, we can write 
C. Path-partitioning algorithms and their graphical representations
Consider the mid-constraint path-partitioning problem: . A natural question to ask is whether we can do better than an exhaustive search.
One algorithm to solve the mid-constraint path-partitioning problem is the forward-backward path-partitioning algorithm. Equation (4) , for all
2) Backward recursion ( Figure 4 ): For 
We next describe the forward-only path-partitioning algorithm. Equation (5) suggests that we may first determine the subsets 
and for all Fig. 6 . The forward-only algorithm. Symbolic description of the "extend" operation, equations (9) and (10), taking Figure 1 - (2) as an example. Part (1) corresponds to equation (9) . Part (2) corresponds to equation (10) . distributive law [16] ) to the trellis semiring. Also note that the initialization is obtained from the definition of the zero-length path.
III. THE A POSTERIORI PROBABILITY (APP) ALGORITHMS
A. The probabilistic model . In other words, the process generates a branch at time , depends only on the ending state of the generated path:
So, the probability of a given path (sum of products of branch-metrics in the probability domain). So, we can decompose the setmetric (global sum of products) efficiently into local recursive expressions since the corresponding subsets can be constructed recursively, which leads to efficient algorithms. Rigorously stated, we have the following two lemmas. is not a homomorphism, though it shows some resemblances of a homomorphic mapping.
Lemma 1 (Preservation of associativity and commutativity): If

C. The forward-backward APP algorithm
Combining Lemma 1 and Lemma 2 with the forwardbackward path-partitioning algorithm, we get the forwardbackward APP algorithm, which is also called the BCJR algorithm [4] . 
D. The forward-only APP algorithm
Based on the forward-only path-partitioning algorithm described in Section II, if we replace the subsets with their metrics, R with real addition +, and S with real multiplication¨, we can obtain the forward-only APP algorithm, which is equivalent to the algorithms in [21] , [22] , [24] . The important feature is, similar to the Viterbi algorithm [2] 
2) Update the soft survivors before time
Note that the updates in (26) . The APPs can be found using equation (17) .
E. Complexity comparison
Up to this point, our derivations applied to any trellis (regular or irregular). We conduct the computational complexity analysis also based on a general trellis. Naturally, the complexity may be reduced by considering the special structure of a given trellis, which is beyond our task here. When deriving the complexity, we do not consider the computational complexity of the branch metric computation because this is the same for any APP algorithm.
Memory requirements:
The forward-backward APP algorithm needs .
Computational complexity:
From equations (21)- (27), we see that the dominant term of the computational complexity is determined by the number of branches. For the forwardbackward algorithm, the forward recursions (21) require
If there exist several branches that share the same metric, we can reduce the memory requirement. Another way to reduce the memory is to store the received sequence and to recompute the branch metric for the backward recursions, which requires a higher computational load.
multiplications and
additions; the mid-constraint extractions (23) Table I , where we did not include the complexity of the computations in equation (17) . It is clear from Table I that, either in terms of memory requirements or in terms of computational complexity, the forward-only algorithm does not offer an advantage over the forward-backward algorithm. However, as hinted in the discussion after equation (26), the forward-only algorithm has two advantages:
1) Ability to operate in real time; see, e.g., [21] . That is, if we update the soft survivors simultaneously at time 
IV. APPROXIMATIONS OF THE APP ALGORITHMS
A. The SW-BCJR algorithm and the L/HCR/LVS algorithm
To reduce the decoding/detection delay, and also to reduce the memory requirement, we can utilize the following approximation
where the integer denotes a predetermined fixed delay. If the trellis length is infinite, for example, see [30] , such a "truncation" is necessary. In other words, to get the approximate APPs at time [29] and Viterbi [31] 10 . These are called sliding-window
¤ ¥
In strict sense, the algorithm in [31] is different from the algorithm in [29] , since in [31] the delay is periodically variant for different time instants. 
It should be pointed out that the sliding-window idea seems to have been known prior to the advent of turbo codes to researchers familiar with the BCJR algorithm; see e.g., Loeliger [32] . The suboptimal fixed-delay version of the forward-only APP algorithm has been developed by Lee [21] , by Hayes, Cover and Riera [22] , and also by Li, Vucetic and Sato [24] . We call this algorithm the L/HCR/LVS algorithm.
In the following, we will compare the complexity of the L/HCR/LVS algorithm to that of the SW-BCJR algorithm proposed by Benedetto et al. [29] . Thereby, we assume that the trellis has the time-invariant structure, so that we can use shorter notation
. Computational complexity and memory requirements for SW-BCJR: Note that the results of the complexity analysis cannot be derived directly from Table I . The SW-BCJR algorithm in [29] needs . Note that the actual delay is related to the speed of the processors.
In terms of complexity alone, the L/HCR/LVS algorithm has a clear disadvantage by a factor of . However, since it can be implemented in parallel (which requires processors), the APPs
c an be delivered almost instantaneously after receiving ¦ 6b
. On the other hand, the SW-BCJR algorithms have to wait for at least -steps of the backward recursions.
B. A decoding example
In this subsection, we illustrate the structure of the forwardonly APP algorithm with a fixed-delay constraint for the convolutional code depicted in Figure 1 . Note that the convolutional encoder in Figure 1 is recursive, so the forward-only APP algorithm is not equivalent to the algorithms in Lee [21] , Hayes, Cover and Riera [22] and Li Vucetic and Sato [24] , which were all derived for non-recursive finite-state machines. However, throughout this subsection, we neglect this subtle difference, and refer to the forward-only APP algorithm for decoding the code in Figure 1 as the L/HCR/LVS algorithm.
At time
B ¤
, the state of the encoder is set to zero. The input to the encoder is a binary sequence¨¤
is the output from a memoryless source at time . The corresponding trellis graph is given in Figure 1 - (2), where N is sufficiently large. The label set 
¤
. The APPs can also be used to implement other recursive (or iterative) decoding/detection algorithms, for example, see [33] .
Very similar to the Viterbi algorithm, the L/HCR/LVS algorithm is an updating algorithm that stores the soft survivors and recursively updates them. For the example in Figure 1 t o be the path with the maximum metric, we can perform the algorithms (in log-domain) by using the Max-Log-BCJR algorithm [33] , [34] , [35] or by using the modified soft-output Viterbi algorithm (SOVA) [36] , which is a forward-only algorithm. Their equivalence was proved in [36] . It should be pointed out that an algorithm similar to the modified SOVA has also been proposed in [24] , where the algorithm was called a suboptimum soft-output algorithm (SSA). All these suboptimal forward-only algorithms have a unified representation as versions of the min-sum algorithm in [10] [11] . For other reduced complexity BCJR algorithms [37] , it is also possible to derive the corresponding forward-only APP algorithms based on the path-partitioning algorithms presented in Section II.
D. Some implementation issues
To describe the forward-only APP algorithm clearly, we did not represent the forward-only algorithm in its most efficient memory-requirement form. Since some stored sequences are dependent, one can reduce the memory by increasing the computational load. It should also be pointed out that, to make the APP algorithms stable, normalizations for the intermediate variables are required for large N, which does not affect the APPs because equation (17) is in a fractional form. Note that we did not include the normalizations in the complexity analysis of either Table I or Table II .
In practical systems, we can perform the APP algorithms in the log-domain, for example, see [34] [35] . We may change the metric . In this case, we can get the complexity analysis by using the facts that 1 multiplication in the probability domain corresponds to 1 addition in the log-domain, and 1 addition in the probability domain corresponds to 2 additions, 1 compare-select, and 1 table-look-up in the log-domain. Another implementation issue for digital computations is that we have to quantize the intermediate variables, for example see [35] [38] .
V. CONCLUSION
In this paper, we have shown that the trellis-based decoding/detection problems can be transformed into trellis-based path-partitioning problems 11 . We further showed that the trellis-based path-partitioning problems can be solved recursively in a forward-only manner by performing two basic operations: path-collection and path-concatenation (which respectively play the roles of the "sum" and the "product"). By creating different mappings from the path-subsets to set metrics, we rederived several existing decoding/detection algorithms. In particular, we rederived the forward-only APP algorithm proposed by Lee [21] , by Hayes et al. [22] and by Li et al. [24] . The method presented here is slightly different from that in [21] , [22] , [24] since it can be applied to any trellis, while the algorithm in [21] is specialized to non-recursive convolutional codes and the algorithms in [22] , [24] are specialized to intersymbol interference (ISI) channels. Another difference is that we intentionally slightly increased the memory requirement in order to arrive at a version that we believe is easier to understand (and adapt to different tasks) and has a lower (and parallelizable) computational load. In practice, one can make a trade-off between the memory-requirement and the computational complexity. It should be pointed out that all the presented derivations here can be obtained by slightly modifying the definition of the flow in [14] [15] . In fact, one path is itself an ingredient of some (sub)flow. However, we think that the method based on the path-partitioning algorithms is more intuitive. 
which is called MAP sequence decoding/detection [2] , [3] . When all paths are equiprobable, such a decoder/detector is equivalent to the well-known maximumlikelihood decoder (MLD)/maximum-likelihood sequence detector (MLSD) [2] , [3] , which is implemented by the Viterbi algorithm.
For simplicity, we make the assumption that 
We have the following two lemmas Lemma 3 (Compare-Select): If
