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Abstract-sufficient conditions of existence and uniqueness of a-bounded and bounded solu- 
tions to the difference equation with advanced arguments z(n. + 1) = A(n)z(n) + B(n)z(q(n)) + 
.f(nvz(n)7~(~2(n)))t ui(n) 2 n + 1, i = 192, are given. It is proven that under certain conditions it 
is possible to find positive numbers R, CL, such that from every initial condition < satisfying I<1 < R, 
a unique bounded solution, belonging to the ball (21 5 CL, starts. @ 2003 Elsevier Science Ltd. All 
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1. INTRODUCTION 
Differential equations with advanced arguments is an active field of research. Although the 
foundation stone of this theory wss laid by the paper [l], the first paper showing the importance 
in the applications of these equations was [Z]. After Kate-McLeod’s paper, the theory of equations 
with advanced arguments has moved rapidly [3-51. 
This paper treats difference equations with advanced arguments. In some sense, it continues 
the research [S] where the asymptotic behavior of the solutions of a linear difference equation is 
studied by the reduction of this linear equation to the form 
CI~)X,+~,AX, =X,+1 -X,3 
i=O 
where the right-hand side contains derivatives x,+i of higher orders. Using this manoeuvre, 
Popenda-Schmeidel [6] succeeded in some asymptotic results to difference equations. 
In this work, we study the existence and uniqueness of bounded solutions of the nonlinear 
equation with advanced arguments 
x(n + 1) = A(n)s(n) + B(n)x(m(n)) + f(n, x(n)> x(uz(n))>. (1) 
The sequences {A(n)}, {B(n)} f o r x r matrices are defined on the set of natural numbers 
N = (0, 1,2,. . . }. The matrices A(n), 12 E N, are assumed to be invertible. In general, this 
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property is not assumed for {B(n)}. or,02 : N -+ N are sequences that move the argument 
of z(n) to the advanced states z(ar(n)), ~(uz(n)). They will satisfy the condition 
a1(n>,az(n> 1 n + 1, VnEN. (2) 
On the continuous function f(n, u, v), a Lipschitz condition with respect to the variables U, 21 will 
be imposed. 
Besides the research [6], antecedents of the study of equation (1) are the papers [7-121, which 
investigate the problem of the existence and uniqueness of solutions of the linear equation 
x(n + 1) = A(n)%(n) + B(n)z(ul(n)). (3) 
To accomplish this task, the notion of generating matrix is developed in [7], as well as the variation 
of constants formula for the nonhomogeneous equation 
x(n + 1) = A(n)z(n) + B(n)z(cl(n)) -t g(n) (4) 
expounded in [B]. Both constructions, playing a fundamental role in the present paper, will be 
recalled in the section of preliminaries. 
We will give conditions under which there exists a positive number R, such that the initial 
value problem (IVP) 
x(n + 1) = A(n)&) + B(n)z(oi(n)) + f(n,z(n), z(uz(n))), xc(O) = t, 
has an a-bounded or a bounded solution, for an initial condition x(0) = e, satisfying I<] 5 R. 
2. PRELIMINARIES 
In our paper, V will denote, indistinctly, the linear space R’ or C’, with some norm 1.1. If A is 
an r x r-matrix, then IAl will denote the corresponding matrix norm. In what follows, a(n) will 
denote the fundamental matrix [13] of the linear difference equation 
x(n + 1) = A(n)x(n). (5) 
For a sequence of positive numbers {a(n)}, we define a-r(n) := l/o(n). In order to describe the 
results of this paper, we introduce the notations 
Ifl” = su~WXn)l : n E N), P={f:N-tV))flm<co}; 
IfI,” = sup { Ia-‘(n)f (n)l : n E N} , lr={f :N-+VIa-‘f cl=‘}; 
12 will be called the space of o-bounded sequences; e1 will denote the space of the summable 
sequences; that is, 
C1 = {f : N + V ) jfl’ < oo} , lfll = 2 If (n>l; 
n=O 
finally, we denote by Ci the space of a-summable sequences 
l; = {f : N -+ V l K’f E e’}, lft = nio I~-l(n)f(n)(. 
Occasionally, we will use the notation (f)r (n) = f (n + 1). 
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DEFINITION 1. A sequence of matrices {@(n)}F!e, Q(O) = I, is called as a generating matrix of 
equation (3), in the sequential space S, iff the following ho&: 
(1) the sequence {@k(n)} is a solution of equation (3) on N; 
(2) Q(n) is invertible for all values of n E N; 
(3) {@,j(n)} E S, where Q(n) = (3aj(n)). 
In general, for a given sequential space S, the generating matrix of equation (3) is not unique [7]. 
The forthcoming conditions (Cl), (C2), (Cl’), (C2’) wi 11 assure the existence of a unique gener- 
ating matrix in the spaces e: and F’. 
(Cl) (G(n)@-l(m)1 5 Kol(n)o-r(m), n>m, . 
(9 6 = 2 a(al(m))a-‘(m -I- 1)/B(m)] < K-l, 
m=O 
(Cl’) 2 I?(nW1(m)l 2 M, VnEN, 
m=O 
(C2’) WB(n)Y < 1. 
All the theorems of this section were proven in [7]. 
THEOREM A. Under IIypotheses (Cl) and (C2), equation (3) has a unique generating matrix in 
the space ez. Such a sequence, denoted by @‘al satisfies 
IQJ4n)K1(m)l L &-&n)o-‘(A), Vn 2 m. 
THEOREM B. Under Hypotheses (Cl’) and (CY), equation (3) has a unique generating matrix 
in the space loo. Such a sequence, denoted by ilrW, satisfies 
I*,(nPG1,l(m)l < M - 1- MJ{B}I”“’ Vn>m. 
If B = 0 in equation (l), then KD = 9, but, in general, the explicit form of Q(n) is known for 
particular cases only. A method to calculate Q(n) is given in [7], but we do not need such a result 
in this paper. 
A second device we need in our study is the variation of constants formula for the nonhomo- 
geneous equation (4). In [8], it was proven that the solution of equation (4), satisfying a(O) = 0, 
can be found by the series 
z(n) = a(n) ~GMn), (6) 
k=O 
where {Ck} is a sequence of bounded and linear operators. Co[g] is defined as the solution of the 
IVP 
AC&](n) = @-l(n + 1)9(n), 
and C,[g], for Ic > 1, is the solution of the IVP 
cobl(o) = 0, 
ACk[g](n) = *-l(n + l)B(n)~(al(n))Ck-l[91(ol(n)), ck[g](“) = O. 
In [S], it was proven that under Conditions (Cl) and (C2), each operator Ck satisfies ck : 
e;,,, -+ e. Moreover, for g E et+, series (6) converges in ez. 
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THEOREM C. Ifg E $+, then under Conditions (Cl) and (C2), the unique solution of the IVP 
z(n + 1) = A(n)z(n) + B(+(al(n)) + s(n), 2(O) = 0, (7) 
in the space ez is given by formula 
KaM(4 = Q(n) 2 C&II(n), 9 E e~cx,*~ (8) 
k=O 
We emphasize that operator [8] 
K, : et,,, + e: 
is linear and satisfies 
ILbll~ L h+Y,,~ 
K 
- q:= 1-K6’ 6-J) 
On the other hand, Conditions (Cl’) and (CZ’) imply ck : ew --) J?. Moreover, for g E em, 
series (6) converges in the space loo. 
THEOREM D. Ifs E L”, then under Conditions (Cl’) and (CY), the unique solution of the 
IVP (7) in the space em is given by formula 
Icc&l(~) = a(n) -&k[L'](n), gEea. 
kr0 
We point out the properties Ic, : e”O --) C” and 
I&&II” I Cld”, c = 1 - $&))I”* (10) 
Operators K,, Kc, allow us to write the unique solution of the IVP 
z(n + 1) = A(n)z(n) + B(Mm(n)) + g(n), Q) = 6, 
in the spaces er and em, respectively, by means of the general formulas 
and 
z(n) = ‘Jfm(n>t + K&1(4, ifgEY. (12) 
3. NONLINEAR EQUATIONS 
In what follows, convenient abbreviations are the substitution operator 
and the notation H(n) = f(n, 0,O). Consequently, equation (1) can be written in the equivalent 
form 
z(n + 1) = A(n)z(n) + B(n)z(al(n)) + F[z](n) + H(n). 
In the following sections, we will give conditions to solve the IVP 
z(n + 1) = A(n)z(n) + B(n)z(o~(n)) + F[z](n) + H(n), 
40) = El 
(13) 
in the spaces a-bounded and bounded sequences. 
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3.1. Solutions in Cr 
If Conditions (Cl) and (C2) are fulfilled, then the existence of solutions to equation (l), in the 
space k’r, rests on the forthcoming Conditions (HI)-(H5): 
(HI) H(n) = f(n, o,o> E q,,, . 
Pw F : e: -+ f&. 
In the following, operator 3 defined by iH2) will be denoted by 3,. To fix Condition (H3), 
we need a nonnegative continuous function w(n, u, v), defined on N x Rf x R+, such that w is 
nondecreasing with respect to u, v for any fixed n E N, and w(n,O,O) = 0. We will assume that 
for every constant 70 E (0, +w), the series 
G(Y) = 2 h(n)w(n,7, hz(n)rh 
n=o 
where the sequences {hi(n)}, i = 1,2, are defined by 
4n> hi(n) = - h2(n) = 402(n)) 
a(n f 1) ’ 4n) ’ 
‘V’TLEN, 
converges uniformly on the interval [0, 701. It is easy to see that 0, is a continuous function and 
R,(O) = 0. For a positive ,u, we define the closed ball B,[O,p] := {Z E er : lx]: 5 cl}. 
(H3) 
For every n. E N, z,y E B,[O,p], operator Fa satisfies 
1av1(Fa[4 - F,[yl)(n)( 5 w (n,avl(n)l(x - y)(n)l,~-l(n)l(~ - y)(a2(n))l) . 
According to (8), we define the composition operator 7-l, : k2 -+ e:, 
In general, ‘H, is not linear. F’rom (9) and (H3), we obtain for 2, y E B,[O, ~1 
ILO~a[~l - Go~a[YlIr L 171.%[4 - ~a[Yll~a)I 
= q nco la-l(n + l)(f(n, z(n), x(02(n))) - f(n, y(n), y(o2(n)))) 1 
5 17 2 h(n)w (n,a-‘(n)l4n) - y(n>l,~-1(n)l~(~2(n)) - Y(dn>>l) 
n=O 
From these estimates, it follows 
and 
IGxO~c&]I~ 5 a&), z E %[O, PI. 
The last estimate implies for all z E B, (0, ~1 
13-I&ll~ 5 I~CaO~abll~ + IGml~ L r! (w4 + IWf&). 
(15) 
(16) 
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We will assume that 
Condition (H4) and K, : et,)1 + !z imply 
From (14), (16), and the continuity of function 0, at y = 0, we obtain the continuity of operator 
‘Ha : & [O, cl] -+ & [O, ~1. Fin&, we fix the last Hypothesis (H5). Let us define the recurrence 
Go(r) := Y, Gj+l(r) := 71fUGj(4), j =0,1,2 ) . . . . 
(H5) For every y >_ 0, the series 2 Gj(y) converges. 
j=O 
Before we go ahead, we point out that Conditions (H3) and (H5) essentially are due to [l]. The 
variation of constants formula (11) implies the definition of the following operator: 
LEMMA 1. Conditions (Cl), (CZ), and (HI)-(H4) imply I, : e: -+ .f?r. A sequence x E Cz is a 
solution of problem (13) iff x is a Axed point of operator I,. 
PROOF. Let x be a solution of equation (13) belonging to 4:. From Conditions (Hl) and (H2), 
the sequence 
g(n) = f(n,4n),4oz(n))) 
is contained in et,,, . Thus, x is a solution of the equation 
x(n + 1) = A(n)x(n) + B(n)x(m(n)) + g(n), x(O) = & 
contained in 1:. But from formula (ll), this solution is given by 
x(n) = Qa(n)( + K,[g](n) = Qa(n)t + Ka~~akl(n) + Ka[Hl(n)- 
This last implies x = 7=[x]. On the other hand, if x = 7, [xl, then 
The last identity proves that x is a solution of equation (4) with g(n) = Fa[x](n) + H(n) = 
fb?4+4~2(4)). I 
THEOREM 1. Under Hypotheses (Cl), (CZ), and (Hl)-(HS), for every 6 E V, such that 
IEI I Rx, Ra := (I- K+(0)K-l (P - 71 (WP) + IHI&,,)) 7 (17) 
there exists a unique a-bounded solution x in the ball B,[O, ~1 of the IVP (13). 
PROOF. We will use the method of successive approximations with the sequence {xk}~?e defined 
as follows: 
xk(n) = Qa(n>t + ‘Ha[xk-l](n), k=1,2,.... 
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Prom (Cl) and (C2), we obtain 20 E Ba[O,p]. Estimations (16) and (17) imply xk E B,[O,p], 
k = 1,2,.... Thus, this recurrence is contained in the ball B,[O,p]. Further, from (H4), for 
k = 0 we get the estimate 
Prom property (14), we have 
By a mathematical induction, we may obtain 
/%+I - xjlEl”L G,(P), j = 0, 1,2, . . . . 
If we consider the sum 
then the estimate 
q4 (IW~)El + 1x1(n) - ~o(~>l+ ... + Iq+1(4 - +)I) 
I IQ”(n>SI: + GO(P) + G(P) f.. . + G&J), 
and the convergence of the series ~~=, Gj (II) implies the convergence of {zk 1 in the space !!z to 
a sequence {x(n)} E B,(O, CL]. Fk om the continuity of operator I-& on the ball Ba[O, ~1, we obtain 
z(n) = Qa(n)[ +‘&[x](n). Prom Lemma 1, we obtain that {x(n)} is a solution of the IVP (13). 
The uniqueness of the solution of problem (13) in B,[O, p] is obtained by a method given by 
Sugiyama in [l]. Let z(n) and y(n) be two o-bounded solutions of (13). We define 
I9 := 12 - yl?, X,Y E BcJ0,~l~ 
Prom Lemma 1 and (14), we have 
from whence 
Iterating this inequality and using the definition of sequence {Gj}, we obtain 
e 5 Gk(e), k = 1,2,. . . . (18) 
Now, from (H5) the series zTzoGk(B) converges, implying limk,, G@) = 0. Thus, for a 
large k, estimate (18) is contradictory, unless 0 = 0. I 
3.2. Solutions in P 
If the sequence (Y is bounded, then the hypotheses of Theorem 1 imply that from the initial 
condition f, ]c] 5 R,, there starts a solution contained in F’ n CF. Nevertheless, in many 
situations, the existence of bounded solutions to equation (1) can be investigated by using Con- 
ditions (Cl’) and (C2’) instead. Small modifications to the proofs given in the preceding section 
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will be needed, and therefore we will not repeat all such details. Hypotheses (Hl)-(H5) have to 
be modified in the following manner: 
W’) H(n) = f(n,O,O) E I”. 
W”) 3:tm -+P. 
The operator defined by (H2’) will be denoted by 3W. As before, we will assume that w(n, U, w) 
is a nonnegative continuous function, nondecreasing with respect to u,v for any hxed n E N, 
w(n, 0,O) = 0. In addition, we will assume that there exists a “/o E (0, +oo), such that 
sup{w(n,u,v) : 1’1~1 + (VI 5 70, n E N} < 00. 
0-W 
For every n E N, 2, y E B,[O, ~1, operator 3m satisfies 
F&l(n) - 3mbl(nN 5 4nn, I@ - Y)(n)L lb - d(~2(4N. 
Let us define the closed ball B,[O,p] := {z E P’ : )zlM _< ,D}, ~1 5 70. From (10) and (H3’), 
we obtain for 2, y E B,[O, ~1 
lGoo3c&] -&003m[Yy i CGo(l~-YlOO>, 
where < was defined in (lo), and 
%A~) = ~~~w(%r,r)~ Y E [O,Yol. 
In particular, we have 
ILo3~[41w L O-Lb), x E &$4 14. 
Let us define the operator 
(19) 
(20) 
%&I = (L2032&1+ K&q. 
For all x E B,[O, p], operator 7f, satisfies the estimate 
I’H,[xll” 5 lGx03coM1°0 + I~m[HlI” 5 c w&> + Ifv?. 
Consequently, we will assume 
Fw c (%a(P) + Iw? < P. 
Because estimate (21), Hypothesis (H4’), and Kc, : 1” -+ P’, we have 
%.@,[O,P~) G &&‘,~1- 
(21) 
Let us define the recurrence 
Lo(Y) := Y, &+1(r) := CacJ(J%(7))7 j =0,1,2 ) . . . . 
(H5’) For every y, 0 5 y 5 yo, the series 5 Lj(r) converges. 
j=O 
The variation of constants formula (12) allows us to define the operator 
G[d(n) = Qdn)E + ~,[4(4. 
LEMMA 2. Conditions (Cl’), (C2’), and (HI’)-(H4’) imply Tm : f? -+ e*. A sequence x E P 
is a solution of the IVP (13) iff x is a fixed point of operator I,. 
THEOREM 2. Under Hypotheses (Cl’), (CL?‘), and (HI’)-(H5’), for every < E V, such that 
IEI I Rx, Rx := M-’ (I- ~IBI”) (P - C (%eb) + IHI”)), 
there exists a unique bounded solution x in the ball B,[O,p] of the IVP (33). 
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4. SCALAR EQUATIONS 
We will exemplify our results in the study of scalar difference equations with advanced argu- 
ments. Let us begin with the equation 
where 0 < ]r] < 1 and the sequence {k(n)} is b ounded by a positive constant IE. First, we 
will not assume that {b(n)} is small. Therefore, we will endeavor to apply Theorem 1. Condi- 
tion (Cl) is accomplished with a(n) = rn, a(n) = Irln, K = 1, ]@(n)@-l(m)] 5 (T]‘+~, R 2 m. 
Condition (C2) is fulfilled if 
6 = -g ITI o++m-llb(m)l < 1. 
m=O 
(23) 
This condition can be verified for sequences {(or} and {b(n)}, where {b(n)} could be un- 
bounded. Condition (Hl) is valid, since H = 0. In order to check (H2), we observe that operator 
3a[z](n) = k(n)[~(~2(n))]~ acts from -!?r into lt,,,. Effectively, for z E B,[O, p] we have 
IFa[x]l&)l = 2 17-l-n-l~Fa[z](n)l = 5 lrp(+n-l pc(n)l 11p’“‘4c72(n))~2, 
n=O n=O 
implying that (H2) is satisfied, since from 02(n) 1 n + 1 we obtain 
where we write 2 instead of 1 (as should be) for future convenience. Hypothesis (H3) is accom- 
plished with ~(71, u, u) = ~KP]T-]~~(~)v. Consequently, 
which shows that the function 52, is well defined. Let us examine Condition (H4). In this 
example, n = l/(1 - 6). S ince ~~(72) > n + 1, (H4) reduces to 
implying 
Condition (H5) is satisfied, since 
2w4rI 
(1 - 6)(1- I?-]) < l* (24) 
( 244-l ) 
j 
Gj(4 5 (I- 6)(1 - 1~1)~ 7. 
Thus, in order to have Conditions (H4) and (H5), we will ask condition (24). Finally, the radius 
of the ball of initial conditions defined by (17) is given by 
R, = (1 - 6)~ - 2/cp2 F ]r]2az(n)--n-1, 
n=O 
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where p must be chosen as a solution of the inequality (24). Note that the size of this radius R, 
depends on the sequence ~2. 
Turning badk to equation (22), we obtain from Theorem 1 that starting from an initial con- 
dition 5, satisfying 151 5 R, the IVP (22) h as a unique solution in the space Cr contained in 
the ball of radius p. Note that all these solutions satisfy limn+oo z(n) = 0, with an exponential 
decay. 
Condition (23) is not satisfied if al(n) = n + 2 and C,“=o lb(n)1 = 00. In such a case, it 
is preferable to try Theorem 2. We will assume that the sequence {b(n)} is bounded by a 
constant p > 0. 
Clearly, Condition (Cl’) is fulfilled with A4 = l/( 1 - [r-l). Condition (C2’) is accomplished if 
P 
- < 1 ===+ ITI + p < 1. 1 - b-1 
The norm of operator K,, according to (lo), is bounded by 
1 
c=l-IrI-/3’ 
Clearly, (Hl’) and (H2’) are satisfied. The function w(n,~,~) = 2,ulk(n)lw gives (H3’). The 
function (19) is defined by 
fL(7) = WV. 
Condition (H4’) is satisfied if 2p2n/(l - Irl - p) < /.A, from whence the restriction 
2P” 
l-lrl-/3<1 
is imposed. Therefore, we will require 
o<p< 1-b-l-P 
2K . 
Condition (H5’) can be checked from the bounds 
From Theorem 2, we obtain the following radius R for the ball of initial conditions from which 
bounded solutions of equation (22) start 
R, = (1 - Irl - p)p - 2p’~. 
The results obtained for the scalar equation (22) can be extended to the equation 
x(n + 1) = Ax(n) + Bx(ol(n)) + fb(aa(n))), f (0) = 0, (25) 
where we assume that all the eigenvalues X of matrix A satisfy 0 < 1x1 < 1. Then there exist , 
positive constants K, r, 0 < r < 1, such that for the fundamental matrix G(n) = A” we have the 
estimate IA”1 5 KP. Because of the autonomous character of equation (25), it is preferable to 
use the Theorem 2. From the assumption lAnl 5 Kr” we obtain (Cl’), (CZ’) with M = K/(1-r), 
KIBI/(l - r) < 1. W e will assume that the function f is Lipschitz continuous, 
If(x) - f(Y)1 5 LIZ - YL V&YE v, 
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where L is a constant. It is easy to see that Conditions (Hl’)-(H3’) are satisfied if we define 
w(n, U, U) = Lv. Hypothesis (H4’) implies the restriction , 
KL 
l-r-KlBl ‘I’ 
a condition independent of p that implies (H5’). Since (26) does not depend on II, the radius of 
the ball of initial values corresponding to the bounded solutions given by Theorem 2 is R, = co. 
Therefore, from every initial condition 5 E V a unique bounded solution of the IVP (13) starts. 
Finally, our last example 
x(7% + 1) = ?-2(n) + ddn)> 
1+ I44n))l’ 
(27) 
where T,K. are constants, and 0 < Irl < 1, and o(n) 2 n + 1. It is easy to verify (Hl’) and (H2’). 
Condition (H3’) is accomplished on the b&l1 B,[O,p] with w(n,u,v) = (1 + ~~)IK.(v, from 
whence a(y) = (1 + 2y)(~ly. In this particular case, Condition (H4’) reduces to the inequal- 
ity 
I4U + 2P) < 1 
l-/?-l ’ 
implying the restriction on the radius ~1, 
0 < cL < 1 - b-1 - I4 
214 . (28) 
According to Theorem 2, for every real number <, ItI 5 (1 -.lrl- 11~1 +~P(K()P in the ball B,[O, ~1, 
there exists a unique bounded solution x of equation (27) satisfying z(O) = t. 
We point out that the existence of such solutions is easy to obtain by elementary means if we 
consider the operator 
whose fixed points in the ball B,[O, ~1 are bounded soiutions of equation (27). Condition (28) 
implies that I is a contraction in the space to”. The proof of the uniqueness of the bounded 
solution starting from E and contained in the ball B, [0, ~1 seems not to be easy. 
We emphasize that every solution z of the equation (27), starting from 6, must be bounded 
if (28) is assumed. This follows from (27)) which implies 
limsup Iz(n)I I Irl limsup I%(n)1 + IKI limsup Iz(n)l. 
n+co n-xc n+oo 
From (28), we obtain ITI + IKI < 1, from whence 
limsup I%(n)1 = 0. 
9X-00 (29) 
THEOREM 3. All solutions of equation (27) are bounded and satisfy (29). For every initial 
condition E, I<! I R, = (1 - Irl - llcl + 2pl~j)p, th ere exists only one solution starting from [ 
that remains in the ball Bm[O,p], 0 < p < (1 - IT-[ - l~l)(21~l)-1. 
A particular case of equation (27) is the second-order nonlinear difference equation 
KZ(1Z + 2) 
xc(n + 1) = TX(n) + 1+ Ix(n + 31 
to which all solutions are bounded if l&I+ Irl < 1, and all solutions starting from 111 5 R, remain 
in the ball 1~1 < ~1 (R, and p as in Theorem 3). Note that R, depends on CL, lim,,+o R,(p) = 0. 
This example suggests the following notion of stability to equation (1). 
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DEFINITION 2. We shall say that the trivial solution of equation (1) is stable iff for every E > 0, 
there exists a b > 0 such that, from every initial condition [, I<1 < 6 starts a solution of (1) 
satisfying Ix(n)/ < E, Vn E N. 
In the sense of this definition, the trivial solution of equation (27) is stable. 
Finally, insisting in the possible use of the methods of this paper, we point out the potential 
study of the scalar nth-order equation 
Am4n> = On, 44n>), 
an equation with an important range of applications [13]. 
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