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ON THE COHOMOLOGY OF THE MILNOR FIBRE OF A
HYPERPLANE ARRANGEMENT
ALEXANDRU DIMCA1,2 AND GUS LEHRER2
Abstract. We investigate the cohomology of the Milnor fibre of a reflection ar-
rangement as a module for the group Γ generated by the reflections, together with
the cyclic monodromy. Although we succeed completely only for unitary reflection
groups of rank two, we establish some general results which relate the isotypic com-
ponenents of the monodromy on the cohomology, to the Hodge structure and to the
cohomology degree. Using eigenspace theory for reflection groups, we prove some
sum formulae for additive functions such as the equivariant weight polynomial and
certain polynomials related to the Euler characteristic, such as the Hodge-Deligne
polynomials. We also use monodromy eigenspaces to determine the spectrum in
some cases, which in turn throws light on the Hodge structure of the cohomology.
These methods enable us to compute the complete story, including the represen-
tation of Γ on the Hodge components in each cohomology degree, for some groups
of low rank.
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1. Introduction and notation
Let G be a reflection group in V := Cℓ, in the sense of [22]. Associated to G
we have the following data: A = AG is the set of reflecting hyperplanes of G;
M = MG = C
ℓ \ ∪H∈AH is the corresponding hyperplane arrangement complement,
and d1, d2, . . . , dℓ are the invariant degrees of G (see [22, Ch. 3]). For each hyperplane
H ∈ A, let eH be the order of the pointwise stabiliser of H , and let ℓH ∈ V
∗ be a
linear form such that H = Ker(ℓH). For simplicity we shall take G to be irreducible.
Refer to [28] for general notions and results concerning the hyperplane arrangements.
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It is well known that the polynomial Q(z) :=
∏
H∈A ℓ
eH
H (z ∈ V ) is invariant under
G.
Definition 1.1. (1) The Milnor fibre F = F (A) of the arrangement A is the
variety F := Q−1(1) ⊂ V .
(2) The reduced Milnor fibre F0 = F0(A) of the arrangement A is the variety
F0 := Q
−1
0 (1) ⊂ V , where Q0(z) :=
∏
H∈A ℓH .
Let m be the degree of Q, and let Γ := G×µm, where µm is the group of m
th roots
of unity in C. Then Γ acts on V via (g, ξ)(v) = ξ−1gv (g ∈ G, ξ ∈ µm, v ∈ V ), and it
is evident that Γ(F ) ⊆ F , so that Γ acts on F . This (left) Γ-action can be regarded as
a group homomorphism τ : Γ→ Homeo(F ) of Γ into the group of homeomorphisms
of F , defined by τ(γ)(x) = γx. This in turn induces a group homomorphism
(1.1) φ : Γ→ Aut(H∗(F,C)), given by φ(γ) = (τ(γ)∗)−1.
Ultimately our goal is to elucidate the cohomology H∗(F,C) as a module for this
Γ-action.
Note that F0 has a smaller symmetry group Γ0 ⊆ Γ, but we show, using some sim-
ple arguments concerning induced representations, that to answer the above question,
it suffices to determine the action of Γ0 on H
∗(F0,C). This brings into play some
general considerations about reduced hypersurface singularities.
In the next section we use eigenspace theory for unitary reflection groups to give
a sum formula for any ‘additive function’ on F . An additive function (with values
in any abelian group, which we shall usually take to be polynomials with coefficients
in a Grothendieck ring) on a topological space is a function α such that if X =
C ∐ U , where U,C are respectively open and closed, then α(X) = α(C) + α(U).
Particular cases include the equivariant weight polynomial, and the equivariant Euler
characteristic, which is the virtual module
(1.2) χΓ(F ) :=
∑
j
(−1)jHj(F,C) ∈ RΓ,
in the Grothendieck ring of Γ; this latter case has been treated in [6].
Section 3 presents a complete solution for the groups of rank two. Of course
the Euler characteristic suffices for the Γ-action on H1, but we give a more detailed
analysis of the Hodge components (partly in Section 5), and use some results of Orlik
and Solomon on isolated singularities to give more explicit formulae. In section 4,
we give some general results about connections between the monodromy action and
cohomology degree, and use these to give some general results about the symmetric
group case. The section concludes with a complete solution of the case where G =
Sym5.
In section 5, more detail is entered into concerning the mixed Hodge structure
on the cohomology spaces. We introduce the notions of equivariant Hodge-Deligne
polynomials and Poincare´-Deligne polynomials, and show how the spectrum of a
hyperplane arrangement relates to our question. Using recent results of various
authors on the computation of the spectrum, we are able to give the µm-equivariant
Hodge-Deligne polynomial of the (essential) hyperplane arrangement of type An for
3n = 2, 3 or 4, where m = n(n+1)
2
. We also give the Γ-equivariant Poincare´-Deligne
polynomial for An with n ≤ 3.
Further, we give explicitly the Γ-equivariant weight polynomials for the dihedral
groups, and the monodromy-equivariant Hodge-Deligne polynomials for all groups
of rank two.
Finally, also in §5, we prove some general results, complementary to those con-
cerning the relationship between monodromy order and cohomology degree, which
relate the monodromy action to the Hodge structure of the cohomology.
2. Additive functions and the Euler characteristic
2.1. Free action and eigenspaces. Observe that if v ∈ F and (g, ξ) ∈ Γ, then
(g, ξ)v = v ⇐⇒ gv = ξv. Thus v ∈ F is fixed by some element of Γ if and only
if v ∈ V (g, ξ), for some g ∈ G, ξ ∈ C×, where V (g, ξ) is the ξ-eigenspace of g ∈ G.
Now every element v ∈ F lies on no reflecting hyperplane of G, and is therefore
regular. Conversely, every regular eigenspace intersects F , because F spans M . The
following statement is immediate from this observation.
Lemma 2.2. Let d be a regular number for G; that is, if ζd = exp(
2πi
d
), then any
ζd-eigenspace of g ∈ G contains a regular vector (and is therefore maximal). Then d
divides m.
Proof. We give two proofs. The first is as follows. Let E := V (g, ζd) be a regular
eigenspace. Then there is a vector v ∈ E ∩ F . Since F is G-stable (since Q is
G-invariant), it follows that gv = ζdv ∈ F . Thus Q(ζdv) = ζ
m
d Q(v) = 1 = Q(v),
whence ζmd = 1, and so d|m.
The second proof uses the theory of coexponents. It follows from [21, Prop. 4.6]
that if d is regular and if the exponents and coexponents of G are respectively denoted
m1, . . . , mℓ and m
∗
1, . . . , m
∗
ℓ , then modulo d, the two (multi)sets {m1+1, . . . , mℓ+1}
and {−m∗1 + 1, . . . ,−m
∗
ℓ + 1} are equal. It follows that
∑ℓ
i=1(mi +m
∗
i ) ≡ 0(mod d).
But it is well known (see, e.g. [22, p.205]) that
∑ℓ
i=1mi = nG, the number of
reflections in G, while
∑ℓ
i=1m
∗
i = NG = |AG|. Hence
∑ℓ
i=1(mi +m
∗
i ) =
∑
H∈A eH ≡
0(mod d). 
The basic facts concerning regular eigenspaces may be found in [22, §11.4]. The
main facts we require are as follows. If E := V (g, ζ) contains a regular vector, then
E is a maximal ζ-eigenspace, i.e. it is not properly contained in V (x, ζ) for x ∈ G;
the centraliser CG(g) acts faithfully on E as a reflection group with invariant degrees
{di | d divides di}, and if ζ has order d, then g has order d, and if V (g
′, ζ) is another
regular eigenspace, then g′ is conjugate to g in G. For a regular element g ∈ G of
order d, we write G(d) := CG(g). This determines G(d) up to conjugacy in G. If G
is irreducible (as we have assumed) then G(d) is irreducible for each regular d.
Now suppose that ζ = ζd ∈ C
× is regular, as above. Then d divides d¯ := gcd{di |
d divides di}. Moreover there is an element g¯ ∈ G such that V (g¯, ζd¯) 6= 0, where
ζd¯ = exp(
2πi
d¯
). Thus V (g¯, ζd¯) = V ((g¯)
d¯
d , ζd), since both have the same dimension.
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Hence it suffices to consider regular numbers d such that d = d¯. Let P denote the
set of such integers. Note that 1¯ = gcd{d1, . . . , dℓ}.
If d, e ∈ P and d|e, then for any regular (and hence maximal) ζe-eigenspace Ee =
V (g, ζe), we have Ee ⊆ V (g
e
d , ζd) := Ed. It follows that if V (d) is the union of all
ζd-eigenspaces for d ∈ P and F (d) = V (d) ∩ F , then d|e implies that F (e) ⊆ F (d).
The following cyclic subgroups of Γ play an important role in the discussion below.
Definition 2.3. For d ∈ P, let (gd, ζd) ∈ Γ be such that V (gd, ζd) 6= 0. This
determines (gd, ζd) up to conjugacy in Γ. Define R(d) to be the cyclic group 〈(gd, ζd)〉
of Γ.
Proposition 2.4. We have
(1) F = ∪d∈PF (d).
(2) If d|e, d, e ∈ P, then F (d) ⊇ F (e).
(3) For any two integers e1, e2, we have F (e1) ∩ F (e2) = F (lcm(e1, e2)).
(4) For each d ∈ P let F (d)◦ = F (d) \ ∪d|e,e 6=dF (e). Then F = ∐d∈PF (d)◦ and
for each d ∈ P, F (d)◦ = F (d) = ∐d|eF (e)◦.
(5) Γ/R(1¯) acts freely on F (1¯)◦ := F ◦, where R(1¯) denotes the subgroup of Γ
defined above.
Proof. All statements except (3) follow from the above discussion. As for (3), it is
well known that if P1, . . . , Pℓ is a set of basic invariants of the group G and Pi is
homogeneous of degree di, then V (d) = ∩i:d6|diV (Pi), where V (f) denotes the zero set
of the polynomial f . It follows that V (e1) ∩ V (e2) = V (lcm(e1, e2)), and (3) is now
evident. 
2.5. Additive functions and Euler characteristics. Proposition 2.4 shows that
the closed subspaces F (d) form an Eulerian collection in the sense of [11, Def. (2.1)].
Let B be the Boolean algebra of constructible subsets of F , and A be any abelian
group. Recall [11, loc. cit.] that a function β : B → A is additive if for any subsets
Y ⊇ Z in B, we have β(Y ) = β(Z) + β(Y \ Z).
The decomposition of F as a disjoint union of locally closed Γ-invariant subvarieties
in Proposition 2.4(4) implies that we have the following relation for any additive
function (see [11, Prop. (2.2)]).
Lemma 2.6. Let β be any additive function on the constructible subspaces of F .
Then
β(F ) =
∑
d∈P
β(F (d)◦).
Lemma 2.6 applies to any additive function β, and in §5 below we shall explore ex-
amples of additive functions arising from the mixed Hodge structure on the cohomol-
ogy. By [11, (2.6)], one such function is the compactly supported weight polynomial
W Γc (F, t) (cf. [11, Def. (1.5)(ii)]. We therefore have
Corollary 2.7.
W Γc (F, t) =
∑
d∈P
W Γc (F (d)
◦, t).
5Now the equivariant Euler characteristic is an additive function, so the next state-
ment is immediate.
Corollary 2.8. We have
χΓ(F ) =
∑
d∈P
χΓ(F (d)◦).
To prove a more explicit version of the last result, we shall require the following
general fact.
Proposition 2.9. Let X be a CW -complex with a free G-action, where G is a finite
group. Assume that the quotient space Y = X/G has the homotopy type of a finite
CW -complex. Then X has the homotopy type of a finite CW -complex, and we have
the following equation in the Grothendieck ring of G.
χG(X) = χ(Y ) · RegG,
where RegG is the regular representation of G.
Proof. It follows from [35] (see also [4, §3.13]) that the virtual representation χG(X)
is an integer multiple c · RegG of the regular representation of G. This may also be
easily seen in our context because in view of the free nature of the action of G on
X , the cohomology of X is the cohomology of a cochain complex such that G acts
in each degree as a multiple of the regular representation. Thus this first assertion
follows from the Hopf trace formula.
To determine c, take the inner product of χG(X) = c · RegG with 1G. Since
dimH i(X/G) = (H i(X), 1G)G, we have (χ
G(X), 1G)G = χ(X/G). But (RegG, 1G)G =
1, whence c = χ(X/G). 
The summands on the right of the expression in Lemma 2.8 may now be described
more explicitly.
Proposition 2.10. For each d ∈ P let gd ∈ G be a d-regular element, i.e. an element
such that Ed := V (gd, ζd) 6= 0. Then writing R(d) for the cyclic group 〈(gd, ζd)〉, we
have
χΓ(F (d)◦) = c(d) IndΓR(d)(1R(d)),
where c(d) = χ (F (d)◦/(G(d)× µm)).
Proof. Note first that the intersections with F of the maximal ζd-eigenspaces of
elements of G are disjoint. This is because if E = V (g, ζd) and E
′ = V (g′, ζd) are
two such eigenspaces, then for v ∈ E ∩ E ′ ∩ F , we have gv = ζdv = g′v, whence
by regularity, g = g′ and hence E = E ′. It follows, since Γ acts transitively on
the maximal ζd-eigenspaces, that if Ed = V (gd, ζd) is one of these, and Γ(d) is the
stabiliser in Γ of F (d)◦ ∩ Ed, then
(2.1) χΓ(F (d)◦) = IndΓΓ(d)(χ
Γ(d)((F ∩ Ed)
◦)),
where (F ∩ Ed)
◦ = F (d)◦ ∩ Ed. Next let us determine Γ(d). If v ∈ Ed ∩ F and
(g, ξ) ∈ Γ, then (g, ξ)v = ξ−1gv ∈ Ed implies that gdgv = ζdgv = ggdv, whence by
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the regular nature of v, we have g ∈ CG(gd) = G(d). The converse is easily checked,
whence we see that Γ(d) = G(d)× µm.
Now G(d) acts as a reflection group on Ed, and it is proved in [19] and in [5] that
the reflecting hyperplanes of this action are the intersections with Ed of those of G.
Suppose (g, ξ) ∈ Γ(d) and v ∈ (F ∩ Ed)
◦ are such that (g, ξ)v = v. Then gv = ξv.
It follows, since v ∈ (F ∩ Ed)
◦, that ξ = ζ id for some i, and hence that g
i
dv = gv,
whence (g, ξ) = (gd, ζd)
i ∈ 〈(gd, ζd)〉. Conversely, each element of the group 〈(gd, ζd)〉
fixes F (d)◦ ∩ Ed pointwise. Hence the quotient group Γ(d)/〈(gd, ζd)〉 = Γ(d)/R(d)
acts freely on (F ∩ Ed)
◦, and it follows from Proposition 2.9 that
(2.2) χΓ(d)((F ∩ Ed)
◦) = c(d) RegΓ(d)/〈(gd ,ζd)〉 = c(d) Ind
Γ(d)
R(d)(1R(d)),
where c(d) = χ (F (d)◦/(G(d)× µm)), and RegH denotes the regular representation
of a finite group H .
Putting together (2.1) and (2.2) and using transitivity of induction, we obtain the
statement of the Proposition. 
The above proof yields the more general statement below, which applies to most
of the invariants we wish to investigate, such as the equivariant weight polynomials
and the Hodge-Deligne polynomials.
Scholium 2.11. Let β be an additive Γ-functor from constructible subspaces of F to
the ring S := A⊗CR(Γ), where R(Γ) is the complex Grothendieck ring of Γ and A is
any commutative ring. Then S is naturally a Γ-module, and the statement that β is
a Γ-functor means that β satisfies β(γ(Y )) = γ(β(Y )) for all γ ∈ Γ and constructible
Y ⊆ X. Then
(1) β(F ) =
∑
d∈P Ind
Γ
Γ(d) β((F ∩ Ed)
0), where Γ(d) = G(d) × µm and Ed is any
maximal ζd-eigenspace of V .
(2) Γ(d)/R(d) acts freely on (F ∩Ed)
0, where R(d) = 〈(gd, ζd)〉 is the cyclic group
occurring in the proof of Proposition 2.10.
Proof. From Lemma 2.6 we have β(F ) =
∑
d∈P β(F (d)
0). But by the argument at
the beginning of the proof of Proposition 2.10, F (d)0 is a disjoint union F (d)0 =
∐EF (d)
0 ∩ E, where the sum is over the distinct (maximal) ζd-eigenspaces of G
in V . It follows from the additivity property of β that β(F (d)0 =
∑
E β(F (d)
0 ∩
E). Moreover, since the eigenspaces E are conjugate under G, and hence a fortiori
under Γ, it follows from the defining property of β that the subspaces β(F (d)0 ∩
E) of the R(Γ)-module β(F (f)0) are permuted transitively by Γ; further, again
by the argument in the proof of Proposition 2.10, the stabilizer of one of these
subspaces is Γ(d). It follows from the functorial property and additivity that β(F ) =
IndΓΓ(d)(β(F (d) ∩ Ed)
0), where Ed is a particular maximal ζd-eigenspace.
This proves (1), while (2) is proved in the proof above. 
Examples of functors β to which Scholium 2.11 may be applied include the Euler
characteristic, the compactly supported weight polynomial, and the compactly sup-
ported Hodge-Deligne polynomial (see (5.2) in §5 below). The Euler characteristic
case is the easiest to handle.
7Let U = P(M) := M/C× and consider the map p : F−→ U given by p(v) = [v].
This is an unramified µm-covering, and U may be identified with F/µm (see 2.4
below). Let U(d), U(d)◦ be the analogues for the pair Ed, G(d) of the spaces U, U◦
for V,G. Thus in particular, U(d)◦ = p(E◦d). Then evidently F (d)
◦/(G(d)×µm) may
be identified with U(d)◦/G(d).
Using this notation, Lemma 2.8 and Proposition 2.10 may be combined to yield
the following statement.
Corollary 2.12. (cf. [6, Theorem 3.13]) Let G be an irreducible unitary reflection
group acting on V = Cℓ. Let M,Q,m, F, U,P etc. be as in the discussion above, and
for d ∈ P let R(d) be the cyclic subgroup of Γ = G × µm defined in Definition 2.3.
Then
(2.3) χΓ(F ) =
∑
d∈P
χ(U(d)◦/G(d)) IndΓR(d)(1).
Remark 2.13. The value of χ(U◦/G) has been computed case by case in [6, Theorem
3.15]. We shall give an essentially case free proof below. The key result for the exam-
ples below is that for G = G(r, 1, ℓ) (an imprimitive reflection group) χ(U◦/G) = 0
if ℓ > 2 or if ℓ = 2 and r = 1. If ℓ = 2 and r > 1 then χ(U◦/G) = −1; otherwise (if
ℓ = 1) χ(U◦/G) = 1.
2.14. A diagram of spaces. Maintain the notation above, and write M˜ := {(v, ξ) ∈
M ×C× | Q(v) = ξm}. Then we have maps p1 : M˜ → M and π1 : M˜ → F , where p1
is the first projection, and π1(ξ, v) = ξ
−1v. We also have π : M → U = P(M) and
p : M → U given by π(v) = [v] and p(v) = [v], the latter for v ∈ F . These maps fit
together in a commutative diagram as follows.
(2.4)
M˜
p1
−−−→ M
π1
y yπ
F
p
−−−→ U = P(M)
The group Γ acts on M˜ component-wise: (g, ζ)(v, ξ) := (gv, ζξ) for (g, ζ) ∈ Γ and
(v, ξ) ∈ M˜ . Since π1(v, ξ) = ξ
−1v, it is easily checked that π1 respects the Γ-action,
and that the horizontal arrows are maps to the quotient by µm.
Note that the map (v, ξ) 7→ (ξ−1v, ξ) : M˜ → F×C× is an isomorphism of varieties,
and the the map p1 : F ×C
× →M is given by (v, ξ) 7→ ξv. With this identification,
the Γ-action on F × C× is given by (g, ζ).(w, ξ) = (ζ−1gw, ζξ), for (g, ζ) ∈ Γ and
(w, ξ) ∈ F ×C×. In particular, this realises M as the quotient of F ×C× by µm, the
latter acting via ζ(w, ξ) = (ζ−1w, ζξ).
Notice that the action of both G and of µm on F is free. We next record the result
of applying Proposition 2.9 to these free actions.
Proposition 2.15. (1) We have χG(F ) = χ(F/G) RegG .
(2) We have χµm(F ) = χ(U) Regµm .
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(3) Let 1 = m∗1 ≤ m
∗
2 ≤ · · · ≤ m
∗
r be the non-zero coexponents of G (see [22,
Def. 10.27, p.257]). Here r = codimV (∩H∈AGH) is the rank of G. Then
χ(U) = (−1)r−1(m∗2 − 1)(m
∗
3 − 1) . . . (m
∗
r − 1).
(4) We have χ(F/G) = |G|−1m(−1)r−1(m∗2 − 1)(m
∗
3 − 1) . . . (m
∗
r − 1).
Proof. The assertions (1) and (2) are immediate from Proposition 2.9. To see (3),
note that by [22, p. 257], the Poincare´ polynomial of M is PM(t) =
∏ℓ
i=1(1+m
∗
i t) =∏r
i=1(1 +m
∗
i t), where the m
∗
i are the coexponents of G. Moreover precisely r of the
coexponents are non-zero, and the smallest of these is the degree of the Euler form,
viz. m∗1 = 1. But from the diagram above, we see that PU(t) =
PM (t)
(1+t)
. This proves
(3). As for (4), it follows from (1) and (2) by evaluation at the identity element of
the relevant group, that χ(F ) = mχ(U) = |G|χ(F/G). Hence (4) is immediate from
(3). 
Remark 2.16. Since χ(F/G) ∈ Z, Proposition 2.15 implies the following divisibility
result for any unitary reflection group G. Recall (cf. [20, (1.3)]) that m = nG +NG,
where nG =
∑
imi =
∑
H∈AH (eH − 1) and NG =
∑
im
∗
i = |AG|, and the mi and
m∗i are respectively the exponents and coexponents of G. Since |G| =
∏
i(1+mi), it
follows that
ℓ∏
i=1
(1 +mi) divides
(
ℓ∑
i=1
(mi +m
∗
i )
)
ℓ∏
i=2
(1−m∗i ).
Example 2.17. Let G be the symmetric group Symℓ+1 acting on C
ℓ+1 by permu-
tation of coordinates. The non-zero coexponents in this case are 1, 2, . . . , ℓ, and
m = ℓ(ℓ+1). Hence in this case we have χ(U) = (−1)ℓ−1(ℓ− 1)!, χ(F/G) = (−1)ℓ+1
and χ(F ) = (−1)ℓ+1(ℓ+ 1)!.
We finish this section with a closed (but finitely recursive) formula for χ(U0/G),
which may be applied to give a case free proof of [6, Theorem 3.15].
Theorem 2.18. Let G be a finite reflection group in the complex vector space V , M
the corresponding hyperplane complement, U = P(M), etc, as above. Let P be the
poset of integers d such that d is the gcd of the degrees of G which it divides, where
e ≤ d in P if d|e. Then in the notation above,
χ(U0/G) = |Z(G)|
∑
d∈P
µ(d)|G(d)|−1
∏
i≥2
(1−m∗i (d)),
where µ(d) = µ(d, |Z(G)|) is the Mo¨bius function of the poset P, r(d) is the rank of
the reflection group G(d), and the m∗i (d) are the coexponents of the reflection group
G(d) written so that m∗1(d) ≤ m
∗
2(d) ≤ . . . .
Proof. It follows from Proposition 2.15 that the multiplicity of the trivial character
γ0 of the monodromy group µm in χ(F ) is χ(U). Hence applying Corollary 2.12,
(2.5) χ(U) =
∑
d∈P
χ(U(d)◦/G(d))(IndΓR(d)(1), γ0)µm ,
9where ( , )µm denotes the usual inner product of characters. But an easy application
of Mackey’s formula shows that (ResΓµm Ind
Γ
R(d)(1), γ0)µm =
|G|
d
. It follows from (2.5)
that
(2.6) χ(U) = (χΓ(F ), γ0)µm =
∑
d∈P
χ(U(d)◦/G(d))
|G|
d
.
If we define, for any reflection group G, c(G) = χ(U)|G| and c0(G) = χ(U
0/G), then
(2.6) may be rearranged to read
(2.7) c(G) =
∑
d∈P(G)
c0(G(d))
d
,
where P(G) indicates the poset P for the group G.
However if e ≤ d in P(G), it is shown in [21] that
(2.8) G(d)(e) = G(e).
Moreover using the fact that the degrees of G(d) are precisely those degrees of G
which are divisible by d, a short calculation verifies that
(2.9) P(G(d)) = {e ∈ P(G) | e ≤ d}.
It follows from (2.8) and (2.9) that we may apply (2.6) to the group G(d) to obtain,
for any d ∈ P
(2.10) c(G(d)) =
∑
e∈P(G),e≤d
c0(G(e))
e
.
We may now invert the relation (2.10) using the Mo¨bius function µ(e, d) of P to
obtain for any d ∈ P,
(2.11)
c0(G(d))
d
=
∑
e∈P(G),e≤d
µ(e, d)c(G(e)).
Taking into account that the top element of P is |Z(G)| (which is the gcd of the
degrees of G), the stated relation is simply the case d = |Z(G)| of (2.11), where we
write µ(d) = µ(d, |Z(G)|), and use the formula in Proposition 2.15(3) for χ(U). 
2.19. A factorisation result. Our ultimate objective is to determine the Γ-module
structure ofH i(F,C) for each i, or equivalently, to determine the equivariant Poincare´
polynomial
(2.12) P Γ(F, t) :=
∑
i≥0
H i(F,C)ti ∈ R+(Γ)[t],
where R+(Γ) is the multiplicative submonoid of actual representations of Γ in its
Grothendieck ring. Note that P Γ(F,−1) = χΓ(F ).
For any finite group H , denote by I(H) the set of irreducible C-representations of
H . Then R+(Γ) = ⊕θ∈I(Γ)Z≥0θ.
Since Γ = G× µm, every element of I(Γ) is of the form ρ⊗γ, where ρ ∈ I(G), and
γ ∈ I(µm). We shall henceforth use the following notation for elements of I(µm):
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define γ1 ∈ I(µm) by γ1(ζm) = ζm (recall that for any d, ζd = exp(
2π
√−1
d
)); then for
i = 0, 1, . . . , m− 1 define γi = γ
i
1.
We shall now focus on the case where eH = 2 for each hyperplane H . This includes
the real Coxeter groups, but also many other cases, such as the exceptional groups
G12, G13, G22, G24, G27, G28, G29, G31, G33 and G34 (see [22, Tables D1, D2]). In this
case Q =
∏
H∈A ℓ
2
H = Q
2
0, where Q0 =
∏
H∈A ℓH . Clearly F = {v ∈ V | Q(v) = 1} =
{v ∈ V | Q0(v) = ±1} = F0 ∐ F−, where F− = {v ∈ V | Q0(v) = −1}, and as in the
introduction, F0 = {v ∈ V | Q0(v) = 1}.
Now it is known [22, §9.4] that there is a character ε of G, the ‘alternating charac-
ter’, such that Q0(g
−1v) = ε(g)Q0(v) for all g ∈ G and v ∈ V ; in fact ε(g) = detV (g).
Observe that in this case m is always even.
We shall prove the following factorisation for P Γ(F, t).
Proposition 2.20. Let G be a reflection group such that eH = 2 for each reflecting
hyperplane H, and maintaining the above notation, write Γ0 := Ker(ε⊗γm
2
). Then
P Γ(F, t) = (1⊗γ0 + ε⊗γm
2
)P Γ0 (F, t),
where P Γ0 (F, t) is an element of R+(Γ, t) whose restriction to Γ0 is P
Γ0(F0, t).
In particular,
χΓ(F ) = (1⊗γ0 + ε⊗γm
2
)χΓ0 (F )
where χΓ0 (F ) is an element of R(Γ) whose restriction to Γ0 is χ
Γ0(F0).
Proof. It is evident from the above discussion that for each i, H i(F,C) = H i(F0,C)⊕
H i(F−,C); moreover, since Γ permutes the spaces F0, F− it permutes the two sum-
mands above. It follows that if Γ0 is the stabiliser in Γ of the variety F0, then the
following holds in R(Γ).
(2.13) H i(F,C) = IndΓΓ0(H
i(F0,C)).
Next we identify Γ0. The element (g, ξ) ∈ Γ fixes F0 if and only if it fixes Q0. But
(g, ξ)Q0(v) = ξ
m
2 ε(g)Q0(v). Hence Γ0 = Ker(ε⊗γm
2
).
Now to understand induction from Γ0 to Γ, we use Clifford theory, applied to our
simple case ([15, Theorem 1], [16]). The facts we require are as follows. If H is a
finite group and K is a normal subgroup, we identify I(H/K) with the subset of
I(H) consisting of representations in which K acts trivially. For θ ∈ I(H), define
F (θ) = {ξ ∈ I(H/K) | θξ = θ}. Then ResHK(θ) is irreducible if and only if F (θ) = 1.
In our present situation, taking H = Γ and K = Γ0, any element of I(Γ) is of the
form θ = ρ⊗γi, where ρ ∈ I(G) and γi is as defined above. In particular, I(Γ/Γ0)
may be identified with {1⊗γ0, ε⊗γm
2
}.
Now for any θ = ρ⊗γi ∈ I(Γ) we have ε⊗γm
2
θ = ερ⊗γm
2
+i 6= θ, since the second
factor is distinct from γi. Thus from Clifford theory we deduce that each element
θ ∈ I(Γ) restricts to an irreducible representation of Γ0. It follows easily by Frobenius
reciprocity that for any element χ ∈ I(Γ0), Ind
Γ
Γ0
(χ) = (1⊗γ0 + ε⊗γm
2
)β for some
β ∈ I(Γ), whose restriction to Γ0 is χ. Since the last statement is linear in χ,
the same thing holds for any element χ ∈ R+(Γ0), and applying this statement to
H i(F0,C) ∈ R+(Γ0), using (2.13), we obtain the stated result. 
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Remark 2.21. It follows from the above proof that each irreducible representation
σ ∈ I(Γ0) is the restriction to Γ0 of precisely two elements of I(Γ), which may be
written ρ⊗γi and ερ⊗γi+m
2
. It follows that
(2.14)
Each element of I(Γ0) is the restriction to Γ0 of a unique
representation of the form ρ⊗γi, where 0 ≤ i ≤
m
2
− 1.
We shall therefore abuse notation by writing the elements of I(Γ0) as ρ⊗γi, with
ρ ∈ I(G) and 0 ≤ i ≤ m
2
− 1.
2.22. Quotient by G. It is easy to deduce from the formula (2.3) the µm-equivariant
Euler characteristic of F/G. The result is as follows.
Proposition 2.23. Let γ0, γ1, . . . , γm−1 be the characters of µm, where γi(ζm) = ζ im.
Then
(2.15) χµm(F/G) =
∑
d∈P
χ(U(d)◦/G(d))
m
d
−1∑
j=0
γdj .
Proof. Clearly χµm(F/G) is the 1G-isotypic part of the virtual representation on the
right side of (2.3). To compute this, note first that for any representation α of Γ, we
have by Frobenius reciprocity
(2.16) (IndΓR(d)(1), α)Γ = (1R(d),Res
Γ
R(d)(α))R(d).
It is therefore evident that
(IndΓR(d)(1), 1G ⊗ γi)Γ =
{
1 if γi|µd = 1
0 otherwise.
The stated formula follows easily. 
Remark 2.24. Let f1, . . . , fℓ be a set of basic invariants for G. The orbit map
V−→ V/G may be realised as π : x 7→ (f1(x), . . . , fℓ(x)); since Q is G-invariant,
there is a unique polynomial ∆(y1, . . . , yℓ) such that Q(x) = ∆(f1(x), . . . , fℓ(x)).
The Milnor fibre F is mapped by π to F/G = F∆ := {y | ∆(y) = 1}, and the
monodromy µm acts on F∆ via y 7→ (ζ
d1y1, . . . , ζ
dℓyℓ), (ζ ∈ µm). For the symmetric
group Sℓ+1, ∆(y) is just the usual discriminant of the polynomial t
ℓ+1−y1t
ℓ+y2t
ℓ−1−
· · · + (−1)ℓ+1yℓ+1. In view of the remark at the beginning of Example 2.25 below,
one may take y1 = 0 in this case, i.e. it suffices to consider the Milnor fibre of the
polynomial ∆0(y2, . . . , yℓ+1) := ∆(0, y2, . . . , yℓ+1).
Example 2.25. We take G = Symℓ+1 acting by permutation of coordinates on
Cℓ+1. This action is irreducible on the hyperplane x1 + · · ·+ xℓ+1 = 0, and if F0 is
the Milnor fibre corresponding to this irreducible action, we have F = F0 × C, so
that the Γ-modules H∗(F0) and H∗(F ) are isomorphic. We consider here the graded
space H∗(F ). The regular numbers are all integers d which divide ℓ or ℓ + 1. The
degrees of G are 1, 2, . . . , ℓ+1. For any regular d, since d is one of the degrees, d¯ = d,
and so P coincides with the set of regular numbers.
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Let d ∈ P. It is easily verified that G(d) ≃ G(d, 1, [ ℓ+1
d
]). Hence in the notation
above, by Remark 2.13 χ(U(d)◦/G(d)) = 0 unless [ ℓ+1
d
] ≤ 2, that is unless d =
ℓ, ℓ + 1, ℓ+1
2
or ℓ
2
. The corresponding values of χ(U(d)◦/G(d)) in these cases are
respectively 1, 1,−1,−1.
Thus the main results above may be written in this case as follows.
(2.17) χΓ(F ) =
{
IndΓR(ℓ)(1) + Ind
Γ
R(ℓ+1)(1)− Ind
Γ
R( ℓ
2
)
(1) if ℓ is even
IndΓR(ℓ)(1) + Ind
Γ
R(ℓ+1)(1)− Ind
Γ
R( ℓ+1
2
)
(1) if ℓ is odd
where R(d) is the cyclic group (of order d) generated by (gd, ζd), where gd is a product
of [ ℓ+1
d
] d-cycles (see Definition 2.3).
For the 1Symℓ+1-isotypic part, we have
(2.18) χµm(F/G) =
{∑ℓ
j=0 γℓj +
∑ℓ−1
j=0 γ(ℓ+1)j −
∑2ℓ+1
j=0 γ ℓ2 j
if ℓ is even∑ℓ
j=0 γℓj +
∑ℓ−1
j=0 γ(ℓ+1)j −
∑2ℓ−1
j=0 γ (ℓ+1)
2
j
if ℓ is odd.
These formulae may be written more transparently as
(2.19) χµm(F/G) =
{∑ℓ−1
j=0 γ(ℓ+1)j −
∑ℓ
j=0 γ ℓ
2
(2j+1) if ℓ is even∑ℓ
j=0 γℓj −
∑ℓ−1
j=0 γ (ℓ+1)
2
(2j+1)
if ℓ is odd.
Let us check these formulae for compatibility with the results of [7]. It is shown
in [2, Theorem 4] that if Bℓ+1 is the braid group on ℓ+ 1 strings, and R = C[q, q
−1]
is the Bℓ+1-module upon which the generators of Bℓ+1 act as multiplication by −q,
then for each degree k, we have
Hk(F/G,C) ≃ Hk+1(Bℓ+1, R).
Given this, the main result [7, Theorem, p. 739], may be stated in the language of
the above exposition as follows.
Proposition 2.26. For any character γ ∈ µ̂m write |γ| for its order. For any integer
h ≥ 2 which divides ℓ or ℓ + 1, we write i(h) =
[
ℓ+1
h
]
, and k(h) = i(h)(h − 2). If
k 6= k(h) for some h, then Hk(F/G,C) = 0. For the remaining cases we have the
following equation in the Grothendieck ring of µm.
Hk(h)(F/G,C) =

∑
γ∈µ̂m,|γ|=2h γ if h is odd,∑
γ∈µ̂m,|γ|=h2 γ if h ≡ 2(mod 4),∑
γ∈µ̂m,|γ|=h γ if h ≡ 0(mod 4).
The above Proposition may be applied to deduce information about H∗(F0,C) as
follows. Note that H∗(F0,C) is a priori a module for µm
2
. The next result provides
some information concerning this action.
Corollary 2.27. Let G etc. be as in Proposition 2.20; thus we have Q0, Γ0, etc.
Then F/G ≃ F0/G0, where G0 = Ker(ε), and the µm
2
-action on H i(F0/G0,C) is just
the restriction to µm
2
of the µm-action on H
i(F/G,C).
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Proof. We have F = F0∐F−, and G permutes the two pieces; that is, for each g ∈ G,
gF0 = F0 or gF0 = F−. Moreover there is an element of G which interchanges the
two pieces. It follows that F/G may be identified with the equivalence classes of
elements of F0, equivalence being defined as x ≡ y if y = gx for some g ∈ G. But
if x, y ∈ F0, and gx = y, then g must be in G0, which is the stabiliser of F0, and so
F/G ≃ F0/G0. 
Remark 2.28. Let d = m
2
= degQ0. Then µd = Γ0 ∩ µm, and µm is a normal
subgroup of Γ, which is contained in the centre of Γ. Hence Γ0/µd ∼= Γ/µm ∼= G. It
follows that if γ ∈ µ̂d and M is any Γ0-module, then the γ-isotypic component M
γ
of M is a module for G = Γ0/µd. We shall use this repeatedly in §4 below. Note
that dimMγ = (M, γ)µd .
The next corollary of Proposition 2.26 provides a strengthening of the formula
(2.19), in that it asserts that there is no cancellation in arriving at that formula.
Corollary 2.29. Let G = Symℓ+1 as in example 2.25. Then∑
i≡ℓ( mod 2)
H i,µm(F/G,C) =
{∑ℓ−1
i=0 γ(ℓ+1)i if ℓ ≡ 0( mod 2)∑ℓ−1
i=0 γ ℓ+1
2
(2i+1) if ℓ ≡ 1( mod 2),
and ∑
i≡ℓ+1( mod 2)
H i,µm(F/G,C) =
{∑ℓ
i=0 γℓi if ℓ+ 1 ≡ 0( mod 2)∑ℓ
i=0 γ ℓ
2
(2i+1) if ℓ+ 1 ≡ 1( mod 2).
Proof. We use the notation of Proposition 2.26. First observe that a short compu-
tation shows that
(2.20)
If h|ℓ, then k(h) ≡ ℓ( mod 2), and
if h|ℓ+ 1, then k(h) ≡ ℓ+ 1( mod 2).
A further calculation using the details in Proposition 2.26 now proves that if ℓ is
even, then ∑
i≡ℓ( mod 2)
H i,µm(F/G,C) =
∑
|γ||ℓ
γ,
while if ℓ is odd, then ∑
i≡ℓ( mod 2)
H i,µm(F/G,C) =
∑
|γ|=2b where b|ℓ
γ.
Putting these facts together with the analogous ones for ℓ + 1, one obtains the
Corollary. 
Remark 2.30. Corollary 2.29 both confirms the formula (2.19), and shows further
that there is no cancellation in arriving at that formula. It is useful to reformulate
it as follows.
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Corollary 2.31. Let G = Symℓ+1 as above. For any integer i such that 0 ≤ i ≤ ℓ−1,
define a subset Mi ⊆ µ̂m as follows. Let
h(i) :=
{
2ℓ
ℓ−i if i ≡ ℓ( mod 2)
2(ℓ+1)
ℓ+1−i if i ≡ ℓ+ 1( mod 2).
Define
Mi =

{γ ∈ µ̂m | |γ| = h(i)} if h(i) ∈ Z and h(i) ≡ 0( mod 4)
{γ ∈ µ̂m | |γ| =
h(i)
2
} if h(i) ∈ Z and h(i) ≡ 2( mod 4)
{γ ∈ µ̂m | |γ| = 2h(i)} if h(i) ∈ Z and h(i) ≡ 1 or 3( mod 4)
∅ otherwise.
The 1G-isotypic part of P
Γ(F, t) (see (2.12)) is given by
P µm(F/G, t) = P Γ(F, t)1G =
ℓ−1∑
i=0
∑
γ∈Mi
(1G⊗γ)t
i.
This is an easy consequence of Proposition 2.26 and Corollary 2.29.
Remark 2.32. The way in which Corollary 2.31 may be used is as follows. For
elements A,B ∈ R(Γ)[t] say that A ≥ B if A − B ∈ R+(Γ)[t]. Then P
Γ(F, t) ≥
1G⊗P
µm(F/G, t), and
(
P Γ(F, t)− 1G⊗P
µm(F/G, t)
)1G = 0.
Example 2.33. Let G = Sym3. Then m = 6 and we denote by 1, ε and ρ re-
spectively the trivial one dimensional representation, the sign representation and the
(irreducible, two dimensional) reflection representation of G. The cohomology of F in
this case is completely determined by the formula (2.17) since there is no cancellation
when the Euler characteristic is taken. Using the notation above, the cohomology of
Milnor fibre F in this case has the following description as Γ-representation.
(i) H0(F ) = 1⊗γ0 + ε⊗γ3.
(ii) H1(F ) = 1⊗γ1 + 1⊗γ5 + ε⊗γ2 + ε⊗γ4 + ρ⊗γ0 + ρ⊗γ3
= (1⊗γ0 + ε⊗γ3)(1⊗γ1 + 1⊗γ5 + ρ⊗γ0).
Thus in particular, in the notation of Proposition 2.20
P Γ(F, t) = (1⊗γ0 + ε⊗γ3) (1⊗γ0 + (1⊗(γ1 + γ5) + ρ⊗γ0)t) .
Note that this shows that P Γ0(F0, t) = 1⊗γ0 + (1⊗(γ1 + γ5) + ρ⊗γ0)t, which is
consistent with [33, Table 2]. Note that we also have, consistent with the notation
of Remark 2.21, P Γ0(F0, t) = 1⊗γ0 + (1⊗γ1 + ε⊗γ2 + ρ⊗γ0)t.
We note further that H1(F/G) = H1(F )G = γ1+γ5, which agrees with the known
monodromy of the cusp F∆0 : ∆0(y2, y3) = 0 (see Remark 2.24).
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3. Groups of rank two.
In this section we shall determine the the polynomials P Γ(F, t) and W Γc (F, t) for
all ‘uniform’ unitary reflection groups G of rank two, i.e. those which satisfy the con-
dition (3.1) below, using the fact that in this case, the polynomial Q0 :=
∏
H∈AG ℓH
has an isolated singularity at 0, and so the theory of [26, 27] applies. For the other
groups of rank 2, one may apply an Euler characteristic argument directly.
3.1. Reduction to the reduced case. Say that the unitary reflection group G is
uniform if it satisfies the following condition (for notation see the first paragraph of
§1).
(3.1) For all H ∈ AG, eH = |GH | := e is independent of H.
We write d = deg(Q0) = |AG| and m = deg(Q), where Q = Q
e
0 =
∏
H∈AG ℓ
eH
H , so
that m = de. A list of the irreducible uniform groups in dimension two is given in
Table 1.
Group e d degrees of G
G(2p, p, 2) (p ≥ 2) 2 2p+ 2 2p, 4 (imprimitive)
G(p, p, 2) 2 p 2, p (dihedral)
G4 3 4 4, 6
G5 3 8 6, 12
G8 4 6 8, 12
G12 2 12 6, 8
G13 2 18 8, 12
G16 5 12 20, 30
G20 3 20 12, 30
G22 2 30 12, 20
Table 1
The next result generalises Proposition 2.20. Recall that for any finite group µN
of roots of unity in C, γj is the character of µN whose value at ξ ∈ µN is ξ
j.
Proposition 3.2. Suppose that G is a uniform unitary reflection group in V , and
that Q,Q0, d, e and m are as in the previous paragraph. Let Γ = G× µm, F = {v ∈
V | Q(V ) = 1} and for ζ ∈ µe define Fζ by Fζ := {v ∈ V | Q0(v) = ζ}. Then
(1) F = ∐ζ∈µeFζ .
(2) The group Γ permutes the Fζ (ζ ∈ µe) transitively, and writing F0 for F1, the
stabiliser of F0 in Γ is Γ0 := ker(ε⊗γd), where ε is the character of G defined
by ε(g) = detV (g)
−1 ∈ µe.
(3) Let Φ =
∑e−1
i=0 ε
i⊗γdi ∈ R+(Γ). Then for each j, as elements of R+(Γ), we
have
Hj(F,C) = IndΓΓ0(H
j(F0,C)) = Φ.H
j
0(F0,C),
where Hj0(F0,C) is any element of R+(Γ) which restricts to H
j(F0,C) ∈
R+(Γ0).
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(4) We have
P Γ(F, t) = IndΓΓ0(P
Γ0(F0, t) = Φ.P
Γ
0 (F0, t),
where P Γ0 (F0, t) is any element of R+(Γ) which restricts to P
Γ0(F0, t) ∈
R+(Γ0).
Proof. It follows from [22, Cor. 9.17] that for g ∈ G, we have g.Q0 = ε(g)Q0. The
remainder of the proof now runs along similar lines to that of Proposition 2.20, and
is therefore omitted. 
Corollary 3.3. Let G be any unitary reflection group acting in V = Cℓ. For each
hyperplane H ∈ AG, let eH be the order of its (cyclic) stabiliser GH . Let e be the
greatest common divisor of {eH | H ∈ AG}, m =
∑
H∈AG eH = deg(Q =
∏
H∈AG ℓ
eH
H )
and d = m
e
. As usual we write Γ = G × µm. Then as an element of R(Γ), we have
H0(F,C) =
∑e−1
i=0 ε
i⊗γdi, where ε(g) = detV (g)
−1 for g ∈ G.
Proof. Let Q0 =
∏
H∈AG ℓ
eH
e
H . Then the argument in Proposition 3.2 shows that for
all j we have, writing F0 for the variety Q0 = 1 and Γ0 for its stabiliser in Γ,
(3.2) Hj(F,C) = IndΓΓ0(H
j(F0,C)) = (
e−1∑
i=0
εi⊗γdi).H
j
0(F0,C),
where Hj0(F0,C) is any element of R(Γ) which restricts to H
j(F0,C). But since the
greatest common divisor of the integers eH
e
is 1, the variety F0 is connected, whence
H0(F0,C) = 1Γ0 . The statement is now immediate. 
In view of Proposition 3.2, in order to determine P Γ(F, t), it suffices to compute
Hj(F0,C) ∈ R(Γ0), and since, if G acts in dimension 2, H
j(F0,C) 6= 0 only for
j = 0, 1 and H0(F0,C) = 1⊗γ0, we need only compute H
1(F0,C). For this we shall
apply the results in [26, 27].
3.4. Determination of H1(F0,C). We begin with the following consequences of
the results of Orlik and Solomon [26, 27].
Proposition 3.5. Let X, Y be coordinates in V ∗; then F0 = F0(X, Y ) is a homoge-
neous polynomial of degree d with an isolated singularity at (0, 0).
(1) Let I be the ideal of C[X, Y ] generated by ∂F0
∂X
and ∂F0
∂Y
. Then there is an iso-
morphism θ : C[X, Y ]/I−→ H1(F0,C) which satisfies the following condition.
For x ∈ GL(V ) such that x.Q0 = Q0, we have for any element f ∈ C[X, Y ]/I,
θ(x.f) = detV (x)x.θ(f).
(2) With x ∈ GL(V ) as in (1), we have
(3.3) Trace(x,C[X, Y ]/I) = (−1)k(x)(d− 1)k(x)detV (x),
where k(x) = dim(FixV (x)).
Proof. The statement (1) follows from [26, Theorem, p. 257], while (2) follows from
[27, Theorem (5.4)]. 
The formula below is immediate from (2).
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Corollary 3.6. The character χ of Γ0 on H
1(F0,C) is given by
χ ((g, ζ))Trace
(
(g, ζ), H1(F0,C)
)
= (1− d)k(g,ζ),
where k(g, ζ) = dim(Fix(g, ζ)).
This permits the immediate determination of the monodromy action.
Proposition 3.7. The structure of H1(F0,C) as µd-module, where µd(= 1 × µd) is
the monodromy subgroup of Γ0, is given by
H1(F0,C) = (d− 1)γ0 + (d− 2)
d−1∑
i=1
γi.
Proof. Note that for ξ ∈ µd, k(1, ξ) =
{
0 if ξ 6= 1
2 if ξ = 1.
It follows from Corollary 3.6 that
(χ, γi)µd =
1
d
∑
ξ∈µd
χ((1, ξ))ξ−i
=
1
d
(
d− 1)2 +
∑
ξ∈µd, ξ 6=1
χ((1, ξ))ξ−i
)
=
1
d
(
d− 1)2 +
∑
ξ∈µd, ξ 6=1
ξ−i
)
=
1
d
(
d− 1)2 +
{
−1 if i 6= 0
d− 1 if i = 0
)
=
{
d− 2 if i 6= 0
d− 1 if i = 0.
The result is now immediate. 
In Example 5.6 below we shall give the Poincare´-Deligne polynomial for the mon-
odromy action in general.
3.8. Determination of H1(F0,C) for the dihedral groups. In this subsection
we give an explicit formula for the first cohomology of F0 as an element of R(Γ0).
For convenience, denote G(p, p, 2) by G(p). When p = 3, 4 and 6, G(p) is the Weyl
group of type A2, B2 and G2 respectively. For other values p > 3 G(p) is a unitary
(complex) reflection group; in each case, the reflection representation of G(p) may
be realised as the set of matrices{(ζ 0
0 ζ−1
)
,
(
0 ζ
ζ−1 0
)
, ζ ∈ µp
}
.
The description of the irreducible characters of G(p) depends on the parity of p. If
p is odd, the character values are given in Table 2 below.
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Character
(
ζ 0
0 ζ−1
) (
0 ζ
ζ−1 0
)
1 1 1
ε 1 −1
χk (1 ≤ k ≤
p−1
2
) ζk + ζ−k 0
Table 2
If p is even, the values of the irreducible characters of G(p) are shown in Table 3.
Character
(
ζ 0
0 ζ−1
) (
0 ζ
ζ−1 0
)
1 1 1
ε 1 −1
δ ζ
p
2 ζ
p
2
εδ ζ
p
2 −ζ
p
2
χk (1 ≤ k ≤
p−2
2
) ζk + ζ−k 0
Table 3
Now the irreducible characters of Γ are all of the form ρ⊗γi, where ρ is an irre-
ducible character of G(p) and γi is the character ζ 7→ ζ
i of µ2p. Now Γ0 is the kernel
of the character ε⊗γp. It follows (see Proposition 3.2 or §2.19) that the irreducible
characters of Γ0 are the (distinct) restrictions to Γ0 of {ρ⊗γi | 0 ≤ i ≤ p− 1}, where
ρ runs over the irreducible characters of G(p). Using this parametrisation of the
irreducible characters of Γ0, we have the following result.
Proposition 3.9. Let G(p) (p ≥ 3) be the reflection group G(p, p, 2) as described
above, and let Γ,Γ0, F, F0 be as in Proposition 3.2. Then H
1(F0,C) is given as an
element of R(Γ0 as follows.
(1) If p is odd, then
(3.4) H1(F0,C) =
∑
0≤i≤p−1
i odd
1⊗γi +
∑
0<i≤p−1
i even
ε⊗γi +
p−1
2∑
k=1
∑
0≤i≤p−1
i 6=k,p−k
χk⊗γi.
(2) If p is even, then
(3.5)
H1(F0,C) = ε⊗γ0 + 2
∑
0<i≤p−1
i even
ε⊗γi +
∑
0≤i≤p−1
i+ p
2
∈2Z, i 6= p
2
(εδ + δ)⊗γi
+2
p−2
2∑
k=1
∑
0≤i≤p−1
i+k∈2Z, i 6=k,p−k
χk⊗γi +
p−2
2∑
k=1
χk⊗(γk + γp−k).
Proof. This is proved by simply carrying out the tedious task of computing the inner
product (χ, ρ⊗γi)Γ0 of each irreducible character ρ⊗γi of Γ0 with the character χ of
the representation of Γ0 on H
1(F0,C), as described in Corollary 3.6 above. 
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This last result may be used to compute the weight polynomial W Γ0(F0, t) (see
Proposition 5.7).
3.10. Non-uniform groups of rank two. The values of eH = |GH| for H ∈ AG
for the non-uniform groups G of rank two are given in Table 4 below.
Group values of eH degrees of G
G(pe, p, 2) (p ≥ 2, e ≥ 3) 2, e 2e, pe (imprimitive)
G6 2, 3 4, 12
G7 2, 3 12, 12
G9 2, 4 8, 24
G10 3, 4 12, 24
G11 2, 3, 4 24, 24
G14 2, 3 6, 24
G15 2, 3, 4 12, 24
G17 2, 5 20, 60
G18 3, 5 30, 60
G19 2, 3, 5 60, 60
G21 2, 3 12, 60
Table 4
Now we know the Euler characteristic H0(F,C)−H1(F,C) by Corollary 2.12, and
also H0(F,C) by Corollary 3.3. Thus we can deduce H1(F,C).
4. Relations between monodromy and cohomology degree.
In this section we prove some results which imply restrictions on the cohomology
degree in which monodromy of a specified order may appear.
4.1. Two general relations. The following result, which goes back to Milnor [24,
pp.76-78] and Oka [25] may be found in [8, Proposition 3.1.21]. We provide a short
proof below, which shows that it is a simple consequence of Proposition 2.9.
Proposition 4.2. Let Q0 ∈ C[x1, . . . , xn] be homogeneous of degree d. Let F0 = {x =
(x1, . . . , xn) ∈ C
n | Q0(x1, . . . , xn) = 1} and U = {x ∈ P
n−1 | Q0(x1, . . . , xn) 6= 0} .
Let h : F0 → F0 be given by h(x) = ζx, where ζ ∈ C
∗ has order d. Define the zeta
function
Z(t) =
n−1∏
p=0
det (Id−th∗|Hp(F0,C))
(−1)p .
Then
Z(t) = (1− td)
χ(F0)
d = (1− td)χ(U),
where χ denotes Euler characteristic.
Proof. Let H = 〈h〉. For any element y ∈ H , we have the evaluation homomorphism
εy : R(H) → C, where R(H) is the Grothendieck ring of H ; this is defined by
εy(θ) = Trace(y, θ), which we generally write simply as θ(y). This homomorphism
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extends in the obvious way to R(H)[[t]], and we consider Z(t) as the evaluation at
h ∈ H of the element ZH(t) :=
∏n−1
p=0 det (Id−tH
p(F0,C))
(−1)p of R(H)[[t]].
Taking the formal logarithm of ZH(t), using the identity ln(1 − x) = −(x + x
2
2
+
x3
3
+ x
4
4
+ . . . ), we see that
− ln(ZH(t))(h) =
∞∑
j=1
(
χH(hj)
) tj
j
.
But by Proposition 2.9, the equivariant Euler characteristic χH = χ(U) RegH , whence
it follows that the above expression simplifies to
− ln(ZH(t))(h) = χ(U)
∞∑
i=1
tid
i
,
and this last expression is evidently equal to − ln
(
(1− td)χ(U)
)
. 
We will apply this result in the case when G is a reflection group such that eH = 2
for each reflecting hyperplane H and Q0 =
∏
H∈A ℓH as above. Define Y = ∪H∈AH
and let N = P(Y ) be the corresponding hypersurface in the projective space P(V ).
For any character γ ∈ µ̂d, with d =
m
2
, it is known that
dimHk(F0)γ = dimH
k(U, Lγ)
where Lγ is the rank one local system on U with monodromy around each hyperplane
in N given by multiplication by γ(ζd), see for instance [9, Prop. 6.4.6].
In order to prove vanishing results for the twisted cohomology groups Hk(U, Lγ)
we need a good compactification of U , which is the same as an embedded resolution
of N . To describe this, we need the following basic notion about hyperplane arrange-
ments. An edge X is an intersection of hyperplanes in A. An edge X is dense if the
subarrangement of hyperplanes AX containing it is irreducible, i.e. the hyperplanes
in AX cannot be partitioned into two nonempty sets so that after a linear change of
coordinates on V hyperplanes in different sets are are given by linear equations in
different, disjoint sets of coordinates. In particular, any hyperplane is a dense edge.
The condition of X being dense is a combinatorially determined condition which
can be checked in a neighborhood of a given edge, see [31]. Let D(A) denote the set
of dense edges of the arrangement A.
There is a canonical way to obtain an embedded resolution of the divisor N in
P(V ). First, blow up the points on P(V ) which correspond to the dense 1-dimensional
edges of A to obtain a map p1 : Z1 → P(V ). Then, blow up all the proper transforms
under p1 of projective lines on P(V ) corresponding to the dense 2-dimensional edges
in D(A). Continuing in this way, we get a map p = pℓ−2 : Z = Zℓ−2 → P(V )
which is an embedded resolution of the divisor N in P(V ), if ℓ = dimV . Then,
D = p−1(N) is a normal crossing divisor in Z, with smooth irreducible components
DX corresponding to the edges X ∈ D(A) with dimX > 0. Furthermore, the map
p induces an isomorphism Z \D = U , see [29, 31] for details.
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Let L be a rank one local system on Z \ D = U . Then the monodromy of L
about an irreducible component DX of the normal crossing divisor D is the nonzero
complex number cX obtained by taking the products of the complex numbers cH
which represent the monodromies of L about the hyperplanes H ∈ A such that
X ⊂ H .
In particular, for L = Lγ as above, we get cX = γ(ζd)
mX , where mX denotes the
number of hyperplanes H ∈ A such that X ⊂ H .
The following vanishing result follows from [9, Theorem 6.4.18 and Remark 6.4.20].
See also [23] and [3].
Theorem 4.3. Assume that for a given rank one local system L, there is a hyperplane
H ∈ A such that cX 6= 1 for any dense edge X ∈ D(A) with X ⊆ H and codimX ≤
c. Then Hp(U, L) = 0 for any p with 0 ≤ p < c.
Taking into account standard affine Lefschetz theorems, this implies the next result
which relates cohomology degree and monodromy order.
Proposition 4.4. Let A be an arrangement of d hyperplanes in Cℓ and let Q0 =∏
H∈A αH where αH is a linear form corresponding to H ∈ A. Let F0 be the cor-
responding Milnor fibre, and let γ be a character of µd which occurs with non-zero
multiplicity in Hs(F0,C) for some s > 0. Then there is a dense edge X in D(A)
such that codimX ≤ s+ 1 and the order of γ divides the multiplicity mX .
Recall that if G is a reflection group in V , then writing E = ∩H∈AH , the rank of
the arrangement A is r = codimE. The corresponding Milnor fibre F0 is naturally
isomorphic to a product F1 × E, with F1 a hypersurface in an r-dimensional affine
space. In particular Hk(F0) = H
k(F1) = 0 for k ≥ r.
Moreover, for any X ∈ D(A) with dimX > dimE one has mX < d. This yields
the following statement.
Corollary 4.5. In the notation above, Hj(F0,C) = 0 if j ≥ r. Moreover if γ is a
faithful character of µd, i.e., γ has order d, then γ occurs in H
j(F0) with non-zero
multiplicity if and only if j = r − 1. The multiplicity of γ in Hr−1(F0) is equal to
|χ(F0)/d| = |χ(U)|.
This yields the following result.
Corollary 4.6. Let G be a reflection group in V = Cℓ, and assume eH = 2 for every
hyperplane H of G. Let r be the rank of the corresponding hyperplane arrangement,
and let γ be a faithful character of µm
2
where m =
∑
H∈AG eH . Then γ occurs in
Hj(F0,C) with non-zero multiplicity only if j = r − 1, and the multiplicity of γ in
Hr−1(F0,C) is |e(G)| =
∏
i≥2(m
∗
i − 1).
Proof. Apply Corollary 4.5 to the polynomial Q0 of §2.19 with d =
m
2
. The first as-
sertion is immediate, and in this case it follows from Proposition 2.15 that χ(F0)/d =
χ(F )/m = χ(F µm) = χ(U) = (−1)r−1(m∗2 − 1)(m
∗
3 − 1) . . . (m
∗
r−1 − 1). 
Remark 4.7. (1) Note that Corollaries 4.5 and 4.6 are consistent with Proposi-
tion 2.15(2).
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(2) It may be easily shown, using [22, Cor. 10.4.1] that
e(G) = (−1)ℓ
∑
g∈G
det V g
−1 dim(Fix g).
Example 4.8. We take G = Symℓ+1 acting by permutations on C
ℓ+1. In this case
the rank of the corresponding braid arrangement Aℓ is r = ℓ.
The edges X ∈ L(A) are given, up to the induced action of G, by partitions
κ = (k1 ≥ k2 ≥ . . . ks ≥ 1) of ℓ + 1. The dense edges correspond to partitions
satisfying k2 = ... = ks = 1. If X is associated to such a partition, then X has
codimension ℓ+ 1− s and multiplicity mX =
(
ℓ+2−s
2
)
.
This proves the following.
Corollary 4.9. Let G = Symℓ+1 acting by permutations on C
ℓ+1 , and as above,
write Q0 =
∏
H∈AG ℓH . Let F0 be the corresponding Milnor fibre given by Q0(x) = 1.
The group µd acts on H
∗(F0,C) where d = m2 =
(
ℓ+1
2
)
; suppose γ ∈ µ̂d appears with
non-zero multiplicity in H i(F0,C). Then
(1) If i = 0 then γ = γ0 = 1µd .
(2) If i = 1 then |γ| divides g.c.d.(3, d).
(3) If i = 2 then |γ| divides g.c.d.(6, d).
(4) If i = 3 then |γ| divides either g.c.d.(6, d) or g.c.d.(10, d).
(5) If i = 4 then |γ| divides at least one of the following integers: g.c.d.(6, d),
g.c.d.(10, d) or g.c.d.(15, d).
Proof. We apply Proposition 4.4 and Example 4.8. 
Example 4.10. To compare the above result with the computations in [33], we see
that for i = 2, eigenvalues of order 6 occur if ℓ = 3 (then d = 6), eigenvalues of order
2 occur for ℓ = 4 (then d = 10), and eigenvalues of order 3 occur for ℓ = 5, 6 (then
d = 15, 21), i.e. in these cases our results are sharp.
However, it is known that for ℓ > 6 only the trivial character γ0 occurs in
H2(F0,C), [32], and this fact cannot be obtained with our techniques so far.
To apply the above results, the following lemma will be useful. In the statement,
note that H i(U,C) is regarded as a G-module, and its structure is well known (cf.
[17, 18, 19]).
Lemma 4.11. Let Q etc. be as in §1 and §2.19. For elements A,B ∈ R(Γ)[t] say
that A ≥ B if A− B ∈ R+(Γ)[t].
(1) We have P Γ(F, t) ≥ (1⊗γ0 + ε⊗γm
2
)
(
PG(U, t)⊗γ0
)
.
(2) If only the trivial monodromy character γ0 ∈ µ̂m
2
occurs in H i(F0,C), then
as Γ-module, we have
H i(F,C) ≃ (1⊗γ0 + ε⊗γm
2
)(H i(U,C)⊗γ0).
In this case, as Γ0-module, H
i(F0,C) ≃ H
i(U,C)⊗γ0.
(3) The multiplicity of 1µm
2
in H i(F0,C) is b = dim(H
i(U,C)).
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Proof. We have F/µm ≃ F0/µm
2
≃ U , whence H i(U,C) is isomorphic to the γ0-
isotypic component of H i(F0,C) for each i. Further, using the fact that H
i(F,C) =
IndΓΓ0(H
i(F0,C)) = Ind
Γ
Γ0(ρ⊗γ0) (see Proposition 2.20) is easily shown thatH
i(F,C) ≥
(1⊗γ0 + ε⊗γm
2
)(ρ⊗γ0), where ρ is the γ0-isotypic part of H
i(F0,C). Hence ρ ≃
H i(U,C), and the first statement follows.
Parts (2) and (3) follow easily. 
Note that as we have seen (Proposition 2.15), the Poincare´ polynomial
PG(U, t; 1) =
∑
i
dimH i(U,C)ti
of U is known to be equal to
∏
i≥2(1 +m
∗
i t), where the m
∗
i are the coexponents of
G. Thus the multiplicities in part (3) of the Lemma are known.
4.12. Application to the symmetric groups. We again take G = Symℓ+1, with
Q,Q0 etc. as in §2.19.
Example 4.13. We illustrate the use of the above results by computing P Γ(F, t) in
the case where G = Sym4.
Denote the irreducible representations of Sym4 by 1, ε, ρ, ερ and σ, where 1, ε are
the trivial and alternating representations respectively, ρ, ερ are the reflection rep-
resentation and its tensor with ε respectively, and σ is the 2-dimensional irreducible
representation corresponding to the partition (2, 2).
Our notation for the characters of the cyclic group µm ⊂ C
× is as above: γ1
denotes the generating character, which is just the inclusion : µm →֒ C
× and for any
i ∈ Z, γi = γ
i
1. Notice that this notation is independent of m, so that restriction of
characters from µm to µd (for d|m) is trivial. The distinct irreducible characters of
µm are γ0 = 1µm , γ1, . . . , γm−1.
Every irreducible representation of Γ = G × µm is of the form α⊗γi, where α ∈
I(G).
First we apply (2.17) with ℓ = 3 to obtain the following expression for χΓ(F ) ∈
R(Γ). The factorisation is in accord with Proposition 2.20.
(4.1)
χΓ(F ) =1⊗(γ0 + γ3 + γ9) + ε⊗(γ3 + γ6 + γ9) + ρ⊗(γ2 + γ6 + γ10) + ερ⊗(γ0 + γ4 + γ8)
+ σ⊗(γ1 + γ5 + γ7 + γ11)− [1⊗(γ2 + γ10) + ε⊗(γ4 + γ8) + σ⊗(γ0 + γ6)]
=(1⊗γ0 + ε⊗γ6){1⊗(γ0 + γ3 + γ9) + ρ⊗(γ2 + γ6 + γ10) + σ⊗(γ1 + γ11)
− [1⊗(γ2 + γ10) + σ⊗γ0]}.
We know that as Γ-module, H0(F,C) = IndΓΓ0(1) = 1⊗γ0 + ε⊗γ6. Further, since
χΓ(F ) = H0(F,C) − H1(F,C) + H2(F,C) it follows from (4.1) that as Γ-module,
H1(F,C) contains the module
M1 := 1⊗(γ2 + γ10) + ε⊗(γ4 + γ8) + σ⊗(γ0 + γ6),
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and that H2(F,C) contains the module
M2 := 1⊗(γ3 + γ9) + ε⊗(γ3 + γ9) + ρ⊗(γ2 + γ6 + γ10) + ε⊗ρ(γ0 + γ4 + γ8)
+ σ⊗(γ1 + γ5 + γ7 + γ11).
Next we note that the G-module structure of H∗(U,C) = H∗(F/G,C) is explicitly
given for all the symmetric groups in [17]. In our case we have
(4.2) PG(U, t) = 1 + (ρ+ σ)t+ (ρ+ ερ)t2.
Hence by Lemma 4.11(1), H1(F,C) also contains the module (1⊗γ0+ε⊗γ6)(ρ⊗γ0),
which has no common irreducible constituent with M1, whence H
1(F,C) contains
M1 + (1⊗γ0 + ε⊗γ6)(ρ⊗γ0).
But inspection of [33, Table 2] shows that dimH1(F0,C) = 7, whence dimH
1(F,C) =
14, and by counting dimensions it follows that
H1(F,C) =M1 + (1⊗γ0 + ε⊗γ6)(ρ⊗γ0).
Similarly, applying Lemma 4.11 to H2(F,C), it follows that (1⊗γ0+ ε⊗γ6)(ρ⊗γ0)
is also a submodule of H2(F,C), and has no common constituent with M2. Using
an argument similar to that above, we see that
H2(F,C) =M2 + (1⊗γ0 + ε⊗γ6)(ρ⊗γ0).
We have therefore proved the following
Proposition 4.14. The Γ-module structure of H∗(F,C) is given by the following
equations in R(Γ).
(4.3) H0(F,C) ≃ 1⊗γ0 + ε⊗γ6;
(4.4)
H1(F,C) ≃ 1⊗(γ2 + γ10)+ε⊗(γ4 + γ8) + σ⊗(γ0 + γ6)
+ρ⊗γ0 + ερ⊗γ6;
(4.5)
H2(F,C) ≃ 1⊗(γ3 + γ9)+ε⊗(γ3 + γ9) + ρ⊗(γ0 + γ2 + γ6 + γ10)
+ερ⊗(γ0 + γ4 + γ6 + γ8) + σ⊗(γ1 + γ5 + γ7 + γ11).
In terms of Poincare´ polynomials, this result may be restated as follows. We have
P Γ(F, t) = (1⊗γ0 + ε⊗γ6)P
Γ
0 (F, t), where
(4.6)
P Γ0 = 1⊗γ0+[1⊗(γ2 + γ10) + (σ + ρ)⊗γ0]t
+{1⊗(γ3 + γ9) + ρ⊗(γ0 + γ2 + γ6 + γ10) + σ⊗(γ1 + γ11)}t
2.
Note that by Proposition 2.20 P Γ0(F0,C) is the restriction to Γ0 of P
Γ
0 of the
above proposition, and that by the proof of Proposition 2.20, each irreducible rep-
resentation of Γ restricts to an irreducible representation of Γ0. The µ6-structure of
H∗(F0,C), given in [33], is an easy consequence. The formulae above may be seen
to be consistent with both [33, Table 2] and Proposition 2.26.
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Example 4.15. A similar, but slightly longer, calculation yields the following re-
sult for the symmetric group Sym5, which we set out below without details, for
comparison with some of the general results we describe later.
As usual, we label the irreducible representations of Sym5 with the partitions λ
of 5. Thus χλ corresponds to λ, and in accord with the usual conventions, χ(5) = 1,
the trivial representation, χ1
5
= ε, the alternating representation, χ(4,1) = ρ, the
reflection representation, and ε⊗χλ = χλ
′
, where λ′ is the partition dual to λ. The
irreducible representations χ(5) = 1, χ(1
5) = ε, χ(4,1) = ρ, χ(2,1
3) = ερ, χ(3,2), χ(2
2,1)
and χ(3,1
2) thus have respective dimensions 1, 1, 4, 4, 5, 5 and 6. Notation for the
irreducible characters of µ20 is as above. The character γi takes ζ ∈ µ20 to ζ
i.
Proposition 4.16. Let Γ = Sym5×µ20, and let F, F0,Γ0 be as above for the hy-
perplane arrangement of type A4. The cohomology H
i = H i(F,C) is given as a
Γ-module by the formulae below.
(1) H0 = 1⊗γ0 + ε⊗γ10.
(2) H1 = ρ⊗γ0 + ερ⊗γ10 + χ
(3,2)⊗γ0 + χ
(22,1)⊗γ10.
(3) H2 = 1⊗(γ5 + γ15) + ε⊗(γ5 + γ15) + ρ⊗γ0 + ερ⊗γ10 + χ
(3,2)⊗(γ0 + γ10) +
χ(2
2,1)⊗(γ0 + γ10) + 2χ
(3,12)⊗(γ0 + γ10).
(4) H3 = 1⊗(γ2+γ6+γ14+γ18)+ε⊗(γ4+γ8+γ12+γ16)+ρ⊗(γ0+γ5+γ10+γ15)+
ερ⊗(γ0+γ5+γ10+γ15)+χ
(3,2)⊗(γ0+γ4+γ8+γ10+γ12+γ16)+χ
(22,1)⊗(γ0+γ2+
γ6+γ10+γ14+γ18)+χ
(3,12)⊗(γ0+γ1+γ3+γ7+γ9+γ10+γ11+γ13+γ17+γ19).
(5) In terms of Poincare´ polynomials, this result may be stated as follows. We
have P Γ(F, t) = (1⊗γ0 + ε⊗γ10)P
Γ
0 (F, t), where
P Γ0 (F, t) = 1 + [ρ⊗γ0 + χ
(3,2)⊗γ0]t + [1⊗(γ5 + γ15) + ρ⊗γ0 + χ
(3,2)⊗(γ0 +
γ10)+χ
(3,12)⊗(γ0+γ10)]t
2+[1⊗(γ2+γ6+γ14+γ18)+ρ⊗(γ0+γ5+γ10+γ15)+
χ(3,2)⊗(γ0 + γ4 + γ8 + γ10 + γ12 + γ16) + χ
(3,12)⊗(γ0 + γ1 + γ3 + γ7 + γ9)]t
3.
5. Relations with mixed Hodge theory.
In this section we investigate the relationship between the Γ-action and the mixed
Hodge structure (henceforth denoted MHS) on the Milnor fibre cohomology. Refer
to [30] for general notions and results concerning the MHS.
5.1. Equivariant Hodge-Deligne polynomials and spectra. To do this, we
first recall the definition of the equivariant Hodge-Deligne polynomials HDΓ(X)
associated to a finite group Γ acting (algebraically) on a complex algebraic variety
X , see [12] .
More precisely, let X be a quasi-projective variety over C and consider the Deligne
MHS on the rational cohomology groupsH∗(X,Q) ofX . Since this MHS is functorial
with respect to algebraic mappings, if Γ acts algebraically on X , each of the graded
pieces
(5.1) Hp,q(Hj(X,C)) := GrpFGr
W
p+qH
j(X,C)
becomes a Γ-module via the action induced by the action defined in (1.1), and these
modules are the building blocks of the polynomialHDΓ(X ; u, v) ∈ R(Γ)[u, v], defined
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by
(5.2) HDΓ(X ; u, v) =
∑
p,q
EΓ;p,q(X)upvq,
where EΓ;p,q(X) =
∑
j(−1)
jHp,q(Hj(X,C)) ∈ R(Γ). Note that
HDΓ(X ; 1, 1) = χΓ(X).
One may consider an even finer (and hence harder to determine) invariant, namely
the equivariant Poincare´-Deligne polynomial
(5.3) PDΓ(X ; u, v, t) =
∑
p,q,j
Hp,q(Hj(X,C))upvqtj ∈ R+(Γ)[u, v, t].
Clearly one has PDΓ(X ; u, v,−1) = HDΓ(X ; u, v) and PDΓ(X ; 1, 1, t) = P Γ(X ; t).
Coming back to our setting, Proposition 2.20 above extends (with exactly the same
proof) to yield the following result.
Proposition 5.2. Let G be a reflection group such that eH = 2 for each reflecting
hyperplane H. In the notation above, we have
PDΓ(F ; u, v, t) = (1⊗γ0 + ε⊗γm
2
)P Γ0 (F ; u, v, t),
where P Γ0 (F ; u, v, t) is a polynomial in the ring R+(Γ)[u, v, t] whose restriction to Γ0
is PDΓ0(F0; u, v, t).
In particular,
HDΓ(F ; u, v)) = (1⊗γ0 + ε⊗γm
2
)HDΓ0 (F ; u, v)
where HDΓ0 (F ; u, v) is any polynomial in the ring R(Γ)[u, v] whose restriction to Γ0
is HDΓ0(F0; u, v).
It follows that the crucial question is how to compute (or at least get information
about) the polynomials PDΓ0(F0; u, v, t) and HD
Γ0(F0; u, v). Consider the natural
inclusion µd → Γ0 given by ζ → (1, ζ) ∈ Γ0 ⊂ G × µm, where as in §3, d =
m
2
=
deg(Q0). It induces a ring homomorphism
(5.4) θ : R(Γ0)→ R(µd),
by restriction of representations, i.e. such that θ(W⊗γk) = (dimW )γk, for any
G-module W and character γk ∈ µ̂m; note that on the right side of this relation,
γk = (γ1)
k ∈ µ̂d. This morphism θ can be used to relate known facts on the usual
monodromy action (i.e. µd-action) on the cohomology of the usual (connected) Mil-
nor fibre F0 and the Γ0-action on the same cohomology.
A simple example is that Proposition 4.2 may be reformulated as follows.
(5.5) θ(χΓ0(F0)) = χ(U) Regµd .
It is interesting to apply this restriction morphism to the equivariant Hodge-Deligne
polynomial HDΓ0(F0; u, v). We get
(5.6) θ(HDΓ0(F0; u, v)) =
∑
p,q
(
∑
j,s
(−1)j dimHp,q(Hj(F0,C))
hj
λ(s,d)γs)u
pvq,
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with λ(s, d) = γs(ζd) and H
p,q(Hj(F0,C))
hj
λ(s,d) denoting the λ(s, d)-eigenspace of
the monodromy operator hj (which corresponds to the multiplication by ζd in the
µd-action defined by (1.1) and the obvious inclusion µd → µm → Γ).
Taking v = 1 in this expression, we get an element in R(µd)[u], given by
(5.7)
θ(HDΓ0(F0; u, 1)) =
∑
p
(
∑
j,s
(−1)j dimGrpF (H
j(F0,C))
hj
λ(s,d)γs)u
p =
∑
p,s
cp,sγsu
p,
for some coefficients cp,s ∈ Z.
Recall that T j = (hj)−1, the inverse of the monodromy operator on the j-th
cohomology of F0, is the monodromy of the local system on C
∗ coming from the
constructible sheaf RjQ0∗CV , see section 2 in [14] and compare to (1.1). Then note
that
(5.8) GrpF (H
j(F0,C))
hj
λ(s,d) = Gr
p
F (H
j(F0,C))
T j
β(s,d),
where the exponents hj and T j show which linear map is used to compute eigenspaces,
λ(s, d) = exp(2πiα0) and β(s, d) = exp(−2πiα0), with α0 =
s
d
∈ [0, 1).
To put the above into context, we recall the definition of the spectrum Sp(A) of
an essential hyperplane arrangement A : Q0(x) = 0 in the ℓ-dimensional vector space
V :
(5.9) Sp(A) =
∑
α∈Q
mαt
α,
with mα =
∑
j(−1)
j−ℓ+1 dimGrpF H˜
j(F,C)T
j
β where p = [ℓ−α] and β = exp(−2πiα).
Here [y] denotes the integral part of a real number y, i.e. the largest integer z such
that z ≤ y. A recent result of Budur and Saito in [1] asserts that Sp(A) is determined
by the combinatorics, i.e. by the lattice L(A).
For any vector space W = CN , linear transformation φ of W and ξ ∈ C write
W [φ, ξ] := {w ∈ W | φ(w) = ξw} for the corresponding eigenspace. Writing µd =
〈h〉, where h is, as above, the monodromy induced by multiplication on F by ζd =
exp 2πi
d
, we evidently have, for any µd-module M ,
dimM [h, ζ id] = (M, γi)µd ,
where the right side denotes the multiplicity pairing in R(µd). The same formula
applies when M is taken to be any virtual µd-module, with dim suitably interpreted.
Proposition 5.3. Let M (p) be the virtual Γ0 module defined by
M (p) = (−1)ℓ−1
∑
j
(−1)jGrpF H˜
j(F,C).
In particular M (p) is (by restriction) a µd-module, and we have the following equation
in Z[t
1
d ].
Sp(A) =
(
ℓ−1∑
p=0
M (p)tℓ−1−p,
d∑
j=1
γjt
j
d
)
µd
=
ℓ−1∑
p=0
d∑
j=1
(
M (p), γj
)
µd
tℓ−1−p+
j
d ,
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where (−,−)µd denotes the multiplicity pairing, extended in the obvious way to R(µd)[t
1
d ].
Proof. Note that M (p) = 0 unless 0 ≤ p ≤ ℓ− 1 and that dimM (p)[h, exp(2πiα] = 0
unless α = k
d
for some k ∈ Z. From these constraints, it is clear that 1 ≤ k ≤ dℓ, and
that Sp(A) is a sum of terms of the form f(t)(M (p), γj)µd, where f(t) is a (fractional)
power of t. Moreover a simple calculation shows that for 1 ≤ i ≤ ℓ and 1 ≤ j ≤ d,
the coefficient of (M (ℓ−i), γj)µd is t
(i−1)d+j
d . 
Corollary 5.4. For p ∈ {0, 1, ..., ℓ − 1} and s ∈ {0, 1, ..., d − 1}, we have, in the
notation of (5.7) and Proposition 5.3, cp,s =
(
M (p), γs
)
µd
In particular, the restriction θ(HDΓ0(F0; u, 1)) contains exactly the same informa-
tion as the spectrum Sp(A) and hence it is determined by the combinatorics.
Proof. From the remarks preceding Proposition 5.3, (5.7) may be written
θ(HDΓ0(F0; u, 1)) =
∑
p
(
M (p), γs
)
µd
γsu
p =
∑
p,s
cp,sγsu
p,
where cp,s =
(
M (p), γs
)
µd
; this is the first statement. Hence Proposition 5.3 may
be written Sp(A) =
∑ℓ−1
p=0
∑d
j=1 c
′
ℓ−1−p,jt
p+ j
d , where c′(p, j) =
{
cp,j if j 6= d
cp,0 if j = d.
Thus
θ(HDΓ0(F0; u, 1)) contains precisely the same information as Sp(A). 
Using the explicit formulas for the spectrum given in [1] , this proposition gives
valuable information on the Poincare´-Deligne polynomial PDΓ0(F0; u, v)). We illus-
trate the use of the above results by computing the polynomial PDΓ0(F0; u, v, t) in
the case where G = Sym3 or G = Sym4.
Example 5.5. Consider first the case G = Sym3, when ℓ = 2. Example 2.33 implies
that
P Γ0(F0, t) = 1⊗γ0 + (1⊗(γ1 + γ5) + ρ⊗γ0)t.
On the other hand, we know that the usual monodromy action h1 on H1(F0,C) yields
a decomposition
H1(F0,C) = H
1(F0,C)1 ⊕H
1(F0,C) 6=1.
Moreover, the first summand H1(F0,C)1 = ρ⊗γ0 is a pure Hodge structure of type
(1, 1), and H1(F0,C) 6=1 = 1⊗(γ1 + γ5) is a pure Hodge structure of weight 1, see
[12], Remark 1.4. (i) and Theorem 1.5 or [13], Theorem 4.1. It follows that the only
problem is to decide whether the subspace corresponding to 1⊗γ1 has Hodge type
(1, 0) or (0, 1).
On the other hand, in this case it is easy to compute the spectrum Sp(A) since
it coincides with the spectrum of the isolated hypersurface singularity (x− y)(2x+
y)(x+2y) = 0 and hence can be computed using the usual formulas, see for instance
the formula (2.4.7) in [14]. It follows that
Sp(A) =
(
t− t
1
3
t
1
3 − 1
)2
= t
2
3 + 2t + t
4
3 .
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Applying Corollary 5.4 with ℓ = 2, s = 1, p = 0 we get α = 4
3
and hence the
coefficient of γ1u
0 is c0,1 = −m 4
3
= −1. This yields that 1⊗γ1 has Hodge type (0, 1)
and hence we get
PDΓ0(F0; u, v, t) = 1⊗γ0 + (1⊗(γ5u+ γ1v) + ρ⊗γ0uv)t.
The results of §3 enable us to generalise this result to all rank 2 reflection groups.
Example 5.6. We use the notation of Proposition 3.7; thus G is a rank two reflection
group and d = |AG|. We shall show that
(5.10)
PDµd(F0; u, v, t) = 1⊗γ0 +
(
d−1∑
i=2
(i− 1)γiu+
d−2∑
j=1
(d− 1− j)γjv + (d− 1)γ0uv
)
t.
To see this, note that here we again have by [14, (2.4.7)] that
Sp(A) =
(
t− t
1
d
t
1
d − 1
)2
=
d−2∑
i=1
it
i+1
d + (d− 1)t+
d−2∑
j=1
jt1+
d−1−j
d .
We now argue exactly as in the previous example to obtain (5.10). Note that it is
evident that the coefficients of u and v are mutually contragredient in R(µd).
The above argument may also be used to compute the weight polynomial of F0 in
the dihedral case. The result is
Proposition 5.7. Let G = G(p, p, 2) be the dihedral group, as in §3. If p is odd, the
weight polynomial of F0 is given by
W Γ0(F0, t) = 1⊗γ0 +
p−1∑
i=1
ε⊗(i+1) + p−12∑
k=1
k 6=i,p−i
χk
⊗γi
 t +
 p−12∑
k=1
χk⊗γ0
 t2.
Proof. 
Now we consider the more involved case G = Sym4, when ℓ = 3.
Proposition 5.8. With the notation from Proposition 4.14 one has the following.
PDΓ0(F0; u, v, t) =1⊗γ0 + [1⊗(γ10u+ γ2v) + (σ + ρ)⊗γ0uv]t+ {(1⊗γ9 + σ⊗γ11)u
2
+ (1⊗γ3 + σ⊗γ1)v
2) + ρ⊗(γ10u
2v + γ2uv
2 + (γ0 + γ6)u
2v2)}t2.
Proof. The associated line arrangement in P2 consists of six lines, has only double
and triple points and has exactly ν3 = 4 triple points. The formula given in Theorem
3 in [1] yields
Sp(A) = t
1
2 + 3t
2
3 + 2t
5
6 + 6t+ 3t
4
3 − t
5
3 − 5t2 + 2t
13
6 − t
7
3 + t
15
6 .
Using Corollary 5.4 as above we get
(5.11)
θ(HDΓ0(F0; u, 1)) = γ0−γ2−γ4u−5γ0u+γ3u
2+γ3+6γ0u
2+3γ2u+3γ4u
2+2γ1+2γ5u
2.
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As above, we know that the usual monodromy action on H1(F0,C) yields a de-
composition
H1(F0,C) = H
1(F0,C)1 ⊕H
1(F0,C) 6=1.
Using the formula obtained in (4.6), we see that H1(F0,C)1 = (σ + ρ)⊗γ0 is a pure
Hodge structure of type (1, 1), and H1(F0,C) 6=1 = 1⊗(γ2 + γ10) is a pure Hodge
structure of weight 1. Moreover, one has a similar decomposition
H2(F0,C) = H
2(F0,C)1 ⊕H
2(F0,C) 6=1.
Here H2(F0,C)1 = ρ⊗(γ0 + γ6) is a pure Hodge structure of type (2, 2). And
H2(F0,C) 6=1 = 1⊗(γ3 + γ9) + ρ⊗(γ2 + γ10) + σ⊗(γ1 + γ11) has Hodge weights 2
and 3 and the characters γi ∈ µˆ12 having weight 3 must have order 3 in µˆ6, see
[12]. The above discussion combined with (5.11) yield the following two possibili-
ties. (The Γ-representations occuring in these formulas should be considered as being
Γ0-representations, exactly as in the discussion after the formula (4.6).)
(5.12)
PDΓ0(F0; u, v, t) =1⊗γ0 + [1⊗(γ10u+ γ2v) + (σ + ρ)⊗γ0uv]t+ {1⊗(γ9u
2 + γ3v
2)
+ρ⊗(γ10u
2v + γ2uv
2 + (γ0 + γ6)u
2v2) + σ⊗(γ11u
2 + γ1v
2)}t2.
or
(5.13)
PDΓ0(F0; u, v, t) =1⊗γ0 + [1⊗(γ10u+ γ2v) + (σ + ρ)⊗γ0uv]t+ {1⊗(γ9v
2 + γ3u
2)
+ρ⊗(γ10u
2v + γ2uv
2 + (γ0 + γ6)u
2v2) + σ⊗(γ11u
2 + γ1v
2)}t2.
This indeterminancy is due to the fact that both characters γ3 and γ9 induce the
same character γ3 by restriction from µ12 to µ6.
To decide which of the two formulas above is the correct one, we construct a new
µ12-action on F0 as follows. Consider the transposition τ = (1, 2) and the group
monomorphism µ12 → Γ0 given by ζ12 7→ (τ, ζ12). This morphism induces as above
a ring morphism
(5.14) θ′ : R(Γ0)→ R(µ12),
by restriction of representations, namely
θ′(W ⊗ γh) = (dimW0)γh + (dimW−)γh+6
where W± are the ±1-eigenspaces of τ in the representation W , and h+ 6 has to be
computed modulo 12. Using this we see that the coefficient of u2 in the corresponding
Hodge-Deligne polynomial θ′(HP Γ0(F0; u, v)) is either
(5.15) γ5 + γ9 + γ11
if formula (5.12) holds, or
(5.16) γ1 + γ3 + γ7,
if formula (5.13) holds. We study now this new action of µ12 on the cohomology group
H2(F0,C) using a similar approach to section 5 in [12]. First note that µ12-module
H2,0(H2(F0,C)), which is the coefficient of u
2 in θ′(HP Γ0(F0; u, v)), is isomorphic to
the µ12-module H
2,0(H2c (F0,C)) (compare with Corollary 1.2 in [12]).
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Next, let V be the union of the six lines corresponding to the A3-arrangement in P
2,
and choose QV (x1, x2, x3) = 0 be a reduced equation for V such that τQV = −QV .
One may take
QV (x1, x2, x3) = (x1−x2)(x1−x3)(x2−x3)(2x1+x2+x3)(x1+2x2+x3)(x1+x2+2x3).
Consider next the surface in P3 given by
XV : QV (x1, x2, x3)− t
6 = 0.
The µ12-action on F0 extends to a µ12-action on XV given by
ζ12 · (x1 : x2 : x3 : t) = (x2 : x1 : x3 : ζ12t).
According to formula (1.1), for a cohomology class α, one has
ζ12 · α = (h
′)∗(α)
with h′((x1 : x2 : x3 : t)) = (x2 : x1 : x3 : ζ−112 t).
As F0 = XV \ V , the long exact sequence of cohomology with compact supports
yields
0→ H1(V )→ H2c (F0)→ H
2(XV )→ H
2(V )→ ...
Since H1(V ) has weights at most 1, and H2(V ) has type (1, 1) it follows an isomor-
phism of µ12-modules
H2,0(H2c (F0,C)) = H
2,0(H2(XV ,C)).
On the other hand, since H2(XV ,C) has weights at most 2, it follows that we have
H2,0(H2(XV ,C)) = Gr
2
FH
2(XV ,C)), and hence we get an inclusion
(5.17) Gr2FH
2(XV ,C))→ Gr
2
FSS
H2(X∞)
as in the exact sequence (5.3) in [12]. Here X∞ is a smooth surface in P3, nearby
XV , regarded as a generic fibre in a 1-parameter smoothing Xw of XV . Moreover,
H2(X∞) is endowed with the Schmid-Steenbrink limit MHS, whose Hodge filtration
will be denoted by FSS. The Hodge filtration FSS on H
2(X∞), being the limit of the
Deligne Hodge filtration F on H2(Xw), yields an isomorphism
(5.18) Gr2FSSH
2(X∞) = Gr
2
FH
2(Xw)
of C-vector spaces (i.e. equality of dimensions). Note that our smoothing Xw can
be constructed in a µ12-equivariant way, e.g. just take Xw to be the zeroset in P
3 of
a polynomial of the form QV (x)− t
6+w(x61− x
6
2 + x
6
3 + t
6). With such a choice, the
isomorphism (5.18) becomes an equality in the representation ring R(µ12). Moreover,
these representations can be explicitely determined, as explained in a similar context
in Example 5.1 in [12]. A direct computation using rational differential forms yields
(5.19) Gr2FH
2(Xw) = γ4 + 2γ5 + 2γ9 + γ10 + 4γ11.
Comparing this with the inclusion in (5.17), it follows that we are in the situation
given by (5.15) and hence the formula (5.12) holds. 
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Finally we consider the case of the braid arrangement A4, and forget (at least for
the moment) the Sym5-action on the Milnor fiber.
The A4 arrangement is associated with the natural Sym5-action on C
5, namely it
consists of the 10 hyperplanes Hij : xi−xj = 0 for 1 ≤ i < j ≤ 5. To have an essential
arrangement, we take the intersection with the hyperplane H : x1 + ...+ x5 = 0 and
get in this way our model for the arrangement A4 as a central essential arrangement
in C4, consisting of the 10 hyperplanes H ′ij = Hij ∩H . To compute the spectrum we
use the approach outlined in [1] and the explicit formulas given in [34].
Note that the edges contained in the non normal crossing part of the central
arrangement A4 in C
4 are the following:
(1) 10 codimension 2 edges X where 3 hyperplanes come together, e.g. as in the
intersection X = H ′12 ∩H
′
23 ∩H
′
13; hence they have the multiplicity mX = 3.
(2) 10 codimension 3 edges Y which arise when an edge X as above is cut by a
transversal hyperplane, e.g. Y = X ∩ H ′45 = H
′
12 ∩ H
′
23 ∩ H
′
13 ∩ H
′
45; hence
they have the multiplicity mY = 4.
(3) 5 codimension 3 edges Z where 6 hyperplanes come together, e.g. as in the
intersection X = H ′12 ∩ H
′
23 ∩ H
′
13 ∩ H
′
14 ∩ H
′
24 ∩ H
′
34; hence they have the
multiplicity mZ = 6.
It is important to note that each edge X of the first type (i) contains exactly
one edge Y of the second type (ii) and two edges Z of the third type (iii). In the
associated projective space P3, the edges X give rise to lines, while the edges Y and
Z to points. Note that the edges of type X and Z are dense, while the edges of type
Y are not.
Using the above description and Theorem 1.1 in [34], we get the following by a
direct careful computation.
Proposition 5.9.
Sp(A4) = t
4
10 + 4t
5
10 + 5t
6
10 + 5t
8
10 + 6t
9
10 + 24t
+6t
13
10 − t
15
10 + t
18
10 − 26t2
+t
22
10 + 4t
25
10 + 6t
27
10 + 9t3
+6t
31
10 + 5t
32
10 + 5t
34
10 − t
35
10 + t
36
10 .
Let U4 be the complement of the corresponding hyperplane arrangement in P
3.
Then it is known that b0(U4) = 1, b1(U4) = 9, b2(U4) = 26 and b3(U4) = 24, and this
explains the integral powers of t in the above formula (recall that the spectrum uses
the reduced cohomology ). In particular, χ(U4) = −6, so the alternating sum of the
multiplicities of any eigenvalue λ 6= 1 should be −6 by our Proposition 4.2.
In fact, using the computations in Settepanella [33] or in our Proposition 4.16, we
already know these multiplicities. They are as follows.
(1) the eigenvalue −1 occurs with multiplicity 2 on H2(F0) and with multiplicity
8 on H3(F0).
(2) all the other eigenvalues exp(2πik/10) for k = 1, 2, 3, 4, 6, 7, 8, 9 occur only
on the top cohomology group with multiplicity 6.
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Using the spectrum computation above, we can describe the Hodge-Deligne µ10-
equivariant polynomial of F0 as follows.
Corollary 5.10.
DP µ10(F0; u, v, t) = γ0 + 9γ0uvt+ [γ5u
2 + γ5v
2 + 26γ0u
2v2]t2+
+[(γ4+5γ6+5γ8+6γ9)u
3+(6γ3+γ8)u
2v+(γ2+6γ7)uv
2+(6γ1+5γ2+5γ4+γ6)v
3+
4γ5u
3v + 4γ5uv
3 + 24γ0u
3v3]t3.
Proof. We will prove only the claims concerning the character γ5, since the proof
of the remaining claims is quite similar. Using the definition of the spectrum, the
coefficient of t
15
10 gives
(5.20) dimGr2FH
3(F0,C)γ5 − dimGr
2
FH
2(F0,C)γ5 = −1.
Since H2(F0,C)γ5 is 2-dimensional (and contains no elements of type (2, 2), see The-
orem 1.3 in [12]), the only possibility is dimGr2FH
3(F0,C)γ5 = 0 and on the other
hand dimGr2FH
2(F0,C)γ5 = 1, which yields the claim concerning H
2(F0)γ5 . In a
similar way, the coefficient of t
25
10 yields the equality Gr0FH
3(F0,C)γ5 = 0.
Next, H3(F0,C)γ5 is 8-dimensional and the coefficient of t
5
10 gives the equality
dimGr3FH
3(F0,C)γ5 = 4. This fact combined with the above vanishings shows that
the eigenspace H3(F0,C)γ5 has only Hodge classes of type (3, 1) and (1, 3). This
proves the claim concerning H3(F0)γ5 .

Remark 5.11. The spectrum of A4 has a non-cancellation property, since the only
eigenvalue 6= 1 occuring in two distinct cohomology groups is −1, but the Hodge
types (p, q) have p = 0, 2 on H2 and p = 1, 3 on H3, so no cancellation is possible.
Note that this non cancellation property is quite subtle, since it involves either the
knowledge of the multiplicities of (−1), or the knowledge of the Hodge types of the
eigenspaces H2(F0,C)γ5 and H
3(F0,C)γ5 (and the fact that they give rise to distinct
p’s).
The corresponding formula for the A3-arrangement is given below; the characters
γ2 and γ4 occur in both H
1 and H2. The corresponding Hodge types each have p = 1
(once for γ4 in H
1 and once for γ2 in H
2), and similarly for p = 2. This again yields
a non-cancellation property for the corresponding spectrum.
It seems a difficult question to prove such a non cancellation result in general.
To establish a relation to the non-cancellation property of the equivariant Euler
characteristic χµm(F/G) noticed in Remark 2.30, one should recall that F/G =
F0/G0 as in Corollary 2.31, and hence the cohomology H
∗(F/G) = H∗(F0/G0) is a
direct summand in the cohomology H∗(F0).
From this perspective, we see that the non-cancellation property of the spectrum
is not a consequence of Remark 2.30 (since it refers to larger eigenspaces) and does
not imply Remark 2.30 (since it contains additional information coming from Hodge
theory, which prevents possible cancellations at the level of χµm(F ).
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For the sake of completeness, we give below the corresponding µd-equivariant
Hodge-Deligne polynomials for the arrangements A2 and A3, to be derived in an
obvious way from the results in Example 5.5 and Proposition 5.8.
Corollary 5.12. Let An be the essential braid arrangement in C
n. Then one has
the following.
(i) The µ3-equivariant Hodge-Deligne polynomial for the braid arrangement A2 is
given by
DP µ3(F0; u, v, t) = γ0 + [γ2u+ γ1v + 2γ0uv]t.
(ii) The µ6-equivariant Hodge-Deligne polynomial for the braid arrangement A3 is
given by
DP µ6(F0; u, v, t) = γ0 + [γ4u+ γ2v + 5γ0uv]t+
+[(γ3 + 2γ5)u
2 + (γ3 + 2γ1)v
2 + 3(γ4u
2v + γ2uv
2 + 2γ0u
2v2]t2.
5.13. A purity result for eigenspaces in Milnor fiber cohomology. Let A
be an essential central arrangement of d hyperplanes in Cℓ, with ℓ ≥ 2, given by a
reduced equation Q0(x) = 0. Then clearly H
m(F0,Q)1 and H
m(F0,C)−1 are mixed
Hodge substructures in Hm(F0,Q) for any positive integer m. Moreover, for β ∈ µd,
β 6= ±1, the same is true for the subspace
(5.21) Hm(F,C)β,β = H
m(F,C)β ⊕H
m(F,C)β = ker[(h
m)2 − 2Re(β)hm + Id]
which is in fact defined over R (as the last equality shows). For β = −1, we set
Hm(F,C)β,β = H
m(F,C)−1 for uniformity of notation.
Let D = Q−10 (0) = ∪H∈AH and for any dense edge X of the arrangement A with
dimX > 0 let mX be the multiplicity of X , i.e. the number of hyperplanes in A
containing X .
With this notation we have the following result, which complements our Proposi-
tion 4.4 with Hodge theoretic information.
Proposition 5.14. Let β ∈ µd, β 6= 1 be a d-root of unity such that β
mX 6= 1 for any
dense edge X with dimX > 0. Then the corresponding eigenspace Hℓ−1(F0,C)β,β is
a pure Hodge structure of weight ℓ− 1 and Hm(F0,C)β,β = 0 for m < ℓ− 1.
In particular, if β = exp(−2πiα) for some α ∈ Q, then the coefficients in the
corresponding spectrum Sp(A) have the following symmetry property:
(5.22) mα = mℓ−α.
Proof. For a point x ∈ D, x 6= 0, let Lx = ∩H∈A,x∈HH and denote by Ax the central
hyperplane arrangement induced by A on a linear subspace Tx, passing through x
and transversal to Lx. We may choose dim Tx = codimLx and identify x with the
origin in the linear space Tx. Let h
∗
x : H
∗(Fx,C)→ H∗(Fx,C) be the corresponding
monodromy operator at x. If x ∈ X , with X a dense edge, it follows from the
formula of the zeta-function Z(t) of the monodromy given in Proposition 4.2 that
the eigenvalues of h∗x are exactly the (mX)
th-roots of unity. Indeed, it is known that
an edge is dense if and only if the Euler characteristic of the projective complement
associated to Ax is nonzero.
Then we apply Proposition 4.1 in [10] and Proposition 4.4. 
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Example 5.15. Consider the essential arrangement A4 in C
4. If we consider the
list of the dense edges given at the end of the subsection above, we see that mX = 3
and mZ = 6
It follows that for any β ∈ µ10 such that β
6 6= 1, i.e. β 6= ±1, the corresponding
eigenspace H3(F0,C)β,β is a pure Hodge structure of weight 3. Moreover, we have
the symmetry mα = m4−α for all α ∈ Q such that 2α 6∈ Z.
Note also that for β = −1, H2(F0,C)β,β is a pure Hodge structure of weight 2.
The following result generalises this property.
Proposition 5.16. Let β ∈ µd, β 6= 1 be a d-root of unity such that β
mX 6= 1 for
any dense edge X with codimX < c(β) and there is at least one dense edge Y (β)
with codimY (β) = c(β) such that βmY = 1. Then the corresponding eigenspace
Hd(β)(F0,C)β,β is a pure Hodge structure of weight d(β) and H
m(F0,C)β,β = 0 for
m < d(β), with d(β) = c(β)− 1.
Proof. Let E be a generic linear subspace of dimension c(β) in Cn+1. Then the dense
edges of the hyperplane arrangement A|E) in E obtained by taking all the traces
H ∩ E for H ∈ A are exactly the intersections X ∩ E for X a dense edge in A of
codimension at most c(β). The inclusion of Milnor fibers
ι : F0(A|E)→ F0(A)
induces an isomorphism ι∗ : Hm(F0(A))→ Hm(F0(A|E)) form < dimF0(A|E)−1 =
d(β)− 1 and a monomorphism for m = d(β) preserving the mixed Hodge structures
and compatible with the monodromy actions.
The result now follows from Proposition 5.14. 
As an application, we obtain a new proof of the following known result, see [12].
Corollary 5.17. Let A be central essential arrangement in C3. Then H1(F0) 6=1 is
a pure Hodge structure of weight 1.
Indeed, H1(F0) 6=1 is a direct sum of pure Hodge structures of the typeH1(F0,C)β,β,
each of weight 1, since associated to dense edges of codimension c(β) = 2.
Example 5.18. Consider the essential arrangement A5 in C
5. The dense edges
X of codimension k are such that the corresponding arrangement AX is the braid
arrangement of type Ak, for k = 1, 2, 3, 4, see Example 4.8.
Take β a primitive root of unity of order 5. Settepanella’s computations in [33]
imply that H3(F0,C)β,β is 12-dimensional, and our Proposition 5.16 implies that it
is a pure Hodge structure of weight 3.
However, it also follows from [33] that inH2(F0) there is a 2-dimensional eigenspace
H2(F0,C)β,β, where β 6= 1 is a cubic root of unity. Our Proposition 5.16 can say
nothing about the corresponding mixed Hodge structure. Indeed, such a β is related
to a codimension 2 dense edge Y (β).
References
[1] N. Budur and M. Saito, Jumping coefficients and spectrum of a hyperplane arrangement, Math.
Ann. 347 (2010), 545–579. 5.1, 5.1, 5.1, 5.1
36 ALEXANDRU DIMCA AND GUS LEHRER
[2] F. Callegaro, On the cohomology of Artin groups in local systems and the associated Milnor
fibre. J. Pure Appl. Algebra 197 (2005), no. 1-3, 323–332. 2.22
[3] D. Cohen, P. Orlik, A. Dimca, Nonresonance conditions for arrangements. Ann. Institut Fourier
(Grenoble), 53, 1883–1896 (2003) 4.1
[4] P. Deligne, G. Lusztig, Representations of reductive groups over finite fields. Ann. of Math.
(2) 103 (1976), no. 1, 103–161. 2.5
[5] J. Denef, F. Loeser, Regular elements and monodromy of discriminants of finite reflection
groups. Indag. Math. (N.S.) 6 (1995), no. 2, 129143. 2.5
[6] G. Denham, N. Lemire, Equivariant Euler characteristics of discriminants of reflection groups.
Indag. Math. (N.S.) 13 (2002), no. 4, 441–458. 1, 2.12, 2.13, 2.14
[7] C. De Concini, C. Procesi, M. Salvetti, Arithmetic properties of the cohomology of braid
groups. Topology 40 (2001), no. 4, 739–751. 2.22
[8] A. Dimca, Singularities and Topology of Hypersurfaces, Universitext, Springer-Verlag, 1992.
4.1
[9] A. Dimca, Sheaves in Topology, Universitext, Springer-Verlag, 2004. 4.1
[10] A. Dimca,Tate properties, polynomial-count varieties, and monodromy of hyperplane arrange-
ments, Nagoya Math. J. 206 (2012), 75-97. 5.13
[11] A. Dimca, G.I. Lehrer, Purity and equivariant weight polynomials, in the volume: Algebraic
Groups and Lie Groups, editor G.I.Lehrer, Cambridge University Press, 1997. 2.5, 2.5
[12] A. Dimca, G. Lehrer, Hodge-Deligne equivariant polynomials and monodromy of hyperplane
arrangements,in: Configuration Spaces, Geometry, Combinatorics and Topology, Publications
of Scuola Normale Superiore, vol. 14 (2012), 231-253. 5.1, 5.5, 5.1, 5.1, 5.1, 5.1, 5.1, 5.13
[13] A. Dimca, S. Papadima, Finite Galois covers, cohomology jump loci, formality properties, and
multinets, Ann. Scuola Norm. Sup. Pisa Cl. Sci (5), Vol. X (2011), 253-268. 5.5
[14] A. Dimca, M. Saito, Some remarks on limit mixed Hodge structure and spectrum,
arXiv:1210.3971, to appear in An. S¸t. Univ. Ovidius Constant¸a. 5.1, 5.5, 5.6
[15] M.T. Karkar, J.A. Green, A theorem on the restriction of group characters, and its application
to the character theory of SL(n, q), Math. Ann. 215 (1975), 131–134. 2.19
[16] G. I. Lehrer, The characters of the finite special linear groups. J. Algebra 26 (1973), 564–583.
2.19
[17] G. I. Lehrer, On the Poincare´ series associated with Coxeter group actions on complements of
hyperplanes. J. London Math. Soc. (2) 36 (1987), no. 2, 275–294. 4.1, 4.13
[18] G. I. Lehrer, The ℓ-adic cohomology of hyperplane complements, Bull. London Math.
Soc.24(1992), 76–82. 4.1
[19] G. I. Lehrer, Poincare´ polynomials for unitary reflection groups. Invent. Math. 120 (1995), no.
3, 411–425. 2.5, 4.1
[20] G. I. Lehrer, Remarks concerning linear characters of reflection groups. Proc. Amer. Math.
Soc. 133 (2005), no. 11, 31633169 2.16
[21] G. I. Lehrer, T.A. Springer, Reflection subquotients of unitary reflection groups. Dedicated
to H. S. M. Coxeter on the occasion of his 90th birthday. Canad. J. Math. 51 (1999), no. 6,
1175–1193. 2.1, 2.14
[22] G. I. Lehrer, D.E. Taylor, Unitary reflection groups, Australian Mathematical Society Lecture
Series, 20. Cambridge University Press, Cambridge, 2009. 1, 2.1, 3, 2.14, 2.19, 3.1, 2
[23] A. Libgober, Eigenvalues for the monodromy of the Milnor fibers of arrangements. In: Libgober,
A., Tiba˘r, M. (eds) Trends in Mathematics: Trends in Singularities. Birkha¨user, Basel (2002)
4.1
[24] J. Milnor, Singular Points of Complex Hypersurfaces, Ann. of Math. Studies, 61, Princeton
Univ. Press, Princeton (1968) 4.1
[25] M. Oka, On the cohomology structure of projective varieties, in: Manifolds, Tokyo 1973,
Proceedings, Univ. Tokyo Press, 1975, pp. 137-143. 4.1
37
[26] P. Orlik, L. Solomon, Singularities. I. Hypersurfaces with an isolated singularity. Advances in
Math. 27 (1978), no. 3, 256272. 3, 3.1, 3.4, 3.4
[27] P. Orlik, L. Solomon, Singularities. II. Automorphisms of forms. Math. Ann. 231 (1977/78),
no. 3, 229240. 3, 3.1, 3.4, 3.4
[28] P. Orlik and H. Terao, Arrangements of Hyperplanes, Springer-Verlag, Berlin Heidelberg New
York, 1992. 1
[29] P. Orlik, H. Terao, Arrangements and Hypergeometric Integrals, MSJ Mem., 9, Math. Soc.
Japan, Tokyo (2001) 4.1
[30] C. Peters, J. Steenbrink, Mixed Hodge Structures, Ergeb. der Math. und ihrer Grenz. 3. Folge
52, Springer, 2008. 5
[31] V. Schechtman, H. Terao, A. Varchenko, Local systems over complements of hyperplanes and
the Kac-Kazhdan condition for singular vectors. J. Pure Appl. Algebra, 100, 93–102 (1995)
4.1
[32] S. Settepanella, A stability like theorem for cohomology of pure braid groups of the series A,
B and D. Topology Appl. 139 (2004), no. 1, 37–47. 4.10
[33] S. Settepanella, Cohomology of pure braid groups of exceptional cases. Topology Appl. 156
(2009), no. 5, 1008–1012. 2.33, 4.10, 4.13, 4.12, 5.1, 5.18
[34] Y. Yoon, Spectrum of hyperplane arrangements in four variables, arXiv:1211.1689. 5.1, 5.1
[35] A. Zarelua, On finite groups of transformations. 1969 Proc. Internat. Sympos. on Topology
and its Applications (Herceg-Novi, 1968) pp. 334–339 Savez Drustava Mat. Fiz. i Astronom.,
Belgrade. 2.5
Univ. Nice Sophia Antipolis, CNRS, LJAD, UMR 7351, 06100 Nice, France.
E-mail address : dimca@unice.fr
School of Mathematics and Statistics F07, University of Sydney, NSW 2006, Aus-
tralia
E-mail address : gustav.lehrer@sydney.edu.au
