We study the Ulam-Hyers stability and generalized Ulam-Hyers-Rassias stability for a delay differential equation.
Introduction
Over the last thirty years, the stability theory of functional equations has been strongly developed. Very important contributions to this subject were brought by Ulam [15] , Rassias [10] , Hyers et al. [4] , Jung [5] , Guo et al. [3] , Kolmanovskiȋ and Myshkis [6] , and Radu [9] . Our results are connected to some recent papers of Castro and Ramos [2] and Jung [5] (where integral and differential equations are considered), Bota-Boriceanu and Petrușel [1] , and Petru et al. [8] (where the Ulam-Hyers stability for operatorial equations and inclusions is discussed). Following [7, 13] , in present paper we will investigate Ulam-Hyers stability and generalized Ulam-Hyers-Rassias stability for the following differential equation with modification of the argument:
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By a solution of the above equation we understand a function
, that verifies the equation.
Preliminaries
We begin our considerations with some notions and results on Ulam stability, see [13, 14] , for the case
we consider the following Cauchy problem:
and the following inequalities:
Definition 2.1.
Equation (1) is Ulam-Hyers stable if there exists a real number > 0 such that for each ε > 0 and for each solution
Definition 2.2.
Equation (1) is generalized Ulam-Hyers-Rassias stable with respect to if there exists > 0 such that for each
Remark 2.3.
A function ∈ C 1 (I R) is a solution to (3) if and only if there exists a function ∈ C (I R) (which depends on ) such that
A ∈ C 1 (I R) is a solution to (4) if and only if there exists a function ∈ C (I R) (which depends on ) such that
Remark 2.4.
If ∈ C 1 (I R) is a solution to (3), then it is a solution to the following integral inequality:
If is a solution to (4), then it is a solution to the following integral inequality:
Analogously, one may have the above definitions and remarks for the case
In the sequel we shall use the following Picard operator definition, the well-known Gronwall lemma and the abstract Gronwall lemma, see, e.g. Rus [12] .
Definition 2.5 (Rus [11]).
Let (X ) be a metric space. An A : X → X is a Picard operator if there exists * ∈ X such that
• F A = { * } where F A = { ∈ X : A( ) = } is the fixed point set of A;
• the sequence (A ( 0 )) ∈N converges to * for all 0 ∈ X .
Lemma 2.6 (Gronwall lemma)
.
is a solution to the inequality
Lemma 2.7 (abstract Gronwall lemma).

Let (X ≤) be an ordered metric space and A : X → X be an increasing Picard operator (F A = { * A }). Then, for ∈ X , ≤ A( ) implies ≤ *
A while ≥ A( ) implies ≥ * A .
Ulam-Hyers stability on I = [ ]
In the following theorem, we will prove the Ulam-Hyers stability for (1) on the compact interval I = [ ].
Theorem 3.1.
Suppose that
(ii) equation (1) is Ulam-Hyers stable.
Proof. (i) Under condition (a)
, (1)- (2) is equivalent to the integral equation
We show that B is a contraction on X with respect to the Chebyshev norm:
, B is a contraction w.r.t. the Chebyshev norm on X . The proof follows from the Banach contraction principle.
From condition (a) we have
According to the last inequality, for
In order to verify that A is a Picard operator, Definition 2.5, we prove that A is a contraction. For ∈ [ ] we have 
The solution * is increasing and ( *
In particular, if = | − |, from (5), ( ) ≤ A( )( ) and applying the abstract Gronwall lemma we obtain ( ) ≤ * ( ) (A is a Picard and an increasing operator). It follows that
i.e., equation (1) is Ulam-Hyers stable.
Generalized Ulam-Hyers-Rassias stability on I = [ ∞[
In the following theorem, we will prove the generalized Ulam-Hyers-Rassias stability for equation ( 
Theorem 4.1.
Suppose that Proof. The proof follows the same steps as in Theorem 3.
From the above relations, for ∈ [ − ] we have | ( ) − ( )| = 0 and for ∈ [ ∞[, we obtain
As in the proof of Theorem 3.1 (ii), it follows that
where = λ exp 2 ( ) , i.e., equation (1) is generalized Ulam-Hyers-Rassias stable.
Applications
Here we present some consequences of the above theory.
Example 5.1.
Consider the following Cauchy problem:
In this case, from Theorem 3.1 we have
Theorem 5.2.
Suppose that 
