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Introducción
Durante este trabajo vamos a analizar modelos de dinámica de dos enfer-
medades v́ıricas: la hepatitis B y el sida.
La hepatitis B es una infección v́ırica del h́ıgado causada por el virus
de la hepatitis B (VHB). Esta enfermedad representa un importante
problema de salud a escala mundial. Se puede cronificar y conlleva un alto
riesgo de muerte por cirrosis y cáncer de h́ıgado. Sin embargo, existe una
vacuna inocua y eficaz que confiere una protección del 98 al 100 % contra
la enfermedad y que, por tanto, permite evitar las complicaciones, como la
cronificación y el cáncer.
En las zonas de alta endemicidad, la transmisión se produce más frecuente-
mente de la madre al niño durante el parto, o de niños infectados a niños
sanos durante los primeros cinco años de vida. La cronificación es muy común
en los lactantes infectados a través de su madre y en los menores de 5 años.
La transmisión se puede producir también a través de pinchazos, tatuajes,
perforaciones y exposición a sangre o ĺıquidos corporales infectados como la
saliva, el semen y el flujo vaginal y menstrual.
La infección en la edad adulta se cronifica en menos del 5 % de los casos,
mientras que en los lactantes y los niños pequeños esta proporción es del
95 %.
El VHB puede sobrevivir fuera del organismo por lo menos siete d́ıas, pe-
riodo en que puede infectar si penetra en el organismo de una persona no
vacunada. El periodo medio de incubación es de 75 d́ıas, pero puede oscilar
entre 30 y 180 d́ıas.
No hay ninguna terapia espećıfica para la hepatitis B aguda. Por tanto, el
tratamiento persigue el bienestar y el equilibrio nutricional del paciente, in-
cluida la rehidratación tras los vómitos y diarreas. La infección crónica por
el VHB se puede tratar con medicamentos, como los antiv́ıricos orales. Este
tratamiento, que puede retrasar la evolución de la cirrosis, reducir la inci-
dencia del cáncer de h́ıgado y mejorar la supervivencia a largo plazo. Ahora
bien, el tratamiento no cura la infección por el VHB en la mayoŕıa de las
personas, sino que tan solo evita su replicación. Por tanto, cuando se inicia el
tratamiento contra la enfermedad se debe mantener durante toda la vida [1].
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El virus de la inmunodeficiencia humana (VIH) ataca el sistema in-
munitario y debilita los sistemas de defensa contra las infecciones y contra
determinados tipos de cáncer. A medida que el virus destruye las células
inmunitarias e impide su normal funcionamiento, la persona infectada va
cayendo gradualmente en una situación de inmunodeficiencia. La fase más
avanzada de la infección por el VIH es el śındrome de inmunodeficiencia
adquirida (sida).
Al igual que el VHB, el VIH se transmite a través del intercambio de deter-
minados ĺıquidos corporales de la persona infectada, como la sangre, la leche
materna, el semen o las secreciones vaginales. También se puede transmitir
de la madre al hijo durante el embarazo y el parto.
Es posible suprimir el VIH mediante tratamientos en los que se combinan
tres o más fármacos antirretrov́ıricos. Aunque estos fármacos no curan la in-
fección por el VIH, inhiben la replicación del virus en el organismo y permi-
ten que el sistema inmunitario recobre fortaleza y capacidad para combatir
las infecciones [2].
La lamivudina es un medicamento para el tratamiento de la infección por
el VIH, que también es eficaz contra el virus de la hepatitis B (VHB). Se
utiliza en adultos y niños de por lo menos 3 meses de edad, combinándolo
con más fármacos [3].
En el primer caṕıtulo se presenta un modelo básico [4] y otros dos mo-
delos [5] con tres ecuaciones, que describen la evolución de un paciente con
VHB. Los dos primeros se utilizan cuando al paciente no se le está suminis-
trando tratamiento y el tercero cuando se le está suministrando el fármaco
lamivudina. Además vamos a combinar los modelos entre śı y comparar la
evolución del paciente con datos cĺınicos.
En el segundo caṕıtulo vamos a introducir un primer modelo con cua-
tro ecuaciones que aparece en el art́ıculo [6], para poder considerar otro tipo
de células. Este modelo lo vamos a utilizar para describir la evolución del
paciente con VHB, durante el tratamiento con lamivudina. Al igual que en
el primer caṕıtulo lo vamos a combinar con otro modelo para comparar la
evolución del paciente según los modelos y datos cĺınicos.
Finalmente, en el tercer caṕıtulo, trabajamos con otro modelo con cuatro
ecuaciones del art́ıculo [7], esta vez más simple que el anterior, para poder
introducir un término con time-delay (retardo temporal). En este caso va-
mos a comparar la evolución de un paciente con VIH según el modelo con




Durante este caṕıtulo vamos a trabajar con tres modelos de tres ecuaciones
del art́ıculo [5] que describen la evolución de un paciente con VHB.
1.1. El modelo BVIM
De acuerdo al art́ıculo [5] las siglas BVIM vienen del nombre The basic vi-
rus infection model, es decir, El modelo básico de infección por virus. Este
modelo fue introducido por Nowak et al. [4] y aparece en la mayoŕıa de los
art́ıculos que tratan la modelización del virus de la Hepatitis B y del VIH.










= κy − µv,
(1.1)
donde x, y y v son el número de células no-infectadas pero susceptibles (las
células que no están infectadas, pero que son capaces de contraer la enferme-
dad y convertirse en infecciosas), las infectadas (las células que son capaces
de transmitir la enfermedad a otras) y las células con virus libres (carga
viral), respectivamente.
Las células susceptibles, x, son producidas a una velocidad λ, mueren a
una velocidad δx y se infectan a una velocidad βvx donde β es la tasa cons-
tante que describe el proceso de infección.
Las células infectadas, y, son producidas a una velocidad βvx y mueren a la
velocidad αy.
Finalmente, las células con virus libres, v, son producidas a una velocidad
1
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κy a partir de las células infectadas y se eliminan a una velocidad µv.
Los parámetros α, β, κ y µ serán determinados por respuestas inmunes an-
tivirales.
Para calcular los puntos de equilibrio del sistema Ei = (xi, yi, vi), tendremos
que resolver el siguiente sistema de ecuaciones:
λ− δx− βvx = 0
βvx− αy = 0
κy − µv = 0.
(1.2)
De la segunda ecuación
βvx− αy = 0 ⇒ vx = αβ y
entonces de la primera:




κy − µv = 0 ⇒ v = κµy.
Sustituyendo las expresiones de x y v en la segunda ecuación:
β κyµ (
λ−αy




µδ − αy = 0 ⇒
y(βκλµδ −
βκyα
µδ − α) = 0.













Ahora sustituyendo en las expresiones de x y v:
y = 0 ⇒ v = 0 y x = λδ
y = λα −
µδ
βκ
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Los puntos de equilibrio E1 y E2 representan la recuperación completa del







conocido como número de reproducción básico.
























Por lo tanto, cuando R∗0 < 1 E2 no existe, ya que las componentes tienen
que ser no-negativas.
Para analizar la estabilidad de los puntos cŕıticos vamos a utilizar la matriz
Jacobiana:
J1 =
 −δ − βv 0 −βxβv −α βx
0 κ −µ
 .
Para calcular sus valores propios: det(J1 − ΛI) = 0⇒
∣∣∣∣∣∣
−δ − βv − Λ 0 −βx
βv −α− Λ βx
0 κ −µ− Λ
∣∣∣∣∣∣ = 0
⇒ −Λ3 + Λ2(−α− δ − µ− βv) + Λ(−αδ − αµ− δµ− αβv + βκx− βµv) +
(−αδµ+ βδκx− αβµx) = 0.
Sustituyendo el punto E1 = (
λ
δ , 0, 0) en el polinomio caracteŕıstico:
−Λ3 + Λ2(−α− δ − µ) + Λ(−αδ − αµ− δµ+ βκλδ ) + (−αδµ+ βκλ) = 0.
Las soluciones de la ecuación anterior calculados con Mathematica (Apéndi-
ce C.0.1) son:









































































(α+ µ)2 + 4αµ(R∗0 − 1)
]
.
Vemos que Λ1 siempre es negativo porque δ > 0. Para analizar los demás
valores propios:
R∗0 > 1 : El factor 4αµ(R
∗
0 − 1) será positivo, por lo tanto los valores





(α+ µ)2 + 4αµ(R∗0 − 1). Esto implica que Λ2 >
0 y Λ3 < 0. Por lo tanto, el punto de equilibrio E1 será inestable.
R∗0 < 1 : El factor 4αµ(R
∗
0 − 1) será negativo. Vamos a diferenciar dos
casos:
• (α+ µ)2 + 4αµ(R∗0 − 1) > 0: En este caso, los valores propios Λ2
y Λ3 serán reales. Sabemos que (α + µ) =
√
(α+ µ)2, entonces,
(α + µ) >
√
(α+ µ)2 + 4αµ(R∗0 − 1). Esto implica que Λ2 < 0
y Λ3 < 0. Por lo tanto, el punto de equilibrio E1 será un nodo
asintoticamente estable.
• (α+ µ)2 + 4αµ(R∗0 − 1) < 0: En este caso, los valores propios Λ2
y Λ3 serán imaginarios, con parte real negativa. Por lo tanto, el
punto de equilibrio E1 será una espiral asintóticamente estable.













como hemos mencionado anteriormente, tenemos que considerar que R∗0 > 1
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ya que las componentes tienen que ser no-negativas. Además, los parámetros
del modelo son todos positivos y como R∗0 =
λβκ
αδµ sabemos que siempre va a
ser positivo.
Sustituimos el punto cŕıtico en el polinomio caracteŕıstico de la matriz jaco-
biana J1 y conseguimos la siguiente ecuación:
−Λ3 + Λ2(−α− δR∗0 − µ) + Λ(−αδR∗0 − δµR∗0) + [−αδµ(R∗0 − 1)] = 0.
Ahora, aplicando el criterio de Routh-Hurwitz (explicado en el apéndice
B.0.1) a este polinomio, resulta que el punto cŕıtico E2 es asintóticamente
estable.
1.2. El modelo ABVIM
Al igual que pasaba con el modelo anterior, según el art́ıculo [5] las siglas
ABVIM vienen del nombre The amended basic virus infection model, es de-
cir, El modelo básico de infección por virus modificado.
Este modelo es muy parecido al anterior, solo que más cercano a la realidad.
Ya que, un/a paciente infectado/a crónicamente tiene una tasa de produc-
ción diaria total de suero de aproximadamente 2×1011 a 3×1012 viriones. Un
h́ıgado humano promedio consiste en miles de millones de células hepáticas.
Estos grandes números sugieren que un modelo más créıble debeŕıa emplear
una función de incidencia estándar, en lugar de una de acción masiva como
la utilizada en el modelo BVIM; es decir, se reemplaza el término βvx por
el término βvxx+y . A diferencia de la función de incidencia de acción masiva,














= κy − µv,
(1.7)
En este sistema, el significado de las variables x, y y v y de los paráme-
tros λ, δ, α, κ y µ son los mismos que en el sistema anterior. En el caso del
parámetro β, significa la máxima tasa de infección de un virus; mientras que
en el modelo anterior era la tasa que describ́ıa el proceso de infección.
Para calcular los puntos de equilibrio del sistema, tendremos que resolver el
6 1.2. El modelo ABVIM






− αy = 0
κy − µv = 0.
(1.8)
De la segunda ecuación:
βvx
x+y − αy = 0 ⇒ vx =
α
β (x+ y)y.
Entonces de la primera:
λ− δx− βvxx+y = λ− δx− 
βαy(x+y)
β




κy − µv = 0 ⇒ v = κµy.
Ahora sustituyendo las expresiones obtenidas de x y v en la segunda ecua-
ción:
βvx













)− αy = 0 ⇒ βκyλ−βκy
2α−αyµ(λ−αy+δy)
µ(λ−αy+δy) = 0⇒
βκyλ− βκy2α− αyµ(λ− αy + δy) = 0 ⇒
y(βκλ− βκyα− αµλ+ α2yµ− αyµδ) = 0.
Entonces se obtienen los dos posibles valores para y:
0 =y




Ahora sustituyendo en las expresiones de x y v:
y = 0 ⇒ v = 0 y x = λδ
y = βκλ−αµλ
βκα−α2µ+αµδ ⇒
x = λ−αyδ =
λµ
δµ+βκ−αµ
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conocido como el número de reproducción básico.











δ + α(R0 − 1)
,
λ(R0 − 1)
δ + α(R0 − 1)
,
κλ(R0 − 1)




Si observamos los puntos de equilibrio obtenidos, nos damos cuenta de que
cuando R0 > 1 tenemos dos puntos de equilibrio diferentes, cuando R0 < 1
el punto E2 no existe porque las componentes tienen que ser no-negativas,
y que cuando R0 = 1 solo tenemos un punto de equilibrio porque E1 = E2.
Al igual que con el modelo anterior, para analizar la estabilidad de los pun-
















Ahora, evaluando la matriz en el punto E1 = (
λ
δ , 0, 0) obtenemos J2,E1 :
J2,E1 =
 −δ 0 −β0 −α β
0 κ −µ
 .
Para conseguir sus valores propios, tenemos que calcular: det(J2,E1−ΛI) = 0













Los escribimos dependiendo del parámetro R0 para analizar la estabilidad
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Entonces, vemos que Λ1 siempre es negativo, porque δ > 0 y:
R0 > 1: siempre se cumple que, (α + µ)
2 + 4αµ(R0 − 1) > 0 y√
(α+ µ)2 + 4αµ(R0 − 1) mayor que (α + µ). Por lo tanto, Λ1 < 0,
Λ2 > 0 y Λ3 < 0; lo cual implica que el punto cŕıtico E1 sea inestable.
R0 < 1 :
• Si (α+ µ)2 + 4αµ(R0− 1) > 0 , Λ2 y Λ3 serán valores propios
reales. Tenemos que
√
(α+ µ)2 + 4αµ(R0 − 1) < (α+ µ). Por lo
tanto, Λ1 < 0 , Λ2 < 0 y Λ3 < 0; lo cual implica que el punto
cŕıtico E1 sea un nodo asintoticamente estable.
• Si (α+ µ)2 + 4αµ(R0− 1) < 0 , Λ2 y Λ3 serán valores propios
imaginarios pero con parte real negativa. Por lo tanto, Λ1 < 0 ,
Re(Λ2) < 0 y Re(Λ3) < 0 lo cual implica que el punto cŕıtico E1
sea una espiral asintoticamente estable.
R0 = 1 : Λ1 < 0,Λ2 = 0 y Λ3 < 0. Tenemos un caso cŕıtico en el cual
no se puede establecer a priori el carácter del punto cŕıtico.
En conclusión, el punto E1 es inestable cuando R0 > 1 y asintoticamente
estable cuando R0 < 1.
Ahora, tenemos que hacer el análisis de estabilidad para el punto E2. Para
ello, como he mencionado anteriormente, tenemos que considerar que R0 > 1
porque sino el punto de equilibrio E2 no existe o es igual al punto E1 que
acabamos de analizar.
Utilizamos la matriz Jacobiana J2 y la evaluamos en el punto E2 dependien-

















Para simplificar la matriz, definimos las siguientes constantes:
C1 =
α2µ(R0−1)2
βκ , C2 =
α2µ(R0−1)
βκ y C3 =
αµ
κ .
Con estas constantes, la matriz queda de la siguiente manera:
J2,E2 =
 −δ − C1 C2 −C3C1 −C2 − α C3
0 κ −µ
 .
Ahora, para calcular los valores propios, calculamos el polinomio caracteŕısti-
co y lo igualamos a 0: det(J2,E2 − ΛI) = 0 ⇒
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−Λ3 + Λ2(−α−C1 −C2 − δ − µ) + Λ(C3κ− αC1 − αδ −C2δ − µα− µC1 −
µC2 − µδ) + (κδC3 − µαC1 − µαδ − µδC2) = 0.
Si tenemos en cuenta que κC3 = αµ la ecuación queda de la siguiente ma-
nera:
Λ3 + Λ2(µ + δ + α + C1 + C2) + Λ(µC2 + δC2 + µC1 + αδ + δµ + C1α) +
(δµC2 + αµC1) = 0.
Nos damos cuenta de que los coeficientes del polinomio son todos positivos:
A3 = 1 > 0











βκ + αδ + δµ+
α3µ(R0−1)2
βκ > 0
A0 = δµC2 + αµC1 =
α2µ2(R0−1)[δ+α(R0−1)]
βκ > 0
Entonces, aplicando el criterio de Routh-Hurwitz (explicado en el apéndice
B.0.2) resulta que el punto cŕıtico E2 es asintóticamente estable.
En conclusión, cuando R0 < 1, E1 es localmente asintoticamente estable y
E2 no existe. Cuando R0 > 1, E1 es inestable y E2 es localmente asintóti-
camente estable.
Ahora, para analizar la estabilidad global del punto de equilibrio E1, utili-
zaremos el siguiente teorema:
Teorema 1. Si el número reproductivo básico R0 =
βκ
αµ < 1, entonces las
soluciones que empiezan en el dominio
D =
{






, y ≥ 0, v ≥ 0, y + αv
κ




permenecen en dicho dominio y tienden a E1.
Demostración. Asumimos que R0 =
βκ
αµ < 1. Vemos que las soluciones que
empiezan en el dominio D satisfacen x(t) ∈ [0, (λ/δ)]. Ahora, escribimos































Esto demuestra que las soluciones que empiezan en D permanecen en D. Si
v(0) = y(0) = 0 entonces claramente v(t) = y(t) = 0 y x(t) tenderá a λ/δ.
En el caso de que y(0) = 0 y v(0) > 0 vemos que v(t) tiende a cero, lo cual
fuerza que y(t) tienda a cero. En todos estos casos vemos que x(t) tiende a
λ/δ.
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Por lo tanto, vemos que el punto de equilibrio E1 es globalmente asinto-
ticamente estable.
En cuanto al punto de equilibrio E2, más adelante en las simulaciones
numéricas veremos que es globalmente asintóticamente estable.
1.3. El modelo ABVIM modificado
De la misma manera que para el modelo ABVIM, según el art́ıculo [5] el
nombre ABVIM modificado vienen del nombre The amended basic virus
infection model, es decir, El modelo básico de infección por virus modificado.
Este tercer modelo, trata de mejorar el anterior para formular uno de terapia
contra la infección por el virus de la hepatitis B. Este modelo describe a los
pacientes durante el tratamiento con lamivudina.
dx
dt









= (1− n)κy − µv.
(1.15)
Antes del tratamiento con lamivudina, los valores de los nuevos parámetros
son m = n = 0 , es decir, estaŕıamos en el caso del modelo anterior y
los pacientes se encontraŕıan en el punto cŕıtico E2 del modelo ABVIM.
Entonces, consideramos como condición inicial los valores de las variables
en el punto E2:
(x(0), y(0), v(0)) =
(
λ
δ + α(R0 − 1)
,
λ(R0 − 1)
δ + α(R0 − 1)
,
κλ(R0 − 1)




Por lo tanto, despejando conseguimos:
v(0) =
κλ(R0 − 1)
µ[δ + α(R0 − 1)]
⇒ κ = µv(0)[δ + α(R0 − 1)]
λ(R0 − 1)
. (1.17)





⇒ β = αµR0
κ
. (1.18)
1.3.1. Estimación de los parámetros del modelo ABVIM mo-
dificado.
En el art́ıculo [5] afirman que:
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Un h́ıgado humano contiene aproximadamente 2 × 1011 hepatocitos
(células del h́ıgado). Un paciente tiene un total de 3000 ml de plasma.





δ = −ln(0,5)/183 ≈ 0,00379.
µ = 0,67.
Asumimos que antes del tratamiento con lamivudina los pacientes se
encuentran en el estado estable de infección persistente del virus, es










= (x2, y2, v2).
















En una infección crónica del virus de la hepatitis B, pueden resultar




= 0,25 = R0−1R0 ⇒ R0 = 1,33.
Basándonos en los datos cĺınicos y en la simulación numérica, podemos
seleccionar los parámetros de la siguiente manera:
{δ, α, µ,R0,m, n} = {3,7877× 10−3, 3,38δ, 0,67, 1,33, 0, 0,99982}.
Elegimos la tasa de restricción m = 0 porque aunque eligiésemos m =
1, no habŕıa diferencias obvias en nuestros resultados de simulación
numérica tanto para el peŕıodo de terapia como para el seguimiento
sin tratamiento (comprobado con simulación numérica).
El número de reproducción básico R0 = 1,33 es antes de la terapia, es
decir, cuando m = n = 0. El valor de R0 disminuirá hasta 2,394×10−4
durante el tratamiento (explicado más detalladamente en el apartado
1.4.3). Después del tratamiento con lamivudina, suponemos que los
pacientes vuelven al estado anterior a la terapia, es decir, cuando m =
n = 0.
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1.4. Simulación numérica de los modelos.
En este apartado del primer caṕıtulo, vamos a hacer la simulación numérica
de los modelos BVIM, ABVIM y ABVIM modificado, utilizando los paráme-
tros estimados en el apartado anterior.
1.4.1. Modelo BVIM
Consideramos que antes del tratamiento con lamivudina los pacientes se en-
cuentran en el estado estable de infección persistente del virus, es decir, en
el punto cŕıtico E2 del modelo BVIM. Como hemos cambiado de modelo
respecto al apartado Estimación de parámetros del modelo ABVIM modifi-
cado, el punto cŕıtico y el valor de R0 también han cambiado, por lo tanto,









Por otro lado, para obtener el valor de κ, sustituimos la expresión de β que
acabamos de conseguir en el punto de equilibrio E2 del modelo BVIM, que
utilizaremos como condición inicial:






































En cuanto a los demás parámetros, utilizamos los mismos a los definidos
en el apartado Estimación de parámetros del modelo ABVIM modificado,
excepto el parámetro α, que se define de la siguiente manera:
α = 3,259δ
En la simulación numérica de este modelo (Figura 1.1) vamos a ver que cada
una de las variables converge al punto de equilibrio E2 para un tiempo t sufi-
cientemente grande. Para ello, vamos a calcular dicho punto anaĺıticamente,















= (5,01253× 107, 5,07559× 106, 1010).
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Figura 1.1: Evolución temporal de las variables x (azul), y (verde) y v (rojo)
según el sistema (1.1), que convergen al punto de equilibrio E2.
1.4.2. Modelo ABVIM
En la simulación numérica de este modelo (Figura 1.2), al igual que para
el modelo anterior, vamos a ver que las variables convergen al punto de
equilibrio E2, del modelo ABVIM para un tiempo t suficientemente grande.
Para ello, vamos a calcular dicho punto anaĺıticamente, sustituyendo los







Figura 1.2: Evolución temporal de las variables x (azul), y (verde) y v (rojo)
según el sistema (1.7), que convergen al punto de equilibrio E2.
valores de los parámetros en la expresión de E2 de (1.12). En este caso, śı
que vamos a utilizar los parámetros definidos en el apartado Estimación de




δ + α(R0 − 1)
,
λ(R0 − 1)
δ + α(R0 − 1)
,
κλ(R0 − 1)
µ[δ + α(R0 − 1)]
)
= (3,15149× 107, 1,03999× 107, 1010).
14 1.5. Combinación de los modelos.
1.4.3. Modelo ABVIM modificado
En este tercer modelo, a parte de los parámetros de los anteriores modelos,
tenemos dos más, m y n. Cuando m = n = 0, este modelo es igual al modelo
ABVIM, y en cuanto a la convergencia, vemos que converge al punto de
equilibrio E2 de dicho modelo (Figura 1.2).
Cuando m = 0 y n 6= 0 (en la simulación cogemos n = 0,99982), este
modelo converge al punto de equilibrio E1 del modelo ABVIM, es decir, la
variable x tiende a λδ = 6,66667× 10
7 y las variables y y v tienden a 0. Esto
ocurre porque en la definición del modelo tenemos (1 − n)κy en la tercera
ecuación, lo cual implica que cuando n es diferente de 0, el coeficiente de
la variable y disminuya. El valor de este coeficiente y el valor de R0 son
directamente proporcionales, ya que R0 =
βκ
αµ . Por lo tanto, en este caso,
R0 = 0,0002394 < 1 tomando κ = (1−n)κ. Todo esto hace que la dinámica
del sistema cambie, y por lo tanto el modelo converja en este caso al otro
punto de equilibrio, es decir, a E1.
1.5. Combinación de los modelos.
En esta sección vamos a combinar los modelos con los que hemos trabajado
en este capitulo para describir la evolución del paciente. De esta manera,
podremos analizar la eficacia del tratamiento con lamivudina.
1.5.1. BVIM y ABVIM modificado.
Al igual que se hace en el art́ıculo [5] vamos a combinar los modelos BVIM y
ABVIM modificado para analizar la eficacia del tratamiento con lamivudina.
Asumimos que antes de empezar el tratamiento, el paciente se encuentra en















= (5,01253× 107, 5,07559× 106, 1010).
Para describir la evolución del paciente cuando está siendo tratado con lami-
vudina, utilizamos el modelo ABVIM modificado con los parámetros m = 0
y n = 0,99982. En el d́ıa 336, el paciente deja el tratamiento y su evolución
pasa a ser descrita por el modelo BVIM. Teniendo esto en cuenta, vamos a
simular numéricamente dicha situación (Figuras 1.3,1.4 y 1.5 de página 15).
El tiempo lo medimos en d́ıas de 0 a 504, cambiando de situación en el d́ıa
336.
1.5.2. ABVIM y ABVIM modificado.
Ahora, vamos a combinar el modelo ABVIM modificado cuando m = 0 = n
(o lo que es lo mismo, el modelo ABVIM ) y cuando m = 0 y n = 0,99982,
Caṕıtulo 1. Modelos Simples 15






Figura 1.3: Evolución temporal de la variable x; 0 ≤ t ≤ 336 según el
sistema (1.15) con m = 0, n 6= 0 y 336 ≤ t ≤ 504 según el sistema (1.1).







Figura 1.4: Evolución temporal de la variable y; 0 ≤ t ≤ 336 según el
sistema (1.15) con m = 0, n 6= 0 y 336 ≤ t ≤ 504 según el sistema (1.1).






Figura 1.5: Evolución temporal de la variable v; 0 ≤ t ≤ 336 según el
sistema (1.15) con m = 0, n 6= 0 y 336 ≤ t ≤ 504 según el sistema (1.1). Los
puntos son los datos cĺınicos dados en [5].
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para contrastar la eficacia del tratamiento con lamivudina. Asumimos que
antes de empezar el tratamiento, el paciente se encuentra en el punto de




δ + α(R0 − 1)
,
λ(R0 − 1)
δ + α(R0 − 1)
,
κλ(R0 − 1)
µ[δ + α(R0 − 1)]
)
= (3,15149× 107, 1,03999× 107, 1010),
y que los parámetros m = n = 0. Cuando empieza el tratamiento, m = 0 y
n = 0,99982. A partir del d́ıa 336 se deja de aplicar el tratamiento, por lo
que volvemos a igualar los parámetros m y n a 0.
Teniendo todo esto en cuenta, vamos a simular numéricamente dicha situa-
ción (Figuras 1.6, 1.7 y 1.8). El tiempo lo medimos en d́ıas de 0 a 504,
cambiando de situación en el d́ıa 336. (En el apéndice C.0.2 se desarrolla el
programa en Mathematica que permite ver la evolución de la combinación).
Analizando estos tres gráficos (Figuras 1.6, 1.7 y 1.8), vemos que cuando
se aplica el tratamiento con lamivudina, la carga viral baja rápidamente. En
cambio, cuando se deja de aplicar dicho tratamiento, la carga viral vuelve a
aparecer.
En el art́ıculo [5] (página 1579) tenemos una tabla con la carga viral de
un paciente, antes, durante y después del tratamiento con lamivudina. Va-
mos a utilizar estos datos para comprobar la eficacia de los modelos que
estamos analizando, al describir la evolución del paciente. Para ello, vamos
a mostrar en un mismo gráfico la carga viral del paciente con la evolución
de la variable v de nuestras combinaciones anteriores (Figuras 1.5 y 1.8).
Teniendo en cuenta todos los gráficos anteriores, podemos concluir diciendo
que los modelos (1.1) y (1.15) se comportan de una manera bastante similar.
Para terminar, vamos a analizar el tratamiento a largo plazo. En esta última
simulación (Figuras 1.9, 1.10, 1.11), vamos a prolongar el tratamiento hasta
3 años, y luego vamos a analizar la evolución hasta los siete años después. Es
decir, vamos a simular 10 años de evolución del paciente, aplicando el trata-
miento durante los tres primeros. Para describir el periodo de tratamiento,
vamos a utilizar el modelo (1.15) con m = 0 y n = 0,99982. Cuando se deja
de aplicar el tratamiento, la evolución será descrita por el modelo (1.7). Co-
mo hemos hecho en otras simulaciones anteriores, consideramos que antes
de empezar el tratamiento el paciente se encuentra en el punto de equilibrio
E2 = (3,15149× 107, 1,03999× 107, 1010)
del sistema (1.7).
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Figura 1.6: Evolución temporal de la variable x; 0 ≤ t ≤ 336 según el
sistema (1.15) con m = 0, n 6= 0 y 336 ≤ t ≤ 504 según el sistema (1.15) con
m = 0 = n.







Figura 1.7: Evolución temporal de la variable y; 0 ≤ t ≤ 336 según el
sistema (1.15) con m = 0, n 6= 0 y 336 ≤ t ≤ 504 según el sistema (1.15) con
m = 0 = n.






Figura 1.8: Evolución temporal de la variable v; 0 ≤ t ≤ 336 según el
sistema (1.15) con m = 0, n 6= 0 y 336 ≤ t ≤ 504 según el sistema (1.15) con
m = 0 = n. Los puntos son los datos cĺınicos dados en [5].
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Figura 1.9: Evolución de la variable x a largo plazo según los sistemas (1.15)
0 ≤ t ≤ 1095 y (1.7) 1095 ≤ t ≤ 3650.










Figura 1.10: Evolución de la variable y a largo plazo según los sistemas
(1.15) 0 ≤ t ≤ 1095 y (1.7) 1095 ≤ t ≤ 3650.






Figura 1.11: Evolución de la variable v a largo plazo según los sistemas
(1.15) 0 ≤ t ≤ 1095 y (1.7) 1095 ≤ t ≤ 3650.
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Analizando las simulaciones anteriores (Figuras 1.9, 1.10, 1.11), vemos
que aunque la carga viral del paciente se reduce mucho después de haber




Primer modelo con células
citotóxicas.
En este segundo caṕıtulo vamos a combinar el primer modelo del caṕıtulo
anterior, es decir, el modelo (1.1) con un modelo de cuatro ecuaciones, el cual
aparece en el art́ıculo [6] cuyos autores son Lequan Min y Xisong Dong. Este
modelo se crea para poder explicar el tratamiento antiviral con lamivudina
para el virus de la hepatitis B y es el primer modelo de este trabajo que
incluye el efecto de las células citotóxicas. Estas, son células inmunitarias
que pueden destruir ciertas células, como las células extrañas, las células
cancerosas y las células infectadas por un virus.
2.1. Primer modelo con cuatro ecuaciones.
Asumimos que el modelo que describe la evolución de las células de un
paciente durante el tratamiento con lamivudina es el siguiente [6]:
dx
dt
= λ− δx− βvx
dy
dt
= βvx− (α+ ω1)y − pye
dv
dt
= (κ− ω2)y − (µ+ ω3)v
de
dt
= γy − εve,
(2.1)
donde x, y y v son las mismas variables que se han considerado en los modelos
del primer caṕıtulo, es decir, representan el número de células no-infectadas
pero susceptibles, las infectadas y las células con virus libres (carga viral)
respectivamente; y la nueva variable e representa las células citotóxicas.
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Las células susceptibles, x, son producidas a una velocidad λ, mueren
a una velocidad δx y se infectan a una velocidad βvx donde β es la tasa
constante que describe el proceso de infección. Las células infectadas, y, son
producidas a una velocidad βvx y mueren a la velocidad (α + ω1)y y por
la interacción con las células citotóxicas (−pye), es decir, la eficacia de la
respuesta del sistema inmune.
Las células con virus libres, v, son producidas a una velocidad (κ − ω2)y a
partir de las células infectadas y se eliminan a una velocidad (µ+ ω3)v.
Finalmente, las células citotóxicas, son producidas a una velocidad γy a par-
tir de las células infectadas y se eliminan a una velocidad εve.
Los parámetros α, β, κ, µ, ω1, ω2, ω3, γ y ε son positivos y serán determinados
por respuestas inmunes antivirales. Los parámetros ω1, ω2 y ω3 los utiliza-
mos para indicar una relación de aumento o disminución con respecto a los
parámetros de los modelos del primer caṕıtulo.
Cuando se retira el tratamiento de lamivudina, asumimos que el modelo
dinámico de infección por el virus de la hepatitis B se describe con el mode-
lo (1.1) del primer caṕıtulo.
Al igual que hemos hecho con los modelos del caṕıtulo anterior, para calcular
los puntos de equilibrio del sistema Ei = (xi, yi, vi), tendremos que resolver
el siguiente sistema de ecuaciones:
λ− δx− βvx = 0
βvx− (α+ ω1)y − pye = 0
(κ− ω2)y − (µ+ ω3)v = 0
γy − εve = 0.
(2.2)
































Aqúı, J∗ puede ser cualquier valor arbitrario positivo (porque las compo-
nentes de los puntos de equilibrio tienen que ser no-negativas y el caso de








Caṕıtulo 2. Primer modelo con células citotóxicas. 23
Deseamos dejar constancia de que en el art́ıculo [6] se ha detectado un error
de transcripción en la expresión equivalente a Q∗ que los autores denominan
x∗ (fórmula (6) en página 573 de [6]).




2 representan la recuperación com-
pleta del paciente sin capacidad inmunitaria, la recuperación completa con
capacidad inmunitaria y la infección persistente por el virus de la hepatitis
B al final del tratamiento con el fármaco lamivudina, respectivamente.




−δ − βv 0 −βx 0
βv −(α+ ω1)− pe βx −py
0 (κ− ω2) −(µ+ ω3) 0
0 γ −εe −εv
 .
Ahora, evaluando la matriz en el punto E∗1 = (
λ
δ , 0, 0, 0) obtenemos J3,E∗1 :
J3,E∗1 =

−δ 0 −βλδ 0
0 −(α+ ω1) βλδ 0
0 (κ− ω2) −(µ+ ω3) 0
0 γ 0 0
 .
Para conseguir sus valores propios, tenemos que calcular: det(J3,E∗1−ΛI) = 0









= 12 [−(α+ µ+ ω3 + ω1)±√
(α+ ω1 + ω3 + µ)2 + 4(
λβ(κ−ω2)





− αω3 + µω1 + ω1ω3
αµ
. (2.4)







−(α+ µ+ ω3 + ω1)±
√
(α+ ω1 + ω3 + µ)2 + 4αµ(R1 − 1)
]
.
Analizando los valores propios nos damos cuenta de lo siguiente:
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R1 < 1 : Esto implica que 4αµ(R1 − 1) < 0. Por lo tanto, como
(α+µ+ω3 +ω1) =
√
(α+ µ+ ω3 + ω1)2, tenemos que, (α+µ+ω3 +
ω1) >
√
(α+ µ+ ω3 + ω1)2 + 4αµ(R1 − 1).
• (α+ ω1 + ω3 + µ)2 + 4αµ(R1 − 1) > 0 : Λ3 < 0 y Λ4 < 0. Por lo
tanto, el punto cŕıtico E∗1 será un nodo asintóticamente estable.
• (α+ω1 +ω3 +µ)2 + 4αµ(R1− 1) < 0 :Re(Λ3) < 0 y Re(Λ4) < 0.
Por lo tanto, el punto cŕıtico E∗1 será una espiral asintóticamente
estable.
R1 > 1 : Esto implica que 4αµ(R1 − 1) > 0. Por lo tanto, al con-
trario que en el caso anterior, tenemos que (α + µ + ω3 + ω1) <√
(α+ µ+ ω3 + ω1)2 + 4αµ(R1 − 1).
Además
√
(α+ µ+ ω3 + ω1)2 + 4αµ(R1 − 1) > 0 siempre. Entonces,




Para analizar la estabilidad en el punto de equilibrio E∗J∗ =
(
λ
δ , 0, 0, J
∗),





−δ 0 −βλδ 0
0 −(α+ ω1)− pJ∗ βλδ 0
0 (κ− ω2) −(µ+ ω3) 0
0 γ −εJ∗ 0
 .
Para conseguir sus valores propios, tenemos que calcular: det(J3,E∗
J∗
−ΛI) =
0, y haciendo los cálculos con Mathematica (Apéndice C.0.5) conseguimos








= 12 [−(α+ µ+ ω3 + ω1 + pJ
∗)±√
(α+ ω1 + ω3 + µ+ pJ∗)2 + 4(
λβ(κ−ω2)









Ahora, si escribimos los puntos de equilibrio dependiendo del parámetro R2:
Λ1 = −δ
Λ2 = 0





−(α+ µ+ ω3 + ω1 + pJ∗)±
√
(α+ ω1 + ω3 + µ+ pJ∗)2 + 4αµ(R2 − 1)
]
.
Analizando los valores propios nos damos cuenta de lo siguiente:
R2 < 1 : Esto implica que 4αµ(R2 − 1) < 0. Por lo tanto, como
(α+ ω1 + ω3 + µ+ pJ
∗) =
√
(α+ ω1 + ω3 + µ+ pJ∗)2, tenemos que,
(α+ω1 +ω3 +µ+ pJ
∗) >
√
(α+ ω1 + ω3 + µ+ pJ∗)2 + 4αµ(R2 − 1).
• (α + ω1 + ω3 + µ+ pJ∗)2 + 4αµ(R2 − 1) > 0 : Λ3 < 0 y Λ4 < 0.
Por lo tanto, el punto cŕıtico E∗J∗ será un nodo asintóticamente
estable.
• (α + ω1 + ω3 + µ + pJ∗)2 + 4αµ(R2 − 1) < 0 :Re(Λ3) < 0 y
Re(Λ4) < 0. Por lo tanto, el punto cŕıtico E
∗
J∗ será una espiral
asintóticamente estable.
R2 > 1 : Esto implica que 4αµ(R2 − 1) > 0. Por lo tanto, al contra-
rio que en el caso anterior, tenemos que (α + ω1 + ω3 + µ + pJ
∗) <√
(α+ ω1 + ω3 + µ+ pJ∗)2 + 4αµ(R2 − 1).
Además
√
(α+ ω1 + ω3 + µ+ pJ∗)2 + 4αµ(R2 − 1) > 0 siempre. En-
tonces, esto implica que Λ3 > 0 y Λ4 < 0. Por lo tanto, el punto cŕıtico
E∗J∗ será inestable.
La estabilidad del punto cŕıtico E∗2 la analizaremos mediante simulación
numérica.
2.1.1. Simulación numérica del modelo (2.1)
En el art́ıculo [6], después de tener en cuenta algunos enunciados médicos,
dan los siguientes valores a los parámetros del modelo (2.1):
Paciente 1:
{λ, α, δ, β, κ, µ, ω1, ω2, ω3, γ, ε, p} =
{8,48×106, 0,053, 0,053, 1,8929×10−8, 0,3408, 0,67, 0,3408, 0,05, 0,2896,
0,7, 0,32, 7,2× 10−5}
Paciente 2:
{λ, α, δ, β, κ, µ, ω1, ω2, ω3, γ, ε, p} =
{8,48×106, 0,053, 0,053, 5,83×10−9, 0,8756, 0,67, 0,05, 0,2977, 0,2, 0,045,
8,8× 10−7, 4,75× 10−6}
En primer lugar, vamos a analizar la convergencia del modelo (Figura 2.1).
Para ello, vamos a ver que cada una de las variables converge al punto de
equilibrio E∗2 para un tiempo t suficientemente grande. Para ello, vamos a
calcular dicho punto anaĺıticamente, sustituyendo los valores de los paráme-
tros correspondientes al Paciente 1 en la expresión de E∗2 dada en (2.3).
E∗2 = (6,87411× 107, 1,2266× 107, 3,71712× 106, 7,21845).
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Figura 2.1: Evolución temporal de las variables x (azul), y (verde), v (rojo) y
e (negro) según el sistema (2.1), con parámetros correspondientes al Paciente
1 y que convergen al punto de equilibrio E∗2 .
Ahora, vamos a combinar los modelos (1.1) y (2.1). Para ello, vamos a asu-
mir que antes del tratamiento con lamivudina, el paciente se encuentra en
el punto de equilibrio E2 del modelo (1.1). Por lo tanto, tenemos que las
condiciones iniciales serán:
Paciente 1:






















(x(0), y(0), v(0)) =
(




Para integrar el sistema (2.1), necesitamos una condición inicial para la
variable e y vamos a utilizar las misma que en el art́ıculo [6]. Los autores de
[6] consideran
e(0) = 0,01× 107
para ambos pacientes.
Durante el tratamiento con lamivudina la evolución del paciente será de
acuerdo al modelo (2.1), cuando dicho tratamiento se deja de suministrar,
la evolución del paciente será de acuerdo al modelo (1.1). Teniendo en cuen-
ta todo lo anterior, vamos a simular numéricamente la evolución de los dos
pacientes. Vamos a simular una evolución de 84 d́ıas, teniendo en cuenta que
Caṕıtulo 2. Primer modelo con células citotóxicas. 27
el paciente deja de ser tratado con lamivudina el d́ıa 28. En las figuras 2.2 y
2.3 podemos ver la evolución de la variable v (carga viral) de cada uno de los
pacientes. En el lado izquierdo aparecen las simulaciones de la combinación
del sistema (1.1) con el sistema (2.1). En el lado derecho se muestran las
gráficas del art́ıculo [6] donde aparecen los datos cĺınicos.
Los autores del art́ıculo [6] sostienen que la combinación de los dos mo-
delos (sistema de ecuaciones (2.1) y modelo BVIM (1.1)) ajustan muy bien
los datos cĺınicos de los pacientes considerados. En las figuras 2.2b y 2.3b
(que son las equivalentes a Fig. 1.c y Fig. 2.c. de [6]), podemos comprobar
dicha afirmación.
28 2.1. Primer modelo con cuatro ecuaciones.










Figura 2.2: (a) Evolución temporal de la variable v; 0 ≤ t ≤ 28 según el
sistema (2.1) y 28 ≤ t ≤ 84 según el sistema (1.1), con parámetros corres-
pondientes al Paciente 1. (b) Evolución temporal y datos cĺınicos.Gráfico del
art́ıculo [6].








Figura 2.3: (a) Evolución temporal de la variable v; 0 ≤ t ≤ 28 según el
sistema (2.1) y 28 ≤ t ≤ 84 según el sistema (1.1), con parámetros corres-
pondientes al Paciente 2. (b) Evolución temporal y datos cĺınicos.Gráfico del
art́ıculo [6].
Caṕıtulo 3
Nuevo modelo y time-delay.
En este tercer y último caṕıtulo, nos basamos en el art́ıculo [7] de Ciupe,
Bivort, Bortz y Nelson, en el cual se simplifica el modelo del caṕıtulo anterior
(2.1) para luego introducir un término con time-delay, con el objetivo de
considerar el tiempo de incubación de la enfermedad. Para ello, los autores
quitan la interacción de la última ecuación.
Este modelo se ha usado para analizar unos casos cĺınicos de pacientes con
VIH.
3.1. Segundo modelo con cuatro ecuaciones.
Con el objetivo de simplificar el modelo y poderlo comparar con los modelos
de los caṕıtulos anteriores, compactamos los parámetros de (2.1). Es decir,
la equivalencia seŕıa la siguiente:
(α+ ω1) = α1
(κ− ω2) = κ1
(µ+ ω3) = µ1.




= λ− δx− βvx
dy
dt
= βvx− α1y − pye
dv
dt
= κ1y − µ1v
de
dt
= γy − εve.
(3.1)
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Dicho esto, el nuevo sistema considerado en [7] es:
dx
dt
= λ− δx− βvx
dy
dt
= βvx− α1y − pye
dv
dt
= κ1y − µ1v
de
dt
= γy − εe,
(3.2)
dónde, x, y, v y e son las mismas variables que en el modelo anterior (2.1), es
decir, representan el número de células no-infectadas pero susceptibles, las
infectadas, las células con virus libres (carga viral) y las células citotóxicas,
respectivamente.
Como antes, las células susceptibles, x, son producidas a una velocidad λ,
mueren a una velocidad δx y se infectan a una velocidad βvx donde β es la
tasa constante que describe el proceso de infección.
Las células infectadas, y, son producidas a una velocidad βvx y mueren a
la velocidad α1y y por la interacción con las células citotóxicas (−pye), es
decir, la eficacia de la respuesta del sistema inmune.
Las células con virus libres, v, son producidas a una velocidad κ1y a partir
de las células infectadas y se eliminan a una velocidad µ1v.
Finalmente, las células citotóxicas, son producidas a una velocidad γy a par-
tir de las células infectadas y se eliminan a una velocidad εe.
Ahora, para hacer el análisis del modelo, al igual que hemos hecho con
los modelos anteriores, vamos a calcular los puntos de equilibrio del sistema
Ei = (xi, yi, vi), resolviendo el siguiente sistema de ecuaciones:
λ− δx− βvx = 0
βvx− α1y − pye = 0
κ1y − µ1v = 0
γy − εe = 0.
(3.3)





, 0, 0, 0
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Caṕıtulo 3. Nuevo modelo y time-delay. 31
donde:
Q̂2 =
(α1βεκ1µ1pγ − δ) +
√
(α1βεκ1µ1pγ + δ)


















Deseamos dejar constancia de que en el art́ıculo [7] se ha detectado un error
de transcripción en la expresión equivalente a Q̂2 que los autores denominan
T (fórmula (6) en página 5 de [7]).




−δ − βv 0 −βx 0
βv −α1 − pe βx −py
0 κ1 −µ1 0
0 γ 0 −ε
 .
Ahora, si sustituimos el punto de equilibrio Ê1, conseguimos la matriz J4,Ê1 :
J4,Ê1 =

−δ 0 −βλδ 0
0 −α1 βλδ 0
0 κ1 −µ1 0
0 γ 0 −ε
 .
Vamos a calcular los valores propios de la matriz para analizar la estabilidad
del punto de equilibrio Ê1. Para ello: det(J4,Ê1 − ΛI) = 0.
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(α1 + µ1)2 + 4µ1α1(R3 − 1)
]
.
Vemos que Λ1 y Λ2 son siempre valores propios reales negativos. Para ana-
lizar los demás valores propios:
R3 > 1 : El factor 4α1µ1(R3− 1) será positivo, por lo tanto los valores
propios Λ3 y Λ4 serán reales. Sabemos que (α1 + µ1) =
√
(α1 + µ1)2,
entonces, (α1 +µ1) <
√
(α1 + µ1)2 + 4α1µ1(R3 − 1). Esto implica que
Λ3 > 0 y Λ4 < 0. Por lo tanto, el punto de equilibrio Ê1 será inestable.
R3 < 1 : El factor 4α1µ1(R3 − 1) será negativo. Vamos a diferenciar
dos casos:
• (α1 + µ1)2 + 4α1µ1(R3− 1) > 0: En este caso, los valores propios





(α1 + µ1)2 + 4α1µ1(R3 − 1). Esto implica
que Λ3 < 0 y Λ4 < 0. Por lo tanto, el punto de equilibrio Ê1 será
un nodo asintoticamente estable.
• (α1 + µ1)2 + 4α1µ1(R3− 1) < 0: En este caso, los valores propios
Λ3 y Λ4 serán imaginarios, con parte real negativa. Por lo tanto,
el punto de equilibrio Ê1 será una espiral asintóticamente estable.
La estabilidad de los puntos de equilibrio Ê2 y Ê3 la analizaremos mediante
simulación numérica.
3.1.1. Simulación numérica del modelo (3.2)
En el art́ıculo [7], después de tener en cuenta algunos enunciados médicos,
dan los siguientes valores a los parámetros del modelo (3.2) para diferentes
pacientes:
Paciente 1 (corresponde al paciente 5 del art́ıculo [7]):
{λ, δ, β, α1, p, κ1, µ1, γ, ε} =
{0.17, 0.017, 0.00063, 0.541, 0.623, 869.382, 0.537, 1.768, 0.403}
En primer lugar, vamos a analizar la convergencia del modelo (Figura 3.1).
Vamos a ver que cada una de las variables converge al punto de equilibrio Ê2
para un tiempo t suficientemente grande. Para ello, vamos a calcular dicho
punto anaĺıticamente, sustituyendo los valores de los parámetros correspon-
dientes al Paciente 1 en la expresión de Ê2 dada en (3.4).
Ê2 = (0,953957, 0,158053, 255,881, 0,693393).
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Elegimos como condición inicial los siguientes valores:
(x(0), y(0), v(0), e(0)) = (10, 0, 10−6, 0,1).





Figura 3.1: Evolución temporal de las variables x (azul), y (verde), v (rojo) y
e (negro) según el sistema (3.2), con parámetros correspondientes al Paciente
1 y que convergen al punto de equilibrio Ê2 .
Si hacemos lo mismo con el punto de equilibrio Ê3, es decir, lo calculamos
anaĺıticamente sustituyendo los valores de los parámetros correspondientes
al Paciente 1 en la expresión de Ê3 dada en (3.4), obtenemos lo siguiente:
Ê3 = (−0,468201,−0,37266,−603,321,−1,63489).
Nos damos cuenta que todas las componentes del punto son negativas. Por lo
tanto, cuando trabajamos con los parámetros correspondientes al Paciente
1, el punto de equilibrio Ê3 no existe. Ocurre lo mismo cuando trabajamos
con los parámetros correspondientes a los Pacientes 2 y 3 (pacientes 4 y 7
del art́ıculo [7]) con los que trabajaremos más adelante.
3.2. Modelo con cuatro ecuaciones y time-delay.
En este apartado vamos a trabajar con un modelo que aparece en el art́ıculo
[7]. Este modelo es parecido al anterior, pero se le introduce un time-delay
(retardo temporal). En él asumimos que la respuesta inmune en un tiempo
t es generada por la infección de una célula y en un tiempo (t− τ), donde τ
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es constante. El modelo con el que vamos a trabajar es el siguiente:
dx
dt
= λ− δx− βvx
dy
dt
= βvx− α1y − pye
dv
dt
= κ1y − µ1v
de
dt
= γy(t− τ)− εe.
(3.7)
Vamos a ver cual es el comportamiento de este sistema con el mismo con-
junto de parámetros correspondientes al Paciente 1 usados para analizar la
convergencia del modelo (3.2) y considerando las mismas condiciones inicia-
les. En la figura 3.2 podemos ver que converge al punto de equilibrio Ê2 al
igual que el modelo (3.2).
Ahora, vamos a comparar este modelo con el modelo BVIM del primer





Figura 3.2: Evolución temporal de las variables x (azul), y (verde), v (rojo) y
e (negro) según el sistema (3.7), con parámetros correspondientes al Paciente
1 y que convergen al punto de equilibrio Ê2 .
caṕıtulo. Para ello, vamos a simular numéricamente la evolución de 3 pa-
cientes diferentes por un lado con el modelo (1.1) y por otro lado con el
modelo (3.7) (Figuras 3.3, 3.4 y 3.5). Además, para comprobar la eficacia de
cada uno, en cada gráfico vamos a dibujar datos cĺınicos de cada paciente,
los cuales aparecen en el art́ıculo [8].
Los parámetros para cada paciente son los siguientes (recogidos en el art́ıculo
[7]):
Paciente 1: (Paciente 5 de [7]):
{λ, δ, β, α1, p, κ1, µ1, γ, ε, τ} =
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{0,17, 0,017, 0,00063, 0,541, 0,623, 869,38159, 0,537, 1,768, 0,403, 3,3} pa-
ra el sistema (3.7) y {λ, δ, β, α, κ, µ} = {0,17, 0,017, 0,00063, 0,39, 870, 3}
para el sistema (1.1).
Paciente 2: (Paciente 4 de [7]):
{λ, δ, β, α1, p, κ1, µ1, γ, ε, τ} =
{0,046, 0,0046, 0,0048, 0,612, 1,667, 98,07912, 0,246, 3,912, 8,087, 0,004} pa-
ra el sistema (3.7) y {λ, δ, β, α, κ, µ} = {0,046, 0,0046, 0,0048, 0,18, 98, 3}
para el sistema (1.1).
Paciente 3: (Paciente 7 de [7]):
{λ, δ, β, α1, p, κ1, µ1, γ, ε, τ} =
{0,17, 0,017, 0,0008, 0,345, 1,595, 730,0407, 0,372, 2,947, 0,471, 2,51} pa-
ra el sistema (3.7) y {λ, δ, β, α, κ, µ} = {0,17, 0,017, 0,0008, 0,31, 730, 3}
para el sistema (1.1).
Como condición inicial para los tres pacientes vamos a utilizar los siguientes
valores:
(x(0), y(0), v(0), e(0)) = (10, 0, 10−6, 0,1).
Todos las demás simulaciones del trabajo las hemos hechos con el comando
NDSolve de Mathematica. En este caso, estamos trabajando con un sistema
de ecuaciones con delay (retardo temporal), aún aśı, podemos usar el mismo
comando NDSolve con alguna variación. En el apéndice C.0.6 se muestra
el programa escrito en Mathematica usado para obtener las figuras 3.1, 3.2
y 3.3 donde se muestran las diferencias en comparación al apéndice C.0.2
dónde trabajamos con sistemas de ecuaciones sin delay.
Analizando las figuras 3.3, 3.4 y 3.5 podemos decir, que el modelo con
delay (3.7) simula mejor los datos cĺınicos del art́ıculo [8], que el modelo
(1.1).
Para finalizar, vamos a comparar los dos modelos de cuatro ecuaciones con
los que hemos trabajado en este caṕıtulo (el modelo sin delay (3.2) y el mo-
delo con delay (3.7)). Para ello, vamos a mostrar en un gráfico la evolución
temporal de los dos modelos mencionados, los datos cĺınicos de cada pacien-
te y el modelo (1.1) (Figuras 3.6, 3.7 y 3.8). Para ver mejor la diferencia
entre los modelos, vamos a coger un intervalo de tiempo más pequeño, que
en este caso será de 0 a 10 d́ıas.
Si observamos las figuras 3.6, 3.7 y 3.8 vemos que el modelo con delay (3.7)
se ajusta mejor a los datos cĺınicos de cada paciente que el modelo sin delay
(3.2) en todos los casos. Esto puede ser debido a que la introducción del
término con delay nos permite considerar el periodo de incubación de la
enfermedad, que con el modelo (3.2) no lo tenemos en cuenta.
Queda mencionar que en el caso del paciente 2, no se aprecia esa diferencia
entre modelos porque el valor de τ en ese caso es muy pequeño.
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Figura 3.3: Evolución temporal de la variable v de acuerdo los sistemas (3.7)
curva discontinua y (1.1) curva continua, con los parámetros correspondien-
tes al Paciente 1, y datos cĺınicos de dicho paciente.









Figura 3.4: Evolución temporal de la variable v de acuerdo los sistemas (3.7)
curva discontinua y (1.1) curva continua, con los parámetros correspondien-
tes al Paciente 2, y datos cĺınicos de dicho paciente.
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Figura 3.5: Evolución temporal de la variable v de acuerdo los sistemas (3.7)
curva discontinua y (1.1) curva continua, con los parámetros correspondien-
tes al Paciente 3, y datos cĺınicos de dicho paciente.






Figura 3.6: Evolución temporal de la variable v de acuerdo los sistemas
(3.7) curva roja discontinua, (3.2) curva verde continua y (1.1) curva roja
continua, con los parámetros correspondientes al Paciente 1, y datos cĺınicos
de dicho paciente.
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Figura 3.7: Evolución temporal de la variable v de acuerdo los sistemas
(3.7) curva roja discontinua, (3.2) curva verde continua y (1.1) curva roja
continua, con los parámetros correspondientes al Paciente 2, y datos cĺınicos
de dicho paciente.







Figura 3.8: Evolución temporal de la variable v de acuerdo los sistemas
(3.7) curva roja discontinua, (3.2) curva verde continua y (1.1) curva roja
continua, con los parámetros correspondientes al Paciente 3, y datos cĺınicos
de dicho paciente.
Apéndice A
Clasificación puntos fijos y
estabilidad local con
Jacobiano.
En este primer apéndice damos un breve resumen de los sistemas dinámicos
y la clasificación de los puntos fijos [9].








sistema autónomo, y sea (x0, y0) un punto cŕıtico aislado del sistema, es
decir, (f(x0, y0), g(x0, y0)) = (0, 0) y (f(x, y), g(x, y)) 6= (0, 0) en un entorno
de (x0, y0).
Teorema 1. (Teorema de linealización de Poincaré-Liapunov).
Sean f, g : R2 → R funciones de clase C1, (x0, y0) ∈ R2 punto cŕıtico del
sistema autónomo no-lineal (A.1) y A= ∂(f,g)∂(x,y) matriz jacobiana del espacio
vectorial (f, g) en el punto (x0, y0), siendo det(A) 6= 0. Entonces:
Si la parte real de los valores propios de A son negativos, (x0, y0) es un
punto cŕıtico asintóticamente estable del sistema autónomo no-lineal
(A.1).
Si la parte real de algún valor porpio de A es positiva, (x0, y0) es un
punto cŕıtico inestable del sistema autónomo no-lineal (A.1).
Además, si los valores propios de la matriz A, λ1 y λ2, son diferentes, se
cumplen las siguientes propiedades:
Si λ1 < λ2 < 0, (x0, y0) será un nodo asintoticamente estable del sis-
tema autónomo no lineal (A.1).
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Si λ1 > λ2 > 0, (x0, y0) será un nodo inestable del sistema autónomo
no lineal (A.1).
Si λ1 < 0 < λ2, (x0, y0) será un punto de silla inestable del sistema
autónomo no lineal (A.1).
Si Im(λ1) 6= 0 y Re(λ1) < 0, (x0, y0) será una espiral asintóticamente
estable del sistema autónomo no lineal (A.1).
Si Im(λ1) 6= 0 y Re(λ1) > 0, (x0, y0) será una espiral inestable del
sistema autónomo no lineal (A.1).
Apéndice B
Criterio de Routh-Hurwitz
En este segundo apéndice, se explica de forma compacta el criterio de Routh-
Hurwitz que permite analizar el signo de las ráıces de un polinomio [10].
Para que el sistema sea estable el polinomio caracteristico tiene que cumplir
una serie de condiciones:




n−1 + ...+ an−1s+ an (B.1)
Es condición necesaria pero no suficiente para que el sistema sea es-
table, que el polinomio sea completo y que todos los coeficientes sean
positivos.
Si todos los coeficientes son positivos, con ellos se construye la tabla
de Routh, como se indica. Debe tener tantas filas como el número de
términos del polinomio de la función caracteŕıstica, se colocan en filas
y columnas como sigue: Las dos primeras filas se van llenando con los
coeficientes de los monomios de la ecuación caracteŕıstica, alternan-




Para calcular coeficientes de las siguientes filas de la tabla, se sigue la si-
guiente pauta:
sn | a0 a2 a4 a6 ...
sn−1 | a1 a3 a5 a7 ...
sn−2 | b1 b2 b3 b4 ...
sn−3 | c1 c2 c3 c4 ...
sn−4 | d1 d2 d3 d4 ...
. | . . . . ...
. | . . . . ...
. | . . . . ...
s3 | v1 v2





















El sistema será estable si en la primera columna de la tabla de Routh no
existen cambios de signo. Es decir, el criterio de Routh-Hurwitz establece
que el número de ráıces con parte real positiva es igual al número de cambios
de signo en la primera columna de la tabla.
Por lo tanto, condición necesaria y suficiente de estabilidad de Routh:
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Un sistema será estable si y sólo si todos los elementos de la primera columna
del Arreglo de Routh son positivos.
B.0.1. Aplicación del criterio en el modelo BVIM
El polinomio caracteŕıstico de la matriz jacobiana J1 evaluado en el punto
de equilibrio E2 del modelo BVIM es el siguiente:
−Λ3 + Λ2(−α− δR∗0 − µ) + Λ(−αδR∗0 − δµR∗0)− αδµ(R∗0 − 1) = 0.
Lo podemos escribir de la siguiente manera:






0 − 1) = 0.
Ahora, aplicando el criterio de Routh-Hurwitz tenemos:
a0 = 1 > 0
a1 = α+ δR
∗








0 − 1) > 0 (ya que para que E2 exista R∗0 > 1)











c1 = a3 > 0.
En este caso la tabla a completar es la siguiente:
Λ3 | a0 a2
Λ2 | a1 a3
Λ1 | b1
Λ0 | c1
Y ahora completándola con los coeficientes que hemos calculado anterior-
mente:
Λ3 | 1 αδR∗0 + δµR∗0










Λ0 | αδµ(R∗0 − 1)
Vemos que todos los coeficientes de la primera columna son positivos. Lo
cual implica, por el criterio de Routh-Hurwitz, que el punto de equilibrio es
estable.
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B.0.2. Aplicación del criterio en el modelo ABVIM
El polinomio que tenemos que analizar en este caso es el siguiente:
Λ3 + Λ2(µ + δ + α + C1 + C2) + Λ(µC2 + δC2 + µC1 + αδ + δµ + C1α) +
(δµC2 + αµC1) = 0.
Ahora, aplicando el criterio de Routh-Hurwitz tenemos:
a0 = 1





(ya que para que E2 exista R
∗
0 > 1)






βκ + αδ + δµ+
α3µ(R0−1)2
βκ > 0.
a3 = δµC2 + αµC1 =
α2µ2(R0−1)[δ+α(R0−1)]
βκ > 0.
Igual que en el caso anterior, la tabla a completar es la siguiente:
Λ3 | a0 a2
Λ2 | a1 a3
Λ1 | b1
Λ0 | c1
Vemos que a1a2 > a3 lo cual implica que b1 =
a1a2−a0a3
a1
> 0. Para finalizar,
nos damos cuenta de que en nuestro caso c1 = a3 > 0, ya que a4 = a5 =
0→ b2 = 0→ c1 = a3.
Para finalizar, vemos que todos los coeficientes de la primera columna son





C.0.1. Valores propios de la matriz J1,E1
Jac11 = {{−d − b∗v , 0 , −b∗x} , {b∗v , −a , b∗x} , {0 , k , −m}} ;
x = ( l /d ) ;
y = 0 ;
v = 0 ;
Solve [ Det [ Ident i tyMatr ix [ 3 ] ∗L − Jac11 ] == 0 , L ]
C.0.2. Combinación modelos BVIM y ABVIM modificado.
Parámetros modelo (1.1).
v01 = 10ˆ10;
de l t a1 = 0 . 00 379 ;
lambda1 = ((2∗10ˆ11)∗0 .00379)/3000 ;
alpha1 = 3.259∗ de l ta1 ;
mu1 = 0 . 6 7 ;
r01 = 1 . 3 3 ;
kappa1 = (mu1∗v01∗ alpha1 ∗ r01 )/ ( lambda1 ∗( r01 − 1 ) ) ;
beta1 = ( alpha1 ∗ de l ta1 ∗mu1∗ r01 )/ ( lambda1∗kappa1 ) ;
Punto de equilibrio E2 de (1.1).
x0bvim = ( alpha1 ∗mu1)/( beta1 ∗kappa1 ) ;
y0bvim = ( lambda1/ alpha1 )∗ (1 − (1/ r01 ) ) ;
v0bvim = ( de l t a1 / beta1 )∗ ( r01 − 1 ) ;
Parámetros del modelo (1.15).
x0 = 10ˆ7 ;
y0 = 10ˆ7 ;
v0 = 10ˆ10 ;
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d e l t a = 0 . 0037 9 ;
lambda = ((2∗10ˆ11)∗0 .00379)/3000 ;
alpha = 3.38∗ d e l t a ;
mu = 0 . 6 7 ;
r02 = 1 . 3 3 ;
kappa = (mu∗v0 ( d e l t a + alpha ∗( r02 − 1 ) ) ) / ( lambda ( r02 − 1 ) ) ;
beta = ( alpha ∗mu∗ r02 )/ kappa ;
m = 1 ;
n = 0 .99 982 ;
Modelo (1.15) con condición inicial E2 de (1.1).
abvimmod0 =
NDSolve [{ x ’ [ t ] ==
lambda − d e l t a ∗x [ t ] − (1 − m)∗ ( ( beta ∗v [ t ]∗ x [ t ] ) / ( x [ t ] + y [ t ] ) ) ,
y ’ [ t ] == (1 − m) ( ( beta ∗v [ t ]∗ x [ t ] ) / ( x [ t ] + y [ t ] ) ) − alpha ∗y [ t ] ,
v ’ [ t ] == (1 − n )∗ ( kappa∗y [ t ] ) − mu∗v [ t ] , x [ 0 ] == x0bvim ,
y [ 0 ] == y0bvim , v [ 0 ] == v0bvim } , {x , y , v} , { t , 600} ]
Condición en t=336 del siguiente modelo.
x0new0 = F i r s t [ Evaluate [ x [ 3 3 6 ] / . abvimmod0 ] ]
y0new0 = F i r s t [ Evaluate [ y [ 3 3 6 ] / . abvimmod0 ] ]
v0new0 = F i r s t [ Evaluate [ v [ 3 3 6 ] / . abvimmod0 ] ]
Modelo (1.1) con condicion inicial anterior.
bvim0 = NDSolve [{ x ’ [ t ] == lambda1 − de l ta1 ∗x [ t ] − beta1 ∗v [ t ]∗ x [ t ] ,
y ’ [ t ] == beta1 ∗v [ t ]∗ x [ t ] − alpha1 ∗y [ t ] ,
v ’ [ t ] == kappa1∗y [ t ] − mu1∗v [ t ] , x [ 3 3 6 ] == x0new0 ,
y [ 3 3 6 ] == y0new0 , v [ 3 3 6 ] == v0new0 } , {x , y , v} , { t , 336 , 600} ]
Evolución temporal de las variables.
plotx30 =
LogPlot [ Evaluate [ x [ t ] / . abvimmod0 ] , { t , 0 , 336} ,
P l o tS ty l e −> Black , PlotRange −> {{0 , 504} , {5∗10ˆ6 , 10ˆ8}} ]
p loty30 =
LogPlot [ Evaluate [ y [ t ] / . abvimmod0 ] , { t , 0 , 336} ,
P l o tS ty l e −> Black , PlotRange −> {{0 , 504} , {5∗10ˆ3 , 2∗10ˆ7}} ]
p lotv30 =
LogPlot [ Evaluate [ v [ t ] / . abvimmod0 ] , { t , 0 , 336} ,
P l o tS ty l e −> Black , PlotRange −> {{0 , 504} , {10ˆ3 , 10ˆ10}} ]
p lotx10 =
LogPlot [ Evaluate [ x [ t ] / . bvim0 ] , { t , 336 , 504} ,
P l o tS ty l e −> Black , PlotRange −> {{0 , 504} , {5∗10ˆ6 , 10ˆ8}} ]
p loty10 =
LogPlot [ Evaluate [ y [ t ] / . bvim0 ] , { t , 336 , 504} ,
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P lo tS ty l e −> Black , PlotRange −> {{0 , 504} , {5∗10ˆ3 , 2∗10ˆ7}} ]
p lotv10 =
LogPlot [ Evaluate [ v [ t ] / . bvim0 ] , { t , 336 , 504} ,
P l o tS ty l e −> Black , PlotRange −> {{0 , 504} , {10ˆ3 , 10ˆ10}} ]
puntos1 =
ListLogPlot [{{0 , 1 0ˆ ( 9 . 8 )} , {7 , 1 0 ˆ ( 7 . 8 )} , {14 , 1 0ˆ ( 6 . 6 )} ,
{28 , 1 0ˆ ( 5 . 6 )} , {42 , 1 0ˆ ( 5 . 1 )} , {56 , 1 0 ˆ ( 4 . 8 )} , {84 , 1 0ˆ ( 4 . 4 )} ,
{126 , 1 0 ˆ ( 4 . 3 )} , {168 , 1 0 ˆ ( 4 . 2 )} , {210 , 10ˆ(4)} ,
{252 , 10ˆ (4 . 15 )} , {294 , 1 0 ˆ ( 4 . 2 )} , {336 , 1 0 ˆ ( 4 . 5 )} ,
{364 , 10ˆ(7)} , {420 , 10ˆ(8)} , {504 , 10ˆ (8 . 2 )}} ,
P l o tS ty l e −> PointS i ze [ Large ] , AxesLabel −> Log ,
PlotRange −> {{0 , 512} , {10ˆ3 , 10ˆ10}} ]
Show [{ plotx30 , p lotx10 } ]
Show [{ ploty30 , p loty10 } ]
Show [{ plotv30 , plotv10 , puntos1 } ]
C.0.3. Puntos de equilibrio de sistema (2.1)
F u l l S i m p l i f y [ So lve [ l − d∗x − b∗v∗x == 0 &&
b∗v∗x − ( a + k1 )∗y − p∗y∗e == 0 && ( k − k2 )∗y − (m + k3 )∗v == 0
&& k4∗y − k5∗v∗e == 0 , {x , y , v , e } ] ]
C.0.4. Valores propios de la matriz J3,E∗1 :
JAC1 = {{−d − b∗v , 0 , −b∗x , 0} , {b∗v , −(a + k1 ) − p∗e ,
b∗x , −p∗y} , {0 , ( k − k2 ) , −(m + k3 ) , 0} , {0 , k4 , −k5∗e , −k5∗v }} ;
x = l /d ;
y = 0 ;
v = 0 ;
e = 0 ;
Solve [ Det [ Ident i tyMatr ix [ 4 ] ∗L − JAC1 ] == 0 , L ]
C.0.5. Valores propios de la matriz J3,E∗
J∗
:
JAC2 = {{−d − b∗v , 0 , −b∗x , 0} , {b∗v , −(a + k1 ) − p∗e ,
b∗x , −p∗y} , {0 , ( k − k2 ) , −(m + k3 ) , 0} , {0 , k4 , −k5∗e , −k5∗v }} ;
x = l /d ;
y = 0 ;
v = 0 ;
e = J ;
Solve [ Det [ Ident i tyMatr ix [ 4 ] ∗L − JAC2 ] == 0 , L ]
C.0.6. Sistema con time-delay
Parámetros del sistema (2.1) correspondientes al paciente 1 (pa-
ciente 5 del articulo [7]).
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lambda1 = 0 . 1 7 ;
de l t a1 = 0 . 0 1 7 ;
beta1 = 0 .0 0063 ;
alpha11 = 0 . 5 4 1 ;
p1 = 0 . 6 2 3 ;
kappa11 = 1606.99∗ alpha11 ;
mu11 = 0 . 5 3 7 ;
g1 = 1 . 7 6 8 ;
ep1 = 0 . 4 0 3 ;
Modelo (2.1).
cuat roecuac ione s1 =
NDSolve [{ x ’ [ t ] == lambda1 − de l ta1 ∗x [ t ] − beta1 ∗v [ t ]∗ x [ t ] ,
y ’ [ t ] == beta1 ∗v [ t ]∗ x [ t ] − alpha11 ∗y [ t ] − p1∗y [ t ]∗ e [ t ] ,
v ’ [ t ] == kappa11∗y [ t ] − mu11∗v [ t ] ,
e ’ [ t ] == g1∗y [ t ] − ep1∗e [ t ] ,
x [ 0 ] == 10 , y [ 0 ] == 0 , v [ 0 ] == 10ˆ(−6) , e [ 0 ] == 0 .1} ,
{x , y , v , e } , { t , 0 , 500} ]
Punto de equilibrio Ê2 del sistema (2.1).
G11 = ( ( alpha11 ∗beta1 ∗ep1∗kappa11 )/ (mu11∗p1∗g1 ) ) − de l ta1 ;
G22 =((4∗ beta1 ∗ep1∗kappa11 )/ (mu11∗p1∗g1 ) )∗
( ( beta1 ∗kappa11∗ lambda1/mu11) − alpha11 ∗ de l ta1 ) ;
G33 = (2∗ beta1 ˆ2∗ ep1∗kappa11 ˆ2)/(mu11ˆ2∗g1∗p1 ) ;
G44 = ( ( alpha11 ∗beta1 ∗ep1∗kappa11 )/ (mu11∗p1∗g1 ) ) + de l ta1 ;
E2c2x = (G11 + Sqrt [ G44ˆ2 + G22 ] ) / G33
E2c2y = ( ( beta1 ∗kappa11∗ep1 )/ (mu11∗p1∗g1 ) ) E2c2x −
( alpha11 ∗ep1 )/ ( p1∗g1 )
E2c24v = ( kappa11/mu11 )∗E2c2y
E2c2e = ( g1/ep1 )∗ E2c2y
Punto de equilibrio Ê3 del sistema (2.1).
E3c2x = (G11 − Sqrt [ G44ˆ2 + G22 ] ) / G33
E3c2y = ( ( beta1 ∗kappa11∗ep1 )/ (mu11∗p1∗g1 ) ) E3c2x −
( alpha11 ∗ep1 )/ ( p1∗g1 )
E3c24v = ( kappa11/mu11 )∗E3c2y
E3c2e = ( g1/ep1 )∗ E3c2y
Evolución temporal de las variables según el modelo (2.1).
plotx1conv =
LogPlot [ Evaluate [ x [ t ] / . cuat roecuac ione s1 ] , { t , 0 , 500} ,
P l o tS ty l e −> Blue ,
PlotRange −> {{0 , 500} , {0 .000001 , 10 ˆ4}} ] ;
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ploty1conv =
LogPlot [ Evaluate [ y [ t ] / . cuat roecuac ione s1 ] , { t , 0 , 500} ,
P l o tS ty l e −> Green ,
PlotRange −> {{0 , 500} , {0 .000001 , 10 ˆ4}} ] ;
p lotv1conv =
LogPlot [ Evaluate [ v [ t ] / . cuat roecuac ione s1 ] , { t , 0 , 500} ,
P l o tS ty l e −> Red ,
PlotRange −> {{0 , 500} , {0 .000001 , 10 ˆ4}} ] ;
p lote1conv =
LogPlot [ Evaluate [ e [ t ] / . cuat roecuac ione s1 ] , { t , 0 , 500} ,
P l o tS ty l e −> Black ,
PlotRange −> {{0 , 500} , {0 .000001 , 10 ˆ4}} ] ;
Show [{ plote1conv , plotv1conv , plotx1conv , ploty1conv } ]
Modelo (3.7).
tau1 = 3 . 3 ;
cuat roecuac iones1de laypac1 =
NDSolve [{ x ’ [ t ] == lambda1 − de l ta1 ∗x [ t ] − beta1 ∗v [ t ]∗ x [ t ] ,
y ’ [ t ] == beta1 ∗v [ t ]∗ x [ t ] − alpha11 ∗y [ t ] − p1∗y [ t ]∗ e [ t ] ,
v ’ [ t ] == kappa11∗y [ t ] − mu11∗v [ t ] ,
e ’ [ t ] == g1∗y [ t − tau1 ] − ep1∗e [ t ] ,
x [ t / ; t <= 0 ] == 10 , y [ t / ; t <= 0 ] == 0 ,
v [ t / ; t <= 0 ] == 10ˆ(−6) , e [ t / ; t <= 0 ] == 0 .1} ,
{x , y , v , e } , { t , 0 , 500} ]
Evolución temporal de las variables según el modelo (3.7).
plotx1de laypac1 =
LogPlot [ Evaluate [ x [ t ] / . cuat roecuac iones1de laypac1 ] ,
{ t , 0 , 500} , P l o tS ty l e −> Blue ,
PlotRange −> {{0 , 500} , {0 .001 , 1 0ˆ4}} ] ;
p lo ty1de laypac1 =
LogPlot [ Evaluate [ y [ t ] / . cuat roecuac iones1de laypac1 ] ,
{ t , 0 , 500} , P l o tS ty l e −> Green ,
PlotRange −> {{0 , 500} , {0 .001 , 1 0ˆ4}} ] ;
p lo tv1de laypac1 =
LogPlot [ Evaluate [ v [ t ] / . cuat roecuac iones1de laypac1 ] ,
{ t , 0 , 500} , P l o tS ty l e −> {Red} ,
PlotRange −> {{0 , 500} , {1 , 10ˆ4}} ] ;
p lo te1de laypac1 =
LogPlot [ Evaluate [ e [ t ] / . cuat roecuac iones1de laypac1 ] ,
{ t , 0 , 500} , P l o tS ty l e −> Black ,
PlotRange −> {{0 , 500} , {0 .001 , 1 0ˆ4}} ] ;
Show [{ plote1de laypac1 , p lotv1delaypac1 , p lotx1de laypac1 ,
p loty1de laypac1 } ]
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Representación de los datos cĺınicos del paciente 1 (paciente 5 del
art́ıculo [7]).
datospac i ente1 =
ListLogPlot [{{11 , 228 .2} , {13 , 599 .2} , {17 , 2617 .4} ,
{24 , 169 .6} , {32 , 93 .7} , {53 , 165 .6} , {109 , 127} , {214 , 65 .9} ,
{340 , 1 4 4 . 7 } } ] ;
Parámetros del modelo (1.1).
lambda1bvim = 0 . 1 7 ;
delta1bvim = 0 . 0 1 7 ;
beta1bvim = 0 .00 063 ;
alpha11bvim = 0 . 3 9 ;
kappa11bvim = 870 ;
mu11bvim = 3 ;
Modelo (1.1).
BVIMpac1 =
NDSolve [{ x ’ [ t ] == lambda1bvim − delta1bvim ∗x [ t ]
− beta1bvim∗v [ t ]∗ x [ t ] ,
y ’ [ t ] == beta1bvim∗v [ t ]∗ x [ t ] − alpha11bvim∗y [ t ] ,
v ’ [ t ] == kappa11bvim∗y [ t ] − mu11bvim∗v [ t ] ,
x [ 0 ] == 10 , y [ 0 ] == 0 , v [ 0 ] == 10ˆ(−6)} ,
{x , y , v} , { t , 0 , 500} ]
Evolución temporal de las variables según el modelo (1.1).
plotx1bvimpac1 =
LogPlot [ Evaluate [ x [ t ] / . BVIMpac1 ] , { t , 0 , 500} ,
P l o tS ty l e −> Blue , PlotRange −> {{0 , 500} , {0 .001 , 1 0ˆ4}} ] ;
ploty1bvimpac1 =
LogPlot [ Evaluate [ y [ t ] / . BVIMpac1 ] , { t , 0 , 500} ,
P l o tS ty l e −> Green , PlotRange −> {{0 , 500} , {0 .001 , 1 0ˆ4}} ] ;
plotv1bvimpac1 =
LogPlot [ Evaluate [ v [ t ] / . BVIMpac1 ] , { t , 0 , 500} ,
P l o tS ty l e −> {Red} , PlotRange −> {{0 , 500} , {1 , 10ˆ4}} ] ;
Show [ plotv1bvimpac1 , p lotv1de laypac1 , dato spac i ente1 ]
Ampliación de la simulación.
plotv1bvimpac1ampli =
LogPlot [ Evaluate [ v [ t ] / . BVIMpac1 ] , { t , 0 , 100} ,
P l o tS ty l e −> {Red} , PlotRange −> {{0 , 100} , {1 , 10ˆ4}} ] ;
p lotv1de laypac1ampl i =
LogPlot [ Evaluate [ v [ t ] / . cuat roecuac iones1de laypac1 ] ,
{ t , 0 , 100} , P l o tS ty l e −> {Red , Dashed } ,
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PlotRange −> {{0 , 100} , {1 , 10ˆ4}} ] ;
p l o tv1s inde laypac1ampl i =
LogPlot [ Evaluate [ v [ t ] / . cuat roecuac ione s1 ] , { t , 0 , 100} ,
P l o tS ty l e −> {Green , Dashed} ,
PlotRange −> {{0 , 100} , {0 .000001 , 10 ˆ4}} ] ;
Show [ plotv1bvimpac1ampli , p lotv1delaypac1ampl i ,
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