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SOCIAL MEDIA SENTIMENT ANALYSIS WITH A DEEP NEURAL
NETWORK: AN ENHANCED APPROACH USING
USER BEHAVIORAL INFORMATION

Ahmed Sulaiman M Alharbi, Ph.D.
Western Michigan University, 2019

Sentiment analysis on social media such as Twitter has become a very important and
challenging task. Due to the characteristics of such data (including tweet length, spelling
errors, abbreviations, and special characters), the sentiment analysis task in such an environment requires a non-traditional approach. Moreover, social media sentiment analysis
constitutes a fundamental problem with many interesting applications, such as for Business
Intelligence, Medical Monitoring, and National Security. Most current social media sentiment classification methods judge the sentiment polarity primarily according to textual
content and neglect other information on these platforms. In this research, we propose deep
learning based frameworks that also incorporate user behavioral information within a given
document (tweet). Within these frameworks, there are several models based on a variety of
neural network architectures. Each of these models is trained on a specific aspect of user behavior. Then, the frameworks exploit these multi-aspect learning models to jointly take on a
mutual task (the sentiment analysis task). The results of the preliminary experiments, which
are reported in [1]–[3], demonstrate that going beyond the content of a document is beneficial
in sentiment classification, because it provides the classifier with a deeper understanding of
the task.
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CHAPTER 1
INTRODUCTION
The emergence of social media platforms has given web users a space for expressing and
sharing their thoughts and opinions on all kinds of topics and events. One of the most
popular social networking platforms is Twitter1 . It allows people to publish messages to
express their interests, favorites, opinions, and sentiments towards various topics and issues
they encounter in their daily life. The messages are called tweets, which are real-time and
at most 140 characters.
Twitter gives access to the unprompted views of a wide set of users on particular products
or events. The opinions or expressions of sentiment about organizations, products, events,
and people have proven extremely useful for marketing [4] and social studies [5]. Twitter
has about 200 billion tweets per year, 500 million tweets per day, 350,000 tweets per minute,
and 6,000 tweets per second 2 . These are some reasons for choosing Twitter as a case study
in this research.
In contrast to standard texts with many words that help gather sufficient statistics, the
texts in social media, especially Twitter, only consist of a limited number of characters.
Moreover, when a user posts a message (tweet), it may have new abbreviations or acronyms
that appear infrequently in conventional text documents. Therefore, applying traditional
methods to such an environment will not yield acceptable performance.
In addition, most existing approaches to sentiment analysis on microblogs, such as Twitter, treat the texts written by different users equally and leave out user characteristics [6].
Such approaches carry out this task (sentiment analysis) as a linguistic phenomenon, without
1
2

http://twitter.com/
http://www.internetlivestats.com/twitter-statistics/

1

emphasis on the aspects of the writer (user) and microblog-specific aspects, which emerge
from the non-content aspects. For example, the user aspects (or characteristics) include emotional states (mood) and writing styles; and microblog-specific aspects include user social
activity, network density, topic sentiment quantification and so on. We look at sentiment
analysis on microblogs as a task of integrating information from multiple dimensions, not
only from one dimension (i.e., the content).
As traditional machine learning based methods extract the common sentiment features of
texts, they often fail to distinguish the above aspects, resulting in a decrease of performance
of sentiment classifiers.
Therefore, it is necessary to address the above issues and develop a more fine-grained
method for sentiment classification, especially for microblog data. In this thesis, several
deep learning based approaches are proposed that go beyond the content of a given document
(tweet). It takes into account, besides a given tweet, the characteristics of the user who wrote
that tweet, and microblog-specific aspects. It has been demonstrated by the experiments
conducted in [1] that this type of approach increases the performance and the accuracy of
sentiment classification tasks on social media.
This thesis is structured as follows. Section 1.1 provides a detailed description of the
research questions investigated in this thesis. We outline the background and literature
review for our work in Chapter 2. Chapters 3, 4, 5 and 6 address our four research questions,
chapter for each question. Finally, we give conclusions and discuss future work in Chapter 7.
Appendix A provides some source codes that used in this work.

1.1. Research Questions
The main research questions investigated in this thesis are:
RQ1: Is there a relationship between the user’s behavior and his/her posts?
2

And, if such a relationship exists, can it be used to enhance sentiment analysis
performance?
To address this question, we propose a neural network based model that classifies tweets
into positive and negative categories based on a proposed set of features to enhance the classification performance. These features help the model to understand the user’s behavior [1].
The main focus, as noted, is toward improving the performance of Twitter sentiment
analysis classifiers by developing solutions that consider user behavior in the sentiment detection work-flow. We aspire to achieve improvements in sentiment analysis performance by
addressing the following research sub-questions:
RQ2: What emotion (mood) did the author express prior to the tweet that is to
be classified? Can this information enhance the model performance?
Most machine learning (or even deep learning) based methods often treat sentiment
analysis on Twitter as a traditional problem of text categorization, for which a fundamental
issue is to extract effective textual features from a corpus regardless of the emotional state
of the tweet author. In other words, the focus of such method is on the target tweet only
(i.e., a tweet to be classified).
According to [7], the emotional state can influence an author’s opinion. Moreover, most
current research on machine learning based sentiment classification leaves out user properties
in the classification process. Our hypothesis with respect to extracting and detecting the
emotional state of an author in the sentiment analysis task is:
H2: Determining the emotional state of the author of a tweet can enhance
the sentiment analysis performance.
Thus, to test the above hypothesis we propose an emotion based sentiment classification
model. The proposed model classifies the target tweet by predicting the user’s emotional
state according to the tweets posted combined with textual features in the target tweet.
3

The main objective of this question is that given historical tweets of a user, determine the
intensity of the emotion E (anger, fear, joy, or sadness) that best represents the emotional
state of the tweeter, and assigns a real-valued score between 0 (least E) and 1 (most E).
RQ3: Can incorporating social relations between users improve the performance
of Twitter sentiment analysis?
Besides textual content, a networking characteristic is a distinct feature of social media
settings through user relationships because it contains rich social context information, as
inspired by the social sciences findings that friends usually hold a similar opinion bias towards
the same targets, which is formulated as homophily [8]. According to [9] and [10], homophily
also exists in social media platforms. This suggests that connected individuals are more likely
to have similar behaviors or hold similar opinions.
There is another finding of social sciences, besides the homophily, called co-citation regularity [11]. It indicates that similar users tend to refer or connect to the same things. For
instance, when two users write tweets on similar topics, they probably have similar judgments or attitudes in other things or have other common interests. The co-citation regularity
concept helps with discovering implicit connections between users, while the homophily helps
with explicit ones.
Our hypothesis for this question is:
H3: Incorporating the implicit social relations of microblogging users may
help strengthen the learning of a personalized sentiment classifier.
To test this hypothesis, a method needs to be developed to determine how social relationships can be modeled and utilized for a deep learning approach for sentiment analysis. This
includes a methodology for creating an effective representation to capture social relationships
features between users in implicit ways.
Another issue that needs to be addressed is the lack of adequately labeled training data.
4

The publicly available datasets lack social relationship information between users. Furthermore, the number of labeled tweets in these datasets is also not sufficient for learning
representations using a deep learning approach. One possible solution is to use the distant supervision approach [12]. It assumes that emoticons, hashtags, emojis, etc., are good
indicators of the sentiment in tweets and can be used to automatically assign sentiment
labels. There are several papers on Twitter sentiment analysis [13]–[15] have relied on the
distant supervision approach to automatically construct large corpora of annotated tweets
for sentiment classifier training.
Potential contributions in this line of work are summarized as follows:
• Empirically confirm that the probability that two users share the same opinion is indeed
correlated with how they are connected in the social network.
• Propose a method for generating an embedding of users that can help to reveal their
social characteristics.
• Propose a three-phase semi-supervised deep learning model to tackle the social media
sentiment analysis.
• Evaluate the proposed model on real-world Twitter datasets empirically and examine
the effects of social relationships on sentiment analysis.
RQ4: What is the effect of detecting polarity at the topic level on sentiment
classification performance?
Users post tweets on different topics in Twitter to express their opinions and thoughts.
In Twitter, hashtags are used to represent the topics. Twitter users create these hashtags
by simply prefixing a word or a phrase with a hash symbol. The extensive use of hashtags
makes Twitter more expressive and welcome to people.
5

While tweet level sentiment analysis results provide very useful information, the overall
or general sentiment tendencies towards topics are more appealing in some cases [16]. The
sentiment analysis level addressed in this research question is carried out at the topic level,
also known as topic-level polarity.
The main task at this level of analysis is to automatically generate the overall sentiment
polarity for a given hashtag or a generated topic. These topics could be classified on a
two-point scale (positive or negative) or five-point scale (highly positive, positive, neutral,
negative, or highly negative).
Our hypothesis for this question is:
H4: Incorporating topic-level polarity can enhance Twitter sentiment analysis
performance.
To test the above hypothesis we propose a model based on a deep learning approach for
topic-based Twitter sentiment analysis. This model consists of three modules: Input module,
Topic sentiment quantification module, and Merging module. The following is an overview
of these modules.
Input module (IM): The input to this module is a tweet, treated as a sequence of words.
After performing pre-processing tasks on the tweet, the input module encodes the tweet into
word embeddings via a recurrent neural network, which are given as inputs to the Merging
module. This module also extracts the topics from the tweet and sends them to the Topic
sentiment quantification module.
Topic sentiment quantification module (TSQM): The aim of this module is to estimate
the distribution of tweets on a given topic across the different classes. There are two main
approaches to perform this task [17]. One is the Classify and Count (CC) (i.e., aggregative)
approach, where we compute the fraction of a topic’s messages that belong to each class
mentioned in the dataset. Another approach is the non-aggregative approach where the
6

estimating of a class distribution is done holistically [18]. Most papers in the literature
use an aggregative approach, where the classification of each individual tweet is required
as an intermediate step to produce a probability distribution over the classes. Therefore,
a deep learning based classifier is proposed to classify all tweets for the given topic. Then,
to estimate a class distribution, a Probabilistic Classify and Count (PCC) quantification
based approach is applied on the classified tweets. The PCC, originally proposed in [19], is
a variant of CC. The produced probability distributions are given as inputs to the merging
module.
Merging module (MM): The outputs from both networks (the word embeddings from IM
and the topic probability distribution results from TSQM) are combined to form a single
feature vector. This vector is then fed to a fully connected softmax layer, which outputs a
probability distribution over all labels. The label having the highest probability is chosen as
the final prediction.
Potential contributions in this line of work are summarized as follows:
• Proposing a deep learning model for sentiment analysis utilizing the topics information.
• Introducing a deep learning based model in quantification approaches for topic sentiment analysis.
• Evaluating the proposed model extensively using real-world datasets to understand the
working of the proposed model.

1.2. Overview of this Dissertation
This dissertation is structured as follows. Section 1.1 introduces the four research questions that will be addressed in this work. Chapter 2 gives a literature review. The research
questions RQ1, RQ2, RQ3, and RQ4 are detailed in 3, 4, 5, and 6, respectively. RQ1
7

(Chapter 3) was published in [1], with an extended version as a journal paper in [3]. RQ2
(Chapter 4) was published in [2]. Chapter 7 gives conclusions and discusses future directions.
Appendix A provides some source codes that used in this work.
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CHAPTER 2
LITERATURE REVIEW

2.1. What is Sentiment Analysis?
Sentiment analysis, also known as opinion mining, is an important type of text analysis
that addresses the problems of detecting, extracting and analyzing opinion oriented text,
identifying positive and negative opinions, and measuring how positively or negatively an
entity (i.e., people, organization, event, location, product, topic, etc.) is regarded [20]. It is
an exciting research field with the potential for a number of real world applications where
discovered opinion information can be used to help people, companies, or organizations to
make better decisions [21].
Essentially, there are three main elements of sentiment analysis: (i) the opinion holder,
(ii) the opinion target, and (iii) the opinion itself [22]. In the following we provide a brief
discussion of these three elements.

2.1.1. The Opinion Holder
The opinion holder is the entity that has the opinion being expressed, i.e., it is the owner
of the opinion. This can be an individual, an organization, a group, a corporation, etc. It is
divided into two types: direct and indirect opinion (holder). The direct opinion is expressed
directly on an entity whereas the indirect opinion is expressed on an entity based on some
positive or negative effects related to some other entities [20], [22]. In a social media setting,
in particular, Twitter, opinion holders are usually the authors of the tweets.

9

2.1.2. The Opinion Target
The opinion target, also known as the sentiment target, of an opinion is the entity that the
sentiment has been expressed upon [22]. Often it is implicit, rather than directly mentioned.
That is quite frequently the case in reviews, blog comments or tweet replies, where the
general context of the tweet indicates what the author is referring to [23]. Several papers
focus on extracting opinion targets, for example [24] and [25].

2.1.3. The Opinion Itself
The opinion is the actual affective state that is being expressed. Extraction of opinions
has been one of the main focal points of sentiment analysis [22]. For example, given a
set of tweets, provide an informed estimate of the sentiment they express. This estimate
takes several forms based on many aspects, such as the specific precondition of the analysis,
the domain of application, etc. Typical examples of opinion analysis can include a binary
classification or multi-class classification. In the binary classification, the text is classified
into one of two predefined classes, usually positive or negative. More than two classes can
be used in a multi-class classification [20].

2.2. Sentiment Analysis Methodology
Broadly, there are three main methods of sentiment analysis: (i) machine learning based
method (supervised approach), (ii) lexicon based method (unsupervised approach), and (iii)
hybrid method [20]. The following gives a brief description of each one.
The majority of papers written about sentiment analysis of social media content use a
machine learning approach [26], where a labeled dataset is used to train a standard algorithm.
Typical examples of such an approach include [27] and [28].
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According to Paltoglou and Giachanou [20], the major drawback of this approach is
the development of suitable datasets, as the trained classifiers tend to be mainly domain
dependent. The main machine learning algorithms used in sentiment classification tasks are
Naive Bayes (NB) and Support Vector Machine (SVM) [29].
In the lexicon based method, one or more affective dictionaries are utilized to estimate
the affective content of text segments. These are word lists in which each lemma has been
assigned an affective value, for instance the level of positivity or negativity it typically
conveys [20]. It is important to mention that this approach combines various prose and
syntactic-based rules in order to increase its accuracy [30]. There is a significant number
of dictionaries that have been developed either automatically or semi-automatically [31], for
example, General Inquirer (GI) [32], SentiWordNet [33] and WordNet-Affect [34]. Several
studies [35], [36] have reported that models based on this approach performed adequately in
a number of various social media platforms. However, the effectiveness of the lexicon based
sentiment approach is characterized by the coverage and accuracy of the dictionary [17].
Also, in many cases, relying on affect words is often insufficient, and it does not lead to
satisfactory results in sentiment detection [37].
The hybrid method is a mixture of the machine learning and lexicon based approaches [38].
The text is analyzed initially using a lexicon-based approach and the produced output is fed
into a machine-learning algorithm as training data. The output of the second phase is utilized subsequently to expand the affective dictionary. The whole process is repeated until
some termination criterion is satisfied [30].

2.3. Deep Learning
Deep Learning (DL) is a field of machine learning that uses neural networks (NNs) to learn
many levels of abstraction [39]. It allows developing algorithms that provide computers with
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the ability to handle tasks such as image recognition and understanding natural languages
[17]. DL has become popular in applications of computer vision, speech recognition, and
natural language processing [40].

2.3.1. Deep Learning for Twitter Sentiment Analysis
DL has been investigated and implemented for Twitter Sentiment Analysis (TSA) by
many researchers. In this section, we introduce some successful deep learning algorithms for
TSA.
In Tang, Wei, Yang, et al. [41], an approach is proposed to learn a sentiment-specific word
embedding (SSWE) from collected tweets using distant supervision. Three neural networks
are developed to learn the SSWE. The learned word embedding is then used to generate
features for Twitter sentiment classification. The effectiveness of the SSWE is evaluated
on the SemEval-2013 dataset. Their approach yields the best performance with F1 score
86.58%, which is achieved by combining the SSWE feature with sentiment lexicons and
other features used by Mohammad, Kiritchenko, and Zhu [42]. The authors argue that the
high performance of their approach is attained because SSWE encodes sentiment information
of text rather than the syntactic context of words.
Recently, Severyn and Moschitti [43] used a deep learning approach to classify tweets at
both document and phrase levels, based on convolutional neural networks. According to the
authors, the key to develop a deep neural network model that can obtain a new state-ofthe-art result lies in the initialization of the parameters. Therefore, the authors provide an
in-depth description of a 3-step process to train the parameters of the proposed deep neural
network. The first step is word embeddings initialization. In this step a neural network
model is used to initialize the word embeddings. This model is trained on a large collection
of tweets. The second step consists of refining the word embeddings. To do that, the authors
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use a convolutional neural network and a large distant supervised corpus. Finally, the created
word embeddings and the network parameters obtained from the second step are used to
initialize the model. The performance of the proposed deep learning model is evaluated on
benchmark datasets from the Twitter Sentiment Analysis (Task 10) of SemEval-2015. Their
model ranks first in terms of accuracy on the phrase-level subtask (84.79%) and second on
message-level subtask (64.59%).
Unlike most sentiment analysis models that largely rely on textual content, the research
study by You, Luo, Jin, et al. [44] proposes a joint visual-textual model of sentiment analysis.
The aim of their research is to demonstrate the effectiveness of utilizing both visual and
textual content to analyze the sentiment of a document. Accordingly, a deep learning model
based on a convolutional neural network for the image sentiment analysis and a paragraph
vector model for textual sentiment analysis are developed. After collecting a large number of
tweets using the Twitter API, VADER, a rule based sentiment classifier proposed by Hutto
and Gilbert [45] is used to weakly label the tweets. Then, distributional representations are
learned by these labeled tweets. In addition, a Convolutional Neural Network (CNN) model
is fine-tuned by images obtained from sending a query list of positive and negative sentiment
keywords to Getty Images1 . Besides the weakly labeled data, Amazon Mechanical Turk
(AMT) is used to manually label additional data for comparison purposes. A wide range of
experiments on both weakly and manually labeled image tweets have been conducted. The
experimental results show that the proposed model achieves better performance than the
textual and visual sentiment analysis algorithms alone.
Most existing DL approaches are based on a Recurrent Neural Network (RNN), which is
a type of conventional feed-forward neural network [46]. Due to its chain-like structure, the
RNN is best suited for making predictions on input data that is sequential in nature, such
1

https://www.gettyimages.com/
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as Natural Language Processing (NLP) related tasks [47].
In Huang, Cao, and Dong [48], work is reported using Long Short-Term Memory (LSTM).
LSTM is a specific kind of the basic RNN [47]. The authors use a hierarchical LSTM model
for TSA. The model contains two levels: word and tweet level. Each level has its own LSTM
model. The purpose of the first LSTM (on the word level) is to generate a representation of
a single tweet. The second LSTM (on the tweet level) takes the generated representations
as input and uses them to model the context of the current tweet. Apart from text-based
context, the authors also adapt additional context, such as social context, conversation-based
context, and topic-based context to help increasing the accuracy of the proposed model.
These additional contexts are formed as binary features (i.e., features denoting presence
or absence in the tweet). The dataset used in that work has 15,000 tweets consisting of
1,600 threads and covering 51 topics. Each tweet is labeled by two independent annotators
into three classes: positive, negative, and neutral. The proposed model is compared with
various baselines, such as SVM, LSTM-RNN, and CNN. The experimental results show that
additional context information increases the performance of the model.
Most existing classification algorithms for social media sentiment analysis focus on tweet
contents (document-level); for instance [49], [50]. As an illustration, let us consider the
algorithm named ConSent (for “Context-based Sentiment Analysis”), which is proposed in
Katz, Ofek, and Shapira [50]. ConSent has two phases, learning and detection. A set of
key terms and context terms from a training set is produced in the learning phase. Then,
feature vectors are generated based on these terms, to train a classifier that will be used to
analyze sentiment in the detection phase. The detection phase is where the classification
task takes place. It scans all tweets in search of the key and context terms, produces feature
vectors based on the terms that were found, and uses the classifier to identify sentiment in
the document. It is clear that the ConSent algorithm focuses mainly on the tweet content.
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However, there are other proposed platforms that use some assistant features such as
the emotional state of a tweet’s writer and relationships among users. The main goal of
such platforms is to cluster users. In Tsagkalidou, Koutsonikola, Vakali, et al. [51], the
authors propose an emotional aware clustering approach to group tweets based on a model
of eight primary emotions developed by Gill, French, Gergle, et al. [52]. These emotions
are acceptance, fear, anger, joy, anticipation, sadness, disgust, and surprise. Their proposed
model relies on using an existing dictionary (WordNet). However, Mudinas, Zhang, and
Levene [53] point out that WordNet is not a very reliable source since it introduces too much
noise.
Going beyond the content of a document benefits sentiment classification because it
provides the classifier with a deeper understanding of the task. To investigate its usefulness,
Davidov, Tsur, and Rappoport [54] develop a multidimensional framework in order to analyze
the spatial, temporal, and sentiment aspects of tweets discussing the same topic in an online
social network. The topic mentioned in the paper is the Mediterranean refugees’ crisis. The
authors point out that the combination of the sentiment aspects with the temporal and
spatial dimension is an added value that allows them to infer interesting insights about the
topic.

2.4. Learning Text Representation

2.4.1. Learning Text Representation in DL
Recently, DL approaches have been used in various text classification tasks such as sentiment analysis [55]. The objective of these approaches is to learn the continuous representations of text in different levels of representation: characters, words, phrases, sentences, and
documents levels. In other words, an algorithm requires to learn mapping the words, phrases
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or sentences into a continuous vector. Exiting DL approaches to sentiment classification in
social media are mainly based on characters and words levels [56].

2.4.2. Word Level Representation (Word Embedding)
The task of the word level representation is to map each word to appropriate distributional
feature representation [57]. A straightforward approach is to encode a token (word) as a onehot vector with only one dimension as 1 and zeros everywhere else. The size of the vocabulary
is used as the size of the dimension [58]. The key issue with the one-hot vector representation
is that it fails to capture the semantic relations between different words [56]. To overcome
this issue, another representation is proposed by using a low-dimensional dense vector, a.k.a.
word embedding, which can encode the semantic meaning of words by mapping each word
to a continuous low-dimensional vector[59].
There are two basic approaches to creating the low dimensional dense vector. One is
the count based approach and the other one is the prediction based approaches [60]. Both
approaches are based on the distributional hypothesis which says: words occur in similar
context tends to have similar meanings [61].
In the count based method, a word-context co-occurrence statistic matrix is generated.
Then, a matrix factorization is carried out to obtain the final word embedding [62]. Pointwise Mutual Information (PMI), positive point-wise mutual information (PPMI), and the
log of co-occurrences are some examples of features used to create the matrix [60]. Several
works are built based on this method. For example, In [63], a word representation method
called Global Vectors for Word Representation (GloVe) is proposed by utilizing a wordcontext co-occurrence statistic matrix. Another representation that takes advantage of the
factorization matrix is Singular Value Decomposition (SVD) [64]. SVD factorizes the matrix
into the product of three matrices: two orthonormal matrices and a diagonal matrix of
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eigenvalues in decreasing order.
In the prediction based method, the context given the target word is predicted by maximizing the conditional probability of the context words given the target or vice versa [62].
A well-known example of this method is Google word2vec embeddings. The embeddings are
trained on 100 billion words from Google News. They are of dimensionality 300 and publicly
available [65]. The word2vec embeddings are proposed by Mikolov, Sutskever, Chen, et al.
[59] at Google.
In fact, the word2vec embeddings are created by two distinct models: the skip-gram
model and Continuous Bag-of-Words model (CBOW). Both models are shallow neural models [43]. The skip-gram model predicts surrounding words given the embeddings of the
current word. In the CBOW model, the word representation is learned by predicting the
word in the middle of a symmetric window based on the embeddings of its context words in
the window [56]. These two models are trained either with or without negative sampling;
however, Mikolov, Sutskever, Chen, et al. [59] recommend using the skip-gram model with
negative sampling.
Beside these word-level representation methods, there are also some word embedding
methods specifically designed for social media sentiment analysis. Tang, Wei, Yang, et al.
[41] report that the traditional word embedding is not effective enough for Twitter sentiment
classification since it fails to distinguish words with similar context but opposite sentiment
polarity. To address this shortcoming, the authors propose a Sentiment-Specific Word Embedding (SSWE). It encodes sentiment information of each word in a continuous representation by using three neural networks. Similar to Tang, Wei, Yang, et al. [41], Maas, Daly,
Pham, et al. [66] propose to learn sentiment-specific word embeddings with probabilistic
topic modeling.
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2.4.3. Character Level Embeddings
While word level representations are meant to extract syntactic and semantic information, character level representations extract morphological and shape information [67]. In
Vosoughi, Vijayaraghavan, and Roy [68], Tweet2Vec, a generating general-purpose vector
representation of tweets, is proposed. A character level CNN-LSTM encoder-decoder model
is used to learn tweet embeddings. The dataset used to learn the model contains 3 million,
randomly selected English language tweets. The proposed model was evaluated on two tasks:
tweet semantic similarity and tweet sentiment categorization. The authors point out that
Tweet2Vec is a language-independent vector representation; that is, the proposed model can
be used to learn tweet embeddings for different languages.
A more sophisticated method to represent a tweet at different levels is proposed in [67].
The method is based on a deep neural network architecture. Specifically, they built a model
called Character to Sentence Convolutional Neural Network (CharSCNN), which consists
of two convolutional layers to capture relevant features from words and sentences of any
length. To conduct sentiment analysis, the model jointly uses three levels of representations:
character, word and sentence. The model is evaluated using two datasets: the Stanford
Sentiment Tree-bank (SSTb) and the Stanford Twitter Sentiment corpus (STS). The experimental results of the CharSCNN model show that it outperforms the baselines in prediction
accuracy. It obtains a sentiment prediction accuracy of 86.4%. The main reason, according
to the authors, is that character-level information has a greater impact on Twitter datasets
(as in STS).
Several researchers have utilized the character level representations to create models
that can be generalized across multiple languages without relying on machine translation
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approaches [58]. For example, Wehrmann, Becker, Cagnini, et al. [69] propose a characterbased neural network model for sentiment classification in multilingual scenarios called ConvChar-S, which is not based on a machine translation approach. The Conv-Char-S processes
the sentences at character-level. The model architecture includes three layers: a convolutional layer, a max-pooling-over-time layer, and fully-connected layer. The convolutional
layer processes the input at character level to generate a sentence-level embedding. In the
max-pooling-over-time layer, the dimensionality of the tensors is reduced. The last layer
is responsible for producing class scores. A Twitter dataset that consists of 13 languages,
provided by [70], is used to evaluate the model. The experimental results show that the
Conv-Char-S model outperforms other deep learning and traditional approaches.
In Zhang, Zhang, and Chan [58], the authors propose a fully language-independent
character-based CNN model for the classification of tweets in multiple languages and mixed
languages, named Unicode character Convolutional Neural Networks (UniCNN). This model
does not require any type of language detection. It is done by converting a sequence of characters of a tweet into a sequence of numerical UTF-8 codes. Then, a character-based CNN
classifier is used to learn the representation (embedding). The model is evaluated on several
Twitter classification tasks including sentiment classification. Similar to [69], the dataset
used to train and test the model performance is provided by [70]. Several baselines are used
for comparison with the proposed model. The UniCNN performs better than the baselines.
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CHAPTER 3
TWITTER SENTIMENT ANALYSIS WITH A DEEP NEURAL NETWORK:
AN ENHANCED APPROACH USING USER BEHAVIORAL
INFORMATION1

3.1. Introduction
In contrast to standard texts with many words that help gather sufficient statistics, the
texts in social media, especially Twitter, only consist of a limited number of characters.
Moreover, when a user posts a message (tweet), it may have new abbreviations or acronyms
that appear infrequently in conventional text documents. Therefore, applying traditional
methods to such an environment will not yield acceptable performance.
To address this issue, we propose a neural network based model that goes beyond the
content of a given document (tweet). It takes into account, besides a given tweet, the
behavior of the user who wrote that tweet. It has been demonstrated by the experiments
conducted in this paper that this approach increases the performance and the accuracy of
sentiment classification tasks on social media.
The main motivation behind our approach is the intuition that the association between
the written document (tweet) and the behavioral information of the user who wrote that
document can provide a model with useful indicators to boost its performance.
Some examples of papers that show the efficiency of this approach are [71], [72], [73]
and [74]. However, most of these are related to emotion; they try to classify the users
themselves from a psychological point of view. For example, the authors in [73] develop a
tool to classify users into positive and negative groups based on the network density and the
1

The work in this chapter is published in [1] [3].
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degree of social activity. Their purpose is to understand the relationship between positive
and negative users, as well as, how emotion and mood can affect both a user’s behavior and
their interaction with other users. They conclude that there is a strong relationship between
the users’ emotions and the way users choose their friends. Accordingly, we believe that
such a relationship also exists between users and their posts, which has been shown by the
experiments conducted in this paper (see the experiment results in Section 4).
The main research question here can be posed as: is there a relationship between the
user’s behavior and his/her posts? And if such a relationship exists, can it be used to enhance
sentiment analysis performance?
To address this question, we propose a neural network based model that classifies tweets
into positive and negative categories based on a proposed set of features that enhance the
classification performance. These features help the model to understand a user’s behavior.
The behavior of a user can be identified by knowing two aspects of the user. The first
aspect involves the personality traits, such as his/her general attitude; is it positive, negative
or neutral? The second aspect regards the social activities of users, which can be revealed
through the users’ relationships and communication. A list of the features extracted and
calculated in our experiments is explained in detail in subsequent sections .
The remainder of this paper is structured as follows. We outline the background for our
work in Section 2. Next, Section 3 presents a detailed description of our proposed system.
Section 4 shows the experiments and results achieved with the proposed system. Finally, we
give conclusions and discuss future work in Section 5.

3.2. Related Work
Most existing sentiment classification methods for social media focus on document-level
classification; for instance, the ConSent “Context-based Sentiment Analysis” algorithm is
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created by [50]. It has two phases, learning and detection. A set of key terms and context
terms from a training set are produced in the learning phase. The detection phase is where
the classification task takes place. It scans all tweets searching for the key and context
terms, and uses the classifier to identify sentiments in the document. As it is clear, ConSent
algorithm focuses mainly on the tweet content.
However, there are other proposed platforms use some assistance features such as the
emotional state of a tweet’s writer and relationships among users. The main goal of such
platform is clustering users. In [51], the authors propose an emotional aware clustering
approach to group tweets based on eight primary emotions. These emotions are acceptance,
fear, anger, joy, anticipation, sadness, disgust and surprise. Their proposed model relies on
using an existing dictionary (WordNet). However, [53] points out that WordNet is not a
very reliable source since it introduces too much noise.
Going beyond the content of a document benefits sentiment classification because it is
providing the classifier with a deep understanding of the task. To investigate its usefulness,
[54] develops a multidimensional framework in order to analyze the spatial, temporal and
sentiment aspects of tweets discussed the same topic. The authors point out that the combination of the sentiment aspects with the temporal and spatial dimension allow them to
infer interesting insights about topics.

3.3. Methodology

3.3.1. Deep Learning Architecture
Our proposed model for sentiment analysis consists of a convolutional neural network.
The system architecture is presented in Fig. 3.1. The model is implemented using the Weka2
2

http://www.cs.waikato.ac.nz/ml/weka/
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Figure 3.1: The architecture of the proposed model

library.
The main components of the network are the input, convolution, pooling, activation, and
softmax layers.
The input layer consists of word embeddings and a list of features. The word embedding may be randomly initialized or pre-trained. For the purpose of this work, we utilize
the publicly available word2vec embeddings [59]. We pre-train the 200-dimensional word
embeddings on each dataset. For that purpose, each tweet is tokenized and each generated
token is mapped to a distributional feature representation known as the word embedding.
Moreover, the features that describe the writer of the tweet are appended to the generated
vector and then fed into the next layer. That is the convolutional layer; its main goal is to
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extract patterns.
In order to allow the learning of non-linear decision boundaries, a non-linear activation
function is located at the activation layer. There are a number of common choices of activation functions used with neural networks; for example, sigmoid (or logistic), hyperbolic
tangent (tanh), and rectified linear (ReLU) functions.
In our model, we use ReLU because it is pointed out by several studies, such as in
[43], [75], that ReLU speeds up the training and produces more accurate results than other
activation functions.
The softmax layer is an activation function whose output is the probability distribution
over labels. In this 2-classes task, given an input representation vector v, a softmax operation
is computed as follows:
exp(v)
sof tmax(v, L) = PL
l=1 exp(v̂)

(3.1)

where L is the number of sentiment classes and v̂ is the predicted probability of sentiment
class l. The reason for adding the dropout layer before the softmax layer is to prevent
overfitting.

3.3.2. Features
This section provides the details of all 40 features used to train the proposed model.
Table 3.1 lists all features used to create the proposed model.

Number of a User’s Tweets. This feature represents the number of a user’s tweets
retrieved from his or her timeline via the Twitter API. Twitter allows to return a collection
of the most recent tweets posted by the user. It can only return up to 3,200 tweets of the
user.
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Table 3.1: List of features used in this paper

Feature ID
F1
{F2, F3, F4}
{F5, F6, F7}
{F8,F9,F10}
F11
F12
F13
F14, F15
F16, F17
F18, F19
F20, F21
F22, F23
F24, F25
F26, F27
F28, F29
F30, F31
F32, F33
F34, F35
F36, F73
F38, F39
F40

Feature Description
Number of a User’s Tweets
Number of {Positive, Negative, Neutral} Tweets Posted by a User.
The Probability of a User Having a {Positive, Negative, Neutral} Attitude.
Average Number of {Positive, Negative, Neutral} Tweets Posted by a User.
Number of Followers.
Number of Friends.
Verified.
Number of Adjectives, and Their Average.
Number of Nouns, and Their Average.
Number of Adverbs, and Their Average.
Number of Verbs, and Their Average.
Number of Hashtags, and Their Average.
Number of Mentions, and Their Average.
Number of URLs, and Their Average.
Number of Emoticons, and Their Average.
Number of Question Marks, and Their Average.
Number of Exclamation Marks, and Their Average.
Number of Words per Tweet, and Their Average.
Number of Positive Words in Bing Liu Lexicon, and Their Average.
Number of Negative Words in Bing Liu Lexicon and Their Average.
Number of Retweets.

Number of Positive, Negative and Neutral Tweets Posted by a User. These
features aim to measure the general attitude of a user. According to Lima and Castro [71],
one of the ways that one can predict a user personality is through his or her words. Therefore,
in our experiments we use the frequency of tweets based on three aspects, positive, negative,
and neutral.
To achieve this, we need to collect tweets from each user who appear in the dataset,
which in turn provides us with a huge number of unlabeled tweets. In some datasets, we got
about 700,000 tweets posted by more than 3,500 users.
However, labeling all these tweets manually is not an easy task and will be very time
consuming and costly. One of the solutions adopted by researchers is the SentiStrength
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algorithm, which is considered a state-of-the-art sentiment analysis system. It was developed
in Thelwall, Buckley, Paltoglou, et al. [76], and uses a scoring range from -5 (very negative)
to +5 (very positive). To explain in more detail, for each text, SentiStrength outputs two
integers: 1 to 5 for positive sentiment strength and a separate score of 1 to 5 for negative
sentiment strength. For example, a text with a score of 3, 5 would contain moderate positive
sentiment and strong negative sentiment. A neutral text would be coded as 1, 1.
Accordingly, we create an application that receives SentiStrength’s output and is interpreted as follows. A tweet is considered positive if its positive sentiment strength is higher
than both 1 and its negative sentiment strength; otherwise it is considered a negative tweet.
In case a tweet gets 1 as a score for its positive and negative sentiment strength, it is considered a neutral tweet. A tweet could be neutral if it has the same scores in positive and
negative sentiment strength, for instance, a tweet with scores 3 for positive and 3 for negative
strength. This can be formulated as:

SS(ti ) =






P ositive






N egative








N eutral

if SS(ti )pos > 1 and SS(ti )pos > SS(ti )neg
if SS(ti )neg > 1 and SS(ti )neg > SS(ti )pos

(3.2)

if SS(ti )pos = SS(ti )neg

For each user u ∈ U = {u1 , u2 , ..., un } where U is a user set and n is the number of users
extracted from the dataset, the application calculates SS(ti ) . Here SS(ti ) is a function that
takes as input a tweet ti ∈ Tu (where Tu has all tweets retrieved from user u’s timeline), and
returns its label based on the SentiStrength algorithm. SS(ti )pos and SS(ti )neg are scores of
the positive and negative sentiment strengths, respectively.
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For our implementation we use Eq.(3.2) as follows:

SS(ti ) =






P ositive









N egative




Both









N eutral

if SS(ti )pos > 1 and SS(ti )pos > SS(ti )neg
if SS(ti )neg > 1 and SS(ti )neg > SS(ti )pos

(3.3)

if SS(ti )pos = SS(ti )neg 6= 1
Otherwise

The change implies that, in case of having a tweet scored with equal values of positive
and negative sentiment strengths that are greater than 1, then the tweet will be counted
twice, one for each label.

The Probability of User having a Positive, Negative, or Neutral Attitude. This
feature can measure the attitude of a user as observed across a longer period than individual
conversations or tweets on datasets. According to Lima and Castro [72], there is a relationship between a user’s temperament and posts written by that user. This feature is calculated
as follows:

PU (li , Tu ) =

|{t ∈ Tu : t = li }|
|Tu |

(3.4)

where PU (li , Tu ) is a function that computes the probability of a user u ∈ U being labeled
li ∈ {P ositive, N egative, N eutral}; |Tu | is the number of all tweets in the set Tu retrieved
from user u’s timeline, and |{t ∈ Tu : t = li }| is the number of tweets labeled li that are in
the user’s timeline.

Number of Followers and Friends. These are Twitter-specific features. After collecting
tweets in the dataset, we extract a list of unique users who have at least one post (tweet) in
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the dataset. Then, some information about these users is collected from their public profile
by the Twitter API. Part of this collected information is the number of followers and friends
a user has. Based on some work in the literature such as [17], it was found that the number
of followers and friends of a user are considered among the “good” features that indicate the
degree of sociality of that user.

Verified. This indicates whether or not a user’s account is verified by Twitter. This feature
takes two values: True or False. True means this account is verified and false otherwise. It
is used to establish the authenticity of identities on Twitter. In general, tweets posted on
verified accounts are considered high-quality sources of information.

Number of Verbs, Adjectives, Nouns, and Adverbs. All these features are calculated
based on all tweets retrieved from a user’s timeline. These features are good indicators of
what type of language is used. For example, if a user includes many adjectives when he or
she posts tweets, there is a high possibility that opinions are expressed in these tweets. The
importance of such features is recognized as being good indicators of opinion polarity [77].
Moreover, some papers such as [78], [79] point out that nouns, adjectives, verbs, and adverbs
are the most opinionated lexical types in texts.

Number of Hashtags. Hashtags are used to indicate the relevance of a tweet to a certain
topic. They are created by users and can be used to retrieve all tweets posted with the same
hashtag. To create a hashtag in Twitter, the # character should be inserted before the name
of the topic. Like the number of followers and friends, hashtags are considered as one of the
Twitter-specific features.
There are two reasons for using hashtags in the feature set. First, as discussed inLima
and Castro [72] and Lima and Castro [71], they give a good indicator of a user providing
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his or her thoughts and opinions about the topic of the hashtag. The second reason is that
hashtags could be used to detect spam tweets; indeed an experiment conducted in [80] shows
that a hashtag is considered to be spam if its tweet frequency is high.
Number of Mentions. Mentions in Twitter are used to identify the user-recipients of a
tweet. Moreover, users can also explicitly mention other users to draw their attention by
adding an expression of the form @Username in their tweets.
This feature counts the number of mentions that a user accumulated through all tweets
retrieved from his or her timeline. It is used in this paper because, as mentioned in [81], it
indicates that the author of the tweet wants to have a conversation with or to show opinions
toward who has been mentioned.
Number of Positive and Negative Words in Bing Liu Lexicon. In this paper,
lexicon features are utilized by extracting them from publicly available lexicons; these prove
to be one of the most powerful types of features [82]. Social media data, especially tweets,
have a style of language that is quite different from other text data. Therefore, the Bing
Liu lexicon is used, which is especially tailored to handle social media data. The Bing Liu
lexicon is a list of positive and negative words. It has around 6,800 words [83].
The lexicon features are utilized as follows. The frequency of positive and negative words
in each retrieved tweet from a user’s timeline is calculated as well as the average number of
occurrences of each label. These are then appended to the feature vector.
Number of Question Marks. The total of question mark occurrences are calculated.
This feature is calculated as follows:
|Tu |

QM (Tu ) =

X

|{ti ∈ Tu : HasQM (ti ) 6= 0}|

i=1
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(3.5)

QM (Tu ) is an aggregation function that takes as input Tu , which contains all tweets of
user u in the user set U , and returns the total number of question marks appearing; |Tu | is
the number of tweets of user u, and HasQM (ti ) is a function that is applied to tweet ti and
returns the number of question marks in ti . Furthermore, the average number of question
marks of user u is computed.
The reason for considering the question marks as a feature and adding it to the feature
vector is that question marks can be a strong sign of subjective (opinionated) tweets [84].

Number of Exclamation Marks. This gives the total exclamation mark occurrences in
the tweets of each user, and is calculated in the same way as the question marks feature (see
Eq. (3.5)).

Number of Words per Tweet. This is used to remove a tweet based on its number of
words. For example, if we would like to conduct an experiment that takes into account all
tweets of each user u ∈ U that are longer than four words, all we need is to apply this
condition to the algorithm.

Number of Emoticons. An emoticon is a pictorial representation of a facial expression
using the characters available on the standard keyboard. Its presence in a tweet is a good
indicator of a writer’s emotional state [85]. As pointed out in [86], the presence of an
emoticon almost always conveys the underlying sentiment. Therefore, this feature is added
to the feature vector and is calculated as follows:
|Tu |

E(Tu ) =

X

|{ti ∈ Tu : HasE(ti ) 6= 0}|

i=1
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(3.6)

E(Tu ) is an aggregation function that takes as input Tu , which contains all tweets of user
u in the user set U , and returns the total number of emoticons appearing; |Tu | is the number
of tweets of u, and HasE(ti ) is a function that is applied to tweet ti and returns the number
of emoticons in ti . Twitter NLP’s3 tokenizer is utilized to detect emoticons. In addition, the
average number of question marks of user u is computed.

Number of URLs. This counts the total URL occurrences in tweets of each user, and is
calculated in the same way as the emoticons feature (see Eq. (3.6)).

3.4. Experiments and Results
In this section we introduce the experimental setting and report empirical results on the
tasks of sentiment classification.

3.4.1. Experimental Settings
We evaluate the effectiveness of our proposed model on two datasets (see Section 4.2
for the description of the datasets). Fig. 3.2 shows all the steps we follow to conduct the
experiments.
The following is a brief explanation of the main components in the steps of Fig.3.2.

Pre-Process Step. In this step the normalizing, tokenizing, and part-of-speech tagging
of all tweets is conducted. Tokens are stemmed (traced back to a common base form) using
the Snowball stemmers4 . Furthermore, all URLs and usernames are removed and replaced
with the keywords HTTP and USER, respectively.
3
4

http://www.cs.cmu.edu/ ark/TweetNLP/
https://weka.wikispaces.com/Stemmers
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Figure 3.2: Steps for conducting the experiments

Extract User List Step. This step extracts the names of users who have at least one
tweet in the dataset.
Create User Lookup Table. Here, a table is created that contains the users’ names and
their IDs, and is used to retrieve their tweets from their timeline.
Retrieve User Timeline Step. This retrieves the tweets from a user’s timeline via his/her
ID. The ID is sent to Twitter by using its API.
Label the User Tweets by SentiStrength Step. Here the retrieved tweets from the
previous step are labeled by the SentiStrength algorithm.
Features Extraction Step. This step extracts all features mentioned above for each user.
Model Creation Step5

Six classifiers (CNN, SVM, NB, J48, KNN and LSTM) are created

in this step— for descriptions see Section 3.4.4.
5

All the models and the source code of these algorithms used in this paper are freely available upon
request.
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Evaluation Step. Here, the results of all models are evaluated. The results are evaluated
based on the most widely used performance measures in the classification task: precision,
recall, F1, and accuracy. The following equations are used for the computation:

Accuracy =

TP + TN
TP + TN + FP + FN

(3.7)

TP
TP + FP

(3.8)

P recision =

Recall =

F1 = 2

TP
TP + FN

P recision ∗ Recal
P recision + Recal

(3.9)

(3.10)

where T P (True Positives) represents the number of positive tweets that were correctly
predicted as positive and F P (False Positives) represents the number of negative tweets that
were incorrectly predicted as positive; T N (True Negatives) and F N (False Negatives) have
a corresponding meaning for the negative class.

3.4.2. Datasets
We train our model on two datasets, which are Twitter datasets published by SemEval20166 . The first dataset (SemEval-2016_1) consists of 3,694 tweets and the second one
(SemEval-2016_2) consists of 1,122 tweets. They are annotated manually.
The two datasets have tweet IDs along with their annotation, with positive and negative
labels. They need to be downloaded by using the Twitter API. Table 3.2 shows statistical
6

http://alt.qcri.org/semeval2016/

33

information about the two Twitter datasets used in our experiments.
Table 3.2: Label distribution for two Twitter datasets

Dataset
SemEval-2016_1
SemEval-2016_2

# of Tweets Positive Negative
3,694
3,054
643
1,122
832
290

For each dataset, a list of users who posted the tweets is created. Then, tweets in the
timeline of each user in the list along with their public profiles data are retrieved. This
provides us with a significant number of unlabeled tweets; therefore, as mentioned above,
the SentiStrength algorithm is used. Information about the number of users, total number
of tweets and the average number of tweets per user are shown in Table 3.3.
Table 3.3: User distribution in datasets

Dataset
SemEval-2016_1 SemEval-2016_2
Number of Users
3,536
2,198
Total Number of Tweets
774,244
491,902
Average Number of Tweets per User 218.96
223.80

3.4.3. Results
All experimental results are reported using 10-fold cross-validation, which is carried out
by partitioning the dataset into 10 subsets, performing the classification on one subset (the
training set), and validating the model on the remaining (10 - 1) subsets, named the validation set or testing set. This operation is repeated 10 times for every subset. The validation
results are averaged over the 10 iterations.

3.4.4. Baseline Methods
We compare the performance of our approach with the following baselines.
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Naive Bayes (NB): Naive Bayes works well on text categorization [85]. It is a probabilistic algorithm that uses Bayes’ rule. Eq. (3.11) represents Bayes’ rule,

P (cd) =

P (c)P (d|c)
P (d)

(3.11)

where c is the class and d is the document (tweet) under consideration.

Support Vector Machine (SVM): Another popular classification technique relies on
the Support Vector Machine. According to Pang, Lee, Rd, et al. [87], SVM has been shown
to be highly effective at text categorization.

J48 (Decision Tree): J48 is an algorithm to generate a decision tree, proposed by Quinlan
[88]. J48 is the enhanced version of the C4.5 algorithm. It starts by creating a binary tree
from labeled training data. Each data attribute can be used to make a decision by dividing
the data into smaller subsets. This approach is most useful for task classification [89]. Once
the tree is built, it can be used to construct the classification model.

K-Nearest Neighbors algorithm (KNN): This algorithm is commonly applied for classification in pattern recognition and machine learning [90], and relies on the assumption that
samples placed close to each other are likely to belong to the same class [56]. Therefore, a
given text is classified as follows: the KNN algorithm searches for the k nearest neighbors
among labeled training instances based on some similarity measure, and lists those k neighbors based on their similarity scores; the label or class of the k nearest neighbors are used
to determine the class of the given text [90]. In this paper, the number of nearest neighbors
is set to two (i.e., k = 2).
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Long Short-Term Memory (LSTM): The LSTM models have achieved impressive performance in the sentiment classification task [91]. They have the ability to handle long-range
dependencies [68].

3.4.5. Results and Analysis
Here we present a comparative performance evaluation of each model in terms of correctly
predicting polarity. The results for precision, recall, accuracy, and F1 are obtained for the
six methods. Since many features are included in our experiments, we grouped them into
sets. In addition, using sets provides us with more clarity of which set has more influence
on the performance of the model. The sets are shown in Table 3.4.
Table 3.4: The feature sets in different combinations

Feature
Set No.
Set No.
Set No.
Set No.
Set No.
Set No.
Set No.

Set ID Features Used
1
F5, F6, and F7.
2
F1 to F13.
3
F2, F3, and F4.
4
Word Embedding, F5, F6, and F7.
5
Word Embedding.
6
All features (F1 to F40).
7
All features (F1 to F40) + Word Embedding.

Table 3.5 shows the accuracy of all classification methods. Generally, deep learning
classifiers (CNN and LSTM) keep their performance at a steady trend unlike other classifiers.
The best accuracy was 88.71% for CNN on set No. 4, followed by LSTM with 88.13% on
the same set, and the lowest value was 48.31% for NB on set No. 2.
The effect of the unbalanced dataset7 is observed clearly on NB and SVN. One possible reason the unbalanced dataset does not have a significant effect on the CNN classifier
performance is the way the weights are calculated in this type of classifier.
7

The majority class in our datasets is the positive class (see Table 3.2).
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Table 3.5: Accuracy rates of CNN, SVM, NB, J48, KNN, and LSTM

Set No. 1
CNN
82.63%
SVM
82.58%
NB
82.63%
J48
82.58%
KNN
81.78%
LSTM 83.63%

2
3
82.85% 82.93%
82.58% 82.58%
48.31% 83.62%
82.25% 82.22%
81.56% 80.96%
77.14% 84.29%

4
88.71%
86.84%
85.16%
87.25%
82.72%
88.13%

5
87.08%
86.67%
85.16%
87.61%
82.66%
84.83%

6
83.90%
82.58%
59.38%
82.33%
82.14%
83.74%

7
88.46%
86.75%
70.40%
85.44%
82.83%
86.48%

It can be observed that the best classification performance accuracy is achieved by CNN,
LSTM, and SVM. However, as shown in Fig. 3.3 and 3.4, CNN has higher precision and
recall than SVM across all sets. This means that using accuracy as the only measurement for
classifier performance is not sufficient. Although the number of negative instances in both
datasets is lower than that of the positive ones, the proposed CNN model is able to give us
a good and stable performance.

Precision for Negative Label
100.00%
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40.00%
20.00%
0.00%
1
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5

6

7

Set ID
CNN

SVM

Figure 3.3: Precision for the negative label of CNN and SVM

The poor performance of NB is not surprising since it relies on the assumption of conditional independence among the features, which is clearly not true here. All features used in
the experiments have some degree of dependency among them.
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Figure 3.4: Recall for the negative label of CNN and SVM.

Based on the sets, the best accuracy was obtained by sets No. 4 and 7. This supports
our motivation to utilize information beyond the content of a given tweet. To investigate
the results of these two sets for sentiment analysis, F1 along with precision and recall scores
of the six models in both sets 4 and 7 are listed in Table 3.6. These metrics provide us with
more insight into the functionality of classifiers than the accuracy metric.
Table 3.6: . F1, precision, and recall scores of the six models in sets No. 4
and 7

CNN
SVM
NB
J48
KNN
LSTM

Precision
Set No.
4
7
0.88 0.88
0.86 0.86
0.85 0.83
0.86 0.84
0.81 0.84
0.87 0.86

Recall
Set No.
4
7
0.89 0.89
0.87 0.87
0.85 0.70
0.87 0.85
0.83 0.83
0.88 0.86

F1
Set No.
4
7
0.88 0.87
0.86 0.86
0.85 0.74
0.86 0.85
0.75 0.75
0.86 0.83

By examining the results reported in Table 3.6, we can see that the high scores for
precision and recall reinforce the observation of the high accuracy scores for sets No. 4 and
7 in Table 3.5. In Table 3.6, the highest F1 scores are obtained by the CNN model (0.88 in
set No. 4 and .87 in set No.7). It is also worth noting that the CNN model shows consistent
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good performance in both sets, followed by the LSTM model. These results confirm that
using user behavioral information besides textual content in sentiment analysis with improve
the classification accuracy.

3.5. Conclusion
In this paper, we present a sentiment analysis model developed by combining a list of
features. We propose the architecture of a Convolutional Neural Network (CNN) that takes
into account not only the text (user tweets) but also user behavior. Our evaluation results
demonstrate the efficiency of the model in a social media setting.
Our model outperforms the baseline methods in accuracy, recall, precision, and F1. In
addition, the proposed model is affected less by unbalanced dataset issues. Moreover, the
approach overcomes the issue of needing a large dataset to train deep learning models such
as CNN and LSTM.
This work suggests interesting directions for future work. For example, it would be
interesting to investigate the contributions of the produced list of features for non-binary
sentiment classification tasks. In future work, we also plan to explore other neural network
based learning models, such as Recurrent Neural Networks (RNN) and gated feedback RNN
for sentiment analysis.
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CHAPTER 4
EMOTIONAL AWARENESS BASED CLASSIFICATION MODEL FOR
TWITTER SENTIMENT ANALYSIS USING A DEEP NEURAL
NETWORK1

4.1. Introduction
Social media platforms such as Twitter 2 allow people to express and share their thoughts
and opinions on all kinds of topics and events. This type of environment is beneficial for
marketing [4] and social studies [5].
Whereas standard texts with many words help gather enough statistics, the texts (tweets)
in Twitter consist only of a few characters. Moreover, tweets are more likely to have abbreviations or acronyms that appear infrequently in conventional documents. Therefore, applying
traditional methods to such settings will not provide us with acceptable performance.
In this paper, we propose an approach based on a deep learning model that is going
beyond the content of a target document (tweet). It takes into account, besides the target
tweet, the emotional state of a user who wrote it. The experimental results reported in this
paper show the effectiveness of the proposed approach in comparison with other models.
The proposed model classifies tweets into three sentiment classes: positive, negative, or
neutral. This is done with the assistance of five other deep learning models that extract the
emotional state of the tweet’s writer from their Twitter timeline. The emotional states these
models try to identify are joy, anger, disgust, sadness, and optimism.
The main motivation behind our approach is the intuition that the association between
the written document (tweet) and the emotional state of the writer can provide a model
1
2

The work in this chapter is published in [2].
http://twitter.com/
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with useful indicators to boost its performance.
The remainder of this paper is structured as follows. After giving background information
in Section 4.2, Section 4.3 presents a description of our proposed system. Section 4.4 shows
the experiments and results. Finally, we conclude our work and discuss future work in
Section 4.5.

4.2. Related Work
Most existing sentiment classification methods for social media focus on document level
classification, such as the ConSent “Context-based Sentiment Analysis” algorithm by [50].
The algorithm has two phases, learning and detection. A set of key terms and context
terms from a training set are produced in the learning phase. The detection phase is where
the classification takes place. All tweets are searched for the key and context terms, and
the classifier is used to identify sentiments in the document. It is clear that the ConSent
algorithm focuses mainly on the tweet content.
However, there are other proposed platforms that use some assisting features such as the
emotional state of a tweet’s writer and relationships among the users. The main goal of
such platform is clustering users. In [51], the authors propose an emotional aware clustering
approach to group tweets based on eight primary emotions. These emotions are acceptance,
fear, anger, joy, anticipation, sadness, disgust and surprise. Their proposed model relies on
using an existing dictionary (WordNet). However, [53] point out that WordNet is not a very
reliable source since it introduces too much noise.
Going beyond the content of a document benefits sentiment classification because it
provides the classifier with a deep understanding of the task. To investigate its usefulness,
[54] develop a multidimensional framework in order to analyze the spatial, temporal and
sentiment aspects of tweets discussing the same topic. The authors find that the combination
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of the sentiment aspects with the temporal and spatial dimensions leads to interesting insights
about the topics.

4.3. Proposed Approach
Our approach introduces the power of utilizing the emotional state of users, who wrote
the tweets, into the sentiment analysis task. The proposed approach consists of two main
steps: (1) the emotional analysis step, in which a user’s emotional state is recognized, and
(2) the sentiment analysis step, where each document (tweet) is classified.
The emotional analysis step: The task of this step is to classify a given tweet as one
(or more) of five emotions (anger, disgust, joy, optimism, and sadness) that best represent
the emotional state of the tweet’s writer. To perform this task, we first prepare the training
datasets. The provided dataset (SemEval-2018) used in this step is labeled in such a way
that a tweet could be labeled with one or more emotion categories. In order to treat the task
as a binary classification problem, we created five datasets with the same tweets but each
with one emotion. For instance, the tweets in the anger dataset are labeled with 1 (emotion
exists) or 0 (emotion does not exist) based on the provided dataset.
We built and trained five deep learning models for the emotions. Each model is a Bidirectional RNN network, based on a GRU (Gated Recurrent Unit). We will refer to the overall
model as a Bidirectional GRU-Emotional State Model (BiGRU-ESM). The main components include an input layer, an embedding layer, a spatial dropout, a Bi-GRU layer, a max
and an average pooling layer, and an output layer. At the input layer, the pre-processed
tweet is treated as a sequence of words, W = (w1 , w2 , . . . , wn ). These are given by a one-hot
vector, which has the length of the size of the vocabulary. Because of the inconsistency in
the length of tweets, the shorter tweets need to be padded. We normalize the tweet length
by zero padding.
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At the embedding layer, we apply a pre-trained GloVe3 word embedding [63] on each word
in the vocabulary list. We adopt 200-dimensional GloVe vectors of 27 billion tokens, which
are trained on 2 billion tweets from twitter. To reduce overfitting, the spatial dropout layer
is applied to the embedding layer. The Bi-GRU layer contains 100 neurons. The temporal
information of the tweet sequence is captured in this layer in both directions, forward and
reverse. Concurrently, the output of this layer is fed to two pooling layers, max and average.
The outputs of both layers are concatenated. Finally, the network output is converted to
probabilities by applying a sigmoid activation function.
The sentiment analysis step: The task of this step is: given a tweet and a set of
probabilities of the five emotional states of a user who has posted the tweet, predict whether
it is of positive, negative, or neutral sentiment.
To perform this task, we built a model similar to the one in the emotional analysis
step with an extra input layer. We refer to this model as the Emotional Awareness based
Classification Model (EACM). The input layer of the EACM consists of an embedding with
a dimension of five. It represents the emotional state of the user inferred by her or his tweet
history and classified by our BiGRU-ESM model. This representation of the user emotion
provides the EACM model with useful signals that increase its classification accuracy.

4.4. Experiments and Results

4.4.1. Data Sources
The training, development and testing datasets used to train and test the five emotions
models are provided by the SemEval-2018 Task 1, Emotion Classification (E-C) subtask [92].
An overview of the datasets is provided in Table 4.1.
3

https://nlp.stanford.edu/projects/glove/
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Table 4.1: The number of tweets for each dataset.

Dataset

No. of tweets

Train
Dev
Test

6,838
886
3,259

Total

10,983

Table 4.2: The number of tweets for each SemEval dataset.

Dataset

No. of tweets

Train
Dev
Test

6,000
1,998
20,632

Total

28,630

The tweets are annotated by emotional categories. They contain eleven emotions: anger,
anticipation, disgust, fear, joy, love, optimism, pessimism, sadness, surprise, and trust. Figure 4.1 shows the percentage of tweets in each emotional category. The emotions of joy,
anger, disgust, sadness, and optimism get a high percentage of tweets; therefore, these five
emotions are considered in this paper and the rest of the emotions are eliminated.
We train and test our main model on the benchmark datasets provided by the SemEval
challenge. The datasets are classified based on a three-point scale: positive, negative, or neutral sentiment. However, due to deletion or changed privacy settings, the provided datasets
include only Twitter status IDs along with associated labels. We obtained 95% of the entire
set of tweets of the SemEval data using the Twitter API. An overview of the data is provided
in Table 4.2.
To discover the emotions of a user (who tweets), we need to collect some tweets from the
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Figure 4.1: Percentage of tweets in each emotional category.

user timeline at different times of the day. However, the provided datasets do not have this
information. To achieve the goal we conduct a series of steps. First, user IDs are collected
corresponding to their tweet in the SemEval. Second, a user timeline is obtained by the
Twitter API using the user ID. Twitter only allows access to a user’s most recent 3,240
tweets. Then each user’s tweets are kept in a file, the filename of which contains the user ID
to allow easy access. Each line is formatted as a tweet followed by its creation date and its
language. The total number of users we extracted for the datasets is 5,739. This provides
us with 15,628,294 tweets in total.
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4.4.2. Preprocessing
The syntax of tweets is commonly not well-structured. Thus we applied the following
preprocessing steps to the raw data. Each tweet is converted to lowercase. All Twitter
handles (URLs, mentions ‘@’, and hashtags ‘#’) are replaced by placeholders <url>, <user>,
and <hashtags>, respectively. Since numbers, punctuation, and special characters do not
provide useful sentiment information, they are eliminated from the data. All words with
length less than 3 characters are also removed.
Elongated words that have one letter repeated more than two times are tagged and
substituted with the same words but where at most two consecutive occurrences are kept.
Emoticons are replaced with tags reflecting their meaning. For example, the ‘:)’ emoticon is
replaced by a <smile> tag.
Our proposed models have pre-trained embeddings with GloVe algorithm (see Section
4.3). Therefore, for optimal benefit, we also apply the same preprocessing steps mentioned
in the GloVe’s website, which are used to create GloVe word embeddings on Twitter data.
Finally, for tokenizing we utilize the tokenizer provided by the Keras4 library.

4.4.3. Results
We trained and validated our models on the training and development datasets, and
tested their performance on the test dataset (see Section 4.4.1). In order to illustrate the
performance of our approach, we compare the results with the following baseline models:
CM: is a variant of our EACM model without utilizing the emotional state of the writers.
Ensemble-CNN-LSTM: is an ensemble of three classifiers with a soft voting method.
Two of these classifiers are a convolutional neural network (CNN) and a Long Short Term
4

https://keras.io/
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Memory (LSTM). It is introduced by [93].
CNN-GloVe: is a one-layer convolutional neural network model using pre-trained GloVe
embedding [94].
Ensemble-CNN: is a CNN model comprising three CNN models where each one is
trained using different embeddings. These are lexical, part-of-speech, and sentiment embeddings. This model is proposed by [95].
The results for accuracy, averaged F1 across the positive, negative and neutral classes,
and averaged precision and recall across all three classes are reported and obtained for all
models.
Table 4.3: Performance comparison of models. Best scores are in bold.

Model
CM
EACM
Ensemble-CNN-LSTM
CNN-GloVe
Ensemble-CNN

Accuracy (%)

Average F1 (%)

62.00
70.86
61.60
63.50
61.70

58.00
69.20
61.70
59.30
63.00

Table 4.3 shows the accuracy and the average F1 of all classification methods. It emerges
that our EACM model outperforms other baseline models and achieves a significant result
with 70.86% in accuracy and 69.20% in average F1. We observe that EACM shows an
improvement of 8.86% and 11.2% in accuracy and average F1, respectively, compared to the
CM model that does not take user emotional state into account.
Our approach of enriching the model with the user’s emotional state improves the classification performance of our proposed EACM model, compared with other models using text
only, by nearly 7-9.5% in accuracy and 6-9% in average F1.

47

72.00%

70.86%

70.00%

69.21%

68.00%

67.00%

66.00%
64.00%

Scores

64.00%
62.00%

60.00%

62.00%

62.00%
61.00%

60.00%

61.00%

61.00%

Precision
Recall

58.00%
56.00%

54.00%

Figure 4.2: Averaged precision and recalls of the models.

The average precision and recalls of the models across the positive, negative and neutral
classes are illustrated in Figure 4.2. We notice from Figure 4.2 that the precision and the
recall produced by our EACM model are about 69.21% and 70.86%, respectively, which are
higher by nearly 8-9% in precision and 4-8.5% in recall compared to other models.
These observations show that using an extra source of information can be beneficial for
improving the sentiment analysis task. In our case, the extra source of information is the
emotional state of the tweet writer.
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4.5. Conclusions
In this paper we illustrate our approach of going beyond the textual content of a tweet, by
taking into account not only the text but also the emotional state of the user who wrote that
tweet. We propose the Emotional Awareness based Classification Model (EACM) model,
using a bidirectional RNN network structure based on a gated recurrent unit. We built
and trained five deep neural network models, collectively named BiGRU-ESM (Bidirectional
GRU-Emotional State Model), one model for each of the emotion categories of anger, disgust,
joy, optimism, and sadness. The task of these five models is to provide the main model
(EACM) with the emotional state of the users (writers) as extracted from their tweet history.
The experimental results demonstrate the effectiveness of the proposed approach in comparison with other baseline models that utilize the textual content only. Specifically, the
results show a considerable improvement in performance and accuracy of the sentiment classification tasks with the new approach.
This work suggests interesting directions for future work. For example, it would be interesting to investigate extracting the emotional state of the users not only from their timeline
in Twitter but also across other social media platforms such as Facebook and Instagram. We
also plan to contribute to data sets by collecting and annotating tweets that have emotions,
since there is currently a lack of such data.
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CHAPTER 5
INCORPORATING SOCIAL RELATIONS BETWEEN USERS To IMPROVE
THE PERFORMANCE OF TWITTER SENTIMENT ANALYSIS
The research question we aim to address in this chapter is:
RQ3: Can incorporating social relations between users improve the performance
of Twitter sentiment analysis?
We introduce our methodology of incorporating implicit social contexts of microblogging
users in the sentiment analysis task. The implicit social contexts are derived by measuring
the similarity among users based on three levels: a profile, a timeline, and a content level.
The aim of these levels is to reveal possible relationships between any two users. Based on
the proposed methodology, we create a framework, named a Social Interaction Aware-based
Approach (SIAA), combining three deep learning models.
This chapter is organized as follows. Section 5.1 presents a description of our proposed
methodology. In Section 5.2, we introduce the SIAA framework in detail. Section 5.3 shows
the experiments and results. A description of the datasets used in this chapter is given in
Section 5.3.1. Section 5.3.2 discusses how the data was pre-processed. Section 5.3.3 presents
empirical evaluation results to verify the effectiveness of using a topical context to create
a user embedding. In Section 5.3.4, we describe our experimental setup and analyze the
results.

5.1. Methodology (Proposed Approach)
Various types of metadata are provided by social media platforms, such as Twitter. The
metadata consists of useful information about users, for example, temporal, geolocation, and
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relational. These can be used to improve the sentiment analysis task in social media.
Our focus in this part of the research is on social relations (called social contexts) of
microblogging users, and exploiting them in the sentiment analysis task. There are two kinds
of social contexts: explicit and implicit [96]. The explicit social contexts are derived from
direct relationships between users. An example of the explicit social contexts in Twitter is
the relation between follower and followee formed by users [97]. On the contrary, the implicit
social contexts can be defined as indirect relationships between users that are unobserved
through direct social relationships. It refers to the relations of users who tend to write on
similar topics [11]. The aim of implicit social contexts is to extract a latent connection
between users who do not necessarily have a direct connection that can be leveraged to
improve the accuracy of the sentiment analysis task.
Throughout the literature, there has been more attention paid to the influence of the
explicit social context on sentiment analysis. In contrast, studying the usefulness of the
implicit social context and ways of applying it to the sentiment analysis task in microblogging
is ignored. Therefore, in this part of the research, we incorporate implicit social contexts of
microblogging users in the sentiment analysis task, which enables our proposed models to
effectively use the latent information extracted from the indirect relationships among users.
The implicit social context features can be derived by measuring the similarity among users
based on three levels: a profile, a timeline, and a content level. Each level is designed to
reveal possible relationships between two given users. The following presents definitions and
notations for each level.

5.1.1. Profile Level Similarity (PLS)
The aim of this level is to find a similarity between users based on their publicly available
profiles information, inspired by Collaborative Filtering (CF) methods that are used by
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recommender systems. The purpose of recommender systems is to suggest items that users
are likely to find interesting based on some historical user data [98]. With the availability of
user profile information, the concept of CF can be adapted to sentiment analysis tasks. Not
unlike CF, our goal in this level is to list all users whose profile details are similar to a target
user. Then, the users in the created list are ranked based on a calculated score. These two
steps, listing and ranking users, are performed as follows.
Let U = {u1 , u2 , ..., un } be the set of users1 , where n is the number of users, and users
each have their own profile pui ∈ P = {pu1 , pu2 , ..., pun }. Each profile is composed of elements
e ∈ E = {e1 , e2 , ..., em }, where m is the number of elements. Some examples of these elements
that we take into our consideration in this level include: a number of posts a user has, the
number of their friends and followers, location, geographic information, whether they keep
the default profile image or change it, and a profile description. Unlike the explicit social
relationships between users that are static, the implicit social relationships have dynamic
characteristics. That means the explicit social relationships are going to be the same between
two users regardless of the context that one person choses to follow (befriend) another person.
In the implicit social relationships, the relations among users are determined by the context;
therefore, it is called indirect relationships. A user, A, could be related to user B in one
context and not related to B in another context. The context could be anything. It could
be a topic, an item, or an event. In this research, we assume the context is a list of topics
(see Section 5.3.1). Accordingly, we need a list of topics defined as T = {t1 , t2 , ..., td } where
d is the number of distinct topics.
1

In this part of the research, we use the terms user and author interchangeably.
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The first step is to list all users in U who had posts (tweets) regarding a specific topic in
T . This topic is called a target topic. This is done by the following formula:




1,

ui ∈ U ∧ tj ∈ T
U LT (ui , tj ) = 


0, otherwise

(5.1)

The function ULT (.) takes a user ui ∈ U and topic tj ∈ T , to reference a list of users who
wrote one or more posts using topics in T . This creates a lookup table stored in a n × d
matrix A, where n represents the number of users in U and d represents the number of topics
in T . We call this matrix a user-topic matrix, where Ai,j = 1 if user ui is posted a tweet in
a topic tj , and Ai,j = 0 otherwise.
The second step is to compute the profile similarities between a target user who wrote
a post in a topic and all other users listed in that topic. The similarity measure used in
our work is the cosine similarity. Therefore, given a target user x, a topic t, and a list of
users L in t corresponding to the matrix A, the user profile similarity denoted U P S(x, t, L)
is defined as a list:

U P S(x, t, L) = cost (x, y) for y ∈ L

(5.2)

where cost (.) is a cosine similarity function computed by:
m
P

xe y e
~x . ~y
e=1
s
=s
cost (~x, ~y ) =
m
m
k~xk × k~y k
P
P
2
xe
ye2
e=1

(5.3)

e=1

where ~x and (~y ∈ L) are vectors created by the profile elements, e is an element in E that
forms the user profiles px and py of users x and y, xe ∈ px and ye ∈ py for e = 1, 2, ..., m.
The output of the computed cosine similarity step is a set of lists of the form U P S(x, t, L)
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associated with each user x in U . As mentioned above, these lists are created based on a
given topical context. Each list has a group of users along with scores, computed by Eq.
(5.2), that represent their similarity with a given user and topic. Therefore, the number of
lists a user could have is |T |.
The last step is to rank these lists of users of a target user. The best choice to accomplish
this task is the K-Nearest Neighbors algorithm (K-NN). This algorithm finds the k most
similar users of a given user and his/her list of users. The value of k is determined by the
topic. The output of this step consists of the k nearest neighbors (users) who, based on the
input values, are most similar to the given target user. Then, the sentiment ratio of each
label (positive and negative) of the k neighbors is calculated. This provides us with two
vectors of length k, one for each label. The average of each vector is computed and assigned
to the target user. Therefore, the target user has two sentiment values.

5.1.2. Timeline Level Similarity (TLS)
This level aims to find social similarity between users based on their historical tweets
(we refer to these tweets as a user Twitter timeline). In the TLS level, we utilize the target
user’s timeline and his/her contextual users’ timelines similarity to build the implicit social
relations. That is, this level is going deeper into discovering the indirect social relations
between users and employ these to improve the accuracy of the sentiment analysis task. In
particular, we introduce a contextual similarity to social contexts.
We replace the author profile set P of the previous section by the author timeline (historical) set H. Therefore, hi ∈ H = {h1 , h2 , ..., hn } represents ui ∈ U for all tweets in his/her
timeline. We use the Twitter API to obtain a Twitter timeline for each user in U . The API
returns the most recent 3,200 tweets in their timelines.
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Unlike PLS, TLS measures the similarity in textual settings. First and foremost, the format of the given data needs to be converted into a measurable format. One way to do this
is to represent each tweet in an author timeline as vectors of features, then compare them
by measuring the distance between these features. The literature offers several techniques
to convert tweets into vectors [17], such as Bag of Words (BoW), Term Frequency-Inverse
Document Frequency (TF-IDF) and word embeddings. Here, we decided to use the word
embeddings. The reasons for this choice are that the word embeddings are useful for recognizing contextual content [99] and perform very well on sentiment analysis tasks [100].
Accordingly, we apply the pre-trained GloVe word embeddings [63]. These embeddings are
obtained via training on a corpus of 2 billion tweets from Twitter [101]. The resulting vectors
are then used to compute the similarities.
Given a target user x timeline, a topic t, and a list of users L in t that are derived from
the matrix A along with their timelines, the author timeline similarity denoted AT S(x, t, L)
is defined as:

AT S(x, t, L) = cost (x, y) for y ∈ L

(5.4)

where cost (.) is a modified version of the cosine similarity function in Eq. (5.3),
m
P

xj y j
~x . ~y
j=1
s
s
=
cost (~x, ~y ) =
m
m
P
P
k~xk × k~y k
2
xj
yj2
j=1

(5.5)

j=1

where ~x and (~y ∈ L) here are vectors created by Twitter timelines of users x and y, j refers
to a feature in the created vectors, m is the number of features users x and y have in their
timeline tweets, and hx and hy are users’ x and y Twitter timelines, xj ∈ hx and yj ∈ hy for
j = 1, 2, ..., m.
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The output of the above equation (Eq. 5.4) is a set of lists of users who have at least
one tweet in a given topic t with a target user. Each of these users has a score representing
the degree of similarity between that user and the target user. The list of users is sorted
in descending order. The sentiment ratio of each label (positive and negative) of the top n
users on the list is calculated. This provides us with two vectors of length n, one for each
label. The average of each vector is computed and assigned to the target user. Therefore,
the target user has two sentiment values.

5.1.3. Content Level Similarity (CLS)
The target of this level is to find social similarity between authors based on their tweets
in a given dataset. The CLS level is an alternative version of the TLS. Here, we assume that
historical tweets of authors are not available for any reason.
To address the lack of historical tweets, we discover the implicit social relation between
users based on their tweets that exist in the dataset only. For each user in U , a list of users
that is created based on a given topical context is formed. The number of lists of each user
equals |T | the number of topics in T . Similar to the TLS, we apply the pre-trained GloVe
word embeddings in order to represent the content as vectors. The resulting vectors are then
used to compute the similarities.
Accordingly, given a target user x tweet, a topic t, and a list of users L in t that are
derived from the matrix A along with their tweets in a given dataset, the author content
similarity denoted ACS(x, t, L) is defined as the list

ACS(x, t, L) = cost (x, y) for y ∈ L

(5.6)

The cost (.) function is calculated similarly to Eq. (5.4), except that the vectors here are
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created at the content level. Like the TLS, the sentiment ratio of each label (positive and
negative) of the n top users in the target user list is calculated. This provides us with two
vectors of length n, one for each label. The average of each vector is computed and assigned
to the target user.

5.2. Proposed Models
Based on our approach explained in Section 5.1, we proposed a framework, named a
Social Interaction Aware-based Approach (SIAA), combining three deep learning models,
one for each level. These models are PLS-based Model (PLSM), TLS-based Model (TLSM),
and CLS-based Model (CLSM).
Each model has a similar architecture with different levels of analysis. We use a deep
neural network based on two architectures: Gated Recurrent Units (GRU) and Conventional
Neural Networks (CNN). The GRU architectures are useful for the sentiment classification
task because of their ability to overcome vanishing and exploding gradient issues [102], while
the CNN architectures are able to recognize local features from textual content [103].
The inputs of the models are the target tweet, along with the tweet’s author, and the
contextual topic (i.e., the topic appears in the target tweet). The target tweet is fed into an
embedding layer. The target tweet should be converted to a low-dimensional embedding to be
acceptable as an input in this layer. Therefore, a word embedding, which is a distributional
feature representation, is associated with each token (word) of the target tweet. For the
purposes of this work, we utilize the publicly available GloVe embeddings [63], pre-trained
on 2 billion tweets from Twitter with a dimensionality of 200. Since not all tweets have the
same length (number of tokens), a padding is performed. The tweet length is normalized
by padding with zeros. The padding size is determined by the maximum number of tokens
a tweet in a dataset can have. To avoid overfitting, the spatial dropout layer is applied to
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the embedding layer. Then, the output of this layer is fed into a bi-directional GRU layer of
dimension 200. Concurrently, a max-pooling layer and an average-pooling layer are applied
to the output of the last step.
The target tweet’s author and the topic inputs are used to extract implicit relationships.
The implicit social context representation is selected based on the model target level. Also,
the set of users contributing to the target topic are formed (see Section 5.1). The output
of this step is then fed into a dense layer to represent implicit social context features of the
target author
The above part of the model deals with a general representation (i.e., at the level of a
given dataset) of a tweet. This type of representation lacks in local representation of a tweet
within its topical context. Therefore, based on the assumption that tweets with the same
topic should have embeddings close to each other [104], we use the (target) topic in the target
tweet to create a topic-specific representation. To do this, a character-based convolutional
neural network model is proposed. The reason of working at the character level instead of
the word-level is that the number of tweets in a topic is less than the number of tweets in
the whole dataset, which means fewer tokens (words) can be extracted at the word level
for learning tweet representation compared to the character level extraction. That is, the
character level representation can help the model to identify tokens (i.e., as a combination
of characters) that are most related to the target topic.
Accordingly, each topic in T has its own character n-grams space constructed in the input
layer. The number of consecutive characters ranges from 1 to 4 n-grams. In the embedding
layer of this model, the tweet representation is created. Each created character is replaced
by its TF-IDF score. Then, the representation is fed into a conventional layer to extract
local features in each token window. A max-pooling layer follows, which is used to select the
most important features from the feature pool.
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The last outputs of each part of the framework are concatenated and fed to another
dropout layer. At the final layer, the resulting output is run through a fully-connected
layer where the number of neurons equals the number of labels in the task. The RMSprop
optimizer [105] and a cross-entropy loss function are used in this layer. A continuous value
representing the sentiment polarity of the target tweet is extracted by this final layer. The
final prediction of the label of a given tweet is chosen as the (postive or negative) label with
the higher probability.

5.3. Experiments and Results

5.3.1. Dataset Sources
We evaluate our models on two Twitter sentiment analysis benchmark datasets: SemEval
and HCR. These two datasets are used by researchers to assess the efficiency of their proposed
models in the sentiment analysis task.
Health Care Reform (HCR): This dataset was collected by [106]. It has tweets debating
America’s health care reform in March 2010. The HCR dataset is divided into three sets:
training, development, and test dataset. Here, we deal with all three subsets as one full
dataset for analysis. The dataset contains five types of labels: positive, negative, neutral,
irrelevant, and unsure. In this work, our focus is on identifying the polarity of tweets.
Therefore, tweets with positive and negative labels are used in our experiments and neutral
tweets are filtered. The labels are assigned to nine different topics (targets): Health Care
Reform, Obama, Democrats, Liberals, Conservatives, Republicans, Tea Party, Stupak, and
Other.
SemEval: This dataset was created for the Twitter sentiment analysis tasks by [107] in
the Semantic Evaluation of Systems challenge (SemEval). Each year, the organizers of this
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challenge provide a dataset for the sentiment analysis task of that year. The tweets are
manually labeled by five Amazon Mechanical Turk (AMT) workers. The provided dataset
can be created specifically for that year or from previous years. In this part of the research,
we conduct our experiments using a dataset collected from the 2015 and 2016 SemEval
Twitter challenge datasets. Each tweet in the dataset comprises the tweet ID, the author
ID, the topic of the tweet, and the sentiment label (positive or negative). The number of
topics in the SemEval dataset is 274. The Twitter API is used to download all tweets.
Detailed statistics of these datasets are provided in Table 5.1
Table 5.1: Statistics of datasets

No. of
No. of
Total
No. of
No. of

Positive Tweets
Negative Tweets
Topics
Users

SemEval
10,993
4,568
15,561
274
14,814

HCR
448
1,125
1,573
9
920

5.3.2. Preprocessing
The preprocessing steps mentioned in Section 4.4.2 are used for this research question.
Topics that have less than 30 tweets are removed along with their tweets. Any duplicated
tweets are eliminated.

5.3.3. Usefulness of Topic Context
Here, we present empirical evaluation results to verify the effectiveness of our method
of using topical context to create a user list that is used later on as user representation
(i.e., user embedding) for inferring implicit social relationships of that user. We apply the
proposed method on the two datasets introduced in Section 5.3.1.
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Figure 5.1: Percentage of agreement in opinions among authors, based on a
given topic in the datasets HCR (on the right) and SemEval (on the left).

Figure 5.1 depicts the percentage of agreement in opinions among authors, based on a
given topic in the datasets HCR (on the right) and SemEval (on the left). It shows the
seven most common targets (topics) in both datasets. The HCR dataset topics are Health
Care Reform (HCR), Conservatives, Obama, Democrats (Dems), Tea Party, Liberals, and
Republican (GOP), while the SemEval dataset topics are Arsenal, Barca, Chelsea, Google,
Netflix, Xbox, and Thor.
The values in Figure 5.1 indicate that there is a relatively strong correspondence between
user opinions and topics on which the users like to share their thoughts. For example, the
Thor and Barca topics obtain about 90% and 93%, respectively, of agreement among the
users who wrote about these topics. It is worth noticing that the opinion agreements on
non-general topics such as Thor and GOP are higher than general topics such as Google
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and HCR. Overall, using the topical context to create user embeddings yields a sufficiently
accurate representation.

5.3.4. Results
We trained and validated our models on the training and development datasets and tested
their performance on the test dataset (see Section 5.3.1). In order to illustrate the performance of our approach, we compare the results with several baseline models as described
below:
Naive Bayes (NB): Naive Bayes works well on text categorization [85]. This is a
probabilistic algorithm that uses Bayes’ rule. Eq. (5.7) represents Bayes’ rule,

P (cd) =

P (c)P (d|c)
P (d)

(5.7)

where c is the class and d is the document (tweet) under consideration.
Support Vector Machine (SVM): Another popular classification technique relies on
the Support Vector Machine. According to [87], SVM has been shown to be highly effective
at text categorization.
Convolutional Neural Network (CNN): This is a typical neural network architecture for sentiment analysis tasks [48], which leads to very competitive results on sentiment
classification [108].
Multilayer Perceptron (MLP): MLP is a type of feedforward Artificial Neural Network (ANN) [109]. Units are structured in layers consisting of an input layer, one or more
hidden layers, and an output layer. Layers are arranged consecutively. Data passes through
layers starting from the input layer and ending at the output layer. MLP has been used
successfully in many fields [40].
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Long Short-Term Memory (LSTM): The LSTM models have achieved impressive
performance on the sentiment classification task [91]. They have the ability to handle longrange dependencies [68].
Tables 5.2 and 5.3 show the results obtained from the baseline models and our models in
accuracy, precision, recall, and F1 measures, along with the averages of precision, recall, and
F1 across all datasets. Among the baseline models, the highest accuracy, 88.69%, is achieved
on the SemEval dataset using LSTM, and 77.78% on the HCR dataset using SVM. On the
other hand, MLP provides the lowest performance in accuracy on both datasets (SemEval:
73.04% and HCR: 72.84%).
These results show that our proposed models: PLSM, TLSM, and CLSM, outperform
all models by a substantial margin. It is also worth noting that our framework provides a
stable performance across the classes.
As for per-class sentiment classification, we observe that all baseline models perform
relatively poorly on recalling negative tweets on the SemEval dataset, and positive tweets
on the HCR dataset. For example, the recall of the baseline models for negative tweets
ranges from 12.83% to 76.57% on the SemEval dataset. Similarly, the recall of the baseline
models for positive tweets ranges from 27.03% to 61.90% on the HCR dataset. This may be
due to the imbalanced sentiment class distribution in the datasets. This is a common issue
with most social media datasets, which has a huge negative effect on classifiers created for
sentiment analysis tasks.
However, our evaluation shows that our models based on the proposed approaches are
robust with respect to the imbalanced dataset issue. They produce a consistent and superior performance compared to the baseline models on both datasets. The accuracy of our
proposed models ranges from 86.80% to 90.10% on the SemEval dataset and from 83.75%
to 90.96% on the HCR dataset. Furthermore, it can be clearly seen in Figure 5.2 that our
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Accuracy
87.35%
88.69%
86.19%
84.93%
73.04%
87.50%
86.80%
90.10%

Precision
89.70%
90.68%
87.19%
89.40%
73.24%
92.88%
91.73%
93.24%

Positive
Recall
93.04%
93.87%
94.38%
89.36%
97.70%
92.70%
93.34%
92.81%
F1
91.34%
92.25%
90.64%
89.38%
83.72%
92.78%
92.53%
93.02%

Precision
80.56%
82.97%
82.92%
74.03%
69.57%
82.02%
82.94%
82.48%

Negative
Recall
76.57%
75.59%
66.30%
74.12%
12.83%
82.40%
79.20%
83.41%
F1
76.57%
79.11%
73.68%
74.07%
21.66%
82.21%
81.03%
82.94%

Precision
87.11%
88.50%
85.94%
84.94%
72.17%
87.45%
87.34%
90.13%

Our Approach (SIAA)

Baseline Models

Model
CNN
LSTM
NB
SVM
MLP
PLSM
TLSM
CLSM

Accuracy
76.14%
76.14%
77.21%
77.78%
72.84%
83.87%
90.96%
83.75%

Precision
60.76%
62.69%
76.19%
57.78%
53.57%
91.35%
97.87%
84.19%

Positive
Recall
43.24%
37.84%
34.04%
61.90%
27.03%
61.46%
76.03%
52.85%

F1
50.53%
47.19%
47.06%
59.77%
35.93%
73.48%
85.58%
64.94%

Precision
80.00%
78.90%
77.37%
85.78%
76.04%
87.07%
91.52%
83.65%

Negative
Recall
89.05%
91.17%
95.50%
83.55%
90.81%
97.76%
99.43%
96.05%

F1
84.28%
84.59%
85.48%
84.65%
82.77%
92.11%
95.31%
89.42%

Precision
74.58%
74.33%
77.02%
78.31%
69.71%
89.21%
94.70%
83.80%

Table 5.3: Experimental results of our models, compared with baselines on the HCR dataset

Our Approach (SIAA)

Baseline Models

Model
CNN
LSTM
NB
SVM
MLP
PLSM
TLSM
CLSM

Table 5.2: Experimental results of our models, compared with baselines on the SemEval dataset

Average
Recall
76.14%
76.14%
77.22%
77.78%
72.84%
79.61%
87.73%
83.75%

Average
Recall
87.36%
88.69%
86.19%
84.93%
73.04%
87.55%
86.27%
90.10%

F1
74.77%
74.05%
74.05%
78.01%
69.57%
82.79%
90.45%
82.45%

F1
87.16%
88.53%
85.70%
84.94%
65.69%
87.50%
86.78%
90.11%

proposed models produce better values in positive recall and precision than the baseline
models. This shows the effectiveness of our approach compared to the other models.
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Figure 5.2: Recall and precision values comparison of the positive label on the
HCR dataset.

One difficulty in the sentiment analysis task is the lack of labeled training data [98]. It
can be clearly observed from the results that this issue has a huge negative impact on the
performance of the baseline models. This includes traditional machine learning (SVM and
NB) and deep learning-based models (LSTM, CNN, and MLP). The performance of these
models on the HCR dataset is lower compared to their performance on the SemEval dataset.
For instance, the accuracy of SVM and NB on the SemEval dataset is 84.93% and 86.19%,
respectively, while their accuracy on the HCR dataset is 77.78% and 77.21%, respectively. On
the SemEval dataset, LSTM and CNN attain 88.69% and 87.35% in accuracy, respectively.
Conversely, they produce a low accuracy score, 76.14%, on the HCR dataset.
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Our proposed approaches and the three designed models overcome the issue of the need for
a large amount of labeled data in order to have a better performance. The results show that
our models outperform baseline models for identifying both negative and positive sentiments
on both datasets regardless of data size. The accuracy of PLSM, TLSM, and CLSM on the
SemEval dataset, which has a large number of training data, is 87.50%, 86.80%, and 90.10%
respectively. These models provide consistent performance on the HCR dataset, which has
a lack of labeled training data. The accuracy and average precision are 83.87% and 89.21%
for PLSM, 90.96% and 94.70% for TLSM, and 83.75% and 83.80% for CLSM.
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Figure 5.3: Comparing average precision, recall, and F1 values of our models
for the SemEval and HCR datasets.

Figure 5.3 shows the average precision, recall, and F1 comparison of our proposed models
(PLSM, TLSM, and CLSM) on the SemEval and HCR datasets. As mentioned in Section 5.2,
each model deals with its designated level to extract the implicit social context among users.
PLSM works at the profile level, TLSM at the timeline level, and CLSM at content level.
66

Figure 5.3 demonstrates that, by exploiting social relations, our proposed models outperform
the text-based methods significantly.
Even though the performance of the proposed models is similar across the datasets, some
observations are worth noticing. The TLSM model has higher average precision and F1 on
the HCR dataset (94.70%, 90.45%, respectively) compared to the SemEval dataset (87.34%,
86.78%, respectively). This shows that extracting social contexts at the timeline level can
leverage the sentiment analysis task, especially in case of a dataset, such as HCR, with an
insufficient amount of data. As another observation, comparing the performance of PLSM on
the SemEval dataset with the HCR dataset, we can see that PLSM attains a relatively high
score in precision (89.21%) on the HCR dataset. For CLSM, the obtained results on the HCR
dataset are slightly worse compared to the SemEval dataset. This could be explained by the
fact that the method extracts the social contexts at this level. At the content level, the social
context among users is created based on their tweets in a given dataset (see Section 5.1).
Accordingly, the size of the given dataset can affect the performance of that model.
In general, the models based on our proposed approaches produce relatively balanced
results on both datasets. The results of our proposed models demonstrate the effectiveness
of enriching models with the additional sources of information, by going beyond the textual
content of a given document (tweet). Here, the sources of information are obtained from
social contexts. Furthermore, the results show that our methods can be used to overcome
the issue resulting from a lack of training data.
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CHAPTER 6
THE EFFECT OF DETECTING POLARITY AT THE TOPIC LEVEL ON
SENTIMENT CLASSIFICATION PERFORMANCE
In this chapter, we address the fourth research question of this thesis. Our goal is to
explore the effect of detecting polarity at the topic level on sentiment classification performance. Discovering the polarity at this level is more appealing in some cases, for example,
a given tweet without enough words to infer its polarity. To achieve this goal, we introduce
the power of utilizing the information at the topic level into the sentiment analysis task.
Therefore, we propose a framework for Twitter sentiment analysis based on a deep learning
approach utilizing awareness of topic-level information.
This chapter is organized as follows. Section 6.1 presents a description of our proposed
methodology. Section 6.2 shows the experiments and results. The description of the datasets
used in this chapter is shown in Section 6.2.1. Section 6.2.2 discusses how the data was preprocessed. In Section 6.2.3, we describe our experimental setup and analyze the results.

6.1. Methodology (Proposed Approach)
In this part of the research, we have a corpus C in which ci ∈ C is composed of a triplet
(di , ti , li ), where d ∈ D = {d1 , d2 , ..., dn } is a document of n tweets, t ∈ T = {t1 , t2 , ..., tm } is
one of m distinct topics, and l ∈ L is a sentiment label. Each topic in T is associated with
a set of tweets ti = {ti1 , ti2 , ..., tig }, where g is the number of tweets in the topic. Therefore,
given a corpus Ć of documents with their associated topics T and corresponding sentiment
labels L, the task is to predict a sentiment label for a given tweet based on a topic where
the tweet has appeared.
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Our key idea is to introduce the power of utilizing the information at the topic level
into the sentiment analysis task. Users post tweets on different topics on Twitter to express
their opinions and thoughts. While sentiment analysis at the tweet level provides very useful
information, addressing a sentiment tendency towards topics is more appealing in some cases.
For example, for a given tweet without enough words to allow a classifier to infer the tweet
polarity, incorporating the topic-level polarity of the tweet can provide the classifier with
useful indicators, which in turn can enhance the Twitter sentiment analysis performance.
Accordingly, we propose a framework for Twitter sentiment analysis based on a deep
learning approach utilizing awareness of topic-level information. The framework consists
of four main components and each one of these deals with the task at a different level.
Figure 6.1 provides a high-level overview of our framework.
The first component of our framework targets the sentiment analysis task at the tweetlevel. Basically, we built and trained a tweet-level sentiment classification model based on
a deep learning approach. The model consists of a Bidirectional RNN network, based on a
GRU (Gated Recurrent Unit). We will refer to this model as a Bidirectional GRU-TweetLevel Model (BiGRU-TLM).
The BiGRU-TLM architecture includes an input layer, an embedding layer, a spatial
dropout, a Bi-GRU layer, and a max and an average pooling layer. At the input layer, the
pre-processed tweet di is treated as a sequence of words, Wd∈D = (w1 , w2 , ..., wn ). These are
given by a one-hot vector, which has the length of the size of the vocabulary. Because of the
inconsistency in the length of tweets, the shorter tweets need to be padded. We normalize
the tweet length by padding with zeros.
At the embedding layer, we apply a pre-trained GloVe word embedding on each word
in the vocabulary list. 200-dimensional GloVe vectors are adapted with 27 billion tokens
(words), which are trained on 2 billion tweets from Twitter. To reduce overfitting, the
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Figure 6.1: High-level overview of our framework.

spatial dropout layer is applied to the embedding layer. The Bi-GRU layer contains 100
neurons. The temporal information of the tweet sequence is captured in this layer in both
directions, forward and in reverse. Concurrently, the output of this layer is fed to two pooling
layers, max and average. The outputs of both layers are concatenated and then appended to
other outputs in a merging layer. The aim of the merging layer in the proposed framework
is to combine the outputs of all components in the framework into one final vector.
The second component of our proposed framework deals with the sentiment analysis task
at the word-level within the topical context. Not all words (tokens) have the same level of
impact on a topic where they appear. Therefore, it is reasonable not to treat all words at
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the same level of importance at the topic perspective. Based on this assumption, we seek to
infer word importance for a given topic and use this as an indicator of the topic polarity.
To do this, we propose a deep learning model using Convolutional Neural Networks
(CNN), that works directly on tweets of a specific topic to improve the sentiment classification. We will refer to this model as a CNN-Topic and Word Level Model (CNN-TWLM).
The CNN-TWLM architecture includes an input layer, an embedding layer, a onedimensional convolutional neural network layer, and an average pooling layer. The input
layer has two tasks: preparing the required data for each topic in T and creating a representation of each word. Since the main corpus C has all tweets along with topics stored in one
main set, subsets of C are created. This could be defined as follow:
Sti = {(d, ti , l) ⊂ Ć| d appears only in ti ∈ T}.
Each Sti is a subset of C that contains only tweets from D occurring in one specific topic
ti . This is the first task of the input layer. The second task of the input layer consists of
taking the Sti and forming a vector representation of words associated only with the topic ti .
Each topic in T has its own vector representation of its own words. Therefore, the number
of vector representations constructed is |T |.
The vector representation of each word in a given topic in the CNN-TWLM input layer is
built using a Bag-of-N-Grams (BoNG) approach. The n-gram in BoNG is set up for two gram
types: unigrams and bigrams. In the BoNG approach, each word is represented as a one-hot
vector. The length of each vector is equal to the size of the vocabulary of a given topic.
That is, only one dimension is 1, with all others being 0. However, the one-hot vector alone
is not sufficient to determine the importance of words toward a topic. We need a weighting
scheme that allows to associate each word with a score reflecting its importance toward a
topic where it occurred. To achieve that, we employ a Term Frequency-Inverse Document
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Frequency (TF-IDF) scheme. It is a weighting scheme that represents the importance of a
word w to a document d [110]. it is calculated by

Wi,j = TFi,j × log

N
DFi

(6.1)

where TFi,j is the term frequency of i in j, DFi (document frequency) is the number of
documents contains i, and N is the total number of documents. Therefore, the TF-IDF
score, calculated as

WS(Sti ⊂ Ć, w) = TF(Sti , w) × log

|Sti |
|Sti , w|

(6.2)

is a weighting scheme defined for a subset Sti of Ć containing only tweets that occurs in a
topic ti , and a word w. Here T F (Sti , w) is term frequency, i.e., the number of occurrences
of the word w in the tweets of Sti , |Sti | is the number of tweets associated with the topic ti ,
and |Sti , w| = |{d ∈ D | (d, ti , l) ∈ Sti and d contains the word w}| is the number of tweets
in Sti that contain the word w.
In the embedding layer of CNN-TWLM, the tweet representation is created. Each word
of tweets in Sti is replaced by its TF-IDF score calculated by Eq. (6.2). The size of the
embedding layer is set to 61, which is the maximum numbers of words (terms) in the tweets
across all topics in T for the considered dataset. The resulting representation is fed to the
convolutional neural network layer where the local features are extracted. Then, a pooling
function in the average pool layer is applied to the output of the convolutional neural network
layer. Following this, the output of CNN-TWLM is concatenated with the outputs of other
models in the proposed framework.
The third component of our proposed framework operates on the character level within
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the topical context. Most linguistic issues exist in social media settings (in particular, Twitter), for example, spelling mistakes, the extensive use of slangs and abbreviations, and
presence of content with mixed languages [58]. Dealing with the sentiment analysis task at
the character level reduces the effect of these issues. Therefore, we propose CNN-TCLM
(CNN-Topic and Character Level Model), a character-based convolutional neural network
model. As main advantage of this model, it provides our proposed framework with the ability
to learn in a language-independent manner.
The CNN-TCLM model architecture is similar to CNN-TWLM, except that it works on
character level instead of word level. Each topic in T has its own character n-grams space
constructed in the input layer. The number of consecutive characters ranges from 1 to 4
n-grams. In the embedding layer of this model, the tweet representation is created. Each
created character of the tweets in Sti is replaced by its TF-IDF score ( which is a modified
version of Eq (6.2)), as follows:

WS(Sti ⊂ Ć, ch) = TF(Sti , ch) × log

|Sti |
|Sti , ch|

(6.3)

is a weighting scheme defined for a subset Sti of Ć containing only tweets that occurs in a
topic ti , and a character ch. Here T F (Sti , ch) is term frequency, i.e., the number occurrences
of the character ch in the tweets of Sti , |Sti | is the number of tweets associated with the topic
ti , and |Sti , ch| = |{d ∈ D | (d, ti , l) ∈ Sti and d contains the character ch }| is the number
of tweets in Sti that contain the character ch. The output of this model is concatenated in
a merging layer with the outputs of other models in the proposed framework.
The fourth component of our proposed framework is designed to provide the framework
with the overall sentiment polarity of all topics in T across the different classes. This can be
done by creating a model based on a quantification approach. We will refer to this model as

73

a Topic Sentiment Quantification Model (TSQM). In this model, an estimation of a tweet
distribution on a given topic is provided for each class.
Each topic in T has its own TSQM model, built and trained on its own dataset, Sti ⊂ C.
The number of created models is |T |. A logistic regression classifier is used to create TSQM.
It is trained with hybrid features: word n-gram (1-2) and character n-gram (1-4). The
estimation given by

TP(l, ti ) =

|Sti , l|
|Sti |

(6.4)

where TP(l, ti ) is a function that computes the topic probability of ti in T being labeled l,
|Sti , l| is the number of tweets in Sti labeled l, and |Sti | is the number of all tweets in the
topic ti . The resulting values are appended to other outputs in the merging layer of the
framework.
Concurrently, the outputs derived from all the above components are concatenated to
form a single feature vector, and the dropout layer is applied to the feature vector. This
vector is then fed to a fully connected sigmoid layer. In this layer, a continuous value
representing the sentiment polarity (as a probability) of a given tweet occurring in a specific
topic is calculated. The highest value is chosen for the final prediction of the sentiment of
the tweet.
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6.2. Experiments and Results

6.2.1. Dataset Sources
We evaluate our models on the benchmark datasets provided by the SemEval challenge
runs in 2015 for subtasks B and D, and 2016 for subtasks B, D, C, and E [111], [112]. Each
dataset is divided into training, development and testing set. The datasets are labeled in a
two-point scale (positive and negative classes), and a five-point scale (-2, -1, 0, 1, and 2);
corresponding to strongly negative, negative, neutral, positive, and strongly positive).
In all the datasets, Twitter status IDs and topics which appeared in them are given along
with annotations. The Twitter API is used to download all tweets. An overview of the
statistics of the used datasets is provided in Table 6.1 and 6.2.
Table 6.1: SemEval-(2015-2016)-BD datasets statistics

Dataset
SemEval-2015-BD
SemEval-2016-BD

Train
Test
Train
Dev
Test

No. of Topics
137
44
60
40
100

Positive
870
142
3,591
2,139
8,212

Negative
1,516
344
755
603
2,339

Table 6.2: SemEval-2016-CE dataset statistics

No. of Topic
Strongly positive
Positive
Neutral
Negative
Strongly negative
Total

SemEval-2016-CE
Train Dev
Test
60
40
100
437
201
382
3,154 1,938 7,830
1,654 1,258 10,081
668
529
2,201
87
74
138
6,000 4,000 20,632

75

Total
2,386
486
4,346
2,742
10,551

The datasets used in this part of the research are different in scales. To get the most
benefit of the datasets, they need to be unified. Since we deal with the problem as a two-point
scale sentiment classification task, we convert the five-point scale dataset into a two-point
scale based on the following equation:

LC(ti , li ) =





negative

if li = {−2, −1, 0}




positive

if li = {1, 2}

(6.5)

where LC(ti , li ) is a Label Converter function that receives a tweet (ti ) and its original label
(li ) and does the proper label conversion. If li equals either -2, -1, or 0, the label of the ti
becomes negative. Similarly, if li equals either 1 or 2, the label of the ti becomes positive.
According to the dataset provider, SemEval, tweets labeled neutral (i.e., 0) can be treated
as negative ones. Therefore, the label 0 is associated with a negative label in Eq. (6.5).
After applying the LC, the total number of tweets used in this part of the research is 49,596:
28,893 positive tweets and 20,703 negative tweets.

6.2.2. Preprocessing
The syntax of tweets is commonly not well-structured. Thus, we applied the following
preprocessing steps to the raw data. Each tweet is converted to lowercase. All Twitter
handles (URLs, mentions ‘@’, and hashtags ‘#’) are replaced by placeholders <url>, <user>,
and <hashtags>, respectively. Since numbers, punctuation, and special characters do not
provide useful sentiment information, they are eliminated from the data. All words of length
less than three characters are also removed. Topics that have less than 30 tweets are removed
along with their tweets. Any duplicated tweets are eliminated.
Elongated words that have one letter repeated more than twice are tagged and substituted
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with the same words but where at most two consecutive occurrences are kept. For example,
"goooooood" becomes "good". Emoticons are replaced with tags reflecting their meaning.
For example, the ‘:)’ emoticon is replaced by a <smile> tag.
Our proposed models have pre-trained embeddings with the GloVe algorithm (see Section
4.3). Therefore, for optimal benefit, we also apply the same preprocessing steps mentioned
in the GloVe website, which are used to create GloVe word embeddings on Twitter data.
Finally, for tokenizing, we utilize the tokenizer provided by the Keras1 library.

6.2.3. Results
We trained and validated our models on the training and development datasets, and
tested their performance on the test dataset (see Section 6.2.1). In order to illustrate the
performance of our approach, we compare the results with several baseline models as described below.
Model 1 (M1): This model is proposed by [113]. It is based on a majority vote scheme.
It combines several supervised machine learning algorithms: Ridge, Logistic Regression,
Stochastic Gradient Descent, Nearest Centroid, Bernoulli Naïve Bayes, Linear SVC, and
Passive-Aggressive.
Model 2 (M2): The authors of [114] build a model for a topic-based sentiment classification using a simple convolutional neural network. It consists of six layers: an input layer,
a convolutional layer, a max-pooling layer, a topic embedding layer, a concatenate layer, and
an output layer.
Model 3 (M3): This model applies a quantification approach with a deep learning
based model for sentiment analysis tasks on Twitter. A Long Short-Term Memory (LSTM)
1

https://keras.io/
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is used as a model structure, which is an extension of a Recurrent Neural Network (RNN)
model. This model is presented in [115].
Model 4 (M4): In [116], a deep multi-layer convolutional neural network is proposed.
This model operates at the character level. It takes character embeddings as an input. Then,
a series of three convolutional filters is applied to the embeddings. In this model, three nonlinear layers are used with a variety of activation functions: linear rectification, hyperbolic
tangent, and sigmoid.
Model 5 (M5): This model is presented in [117]. The authors combine a Support
Vector Machine (SVM) model with Word2Vec vectors generated by training tweets.
Model 6 (M6): [118] applies a Multi-Kernel Gaussian Process model for sentiment
analysis on Twitter. It is based on non-parametric Bayesian modeling. The model uses a
fixed rule multi-kernel learning method and vectors constructed by a Bag-of-Words (BOW)
approach.
Model 7 (M7): This model presented in [119] is built by combining a deep learning
model (Gated Recurrent Units) and SVM. The model first extracts features using GRU
trained on pre-trained word embeddings (obtained by GloVe). Then, the resulting word
embeddings feed into a SVM classifier to achieve the sentiment analysis task.
Table 6.3: Experimental results of our model, compared with baselines
Model
M1
M2
M3
M4
M5
M6
M7
TACM

Positive
Negative
Accuracy Precision Recall F1
Precision Recall F1
Precision
60.70%
50.40% 93.30% 65.40%
89.80% 39.20% 54.60%
70.10%
77.70%
67.30% 85.50% 75.30%
88.30% 72.50% 79.60%
77.80%
79.00%
69.70% 83.80% 76.10%
87.60% 75.90% 81.30%
78.65%
71.20%
83.40% 78.70% 81.00%
37.60% 45.00% 40.90%
60.50%
80.90%
71.80% 85.90% 78.20%
89.30% 77.60% 83.00%
80.55%
51.80%
44.90% 92.20% 60.40%
82.90% 25.00% 38.50%
63.90%
49.90%
41.10% 59.60% 48.70%
61.90% 43.50% 51.10%
51.50%
89.20%
88.00% 84.60% 86.27%
90.70% 93.40% 92.03%
89.35%
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Average
Recall
66.30%
79.00%
79.80%
61.80%
81.80%
58.60%
51.60%
89.00%

F1
60.00%
77.50%
78.70%
61.00%
80.60%
49.40%
49.90%
89.15%

Values

100.00%
90.00%
80.00%
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%
0.00%
M1

M2

M3

M4

M5

M6

M7

TACM

Models
Precision

Recall

Figure 6.2: Recall and precision values comparison of the positive label.

The results in accuracy, precision, recall, and F1 metrics along with the averages of
precision, recall, and F1 across all classes are reported and obtained for all models. These
metrics values are presented in Table 6.3.
The experimental results demonstrate that our proposed framework, TACM, outperforms
other baseline models and achieves a significant result with 89.20% in accuracy. Similarly,
when we look at the average precision, recall, and F1, our proposed framework produces the
highest performance among all models, with an average F1 of 89.15%, precision of 89.35%,
and recall of 89.00%. These results show that TACM outperforms the other models by a
substantial margin. It is also worth noting that our framework provides a stable performance
across the (positive and negative) classes.
We see a low performance of models that are only using texts (tweets) compared to

79

Values

100.00%
90.00%
80.00%
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%
0.00%

l, compared with baselines.

M1

of the negative label
of the positive label
Figure 6.3:

M2

M3

M4

M5

M6

M7

TACM

Models
Precision

Recall

Recall and precision values comparison of the negative label.

methods using topical context. Models M6 and M7 attain 51.80% and 49.90% in accuracy,
respectively, whereas M2 attains 77.70% in accuracy. These results show that incorporating
topical context information in a Twitter sentiment classifier may indeed lead to an improvement.
Figure 6.2 depicts the positive class precision and recall of the models, while Figure
6.3 shows the precision and recall in the negative class of all models. While the accuracy
gives an overall evaluation of the model performance, the precision and recall values are
equally important, since they reveal much more information about the classification property.
For example, as for per-class sentiment classification, the recall values of the positive class
produced by some models (M1 and M6; 93.30% and 92.20%, respectively) are better than our
framework, which achieves 84.60%. However, at 88% our proposed framework outperforms
the M1 and M6 models by 37.60 - 43.10% in the precision values of the same class (see Table
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6.3 and Figure 6.2). As for the negative class, most baseline models show extremely low
recall values compared to their precision values. This is shown in Figure 6.3. Such varying
performance might be due to the imbalanced distribution in the number of positive and
negative instances (see Section 6.2.1).
From the above, we notice that the imbalanced dataset issue has a significant impact on
the baseline models. However, looking at the recall and precision values across the classes,
our proposed framework provide us with a good and stable performance. This means that our
proposed framework overcomes this issue. It also demonstrates the effectiveness of enriching
the model with additional sources of information, going beyond the textual content of a given
document (tweet). Here, the additional information is obtained from the topical context.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
The main objective of this thesis was to improve the performance of the sentiment analysis task in microblogs. Twitter was used as an example case study of microblogging platforms. We investigated the role of applying fine-grained methods to the Twitter sentiment
analysis task, which overcomes some difficulties faced by traditional machine learning based
methods. Unlike standard texts where many words help gather enough statistics, tweets in
Twitter consist only of a few characters. Moreover, tweets are more likely to have abbreviations or acronyms that appear infrequently in conventional documents. Therefore, applying
traditional methods to such settings will not provide us with acceptable performance. Here,
we looked at the problem, not only from a linguistic perspective, but also from several perspectives that went beyond the content of a document (tweet). To this end, we examined
the following four research questions:
• RQ1: Is there a relationship between the user’s behavior and his/her posts? And if
such a relationship exists, can it be used to enhance sentiment analysis performance?
• RQ2: What emotion (mood) did the author express prior to the tweet that is to be
classified? Can this information enhance the model performance?
• RQ3: Can incorporating social relations between users improve the performance of
Twitter sentiment analysis?
• RQ4: What is the effect of detecting polarity at the topic level on sentiment classification performance?
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To address the above research questions, we proposed multiple approaches and frameworks based on deep neural networks.
For the first research question, we presented a sentiment analysis model developed by
combining a list of features. We proposed the architecture of a Convolutional Neural Network
(CNN) that takes into account not only the text (user tweets) but also user behavior. Our
evaluation demonstrated the efficiency of the model in a social media setting.
Our model outperformed the baseline methods in accuracy, recall, precision, and F1. In
addition, the proposed model was affected less by unbalanced dataset issues. Moreover, the
approach overcame the issue of needing a large dataset to train deep learning models such
as CNN and LSTM. We introduced this method in Chapter 3.
To answer the second research question, we applied our approach of going beyond the
textual content of a tweet, by taking into account not only the text but also the emotional
state of the user who wrote that tweet. We proposed the Emotional Awareness based Classification Model (EACM), using a bidirectional RNN network structure based on a gated
recurrent unit. We built and trained five deep neural network models, collectively named
BiGRU-ESM (Bidirectional GRU-Emotional State Model), one model for each of the emotion categories of anger, disgust, joy, optimism, and sadness. The task of these five models
was to provide the main model (EACM) with the emotional state of the users (writers) as
extracted from their tweet history.
The experimental results demonstrated the effectiveness of the proposed approach in
comparison with other baseline models that utilize the textual content only. Specifically, the
results showed a considerable improvement in performance and accuracy of the sentiment
classification tasks with the new approach. This method was discussed in Chapter 4.
In Chapter 5, we introduced our proposed approach to address the third research question.
We explained our notion of incorporating implicit social contexts of microblogging users in
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the sentiment analysis task. The implicit social contexts were derived by measuring the
similarity among users based on three levels: a profile, a timeline, and a content level. The
aim of these levels is to reveal possible relationships between users.
Based on this approach, we proposed a framework named the Social Interaction Awarebased Approach (SIAA) combining three deep learning models. The models are the PLSbased model (PLSM), TLS-based model (TLSM), and CLS-based model (CLSM). Each
model targets a specific level. Gated Recurrent Units (GRU) and Conventional Neural
Networks (CNN) were used to build these models.
Overall, our findings provide further support for our hypothesis that incorporating the
social relations of microblogging users helps strengthen the learning of the personalized
sentiment classifier. Our results indicate the effectiveness of enriching models with social
contexts.
In Chapter 6, we addressed the fourth research question of this thesis. Our goal was to
explore the effect of detecting polarity at the topic level on sentiment classification performance. Discovering the polarity at this level is more appealing in some cases, for example,
a given tweet without enough words to infer its polarity. To achieve this goal, we employed
the power of utilizing the information at the topic level into the sentiment analysis task,
and proposed a framework for Twitter sentiment analysis based on a deep learning approach
utilizing awareness of topic-level information.
The framework consists of four main components, each one dealing with the task at a
different level. The first component targets the sentiment analysis task at the tweet level. The
second deals with the task at the word level within the topical context. The third component
operates on the character level within the topical context. The last component provides the
framework with the overall sentiment polarity of all topics in a given dataset across the
different classes. Our results indicate that incorporating topical context information in a
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Twitter sentiment classifier indeed leads to an improvement compared to baseline models
dealing only with the textual content of tweets.
Some limitations we encountered in the current study point out interesting directions
for future work. Our approaches were intended to work in a static (off-line) environment.
This means Twitter sentiment analysis is done on fixed datasets. However, Twitter as one
of the social media platforms that works in a dynamic (streaming) environment, where
tweets are created, posted, and modified in a timely manner. This gives motivation to adapt
our approaches to deal with streaming environment as a potential future direction of this
research.
Another direction that would be interesting to investigate would be the contributions of
the produced list of features for non-binary sentiment classification tasks. In future work,
we also plan to explore other neural network based learning architectures and apply them to
sentiment analysis tasks. In addition, we would like to implement our approaches for other
natural languages, such as Arabic.
As future work, we also aim to investigate extracting the emotional state of the users,
not only from their timeline in Twitter, but also across other social media platforms such
as Facebook and Instagram. We further plan to contribute to data sets by collecting and
annotating tweets that have emotions, since there is currently a lack of such data.
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A. Some Source Codes Used in this Work

Code of collecting tweets using Twitter API.
cache = {}
for line in args . dist :
columns = line . strip () . split ( ’\ t ’)
sid = columns [0]
UserID = columns [1]
while not sid in cache :
try :
TheTweet = t . statuses . show ( _id = sid )
# # The tweet
text = TheTweet [ ’ text ’ ]. replace ( ’\ n ’ , ’ ’) . replace ( ’\ r ’ , ’ ’)
lang_T = TheTweet [ ’ lang ’]
retweet_count = TheTweet [ ’ retweet_count ’]
favourites_count = TheTweet [ ’ favorite_count ’]
Tweet_created_at = TheTweet [ ’ created_at ’]
# # Hashtags
hashtags = TheTweet [ ’ entities ’ ][ ’ hashtags ’]
hashtag_count = len ( hashtags )
TheHashtagsAre = str ( hashtag_count )
if hashtag_count !=0:
for hashtag in hashtags :
TheHashtagsAre = " ," . join ([ TheHashtagsAre ] + [ hashtag [ ’
text ’ ]] )
# # About the user
screen_name = TheTweet [ ’ user ’ ][ ’ screen_name ’]
name = TheTweet [ ’ user ’ ][ ’ name ’]
User_id_str = TheTweet [ ’ user ’ ][ ’ id_str ’]
NumberOfTweets = TheTweet [ ’ user ’ ][ ’ statuses_count ’]
friends_count = TheTweet [ ’ user ’ ][ ’ friends_count ’]
followers_count = TheTweet [ ’ user ’ ][ ’ followers_count ’]
Verified = TheTweet [ ’ user ’ ][ ’ verified ’]
cache [ sid ] = text . encode ( ’utf -8 ’)
except TwitterError as e :
if e . e . code == 429:
rate = t . application . ra te_li mit_st atus ()
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reset = rate [ ’ resources ’ ][ ’ statuses ’ ][ ’/ statuses / show /: id ’ ][
’ reset ’]
now = datetime . datetime . today ()
future = datetime . datetime . fromtimestamp ( reset )
seconds = ( future - now ) . seconds +1
if seconds < 10000:
sys . stderr . write ( " Rate limit exceeded , sleeping for % s
seconds until % s \ n " % ( seconds , future ) )
time . sleep ( seconds )
else :
cache [ sid ] = ’ Not Available ’
text = cache [ sid ]
args . output . write ( " \ t " . join ( columns + [ text ]+[ Tweet_created_at ] +
[ screen_name ]+[ name ]+ [ User_id_str ]+[ str ( NumberOfTweets ) ] + [ str (
followers_count ) ]+[ str ( friends_count ) ] + [ str ( Verified ) ]+[ lang_T
]+[ str ( retweet_count ) ] +[ str ( favourites_count ) ]+ [ TheHashtagsAre
]) + ’\ n ’)
Gathering users Twitter timeline.
def get_all_tweets ( user_id ) :
# Twitter only allows access to a users most recent 3240 tweets
with this method
auth = tweepy . OAuthHandler ( consumer_key , consumer_secret )
auth . set_access_token ( access_key , access_secret )
api = tweepy . API ( auth )
# initialize a list to save all returned tweets
retrievedTweet = []
# Send a request to Twitter API
new_tweets = api . user_timeline ( user_id = user_id , count =200)
if api . ra te_lim it_sta tus () [ ’ resources ’ ][ ’ statuses ’ ][ " / statuses /
user_timeline " ][ " remaining " ] <=25:
print api . rate_ limit_ status () [ ’ resources ’ ][ ’ statuses ’ ][ " /
statuses / user_timeline " ]
time . sleep (960)
print api . rate_ limit_ status () [ ’ resources ’ ][ ’ statuses ’ ][ " /
statuses / user_timeline " ]
retrievedTweet . extend ( new_tweets )

103

oldTweets = retrievedTweet [ -1]. id - 1
while len ( new_tweets ) > 0:
new_tweets = api . user_timeline ( user_id = user_id , count =200 ,
max_id = oldTweets )
retrievedTweet . extend ( new_tweets )
oldTweets = retrievedTweet [ -1]. id - 1
outtweets = [[ tweet . text . encode ( " utf -8 " ) . replace ( ’\ n ’ , ’ ’) .
replace ( ’\ r ’ , ’ ’) , tweet . created_at , tweet . lang , tweet . id_str ]
for tweet in retrievedTweet ]
# write the collected tweets into txt file
with open ( ’ UsersTweets \% s . txt ’ % user_id , ’ wb ’) as f :
writer = csv . writer (f , delimiter = ’\ t ’)
writer . writerows ( outtweets )
Deep learing model used to train each emotion.
embedding_dim = GLOVE_DIM
inp = Input ( shape =( MAX_LEN , ) )
embeddingLayer = Embedding ( NB_WORDS , embedding_dim , weights =[
emb_matrix ] , input_length = MAX_LEN , trainable = True ) ( inp )
Spat_Drop outLay er = SpatialDropout1D (0.5) ( embeddingLayer )
Bi_direct i on a l La y e r = Bidirectional ( GRU (100 , return_sequences = True ) ) (
Spat_Drop outLay er )
avgPool = G l o b a l A v e r a g e P o o l i n g 1 D () ( B i _d i r ec t i on a l L ay e r )
maxPool = Gl ob al Ma xP ool in g1 D () ( B i _d i r ec t i on a l La y e r )
conc_Layer = concatenate ([ avgPool , maxPool ])
outp = Dense (1 , activation = " sigmoid " ) ( conc_Layer )
model = Model ( inputs = inp , outputs = outp )
model . compile ( loss = ’ b i n ar y _ cr o s se n t ro p y ’ ,
optimizer = ’ adam ’ ,
metrics =[ ’ accuracy ’ ])
Annotation code for users with five emotions.
def get_annotating ( fileName ) :
#
print fileName
UserTimeLine = pd . read_csv ( pa th To Us er sTi ml in e + ’/ ’+ fileName ,
sep = " \ t " ,
header = None ,
names =[ ’ Tweet ’ , ’ CreationDate ’ , ’ Lang ’ , ’ TweetId ’ ])
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#

Removing Hashtags
UserTimeLine [ ’ cleaned_tweet ’] = np . vectorize ( remove_pattern ) (
UserTimeLine [ ’ Tweet ’] , " \\#\\ b [\\ w \\ -\\ _ ]+\\ b " )
#
Removing Punctuations , Numbers , and Special Characters
UserTimeLine [ ’ cleaned_tweet ’] = UserTimeLine [ ’ cleaned_tweet ’ ]. str .
replace ( " [^ a - zA - Z #] " , " " )
#
Removing Short Words_
UserTimeLine [ ’ cleaned_tweet ’] = UserTimeLine [ ’ cleaned_tweet ’ ].
apply ( lambda x : ’ ’. join ([ w for w in x . split () if len ( w ) >3]) )
#
prepro ce ss _t wi tt er . py
UserTimeLine [ ’ cleaned_tweet ’ ]= UserTimeLine [ ’ cleaned_tweet ’ ]. apply (
prepro ce ss _t wi tt er . tokenize )
#

Converting words to numbers
X_test_seq = tk . t ex ts _to _s eq ue nc es ( UserTimeLine [ ’ cleaned_tweet ’ ])
#
Hear we padding the sequences
X_test_seq_trunc = pad_sequences ( X_test_seq , maxlen = MAX_LEN ,
padding = ’ post ’)
#

Prediction
# Optimism_Model
y _ p r e d _ B e f o r e _ C o n v e r t e d _ O p t i m i s m = Optimism_Model . predict (
X_test_seq_trunc , batch_size =2048 , verbose =0)
UserTimeLine [ ’ Optimism ’] = y _ p r e d _ B e f o r e _ C o n v e r t e d _ O p t i m i s m
UserTimeLine [ ’ Optimism ’] = UserTimeLine [ ’ Optimism ’ ]. map ( lambda p :
1 if p >= 0.5 else 0)
# Anger_Model
y _ p r e d _ B e f o r e _ C o n v e r t e d _ A n g e r = Anger_Model . predict ( X_test_seq_trunc
, batch_size =2048 , verbose =0)
UserTimeLine [ ’ Anger ’] = y _ p r e d _ B e f o r e _ C o n v e r t e d _ A n g e r
UserTimeLine [ ’ Anger ’] = UserTimeLine [ ’ Anger ’ ]. map ( lambda p : 1 if p
>= 0.5 else 0)
# Disgust_Model
y _ p r e d _ B e f o r e _ C o n v e r t e d _ D i s g u s t = Disgust_Model . predict (
X_test_seq_trunc , batch_size =2048 , verbose =0)
UserTimeLine [ ’ Disgust ’] = y _ p r e d _ B e f o r e _ C o n v e r t e d _ D i s g u s t
UserTimeLine [ ’ Disgust ’] = UserTimeLine [ ’ Disgust ’ ]. map ( lambda p : 1
if p >= 0.5 else 0)
# Joy_Model
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y _ p r e d _ B e f o r e _ C o n v e r t e d _ J o y = Joy_Model . predict ( X_test_seq_trunc ,
batch_size =2048 , verbose =0)
UserTimeLine [ ’ Joy ’] = y _ p r e d _ B e f o r e _ C o n v e r t e d _ J o y
UserTimeLine [ ’ Joy ’] = UserTimeLine [ ’ Joy ’ ]. map ( lambda p : 1 if p >=
0.5 else 0)
# Sadness_Model
y _ p r e d _ B e f o r e _ C o n v e r t e d _ S a d n e s s = Sadness_Model . predict (
X_test_seq_trunc , batch_size =2048 , verbose =0)
UserTimeLine [ ’ Sadness ’] = y _ p r e d _ B e f o r e _ C o n v e r t e d _ S a d n e s s
UserTimeLine [ ’ Sadness ’] = UserTimeLine [ ’ Sadness ’ ]. map ( lambda p : 1
if p >= 0.5 else 0)
#

Save the results
UserTimeLine . to_csv ( P a t h T o S a v e T h e A n n o t a t e d T w e e t s + ’/ ’+ fileName , sep
= ’\ t ’ , index = False )
The Emotional Awareness based Modle (EACM).

embedding_dim = GLOVE_DIM
# First input - the target tweet
inp1 = Input ( shape =( MAX_LEN , ) )
embeddingLayer = Embedding ( NB_WORDS , embedding_dim , weights =[
emb_matrix ] , input_length = MAX_LEN , trainable = True ) ( inp1 )
s_DropoutLayer = SpatialDropout1D (0.2) ( embedding_layer )
Bidirectio na lL ay er = Bidirectional ( GRU (100 , return_sequences = True ) ) (
s_DropoutLayer )
avg_poolLayer = G l o b a l A v e r a g e P o o l i n g 1 D () ( B id ir ec ti on alL ay er )
max_poolLayer = G lob al Ma xP oo li ng 1D () ( B id ir ec ti ona lL ay er )
# Second input - the five emotional states of a user
inp2 = Input ( shape =(5 , ) , name = ’ Emotional_inputs ’)
concLayer = concatenate ([ avg_poolLayer , max_poolLayer , inp2 ])
outp = Dense (3 , activation = " softmax " , name = ’ output ’) ( concLayer )
model = Model ( inputs =[ inp1 , inp2 ] , outputs = outp )
model . compile ( loss = ’ c a t e g o r i c a l _ c r o s s e n t r o p y ’ ,
optimizer = ’ rmsprop ’ ,
metrics =[ ’ accuracy ’ ])
Deep learning model based on the Social Interaction Aware-based Approach
(SIAA).
embedding_dim = GLOVE_DIM
filter_sizes = [2 , 3 , 5]

106

num_filters = 256
drop = 0.3
# First input - the target tweet
inp1 = Input ( shape =( MAX_LEN , ) , name = ’ Target_Tweet ’)
embedding_inp1 = Embedding ( NB_WORDS , embedding_dim , weights =[
emb_matrix ] , input_length = MAX_LEN , trainable = False ) ( inp1 )
Spatial_D r o p o u t L a y e r = SpatialDropout1D (0.2) ( embedding_inp1 )
Bi_direct i on a l La y e r = Bidirectional ( GRU (100 , return_sequences = True ) )
( Spati a l _ D r o p o u t L a y e r )
avg_pool_inp1 = G l o b a l A v e r a g e P o o l i n g 1 D () ( Bi _ d ir e c ti o n al L a ye r )
max_pool_inp1 = G lob al Ma xP oo li ng 1D () ( B i _ d ir e c ti o n al L a ye r )
# Second input - the topic - specific representation
inp2 = Input ( shape =( MaxLen_char , ) , name = ’
T F I D F B a s e d O n T o p i c _ i n p u t _ c h a r ’)
embedding_inp2 = Embedding ( input_dim = MaxLen_char_vocabulary_size ,
output_dim = embedding_dim ,
input_length = MaxLen_char ) ( inp2 )
y1 = Conv1D (64 , kernel_size = 2 , padding = " valid " ,
kernel _i ni ti al iz er = " he_uniform " ) ( embedding_inp2 )
avg_pool_inp2 = G l o b a l A v e r a g e P o o l i n g 1 D () ( y1 )
max_pool_inp2 = G lob al Ma xP oo li ng 1D () ( y1 )
# Third input - the two vector of length 2 that represent the
sentiment ratio of each label of the target user .
inp3 = Input ( shape =(2 , ) , name = " U s e r _ S e n t i m e n t _ R a i t o _ P L S _ T L S _ C L S " )
y3 = Dense (10 , activation = ’ tanh ’) ( inp3 )
conc_ALL = Concatenate ( axis =1) ([ max_pool_inp1 , avg_pool_inp1 ,
avg_pool_inp2 , max_pool_inp2 , y3 ])
dropout = Dropout ( drop ) ( conc_ALL )
outp = Dense (2 , activation = " sigmoid " , name = ’ output ’) (( dropout ) )
model = Model ( inputs =[ inp1 , inp2 , inp3 ] , outputs = outp )
model . compile ( loss = ’ c a t e g o r i c a l _ c r o s s e n t r o p y ’ ,
optimizer = ’ rmsprop ’ ,
metrics =[ ’ accuracy ’ ])

107

