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Abstract
Network motifs play an important role in the qualitative analysis and quantitative characterization of networks. The feed-
forward loop is a semantically important and statistically highly signiﬁcant motif. In this paper, we extend the deﬁnition of the
feed-forward loop to subgraphs of arbitrary size. To avoid the complexity of path enumeration, we deﬁne generalized feed-
forward loops as pairs of source and target nodes that have two or more internally disjoint connecting paths. Based on this
deﬁnition, we formally derive an approach for the detection of this generalized motif. Our quantitative analysis demonstrates
that generalized feed-forward loops up to a certain path length are statistically signiﬁcant. Loops of greater size are statistically
underrepresented and hence an anti-motif.
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1. Introduction
Motifs are semantically meaningful subgraphs that serve as building blocks for complex networks [1, 2, 3].
They are speciﬁc connectivity patterns that commonly occur in real networks. But unlike purely syntactic ap-
proaches, such as graphlets [4], network motifs are associated with certain operational semantics. The feed-
forward loop (FFL) motif has been studied very early [5, 6]. In its basic form, it consists of only three nodes: an
input, moderator and output node. But even today, their functional analysis remains an active research issue [7].
They are encountered as a key functional component in gene transcription and regulation for mitosis [8] or in the
neural olfactory system of locusts [9]. They can serve to provide fold-change detection [10], i.e. respond to a
relative change in an input, or to model non-monotonic transition functions [11]. Since the activation is typically
delayed at every node, they can provide a delayed boost or inhibition of the output. Thus, feed-forward loops im-
plement a range of operational semantics based on the delay and many other parameters that are not visible in the
network representation alone. However, the structural detection of feed-forward loops in graphs is an important
step in network analysis.
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In this paper, we extend the classic feed-forward loop to encompass more than three nodes. To this end, we
develop a formal deﬁnition of the problem and derive a detection algorithm. We analyze a number of real-world
networks and show that generalized FFLs up to a certain length are statistically overrepresented with respect to
random networks of identical edge density. We also show that without considering the path lengths, the generalized
FFL is an anti-motif, which occurs very rarely compared to random networks. We conclude our investigation by
analyzing potential causes for this phenomenon.
To motivate our generalization, we ﬁrst turn our attention to another motif. The feed-back loop is a classical
pattern in signal and control theory, as well as network motifs and systems biology. Moreover, it is the only motif
that has already been generalized to large-scale variants. It thus serves as an outstanding example for what we are
trying to accomplish.
2. A motivating example: the generalized feed-back loop
As a motivating example for the generalization of network motifs, let us consider the feed-back loop [12]. It
continues to be a prominent subject for the study of network motifs in systems biology [13]. Since many networks
in computational biology and cognitive neuroscience are signed, the literature distinguishes between coherent and
incoherent feed-back loops. The importance of mixed signs in incoherent feedback cycles has been discussed
in [14]. Coherent loops can produce multi-stationary behavior in all aﬀected nodes [15]. For a discussion of the
mathematical properties of feed-back loops in a wider sense see [16].
Determining the paths of all feedback cycles in a graph is potentially problematic. If all feedback loops in
a graph must be enumerated as paths, we inevitably risk a combinatorial escalation of the number of possible
solutions because all adjacent edges on a shared source and target node may be combined to form a path. Due to
this exponential explosion we must ask ourselves quite seriously if the problem of identifying all feedback loops,
even though it is certainly well-formed, is well-posed from a computational standpoint. If the paths themselves
cannot be enumerated, what is a meaningful deﬁnition of a feed-forward loop? Let us formalize the following
three criteria for the set of nodes F participating in a feedback system:
F1 Every feedback loop must contain a cycle. Without a cycle, it would not be a feedback system.
(∃ f1, ..., fn ∈ F) ( f1 → f2 → f3 → ...→ fn → f1).
F2 Every node in a feedback loop must connect to the cycle. If there were no path from the node to the cycle,
the note would not contribute to the feedback.
(∀ f ∈ F) (∃ f ′ ∈ { f1, ..., fn}) ( f ∗→ f ′).
F3 Every node in the feedback loop must be reachable from the cycle. If there were no path from the cycle, the
node would not be subjected to any feedback eﬀects.
(∀ f ∈ F) (∃ f ′′ ∈ { f1, ..., fn}) ( f ′′ ∗→ f ).
Theorem 1. As a formal consequence, a set of nodes F experiences feedback if every node can be reached from
every other node in an arbitrary number of steps, i.e. (∀a ∈ F)(∀b ∈ F)(a ∗→ b). A feedback set F is therefore a
strongly connected component (SCC).
Proof. Let F be a feedback set with a cycle C = { f1, ..., fn} (according to [F1]). The following holds:
[F2]⇔ (∀ f ∈ F) (∃ f ′ ∈ C) ( f ∗→ f ′)
[F2]⇔ (∀a ∈ F) (∀b ∈ F) (∃ f ′ ∈ C) (∃ f ′′ ∈ C) (a ∗→ f ′ ∧ f ′′ ∗→ b)
[F3]⇔ (∀a ∈ F) (∀b ∈ F) (∃ f ′ ∈ C) (∃ f ′′ ∈ C) ((a ∗→ f ′ ∗→ f1 ∧ f ′′ ∗→ b)
[F3]⇔ (∀a ∈ F) (∀b ∈ F) (∃ f ′ ∈ C) (∃ f ′′ ∈ C) ((a ∗→ f ′ ∗→ f1 ∗→ f ′′ ∗→ b)
⇔ (∀a ∈ F) (∀b ∈ F) (a ∗→ b) .
2
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Fig. 1. The conventional feed-back and feed-forward loops
The use of strongly connected components for feedback detection in digital circuitry is an established tech-
nique [17, 18] with a well understood background in graph theory providing serial algorithms [19] and a wealth
of parallel algorithms [20, 21, 22] for large-scale problems. This background in computer science has been ex-
ploited for the detection of feed-back on a much larger scale than the basic feed-back loop involving only three
nodes. Using existing algorithms for the detection of strongly connected components, we can determine all nodes
involved in the loop. Relying on the thinly connected nature of contemporary, scale-free networks, it is possible
to risk enumerating all paths for feed-forward loops. However, this search space for this enumeration may involve
a high number of nodes. In [23], the authors limit the search space by computing the SCCs of the underlying un-
signed, directed graph. They then compute both exact and approximate feedback paths on the subgraphs induced
by the nodes participating in SCCs. They report ﬁgures that demonstrate that they do not suﬀer a combinatorial
explosion in the number of feed-forward loop paths for the networks used in their study.
This example illustrates the fundamental motivation for our work: To enable the detection of generalized,
large-scale motifs on full-scale networks using the broad range of established algorithms for graphs and networks.
With this goal in mind, let us turn to a very similar motif: the feed-forward loop.
3. The generalized feed-forward loop
As shown in Figure 1, the original deﬁnition of a feed-forward loop (FFL) involves only three nodes of the
network: a source node s, a target node t and one additional participant q. But we can extend this notion to
longer paths, as depicted in Figures 2, 3 and 4. The ﬁrst key question is: What is a meaningful deﬁnition of a
feed-forward loop for larger numbers of nodes in terms of general graph theory?
If we consider the networks depicted in Figure 2, we can make some basic assertions. Considering the network
in A (top diagram), we see an FFL involving s, q and t. Arguably, it makes little sense to extend this FFL any
further. However, if we add a connection q → n1 we obtain a new network (bottom diagram), which has two
additional targets t2 and t3. The example labeled B contains another example that illustrates the intuition that will
serve as a basis for our deﬁnition: A feed-forward loop is deﬁned by the existence of two or more paths that do
not share any common nodes other than the source and target node. In the language of graph theory, such paths
are referred to as internally disjoint. This allows us to formally deﬁne a feed-forward loop.
Deﬁnition 1. Let G = (N, E) be a directed graph, let s, t ∈ N be a source and target (sink) node in G and let
p ∈ N∗, q ∈ N+ be two s-t connecting paths. If p and q are internally (node) disjoint, i.e. they only have the source
and target node in common, then (p, q) is a (generalized) feed-forward loop (FFL) for s and t in G, formally
(p, q) ∈ ﬄ(s, t) . (1)
Unfortunately, counting all FFLs in a graph involves enumerating all simple paths, i.e. all paths which contain
every node at most once, which cannot be done in polynomial time. Therefore, we need to ﬁnd a formal view of
generalized feed-forward loops based on nodes.
Deﬁnition 2. Let G = (N, E) be a directed graph and let s ∈ N be a starting node in G. A node t ∈ N, t  s, is a
feed-forward loop target for s if and only if there exist two or more internally disjoint s − t connecting paths in
G. Formally, we write
t ∈ Targets(s) :⇔ ‖ﬄ(s, t)‖ ≥ 2 . (2)
3
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Fig. 2. Only internally disjoint paths create generalized feed-forward loops. A: Lack of a connection between q and n1 prevents n2 from
becoming an FFL target (top diagram). Adding this connection creates additional targets (bottom diagram). B: Since s has an out-degree of
1, it does not have any FFL targets (top diagram). Adding an edge from s to t1 creates two new targets, but since t2 has an out-degree of 1 as
well, it is the terminal target (middle diagram). Adding a second connection eliminates this bottleneck (bottom diagram).
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Fig. 3. A single source node s with multiple FFL target nodes t1, t2 and t3. Notice that the distance of the shortest path from the source s
determines the FFL-class, i.e. t1 ∈ FFL1(s), t2 ∈ FFL2(s) and t3 ∈ FFL3(s).
By considering source-target node pairs, we can simplify our problem of ﬁnding all paths for FFLs to a
problem involving only pairs of nodes. When we discuss the detection algorithms we will see that this allows us
to solve the problem in polynomial time. We can thus deﬁne the set of all feed-forward loops in a graph.
Deﬁnition 3. Let G = (N, E) be a directed graph. The set of all feed-forward loops FFL(G) is deﬁned to be the
set of all pairs of nodes (s, t) ∈ N × N that satisfy t ∈ Targets(s), formally
FFL(G) := {(s, t) | s ∈ N ∧ t ∈ Targets(s)} . (3)
For the remainder of this paper, we will regard feed-forward loops as pairs of nodes. Whenever we count FFLs
in a graph G we consider ‖FFL(G)‖ or the cardinality of a subset of FFL(G).
To get a more ﬁne-grained understanding of generalized FFLs, we will need to pay at least some attention to
the paths they involve. One very simple notion is the shortest path from the source to the target node. Formally,
we can deﬁne sets FFLk(G) that contain only those s − t pairs have a minimum distance of k. Figures 3 and 4
depict some motifs for these classes.
Deﬁnition 4. For any directed graph G = (E,V), we deﬁne the set FFLk(G) to be the set of generalized s − t-
connecting feed-forward loops for all pairs (s, t) ∈ E2 that are connected by a shortest path of length k, formally
FFLk(G) := {(s, t) ∈ FFL(G) | (∃p ∈ Vk) (s p→ t ∧ ((∀p′ ∈ V∗) (s p
′
→ t ⇒ ‖p′‖ ≥ ‖p‖)))} . (4)
Ideally, we would also consider the longest path. In graph theory, a path that does not visit any node more
than once is referred to as simple. Unfortunately, the problem of computing the longest simple path between two
nodes is in NP. As a computationally feasible alternative, we use a simple substitute: the longest path from s
to t determined in a breadth-ﬁrst search (BFS). This maximum BFS path length will be of indispensable help to
understand the statistical signiﬁcance of FFLs with respect to the longer (if not longest) paths involved.
The mathematician Karl Menger has provided us with a theorem that creates a bridge between our problem of
internally disjoint paths and a combinatorial problem that leads us to an eﬀective computational solution [24].
Theorem 2 (Menger’s Theorem). The number of internally disjoint s− t connecting paths is equal to the smallest
s − t disconnecting cut (proven in [24]).
An important corollary to Menger’s theorem is that an algorithm for computing the minimum s− t disconnect-
ing cut can be used to test if a pair of nodes s and t contains the source and target for a feed-forward loop.
Theorem 3 (Corollary to Menger’s Theorem). We have a feed-forward loop between two nodes s and t if and
only if the smallest s − t disconnecting cut has a size of 2 or more, formally
t ∈ Targets(s)⇔ ‖min-cut(s, t)‖ ≥ 2 . (5)
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Fig. 4. Sample generalized feed-forward loops by minimum distance.
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Fig. 5. Graph conversion for vertex-constrained problems with node capacity c. All capacities are uniformly one for our purposes.
Proof. According to Menger’s theorem and Deﬁnition 2, it holds that ‖min-cut(s, t)‖ = ‖ﬄ(s, t)‖.
There is another formal equivalence that leads us to an algorithmic solution. In terms of network ﬂow analy-
sis [25], the smallest s − t disconnecting cut is further equivalent to the maximum vertex-constrained ﬂow from
s to t. This means that this highly developed ﬁeld of network analysis can supply us with a wealth of algorithms
capable of solving our problem. In most forms, the algorithms are for edge-constrained problems, meaning that
we have to adapt our network by splitting every node into an input and output module, hosting the ingoing and
outgoing edges, which are connected by a single edge with a weight of one. Figure 5 sketches this conversion
process. The classic algorithm that is used to solve this problem is the Ford-Fulkerson algorithm [26]. There are
some constraints on the convergence, but since all capacities are integers – in our case always 1 – we can use
it to compute a solution in O(‖E‖ f ) steps, where f is the maximum ﬂow in the network. Since we have to run
this algorithm for every possible source and target we have a complexity of O(‖N‖2‖E‖ f ). The Edmonds-Karp
algorithm [27] is an improved algorithm, which can be more eﬃcient if the graph has few edges and the maximum
ﬂow is large, that runs in O(‖N‖‖E‖2) for one source-target pair or O(‖N‖3‖E‖2) for the entire graph. We can
further improve the algorithmic complexity to O(‖N‖‖E‖ log(‖N‖2‖E‖)) by using more advanced data structures,
as discussed in [28]. A third algorithm, that was to play an important role in the further development is Dinitz’
algorithm [29], which has been extended to solve the problem in O(‖N‖‖E‖ log(‖E‖)), which is attractive for the
sparse networks we consider in modern network science [30]. For large problem sizes, it is possible to resort to
parallel algorithms [31, 32] and fast, approximate solvers using randomization [33]. However, randomized algo-
rithms can only be used for quantitative analysis and we presently cannot quantify the number of undetected FFL
s − t pairs.
4. Statistical signiﬁcance
In this section, we show that generalized FFLs are statistically signiﬁcant under certain conditions and occur
signiﬁcantly more often that they do in a GNP network of equal edge density. Under diﬀerent conditions, they
are an anti-motif, i.e., we observe fewer generalized FFLs in a meaningful network than in a random network.
We have used some of the data sets kindly provided by Uri Alon on his website1, as summarized in Table 1.
We use transcription networks for Escherichia coli (E.coli.) as reported in [1], and for Saccharomyces cerevisiae
(S.ce.) [2, 34]. Two circuit networks from the ISCAS’89 Benchmark Circuits collection [35], s208 and s420, serve
as test cases for artiﬁcial signaling networks.
We have executed the detection algorithm outlined in the previous section and counted the number of general-
ized FFL source-target pairs we detected in the source networks, and for 50 random G(n, p) networks [37] with an
equal number of nodes n and an edge probability p identical to the observed density for the source network. We
have computed the number of observed FFL source-target pairs in the network in question o, the sampling mean
μ for a population of random networks of equal size and density, and the sampling standard deviation σ. The
1www.weizmann.ac.il/mcb/UriAlon/ (last retrieved July 31, 2012).
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Table 1. Networks used for the statistical evaluation.
Network Reference Label
Escherichia coli transcription network (version 1.0) [1] Escherichia coli (E.coli)
Yeast transcription network [2, 34] Saccharomyces cerevisiae (S.ce.)
Electronic circuit s208 [35, 36] s208
Electronic circuit s420 [35, 36] s420
Table 2. Indiscriminate count and standard score (z-score).
Label Observed FFLs FFLs in GNP (mean / std. dev.) z-score
E.coli 1842 3422.52 / 2167.86 -0.72
S.ce. 262 31930.80 / 9458.87 -3.34
s208 72 1048.18 / 568.11 -1.71
s420 137 4475.24 / 1852.82 -2.34
independent runs with identical conditions can be interpreted as independent and identically distributed random
variables. By the central limit theorem, their mean approximates a Gaussian distribution, and we can thus use the
sample mean and variance to describe their distribution. From these quantities, we have derived the z-score (or
standard score) z by taking z := (o − μ)/σ. To get an intuitive understanding of the relationship between z-scores
and error probabilities, recall that z-scores can be converted to error probabilities (counter probabilities to the
p-values) using the tail probability of the standard normal distribution Q, e.g. Q(3.09) ≈ 10−3, Q(4.26) ≈ 10−5,
Q(6.36) ≈ 10−10, and Q(7.94) ≈ 10−15. Since we will show that FFLs of a certain length are highly signiﬁcant,
we will give the z-scores directly. Table 2 gives a brief overview of the raw data. This data indicates that if we
analyze the generalized FFL independently of the path lengths, it is an anti-motif that is statistically underrepre-
sented w.r.t. comparable random networks. However, we have also compute the shortest path and longest BFS
path for every FFL s − t pair and constructed histograms. This allows us to take a closer look at the distribution
of FFLs. In this analysis, it becomes apparent that generalized FFLs are in fact statistically overrepresented for a
maximum breadth-ﬁrst-search path length between ﬁve and ten nodes. Figures 6 and 7 depict FFL counts binned
by maximum BFS path length for biological and artiﬁcial networks. Figure 8 depicts the scores binned by both
shortest paths and maximum breadth-ﬁrst search paths for all four networks.
This raises the question why we do not see a statistical signiﬁcance for longer FFLs. First and foremost, we
must note that we are using the maximum breadth-ﬁrst search depth as a measure of maximum distance, which
is an almost arbitrarily poor approximation of the actual longest simple s − t connecting path in an FFL. While
the same restriction also applies to our analysis of the random networks, diﬀerences in structure may have various
eﬀects on the maximum BFS distance. Additionally, we have to bear in mind that an interaction network is always
a rather static perspective on an ensemble of processes, and that actual activities need not even require paths to be
simple. In practice, the sequence of node activations may involve cycles. However, a preliminary explanation for
the statistically signiﬁcant presence only up to a certain length is related to the fact that many of these networks are
time-constrained information-processing networks, as discussed in [36]. There is a delay associated with every
node. Since the organisms or systems in question must perform their operations within a limited amount of time,
there is a very strict upper limit to the number of nodes involved in any activity.
5. Summary & conclusions
To motivate the search for generalized feed-forward loops, we have presented a review for the detection and
analysis of feed-back loops of arbitrary size. Then, we have developed a formal deﬁnition of a generalized feed-
forward loop consisting of more than three nodes. Using Menger’s theorem, we have connected the problem of
detecting this motif to maximum ﬂow problems, and derived an approach based on existing Min-Cut algorithms.
Our statistical evaluation shows that the generalized feed-forward loop is statistically overrepresented with respect
8
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Fig. 6. Generalized feed-forward loops in transcription regulatory networks for Escherichia coli (E.coli) and Saccharomyces cerevisiae (S.ce.).
Depicted is the FFL count for an E.coli transcription regulatory network and the average count in ﬁfty comparable random networks. The
black arrow marks the transition from the overrepresented to the underrepresented length of the FFLs.
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Fig. 7. Generalized feed-forward loops in electronic circuit networks s208 and s420 of the ISCAS’89 benchmark collection. Depicted is the
FFL count for the two benchmark networks and the average count in ﬁfty comparable random networks. The black arrow marks the transition
from the overrepresented to the underrepresented length of the FFLs. We observe two peaks for a maximum BFS path length of ﬁve and
six (marked with white arrows). These fail to be statistically signiﬁcant because random networks begin to achieve a far greater number of
randomly generated FFLs at this path length.
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Fig. 8. statistical signiﬁcance of FFLs by standard score for transcription networks for Escherichia coli (E.coli) and Saccharomyces cerevisiae
(S.ce.), and electronic circuit networks s208 and s420. The signiﬁcance for the maximum BFS path (MBFSP) and shortest path (SP) is depicted
as z-score relative to a random network of identical size and edge density.
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to random networks – but only up to a certain maximum breadth-ﬁrst search depth. In terms of the overall
occurrence of the generalized feed-forward loop, regardless of the minimum and maximum BFS path length, we
can show that it appears to be an anti-motif at ﬁrst sight. Overall, we can demonstrate that within a certain range
of path lengths, our generalization does constitute a signiﬁcant building block for protein transcription regulatory
and circuit networks.
References
[1] S. S. Shen-Orr, R. Milo, S. Mangan, U. Alon, Network Motifs in the Transcriptional Regulation Network of Escherichia Coli, Nature
Genetics 31 (1) (2002) 64–68.
[2] R. Milo, S. Shen-Orr, S. Itzkovitz, N. Kashtan, D. Chklovskii, U. Alon, Network Motifs: Simple Building Blocks of Complex Networks,
Science 298 (5594) (2002) 824–827.
[3] U. Alon, Network Motifs: Theory and Experimental Approaches, Nat. Rev. Genet. 8 (6) (2007) 450–461.
[4] N. Przˇulj, Biological Network Comparison using Graphlet Degree Distribution, Bioinformatics 23 (2) (2007) e177–e183.
[5] S. Mangan, A. Zaslaver, U. Alon, The Coherent Feedforward Loop Serves as a Sign-Sensitive Delay Element in Transcription Networks,
J. Mol. Biol. 334 (2) (2003) 197–204.
[6] S. Mangan, U. Alon, Structure and Function of the Feed-Forward Loop Network Motif, PNAS 100 (21) (2003) 11980–11985.
[7] P. Wang, J. L Global Relative Parameter Sensitivities of the Feed-Forward Loops in Genetic Networks, Neurocomputing 78 (1) (2012)
155–165.
[8] D. M. Virshup, P. Kaldis, Enforcing the Greatwall in Mitosis, Science 330 (6011) (2010) 1638–1639.
[9] M. Papadopoulou, S. Cassenaer, T. Nowotny, G. Laurent, Normalization for Sparse Encoding of Odors by a Wide-Field Interneuron,
Science 332 (6030) (2011) 721–725.
[10] L. Goentoro, O. Shoval, M. W. Kirschner, U. Alon, The Incoherent Feedforward Loop Can Provide Fold-Change Detection in Gene
Regulation, Molecular Cell 36 (5) (2009) 894–899.
[11] S. Kaplan, A. Bren, E. Dekel, U. Alon, The Incoherent Feed-Forward Loop Can Generate Non-Monotonic Input Functions for Genes,
Mol. Syst. Biol. 203 (4).
[12] N. Rosenfeld, M. B. Elowitz, U. Alon, Negative Autoregulation Speeds the Response Times of Transcription Networks, J. Mol. Biol.
323 (5) (2002) 785–793.
[13] D. Madar, E. Dekel, A. Bren, U. Alon, Negative Auto-Regulation Increases the Input Dynamic-Range of the Arabinose System of
Escherichia Coli, BMC Systems Biology 5 (1) (2011) 111.
[14] E. Sontag, A. Veliz-Cuba, R. Laubenbacher, A. S. Jarrah, The Eﬀect of Negative Feedback Loops on the Dynamics of Boolean Networks,
Biophysical Journal 95 (2) (2008) 518–526.
[15] I. Ispolatov, S. Maslov, Detection of the Dominant Direction of Information Flow and Feedback Links in Densely Interconnected Regu-
latory Networks, BMC Bioinformatics 9 (1) (2008) 424.
[16] M. C. C. Leite, Y. Wang, Multistability, Oscillations and Bifurcations in Feedback Loops, Math. Biosci. and Eng. 7 (1) (2010) 83–97.
[17] M. A. Breuer, Diagnosis and Reliable Design of Digital Systems, Computer Science Press, 1976.
[18] H.-C. Shih, P. Kovijanic, R. Razdan, A Global Feedback Detection Algorithm for VLSI Circuits, in: Proc. ICCD’90, 1990, pp. 37–40.
[19] R. Tarjan, Depth-First Search and Linear Graph Algorithms, in: Proc. SWAT’71, 1971, pp. 114 –121.
[20] D. S. Hirschberg, A. K. Chandra, D. V. Sarwate, Computing Connected Components on Parallel Computers, Commun. ACM 22 (1979)
461–464.
[21] L. Fleischer, B. Hendrickson, A. Pinar, On Identifying Strongly Connected Components in Parallel, in: Proc. IPDPS’00, Springer-Verlag,
UK, 2000, pp. 505–511.
[22] K. A. Hawick, A. Leist, D. P. Playne, Parallel Graph Component Labelling with GPUs and CUDA, Parallel Comput. 36 (2010) 655–678.
[23] S. Klamt, A. von Kamp, Computing Paths and Cycles in Biological Interaction Graphs, BMC Bioinformatics 10 (1) (2009) 181.
[24] K. Menger, Zur allgemeinen Kurventheorie, Fundamenta Mathematicae V.10 (1927) 96–115.
[25] R. K. Ahuja, T. L. Magnanti, J. B. Orlin, Network Flows: Theory, Algorithms, and Applications, Prentice-Hall, Inc., Upper Saddle River,
NJ, USA, 1993.
[26] L. R. Ford, D. R. Fulkerson, Maximal Flow through a Network, Canadian Journal of Mathematics 8 (1956) 399–404.
[27] J. Edmonds, R. M. Karp, Theoretical Improvements in Algorithmic Eﬃciency for Network Flow Problems, J. ACM 19 (2) (1972)
248–264.
[28] A. V. Goldberg, R. E. Tarjan, A New Approach to the Maximum-Flow Problem, J. ACM 35 (4) (1988) 921–940.
[29] E. A. Dinitz, Algorithm for Solution of a Problem of Maximum Flow in a Network with Power Estimation, Soviet Math Doklady 11
(1970) 1277–1280.
[30] Y. Dinitz, Dinitz’ Algorithm: The Original Version and Even’s Version, in: Theoretical Computer Science, Springer-Verlag, Berlin,
Heidelberg, 2006, pp. 218–240.
[31] Y. Shiloach, U. Vishkin, An O(n2 log n) Parallel Max-Flow Algorithm, JALGO 3 (2) (1982) 128–146.
[32] G. C. Caragea, U. Vishkin, Brief Announcement: Better Speedups for Parallel Max-Flow, in: Proc. SPAA, ACM, New York, NY, USA,
2011, pp. 131–134.
[33] M. J. Serna, Randomized Parallel Approximations to Max Flow, in: Encyclopedia of Algorithms, Springer, 2008.
[34] T. I. Lee, N. J. Rinaldi, F. Robert, D. T. Odom, Z. Bar-Joseph, G. K. Gerber, N. M. Hannett, C. T. Harbison, C. M. Thompson, I. Simon,
J. Zeitlinger, E. G. Jennings, H. L. Murray, D. B. Gordon, B. Ren, J. J. Wyrick, J.-B. Tagne, T. L. Volkert, E. Fraenkel, D. K. Giﬀord,
R. A. Young, Transcriptional Regulatory Networks in Saccharomyces cerevisiae, Science 298 (5594) (2002) 799–804.
[35] F. Brglez, D. Bryan, K. Kozminski, Notes on the ISCAS’89 benchmark circuits, Tech. rep. (1989).
12
87 Tobias Berka /  Procedia Computer Science  11 ( 2012 )  75 – 87 
[36] R. Milo, S. Itzkovitz, N. Kashtan, R. Levitt, S. Shen-Orr, I. Ayzenshtat, M. Sheﬀer, U. Alon, Superfamilies of Evolved and Designed
Networks, Science 303 (5663) (2004) 1538–1542.
[37] E. N. Gilbert, Random Graphs, Annals of Mathematical Statistics 30 (4) (1959) 1141–1144.
13
