Introduction
Super-resolution is the term generally applied to the problem of transcending the limitations of optical imaging systems by employing image processing algorithms. Basically, in SR image reconstruction a sequence of noisy blurred LR images are fused to produce a higherresolution image, which exhibits more high-frequency content and less noise and blur effects than any of the employed LR images. Actually, the obtained High-Resolution (HR) image contains pieces of information from all the LR images. Therefore, data fusion takes place.
Early works on SR reconstruction have shown that the recovery of the HR fused image is enabled by the aliasing effects that exist in the LR images, as long as there is a relative subpixel shift between the particular images [1] . The resolution enhancement results of SR image reconstruction methods [2] [3] [4] are more powerful than those of interpolation techniques [5] [6] .
Several approaches to the SR image reconstruction problem have been developed [4, 7] .
The stochastic regularized SR techniques are quite advantageous. In these techniques the formulation of the SR problem takes place by means of two terms, the data-fidelity term and the regularization term. In literature the 2 L , 1 L , Huber and Lorentzian estimators are commonly employed for the data-fidelity term. Additionally, the Tikhonov and bilateral TV regularization techniques are often utilized for the regularization term [3, [8] [9] [10] [11] [12] [13] [14] . Often, for a given sequence of LR frames, the most effective SR method among several potential ones has to be chosen before proceeding to the SR reconstruction task. If there is common data-fidelity or regularization term in the methods, and the LR frames are noiseless, the method which presents the most robust regularization or data-fidelity term should be employed. Nevertheless, if the frames are corrupted by noise and/or there are different data-fidelity terms as well as different regularization terms, selecting the most effective SR method is ambiguous. In literature a variety of SR reconstruction methods have been presented. Nevertheless, there has not yet been presented any work dealing with the selection of an effective SR method, among several potential ones, for a given LR sequence of frames. The present work treats this specific issue.
In the present work trade-offs between the data-fidelity and regularization terms are considered. Actually, these terms effect on the SR reconstruction result is worked out. The Estimators employed for the similarity cost or regularizations stand for the rival terms. The conclusions reached can, in practice, help to select an effective SR image reconstruction method for a given sequence of LR frames. Therefore, in case that the potential SR methods present common data-fidelity term the method employing the most robust regularization should be chosen. If the methods display common regularization term and frames are noiseless, the ranking in methods performance is in accordance with the ranking in robustness of the estimators employed for assuring fidelity to the data. Nevertheless, in case that the poten-tial methods exhibit different data-fidelity terms as well as different regularization terms, experimental conclusions regarding performance ranking vary. In the particular case the ranking in methods performance is affected by the absence or presence of noise in frames, the noise model and the difference in robustness of efficiency between the rival terms.
In Sections 2 and 3 the data-fidelity and regularization terms that formulate the SR image reconstruction problem are discussed. The experimental procedure is presented in Section 4.
The experimental results are provided in Section 5. Conclusions are drawn in Section 6.
Data-fidelity term
Super-resolution image reconstruction algorithms attempt to extract the HR image corrupted by the limitations of the optical imaging system. Before proceeding to solving the specific inverse problem, a forward model has to be formed. The most commonly employed forward model is linear and presents the following form .
(
The operator Y stands for the measured LR images, while X is the uknown HR image. The operator M represents the imaging system and V is the random noise inherent to any image acquisition system. The symbol t denotes the time of image acquisition [15] . By the employment of a forward model, a cost function has to be defined for the estimation of X . The particular cost function, named   function or error norm, assures a certain fidelity or closeness of the final solution to the measured data. Actually, an error norm is used to measure the difference between the projected estimate of the HR image and each LR frame. The robustness of efficiency of the employed estimator [16] [17] 
L norm converges to median estimation. As far as the Huber norm is concerned, it is an error norm from the robust statistics literature. The Huber estimator is essentially the least-squares estimator, but uses the  
3. Regularization term
The concept of regularization in Mathematics
In general terms regularization is the approximation of an ill-posed problem by a family of neighbouring well-posed problems. Let it is required to approximate the best-approximate so-
for a specific right-hand side y in the situation that the exact data y are not known precisely, but that only an approximation
is available. [18] [19] .
In general the construction of  a x involves the operator T [18] . Thus, it makes more sense to look not only at the equation (6) 
or for the operator T , but parameter choice rules are defined for a specific equation out of this collection. Both together form a regularization method for solving one specific equation.
Regularization in super-resolution image reconstruction
Super-resolution image reconstruction is an ill-posed problem. Thus, considering regularization in the SR method as a means for picking a stable solution is very useful, if not necessary. Additionally, regularization can serve for removing artifacts from the final answer Traditionally, regularization has been described from both the algebraic and statistical perspectives, and takes the form of constraints on the space of possible solutions. The imposition of these constraints is accomplished via Lagrangian type penalty terms as in .
The function   X  poses a penalty on the unknown X in order to direct it to a better formed solution. The coefficient  , called regularization parameter, determines the enforcement strength of the particular penalty. The choice of  can be done either manually, via visual inspection, or automatically employing methods like generalized cross-validation and  L curve methods [20] [21] [22] or Bayesian estimation method [23] .
The Tikhonov regularization belongs to the early efforts regarding regularization and is widely referenced. It has the form (10) where  is an operator capturing some aspect of the image, like its general smoothness. It is usually a highpass operator such as derivative, Laplacian or even identity matrix. The intuition behind this regularization is to limit the total energy of the image or force spatial smoothness. Penalization of energy in the higher frequencies of the solution takes place. The noisy and edge pixels both contain high-frequency energy. The Tikhonov regularization process removes them and thus, the resulting image does not contain sharp edges. X by l and m pixels horizontally and vertically respectively presenting several scales of derivatives. The weight  is a scalar taking values between 0 and 1 and gives a spatially decaying effect to the regularization terms summation.
The parameter
P determines the size of the regularization kernel. The BTV regularization is
based on the spirit of the TV restoration model [24] and the bilateral filter [25] . The TV anisotropic diffusion model is one of the most successful tools for image restoration and edge enhancement. The bilateral filter removes noise from images, keeping sharp edges. By applying the bilateral filter several times, the signal is smoothed and gets to a steady state.
The Tikhonov and bilateral TV regularization techniques are often employed for the SR image reconstruction task. Unlike bilateral TV regularization, increasing the number of iterations in Tikhonov regularization results in more undesired smoothing. Thus, the Tikhonov regularization functional exhibits the tendency to remove point like details from the image.
The BTV prior not only produces sharp edges but retains point like details as well.
Experimental procedure
In this work experimentation is carried out to assess the importance of each one of the datafidelity and regularization terms in affecting the SR image reconstruction result, with respect to the presence or absence of noise in the LR frames. Various noise models are considered.
An HR image is created from a sequence of subpixel shifted, aliased LR frames. Resolution is increased by a factor of 4. The employed error norms and priors are given in Table I All the conducted experiments are synthesized experiments. However, outliers are present in the experiments employing noiseless frames as well as in those employing noisy frames.
Outliers are defined as data points with different distributional characteristics than those mandated by the assumed image acquisition model [8] . In the noiseless experiments outliers result from the original HR image shifting task. The motion vectors associated with each LR frame are known. Nevertheless, an interpolation-based shifting procedure lacking accuracy is followed, which essentially introduces a bias. As far as the noisy experiments are concerned, the noise introduced in the LR frames is ignored in the image acquisition model formulated for performing the SR reconstruction. Therefore, outliers are also present in these experiments.
In the present work the Lorentzian, Huber, The "robust scale"
par of the image is estimated as described in [14] . The values of the parameter par estimated for the Lena scene are given in Table II. Table III presents used for Tikhonov regularization whilst the size P of the BTV regularization kernel is set equal to 2. With regard to the first approximation 0 X of the desired HR image, in the noiseless frames case a bilinearly interpolated LR frame serves for the initialization 0 X . In the noisy frames case, a bilinearly interpolated "clean" LR frame is utilized. The particular "clean" frame is created by applying a median estimation procedure at the noisy frames.
At
In fact, experimentation shows that the direct comparison strictly demands common values for the parameters a ,  . Moreover, the experimentation carried out shows that it is difficult to formulate an automatic/semi-automatic parameter estimation procedure. In fact, the value of the parameter par has to be estimated by means of standard techniques which estimate the outliers rejection threshold. Regarding the parameters  , a and  , their values have to be specified manually through visual monitoring [14] . Additionally, apart from visual inspection, the two numerical measures Xydeas and Petrovich [26] as well as MSE are employed to assess the methods SR performance. The Xydeas and Petrovich measure is an objective test of edge information between two images and takes values in the range [0, 1]. Its value is 0 when the images under comparison do not share any edge information, whereas its value is 1 when there is no loss of edge information. 
Experimental results

Numerical results
Evaluation and discussion
Grouping per common data-fidelity term
Grouping per common regularization term
Grouping per pairs
Conclusions are also reached by grouping the methods per pairs, each of which exhibits rival terms with different robustness of efficiency. Table XI 
a) Noiseless frames
In case of employing noiseless sequence of frames the difference in robustness of efficiency, between the rival estimators employed for the data-fidelity term, plays a vital role in determining ranking in performance for the SR methods under comparison in each pair. More specifically, if the particular robustness difference is great, the best performance is exhibited by the method which utilizes the most robust estimator in the data-fidelity term. Otherwise, thus in case of small robustness difference between the estimators, the method with the most robust regularization term comes first in performance.
So, in pairs 1, 3, 5 and 6 the difference in robustness of efficiency between the rival estimators utilized for the similarity cost is not as great as to determine performance ranking. Particularly, in pairs 1 and 3 the Huber estimator rivals the 
b) Noisy frames
In case of employing noisy sequence of frames the general conclusion that the ranking in performance, for the super-resolution techniques under comparison in each pair, is determined by the estimator utilized for the data-fidelity term can be reached. In fact, in each pair the method employing the most robust estimator, for assuring fidelity to the corrupted by noise data, comes first in performance. This can be attributed to the strong presence of outliers in the data. However, differentiations from the general conclusion appear in some methods behavior under certain types of noise present in the LR frames.
More specifically, when the employed sequence of frames is corrupted by salt&pepper noise, in pairs 1, 2, 3, 5 and 6 the best SR performance is exhibited by the method which utilizes the most robust error norm for assuring fidelity to the noisy data. Therefore, the 
Scene consideration
In the present work experimentation is carried out with two different scenes Lena and Stanford. The Stanford scene is quite more demanding than the Lena scene, as it exhibits more fine details. L +BTV with the Huber+Tikhonov technique for frames corrupted by speckle noise, again different performance ranking is obtained for the scenes utilized. In the aforementioned cases for the most demanding scene, Stanford, the best performance is exhibited by the method employing the most robust estimator in the data-fidelity term. For the least demanding scene, Lena, the SR method with the most robust regularizer performs best.
In order to provide some intuition as to what extent the pair grouping conclusions could change when considering other scenes, a statistical evaluation is presented in Table XII . Actually, the particular table presents the percentage of experimental data which leads to common conclusions for the two scenes regarding each pair of SR techniques. Thereafter, in pairs 1, 2, 5 and 6, 100% of experimental data leads to common ranking for the methods performance. However, in pair 3, where the 1 L +BTV technique is compared with the Huber+Tikhonov technique, common performance ranking for the two scenes is assessed by 80% of the experimental data. As far as pair 4 is concerned,
1
L +BTV technique versus Lorentzian+Tikhonov technique, common conclusions for the two different scenes are reached by only 60% of the data. In the particular pair of methods, 40% of the experimental data leads to different conclusions for the employed scenes. 
Conclusions
In this work trade-offs between the data-fidelity and regularization terms, which formulate the SR image reconstruction problem in the context of stochastic regularized techniques, are discussed. Experimentation is carried out with the Grouping the methods per common data-fidelity term it makes clear that the best performance is exhibited by the method which employs the most robust regularization technique.
The particular conclusion concerns noiseless frames as well as frames corrupted by noise of various models. When the methods are grouped per common regularization, in general terms it is concluded that the ranking in performance is in accordance with the ranking in robustness of the estimators employed for the data-fidelity term. Nevertheless, there are some differentiations from the general conclusion in the cases of noisy frames. Thereafter, in case of frames corrupted by salt&pepper noise the 1 L estimator performs superiorly to the Huber estimator.
Concerning those frames which are corrupted by Gaussian, speckle or Poisson noise, the Huber estimator predominates over the Lorentzian estimator. Conclusions can also be reached with regard to the grouping of methods per pairs. When the employed sequence of frames is noiseless the difference in robustness of efficiency, between the rival estimators utilized for the data-fidelity term, affects the ranking in performance for the techniques under comparison in each pair. Particularly, if this robustness difference is great, first in SR performance comes the method with the most robust estimator in the data-fidelity term. However, in case of small robustness difference between the estimators, the best performance is displayed by the technique with the most robust regularization. In case of sequence of frames corrupted by noise, in general terms it is concluded that the performance ranking, for the SR methods under comparison in each pair, is determined by the error norm employed for the similarity cost. Actually, in each pair first in SR performance comes the method with the most robust estimator in the similarity cost. Without any grouping considerations, the Lorentzian+BTV technique exhibits the best performance for noiseless frames and for frames corrupted by salt&pepper noise. Nevertheless, when frames are corrupted by Gaussian, speckle or Poisson noise, the Huber+BTV technique outperforms all the other techniques.
