A low complexity Polynomial Functional link Artificial Recurrent Neural Network (PFLARNN) has been proposed for the prediction of financial time series data. Although different types of polynomial functions have been used for low complexity neural network architectures earlier for stock market prediction, a comparative study is needed to choose the optimal combinations of the nonlinear functions for a reasonably accurate forecast. Further a recurrent version of the Functional link neural network is used to model more accurately a chaotic time series like stock market indices with a lesser number of nonlinear basis functions. The proposed PFLARNN model when trained with the well known gradient descent algorithm produces reasonable accuracy with a choice of range of weight parameters of the network. However, to improve the accuracy of the forecast further, the weight parameters of the recurrent functional neural network are optimized using an evolutionary learning algorithm like the differential evolution (DE). A comparison with other well known neural architectures shows that the proposed low complexity neural model can provide significant prediction accuracy for one day advance and speed of convergence using the International Business Machines Corp. (IBM) stock market indices.
Introduction
Financial time series data are more complicated than other statistical data due to the long term trends, cyclical variations, seasonal variations and irregular movements. Predicting such highly fluctuating and irregular data is usually subject to large errors. So developing more realistic models for predicting financial time series data to extract meaningful statistics from it more effectively and accurately is of great interest in financial data mining research. A significant amount of studies has been done in this field that includes hybrid combinations of soft computing technology and data mining analysis applied to stock data prediction over a time frame varying from one day ahead to several days ahead. Traditionally, the linear statistical models like autoregressive moving average (ARMA) or ARIM [1] [2] [3] used for time series forecasting are simple but suffer International Journal of Computational Intelligence Systems, Vol. 8, No. 6 (2015) 1004-1016
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Various ANN based methods like Multi Layer Perception Network (MLP) [6] , Radial Basis Function Neural Network (RBF) [7] , Wavelet Neural Network (WNN) [8] , Recurrent Neural Network (RNN) [9] and Functional Link Artificial Neural Network (FLANN) [10] [11] [12] [13] are extensively used for stock market prediction due to their inherent capabilities to identify complex nonlinear relationship present in the time series data based on historical data and to approximate any nonlinear function to a high degree of accuracy. A major benefit of neural networks is that it incorporates prior knowledge in ANN to improve the performance of stock market prediction. It also allows the adaptive adjustment to the model parameters depending on the nonlinear description of the problem. Chang & Fan [14] proposed a hybrid model by integrating a wavelet and TSK Fuzzy rules and an adaptive based ANFIS model [15, 16] for stock price forecasting. These ANN or hybrid system networks with several layers of neurons involve large computational complexity during training and testing of the model for forecasting non-linear time series data. In order to have better command on prediction, the intelligent functional link artificial neural network (FLANN) initially proposed by Pao, Y. H., & Takefji, Y. (1992) [17] has a nonlinear functional block to provide an expanded input space that introduces both nonlinearity and high dimensionality. This network has less computational complexity and provides better prediction performance in comparison to the widely used MLP network.
A wide variety of FLANNs [18] [19] [20] This paper is organized in six sections. In Section 2, the architecture of the Polynomial recurrent FLANN model is proposed and various polynomial basis functions are outlined. Section 3 is about briefing of differential evolution algorithm which is used to optimize the free parameters of our proposed architecture. In section 4, presents detailed description of sentiment of stock time series indices, technical indicator generation, complete features generation for our prediction model, and performance criteria's to assess the performance of the suggested architecture with comprehensive features. Section 5 summarizes the experimental results of the forecasting system obtained using different comprehensive features and finally in discussion the results are compared using suggested performance criteria. Finally, conclusion is given in Section 6 and followed by references are in section 7.
Development of a stock forecasting system using PFLARNN Model
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As shown in Fig.1 (2) In the input layer, the input variables comprise one input for the bias, the output vector C of the non-linear functional expansion block, three popular technical indicators, and one input for the recurrent link obtained by feeding back one step delayed output. Thus the final input vector is obtained as
The vector C is obtained by using the following polynomial functions in the functional block.
Polynomial Basis functions

Chebyshev Polynomial Function
The lower and higher order Chebyshev Polynomials are given in equations (4) and (5) as 
Laguerre Polynomial Function
The lower and the higher order Lagurre Polynomials are represented as
The higher order Laguerre Polynomials can be generated by the recursive formula
Legendre Polynomial Function
This model uses the basis function Legendre Polynomials. Legendre Polynomials are a set of The higher order Legendre Polynomials can be generated by the recursive formula.
Power Series Polynomial Function
This model uses the basis function as Power series.
Power series is implemented to enhance the input pattern given to PFLARNN model is given in equation (10).
Conventional learning process of the model
The weights of the PFLARNN model are updated at the end of each experiment by computing the error between the desired output and the estimated output. 
Also the output of the model is obtained as (14) Using gradient descent algorithm, the weight vector is updated recursively as
where is the learning rate.
Differential Evolution Algorithm (DEA)
Differential Evolution (DE) [19] is a population-based stochastic function optimizer, which uses a rather greedy and less stochastic approach for problem solving in comparison to classical evolutionary algorithms, such as genetic algorithms, evolutionary programming, and PSO. DE combines simple arithmetical operators with the classical operators of recombination, mutation, and selection to evolve from a randomly generated starting population to a final solution. Differential Evolution algorithm uses four parameters like population (Pop_Size), crossover probability (CR), and scaling factors (F1 and F2). The objective function for optimization is chosen in equation (16) as
Where NN is the total number of data samples used for training.
Simulation study
The selection of stock time series data
The stock data for the experiment has been collected from International Business Machines Corp. (IBM). This data set covers more than 4000 trading days ranging from 09/06/1995 to 31/12/2012. The data set includes the opening price, highest price, lowest price, closing price, and total volume which are considered as basic information's to forecast the stock time series data. We have considered the attributes like the closing price and volume of the data set for the model to forecast. The data set shown in Fig.2 is partitioned into a data set for training the model and a test set for validating whether the predictions are valid outside the training samples.
The 2000 trading days of data and the following 300
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, MV5 is 5 day moving average of trading volume, and MV20 is 20 day moving average of trading volume. n is the number of samples used for calculating the indicators.
Training and testing of the proposed model
The data set is preprocessed before training and testing the model. The weights are initialized using evolutionary algorithm and further optimized by using back propagation learning algorithm.
The entire input data patterns including technical indicators are normalized to values between 0.0 and 1.0. The normalization formula in equation (20) is used to express the data in terms of the minimum and maximum value of the dataset. 
Performance Metrics
To validate whether the architecture has the generalization capability, we have considered the IBM stock data in two parts (shown in Fig. 2 The PFLARNN architecture is validated with some testing results based on the various measurements to study the accuracy of forecasting results. The Mean Absolute Percentage Error (MAPE) in equation (21) represents the absolute average prediction error between actual and forecast value. This gives the repulsive effect of very small prices; the Average Mean Absolute Percentage Error (AMAPE) in equation (22) is, therefore, adopted and compared. The impact of the model uncertainty needs to be measured on forecast results, the variance of forecast errors ( 2 Err ) in equation (23) variance of forecast error, and N is the number of forecasted data samples.
Application and Experimental Results
In this section, we have tested our model as per the case studies planned in section 4.3. The reason of selecting these case studies is to show that the proposed model can provide vigorous performance under different types of stock affinity.
Test Results of PFLARNN without DE optimization
Figs.3 to 6 shows the forecasting results of the PFLARNN architecture using Lagurre, Chebyshev, Power series, and Legendre Polynomial Functions, respectively, with various network weights ranging from -1.0 to +1.0, -2.0 to +2.0, and -3.0 to +3.0. These figures also illustrate the testing results of 30 days taken between 12/04/2012 to 24/05/2012 on real data. These 30 days are considered ahead of 250 days from the training period. From the figures it is observed that the performance for day ahead forecasting of the IBM stock is the best with weight range from -3 to +3 in comparison to other weight ranges. This is further corroborated from Table-1 The next section describes the use of differential evolution (DE) in the adaptation of the weights of the PFLARNN and the prediction performance for different sets of weight ranges.
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Test Results for Hybrid PFLARNN and DE optimization
The following results are obtained with various network weights ranging from -1.0 to +1.0, -2.0 to +2.0, and -3.0 to +3.0 for the hybrid PFLARNN using DE optimization technique and the convergence is achieved in just 50 iterations. Figs.7 to 10 exhibit the 30-days testing results for different weight ranges. The prediction performance of the Lagurre Polynomial Function based PFLARNN is shown in Fig.7 . Figs.8 and 9 illustrate the testing results of the same 30 days for different weight range using Chebyshev Polynomial Function based PFLARNN, and the Power series Polynomial function based PFLARNN trained by DE algorithm, respectively. From the figures 7 to 10 it is clearly seen that the weight range -3 to +3 produces the best performance prediction and this is also verified Finally we have tried to show with a chart in Fig. 11 to present the benefits of the increased accuracy in the prediction in an economical term to give a clear increased profitability. 
Discussion
The various performance indices like the MAPE, AMAPE, and the variance of forecast errors are given in Table- demonstrates the universal approximation properties of the neural network over a widely used statistical model like ARMA. However, in the RBFNN the choice of hidden layer neurons pose a problem, which is to be settled by trial and error. WNN is described in the Appendix. After predicting the stock indices, it is easy to find out the stock trend movement which will be useful for stock trading and ultimate profit booking.
Conclusion
Functional Link Artificial Neural Network is a single layer ANN structure, in which the hidden layers are eliminated by transforming the input pattern to a high dimensional space by using a set of polynomial basis functions giving rise to a low complexity neural model. Different variants of FLANN can be modeled depending on the type of basis functions used in functional expansion. Also a recurrent version of the polynomial FLANN is presented in this paper to improve the speed of convergence and forecasting accuracy. A comparison with other neural architectures has been provided to validate the accuracy of the proposed neural network inspite of its simplicity and low complexity architecture. Further differential evolution (DE) is used to optimize the weight parameters of the PFLARNN to provide an improved accuracy for different architectures or functional expansions. 
