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Confluences, locations where two rivers flow into one another, are characterized by the mixing 
of water, dissolved nutrients, chemicals, pollutants, and sediment. The process of mixing at 
confluences is inherently related to patterns of confluent flows, yet the complex nature of 
confluence hydrodynamics has limited efforts to generalize how mixing occurs at these locations 
in river systems. Although traditional in-stream measurements of three-dimensional velocities 
using hydroacoustic instruments provide valuable information on confluence hydrodynamics, 
such measurements are relatively limited in spatial resolution.  State-of-the-art high-resolution 
velocity-measurement techniques based on analysis of low-level imagery obtained by cameras 
positioned above the water surface have the potential to document in detail complex patterns of 
at confluences. Thus far, however, no studies have applied these emerging image-based methods 
to characterize flow at confluences, or have examined how imagery-based velocity measurement 
techniques might be enhanced by the acquisition of imagery using small unmanned aerial 
systems (sUAS).  The objectives of this dissertation are to: 1) investigate the accuracy of LSPIV 
for characterizing two-dimensional patterns of surface flow at stream confluences and 2) to use 
in-stream measurements of three-dimensional velocity, temperature, and turbidity to characterize 
mixing patterns and rates at confluences and to examine how mixing at confluences varies with 
changes in controlling factors. The dissertation research is organized into four distinct 
investigations focusing on flow and mixing at river confluences. 
 The first study investigates the potential for using large-scale particle image velocimetry 
(LSPIV), an imagery-based velocity measurement technique typically employed in laboratory 
settings or in simple, uniform flows in the field, for improving understanding of complex two-
dimensional flow at a river confluence. This study develops a stationary, river channel-spanning 
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camera mount onto which a small action camera is anchored. The camera records the movement 
of inexpensive, recycled landscape mulch on the surface of the water, and compares the resultant 
LSPIV-derived velocity with near-surface acoustic velocity measurements. The accuracy of the 
LSPIV compares favorably to the acoustic measurements, yet LSPIV can be used to obtain 
velocity over a large spatial extent. The chapter then focuses on applying the strengths inherent 
in the high spatial and temporal resolution afforded by LSPIV to characterize complex two-
dimensional flow structures at a river confluence. The results of this chapter confirm that LSPIV 
can be a cost efficient and effective supplement to traditional studies in regions of complex flow, 
and on its own can be used to better understand aspects of flow at confluences such as wake-like 
flow and shear-layer dominated flow along the confluence shear layer.  
 The second study extends the analysis of LSPIV methodology at confluences by 
exploring the potential benefits or disadvantages of using sUAS to obtain LSPIV imagery. This 
chapter specifically focuses on the potential capability of sUAS to measure complex mean flow 
and quasi-instantaneous snapshots of flow structure in river confluences with strong two-
dimensional velocity gradients. In this study, LSPIV results from a mobile tripod, a channel-
spanning stationary camera mount, and sUAS are compared. The accuracy of each method is 
compared to near-surface acoustic velocity measurements, and all methods are found to be 
accurate in comparison to the in-stream measurements. Although the sUAS is not fixed and 
moves slightly in three dimensions when hovering over the water surface, movement rapidly 
converges to a net of zero within tens of seconds even in relatively windy conditions. The results 
of this study indicate that mean velocities obtained with sUAS-derived LSPIV are just as 
accurate as with fixed methods, but can be a substantial improvement because of increased 
locational flexibility of the field of view. In addition, this study explores the effect of total sUAS 
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image distortion, and confirms that image distortion is not meaningful when flying within about 
20 m of the water surface and thus extensive image rectification is not required. Finally, this 
study investigates the conditions under which quasi-instantaneous snapshots of flow structures 
can be recorded with sUAS-derived LSPIV. Results reveal that, while more challenging than 
recording mean velocities, snapshots of flow structure can be obtained using sUAS when the 
flow structure is many times larger than the LSPIV interrogation area, and if the velocity signal 
that defines the flow structure is substantially larger than any apparent velocity signal caused by 
LSPIV error (such as spare seeding or camera movement).  
 The dissertation’s third chapter builds upon the first two be applying the developed 
LSPIV and sUAS methodology to produce a study of highly-detailed hydrodynamic mapping at 
two river confluences. Flow at two river confluences under high and low momentum ratios are 
investigated in unprecedented spatial detail. Results of this investigation reveal similarities 
between flow at each confluence and the standard conceptual model of flow at confluences, yet 
also finds important differences between the field cases and expectations derived from the 
standard conceptual model. This investigation exposes details about how the presence and 
location of the expected hydrodynamic zones changes with changing momentum ratio and 
confluence morphology and confirms that both variables have strong controls on confluence 
hydrodynamics. Results of this research unequivocally confirm the presence of wake-like flow at 
confluences at low momentum ratio and shear-layer flow at high momentum ratio, but also show 
that flow within the stagnation zone and shear layer at one confluence was not strongly 
controlled by momentum ratio. Detailed hydrodynamic maps for each confluence under each 
flow condition are produced, which can be directly compared to conceptual, computational, or 
laboratory models of confluent flow. The dense array of velocity measurements afforded by 
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sUAS-derived LSPIV are combined with in-stream measurements to demonstrate the 
advancement of knowledge of flow at confluences driven by the application of these new 
techniques. 
 The fourth and final investigation assess mixing dynamics at three confluences with 
distinct external (i.e. geometrical and morphological) characteristics. This study uses detailed 
measurements of three-dimensional velocity and spatially coincident measurements of 
temperature and turbidity to determine how patterns of mixing respond to velocity patterns. This 
research builds upon the growing body of work on mixing at confluences by obtaining these 
detailed measurements over a suite of flow conditions at each confluence. This study also 
assesses mixing rates with a formula based on tracer variance that can be compared among 
different sites and flow conditions. The results of this study indicate that channel-scale secondary 
flow drives momentum transfer along the mixing interface between flows, and therefore is the 
dominant control on mixing. The dominant form of secondary flow is coherent helical cells 
driven by flow streamline curvature and the associated pressure gradient, although this study also 
shows that in cases without extensive helical flow cells substantial mixing (up to 40%) can occur 
at one of the confluences. This investigation also confirms that mixing appears to be positively 
correlated with momentum ratio, negatively correlated with flow scale (e.g. depth), and might be 
affected by density differences in some cases. This study provides the groundwork for future 
detailed studies of mixing at these sites supported by thorough analytical and computational 
investigation.  
 In conclusion, the results of the research presented in this dissertation improve 
understanding of flow and mixing at river confluences under a suite of external (geometrical and 
morphological) and internal (hydrodynamic) controls, while simultaneously advancing LSPIV 
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and sUAS methodologies. This dissertation also provides a foundation for ongoing and future 
computational modeling of flow at confluences, and offers the potential for future comparisons 
among field, laboratory, and computational work using mixed methodology approaches that 
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 Streams and rivers are a fundamental part of the hydrologic cycle, transferring rainwater 
from earth’s land surfaces to lakes and oceans where it re-enters the atmosphere. Streams and 
rivers are the most important features that transport matter from the earth’s land surfaces to 
oceans and lakes, and are responsible for the overwhelming majority of denudation of earth’s 
land surfaces (Walling, 2006). Because streams are ubiquitous over highly variable land surfaces 
associated with distinct atmospheric, geologic, ecologic, and anthropogenic characteristics, when 
individual streams combine at a confluence water with sometimes quite different constituents 
begin to mix. Thus, the hydrodynamics of flow at confluences and the way streams and rivers 
mix at and directly downstream of confluences has been an important research focus in the 
geosciences for decades (Mackay, 1970; Mosley, 1976; Ashmore et al., 1992; Gaudet and Roy, 
1995; Rhoads and Kenworthy, 1995; Bradbrook et al., 1998; Rhoads and Sukhodolov, 2001; 
Biron et al., 2004; Rhoads and Sukhodolov, 2008; Lewis and Rhoads, 2015). However, the exact 
nature of flow and mixing at confluences is incompletely understood, in part because of the 
difficulties inherent in measuring velocity and flow constituents in regions of complex flow in 
the field (Sukhodolov, 2015). Research that connects flow hydrodynamics, confluence 
morphology, and water mixing, is crucial to improve understanding of mixing processes at 
confluences.  
 Confluences are zones of intense spatial gradients within fluvial systems. Gradients of 
vector quantities like velocity and momentum contribute to unique and complex flow 
characteristics that cause confluences to be some of the most complex regions within fluvial 
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systems. The interaction of water at confluences is therefore important hydrodynamically, as the 
fluid dynamics of colliding flow are importance for momentum transfer and dissipation, 
turbulence, and secondary flow patterns (Rhoads and Sukhodolov, 2008). These hydraulic flow 
characteristics are important controls on flooding processes in natural and engineered channels 
(Baranya et al., 2015), affect in-stream habitat for fish and macroinvertebrates (Rice et al., 2006; 
Osawa et al., 2010; 2011; Subotic et al., 2013), and influence mixing of water and flow 
constituents (Biron et al., 2004; Lewis and Rhoads, 2015; Park and Latrubesse, 2015; Umar et 
al., 2017). Lateral gradients of scalar properties like temperature, sediment load, and dissolved 
constituents, such as pollutants and nutrients, distinguish confluences as scalar mixing zones. 
Stream confluences have been identified as ecological hotspots because of large gradients in 
velocity, water quality and temperature that produce local variability in aquatic habitat for stream 
organisms (Benda et al., 2004; Kiffney et al., 2006; Osawa et al., 2010). Similarly, because each 
tributary might carry a distinct sediment load, and because merging flow at confluences often 
produces characteristic erosional and deposition zones, confluences have been identified as 
important for interpretation of sedimentological records (Biron et al., 1993; Bridge, 1993; Best 
and Rhoads, 2008; de Morais et al., 2016). Confluences are efficient mixers of flow constituents 
and increase mixing rates by orders of magnitude compared to other locations within stream 
networks (Biron et al., 2004; Lane et al., 2008; Lewis and Rhoads, 2015). Clearly, the strong 
spatial gradients typically found at confluences are of considerable scientific importance.  
 The complexity of confluence morphodynamics and hydrodynamics have been 
challenging to characterize in natural settings. The three main ways in which confluences have 
been studied can be divided into detailed field studies, laboratory models, and computational 
fluid dynamics (CFD) numerical models, or by using a combination of these approaches. By 
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their nature, field measurements do not have high spatial or temporal resolution, yet provide 
detailed, accurate data on flow and morphology within complex real-word contexts. 
Generalization of findings from field studies can be difficult given the variability of confluences 
in relation to environmental controls, such as geologic setting or channel scale. Laboratory 
models can eliminate environmental variability, but perhaps at the cost of oversimplifying 
confluences to the degree that essential aspects of real-world confluences, such as bed and bank 
erosion, are not considered in the analysis. Nevertheless, research on confluence dynamics has 
benefited from the close relationship between laboratory and field studies (Best, 1987; 1988; 
Biron and Lane, 2008; Leite-Ribeiro et al., 2012; Zhang et al., 2015; Creelle et al., 2017; 
Schindfessel et al., 2017).  
Computational modeling can bridge the gap between reduced-complexity, but high-
resolution laboratory models and reduced-resolution, but high complexity field studies by 
maintaining, like laboratory models, the capacity to experimentally manipulate external controls 
and boundary conditions, yet also readily incorporate complexity documented in field studies. 
The two major drawbacks for using computational modeling methods to study river confluences 
are issues related to computational expense and field verification. Although computing resources 
continue to increase, directly modeling flow requires either high-performance computing power 
or an indirect treatment based on simplified turbulence closure (Constantinescu, 2014; Ramon et 
al., 2016). These factors limit the spatial domain that can be modeled, makes modeling efforts 
time-consuming and expensive, and might result in incorrect or incomplete results compared to 
field verification. Although numerical modeling is flexible, the results must not be taken as a 
perfect replication of real-world processes. Numerical models must be validated with measured 
data by comparing predictions against measured data and outputs of some models may not 
4 
 
conform to field measurements. Despite these limitations, computational modeling has been 
interfaced with laboratory and field work and has yielded significant contributions to our 
understanding of hydrodynamic and sedimentological processes at confluences (Biron et al., 
2004; Bradbrook et al., 1998; 2000a; 2000b; 2001; Constantinescu et al., 2011; 2012; 2014; 
2016).  
 Although confluences have been studied extensively over the past several decades using 
field, laboratory, and computational approaches, many aspects of confluence dynamics remain 
poorly understood. Confluences are ubiquitous and highly variable, ranging from nearly-parallel 
junctions in small engineered channels to temporally transient high-angle junctions of massive 
braided river threads (Rice et al., 2008). Yet, much of the knowledge gained on confluences in 
the field have come from a small number of confluences. While general conceptual models of 
hydrodynamics and morphodynamics have been proposed, comprehensive evaluations of these 
models are lacking (Rhoads, 1996; Best and Rhoads, 2008). In addition, specific impacts of 
hydrodynamic and morphodynamic characteristics on sediment transport and mixing are usually 
studied at small scales, based on spatially and temporally limited measurements.  
 One way to enhance understanding of confluences is to enhance the quality, quantity, and 
resolution of field data. Field sensor technology continues to improve – acoustic point probes 
(Lane et al., 1998; Buffin-Bélanger and Roy, 2005), acoustic profilers (Muste et al., 2004; 
Konsoer and Rhoads, 2014), and remotely sensed imagery (Park and Latrubesse, 2015; Umar et 
al., 2017) are all examples of technological advancements that have spurned significant advances 
in ways in which the scientific community characterizes confluences in the field. However, by 
far the most commonly used method of characterizing flow at confluences has been with in-
stream, spatially limited point or cross-sectional measurement techniques that necessarily have 
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low spatial resolution. Typical field studies at confluences rely on interpreting sparse flow and 
sediment data to understand processes acting over much larger scales – especially problematic 
when these processes are so variable in space and time.  
 A unique and promising way to improve on some of these fundamental issues of field 
work is through image analysis. Image-based velocity measurement techniques are rapidly 
gaining popularity and appear well-suited to overcome some of the challenges inherent in 
measuring complex flow in the field (Tauro, 2016). The most commonly used image-based 
velocity measurement techniques in the field are based on the method of Particle Image 
Velocimetry (PIV) developed in the late twentieth century to study fluid motion in laboratory 
experiments (Adrian 1991; 2005).  PIV, which traces the movement of particles or groups of 
particles within the fluid, can generate 2D or 3D measurements of velocities at high spatial and 
temporal resolutions. Such datasets can be compared directly to results of computational models 
that predict velocity fields at high spatial and temporal resolutions. Because PIV methods require 
sequences of images depicting the transit of discrete particles carried a distance by the flow 
during a time step, PIV has typically required precise setups in highly controlled laboratory 
environments (Adrian 2005). Such setups are necessary to reduce complicating factors associated 
with camera calibration and image rectification, adverse lighting external lighting conditions, 
illumination of the seeded particles, seeded particles that are neutrally buoyant and have low 
enough inertia to satisfactorily move with the flow,  
 In field environments, the entire PIV process is scaled up, and become known as large-
scale PIV (LSPIV). Unique challenges exist for LSPIV because: 1) it is often not practical or 
possible to control illumination and lighting conditions, and 2) it is difficult to ensure that the 
camera is perfectly stable and aligned orthogonal to the water surface.  Moreover, seeding the 
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flow with particles that are dense, uniform, and the correct size can be prohibitively expensive, 
unsafe ecologically, or difficult due to the size of the river, the need to disperse particles 
uniformly over the river, or flow conditions that rapidly disperse particles, such as strong 
convergence or divergence (Muste et al., 2008). Of these issues, lighting conditions can be 
controlled somewhat by obtaining imagery when sun conditions are favorable, such as on a 
cloudy day, or by choosing particles that have a high contrast with the water surface and channel 
bed. Ensuring the camera is stable and orthogonal has been the focus of recent research (Tauro et 
al., 2014), and methods exist to ensure these parameters are close to what would typically be 
found in the lab. The most common way to deal with camera stability and angle issues has been 
to deploy LSPIV where there is existing infrastructure such as bridges (Jodeau et al, 2008) or to 
use or build a stable mount such as a tripod or a channel-spanning rig (Kim et al., 2008; Dramais 
et al., 2011). However, in these cases, environmental factors like wind can still contribute to 
unstable cameras (Lewis et al., submitted). Also, many LSPIV studies have acquired imagery at 
an oblique angle and then rectified it in post-processing (Fujita et al., 1998; Muste et al., 2008; 
2011). With the advent of UAS, cameras can remain orthogonal to the water surface by using 
calibrated, motorized gimbals, but stability is still a major concern (Tauro et al., 2016a; 2016b, 
Detert et al., 2017). Another difficult challenge to overcome with LSPIV (and other imagery-
based methods such as LSPTV) is the inherent difficulty in either seeding the flow with particles 
introduced by the research team or attempting to use existing particles or patterns already present 
on the water surface (Muste et al., 2011). Seeded particles must be introduced upstream to avoid 
disturbing the flow or being in the frame of view. Natural currents can produce regions of over-
concentrated particles (e.g. flow convergence) or sparse particles (flow divergence or upwelling). 
In addition, particles must be ecologically inert and inexpensive, or must be recoverable and 
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reusable. Unseeded flows are reliant on water surface conditions and are less likely to produce 
highly accurate results that could characterize flow structure (Creutin et al., 2003; Zhang et al., 
2013). Although other seeding and pattern methods have been used, such as using thermal 
patterns (Puleo et al., 2012; Legleiter et al., 2017), ice blocks with thermal imagery (Tauro et al., 
2017), naturally occurring surface waves or boils (Muste et al., 2005), and naturally occurring 
bubbles or leaf litter (Muste el al., 2008), unseeded flows are generally only capable of obtaining 
a rough estimate of velocity.  
 Despite these challenges, great strides have been made in characterizing natural flows 
using imagery based methods, generally, and LSPIV, specifically, (Muste et al., 2011, Tauro, 
2016). These methods have mainly been used to calculate mean velocity and discharge in natural 
rivers, but have been employed to study topics as wide-ranging as soil movement (White et al., 
2003) to turbulence in the wake of field-scale turbines (Hong et al., 2014). Although the promise 
of using high-resolution LSPIV datasets to unravel complexities of flow structure at field scales 
is clear, the advent of this technology has yet to be studied in depth. The extent to which LSPIV 
can be used to characterize flow at stream confluences is not currently well-known. Also, though 
sUAS-based cameras clearly increase the flexibility of LSPIV, the additional complexities 
introduced by a mobile, unstable camera have not been thoroughly investigated. If LSPIV can 
deliver on its potential to act as a useful tool for obtaining high-resolution field data, it can be a 
powerful complement to traditional field measurement techniques and help to bridge the gap 
between field, laboratory, and computation studies of complex river flows.  
1.2 Research Objectives/Questions 
 The main objective of this research is to investigate the accuracy of LSPIV for 
characterizing two-dimensional patterns of surface flow at stream confluences. The analysis 
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focuses on advantages and disadvantages of two-dimensional surface velocity measurements 
derived from LSPIV using cable-mounted, fixed-mounted, and sUAS-mounted camera systems. 
A second objective is to use in-stream measurements of three-dimensional velocity, temperature, 
and turbidity to characterize mixing patterns and rates at confluences and to examine how mixing 
at confluences varies with changes in controlling factors. These objectives are accomplished by 
addressing the following research questions: 
1. What is the utility of mixed-method approaches that include LSPIV and in-stream 
measurements for field studies of confluences? Can these methods accurately 
characterize mean and quasi-instantaneous two-dimensional surface velocity patterns at 
confluences? 
2. What improvements or complications arise when obtaining imagery for LSPIV with a 
small unmanned aerial system? Do small unmanned aerial systems increase the 
usefulness of LSPIV, or is the use of sUAS to characterize two-dimensional surface 
velocities severely compromised by image resolution or camera movement? 
3. How does the structure of three-dimensional mean flow at confluences vary with 
changes in upstream momentum flux ratio, upstream density differences, total discharge 
within the confluence, bed and bank morphology, and distinct geometrical constraints 
such as confluent angle and symmetry ratio? 
4. How does mixing vary within confluences with changes in upstream momentum flux 
ratio, upstream density differences, total discharge within the confluence, bed and bank 




Through examination and analysis of these questions, this research fundamentally improves 
understanding of flow at river confluences. This research also provides a robust assessment of 
the capabilities of LSPIV to characterize mean and quasi-instantaneous surface flows in regions 
of highly spatially and temporally complex flow. Results of this research also provide 
information on the factors controlling the rates and patterns of mixing at confluences with 
distinct geometry, while simultaneously providing validation data for computational fluid 
dynamics models of the confluence field sites.  
1.3 Research Organization  
 General conceptual theory of flow at river confluences has advanced considerably over 
the past few decades and a great deal of scientific knowledge on confluences already exists. 
Similarly, LSPIV methods are an emerging technology in the study of river flows and recent 
work has begun to explore the integration of LSPIV with sUAS. The second chapter of this 
dissertation is a discussion of background literature relevant to confluences and LSPIV. The 
chapter begins with an introduction to confluences and LSPIV. It then discusses LSPIV in more 
detail and how it has been used to measure surface velocities in natural rivers. This section also 
focuses on the extent to which LSPIV is useful for measuring complex flow structure in 
substantial detail, and how future improvements in this technology could bridge the gap between 
field, laboratory, and computational studies. Next, the second chapter explains the 
hydrodynamics and morphodynamics of confluences in detail, followed by the conceptual 
background of mixing at confluences. The chapter concludes with a summary of the discussed 
topics.  
The third chapter of this dissertation details a proof-of-concept study that uses LSPIV to 
characterize flow structure at a stream confluence. This chapter represents one of the first 
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attempts to obtain high spatial and temporal resolution LSPIV in complex field environments, 
and successfully captures important details on flow structure. This research sets the stage for 
continued work on LSPIV at confluences and other locations of complex flow, and pushes 
LSPIV and related methodologies forward. This research successfully broadens the tools 
available to understand stream confluences and demonstrates the effectiveness of these methods 
in obtaining flow information that is complementary to traditional datasets. Supplemental 
information that can currently only be obtained with LSPIV can then be used to enhance 
understanding of confluent flow, compare to high-resolution numerical models, and help to 
better plan future intensive field campaigns.  
 The fourth chapter demonstrates the progression of LSPIV methodology by obtaining 
imagery from UAS. This research assesses the similarities and differences among LSPIV 
methods, with particular attention on the additional complexities involved in obtaining imagery 
from an unstable UAS compared to with a fixed camera mount. LSPIV obtain from UAS is a 
significant advancement of the methodology because the camera is assured to be orthogonal to 
the water surfaces, removing the need for complex imagery rectification, and can be located at 
any height and location. This work is a fundamental contribution to the literature on the 
combination of LSPIV and UAS, while systematically describing and discussing remaining 
challenges yet to be overcome. The high temporal and spatial resolution of LSPIV, combined 
with the increased flexibility of using UAS rather than fixed mounts, makes detailed 
hydrodynamic mapping of stream confluences possible.  
 Chapter five presents detailed hydrodynamic mapping at stream confluences and 
demonstrates how LSPIV and UAS methodology provides two-dimensional measurements of 
surface velocities at high spatial resolution that can be used to evaluate overall patterns of 2D 
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flow through confluences. This chapter represents an amalgamation of the methods previously 
used in this dissertation. Results show that LSPIV obtained from sUAS complements traditional 
cross-sectional flow measurements obtained with hydroacoustic instruments to generate spatial 
information on flow patterns at a level of detail unmatched in the literature. The high-resolution 
surface data afforded by LSPIV is used to infer flow details provided by traditional field datasets 
and numerical models. This chapter finishes with a call to produce similar mixed-method field 
studies of other hydrodynamically complex regions and again demonstrates the power of 
advancing imagery-based field measurements.  
The dissertation’s sixth chapter is a synopsis and discussion of mixing at the three 
confluence field sites. This research uses detailed measurements of three-dimensional flow, 
temperature, and turbidity at channel cross sections to determine the rates and patterns of fluid 
mixing. This research advances understanding of mixing processes at confluences and refines 
previous work at the study confluences. Mixing patterns are controlled by the spatial location of 
secondary flow, and this chapter studies why secondary flow is stronger at some locations within 
a confluence than at others and at some confluences versus other confluences. Mixing patterns at 
cross sections are used to infer flow within the entire confluence, and calculated mixing rates 
show which patterns are the most effective at mixing the fluid rapidly downstream of the 
junction. The results of this chapter both bolster and improve previous research at this and other 
small confluence sites, providing a data-rich basis on which to evaluate the factors influencing 
mixing within confluences.  
 Finally, chapter seven summarizes the results of this research, integrates this research into 
the existing literature, discusses the broader significance of river confluences and imagery-based 
velocity measurements, and addresses how the specific research findings relate to the research 
12 
 
objectives posed in the introductory chapter. In addition, it assesses the limitations of the 
research, with a particular focus on the potential for future research to improve upon the work 
presented in this dissertation. The chapter ends with a brief discussion of the future outlook of 
imagery-based velocity measurements and how they can continue to produce breakthroughs in 
analysis of complex flow regions such as river confluences.  
 In sum, the chapters of this dissertation combine state-of-the-art imagery-based velocity 
measurements with traditional in-stream methods to fundamentally improve our understanding of 
flow and mixing of flows at stream confluences. The research advances LSPIV, particularly 
when interfaced with emerging UAS technologies. Not only is this methodological advancement 
valuable on its own, the use of this methodology to enhance understanding of flow and mixing at 





























CONCEPTUAL BACKGROUND – LSPIV AND RIVER CONFLUENCES 
 
2.1 Introduction  
River confluences are important nodes in fluvial networks and associated with complex 
hydrodynamics and morphodynamics, sediment transport and sedimentology, rapid mixing 
where chemically and physically distinct flows frequently converge, and strong gradients in 
environmental conditions that influence riparian and in-stream ecological function. Because 
confluences are among the most complex hydrodynamic environments in fluvial systems, studies 
that focus on improving characterization of flow patterns at confluences are vital. Rapid 
advancements in large-scale particle image velocimetry (LSPIV) have made it possible to obtain 
high-resolution surface velocity data in the field. However, the extent to which LSPIV can 
successfully measure complex, 2D mean and quasi-instantaneous flow patterns has yet to be 
discerned. Studies of flow at river confluences might be considerably improved by applying 
LSPIV techniques, which could result in increased understanding of these systems.  
A growing body of research focused on river confluences has emerged, resulting in many 
important insights into confluent dynamics. However, numerous important unanswered questions 
remain. Among the most important of these questions are the event-specific interaction among 
flow, morphology, and sediment transport (especially at channel-forming discharge), the 
processes and variables driving mixing and the resultant patterns and rates of mixing, and the 
specific influences of confluences on fish and macroinvertebrate habitat. Flow patterns at 
confluences directly control hydraulic mixing patterns and rates, but studies that explicitly 
measure flow together with conservative tracers to characterize mixing are rare. Though research 
on mixing at confluences has indicated these systems mix flow more rapidly than straight or 
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even meandering reaches, little consensus exists on what physical processes or hydraulic and 
geometric variables control mixing. 
The purpose of this chapter is to provide a theoretical and conceptual framework for this 
dissertation and to provide the reader with a context to better understand the contribution of this 
work to the relevant scientific literature. The first section details the large-scale particle image 
velocimetry (LSPIV) method and its contribution to the study of complex flow structures in 
natural systems; the second section discusses the hydrodynamics and morphodynamics of river 
confluences; and the third section focuses on mixing in rivers at and downstream of confluences.  
2.2 Principles of PIV and LSPIV 
The remotely sensed, image-based methods of particle image velocimetry (PIV) and 
particle tracking velocimetry (PTV) are well-established techniques for measuring velocity data 
from a set of successive images (Adrian, 1991). The core processes behind these methods are 
based on the fundamental definition of velocity – a distance moved over a length of time – and 
has its roots in classic observation of natural flows common since antiquity (Soares et al., 2013). 
The basic concept of PIV/PTV involves calculating the movement of a pattern of particles (PIV) 
or a single particle (PTV) between two images of the same scene taken at short time intervals 
(Adrian, 1991). If the scene has the same dimensions in each image, the movement of the 
particle cluster or single particle can be calculated in image pixels and translated to a real 
distance, while the time between the images is used to complete the velocity calculation. PTV is 
typically used when there are relatively few, yet high contrast and uniform, particles (such as 
plastic particles in a laboratory flume) visible on each image (Mass et al., 1993), while PIV is 
preferred when particles are dense, or when the particle or pattern being imaged is non-uniform 
(e.g. patterns of surface waves or leaf litter on a natural river) (Muste et al., 2008). Although the 
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specific algorithms used in PTV differ from PIV, the basic methods are similar and therefore 
only PIV will be considered herein.  
PIV works by cross-correlating small sub-sections within successive image pairs to find 
the most probable location of particle displacement in the second image (Figure 2.1). The small 
subsections of each image are called the interrogation area (IA), for which an intensity pattern 
based on light and dark sections (intensity patterns) of the image are computed. The PIV process 
is thus fundamentally a statistical pattern-matching technique based on the discrete cross-
correlation function (Adrian, 1991; Thieliecke and Stamhuis, 2014). A resulting correlation 
matrix is produced that gives the best match between IAs in the first and second image, and 
therefore the location of the center of the IA in the second image can be compared to the location 
of the IA in the first image and displacement can be calculated. When the time between the 
images is known, velocity can be computed for all IA matches, and therefore a dense grid of 
velocity vectors is produced. The cross-correlation algorithm can be calculated with a direct 
computation of the correlation matrix in the spatial domain or in the frequency domain using the 
discrete Fourier transform (Adrian, 2011; Thieliecke and Stamhuis, 2014). Much research has 
focused on computation of PIV cross correlation and the pros and cons of each computational 
method, and most PIV software contain numerous ways to compute the cross correlation matrix 
(Keane and Adrian, 1992; Westerweel et al., 1997; Adrian, 2005 and references within). 
PIV has traditionally been implemented in laboratory settings because of the its high 
sensitivity to image quality and illumination, camera movement, particle density and quality, and 
its reliance on high resolution and expensive imaging equipment. All PIV setups require 
sufficient flow seeding of some tracer that moves with the flow while not substantially affecting 
the flow itself, successive images of the flow, and a way to translate distance in pixels and time 
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in frames to a known distance and time. In the laboratory, it is common to use high-resolution 
cameras that are calibrated for lens and other distortions, to orient the camera perfectly 
orthogonal to the flow to remove tilt distortions, to provide illumination in the form of lasers or 
another highly controlled light to maximize the contrast between flow and particles, and to use 
custom-made and neutrally buoyant tracer particles (Adrian, 2005). Laboratory PIV has been 
used to obtain velocity information in many laboratory systems, ranging from wind tunnels 
(Willert, 1997) to pore spaces between simulated particles (Blois et al., 2014). With tightly-
controlled and expensive equipment, PIV in the laboratory can obtain velocity close to 
boundaries where traditional methods cannot measure (Kahler et al., 2006; 2012), in three-
dimensions simultaneously (Elsinga et al., 2007; Discette et al., 2012), and can produce velocity 
measurements directly comparable to computational models (Yuan et al., 2004; Ford et al., 
2008).  
With improvements in imaging devices and computation power, PIV has successfully 
been implemented in many ways in natural systems (Muste et al., 2008; 2011). The result of 
extending laboratory-based PIV methods to the field is known as large-scale PIV, or LSPIV 
(Figure 2.2). LSPIV methods cannot strongly control ambient lighting conditions such as 
sunlight, must use particles that are inexpensive and ecologically inert or are recoverable, and 
must rely on images taken from mobile camera mounts or use cameras mounted on stable 
infrastructure (Kim et al., 2008; Le Coz et al., 2010; Muste et al., 2011). Although LSPIV clearly 
cannot be as tightly controlled as PIV, LSPIV has been used extensively to obtain flow velocity 
in a variety of systems. The most common use for LSPIV has been to compute discharge using a 
coefficient that relates measured surface velocity to depth-averaged velocity (Rantz, 1982; Hauet 
et al., 2008). While LSPIV can only produce velocity measurements on the planar surface of the 
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flow, imagery can cover a large spatial area and be obtained many times per second. Thus, 
LSPIV yields high spatial and temporal resolution velocity measurements in the field and can be 
a unique complement to studies of complex flow structure.  
LSPIV is one of numerous image-based velocity measurement methods, which are non-
contact techniques used to measure velocity in fluid flows at many scales. As such, LSPIV and 
all image-based techniques when used in the field are allied with remote sensing methods. 
LSPIV and related image-based optical techniques such as satellite methods (Bjerklie et al., 
2005) and space-time velocimetry (Fujita et al., 2007) obtain pictures of the water surface in the 
visible or near-visible spectrum. Other remote sensing methods for measuring stream velocity do 
not explicitly capture images in the typical sense, but rather use radar (Smith et al., 1995; Costa 
et al., 2006), thermal infrared outputs (Puleo et al., 2012; Lima et al., 2014), or microwave 
sensors (Plant et al., 2005). Measurements of velocity derived from the movement of discrete 
tracers equipped with GPS might also be considered remotely sensed methods (Stockdale et al., 
2007), but in these cases, contact with the flow is required to obtain velocity. Many of the 
concepts discussed here extend to other remotely sensed velocity measurement techniques.  
2.2.1 LSPIV For Mean Flows and Quasi-instantaneous Flow Structure 
 Most studies employing LSPIV have focused on obtaining velocity in relatively uniform 
flows, or obtaining discharge remotely (Hauet et al., 2008). Fewer studies have explicitly 
attempted to obtain 2D flow structure with LSPIV, but the potential for using LSPIV to produce 
detailed maps of 2D flow structure is clear (Fujita et al., 1998; Weitbrecht et al., 2002; Fox and 
Patrick, 2008). Many LSPIV studies are deployed in one-dimensional flow because it simplifies 
the seeding process, as flow convergence and divergence can make dense, uniform particle 
seeding difficult in the field (Kum, 2006). Particle seeding is often noted as the most challenging 
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aspect of LSPIV, because dense, uniform particles are required to produce intensity patterns 
within each IA that can be matched between images (Figure 2.3). In some cases, naturally 
occurring particles or patterns on the water surface such as turbulent boils (Fujita and Kunita, 
2011) have been traced and used to obtain velocity, but naturally occurring particles and patterns 
do not provide sufficient detail to obtain flow in all but simple, one-dimensional flow. Particles 
are often seeded manually by researchers, though some attempts have been made to use a semi-
automated process that dispenses seeded particles to the water surface (Muste et al., 2008). 
Particles must be introduced to the water upstream of the measurement location to avoid altering 
the flow within the region of interest, and, as a result, particles might spread downstream 
inconsistently. In regions of strong vertical components of flow, such as upwelling, it might not 
be possible to consistently seed the flow with particles (Kim, 2006). However, some studies have 
been able to successfully measure velocity in regions of complex three-dimensional flow, 
including upwelling, divergence, and convergence (Weitbrecht et al., 2002). The extent to which 
LSPIV can consistently be used to obtain 2D velocity, and its accuracy in comparison to near-
surface measurements using other techniques, has not been thoroughly studied. Confluences are 
some of the most hydrodynamically complex regions in fluvial systems, so LSPIV results from 
river confluences should represent a challenging situation for producing high-quality LSPIV.  
 Beyond the issues inherent in introducing particles to regions of complex two-
dimensional flow, other factors can complicate LSPIV measurements. Unless cameras can be 
fortuitously mounted to existing infrastructure, LSPIV requires a mobile, yet stable, camera 
mount (Jodeau et al., 2008). Movement of the camera between images will produce an apparent 
movement of the intensity pattern within an IA, and will therefore bias velocity results (Lewis et 
al., submitted). In some cases, a small, controlled, and known camera movement can be 
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removed, but in the majority of LSPIV measurements camera movement degrades the resulting 
velocity measurements (Muste et al., 2011; Detert, 2016). Field sites are often unpredictable, and 
camera mounts deployed in the field can be affected by wind. LSPIV has been deployed form 
sturdy vehicles that are not affected by wind, but these camera mounts require access roads to the 
site and are impractical in many applications (Dramais et al., 2011). In addition to camera 
movement, often it is necessary to orient the camera obliquely to the water surface to view a 
large spatial area with LSPIV. When the camera is not perfectly orthogonal to the water surface, 
substantial image distortion is introduced and must be removed with intensive image rectification 
based on surveyed ground control points (Muste et al., 2008) or targets with known properties 
(Daigle et al., 2013; Le Bouriscaud et al., 2016; Patalano et al., 2017). Not only does this require 
significant additional work and access to the scene of interest to survey the control points or 
place the target, image resolution is not constant for oblique images. Whereas recent research has 
developed methods to ensure cameras can be mounted in such a way to produce vertical imagery, 
and therefore remove the effect of substantial image distortion, these mounts still require the 
presence of a bridge or infrastructure spanning the river (Tauro et al., 2014). Few studies have 
assessed how potential camera movement, image obliqueness, or the ability to produce vertical 
imagery, could affect the capability of LSPIV to measure 2D flow in detail.  
 LSPIV has typically been used to estimate mean velocities in rivers, so that velocity 
computed between successive frames is averaged over samples tens to hundreds of seconds in 
length. When LSPIV is averaged over a long sample, individual frames or locations within 
frames that might be affected by error sources such as poor seeding or camera movement 
become less important (Lewis et al., submitted). Although one of the greatest advantages of 
LSPIV is that images of the water surface can be obtained with high frequency, few studies have 
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adopted LSPIV for investigating the formation and evolution of quasi-instantaneous flow 
structures (Weitbrecht et al., 2002; Fox and Patrick 2008). When surface velocity is computed 
between successive frames with a short time displacement (e.g. a fraction of a second), quasi-
instantaneous flow structures can be characterized as opposed to mean velocity at a location over 
a long sample (Figure 2.4). LSPIV can yield mean velocities for large regions of a river surface 
to document flow patterns as well as provide near-instantaneous velocities from successive 
frames to yield valuable information on flow turbulence and coherent turbulent structures. 
However, few, if any, studies have explicitly examined the capability of LSPIV to measure 
turbulent from video sequences under a range of conditions (Muste et al., 2011).  
The same complicating factors that affect mean 2D flow measurements will affect quasi-
instantaneous flow measurement, but perhaps to a greater degree because the effect of error 
sources is not averaged over many successive frames. Previous research in the field (Muste et al., 
2008) and laboratory (Weitbrecht et al., 2002; 2008), suggest that measuring flow structure 
snapshots in detail will be challenging due to the following factors: 1) limits of image resolution 
and particle seeding ensure that the smallest flow structure capable of being characterized must 
at least be larger than the size of one IA; 2) coherent flow structures form along, and lead to, 
gradients in flow velocity, which can be challenging regions to densely cover with seeding 
particles (Kim, 2006); and 3) small amounts of camera movement might be random and 
unavoidable with some mobile camera mounts. In sum, the extent to which LSPIV can be used to 
obtain both mean and quasi-instantaneous 2D flow at confluences and other regions of complex 
flow is still relatively unknown.  
2.2.2 LSPIV from sUAS  
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 Improvements in consumer-grade small unmanned aerial systems (sUAS) since about 
2010 have led to a rapid increase in sUAS use for scientific study (Tauro et al., 2016a; 2016b, 
Lewis and Park, 2017). Though operating sUAS requires Federal Aviation Administration 
(FAA) licensing, sUAS are easy to use and inexpensive. Current typical sUAS can be purchased 
for under between $1000 and $5000 USD, and have flight times of around 30 minutes (which 
can be extended with additional, inexpensive batteries) and high-resolution cameras (3840×2160 
pixels or greater). In addition, sUAS typically have their cameras mounted on motorized gimbals 
that can be controlled by the operator and keep the camera steady and in an orientation set by the 
operator. These factors make the potential for sUAS to be used to obtain LSPIV in natural 
systems clear. However, few studies have examined how using sUAS to produce LSPIV might 
differ from using fixed mounts, or how velocity accuracy could be affected.  
 The most obvious difference between fixed and sUAS cameras for obtaining LSPIV is 
that sUAS-mounted cameras move with the aircraft. AlthoughsUAS are generally stable due to 
intelligent flight capabilities and GPS lock, small movements even when hovering in place are 
inevitable (Detert and Weitbrecht; 2015). Camera movement is clearly detrimental to LSPIV, but 
few studies have assessed the extent to which movement might degrade mean or quasi-
instantaneous measures of surface velocity in natural systems. In addition, the increased 
flexibility of sUAS should be a benefit to LSPIV because imagery can be obtained in many 
locations and at many heights without the need for complicated or expensive camera mounts or 
infrastructure. Similarly, sUAS can be used to obtain LSPIV over a much larger area than typical 
fixed-mount LSPIV systems (Detert and Weitbrecht, 2015). Finally, since the cameras aboard 
sUAS can be maintained in a vertical position, intensive rectification of imagery due to image 
distortion and tilt might not be required. Research is needed to assess under what conditions total 
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image distortion could be low enough to prevent intensive rectification, and to what extent 
ignoring rectification could degrade LSPIV measurements. Overall, sUAS clearly represent an 
opportunity to increase the flexibility and spatial coverage of LSPIV and few studies have 
explicitly addressed the potential pros and cons of obtaining LSPIV imagery with sUAS. As 
sUAS technology continues to develop, research that attempts to maximize the potential of sUAS 
and LSPIV should be a priority.  
2.3 Flow Dynamics and Morphology at River Confluences 
The hydrodynamics and mophodynamics of river confluences have been the subject of 
thorough study in the field (Ashmore and Parker, 1983; Biron et al., 1993; DeSerres et al., 1999; 
Rhoads and Kenworthy, 1995; 1998; Rhoads and Sukhodolov, 2004; 2008; Parsons et al., 2007; 
Lane et al., 2008; Sziupiany et al., 2009, Ramón et al., 2013; 2014; Sukhodolov et al., 2017) and 
laboratory (Best, 1987; 1988; McLelland et al., 1996; Leite-Ribeiro et al., 2012; Guillen Ludeña 
et al., 2017) for many decades. More recently, computational modeling has been successfully 
used to investigate the complex hydrodynamics and morphodynamics present at confluences 
(Biron et al., 2004; Bradbrook et al., 1998; 2000a; 2000b; 2001; Constantinescu et al., 2011; 
2012; 2014; 2016). These investigations have led to conceptual models of flow and morphology 
at confluences. The basic conceptual model of flow as applied to confluences consists of distinct 
hydrodynamic zones (Figure 2.5). As flow from both channels combine in the downstream 
channel, the flow streamlines must converge to align with the downstream channel. This 
convergence causes super-elevation of flow near the upstream junction, called the stagnation 
zone (1). Downstream of this region is the zone of flow deflection (2), where the streamlines 
from each tributary collide and mutually deflect each other. The flows from each tributary 
accelerate as they are constricted into the downstream channel (3) before recovering a certain 
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distance downstream of the confluence (4) where flow is no longer affected by mutual 
interaction of two distinct flows. The location of flow recovery defines the downstream extent of 
the CHZ. Also present is a mixing interface (5a), often coincident with a shear layer (5b), which 
marks the boundary between the two distinct flows as defined by a conservative property of the 
flow or a transverse difference in downstream velocity, respectively. A zone of flow separation 
(6) is often, but not always, present attached to the downstream junction corner.  
 Studies of the morphology of confluences have yielded a similar conceptual model for 
channel bed characteristics which includes five main components (Figure 2.5). In the zone of 
flow acceleration, higher mean velocities promote erosion of the bed and a formation of a scour 
hole (1). The scour hole may also result from elevated turbulence which forms along the 
confluence shear layer (Best, 1988; Best and Rhoads, 2008). It is important to note that a scour 
hole is not always present (Boyer et al., 2006; Rhoads et al., 2009) and may become filled or 
scoured on the timescale of specific flow events. When present, the scour hole is usually between 
3 and 5 times the pre-confluence channel depth (Boyer et al., 2006). The beds from each 
tributary may slope into the scour hole, when present, resulting in tributary mouth bars or 
avalanche faces where each tributary enters the receiving channel (2). A mid-channel bar may 
form in the post-confluence channel as flow recovers, slows, and deposits sediment (3). At 
confluences where one tributary is dominant, or where one tributary joins the receiving channel 
at a larger angle compared to another, bank erosion may occur opposite the dominant or high-
angle tributary (4). Finally, deposition occurs in regions of slow moving flow and therefore a 
downstream corner bar may form in the region of flow separation (5). Deposition of fines may 
also occur at the flow stagnation zone. Often where streams of unequal slopes or rivers carrying 
significantly differing sediment loads meet, one tributary’s bed may be perched above the 
24 
 
receiving channel. The case of confluence discordance is an important modifier of flow within 
the conceptual theory and is therefore analyzed in more detail in a subsequent section.  
The combined body of literature at river confluences has demonstrated that, within the 
general boundaries of the conceptual models of flow and morphology, certain factors strongly 
control the specific flow and sediment characteristics at confluences: 1) junction angle; 2) 
symmetry ratio and upstream planform geometry; 3) momentum ratio; and 4) level of bed 
discordance (Taylor, 1944; Mosley, 1976; Best, 1987; Rhoads and Kenworthy, 1995; Biron et 
al., 1996; Constantinescu et al., 2011). These direct controlling factors are the focus of 
subsequent sections, and their effect on confluence flow and sediment transport are discussed. In 
addition, indirect controls on confluence characteristics are 5) density ratio (Ramon et al., 2013) 
and 6) width:depth ratio and bed effects (Best and Reid, 1984; Gaudet and Roy 1995; Parsons et 
al., 2007). Research suggests that density ratio has an appreciable effect only when the ratio is 
very high, the incoming flow velocities are very low, the river depths are very large, or some 
combination of the three factors exist (Ramon et al., 2013; 2014; 2016). These factors are not 
commonly encountered in natural river systems, though the conditions under which density 
might affect flow at confluences has not been studied in detail. The effects of width:depth ratio 
and topographic forcing by the channel bed and banks on confluences has also received 
relatively little attention, but its potential importance has been proposed by numerous researchers 
(Rhoads, 1996; Parsons et al., 2007). These two distinct controlling factors serve to modify flow 
and sediment dynamics which would otherwise occur given their first four direct controlling 
factors, and therefore are treated separately and discussed at the end of this section.  
2.3.1 Junction Angle and Degree of Symmetry  
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  The confluence angle and the degree of symmetry make up the geometry of the 
confluence. (Mosley, 1976; Best, 1987). The confluence angle describes the angle at which the 
tributary (defined as the river with a smaller drainage area upstream of the confluence) enters the 
main, or receiving, channel. As the confluence angle approaches 0 degrees, the streams approach 
a parallel orientation. The degree of symmetry is defined as the angle that each stream makes 
with the receiving channel.  
Symmetry ratio and junction angle are important controlling factors for flow and 
sediment characterization at confluences because together they govern the relative strength, 
location, and orientation of certain hydrodynamic and morphodynamic features described in the 
general conceptual models of flow and morphology. A larger junction angle causes the 
stagnation zone to grow and shift along the inner bank of the receiving channel (Best, 1987). If a 
stream enters the receiving channel on an angle, flow must curve to enter the downstream 
channel. In this case, even without the influence of another distinct stream of water, helical flow 
in the curving channel will develop (Rosovskii, 1957; Mosley, 1976; Rhoads and Kenworthy, 
1995). This helicity forms as centrifugal acceleration advects flow towards the outer “bank”, 
which in this case can be considered the other stream of water. Flow superelevates in this 
location, creating locally high water-surface elevation and associated pressure gradient which 
drives flow towards the inner bank (Ferguson, et al., 2003). Flow inertia can overcome this 
pressure difference near the surface, but not near the bed, so the resulting mean flow pattern is a 
spiral or helix where flow moves toward the center of the confluence near the surface and 
towards the inner bank near the bed. In a symmetric confluence, both streams often contain 
curved streamlines and therefore helicity. In the case of an asymmetric confluence, where the 
main channel is already in line with the receiving channel, the main channel’s momentum is 
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deflected by the tributary flow (Rhoads and Kenworthy, 1995). The main channel therefore 
contains curved streamlines, as it deflects towards the inner bank, and the tributary channel must 
curve to align with the receiving channel. Thus, both channels will develop helical flow, with 
time-averaged velocities moving towards the center of the channel at the surface and towards the 
banks at the bed. This analogy of confluences as regions of “back to back meanders” has been 
recognized in the literature (Rhoads and Kenworthy, 1995). In addition, recent research has 
examined the case of upstream tributaries which are not straight and may have a complex 
meandering planform (Riley and Rhoads, 2012; Riley et al., 2015). In the case where the 
tributary has a meandering upstream planform, flow at the confluence will inherit the flow 
characteristics of the tributary, increasing or interrupting the strength of helical flow depending 
on the location of the confluence with respect to the meander. The specific ways in which 
upstream planform geometry change flow at confluences is not well-known, but might cause 
slight to substantial deviations from the conceptual models presented above depending on the 
specific configuration.  
As junction angle increases, tributary flow penetrates farther into the receiving channel 
and with a larger component of transverse momentum, therefore causing stronger flow deflection 
(Mosley, 1976). At parallel junctions, there is no mean transverse component of momentum, and 
therefore no mean curvature of flow streamlines. In the opposite extreme, the tributary in a right-
angle asymmetric junction will convert all its streamwise flow into transverse-oriented flow 
when it enters the receiving channel. Thus, for the same flow velocity, mean transverse 
momentum transfer and streamline curvature are positively related to junction angle (Best and 
Reid, 1984; De Serres et al., 1999). The same concept applies to symmetric junctions, in which 
case the effect is even stronger as both tributaries undergo intense curvature. In a similar way, 
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symmetry ratio and junction angle also help determine the specific location of the flow deflection 
zone, mixing interface/shear layer, and scour hole. At confluences, when upstream momentum is 
the same in each tributary, flow will deflect along a line that bisects the junction angle (Rhoads, 
1996). In the case of symmetric confluences, that line is directly in the center of the confluence 
and points downstream. Because the mixing interface/shear layer and the scour hole also form 
where the flows deflect one another, the location and orientation of these zones are also directly 
downstream of and parallel with the junction. At highly asymmetric confluences, the flows 
deflect one another along a line that still bisects the junction angle – however, this line is at an 
angle to the receiving channel. Therefore, as the junction angle changes, the mixing 
interface/shear layer and scour hole location and orientation changes as well.  
In most cases the confluence angle and degree of symmetry are determined by the 
geological setting of the confluence and therefore are not likely to vary on short time scales. An 
important exception to this rule is for confluences within braided river systems, whose specific 
channel and bar arrangement often changes dramatically during each annual flood (Ashmore and 
Parker, 1983; Bridge, 1993). In rectangular drainage networks, for example, there is a higher 
likelihood that a tributary will enter the receiving channel with an angle near 90 degrees. 
Dendritic networks are likely to be dominated by confluences with angles near 45 degrees, while 
parallel networks clearly contain more low-angle confluences. Thus, in a general sense, the 
structure of the fluvial network has a first-order control on some aspects of flow and morphology 
within the basin. In summary, in the absence of hydrological differences, confluence geometry 
controls the strength of lateral momentum transfer, flow deflection, and therefore flow helicity 
and structure at confluences.    
2.3.2 Momentum Ratio 
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The momentum ratio (MR) defines the relative strength of each incoming tributary 





where ρ is the bulk water density (kg/m3), Q is discharge (m3/s), U is mean downstream velocity 
(m/s), and the subscripts 1 and 2 denote the mean and tributary streams, respectively. When MR 
equals one, the confluent streams each contribute the same amount of momentum to the 
receiving channel. As MR becomes much higher (lower) than one, the tributary (main) stream 
dominates the momentum transfer into the receiving channel (Figure 2.6). Many studies have 
investigated the relation between MR and flow and sediment dynamics at confluences (Best, 
1987; Lane et al., 2008; Constantinescu et al., 2012). These efforts have demonstrated that MR 
governs the location of the mixing interface/shear layer as well as the strength of lateral 
momentum transfer within the confluence and therefore the intensity of flow deflection, 
streamline curvature, and flow helicity. Also, flow separation at the downstream junction corner 
tends to increase with increasing junction angle and MR (Best and Reid, 1984) as under these 
conditions the flow is more likely to detach from the bank.  
 The mixing interface/shear layer is pushed away from the mouth of the dominant stream, 
and is therefore located closer to the main river bank when MR is high and closer to the 
tributary-side bank when MR is less than one (Rhoads, 1996; Constantinescu et al., 2012). When 
MR is near or at one, the mixing interface that defines the location of flow deflection generally 
bisects the junction angle. This shifting of the mixing interface has important implications for 
flow and sediment dynamics at confluences because the spatial scales of flow interaction change 
with changing momentum ratio. In a case where the tributary of an asymmetrical confluence is 
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dominant, the tributary may overwhelm the main river within the zone of mutual deflection and 
limit helicity within the flow from the main tributary (Rhoads, 1996). In this case, flow within 
the confluence will be dominated by tributary streamline curvature of the tributary, and the 
helical cell on the tributary side of the confluence strengthens (Best and Reid, 1984; Bridge, 
1993; Constantinescu et al., 2012). Dominant tributary flow also contributes to a larger 
component of transverse momentum entering the confluence.  
 Recent research has investigated how MR may control the specific structure of mean and 
turbulent flow at confluences and has resulted in a distinction between wake, mixing layer, and 
jet-like flows (Figure 2.7) (Rhoads and Sukhodolov, 2008; Constantinescu et al., 2011; 
Sukhodolov et al., 2017). When MR is close to one, the stagnation zone acts similarly to an 
obstacle in the flow. Downstream of this zone is a velocity deficit region in which flow 
structures form in a manner like the wakes which form behind a rigid obstacle in a uniform flow 
(Constantinescu et al., 2011; 2012). The addition of a non-zero junction angle complicates this 
analogy, but agreement between the two cases has been demonstrated (Sukhodolov, 2010; 
Konsoer and Rhoads, 2014). At high or low MR, the velocities of the two incoming flows 
typically differ.and the mixing interface develops characteristics that are similar to those of a 
classic mixing layer (Rhoads and Sukhodolov, 2004) characterized by Kelvin-Helmholtz 
instability and the development of KH rollers (Constantinescu et al., 2011). The high-speed side 
of the confluence entrains fluid from the low-speed side along the shear layer, and these 
entrainment structures coalesce, grow, and eventually dissipate with downstream distance along 
this layer. Less research has been undertaken on jet-like flows at confluences, but under certain 
conditions one flow may have extremely high momentum compared to the other (Sukhodolov, 
2017). These flows are most likely encountered in mountainous regions where the smaller 
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confluent tributary may have an order of magnitude higher slope. Jet-like flow leads to flow 
detachment on both banks and shear-generated vortices on either side of the jet. 
During high MR, transport-effective flows, sediment carried by the dominant tributary is 
transported towards the main river side of the confluence. The tributary mouth bar associated 
with the dominant tributary can grow and extend farther into the confluence (Gaudet and Roy, 
1995; Biron et al., 1996a; De Serres et al., 1999; Bradbrook et al., 2001) which may lead to a 
filling of the scour hole. Studies have shown that bedload originating in each tributary does not 
in general efficiently mix within the CHZ, but sediment from each tributary tends to be 
transported along the margins of the zone of scour (Roy and Bergeron, 1990; Bridge, 1993; 
Boyer et al., 2006). Long periods of transport-effective flow at a relatively steady MR will lead 
to a quasi-equilibrium between flow and morphology. However, a sudden hydrologic event may 
produce a very different MR, which may then alter the bed morphology. The relationships 
between event-specific changes in MR and confluence morphology has received little attention, 
and the extent to which lower flows are affected by the remnant morphology left by floods is an 
open area of research (Rhoads et al., 2009). Sediment pulses generated by extreme events in a 
tributary (high MR in the confluence) may deposit large amounts of sediment in the confluence 
(Zinger et al., 2011), dramatically altering channel morphology and substrate condition. 
Conversely, an extreme flow that does not transport large amounts of bed material can scour the 
bed, altering the physical habitat through erosion and coarsening of the substrate (Amsler and 
Drago, 2009). Despite these unknowns, MR has an extremely important effect on flow, sediment 
transport, and the resulting bed morphology at confluences.  
2.3.3 Confluence Discordance 
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Another important external variable which impacts flow at confluences is the degree of 
confluent concordance. At concordant confluences, the bed of each tributary is at the same (or 
nearly the same) elevation (Figure 2.8). Discordant confluences, on the other hand, are typified 
by a tributary which must quickly “step” down in elevation to enter the receiving channel 
(Kennedy, 1984). The exact amount which a tributary must be elevated compared to the 
receiving channel is not always clear, and in some cases confluences can be concordant most of 
the time but become pseudo-concordant during specific flow events or when sediment size or 
load changes on one of the upstream tributaries. Discordant confluences are more often 
encountered where a tributary carries sediment with a large difference in size or load (Boyer et 
al, 2006). Tributaries with higher average slopes than their receiving channel can carry more and 
larger sediment, therefore discordance is more common in mountainous regions. In lowland 
regions where average channel slope, sediment size, and load is more uniform between 
tributaries, concordance is dominant (Kennedy 1984; Best and Rhoads, 2008). 
Because confluence concordance or discordance is a determined by sediment load and 
caliber, it is often considered a constant, extrinsic variable that can be considered separate from 
the study of event-specific confluence morphology (Kennedy, 1984; Benda, 2004). In the 
absence of rapid natural or human induced changes in sediment load and caliber such as human 
construction (e.g. dams, forest clearing, home construction) or addition of sediment via landslide, 
the general, the level of concordance is usually determined at geologic timescales. It is important 
to note that the specific bed morphology with the confluence is highly sensitive to and dependent 
on specific flow events. Generally, however, a discordant confluence will not become discordant 
during a specific flow event and vice versa (Kennedy, 1984; Best and Rhoads, 2008). Finally, 
studies have revealed that both concordant and discordant confluences can be stable equilibrium 
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conditions, which has important implications for determination of paleo-flow characteristics 
when interpreting the sedimentological fluvial record (Biron et al., 1996; Boyer et al., 2006; 
Parsons et al., 2007). 
Discordant confluences are usually associated with high amounts turbulence generated by 
form roughness and friction, which may disrupt coherent flow structures common at concordant 
confluences (Best and Roy, 1991). Also, plunging flow at discordant junctions increases 
turbulence and may lead to the development of a separation zone in the lee of the step down into 
the main section of the confluence as well as a shear layer bounding this zone of separated fluid 
(De Serres et al., 1999; Boyer et al., 2006). The shear layer between the incoming flows may not 
be well developed or may be quickly disrupted in confluences with strong topographic effects 
such as discordant junctions or junctions with large roughness elements like boulders or woody 
debris (Biron et al., 1996a; Parsons et al., 2007). In a general sense, confluence discordance 
serves to modify the expected location, strength, or even existence of flow regions as described 
above by adding extreme vertical pressure and velocity gradients to already important transverse 
gradients.  
2.3.4 Density Ratio and Width:Depth Ratio 
Certain aspects of flow at confluences have been shown to vary with scale (Rhoads, 
2006) because smaller confluences tend to have width:depth ratios an order of magnitude smaller 
than large confluences (Parsons et al., 2007; Lane et al., 2008). Upstream drainage area, and 
therefore discharge, obviously increases with distance from the river’s source. The channel 
dimensions must change to convey this increasing discharge, and studies have clearly shown that 
cross-section width increases more quickly than average depth (Leopold and Maddock, 1953). 
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As a result, larger rivers (e.g. locations along a river with large upstream drainage areas) tend to 
have higher width:depth ratios than smaller rivers.  
 Flow at confluences can be affected by this scaling issue because coherent flow structures 
are necessarily limited by the smallest length scale, which is flow depth (Figure 2.9). In addition, 
the magnitude of water superelevation (ΔEm), defined as the difference between water surface 
elevations along a cross-section perpendicular to the downstream streamlines, caused by 
streamline curvature is related to the ratio of the channel width to the radius of curvature 








where Usi is the streamwise average velocity in tributary i, wi is the width at tributary i, g is 
gravitational acceleration, and Ri is the radius of curvature of tributary i (Biron and Lane, 2008). 
It has been demonstrated that width varies with radius of curvature linearly (Leopold and 
Wolman, 1960; Biron and Lane, 2008) but the increase in Usi occurs more slowly in the 
downstream direction than increases in width (Leopold and Maddock, 1953). Therefore, 
superelevation does not scale with width and is smaller in relative magnitude at larger 
confluences. The depth-limited environment at larger confluences limits the physical size of 
vertically-oriented vortices that form along the transverse shear layer such that the vortex width 
is only a fraction of the channel width (Chu et al., 1991; Uijttewaal and Booji, 2000; Parsons et 
al., 2007). Similarly, the lower centrifugal driving force limits the strength of streamwise-
oriented vortices driven by channel curvature, which have even been difficult to measure or non-
existent in the field at large confluences (Parsons et al., 2007).  
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In contrast to how width-depth ratio variations complicate, but do not generally change, 
the way flow interacts at confluences, recent research has demonstrated that differences in 
density between the incoming flows can be an important control on the physical flow processes 
within certain confluences (Ramon et al., 2013; 2014; 2016; Ishmail et al., 2016). One way to 
approximate the difference in density, usually defined as the density of the tributary water 
divided by the density of the main stream water, 𝜌𝑡 𝜌𝑚⁄ , is to relate the inertia of the flow to the 
buoyancy driven by the reduced gravity of the lighter fluid. The dimensionless densimetric 










where the subscript 1 and 2 denote the water density of the tributaries. When the value of FRd is 
much greater than one, inertial forces dominate and buoyancy itself is not capable of affecting 
flow. Ramon et al., (2013) found that when FRd decreased to about 4, buoyant forces could no 
longer be omitted from an analysis of flow structure at the confluence of meandering rivers 
entering a reservoir. When buoyancy is important, the hydrodynamic regions of the standard 
confluence conceptual model are modified because a significant vertical component of flow is 
introduced (Figure 2.10). The exact way in which buoyancy alters the flow region description 
above depends mostly on which of the tributaries is denser. If the tributary is denser, it may 
plunge under the receiving channel, while if the tributary is less dense it may form a plume and 
flow on top of the receiving channel. Vertical stratification can damp horizontal turbulence while 
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increasing vertical momentum transfer, but the specific ways in which stratification affects 
confluence flow structure is still relatively unknown (Ramon et al., 2016).  
The extent to which flow at confluences is affected by differences in density is unclear, 
but most low-order confluences are likely to have FRd values much larger than one. Because 
flow depths in small confluences are usually low, exceptionally slow flow or exceptionally large 
differences in density are required to create a situation where buoyancy is dominant. Substantial 
differences in density may be more commonly encountered in larger river confluences because 
depths are greater, and increase more quickly than velocity, and their large basins may be very 
different and contribute to large differences in water temperature and sediment load. While 
buoyant effects on flow are not likely to be dominant in many confluences, specific 
combinations of flow velocity and depth, and water temperature and load, are likely to result in 
flows which are at least partially controlled or complicated by density effects. Clearly, the effect 
of density differences on flow structure in typical rivers, as opposed to the relatively rare low-
inertia, deep systems studied by Ramon et al. (2013, 2014, 2016), deserves further attention.   
2.4 Introduction to Flow Mixing in Rivers 
Mixing of a tracer such as a point-source pollutant or a thermal plume in rivers is 
traditionally divided into three regimes: near field (vertical mixing), mid-field (transverse 
mixing), and far-field (longitudinal mixing) (Rutherford, 1994). Complete vertical mixing, which 
results in a lack of tracer concentration gradient with depth, is considered a rapid process usually 
complete at distances of 50 water depths downstream of a point source tracer. Full transverse or 
lateral mixing, the lack of tracer gradient with cross-sectional distance, has been shown 
analytically and empirically to be complete in 100-200 channel widths (Fischer, 1973; Fischer, 
1979; Rutherford, 1994). These estimations are for straight, uniform channels, and have been 
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shown to differ when morphology and flow streamlines are more complex and mean flow 
vectors change magnitude or direction with depth, such as when a river is significantly sinuous 
(Demuren and Rodi, 1986) or in regions of flow convergence and divergence (Rutherford, 1994). 
Confluent mixing is often simplified into mainly a transverse mixing problem (Biron et al., 
2004), but recent research has shown that mixing within the CHZ is highly three-dimensional 
and difficult to simplify or generalize (Lewis and Rhoads, 2015). 
Transverse mixing is usually defined using a dimensionless transverse mixing coefficient 
(with units of L2/T) defined as 𝑒𝑦 ℎ𝑢∗⁄  where ey is the transverse mixing coefficient, h is water 
depth, and u* is shear velocity (Rutherford, 1994). Many studies adopt this coefficient, but it 
assumes a straight reach with no secondary currents, and a constant average depth and shear 
velocity. An additional term, ky quantifies the effects of secondary flow and depth variations 
(Rutherford, 1994). The most common way of calculating transverse mixing in the field is to 
analyze the change in tracer concentration over a fixed distance and back-calculate the mixing 
coefficient (Fischer, 1973; Fischer, 1979; Rutherford, 1994). Often the transverse mixing 
coefficient is calculated by finding the length downstream where the tracer is well mixed, so 
these studies are usually completed over great distances and require large research teams and 
specialized sampling equipment (Yotsukura and Sayre, 1976; Beltaos, 1980; Boxall and Guymer, 
2003). These studies calculate a rate of change in tracer concentration variance over distance, but 
must assume velocity within the control volume is constant. This assumption is usually not 
realistic because in many reaches there are strong vertical and transverse velocity gradients. 
Studies employing these methods are considered constant-coefficient models because their 
measurements of transverse mixing assume depth and transverse mixing coefficient are also 
constant (Rutherford, 1993; Boxall and Guymer, 2003). Although these assumptions ignore 
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much of the complexity involved in natural settings (e.g. dead zones, changing bathymetry) this 
method can be a good approximation under some conditions.  
Models that consider a spatially variable transverse mixing coefficient exist, but, while 
more detailed, these models require detailed bathymetric data over long reaches (Rutherford, 
1994). Other models, such as streamtube models or the method of moments, can explicitly 
account for changes in transverse velocity with depth but also are more complex and require 
more data (Yotsukura and Sayre, 1976; Holley and Nerat, 1983). Because analytical methods to 
measure lateral mixing in natural systems require either substantial assumptions or considerable 
data collection and processing, computation fluid dynamics models have been used to estimate 
mixing rates and patterns (Elhadi, 1984; Bowie et al., 1985). However, computational methods 
require large amounts of computing power to calculate mixing over large areas and often do not 
directly calculate turbulence (Ji, 2017). Also, computational mixing models can yield impressive 
results, but they must be scrutinized and validated with field data.  
A practical method for quantifying transverse mixing in the field over short reaches has 
been used in studies assessing mixing at and downstream of confluences (Biron et al., 2004; 
Lewis and Rhoads, 2015). In regions of large three-dimensional spatial velocity gradients, none 
of the assumptions of the above models are appropriate, as transverse mixing assumes vertically 
well-mixed fluid. In lieu of estimating or calculating a transverse mixing coefficient, the change 
in spatial variance of a tracer is calculated at cross sections (Figure 2.11). Although this metric is 
not a synonymous with the transverse mixing coefficient, it can be related to the mixing process 
by also analyzing mean and turbulent flow, secondary flow, and both vertical and transverse 
velocity gradients in the reach of interest (Biron et al., 2004; Lewis and Rhoads, 2015).  
2.4.1 Flow Mixing at River Confluences  
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A particular focus of research has been understanding mixing processes at and 
downstream of river confluences, where strong flow convergence creates highly variable flow 
streamlines and sharp changes in sediment load and size create highly variable bed and bank 
morphology. Confluence mixing studies have generally concluded that confluences are critical 
nodes of enhanced mixing throughout fluvial networks (Gaudet and Roy, 1995; Biron et al., 
2004; Kabeya et al., 2008), but that their influence in increasing mixing rates are incompletely 
understood and highly variable in response to individual flow events (e.g. Lane et al., 2008). This 
section provides a conceptual overview and literature review of the dynamics of mixing at and 
downstream of confluences, and the characteristics of mixing rates and patterns within the CHZ. 
Fluid mixing at confluences is higher than in uniform reaches within fluvial systems 
because flow at confluences is highly three-dimensional, which enhances mixing locally. In the 
absence of nearby upstream water inputs from tributaries, both tributaries are usually considered 
fully mixed before entering the CHZ. Under certain conditions, such at locations where slow-
moving flows converge in deep estuaries and reservoirs (e.g. Ramón et al., 2013), vertical 
mixing at confluences is an important process, but in most situations lateral mixing is the 
dominant process at and downstream of river confluences.   
At river confluences, mixing has typically been evaluation by measuring a conservative 
property of the flow such as temperature, conductivity, pH, or stable oxygen isotopes (Rhoads 
and Kenworthy, 1995; Rhoads, 1996; Rhoads and Kenworthy, 1998; Gaudet and Roy, 1995; 
Kabeya et al., 2008). These properties are used as tracers, so the changes in the patterns of the 
tracer within cross sections in the CHZ are used to determine mixing patterns and rates. The 
position of the mixing interface between the two distinct flows can readily be identified by 
strong lateral gradients in tracer value within the cross sections (Rhoads and Sukhodolov, 2001). 
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A decrease in the sharpness of the mixing interface indicates mixing of the fluid, so mixing rates 
are often measured by assessing the change in tracer variance with downstream distance (Figure 
2.11). If the study includes measurements downstream of the confluence, flow is usually 
considered fully mixed when tracer variance is sufficiently small; persistence of a strong gradient 
over distance indicates that the two confluent flows have not yet mixed fully (Biron et al., 2004).  
Strong cross-stream components of mean flow (e.g. lateral advection) within the CHZ 
promote mixing by increasing local momentum transfer both laterally and vertically 
(Sukhodolov, 2010; Constantinescu et al., 2011; Lewis and Rhoads, 2015). Strong secondary 
flows, which are defined as flows with non-zero vertical and lateral components of flow velocity, 
within the CHZ are the most important factor which controls transverse and vertical mixing of 
the confluent fluid (Rutherford 1994; Rhoads and Sukhodolov, 2008). Secondary flows within 
the CHZ are driven by channel-scale flow convergence and by quasi-stable flow structures 
formed from interaction and mutual deflection of flow along the mixing interface (Best, 1987; 
Rhoads and Kenworthy, 1995). Flow streamline helicity caused by mutual deflection of the 
flows forms streamwise-oriented helical cells, which is another consistent form of secondary 
flow which increases mixing at confluences (Constantinescu et al., 2011; 2012; Lewis and 
Rhoads, 2015).  
Turbulent diffusion also controls mixing at river confluences, but has been shown to be 
less important than lateral advection in controlling mixing rates and lateral momentum transfer 
(Rhoads and Sukhodolov, 2008; Lewis and Rhoads, 2015). Because confluences are often 
associated with strong lateral velocity gradients between incoming flows along the confluence 
shear layer, and between the stagnation and separation zones and the main flow, substantial 
turbulence develops confluences (Mosley, 1976; Sukhodolov and Rhoads, 2001). Although a 
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shear layer between the flows may not develop if flow in each tributary has similar velocity 
magnitude and direction, in most cases a shear layer forms within the confluence mixing 
interface (Best, 1987; Rhoads, 1996). The coherent turbulent structures that form in response to 
lateral shear are efficient mixers of fluid along the mixing interface (Sukhodolov and Rhoads, 
2001). The coherent structures grow and advect downstream along the mixing interface before 
dissipating downstream due to bed friction (Sukhodolov and Rhoads, 2001; Rhoads and 
Sukhodolov, 2004; 2008).  
Mixing processes at confluences are also be affected by morphological and geometrical 
factors. At large junction angles, flows entering the CHZ and region of mutual flow deflection 
have a greater component of mean downstream flow oriented laterally, and therefore lateral 
momentum flux and lateral mixing is increased. Bed discordance at confluences is associated 
with high levels of vertical turbulence as flow plunges into the receiving channel (Gaudet and 
Roy, 1995; Biron et al., 2004). Mixing is usually increased in discordant confluences because 
total turbulent kinetic energy is enhanced compared to TKE levels at concordant confluences. 
However, discordance might disrupt both the evolution and downstream advection of coherent 
structures along the shear layer and streamwise-oriented helical cells, possibly limiting lateral 
mixing within the CHZ (Gaudet and Roy, 1995; Biron et al., 1996a; De Serres et al., 1999; 
Bradbrook et al., 2001). Both bed discordance and helical flow often tilt the mixing interface so 
that it approaches a horizontal orientation, which increases the amount of surface area and thus 
mixing by lateral momentum flux along the mixing interface (Best and Roy, 1991). Although the 
increased turbulence and topographic forcing of flow at discordant confluences has been shown 
to increase mixing rates at some confluences, the effects of discordance on mixing at confluences 
has yet to be fully discerned (Biron et al., 2004; Lewis and Rhoads, 2015).   
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Lateral mixing at confluences may be further complicated by density contrasts between 
incoming flows (Figure 2.10). Density differences between the tributaries can be caused by 
differences in sediment loads or temperatures of incoming flows. Although few studies have 
examined the effects of density on mixing at confluences, buoyancy has been shown to influence 
transverse mixing rates from side discharges of point-source effluents (Bruno, et al., 1990; Chu 
and Abdelwahed 1990). Density contrasts should only influence mixing patterns and rates when 
inertial forces are weak relative to the buoyant forces. Under these conditions, vertical 
stratification of the flow might occur as the more buoyant fluid spreads over the less dense fluid, 
and lateral mixing may become damped as momentum transfer occurs mainly in the vertical 
direction (Ramon et al., 2016). Limited evidence from experimental work on effluents 
discharging into crossflows reveals that the effect of buoyancy is usually much less than that of 
advection (Rutherford, 1994). Yet, recent field investigations suggest that buoyancy may 
influence mixing at river confluences even when density contrasts between tributary flows are 
relatively small (Laraque et al., 2009; Ramon et al., 2013; 2014; 2016). At present, little 
information exists on the degree to which density effects can modify patterns of mixing within 
the CHZ, but it is likely density differences can affect mixing at confluences under certain 
conditions (Lewis and Rhoads, 2015).  
Finally, some studies have revealed that length scales such as channel depth and width 
can be important variables that controls mixing (Rhoads, 1996; Lewis and Rhoads, 2015). 
Results based on a limited number of studies suggest that small confluences tend to mix more 
rapidly than large confluences (Figure 2.12) (Biron et al., 2004; Lane et al., 2008; Lewis and 
Rhoads, 2015). Because width increases faster than depth in rivers and the size of turbulent and 
mean transverse flow structure is limited by the depth of the channel, secondary flow and helicity 
42 
 
is less spatially extensive at large confluences (Parsons et al., 2007). As the scale of the flow 
decreases, a greater percentage of the flow can be mixed by strong lateral advection from mutual 
deflection, channel curvature, coherent turbulent structures, and topographic forcing such as bed 
discordance. However, large confluences can mix rapidly (Lane et al., 2008) and details of the 
similarities and differences between large and small confluence mixing have not been 
sufficiently addressed. 
 In summary, both turbulent diffusion and advection processes influences mixing in rivers, 
and mixing occurs more rapidly at river confluences than in more uniform reaches because these 
processes are consistently strong at confluences (Rutherford, 1994; Rhoads, 1996; Lewis and 
Rhoads, 2015). Confluent mixing is mainly a problem of lateral mixing, though vertical mixing 
is also important within the CHZ in some cases. Lateral mixing at confluences is controlled by 
strong lateral gradients in velocity that produce the coherent turbulent vortices, by secondary 
flow in which the magnitude and direction of velocity differs with respect to depth, by variable 








Figure 2.1. The basic concept of PIV. The intensity pattern caused by the tracers in the 
interrogation area in frame 1 (small square) are searched for in frame 2, and the displacement 
vector (red arrow) is determined. The hollow points in frame 2 show where the particles were in 




























Figure 2.4. LSPIV can produce velocity vectors between successive frames (1/6 s) for flow 








Figure 2.5. Standard conceptual model of the hydrodynamic and morphodynamic zones at 
symmetrical (A) and asymmetrical (B) confluences. The light shaded areas are regions of scour 






Figure 2.6. The effect of high (A) and low (B) momentum ratio on hydrodynamics and 
morphodynamcs. Symbols are explained in Figure 2.5. Cross sections are looking upstream and 





Figure 2.7. Conceptual diagrams of shear mode (A), wake mode (B), and jet mode (C) of 
momentum transfer and fluid mixing at an idealized parallel confluence (After Rhoads and 
















Figure 2.9. Smaller confluences (A) has lower width:depth ratios than larger confluences (B). 
The larger confluence is 1/5 deeper, but 2/3 wider. Since structures in the mixing interface scale 
with depth, the structures are a larger percentage of width in the smaller confluence. Cross 







Figure 2.10. An idealized confluence when the tributary is much denser and flows below the 
main stem (A), the main stem is much denser and flows below the tributary (B), and there are no 






Figure 2.11. An example of mixing rate calculation using temperature as a tracer. Temperature is 
sampled at each circle, and the standard deviation (σ) of all samples is used to characterize 








Figure 2.12. An example of rapid mixing at a small confluence (confluence of the Kaskaskia 
River and Copper Slough, Illinois, USA) (A) and slow mixing at a larger confluence (confluence 































RESOLVING TWO-DIMENSIONAL FLOW STRUCTURE IN RIVERS USING LARGE- 
 




3.1 Introduction  
Characterization of the structure of turbulent river flows is fundamental to water 
resources research. These characteristics are relevant to a host of issues pertaining to the 
biogeochemistry, ecology, and geomorphology of rivers and streams. Over the past several 
decades, considerable progress has been made in the development of field, laboratory, and 
modeling capabilities for exploring the structure of turbulent open-channel flows. Of particular 
note is the emergence of particle image velocimetry (PIV) to examine in detail velocity fields in 
turbulent flows.  PIV uses the movement of discrete particles seeded into the flow to obtain 
information on velocity vectors over short time intervals (Adrian, 1991). Images of the flow are 
acquired at a high sampling rate and patterns of particle movement are discerned through 
analysis of successive images within a specific interrogation area (IA). Velocity vectors are then 
calculated from the spatial patterns of particle cluster displacement. PIV generates velocity 
information that is comparable in its temporal and spatial resolutions to that resulting from 
numerical simulations using computational fluid dynamics models. Thus, PIV has become an 
important observational method not only for empirically investigating the characteristics of 
complex turbulent flows, but also for evaluating the validity of numerical simulations of these 
flows.  
                                                          
1 This chapter contains previously published material from: 
Lewis, Q. W., & Rhoads, B. L. 2015. Resolving two‐dimensional flow structure in rivers using large‐scale particle 
image velocimetry: An example from a stream confluence. Water Resources Research, 51(10), 7977-7994. 
56 
 
PIV has been implemented most successfully in laboratory settings where seeding 
materials are added to clear water and imaging of the displacement of seeded material is 
accomplished using a synchronized laser-camera system. For the most part, laboratory 
applications have examined three-dimensional characteristics of turbulent flow. Attempts to 
extend the capabilities of laboratory-scale PIV to field investigations of rivers have become 
known as large-scale PIV (LSPIV). Thus far, applications of LSPIV have mainly been limited to 
surface characterizations of velocities in rivers and streams and to using this velocity information 
to determine the total discharge of the flows (Fujita and Aya, 2004; Muste et al., 2010; Kantoush 
et al., 2011). LSPIV is especially well-suited to applications in fast moving mountain streams 
(Tauro et al., 2014) and during extreme events when deployment of traditional instruments for 
measuring velocities is difficult or even dangerous (Fujita and Hino, 2003; Jodeau et al., 2008; 
Fujita and Kunita, 2011). LSPIV has become a common velocity measurement method in the 
field (Muste et al., 2004, 2008, 2011), but has not yielded the same high-quality data as that 
resulting from laboratory applications of PIV (Adrian et al., 2000; Adrian 2005). Challenges of 
applying PIV successfully in the field include the need for careful particle seeding, camera 
stability, high-quality lighting conditions, and high-resolution images. 
LSPIV implementation consists of four main components (Muste et al., 2008):  flow 
visualization, illumination, image recording, and image processing. Many LSPIV campaigns 
have recorded images at an oblique angle, rather than perpendicular to the flow, or with a wide-
angle camera lens (Costa et al., 2000; Bradley et al., 2002). Image rectification is required, 
especially when the imaging device cannot be oriented orthogonal to the water surface or when 
the camera lens produces highly distorted images as in fish-eye lenses.  Correct rectification of 
images, often acquired at oblique angles, is one of the greatest challenges faced in LSPIV but has 
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recently been addressed with promising results (Kim, 2006; Kantoush et al., 2011; Tauro et al., 
2014). 
Accurate flow visualization depends greatly on the particles being tracked.  In laboratory 
conditions, particles can be selected to achieve the best possible contrast based on the 
experimental setup (Melling, 1999; Fujita et al., 1998). In the field, however, restraints such as 
ambient lighting, size of the area to be imaged, optical characteristics of the water, location and 
resolution of the camera, and prohibitive cost of a tracer that cannot be recovered greatly 
complicate flow visualization (Bradley et al., 2002; Jodeau et al., 2008; Hauet et al., 2008).  
Suitable particle seeding can often be the most difficult obstacle faced when using LSPIV 
techniques (Muste et al., 2011). Particles, either naturally occurring such as floating debris, 
turbulent boils, and surface waves (Muste et al., 2008) or artificially seeded, should ideally be 
consistent in size and shape and be seeded uniformly in all regions of the flow. Often naturally 
occurring particles are not suitable for analysis.  In these cases, artificial particles that accurately 
follow the flow must be introduced.  Sources of error can arise from uneven seeding, particles 
that do not track the flow precisely, strong surface winds, particle clustering due to strong 
momentum gradients, sparsely seeded regions caused by flow divergence, or use of particles of 
inappropriate size, shape, or color (Kim, 2006; Cameron, 2011).   
While the use of acoustic instrumentation, such as acoustic Doppler velocimeters (ADVs) 
and acoustic Doppler current profilers (ADCPs), is the preferred and most common method for 
measuring flow velocities in rivers and streams, LSPIV is quickly becoming less expensive to 
deploy than acoustic techniques because of the advent of inexpensive high-quality video 
recording devices, and increases in computing power (Muste et al., 2010). Previous studies have 
shown the promise of LSPIV, while acknowledging some barriers remain difficult to overcome 
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(Dramais et al., 2011). Both acoustic instrumentation and LSPIV are proven techniques for 
measuring velocities in rivers (Kim, 2006; Hauet et al., 2008), but no direct comparison has been 
made between the two approaches in a complex hydrodynamic environment in challenging field 
conditions. Although some investigations into large scale flow structure have been undertaken in 
laboratory settings (Weitbrecht et al, 2002; Nezu and Sanjou, 2011), past field studies have 
focused mainly on the value of LSPIV for determining mean surface velocities of flow. LSPIV 
has been applied creatively to studying turbulent effects on air movement downstream of 
windmills at large scales (Hong et al., 2014), but it has yet to be applied to the study of flow 
structure in rivers, even though the possibility to do so has been recognized (Fox and Patrick, 
2008). The potential to characterize the turbulent structure of rivers at high spatial and temporal 
resolution, even if only at the surface, provides an opportunity to generate data that can be used 
to evaluate predictions of turbulent structure of river flow generated by numerical models.  The 
advantage of LSPIV is that it can produce velocity information at a spatial resolution similar to 
that of numerical models, an endeavor that is difficult to accomplish using acoustic instruments 
(Di Cicca et al., 2002; Nezu and Sanjou, 2011). LSPIV is especially suited for turbulence 
analysis because of the near-instantaneous nature of the collected data (Hauet et al., 2008; Nezu 
and Sanjou, 2011). 
The objective of the present paper is to demonstrate the potential of LSPIV to 
characterize in detail two-dimensional time-averaged surface velocities and the surficial 
expression of coherent structures in turbulent river flows. This objective is achieved by first 
comparing velocity measurements obtained from a stationary ADV positioned just beneath the 
surface with LSPIV measurements of surface velocities in strongly two-dimensional flows at a 
stream confluence. LSPIV is then used to characterize the time-averaged and turbulent 
59 
 
characteristics of the flow structure within different parts of this confluence. The results indicate 
that LSPIV is a valuable measurement technique in the study of complex turbulent flows in 
streams and rivers. 
3.2. Methods  
3.2.1 Study Site and PIV Experimental Setup 
The LSPIV experiments were performed at the confluence of the Kaskaskia River and 
Copper Slough (KRCS – Figure 3.1) in Illinois, the location of numerous previous field and 
modeling investigations of flow structure at confluences (Rhoads and Kenworthy, 1995, 1998; 
Rhoads, 1996; Rhoads and Sukhodolov 2001, 2004, 2008; Sukhodolov and Rhoads, 2001; 
Constantinescu et al., 2011, 2012, 2014). The center of the confluence is about 20 meters wide 
and the banks flanking the confluence are approximately 5 meters high.  Seeding materials for 
the experiments consisted of wood mulch produced from yard waste at a local community 
recycling center. Preliminary tests showed that this material floated on the surface and moved 
with the flow.  A GoPro Hero3 camera was used to capture video of the movement of seeded 
mulch.  This camera has a high video resolution (1920 × 1080 pixels), shoots at a high frame rate 
(48 frames per second), is protected by a waterproof housing, and can be operated remotely via a 
Bluetooth wireless link.  The camera was mounted to a steel plate that was strung between two 
steel cables attached to iron posts anchored near the top of the banks on each side of the 
confluence (Figure 3.2). A real-time GoPro smartphone app was used to assess the field of view 
(FOV) of the camera when it was positioned over the confluence. To minimize movement of the 
suspended camera by wind, ratchets attached to the posts were used to stretch the cables holding 
the mount until these cables were taut.   
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To address the issue of image rectification, a target with points spaced a known distance 
apart was imaged on the water surface within the center of the camera FOV. The target consisted 
of four lightweight 1.22 × 2.44 m home insulation panels (total size of the target = 2.44 m × 4.88 
m) marked with a dense grid of points. This grid was used to guide rectification of the scene 
captured by the FOV and is a surrogate for rectification using ground control points, which could 
not be established within the FOV without altering flow.  The target image was rectified using a 
free third-party undistorting software (graphics.cs.msu.ru/en/node898) specifically designed to 
remove barrel effects from images obtained with wide-angled “fish-eye” lenses. The software 
uses the camera’s Exchangeable Image File Format (exif) data, which includes information on 
the focal length, lens characteristics, and user settings, to automatically correct the image, yet 
also allows the user to fine tune the process. Fine-tuning produced standard errors of less than 3 
mm between the actual spacing of target control points and the measured spacing on the 
corrected images. Maximum differences in spacing were less than 8 mm. The target-based 
correction was applied to all LSPIV images.  Once the camera was in place it was not moved for 
the LSPIV experiments to ensure that the target correction applied to all images. 
3.2.2 Experimental Procedure 
The seeding particles were introduced manually by casting mulch onto the surface of 
both the Kaskaskia River and the Copper Slough upstream of the confluence as the camera 
recorded video at 48 frames per second. Initial tests revealed that manual spreading was 
successful enough to not warrant a costly automated procedure. Even with uniform seeding, 
particles in some areas of the flow clumped together or dispersed, especially in areas of flow 
convergence and divergence; therefore, long sampling durations were used (several tens of 
minutes) to obtain a series of frames with adequate seeding over tens of seconds to several 
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minutes.  PIV processing was accomplished using PIVlab, a free and open-source MATLAB-
based PIV-processing platform (Thielicke and Stamhuis, 2014). 
 During the LSPIV experiments, an ADV capable of resolving three-dimensional 
velocities was positioned within the FOV of the camera using a top-set wading rod attached to a 
steel tagline strung between iron pipes at the end points of cross sections A or A1 at KRCS 
(Rhoads and Sukhodolov 2001). The ADV has a sampling volume of 0.125 cm3 and a sampling 
frequency of 25 Hz. The sampling volume of the ADV was positioned as close to the surface as 
possible with a downward-looking probe, i.e., about 6 cm below the surface.     
Four experimental runs were conducted (Table 3.1).  Run 1 imaged a portion of the 
confluence centered on the mixing interface between the confluent flows located near the 
entrance to the downstream channel.  Run 1 captured an event with a large momentum flux ratio 
(MR), which quantifies the momentum flux of the Copper Slough relative to the momentum flux 
of the Kaskaskia River: MR =  ρQ2Um2/ρQ1Um1where ρ is the density of water, Q is discharge, 
Um is mean downstream flow velocity, and the subscripts 1 and 2 denote the receiving and 
tributary channel, respectively (Rhoads and Kenworthy, 1995). 
Runs 2 and 3 focused on a flow event with a MR of 2.6 and involved joint PIV-ADV 
measurements in a region of quasi-steady 2D flow (run 2) and within the mixing interface (run 
3).  For these runs an ADV was positioned close to the center of the camera FOV (Figure 3.1).  
These runs were used to assess the validity of PIV-derived velocity compared to velocities 
obtained from the ADV in a region of 2D flow (Run 2) and a region of coherent flow structures 
with strong 2D surface expressions (Run 3). The ADV sampled at 25 Hz with a sampling volume 
≈6 cm below the surface.  
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Run 4 was conducted during an event with a momentum ratio near one.  Imaging during 
this run focused on the region near the junction apex. The purpose was to evaluate modeling 
predictions about the structure of flow in this portion of the confluence. Although ADV 
measurements were also obtained during this run, data from those measurements are not reported 
in this paper.   
To compare the PIV-derived velocity signal with the ADV velocity signal it was 
necessary to synchronize time series for the two methods of measurement. In all four 
experimental runs, before the camera was mounted above the stream, a video recording of the 
ADV sampling clock on the computer screen was obtained to capture the time-stamp of the ADV 
measurements. The video was then inspected frame by frame and a time-stamped video frame 
was associated with a time-stamped ADV measurement, synchronizing the two measurement 
sequences to the nearest 0.04 second. 
3.3 Results 
3.3.1 PIV Velocity Accuracy Assessment – 2D Flow 
Data from Run 2 were used to conduct a comparison between mean velocities derived 
from PIV analysis and mean velocities derived from the ADV measurements within a region of 
quasi-steady 2D flow (Table 3.2). The sampling region for this run is located where the flow 
from the Copper Slough is moving obliquely across the sampling region toward the center of the 
confluence. The first PIV analysis (PIV1) used every video frame and 3 passes of IA sizes of 
642, 322, and 162 pixels respectively where 1 pixel is equal to 0.42 centimeters.  The first pass 
correlated the pattern of particles in a 64 by 64 pixel square, with midpoints every 32 pixels, 
between each image. The subsequent passes decreased both the interrogation area (IA) and the 
distances between each midpoint and therefore created a progressively denser grid of velocities 
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as the IA size decreased. The minimum size of the IA is limited by the pixel size of individual 
particles and IAs less than 16 pixels2 were deemed too small for accurate analysis.  
  The comparisons between the PIV and ADV data show that over a 40 second sampling 
duration, the mean of the streamwise velocities (U) for these two methods differ by less than 4% 
(Table 3.2). A sampling duration of forty seconds was used as a compromise between the 
recommended 60-s record length for ADV measurements (Buffin-Bélanger and Roy, 2005) and 
an interval with high quality seeding.  The percentage difference for the mean lateral velocities 
(V) (11%) is larger than that for U, but the two estimates of V differ by less than 3 cm s-1. The 
magnitudes of the mean resultant velocity vectors (Vr) differ by < 2% and the angles of the 
resultant vectors () differ by < 3 degrees.  
A second PIV-derived velocity extraction (PIV70) was performed for a longer time period 
(70 s, Table 3.2) and for a different part of the velocity time series. These values were calculated 
using only one out of every 10 video frames (4.8 Hz), only two passes (1502 and 752 pixels) and 
with a minimum interrogation area more than twice the size of PIV40. This analysis yielded a 
percentage difference in U between the two methods of only 3% and a difference in V of only 
3.5%.  The magnitudes of Vr differ by less than 2% and values of  differ by < 1 degree.   
Although mean velocities derived from the PIV analysis correspond closely to those from 
the ADV measurements, the variability of stream velocities (u) and lateral velocities (v) differs 
for the two methods differ, especially for u. The standard deviation of u (σu) over the sampling 
period for PIV40 and PIV70 is about three times greater than the value of σu for the ADV data, 
whereas the standard deviation of v (σv) for the PIV data is nearly identical to the value of σv for 
the ADV (Table 3.2, Figure 3.3). The larger discrepancy in σu relative to σv for the LSPIV data 
seems to be related in part to slight oscillatory movement of the camera by wind along the x-axis 
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of the frame of reference. The mounting system largely prevented wind movement along the y 
axis, but did permit small amounts of movement along the x-axis. The variance of the LSPIV 
velocity data also is sensitive to details of image processing.  
Dissimilar patterns of high-frequency velocity fluctuations between the PIV and ADV 
velocities (Figure 3.3) are not surprising given the rather substantial differences in the sampling 
domains of the two methods. PIV velocity vectors are computed only at grid points, and the 
distance between each point is 8 pixels or about 3.3 cm (i.e. half of the smallest IA size of 16 x 
16 pixels). On the other hand, the areal coverage (0.25 cm2) of the ADV sampling volume (0.125 
cm3) two orders of magnitude smaller than the smallest PIV areal coverage (10.9 cm2). Thus, the 
areal extents of the flow contributing to the estimate of mean velocity differ substantially. The 
difference in sampling locations (PIV at the surface, ADV 6 cm below the surface) of the two 
methods may also contribute to disparities in velocity time series.   
It is important to note that the extraction of velocities from the PIV analysis is sensitive to 
the amount of smoothing applied in post-processing, the accuracy of the vector validation, the 
distance/time calibration (i.e. using the imaged grid of points to convert pixels to a physical 
distance), the PIV extraction plane size, the IA size, and any pre-processing such as light 
intensity capping or image contrast stretching. If any of these factors are changed, the same set of 
images will yield different time series of velocity data for the same extraction location.   
Numerous PIV extractions using different combinations of minimum IA size, ranging from 16 to 
75 pixels2, and PIV extraction area sizes, ranging from an individual vector to a square plane that 
includes 8 vectors, were conducted to evaluate the effects of variations in processing method on 
velocity magnitudes. Mean velocities from these extractions were all within 5% of the values for 
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PIV40 (Table 3.2), suggesting that mean velocities are relatively consistent regardless of the 
details of PIV processing.   
3.3.2 PIV Velocity Accuracy Assessment – Mixing Interface  
Run 3 assessed the performance of the LSPIV in the mixing interface - a region of 
characterized by the development of complex turbulent structures that exhibit highly two-
dimensional dynamics (e.g. rotation) at the surface. To enhance averaging in this complex flow, 
the sampling interval for the LSPIV was increased to 80 seconds using every other video frame 
(24 Hz) and detection of particle movement involved three interrogation area passes with small 
IA sizes. During Run 3, glare made it difficult to analyze tracer movement on the surface of the 
water at the position of the ADV (Figure 3.4). Therefore, two PIV extractions were performed 
for Run 3.  For PIV1, mean velocities were determined at the location of the ADV to assess the 
effect of unfavorable conditions for analyzing tracer movement on PIV velocity estimates.  For 
PIV2, mean velocities were extracted 15 cm upstream of the ADV to assess whether 
displacement between measurement locations of the two methods results in large differences 
between the PIV-derived mean velocity and the ADV-derived mean velocity.  
 Mean velocities for PIV1 are U = 43.5 cm s-1 and V= 4.2 cm s-1 compared to mean 
velocities measured by the ADV of U = 57.0 cm s-1 and V = 7.5 cm s-1 (Table 3.2). For PIV2 
values of U differ by less than 3%, whereas values of V differ by about 18%. Overall, U and V 
for PIV2 are within 2 cm s-1 of the corresponding means from the ADV data. The large 
discrepancies in U (24%) and V (43%) between PIV1 and the ADV data indicate that sunlight 
reflection strongly influences the capacity to extract accurate mean velocities from PIV analysis 
(Figure 3.4). This conclusion is supported by the fact that PIV4, even though it is displaced from 
the ADV by 15 cm, yields values of U and V that are more similar to those of the ADV than the 
66 
 
values of U and V from PIV1. Although PIV software used in this study contains a suite of 
image pre-processing tools that can improve particle tracing under poor lighting conditions 
(Thielicke and Stamhuis, 2014) and the camera was equipped with a glare-reducing polarized 
lens, the strong sunlight reflection in this case was too intense to overcome.  
As indicated by the ADV data, standard deviations of u and v are greater for the highly 
turbulent flow of the mixing interface compared to those for the 2D flow (Table 3.2). This 
increase is standard deviation is reflected in the PIV data. However, as with the 2D flow, the 
PIV-derived estimate of σu is much greater than that for the ADV data, reflecting possible wind 
effects, whereas values of σv are similar for the two data sets.   
3.4 PIV for Imaging Large Scale Turbulent Flow Structures  
3.4.1 Mixing Interface:  Time-averaged structure and Coherent Turbulent Structures 
   The comparison of the ADV and LSPIV data confirms that LSPIV is a viable method for 
characterizing surface mean velocities of highly two-dimensional river flows. A key issue to 
explore is whether regions of the flow with distinct 2D time-averaged velocity characteristics or 
the two-dimensional characteristics of coherent turbulent structures within river systems can be 
captured by this method. To evaluate this issue, Run 1 imaged the mixing interface at KRCS 
during a high MR event in which a large velocity difference occurred between the two incoming 
flows (Table 3.1). Under such conditions, the mixing interface within the confluence 
approximates a shallow plane mixing layer, which is characterized by a distinct shear layer and 
the development of Kelvin-Helmholtz (KH)-type vortices along the mixing interface 
(Sukhodolov and Rhoads, 2001; Constantinescu et al., 2011). The camera was placed closer to 
the surface than in Runs 2 and 3 to increase the resolution of details of the flow and the entire 
FOV was well seeded (Figure 3.1). Magnitudes of Vr for a 20-second period reveal the time-
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averaged structure of the mixing interface (Figure 3.5). The location of the mixing interface, or 
shear layer, can easily be distinguished by the strong gradient in values of Vr. The location of 
this characteristic region of flow controls the location of the development and downstream 
advection of coherent structures that contribute to mixing of the confluent flows (Lasheras et al., 
1986; Sukhodolov and Rhoads, 2001; Rhoads and Sukhodolov, 2004). 
To examine the capacity of the LSPIV data to reveal time-dependent characteristics of 
coherent turbulent flow structures, data from Run 1 was used to assess the evolution of vortices 
in the mixing layer over time and distance for a high MR flow event. Under these conditions the 
two flows approximate a shallow mixing layer and should exhibit characteristics of such a layer 
(Constantinescu et al., 2011, 2012, 2014), which is dominated by the production of highly two-
dimensional rotational vortices resulting from the Kelvin-Helmholtz instability of the mixing 
interface (Uijttewaal and Tucker, 1998). The LSPIV clearly reveals for a particular time interval 
of PIV velocity estimation (12 frames per second, or 0.083 seconds between frames) the 
interpenetration of fluid from each flow entering the confluence along the mixing interface 
(Figure 3.6). This nearly instantaneous depiction of the interface contrasts greatly with the time-
averaged depiction (Figure 3.5), which masks details of the interaction between the two flows 
along the mixing interface. The high angle of the confluence causes flows from the two incoming 
streams to converge along the interface, resulting in complex patterns of fluid motion.  A tongue 
of surficial flow with negative v extends toward the bottom of the FOV. Upstream and 
downstream of this tongue of fluid, flow with positive v is directed toward the opposite side of 
the confluence. This pattern suggests that the development of coherent structures within the 
region of strong fluid shear (Figure 3.5) results in interpenetration of the confluent flows into one 
another along a highly irregular, evolving interface. Where this interface is oriented transverse to 
68 
 
the general streamwise flow direction, strong shear develops, resulting in the production of a 
rotational vortex characterized by strong positive vorticity (Figure 3.6). This vortex has a 
structure similar to that of a typical Kelvin-Helmholtz rollup (Rogers and Moser, 1992). The 
close-up view of the rotational vortex emphasizes that its surficial characteristics can be readily 
demarcated from PIV-derived velocity vectors (Figure 3.6).   
   A sequence of images of the mixing interface shows the time evolution of the 
interpenetration of fluid from each stream along this interface as well as the development, 
downstream advection, and decay of the rotational vortices within the region of interpenetrating 
fluid (Figure 3.7). This sequence illustrates the dynamic character of the mixing interface.  At the 
beginning of the sequence a well-developed rotational vortex is evident where the interface 
between the interpenetrating flows is oriented perpendicular to the mean direction of flow along 
the mixing interface (Figure 3.7). The contour of v = 0, which defines the change in cross-stream 
velocity from negative to positive, passes through this vortex.  Over time, the vortex and the 
bulge of negative v fluid behind it advects downstream at a rate of 17 cm s-1 – a value that lies 
between the mean resultant velocity of the Copper Slough (25 cm s-1) and the Kaskaskia River (5 
cm s-1). The vortex dissipates as it moves downstream, but a new vortex forms upstream where 
renewed interpenetration of the flows results in local orientation of the mixing interface 
perpendicular to the mean flow direction (Figure 3.7). 
3.4.2 Wake Flow  
An additional test of the PIV method was conducted during Run 1 to examine the 
capability of PIV to capture wake flows. To induce wake flow a board was placed in the stream 
near the upstream junction corner at KRCS (Figure 3.8). PIV measurements were obtained using 
the same measurement frame as that used for the mixing interface analysis. The PIV analysis 
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shows that the flow at the measurement location occurs downstream of the wake in the lee of the 
board and is characterized by interaction between shear layers shed into the flow on each side of 
board (Figure 3.9). The interaction of these shear layers results in values of positive and negative 
v on each side of the confluence that are nearly equal in absolute magnitude. This structure is 
similar to the interactive vortex shedding at the downstream end of a cylinder wake that produces 
a Karman vortex street.  Each detaching shear layer alternately rolls up into a discrete vortex 
with opposing senses of rotation. The development of such alternating vortices is clearly seen in 
the PIV analysis (Figure 3.9). A distinct vortex with strong clockwise rotation is evident toward 
the top center of the frame (white circle). Five seconds later (Figure 3.9B) that vortex has 
weakened and has been advected downstream (white ellipse). A new structure has developed 
upstream characterized by pronounced counterclockwise rotation (black ellipse). Flow near the 
bottom of the frame is not as strongly influenced by wake effects. The capability of PIV to 
capture details of shear layer/vortex interaction downstream of an obstacle demonstrates the 
utility and versatility of the method. 
3.4.3 Junction Apex Region  
A key aspect of flow at confluences is the development of a zone of flow stagnation near 
the upstream junction corner. This zone of stagnation is caused by flows from each tributary 
channel encountering an adverse pressure gradient associated with superelevation of the water 
surface in this part of the confluence. Both field and experimental studies have documented 
stagnant flow near the apex of junctions (Best 1987; Rhoads and Kenworthy, 1998), but details 
of the structure of flow in this region are lacking, generally consisting of point measurements of 
flow in cross sections (Rhoads and Kenworthy, 1998; Rhoads and Sukhodolov, 2008).   
Modeling work suggests that the dynamics of flow stagnation are important for determining the 
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characteristics of the mixing interface downstream of this zone (Constantinescu et al., 2011, 
2012). When the momentum flux ratio is much less than or greater than one, the stagnation zone 
generally is small and shifts into one of the two upstream channels. Under such condition the 
mixing interface is similar to a shallow plane mixing layer, i.e., it is in Kelvin-Helmholtz (KH) 
mode. This condition is similar to that analyzed in Run 1. When the momentum ratio is near 
unity, numerical models predict that the stagnation zone is well-developed and bounded by 
distinct shear layers.  Interaction of these shear layers produces a wake-like mixing interface 
(wake mode) similar to the conditions examined in run 1 with the obstacle near the upstream 
junction apex.     
Conditions for Run 4 provide an opportunity to use LSPIV analysis to examine in detail 
flow conditions near the junction apex to determine the structure of flow in this region of the 
KRCS confluence when the momentum flux ratio is nearly 1 (Table 3.1). Extracting the time-
averaged structure of flow in this region over a 30-second sampling period clearly reveals that 
flow stagnates near the junction apex (Figure 3.10). A zone of negative U is evident immediately 
adjacent to the apex. This stagnation zone protrudes towards the CS (top of frame) side of the 
confluence. The pattern of fluid motion over 30 seconds suggests that flow into the stagnation 
zone is dominated by fluid moving into this zone from the Kaskaskia River. Moreover, flow 
from the Kaskaskia River slowly traverses this zone and joins the flow from the Copper Slough.  
This pattern of fluid motion has important implications for mixing of the two confluent flows.  
A distinct zone of deficit in streamwise velocity extends downstream from the stagnation 
zone between cores of high velocity flow from each incoming stream (Figure 3.10). Although 
flow accelerates in the downstream direction within this zone, the deficit persists 5 meters 
downstream of the junction corner. The sharp gradients in velocity between the two cores of high 
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velocity flow and the zone of velocity deficit suggests that the deficit zone should be bounded by 
shear layers. Visualization of these shear layers is accentuated by subtracting the mean U and 
mean V for the FOV from U and V for individual vectors and plotting the orientations of vectors 
for the differenced values of U and V (Figure 3.10b). Vectors oriented upstream in this depiction 
indicate regions of flow moving slower than the scene average and vectors oriented downstream 
indicate regions of flow moving faster than the scene average. The positions of two distinct shear 
layers are defined by linear paths of vectors that abruptly change alignment from downstream to 
upstream along the margins of the region of slow-moving fluid extending downstream from the 
junction apex (Figure 3.10b). Adjacent to the region of velocity deficit the thalwegs of the 
confluent flows converge toward one another.     
The PIV analysis confirms that during conditions at this confluence with a momentum 
ratio near one, the interaction between the two flows near the junction apex has a wake-like 
structure characterized by a stagnation zone immediately downstream from the apex, a zone of 
velocity deficit extending downstream from the stagnation zone, and shear layers bounding both 
the stagnation and velocity-deficit zones. Further LSPIV work under these conditions can help to 
determine the extent to which interaction between the shear layers influences vortex 
development downstream of the zone of velocity deficit and the extent to which such interaction 
influences mixing of the confluent flows (Lewis and Rhoads, 2015). 
3.5 Discussion 
3.5.1 PIV Accuracy 
The comparison of velocity data derived from LSPIV analysis and near-surface ADV 
measurements indicate that LSPIV provides reasonable estimates of the magnitudes and 
orientations of time-averaged 2D surface velocity vectors. These findings are generally 
consistent with past work that has evaluated the accuracy of LSPIV techniques in laboratory and 
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field environments. Kim (2006) identified numerous sources of error in PIV with the most 
important being seeding density, image rectification, accuracy of flow tracing by seeded 
particles, and sampling rate and duration. The two largest error sources in the field are typically 
related to particle seeding and image rectification (Kim, 2006). This study and recent research 
(Tauro et al., 2014) has shown that it is possible to maintain the sensor orthogonal to the water 
surface, greatly diminishing errors associated from image rectification. If the FOV is orthogonal, 
or close to orthogonal, lens warping effects can be corrected based on the geometry of the lens 
and ground control points are not required for image rectification. Therefore, of the potential 
sources of error, the greatest remaining hurdle is seeding density and particle characteristics 
(Melling, 1999). The dark brown mulch used in this study was inexpensive and ecologically safe 
to introduce to the river in large quantities.  Even during fairly turbid conditions, this material 
provides good contrast. Although the mulch particles are not uniform in size, clustered in zones 
of flow convergence, and dispersed in zones of diverging flow, overall the material proved 
adequate for the purposes of imaging the time-averaged characteristics of the flow and the time-
dependent evolution of coherent structures. The size of the mulch particles relative to image 
pixel size varies with camera height above the water surface; therefore, this material may not be 
appropriate for all potential applications.   
In the laboratory particle dispensers are often used to evenly disperse particles across the 
flow width (e.g. Weitbrecht et al., 2002), but in the field variations in flow width and 
characteristics of the channel banks complicate efforts to deploy a cost-effective, universal 
dispenser that spans the width of the flow, especially at a site like a stream confluence where two 
dispensers, one on each tributary, would be required. The manual dispersion of seeding materials 
used in this study worked reasonably well. Visual observations of particle clustering and 
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dispersal by the flow indicated that consistent seeding upstream using a dispenser spanning the 
width of the two incoming flows would not have greatly improved the capacity to distribute 
tracer materials uniformly in the complex flow environment of the confluence.     
The results of this study suggest that camera movement may also be an issue of concern 
in LSPIV studies that rely on camera mounts that are not rigid and can be moved slightly by 
wind. The camera mount in this study, a plate on steel cables stretched taut between elevated 
endpoints, restricts camera motion mainly to one direction (i.e. perpendicular to the orientation 
of the cables), which in this case corresponded to the x-axis of the FOV. This motion may 
account for the large standard deviations in the instantaneous (frame to frame) values of u 
compared to v in the LSPIV measurements at KRCS. If a mount is used that can be moved in 
multiple directions by the wind (e.g. an unmanned aerial vehicle), both u and v will likely be 
affected by camera motion. Moreover, the effects of camera motion on velocity magnitudes will 
be amplified with increasing height of the camera above the FOV. The effects of such motion 
can be corrected on a frame-by-frame basis if fixed reference points are included within the FOV 
– an approach difficult to implement in this study without disturbing the flow. Further work is 
needed to explore this issue in detail. Other factors, such as poor particle seeding density, poor 
lighting conditions, wind, particle-particle interactions, inability of particles to accurately track 
water movement and the large sampling area of LSPIV relative to that of an ADV may also 
affect the standard deviations of u and v.   
The accuracy of the LSPIV method for estimating average velocities within complex 2D 
flow environments like those at the KRCS confluence is quite good. When sunlight reflection did 
not degrade the analysis, vector magnitudes derived from LSPIV were within 1-3% of those 
derived from the ADV measurements and vector angles from LSPIV were within 1 to 3 degrees 
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of those from the ADV data. Moreover, in all cases without excessive glare, values of U and V 
determined by LSPIV were within 1-3 cm s-1 of values of U and V from the ADV measurements.  
These results equal or exceed the average differences between velocities derived from LSPIV 
and hydroacoustic measurements of less than 3.5% (Muste et al., 1999) and 10% (Muste et al., 
2004) reported in previous studies for ideal conditions.   
It is important to note that the LSPIV velocities are calculated for the water surface, 
whereas the ADV data are obtained below the surface. Often, frictional resistance at the water 
surface is considered negligible, which may not be appropriate under windy conditions that can 
affect flow at the surface or the movement of seeding particles. The smaller values of U for the 
LSPIV data relative to value of U for the ADV data for all runs except PIV2, where the ADV 
was spatially displaced from the location of the LSPIV determination of U, may therefore reflect 
to some extent the influence of surface frictional resistance. Similarly, the elevated values of V 
for the LSPIV data compared with the ADV data could be explained by channel-scale secondary 
motion in the confluence, where flow is more strongly oriented towards the shear layer at the 
surface compared to slightly below the surface (Rhoads and Kenworthy, 1995; Rhoads and 
Sukhodolov, 2001). 
Results from PIV70 used 10 times fewer images per unit signal length, a minimum IA size 
about 4.5 times larger, and one fewer pass than results for PIV40. Increasing the size of the IA 
and the time between images did not affect the magnitude and orientation of the velocity vector 
because flow paths in the region of converging 2D flow do not vary substantially over time.  
Downstream and cross stream velocities change slowly with respect to distance at this location, 
so the interrogation size can be scaled up to increase the speed of vector calculation. This finding 
indicates it is possible to obtain highly accurate average flow velocities in a region of 2D flow 
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using a relatively computationally inexpensive setup for PIV post-processing. Velocities from 
PIV70 values are closer to the mean calculated from the ADV than PIV40, suggesting that 
increasing the sampling time increases the accuracy of the velocity estimates.   
3.5.2 Coherent Flow Structures  
The results of this study show that successful characterizations of flow structure in such 
environments can be accomplished using fairly rudimentary approaches to seeding and camera 
mounting. Mapping of time-averaged surficial velocity fields at KRCS revealed  the contrast in 
time-averaged velocities that defines the shear layer within the mixing interface between the two 
flows under high momentum-ratio conditions; the development of rotational vortices within the 
mixing interface induced by the Kelvin-Helmholtz instability; the development of sequential 
counter-rotating vortices induced by interacting shear layers bounding the wake in the lee of an 
obstacle; and the time-averaged structure of the stagnation zone, associated zone of velocity 
deficit, and bounding shear layers near the junction apex for high-momentum ratio conditions.  
These depictions provide extraordinary levels of detail on the spatial and temporal characteristics 
of surficial velocity fields within this confluence. The LSPIV analysis presented in this paper is 
limited to 2D analysis of the surface velocity field. As such it represents a compromise between 
LSPIV used to evaluate surface velocities in rivers for discharge estimates (Jodeau et al., 2008; 
Le Coz et al., 2010; Dramias et al., 2011) and 2D surface PIV or 3D PIV used in laboratory 
experiments to evaluate flow structures in open channels (Weitbrecht et al., 2002, 2008; 
Kantoush and Schleiss, 2009).    
The value of LSPIV in characterizing coherent flow structures in river environments is 
greatest when these structures have a strong influence on flow at the water surface. For the most 
part, such an influence is characteristic of structures that rotate around a vertical axis oriented 
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perpendicular to the water surface or that otherwise distort flow streamlines at the water surface.  
Examples include structures generated by transverse shear instabilities, by obstacles that induce 
wakes and interacting shear layers bounding the wakes, by separation of flow from the channel 
banks, by flow stagnation along the banks, and by upwelling of fluid that produces boils on the 
surface of the flow. As this study has shown, several of these conditions occur in combination at 
river confluences, which makes LSPIV a useful tool for characterizing flow structure within 
these fluvial environments. The level of detail on coherent flow structures provided by LSPIV 
can help to quantify vortex generation, vortex travel time from the zone of generation, growth of 
vortex diameter with distance downstream, vortex pairing, vortex rotation strength, and vortex 
dissipation rate.    
Past work has typically relied on the analysis of velocity time series to examine the 
characteristics of coherent turbulent structures at confluences (Biron et al., 1993; Sukhodolov 
and Rhoads, 2001). Autocorrelation analysis of the u time series measured with an ADV during 
run 1 represent an example of this approach (Figure 3.11), which draws upon the frozen 
turbulence hypothesis (FTH) to relate temporal variations of the velocity signal to spatial 
attributes, such as the length scale of coherent structures (Shteinman et al., 1996; Rhoads and 
Sukhodolov, 2004). The FTH assumes that the velocity of the mean flow that transports coherent 
structures is much greater than the turbulent velocities of the structures so that variations in 
instantaneous velocities at a fixed point of measurement are caused by the passage of a non-
evolving pattern of turbulent motion past the point (Taylor, 1938). The autocorrelation analysis 
reveals a strong periodicity of about 14 s (Figure 3.11), which for an advection velocity of 17 cm 
s-1 yields a length scale of about 2.4 m. Cross-correlation analysis of spatial measurements of 
velocities within the mixing interface at KRCS suggests that structures within this interface in 
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some cases remain coherent (i.e. do not evolve substantially) over short spatial distances, in 
which case the frozen turbulence assumption can be used to infer the spatial properties of 
structures from temporal data (Rhoads and Sukhodolov, 2004). The LSPIV approach allows for 
direct determinations of the evolution of coherent structures as they advect downstream, 
including changes in their spatial properties.  Direct visualization of the flow over a 56 s period 
for run 1 using LSPIV reveals that distinct vortices can be identified at nearly the same location 
in the FOV at roughly 14 s intervals (Figure 3.12). Individual vortices develop and dissipate, but 
represent the centers of large structures of interpenetrating fluid characterized by distinct velocity 
characteristics (Figure 3.7). These structures are about 2 to 2.5 m in length, which is similar to 
the length scale estimated from the ADV velocity signal. Thus, in this particular case, the 
velocity signal appears to capture well the regular passage of coherent structures.This example 
illustrates the value of LSPIV for investigating the extent to which characteristics of stationary 
velocity signals reflect temporal and spatial variations in the size, rotation, advection, and 
evolution of coherent structures.    
Detailed quantitative characterizations of evolving structures at different scales within the 
complex turbulent flows at confluences and other river environments can be compared to results 
from computational fluid dynamics models to provide rigorous evaluations of the capacity of 
such models to predict accurately details of flow in rivers. The LSPIV characterizations at KRCS 
represent a first step toward linking these characterizations to results of CFD modeling of flow 
through this confluence (Constantinescu et al., 2011, 2012, 2014).  Although LSPIV is limited to 
the surface of the flow, it yields velocity data at a much greater spatial density than measurement 
schemes using hydroacoustic instruments. LSPIV data are especially relevant for testing model 
predictions of the time-dependent dynamics of coherent structures. LSPIV data can be 
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supplemented with hydroacoustic measurements of velocities beneath the water surface (e.g., 
Rhoads and Sukhodolov, 2001) to provide comprehensive testing of model predictions.  
3.6 Conclusions 
 The results of this study show that LSPIV can: a) yield accurate data on time-averaged 
2D velocities in rivers with a relatively inexpensive setup, simple seeding particles and 
techniques, and free software and b) be used to study the surficial time-averaged and turbulent 
characteristics of river flows in complex hydrodynamic environments, such as stream 
confluences. Mean values of streamwise, cross-stream, and resultant 2D velocities derived from 
LSPIV are within 3% of mean values of these velocities determined from measurements with an 
acoustic Doppler velocimeter (ADV). Values of mean velocities from these two techniques are 
5% of one another regardless of the specifics of the LSPIV process, including changes in 
interrogation area and the interval between successive images. These results indicate that LSPIV 
data on mean 2D flow in complex fluvial environments are not highly sensitive to processing 
details and are reliable compared to other methods of determining velocities at the surface of the 
flow. Uncontrollable environmental factors, such as strong sunlight reflection, can degrade the 
quality of recorded images, which may locally influence the accuracy of data obtained from 
LSPIV.  
              The results indicate that sophisticated methods of particle seeding are not required to 
obtain accurate data on mean velocities of flow or on surficial patterns of flow structure.   In 
complex fluvial environments, such as stream confluences, patterns of flow convergence and 
divergence produce more problems related to dispersal and clumping of seeding materials than 
does manual seeding. In this study, slight wind-induced camera oscillation may have contributed 
to high standard deviations in streamwise velocities compared to those derived from the ADV 
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data given that the camera mount restricted oscillation in the lateral direction.  Camera 
movement is an important issue to control in the field and will become increasingly necessary 
with the advent of non-rigid platforms such as unmanned aerial vehicles.  Despite these issues, 
the LSPIV analysis still yielded accurate mean velocities and valuable information on the time-
averaged characteristics of distinctive hydrodynamic zones and on the time-dependent evolution 
of coherent flow structures.  
 Details of velocity time series for a strongly two-dimensional flow differed for LSPIV 
and ADV data. This difference most likely reflects the nearly two orders of magnitude difference 
between the LSPIV and ADV sampling areas. Also, LSPIV data reflect velocities at the water 
surface whereas ADV data are obtained 6-7 cm below the water surface.  Details of 
“instantaneous” velocities derived from LSPIV are also affected by post-processing decisions 
(e.g. size of the interrogation area, number of frames used to estimate velocities). Thus, the use 
of LSPIV to determine turbulence statistics of the surface flow is problematic. Nevertheless, the 
results of this study show that LSPIV depictions of the development and decay of coherent 
vortices in the flow over time can be related to accurate measurements of velocity fluctuations 
obtained from acoustic instruments (ADVs).  
  Time-averaged 2D velocity data derived from LSPIV clearly revealed important 
hydrodynamic zones within a stream confluence, including the mixing interface, or shear layer 
separating the two flows, and the zone of reduced velocity near the upstream junction corner.  
Velocity data derived from LSPIV over fractions of a second illustrated the time-dependent 
evolution of coherent turbulent structures on the surface of the flow, such as interpenetration of 
flow from confluent streams along the mixing interface, the development of coherent rotational 
vortices within this interface, and the development of a Karman vortex street within the wake of 
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an obstacle placed in the flow. The capacity of LSPIV to provide information on the time-
averaged surficial velocity fields as well as the time-dependent evolution of these velocity fields 
indicates that this method is an important tool for evaluating and testing predictions of complex 
natural river flows produced by computational fluid dynamics models.   
Overall, the results of the preliminary LSPIV analysis of flow structure at confluence of 
the Kaskaskia River and Copper Slough confluence support previous field work and modeling 
studies at this site, which has suggested that high and low momentum ratio flows promote 
mixing by entrainment of the slower moving fluid into Kelvin-Helmholtz type vortices. On the 
other hand, momentum ratios near one increase the importance of the stagnation zone 
downstream of the junction corner, producing wake-like effects whereby shear layers from each 
tributary interact downstream and counter-rotating vortices mix fluid along the mixing interface.  
In particular, the LSPIV analysis produced impressive depictions of KH-type vortices in the 
mixing interface for a high-momentum ratio flow as well as the development of flow stagnation 
near the upstream junction corner, a zone of velocity deficit extending downstream, shear layers 
bounding this zone of velocity deficit for a flow with a momentum ratio near one.  
Although LSPIV is clearly useful for characterizing the patterns of flow at the water 
surface, the method is still limited to surface measurements.  Future work that extends the 
method to three dimensions in the field will be challenging given the need to illuminate the water 
column over depth for imaging the movement of particles within the flow. When applied to 
stream confluences, LSPIV can provide insights into the relationships among hydrological 
variables, hydraulic structure, and morphology while serving as a crucial assessment tool for 





Table 3.1.  Measurement Campaign 
Information     
Run Date MR 
ADV 
cross 
section  FOV (m2) FOV Focus Region 
1 8/8/2013 23.8 A 6.8 Mixing Interface  
2 5/22/2014 2.6 A1 51.2 2-D Convergent Flow  
3 5/22/2014 2.6 A1 51.2 Mixing Interface  



























Table 3.2.  Comparison of PIV and ADV measurements during Run 2 campaign. 

























40 67.7 29.5 73.8 23.
5 
9.5 3 48 64, 32, 16 
AD
V 
40 70.3 26.6 75.1 20.
7 
3.4 3.4 25 --- 
PIV7
0 
70 68.2 28.2 73.6 22.
5 
10.5 2.7 4.8 150, 75 
AD
V 
70 70.3 27.2 75.4 21.
1 






80 43.5 4.2 43.7 5.5 17.2 5.8 24 64, 32, 16 
PIV
22 
80 58.5 9.1 59.2 8.8 15.2 5.8 24 64, 32, 16 
AD
V 
80 57.0 7.5 57.5 7.5 5.2 5.4 25 --- 
 
1At location of the ADV (sun glare)  




Figure 3.1.  Study site in East-Central Illinois, USA.  Field of view for runs 1, 2, 3 and 4 
indicated by blue, red, green, and yellow rectangles, respectively.  Colored dots indicate 

















Figure 3.2. Schematic of camera set up for LSPIV analysis. a)  Side view of LSPIV setup 
showing camera (S) mounted on cables above the confluence.  b) Plan view showing field of 












Figure 3.3.  Time series of a) u and b) v for PIV1 (blue, crosses) and ADV (red, circles) for Run 















Figure 3.4.  FOV from Run 3 showing a) sunlight glare, b) grouping of particles along the 
mixing interface from flow convergence, c) surface waves/undulations, and d) regions of sparse 
seeding. The inset shows seeding coverage for Run 1, with ADV and camera mount shadows 































Figure 3.5.  Mean resultant velocities (Vr) over 20-second interval for the FOV in Run 1.  The 
dotted white line demarcates the approximate location of the mixing interface, or shear layer, 


















Figure 3.6.  a) Visualization of fluid interpenetration and development of a Kelvin-Helmholtz-
type vortex along the mixing interface at KRCS during Run 1. Colors indicate magnitude of 
lateral (v) velocities; arrows indicate directions and magnitudes of 2D velocity vectors (vr).  a) 
Close-up of vortex center in dotted white box on left panel (colors are magnitude of lateral (v) 
velocities; arrows indicate orientations only of 2D velocity vectors) b) vorticity magnitude within 










Figure 3.7.  Evolution of the mixing interface in Run 1 over a 9 s time interval.  Each row shows 
a successive sequence of images over the interval with the spacing between images equal to 1 s.  
(a-c) Interpenetration of flows with negative v fluid (red colors) and positive v fluid (blue colors), 
and development of a shear-generated rotational vortex at the interface of the interpenetrating 
flows (white circle). (d-f) Isolation of the packet of positive v flow; downstream advection and 
dissipation of the vortex. (g-i) Redevelopment of flow with negative v and a new vortex at the 
upstream end of the FOV.  (Arrows indicate orientations only of 2D velocity vectors). Velocities 











Figure 3.8. Wake flow during run 1 at KRCS induced by placing a board in the flow upstream of 










Figure 3.9.  Patterns of wake flow downstream of an obstacle in Run 1 at a) 0 s and b) 5 s.  
Contours indicate magnitude of lateral (v) velocities and arrows show 2D velocity vectors (vr) 
over an interval of 0.083 s. Vortex center in frame A is marked by white circle, counter-rotating 
vortex center in frame B is marked by black ellipse; location of vortex initial vortex shown as 

















Figure 3.10.  Flow within the FOV for Run 4 over a 30-second averaging interval.  a) Contours 
of U showing flow stagnation near the upstream junction corner and zone of velocity deficit 
extending downstream from the stagnation zone.  Arrows indicate magnitude and orientation of 
2D velocity vectors (Vr).  c) Contours of 𝑽𝒓 − ?̅?𝒓.  Arrows indicate orientations only of the 
scaled 2D difference vectors. Shear layers bounding the zone of reduced velocity in the center of 




Figure 3.11. a) Time series of u (black) and v (gray) measured at 25 Hz by an ADV 6 cm below 
the water surface over 60 seconds during run 1.  b) Autocorrelation functions for u and v over the 




Figure 3.12.  Mixing interface in Run 1 imaged in 14 second intervals from t = 0 s (a) to t = 56 s 
(e). Contours indicate magnitude of 2D velocity vectors (vr).  Arrows indicate orientations only 
of the vectors. Velocities in each frame computed over a 0.083 s interval.  (f) Location of the 








ASSESSMENT OF THE ACCURACY OF LSPIV MEASUREMENTS OF TWO- 
 
DIMENSIONAL FLOW STRUCTURE IN STREAMS USING SMALL UNMANNED  
 
AERIAL SYSTEMS: COMPARISON WITH STATIONARY CAMERA PLATFORMS  
 
AND IN-STREAM VELOCITY MEASUREMENTS 
 
4.1 Introduction 
 The accurate characterization of flow in natural waterways is important in fluvial 
hydraulics, ecology, and geomorphology. The specific properties of large, channel-scale flow 
structures as well as small-scale turbulent structures influence both mean and instantaneous 
velocities in rivers (Sukhodolov et al., 1998; Roy et al., 2004). In fluvial systems, spatial patterns 
and gradients of velocities are major components of physical habitat for aquatic organisms, 
govern erosion and deposition, and affect dispersal processes and pollutant mixing. Despite the 
importance of velocity patterns in rivers, no ideal method exists for characterizing these patterns. 
Direct visualization, using dyes or naturally occurring suspended sediment differences, is 
effective at revealing flow patterns but generally yields only qualitative information on flow 
characteristics (Roy et al., 1999; Uijttewaal et al., 2001; van Prooijen and Uijttewaal, 2002; Nezu 
and Sanjou et al., 2011). Flow structure is often inferred indirectly from point or cross-sectional 
measurements of two- or three-dimensional velocities (Dietrich and Smith, 1983; Rhoads and 
Kenworthy, 1995), but the low spatial and temporal resolution of these measurements fails to 
completely capture the detailed characteristics of complex flows due to a lack of spatial or 
temporal measurement resolution. Although numerical modeling is increasingly being used to 
simulate complex flows in rivers (Sinha et al., 1998; Bradbrook et al., 2000; Constantinescu et 
al., 2011), verification of model predictions requires accurate field characterization of these 
flows.   
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 A common laboratory method to examine details of fluid motion is particle image 
velocimetry (PIV) and associated non-contact, image-based velocity calculation techniques 
(Adrian, 1991). PIV has proven useful for providing insight into topics as far ranging as cloud 
movement in the atmosphere (Leese et al., 1971), the assessment of soil movement and 
deformation (White et al., 2003), the study of turbulent wakes shed by wind turbines (Hong et 
al., 2014), and detailed studies of open channel flow (Nezu and Sanjou, 2011). At minimum, all 
variants of PIV require: 1) sufficient seeding of the flow of interest with tracer particles that 
move with the flow while not altering the flow itself, 2) successive images of the scene of 
interest, and 3) a reference scaling distance within the scene of interest and knowledge of the 
time between successive images (Adrian, 1991; 2005; Muste et al., 2008). Velocity is calculated 
by measuring the displacement of a single particle (known as particle tracking velocimetry, or 
PTV (Adrian, 1991)) or a group of particles over the time interval between successive images. 
Typically, laboratory-based PIV studies include an illumination component that maximizes the 
contrast of the seeding particles compared to the transporting fluid (Adrian, 1991). The camera 
can be carefully set up to prevent complicating variables, such as non-orthogonal orientation of 
the optical axis to the scene of interest and camera movement. The capability in laboratory 
studies to control the entire PIV process results in highly detailed 2D and 3D depictions of 
evolving velocity fields, thereby greatly enhancing understanding of complex fluid flow in 
controlled settings (Raffel et al., 2013).   
 Over the past two decades, PIV methods used in the laboratory have been adapted to 
measure velocities on the surface of natural waterways (Fujita et al., 1998; Meselhe et al., 2004; 
Muste et al., 2008; 2011). This technique, called large-scale PIV or LSPIV, can be employed to 
obtain accurate measurements of mean surface velocities in a variety of environments (Muste et 
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al., 2008) and provides estimates of river discharge when measurements using more traditional 
instrumentation are difficult to obtain because of dangerous or low flow conditions (Fujita and 
Hino, 2003; Le Coz et al., 2010; Le Boursicaud et al., 2015). Small and inexpensive action 
cameras can capture high spatial resolution imagery at large frame rates, thereby providing 
detailed information on the velocity characteristics of natural flow structures (Tauro et al., 2014; 
Lewis and Rhoads, 2015). Moreover, open-source PIV software is widely available for 
processing this imagery (Le Coz et al., 2014; Thielicke and Stamhuis, 2015). Although LSPIV 
has been used successfully to obtain surface velocity in a variety of field environments, most 
applications of LSPIV have focused on discharge estimation (Muste et al., 2011). To date, few 
studies have used LSPIV to explicitly examine flow structure in rivers even though high spatial 
and temporal resolution afforded by LSPIV could improve understanding of complex flow fields 
(Lewis and Rhoads, 2015). 
In most laboratory settings, the tracer particles are custom manufactured for specific 
study conditions and introduced to the flow automatically to ensure ideal particle density 
(Adrian, 1996). In the field, tracer particles must be ecologically inert, cover a water surface 
ranging from 101 – 103 square meters, and often cannot be recovered and reused. Particle seeding 
is therefore a major concern in LSPIV (Kim, 2006; Cameron, 2011). Additional issues 
commonly encountered when implementing LSPIV include the inability to control illumination 
(i.e. sun brightness, angle, and reflection), the necessity to obtain images at oblique angles under 
certain conditions, potential inadvertent or intentional camera movement because of wind or 
changing hydraulic conditions, and difficulties consistently seeding regions of flow convergence 
and divergence. Recent studies have begun to address some of these limitations (Tauro et al., 
2014; 2016; Lewis and Rhoads, 2015). A remaining challenge, however, is the need to obtain 
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imagery of river surfaces containing seeding material from a variety of distances above these 
surfaces and at different locations above the river to fully characterize surface flow patterns.    
 The growing availability of small unmanned aerial systems (sUAS) now facilitates 
acquisition of low-altitude aerial imagery of Earth’s surface features, including rivers. The use of 
sUAS as a platform for LSPIV is obvious and encouraging results have already been obtained 
(Tauro et al., 2015; 2016; Detert and Weitbrecht, 2015; Detert et al., 2017). However, detailed 
studies of the potential benefits or limiting factors of sUAS-based LSPIV in comparison to fixed, 
stable imagery are lacking. Specifically, little is known about how a hovering or moving camera 
platform may limit the capability to capture details of two-dimensional (2D) flow structure on 
river surfaces compared to LSPIV captured from a camera mounted on a fixed platform. In 
addition, relationships among camera movement, image obliqueness or lack of obliqueness, 
relative resolution of the imagery and the tracer particles, and the capacity to accurately resolve 
2D flow structure using LSPIV methods have yet to be discerned.  
 The objective of this paper is to assess the strengths and weaknesses of sUAS-based 
LSPIV compared to fixed-platform LSPIV and in-stream measurements of surface velocities in 
natural settings, with a specific focus on the accuracy of LSPIV using sUAS to resolve surface 
patterns of 2D flow structure. These objectives are achieved through a series of LSPIV 
experiments from a sUAS, a fixed tripod, and a cable-mounted system (Lewis and Rhoads, 
2015), and supplemented by high-frequency acoustic sensor measurements of 2D surface 
velocity. The experiments focus on 2D flow structure at river confluences – some of the most 
hydraulically complex regions typically encountered in fluvial systems. First, background and 
methodological considerations for obtaining flow structure with LSPIV is discussed. Next, 
LSPIV derived from tripod, cable, and sUAS camera mounts is compared to 3D acoustic in-
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channel velocity measurements to assess potential differences in accuracy among the methods. 
Analysis of essential issues related to the ability of sUAS-based LSPIV to obtain flow structure, 
camera movement, flying height, and image resolution in relation to flow structure 
characteristics, follows. A quantitative assessment of the LSPIV results provides insight into 
limiting factors of both sUAS and fixed systems while examples and analyses of flow structure 
at river confluences demonstrate the utility of the method in highly complex flows. The results of 
this study help to better inform the value of LSPIV as a tool for measuring complex patterns of 
flow, of turbulence, and of mean velocity in the field.  
4.2 Background 
4.2.1. LSPIV For Flow Structures 
 The capability of LSPIV to characterize 2D flow structure is not well-known because 
particle tracking methods and in-stream instruments measure velocity in different ways 
(Weitbrecht, et al., 2002; Lewis and Rhoads, 2015). Not only does PIV measure a 2D sampling 
area that could be many times larger in surface area than the sampling volumes of instruments 
used to measure velocity, such as ADVs, the 2D expression of turbulence at the surface will not 
be identical to 3D turbulence just below the surface (Fujita et al., 1998; Kantoush et al., 2011). 
Also, LSPIV surface velocity fields are typically spatially and temporally smoothed in post 
processing and regions of poor seeding or spurious vectors are often removed and replaced by 
interpolations (Muste et al., 2011). Obtaining LSPIV velocity time series that are directly 
comparable to velocity time series obtained from ADVs is challenging even in simple field-scale 
flows (Lewis and Rhoads, 2015).  
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Flow structures can be captured with LSPIV if the structures produce a surface flow 
pattern detectable by tracer-particle motion (Weitbrecht et al., 2002, 2008; Lewis and Rhoads, 
2015, 2016). Large-scale flow structures can be detected if superimposed velocity errors, such as 
random errors due to poor tracer seeding or a moving camera, are smaller in magnitude to the 
velocity signal of the structure (Lewis and Rhoads 2015, 2016) or if the error signal is periodic 
and predictable in nature and can be removed (such as a known camera oscillation frequency or a 
slow, controlled camera pan) (Figure 4.1). Videos recorded from hovering sUAS include random 
motion in all three directions, and while camera movement clearly impacts LSPIV results, little 
is known how this movement affects detection of flow structure. In addition, the circumstances 
under which random sUAS movement becomes too great to characterize mean flows without 
substantial correction has not been elucidated, even though error associated with random 
movement about an observation location should trend to zero over time.  
Image resolution is also an important variable for the detection of discrete coherent flow 
structures because the structure of interest must be larger in scale than the interrogation area used 
to measure the displacement of particles between successive images (Adrian, 1991; Fujita et al., 
1998; Muste et al., 2008). sUAS facilitates the acquisition of imagery at a variety of heights 
above the water surface, but at the cost of increasing ground area per pixel and decreasing image 
resolution with increasing flight height. Thus, for a camera with a fixed focal length, the number 
of pixels per unit area of the water surface decreases with sUAS height. Therefore, as sUAS 
height increases, the size of flow structures that can be resolved using LSPIV increases in size. In 
addition, if sUAS movement is constant at different heights (i.e. the camera’s field of view 
moves the same number of pixels at each height), the displacement of the field of view of the 
image on the water surface movement increases with increasing flight height. Although sUAS 
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movement might not be constant with height because of changes in wind direction and 
magnitude, decreasing movement with height can be counteracted by the image resolution effect 
such that increases in flight heights still result in increases in image displacement in relation to 
the water surface (Lewis et al., submitted). Similarly, for a constant surface velocity, the number 
of pixels that seeded particles move per frame decreases with camera distance from the water 
surface. As sUAS flight height increases, movement of the camera from slight instability of the 
sUAS will increase the apparent ground movement defined as a pixels-per-frame signal. Without 
a frame-by-frame correction for sUAS movement, this signal will tend to overwhelm the 
decrease in the pixels-per-frame velocity signal associated with particle movement as flight 
height increases. Under these conditions, even simple velocity measurements might not be 
possible (Tauro et al., 2016a; 2016b). Finally, the size of the tracer particles also limits the height 
of the camera because the particles must, at minimum, be larger than 1 px2 to be visible in the 
image. Accurate identification of tracers often requires that the size of individual particles 
exceeds several pixels.  
In sum, to successfully measure snapshots of flow structure with sUAS in the field 
without correction of each image for sUAS movement, the sUAS must be: 1) stable enough that 
variation in the velocity signal induced by camera movement is less than the variation in the 
velocity signal that defines the flow structure; and 2) be close enough to the surface so that the 
interrogation area is substantially smaller than the size of the structure. If the sUAS is far enough 
away from the surface that tracer particles are smaller than 1 px2, or the camera movement is 
larger in magnitude than the tracer particle movement in px/frame, even basic measurements of 
mean velocity will not be possible. Because the height of the sUAS above the water surface can 
be easily controlled, camera movement appears to be the most problematic complicating factor. 
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Camera movement can be addressed by “stacking” image frames based on the locations 
of static points in each frame (Blois et al., 2016; Le Boursicaud et al., 2016) or by applying 
corrections to each image frame based on measurements of camera location, pitch, roll, and yaw 
obtained from the sUAS (Charlton et al., 2003). If the camera movement is relatively simple in 
one or two directions, the apparent movement of a static region within the field of can be 
subtracted from the movement of the entire frame for a first-order movement correction (Detert 
et al., 2016) (Figure 4.2). However, complex camera movements that include a significant 
vertical component, combined with the rolling shutter effects of most consumer action cameras 
and sUAS-mounted cameras, can result in static locations moving in different apparent directions 
in different image locations – a problem that is not readily corrected by the movement 
subtraction method (Figure 4.2).  
Without high-precision real-time-kinematic GPS and expensive internal sensors, which 
are typically only found on large, expensive UAS, the most promising way to correct for 
movement is by aligning static locations within frames (Blois et al., 2016; Le Boursicaud et al., 
2016). However, this method might be difficult to apply in large rivers where no static control 
points exist within the camera’s field of view, especially when the focus is on regions where 
channel banks are not visible or only visible in a small section of the image (Figure 4.2). The 
extent to which movement correction methods can be used to increase the detectability of flow 
structures with consumer-grade sUAS has yet to be assessed comprehensively, but is related to 
the relationship between movement magnitude, flow structure characteristics, image resolution, 
and the size of static features used as reference benchmarks. Compared to sUAS, fixed-camera 
setups are more stable and generally view the water surface at a lower height than sUAS (Muste 
et al., 2008; Lewis and Rhoads, 2015). As a result, these fixed set-ups may better resolve the 
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velocity characteristics of 2D flow structures than sUAS methods. Fixed set-ups, however, lack 
the flexibility of readily obtaining imagery as different heights above the water surface.  
4.2.2 sUAS vs Fixed Image Pre-Processing   
Though the use of sUAS for low-altitude aerial photography for scientific study has 
increased in recent years, little, if any, attention have been devoted to how LSPIV might be 
affected by potential image distortion. Image distortion is defined as any altered perspective of 
the image (Paine and Kiser, 2003), and can be due to multiple effects (see Paine and Kiser, 2003 
for a detailed treatment of these effects). Though vertical photography has some advantages over 
oblique photography for LSPIV (Tauro et al. 2014; Lewis and Rhoads, 2015), it is important to 
remember that an aerial photograph is not a map without additional corrections of distortion and 
displacement (Paine and Kiser, 2003). 
One of the most significant advantages of sUAS over fixed cameras for LSPIV is that the 
camera can always be positioned orthogonal (or nearly so) to the water surface, a condition that 
is difficult to achieve using fixed-mount cameras that extend only a limited distance above the 
water surface when imagery is required over a large spatial area (Muste et al., 2008). Although 
vertical aerial imagery often is corrected for topographic, lens, and tilt effects (Paine and Kiser, 
2003), vertical imagery vastly simplifies image pre-processing (Tauro et al., 2014; Lewis and 
Rhoads, 2015, Detert et al., 2016; 2017). In using the sUAS to obtain velocity on the water 
surface, in most cases it can be reasonably assumed that the water surface is nearly flat and 
therefore topographic distortions can be ignored. Topographic effects, however, are inversely 
related to height, so when the water surface is steep, or the camera is close to the water surface, 
topographic effects (such as those associated with wind-blown waves, or standing waves at near-
critical flows) may degrade LSPIV accuracy. Tilt effects should be minimized by the motorized 
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gimbal ensuring the camera is looking straight down so that the principle point and nadir are 
coincident, though small amounts of tilt are likely during sUAS movement. Most sUAS cameras 
are rectilinear and do not have fish-eye distortion, but will still have some lens distortion (Paine 
and Kiser, 2003). The effect of tilt distortion decreases with decreasing distance from the subject, 
and should therefore be small when flying a sUAS close to the ground (Paine and Kiser, 2003). It 
is not clear how much lens and tilt distortions arising from sUAS-mounted cameras might 
degrade LSPIV measurements, or what impact these types of distortion might have on flow 
structure characterization. However, most studies employing sUAS for LSPIV have ignored 
these issues (Tauro et al., 2016a; 2016b; Detert et al. 2016; 2017).  
The establishment of benchmarks or control points is typically a major step in LSPIV 
obtained from oblique imagery (Muste et al., 2008). Oblique images must be rectified before 
applying LSPIV. The advent of sUAS greatly increases the flexibility of camera location and 
imaging height, and if tilt and lens distortion effects on resultant velocities are small, time-
consuming control-point surveys are not needed. In addition, the sUAS can capture flow in 
difficult-to-reach or dangerous locations where it is not possible to survey control points (Le Coz 
et al., 2010). Another advantage of LSPIV is that it can be deployed rapidly and at low cost, 
especially when image rectification is not required. Therefore, understanding the conditions 
under which rectification is not necessary is of considerable value (Muste et al., 2008). Clearly, 
sUAS represent a major advance in the acquisition of aerial imagery of rivers, but the extent to 
which the increased flexibility of sUAS might be offset by the need for detailed image 
rectification and establishment of extensive ground control remains uncertain. The tradeoff 
between the high cost and high effort to accurately turn aerial photos from a sUAS into 
planimetrically correct images (Bolstad 1992), and the low cost and low effort of using 
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uncorrected images are important issues that have yet to be fully resolved in applications of 
LSPIV using sUAS.  
4.3 Methodology and Experimental Setup 
4.3.1 Study Sites  
 Experiments to evaluate the accuracy of sUAS-based LSPIV for measuring 2D flow 
structure on the surface of streams were undertaken at two small stream confluences in East-
Central Illinois, USA: the confluence of the Saline Ditch with an unnamed tributary (SALINE) 
and the confluence of the Kaskaskia River with the Copper Slough (KRCS) (Figure 4.3). Both 
sites have been the focus of past work on confluence dynamics (Rhoads and Sukhodolov 2001), 
including flow within the mixing interface between the streams (Sukhodolov and Rhoads, 2001), 
and past work on LSPIV from a fixed cable mount (Lewis and Rhoads, 2015; 2016). SALINE 
and KRCS are contained within deep (> 4 m) agricultural drainage ditches. Flow at SALINE is 
about 6 to 10 meters wide, whereas flow width at KRCS ranges from about 20 m within the 
confluence to about 10 m downstream.   
A variety of measurement campaigns were performed to address the objectives of this 
study (Table 4.1). These measurement campaigns were designed to evaluate the amount of tilt 
and lens distortion present in sUAS imagery (Case 1), the potential effects on LSPIV velocity 
from camera movement (Case 2), accuracy of LSPIV velocities obtained from each of the three 
platforms to 2D point velocity measurements (Cases 3 and 6), and the capacity of sUAS LSPIV 
to measure surface flow structure (Cases 3 and 4).  
 Imagery for LSPIV at the two study sites was obtained from three platforms: a sUAS, a 
tripod, and a cable-mounted system. Spatial control for the imagery was maintained by ensuring 
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surveyed control points tied to a local coordinate system were visible in each field of view. All 
videos recorded the water surface seeded manually with pine horse bedding, which dispersed 
evenly when cast manually across the water surface and resulted in dense particle coverage. One 
of two DJI Phantom 3 sUAS was hovered above the confluence at various locations at both sites 
while recording video. The on-board camera provided 2.7K (2560×1440, Phantom Standard) or 
4K (3840×2160, Phantom Professional) video at 30 frames per second (fps). Each sUAS has a 
motorized gimbal that ensures the camera is oriented orthogonal to the water surface (Figure 
4.4). A small action camera (GoPro Hero4, recording in 4K resolution at 30 fps) was mounted on 
a heavy-duty professional camera tripod to obtain either an oblique or orthogonal view that 
included as much of the confluence hydrodynamic zone, or CHZ (Rhoads and Kenworthy, 1995) 
as possible. The GoPro Hero 4 lens produces significant fish-eye distortion, which was removed 
using the GoPro Studio program (Tauro et al., 2016). The tripod-mounted camera system is 
mobile, can be anchored into the ground for additional stability, and extends to a maximum 
height of 7.3 m.  
 The cable-mounted system consists of two cables extended across the span of the 
confluence on which a plate with a GoPro Hero4 camera recording at 4K resolution and 30 fps is 
mounted. Adjustable-length cables are anchored into each bank by fenceposts and then ratcheted 
taut to ensure the plate and camera as level and stable as possible (Figure 4.4). At both sites, the 
height of the cable-mounted camera system is limited by the heights of the ditch banks above the 
level of the water surface. In all cases, the camera on the cable-mounted system was positioned 
about 3 m above the surface of the flowing water.  
4.3.2 Velocity Calculation 
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 Surface velocities were calculated using the open-source MATLAB-based PIVLab 
(Thielicke and Stamhuis, 2014; Lewis and Rhoads, 2015). Videos recorded from the fixed and 
moving platform were decomposed into single image frames before uploading into PIVLab. The 
details of the choice of pre-processing algorithms, number of frames used, size of the PIV 
interrogation area, and smoothing and averaging techniques are all factors that can determine the 
quality of the resulting surface velocity vector field. However, the effects of altering these 
parameters can be found elsewhere (Thielicke and Stamhuis, 2014) and are beyond the scope of 
this paper. Manual manipulation of these factors influences outcomes to a minor degree, but 
surface seeding, image resolution, and image quality are the greatest limiting factors for LSPIV 
accuracy (Kim 2006, Kantoush et al., 2011; Lewis and Rhoads, 2015). 
To test the accuracy of different LSPIV methods against in-stream measurements, Cases 
3, 4, 5, and 6 recorded near-surface velocities with Nortek Vectrino+ acoustic Doppler 
velocimeters (ADVs) configured in laboratory mode and running at 25 Hz. The ADVs were 
mounted on a custom-made top-set wading rod that was set on a steel cable pulled taught 
between iron posts that delineate the endpoints of pre-set cross sections (Rhoads and Kenworthy, 
1995). The ADV measurements are used to verify the accuracy of PIV surface velocities (Lewis 
and Rhoads, 2015). Measurements in Cases 3 and 6 were obtained by orienting the ADVs in an 
upward-looking configuration with sensing volumes within 1 to 2 cm of the water surface. ADV 
measurements were obtained simultaneously with LSPIV experiments. ADV measurements in 
Cases 3 and 4 were part of detailed cross-sectional measurements at the study confluences, and 
were therefore configured in a more traditional downward-looking configuration whereby 
measurements are obtained within about 6 cm of the water surface. In Cases 3 and 4, LSPIV and 
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ADV measurements were not obtained simultaneously, but were collected within a few hours of 
one another without any detectable changes in water level between the times of measurements. 
The sampling volume of the ADVs has dimensions of about 0.5 cm per side for a 
sampling area of only 0.25 cm2. Streamwise (U) velocities are oriented perpendicular to each 
cross section and cross-stream (V) velocities are aligned parallel to the cross sections (Figure 
4.5). LSPIV-derived velocity vectors are calculated on a planar grid over the entire image field 
of view and V does not remain perpendicular to U with changing distance downstream, whereas 
ADV data was obtained in a 2D cross section. Therefore, for comparison with ADV data, 
LSPIV-derived velocity vectors were decomposed into UPIV and VPIV components within the 
same frame of reference as the measured U and V velocities from the ADVs. For depiction of 
flow two-dimensionality throughout the KRCS confluence, all velocity vectors were 
decomposed into UGRID and VGRID components rotated to align with the first cross section within 
this confluence (cross section A3) (Figure 4.5). This approach avoided the complication of a 
changing frame of reference for streamwise and cross-stream velocities in relation to each cross 
section.  
4.4 Results  
4.4.1 Image Distortion 
To address the potential of LSPIV inaccuracies arising from image distortion, first-order 
affine transformations of sUAS imagery based on the surveyed locations of ground control 
points for Case 1 was performed in ArcGIS (ESRI, 2017). Case 1 used seven points, and the 
resultant total root mean square (RMS) error was 0.09 m compared to an image resolution of 
0.05 m per pixel. Affine transformations are simple and maintain collinearity, and represent a 
first-order correction that does not account for skew and rotation (Paine and Kiser, 2003; 
109 
 
Willneff and Poon, 2006). Second and third order transformations also require more ground 
control points, which might be difficult to establish when all or most of the field of view consists 
of water. Regardless, if an affine transformation produces a small RMS error, it can be assumed 
there is little overall image distortion (Paine and Kiser, 2003). Ground control points were about 
32 pixels in width, so the selection of the pixel that characterized the center of the control point 
also introduced some error. The relatively small root mean square error (RMSE) from each 
experiment, which could result from residual image distortion, minor inaccuracies in surveying, 
or uncertainty in selecting the centroid of the control points, indicates that sUAS imagery is 
essentially orthogonal to the water surface when flying about 20 m above the water surface such 
as in Case 1.  
4.4.2 Camera Movement and Mean Velocity  
Initial tests of the tripod in normal wind conditions showed that when fully extended to 
7.3 m, even when guyed down with stakes and rope, the camera experienced wind-driven 
movement. In Case 2, when mean wind magnitude was 3.1 m/s, the camera was set on the tripod 
at different heights to assess the effect of wind-drive camera movement. Small movements were 
noticeable when inspecting the video frames at all but the lowest tripod extension heights. The 
magnitude of this movement was captured by extracting PIV velocity from a section of the river 
bank (Figure 4.6). If the camera is not moving, the PIV velocity will be zero for that grid point 
because the intensity pattern in the interrogation area is not displaced. Therefore, deviation from 
zero indicates camera movement in the opposite direction of the resultant velocity vector. The 
same process was performed using the sUAS flying at about 15 m during the same campaign, so 
environmental conditions (i.e. wind) are the same for each method. The magnitude of camera 
movement for the tripod mount increases from only a few pixels when the tripod is not extended 
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(height about 2.5 m), to a maximum of about 20 pixels when fully extended to 7.3 m. Average 
tripod movement in the u-direction (the v direction is not appreciably different) at 7.3 m, 4.6 
pixels, is about 60% of the sUAS camera movement, 7.8 pixels. Because the sUAS camera is 
higher than the tripod, the mean movement distances are more than twice as great for the sUAS 
(0.02 m for the tripod versus 0.065 m for the sUAS). The periodicity of movement of the tripod-
mounted camera is higher than that for the sUAS, indicating a flexing or oscillation in the tripod 
in response to wind rather than the random 3D movement of the sUAS (Figure 4.6). 
 The average movement over the sample periods in Case 3 converges to nearly zero (+/- 
0.01 m/s) after about 20 seconds when the sUAS is hovering in place and within about 5 seconds 
when the tripod is fully extended (Figure 4.7). Thus, if velocity at each surface grid point is 
averaged over even a relatively small sampling period, the error introduced by camera movement 
rapidly diminishes. A similar measurement took place another day when average wind speed was 
relatively high (5.20 m/s). Average sUAS movement diminished to within 0.01 m/s after 25 
seconds, indicating that even in windy conditions an off-the-shelf sUAS can maintain enough 
stability to obtain un-biased mean velocity results within less than 30 s.  
4.4.3 sUAS LSPIV Accuracy Confirmation 
 In Case 6 at the SALINE confluence, the ADV was set up in two regions of uniform 2D 
flow to assess the accuracy of the LSPIV-derived velocities relative to ADV measured velocities 
(Figure 4.8). In this case, the ADV was mounted in upward-looking mode to sample within 1 cm 
of the water surface. The uniform flow, which extended over a lateral distance of several meters, 
served to minimize differences between the two types of velocity measurements despite a nearly 
100-fold difference in the spatial sampling domains of the two methods. The average difference 
between LSPIV vector magnitudes compared to ADV vector magnitudes was about 3%. The 
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sUAS LSPIV did not have a magnitude difference greater than 5%, while only two cable LSPIV 
magnitudes had differences exceeding 5%. All but two LSPIV velocity vectors had orientations 
less than 15% of the orientations determined by the ADV.  Both orientations that exceeded 15% 
were recorded from the cable mount (Table 4.2). On average, the difference between vector 
orientations for LSPIV and ADV was about 13% (Table 4.2). In an absolute, rather than relative 
sense, vector orientations from the LSPIV measurements were within 3 to 5 degrees of the ADV 
vector orientations. The sUAS LSPIV yielded mean UPIV over the sampling period generally 
within 3 to 8% of the U velocities and mean VPIV within 4 to 12% of the V velocities (Table 4.2). 
In an absolute sense, UPIV was within 1 to 3 cm/s of U and VPIV was within 1 to 4 cm/s of V.  In 
general, the cable-mounted and sUAS velocities are quite similar, within 1 to 3 cm/s of one 
another for both velocity components, except for case 4, in which the cable-mounted U 
component was greatly underestimated (nearly 40%) based on the comparison with the ADV 
measurement. 
Inspection of the raw video and image frames used as LSPIV input indicates severe 
oscillation of the cable-mounted camera for a significant portion of the sampling period (30 s). 
Apparently, conditions related to wind movement exist in which the cable-mounted estimates of 
velocity can be strongly compromised, whereas the sUAS performs consistently under this same 
range of conditions. The sUAS images were also obtained at a variety of different flight heights, 
whereas the cable-mounted system was at a fixed height closer to the water surface than the 
cable-mounted camera. No obvious relation exists between flight height and accuracy of the 
sUAS velocities relative to the ADV velocities (Table 4.2). The comparison with the tripod 
results in Case 6, in which the optical axis of the camera on the tripod was aligned obliquely to 
the water surface, shows that this method performs well in relation to the ADV measurements of 
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velocity; however, velocities derived from all three methods are quite similar. In this particular 
case, the sUAS overall performs poorest in relation to the ADV measurements, but is still within 
2 to 4 cm/s of the ADV velocity estimates. A particular concern is that the sUAS estimates 
suggest that V < U, whereas the other three methods indicate that V > U.  
  In Case 3 at the SALINE confluence, two ADVs were set up on either side of the mixing 
interface, where lateral gradients in velocity are pronounced (Figure 4.9). On average, the LSPIV 
velocity magnitude is within 10 % of ADV magnitude, but the vector orientations differ by about 
32% (Table 4.3).  Differences in vector orientations between the two methods range from 1 to 
8%. Though both the cable mount and sUAS produced UPIV within about 10% of the ADV 
measurements on average, percentage differences form VPIV and V are higher than in Case 6. 
Values of V in this part of the flow are small so that even small discrepancies between V and VPIV 
result in a large percentage difference. However, all VPIV values had the same sign, indicating 
that LSPIV-derived velocities accurately indicate the direction of flow as measured by the ADV. 
Transverse velocities near the mixing interface varied rapidly over time and space as discrete 
vortices moved past the locations of the ADV probes. Considering the order of magnitude 
differences in sampling area between the ADV and LSPIV methods, the large discrepancy in 
LSPIV and ADV transverse velocities is not surprising given the strong lateral gradients in V 
along the mixing interface. Comparison of results of cases 3 and 6 indicate that values of VPIV 
conform closely to ADV values of V where transverse components of the flow are steady in time 
and uniform over space at the scale of the LSPIV sampling area, such as in Case 6 (Lewis and 
Rhoads, 2015). Where VPIV varies strongly over a small area, such as in case 3, the percentage 
discrepancy between VPIV and V can be large, especially when the magnitude of V is small. 
Moreover, in both cases, magnitudes of VPIV are within 1-3 cm/s of the magnitudes of V.  
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The LSPIV and ADV tests of Cases 3 and 6, though encouraging and in general 
agreement, were performed in the center of the channel where tracer seeding quality was 
maximized. Dense, uniform seeding is difficult to achieve in locations of flow convergence and 
divergence, and so it might be challenging to obtain LSPIV in certain regions with the study 
confluences (Lewis and Rhoads, 2015). To address this issue, LSPIV in Case 4 was extracted 
along entire cross sections that were measured with ADVs during the same day. For this case, the 
ADVs were mounted in a downward-looking configuration where measurements were obtained 
about 6 cm below the water surface. 
The cross-stream pattern of surface velocity vector magnitudes and orientations 
determined from LSPIV for a 30 s sample during campaign Case 4 is similar to the cross-stream 
pattern of vector magnitudes and orientations obtained from near-surface ADV measurements 
(Figure 4.10). At cross sections A, C, and E, LSPIV velocity performs poorly within about one 
meter of the channel banks because of poor seeding in these locations. This lack of seeding is 
associated with the effects of bank vegetation and irregularities in the bank alignment that 
produce near-bank flow patterns that prevent seeding scattered onto the surface of the two 
tributaries upstream of the confluence from accumulating in these areas. Spurious LSPIV vector 
directions near the banks at these cross sections indicate seeding was too sparse to obtain 
realistic, downstream oriented vectors that compare well with the ADV data (Figure 4.10). 
Insufficient particle density occurs most frequently in locations of local upwelling that disperse 
seeding away from the banks. However even with this limitation, the general flow pattern and 
magnitude recorded by the ADVs are readily reproduced by the LSPIV measurement. 
4.4.4 Camera Movement and Large-scale Flow Structures  
114 
 
The analysis of 2D surface velocity vectors and time-averaged components (U, V) of 
these vectors shows that sUAS provides reasonably accurate estimates of 2D flow, especially 
when the characteristics of the flow do not vary spatially at a scale less than the interrogation 
area of the LSPIV analysis. Capture of 2D flow patterns in steady, persistent flow that can be 
time-averaged over relatively long intervals (many tens of seconds) minimizes the effect of 
sUAS movement on velocity estimates (Figure 4.7). However, many 2D coherent turbulent 
structures on the surface of rivers are short-lived and evolve over times scales of a few seconds 
to several tens of seconds. Previous work has shown that these types of structures can be 
characterized with LSPIV using a cable-mounted camera system (Lewis and Rhoads, 2015). 
Flow conditions in some of the test cases provide the basis for evaluating the extent to which 
such structures can be captured with sUAS LSPIV. 
In Case 5, a substantial difference in velocity between the incoming flows at KRCS 
produced well-developed Kelvin-Helmholtz vortices along the mixing interface between the two 
confluent flows, which were clearly detected by a sUAS LSPIV cross stream velocity field 
snapshot (v) produced from consecutive frames (Figure 4.11). Even with sparse seeding in zones 
of upwelling, LSPIV provided unprecedented spatial detail of each individual structure (size, 
location, and vorticity). LSPIV also captured temporal detail through a series of video frames of 
the evolving structures. Typically, when analyzing ADV measurements the passage of flow 
structures is inferred from a velocity time series. An autocorrelation of ADV near-surface 
velocity during Case 5 compared well to an autocorrelation of LSPIV velocity extracted at the 
same location the ADV was deployed (Figure 4.11). Both methods show a vortex recurrence 
interval, as noted by the correlation peak, at around 10 seconds (Figure 4.11). The LSPIV data 
permit quantitative time series analysis of velocity at a location within the stream, similar time-
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series analysis of ADV data, but over a much larger spatial domain of measurement than the 
ADV data.  
Surface expressions during Case 5 were spatially large and fluid motion was relatively 
simple. In Case 3, the incoming flows had similar velocities and flow along the confluence 
mixing interface consisted of complex, nested flow structures of different sizes and moved with 
different senses of rotation. In this case, a detailed LSPIV analysis of flow along the mixing 
interface was not effective and did not capture accurately evolving patterns of velocity within 
distinct flow structures, which were clearly apparent from differences in turbidity between the 
flows (Figure 4.12). The failure of LSPIV to represent these structures was the combined effect 
of the complexity of the rapidly-evolving, nested structures and of sUAS flight height and 
camera movement. Even when stacking the imagery using the open-source Hugin software (Le 
Boursicaud et al., 2016) and when attempting to subtract the movement of static banks from the 
entire scene (Figure 4.2), the detailed flow structure along the mixing interface could not be 
quantified with LSPIV. This result, when compared to outcomes using high-resolution cable-
mounted LSPIV (Lewis and Rhoads, 2015), suggests that the sUAS was flying too high to 
resolve flow at the small spatial scales that defined the structures.  
The results from Cases 4 and 5 reveal difficulties in consistently characterizing rapidly 
evolving, turbulent structures with sizes on the order of 0.25 to 2 meters in size using LSPIV 
(Figure 4.13). In Case 4, the flow structures forming along the mixing interface were relatively 
large and uniform enough to be captured by sUAS LSPIV. Under these conditions the mixing 
interface between the two flows can also be demarcated by plots of instantaneous surface 
vorticity (Figure 4.13). In Case 5 quantitative analysis of vortex characteristics is much more 
difficult, though LSPIV still produces valuable mean velocity data. Therefore, flow snapshots at 
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the KRCS confluence in Cases 4 and 5 demonstrate the complex interrelation between flow 
structure detection and camera setup method and resulting resolution. 
4.5 Discussion 
 The results of this study indicate that sUAS can be leveraged to accurately characterize 
2D patterns of surface flow in rivers using LSPIV. It also identifies some important limitations in 
characterizing quantitatively relatively small, rapidly evolving turbulent flow structures. The 
additional flexibility of sUAS results in the capability to measure surface velocity over larger 
areas and in more varied locations than fixed mount setups, which are often restricted to 
placement on existing infrastructure (Muste et al., 2008; Hauet et al., 2010). While this extra 
flexibility comes at the cost of camera stability, measurement of coherent flow structures with 
sUAS LSPIV can be achieved and the measurement of 2D mean velocity is consistently feasible 
with minimal pre- and post-processing.  
Distortion of sUAS-derived imagery is greatly reduced compared to oblique imagery, 
which must be rectified with ground control points – a time consuming process that is 
challenging in inaccessible locations or when flow is rapidly changing such as when flow 
inundates the floodplain preventing access to a site of interest along a river (Fujita et al., 2011). 
As long as the location of the camera and a reference distance is known, this study suggests that 
detailed image rectification is unnecessary for LSPIV measurements in small rivers to produce 
accurate results. At flight height of around 20 m, which was sufficient to visualize the entire 
confluence at each site (channel widths between 5 and 20 m), overall image distortion was small 
and could be safely ignored. However, in wide rivers (> 50 m +), sUAS LSPIV deployment 
using off-the-shelf systems will be hampered by two major additional difficulties: 1) adequately 
seeding the entire width of the river for a sustained period of time; and 2) the need to fly high 
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above the water surface to establish a field of view that encompasses the entire width of the river, 
which leads to larger potential distortion effects, larger camera movement in ground distance, 
and the requirement for larger particles due to higher ground distance per pixel resolution.  
Current consumer-grade sUAS camera characteristics might prevent characterizing flow 
with LSPIV under certain conditions. Flow cannot be resolved at scales below a few square 
meters when flying at heights over 50 m. Resolution tests using a standard 1951 US Air Force 
(USAF) resolution chart revealed that the smallest object the 4K resolution camera aboard the 
DJI Phantom Professional 3 used in this study could resolve unambiguously was 0.08 m in width 
when flying 10 m above the ground, 0.41 m in width at 50 m, and 0.81 m at 100 m (Frank Engel, 
personal communication). Flow gradients over short distances will therefore be difficult to 
measure as sUAS flying height increases, resulting in greater challenges accurately measuring 
cross-stream flow than downstream flow. Because the smallest flow unit that can be resolved by 
LSPIV is an interrogation area that contains multiple particles within it, LSPTV might be more 
successful when flying high above the water surface because individual particles are traced and 
the minimum spatial unit for which velocity is computed decreases (Tauro, 2016). However, 
multiple sUAS flights at lower heights can be stitched together to produce greater flow detail 
over a larger area, such as in Case 2 in this study.  
 The results of this study indicate that camera movement can complicate LSPIV from 
sUAS compared to fixed mounts, but movement is unlikely to severely degrade the measurement 
accuracy of most flows of interest. Fixed methods, such as an anchored tripod, which performed 
well in this and other studies (Muste et al., 2008), are also not completely devoid of camera 
movement, and slight camera movements are virtually impossible to eliminate in the field unless 
the camera can be fortuitously mounted to a stable building or sturdy infrastructure (Jodeau et al, 
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2008). Even in the windiest conditions encountered in this study, sUAS were stable enough that 
un-biased mean velocities were achieved within a 30 s sample. It is therefore encouraging that 
sUAS movement converges to zero after several tens of seconds, which indicates accurate mean 
surface velocity measurements are achievable using this method for most field conditions.  
Camera movement is a more important issue for detecting flow structure because 
movement between any two successive frames can be substantial (Figure 4.2). The results of this 
study, along with results of previous related work (Lewis and Rhoads, 2015) indicate that rapidly 
evolving flow structures can be adequately characterized from sUAS LSPIV under the following 
conditions: 1)  the structures are sufficiently large compared to the image resolution so that the 
flow structure is many times larger than the LSPIV interrogation area; and 2) the variation in 
velocity that defines the flow structure is many times greater than the variation in velocity caused 
by camera movement. Camera movement can be relatively easily accounted for if the movement 
is unidirectional and simple (Detert and Weitbrecht; 2015; Detert et al., 2016; Tauro et al., 2016). 
Methods that remove more complicated movement in post-processing are available, but many 
stabilization algorithms depend on the region or subject of interest within the imagery being 
static and perform poorly when the scene is changing (Tauro et al., 2015; 2016). This 
requirement limits the effectiveness of these methods for flowing rivers. It is unlikely that 
meaningful small-scale turbulent statistics could be extracted from LSPIV unless the camera is 
perfectly still (Lewis and Rhoads, 2015; Johnson et al., 2016; 2017), which indicates current 
sUAS LSPIV is limited to broad characterization of large, strong, and coherent flow structures.  
The relative ease by which mean flow patterns can be obtained from both fixed and 
sUAS LSPIV is important because resultant surface vector fields can be used to analyze the 
results of computational models or to quickly characterize flow in a very large or inaccessible 
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location that may be difficult to measure using traditional instruments (Le Coz et al., 2010; 2016; 
Le Bouriscaud, et al., 2016; Guillen et al., 2016). The high spatial resolution of sUAS-derived 
LSPIV provides a basis of comparison of detailed 2D surface flow patterns with detailed patterns 
obtained from computational fluid dynamics models. Such comparisons are particularly useful in 
flows with coherent structures that exhibit rotational motion around a vertical axis, such as those 
that develop along confluence mixing interfaces (Constantinescu et al., 2011; 2012; 2014). The 
capability of sUAS LSPIV to provide detailed comparisons between field-based and model-
predicted velocity patterns on the surface of a river is a significant advantage that extends 
beyond the capability of hydroacoustic instruments.  
4.6 Conclusions 
 This study assessed the accuracy of sUAS-derived LSPIV compared to a stationary bank-
mounted LSPIV system (Lewis and Rhoads, 2015) and near-surface acoustic velocity 
measurements at stream confluences. The results indicate that LSPIV obtained using sUAS is a 
robust method of measuring 2D surface velocities at high temporal and spatial resolution in 
fluvial systems. Surface velocity vectors obtained by sUAS and stationary LSPIV methods in 2D 
convergent flow are generally within 5% of in-stream acoustic vector magnitudes and within 
10% of instream acoustic vector orientations. On average, sUAS-derived LSPIV is slightly more 
accurate than the stationary-mount LSPIV, and in one case, when high winds caused substantial 
oscillation of the stationary mount, the sUAS LSPIV was three times more accurate than the 
stationary-mount LSPIV. Within the confluence shear layer, where flow velocities are affected 
by the passage of coherent flow structures and has a strong lateral spatial gradient, both sUAS 
and stationary LSPIV were on average within 10% of the U surface velocity recorded by an 
acoustic Doppler velocimeter.   LSPIV was within 33% of the V velocity, but absolute 
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differences in velocity were small (< 2 to 3 cm/s) and the small the total magnitude of V (< 5 
cm/s) resulted in high percentage differences. These results indicate that LSPIV is consistently 
within a few cm/s of reference near-surface acoustic measurements, and sUAS methods are no 
less accurate than a stationary bank-mounted system (Lewis and Rhoads, 2015). Therefore, 
sUAS-derived LSPIV is sufficiently accurate to measure spatial patterns of 2D surface flow in 
rivers with the caveat that measurements in regions with pronounced spatial gradients in velocity 
may be less accurate than measurements in regions without strong spatial gradients in velocity.  
The use of sUAS to obtain information on the 2D structure of flow on river surfaces has 
several advantages over LSPIV obtained from a stationary mount – sUAS imagery is essentially 
vertical, eliminating the need for extensive image rectification, and sUAS imagery can be 
obtained at any height or location, vastly increasing the number of different locations suitable for 
LSPIV and facilitating analysis over large portions of a stream or river. Also, sUAS-derived 
LSPIV is relatively inexpensive and easy to deploy in most locations, which makes it an 
attractive method for studying types of flows that have typically been challenging to 
characterize, such as flow over floodplains, flash floods, or flow in reaches with large and 
irregular roughness elements. Image movement is greater with sUAS than with stationary 
methods, but mean velocity is essentially unaffected by camera movement after 30 s when the 
sUAS is hovering in place. Large-scale evolving 2D flow structures can also be characterized by 
sUAS-derived LSPIV, but only if the structures are many times larger than the LSPIV 
interrogation area and the velocity signal which defines the structure is large in relation to the 
camera movement signal. If camera movement is simple or controlled, such as an image 
translation, subtraction of the movement of static locations within the image can reduce camera 
movement between successive frames. However, complex 3D camera movements that include a 
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vertical component or pitch and roll requires extensive movement reduction techniques that may 
not be practical for all field deployments.  
LSPIV techniques will continue to advance and becoming increasingly useful for 
documenting flow patterns in rivers as image capturing and processing technology improves. 
Additional research on LSPIV should continue to refine methods to minimize camera movement 
in the capturing or processing stage. Such efforts will be useful for attempts to accurately 
characterize evolving flow structures. Techniques that can obtain bathymetry from non-contact 
methods, such as laser systems from sUAS (Mandlburger et al., 2016), can be used in 
conjunction with LSPIV to characterize channel morphology together with surface flow.  
LSPIV, particularly with the added flexibility and spatial coverage afforded by sUAS, is 
valuable for mapping 2D surface flow patterns in detail over large regions of complex flow like 
river confluences (Lewis and Rhoads, submitted). Surface flow pattern maps can be produced at 
many sites for a variety of hydrodynamic conditions, and when supplemented with in-stream 
point and cross-sectional velocity measurements, enhance insight into the complexity of flow in 
rivers. Research that attempts to relate surface velocity to 3D flow in complex systems, or 
attempts to obtain velocity at different depths, is needed to improve LSPIV and bridge the gap 
between highly-detailed laboratory-scale PIV results and more basic LSPIV outputs. Despite the 
need for more research, sUAS-based LSPIV yields quantitative information on surface velocities 
in rivers with relative ease. Overall, sUAS has considerably broadened the scope of LSPIV and 








Table 4.1. Measurement campaigns, campaign purpose, and basic flow parameters.   
Date Site 
Camera platforms 




2016-04-21 (Case 1) KRCS sUAS (20) image quality, rectification 3.3 
2016-04-29 (Case 2) SALINE 
Tripod (vertical, 
various), sUAS (10) image quality, rectification 3.1 
2016-06-16 (Case 3) SALINE 
Tripod (oblique, 3), 
CM* (3), sUAS 
(various) LSPIV and ADV mean velocity 5.1 
2016-06-24 (Case 4) KRCS sUAS sUAS, LSPIV mean velocity 2.6 
2016-08-01 (Case 5) KRCS sUAS sUAS, LSPIV flow structure 2.6 
2017-10-11 (Case 6) SALINE 
Tripod (oblique, 3), 
CM* (3), sUAS 
(various) LSPIV and ADV mean velocity 3.2 





























Table 4.2. Mean velocity comparisons among methods, Case 
















V % Vmag % Vdir 
sUAS1* 6 60 33.88 18.05 38.39 28.04 -4.63 4.47 -2.83 8.14 
Cable1 3  34.12 19.40 39.25 29.62 -3.95 12.30 -0.64 14.22 
ADV1     35.53 17.27 39.50 25.93         
sUAS2 8.4 300 32.64 18.48 37.50 29.52 -2.56 11.64 0.38 12.25 
Cable2 3  32.82 19.98 38.42 31.33 -2.02 20.72 2.84 19.16 
ADV2     33.49 16.55 37.36 26.29         
sUAS3 15 120 32.99 19.50 38.32 30.59 -8.00 5.06 -5.09 11.77 
Cable3 3  32.38 19.68 37.89 31.29 -9.70 6.02 -6.16 14.33 
ADV3   35.86 18.56 40.38 27.37         
sUAS4 9.4 300 35.52 -31.01 47.15 -41.12 4.43 -10.01 -2.62 -9.37 
Cable4 3  20.86 -38.83 44.08 -61.75 -38.66 12.71 -8.95 36.11 
ADV4     34.01 -34.46 48.41 -45.37         
sUAS5 15 180 36.44 -32.00 48.49 -41.29 6.03 -11.18 -2.60 -10.92 
Cable5 3  33.46 -34.93 48.37 -46.23 -2.62 -3.03 -2.84 -0.26 
Tripod5 5  34.45 -37.74 51.10 -47.61 0.26 4.78 2.65 2.72 
ADV5     34.36 -36.02 49.78 -46.35         
* average wind during sUAS flights was 3.2 m/s, gusting to 5.9 
m/s Mean 7.53 9.27 3.42 12.66 
** vector magnitude (cm/s)         






































V % Vmag % Vdir 
sUAS*, 
P1** 6 60 17.6 -2.28 17.75 -7.38 -9.28 -57.86 -11.88 -52.63 
ADV, P1     19.4 -5.41 20.14 -15.58         
Cable, P1 3 60 20.9 -3.69 21.22 -10.01 -8.09 -35.94 -9.53 -29.56 
ADV, P1     22.74 -5.76 23.46 -14.21         
sUAS, P2 6 60 19.11 1.44 19.16 4.31 -11.12 9.92 -11.03 23.59 
ADV, P2     21.5 1.31 21.54 3.49         
Cable, P2 3 60 23.75 1.97 23.83 4.74 5.51 27.92 5.62 21.15 
ADV, P2     22.51 1.54 22.56 3.91         
* average wind during the sUAS flights was 5.1 m/s.   Mean 8.50 32.91 9.52 31.73 



























Figure 4.1. Relation between camera movement (blue line), idealized surface velocity magnitude 
(red) and resultant LSPIV velocity (black line).  (left) when camera movement is smaller in 
magnitude than the actual velocity, the resultant LSPIV velocity signal will accurately capture 
the general characteristics of the actual velocity. (right) when camera movement is larger in 
magnitude than the actual U velocity, the resultant velocity signal will be dominated by error, 
although the mean velocity of the signal will not be affected if the mean camera movement 




Figure 4.2. Examples of different styles of sUAS camera movement. Complex movement of 
static sections of imagery (channel banks) is shown in A because the vectors in the blue and pink 
ellipses have different direction. In B, the apparent movement of the bank due to sUAS 
movement is one-dimensional and can be subtracted from the frame to produce a more accurate 












Figure 4.4. Conceptual diagram of fixed and sUAS LSPIV showing the fields of view of the 
vertically-oriented tripod (green dotted line), the oblique tripod (red dotted line), the sUAS, (blue 




Figure 4.5. Frame of reference for velocity components at KRCS (top) and Saline (bottom). 
ADV and LSPIV streamwise (U, UPIV) and cross-stream (V, VPIV) velocities are oriented 
perpendicular and parallel, respectively, to each cross section.  Global frames of reference for 
streamwise (UGRID) and cross-stream (VGRID) velocities at KRCS is defined as perpendicular and 





Figure 4.6. Camera movement in Case 2 for the tripod extended to 7.3 m (A; U black, V gray) 
and not extended (about 2.5 m) (blue and red lines, almost imperceptible). Camera movement 
from the sUAS flying about 15 m above the surface (U black, V gray). Thicker lines are a 1 




Figure 4.7. Average ground-relative camera movement in units of V (A) and U (B) in Case 2 for 




Figure 4.8. Field of view comparison between sUAS and cable mount during Case 6 at the 
SALINE confluence. Solid spheres on the cross section 3 line denote the location of the ADVs 
used for velocity comparison. The blue sphere and lines correspond to samples 1-3, while the red 
corresponds to samples 4 and 5. Solid blue and red rectangles are FOVs for the cable-mounted 




Figure 4.9. Field of view comparison between sUAS and cable mount during Case 3 at the 
SALINE confluence. Solid spheres on the cross section 5 line denote the location of the ADVs 
used for velocity comparison. The green rectangle is the FOV for the cable-mounted camera and 







Figure 4.10. Velocity magnitude and direction at four cross sections at KRCS for Case 4. Note 




Figure 4.11. LSPIV velocity field for Case 5, showing cross section A1 (thick black line) and the 
location of a single ADV measurement (magenta sphere). The inserted frame shows v 
autocorrelation during Case 5 for the near-surface ADV (solid line) and the same location 





Figure 4.12. Flow snapshot with overlain velocity vectors during Case 4 (A). The bottom panels 




Figure 4.13. Surface velocity snapshots (1/5 seconds) for Case 4 (A, B) and Case 5 (C, D) The 























HYDRODYNAMIC MAPPING AT RIVER CONFLUENCES USING LARGE-SCALE  
 
PARTICLE IMAGE VELOCIMETRY 
 
5.1 Introduction 
 Studies of river confluences have revealed that these locations are crucial hydrodynamic 
zones in fluvial networks (Rhoads and Kenworthy, 1998; Benda et al., 2004; Rice et al., 2008), 
within engineered channel systems (Weber, 2001; Riviere et al., 2011), and in low-energy 
reservoirs (Ramón et al., 2013; 2014; Holbach et al., 2013). Confluences are characterized by 
complex patterns of three-dimensional mean and turbulent flow. Capturing these hydrodynamics, 
which are defined by large gradients in velocity over short distances, is difficult using 
conventional flow-measurement technology. Point sensors, such as acoustic Doppler 
velocimeters (ADVs), can measure at high temporal resolution, but are limited in spatial 
resolution. Moreover, characterization of turbulent features often must be extracted from velocity 
signals based on the frozen turbulence hypothesis, which may not apply strictly to rapidly 
evolving vortices within confluences Acoustic Doppler current profilers (ADCPs) provide 
substantial spatial coverage and also obtain measurements through most of the water column 
(Oberg and Mueller, 1994; Muste et al., 2004), but typically are used to measure along transects 
and have limited capability for measurement of turbulence. Although computational fluid 
dynamics (CFD) models can be used to simulate hydrodynamics of confluences, including the 
development and evolution of turbulent structures, (Bradrook et al., 1998; Lane et al., 1999; 
Biron et al., 2004; Constantinescu et al; 2011, 2014; 2016), the extent to which even the most 
complex numerical models accurately depict actual flow conditions in natural settings is 
unknown and must be evaluated with appropriate field data.  
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 Previous work has illustrated the potential of large-scale particle image velocimetry 
(LSPIV) to capture patterns of mean velocities and the development and evolution of turbulent 
structures within confluences, at least at the surface of the flow (Lewis and Rhoads, 2015; Lewis 
and Rhoads, submitted). The major advantage of LSPIV is that it produces velocity data at 
hundreds to thousands of locations at the water surface, yielding rich information on flow 
structure. This type of information can be used to define both the general characteristics of 
confluence flow and the development of distinct hydrodynamic features within confluences.  
 This study uses LSPIV supported by in-stream measurements to assess the hydrodynamic 
conditions at two small stream confluences under varying incoming flow conditions. ADV 
measurements are used to confirm the general accuracy of LSPIV in these confluences. Two 
dimensional patterns of mean surface velocity are then evaluated under different upstream flow 
conditions to produce mappings of the overall structure of flow throughout the confluences. 
Patterns of flow associated with large-scale structures are subsequently examined to demonstrate 
how LSPIV can capture important aspect of turbulent flow.   
5.2 Flow at Stream Confluences  
 Past work on flow at stream confluences provides context for investigation of confluence 
hydrodynamics using LSPIV. The region within the immediate vicinity of the confluence 
affected by merging of separate flows, the confluence hydrodynamic zone (CHZ) (Kenworthy 
and Rhoads, 1995) is characterized by the development of distinctive flow regions (Mosley, 
1976; Best, 1987) (Figure 5.1). Within the center of the confluence flows mutual deflect one 
another, leading to turning of flow streamlines. A shear layer and/or mixing interface denotes the 
boundary between the two distinct flows within the CHZ. Near the upstream junction corner, 
where the confluent flows initially meet, the water surface becomes superelevated, producing an 
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adverse pressure gradient and flow stagnation. Near the downstream junction corner 
(asymmetrical confluence) or corners (symmetrical confluence) flow streamlines can detach 
from the channel bank, forming a region of flow separation. Adjacent to the separation zone, the 
flow area is restricted, resulting in flow acceleration. At the downstream end of the CHZ, flow 
recovers from interaction initiated by the confluence and gradually develops characteristics 
associated with flow in an open channel.  
The main variables that control flow in the distinct regions are: 1) the angle of the 
junction (α); 2) the degree of symmetry (θ1/θ2) between the upstream tributaries; 3) the level of 
bed discordance, 4) the momentum flux or velocity ratio between the upstream tributaries, 5) the 
density ratio (DR) between the upstream tributaries; and 6) the physical scale of the confluence, 
particularly the width:depth ratio of the flow (Rhoads, 2005). The momentum ratio is defined as:  








   
where ρ is water density (kg m-3), Q is discharge (m3 s-1), U is the mean cross-sectional velocity, 
and the subscripts 1 and 2 refer to the main stream and tributary, respectively, upstream of the 
confluence. At confluences with concordant beds, minor density contrasts, and fixed planform 
geometries, such as the ones considered in this study, variations in Mr are the dominant control 
on spatial patterns of flow (Rhoads and Kenworthy, 1995; Rhoads and Best, 2008). Increases in 
Mr tend to enhance flow separation, shift the shear layer and region of mutual deflection away 
from the incoming flow with high momentum, shift the region of flow stagnation toward the 
flow with low momentum, and increase flow acceleration (Mosley, 1976; Rhoads and 
Kenworthy, 1998; Best and Rhoads, 2008).    
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The development of different types of turbulent structures mainly occurs along the 
mixing interface between the two confluent flows. The main factors influencing this 
development are the Mr and velocity ratio (Ur), of the incoming flows. For very high or very low 
Ur, i.e. for a large difference in velocity between the incoming flows, the dynamics of the mixing 
interface is dominated by Kelvin-Helmholtz (KH) interfacial instability and the persistent 
development of predominantly two-dimensional spanwise-streamwise vortices with vertical 
axes. These flow structures are commonly referred to as rollers or KH-vortices (Rogers and 
Moser, 1992). This type of vortex development in the shear layer is referred to as KH mode 
(Constantinescu et al., 2011). Conversely, when the two streams have nearly the same 
momentum ratio, the stagnation zone is well-developed and acts as a wake bounded by shear 
layers. Convergence of the shear layers at the downstream end of the stagnation zone leads to 
successive shedding of vortices with alternate senses of rotation in the form of a Karman vortex 
street (Williamson, 1996). This mechanism of vortex development in the mixing interface is 
known as wake mode (Constantinescu et al., 2011). Although indirect evidence from field 
measurements of turbulence within the mixing interface at confluences is suggestive of the 
existence of these modes of vortex development (Sukhodolov and Rhoads, 2001; Rhoads and 
Sukhodolov, 2008), direct evidence is lacking and requires visualization of turbulent structures at 
confluences. Recent work suggests that LSPIV has the potential to provide direct evidence of 
different modes of vortex development within the confluence mixing interface.    
5.3 Study Sites and Methodology 
 The confluences of the Kaskaskia River and Copper Slough (KRCS) and of the Saline 
Ditch and an Unnamed Tributary (SALINE) in East Central Illinois, USA served as field sites for 
investigating confluence hydrodynamics using LSPIV (Figure 5.2). The channels upstream and 
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downstream of KRCS and SALINE are straight and trapezoidal in cross-sectional geometry.  
KRCS has an asymmetrical planform with a junction angle of 70o, whereas SALINE has an 
approximately symmetrical planform with a junction angle of 70o and a symmetry ratio of 0.75.  
Past work at these sites has focused on measurements of flow structure using ADVs at fixed 
cross sections, the relation of this flow structure to bed morphology and changes in this 
morphology, and to thermal mixing within the confluences (Rhoads and Kenworthy, 1995; 
Rhoads, 1996; Rhoads and Kenworthy, 1998; Rhoads and Sukhodolov, 2001, 2004, 2008; 
Sukhodolov and Rhoads, 2001; Lewis and Rhoads, 2015). KRCS has also been the focus of 
several numerical modeling investigations focusing on confluence hydrodynamics 
(Constantinescu et al., 2011, 2012, 2014, 2016). These previous studies provide a rich context for 
ongoing measurements and underscore the potential to link detailed field measurements of 
hydrodynamics using LSPIV with results of computational modeling of these hydrodynamics.   
 LSPIV velocities were measured over a range of scales using video imagery obtained 
from the on-board camera of a DJI Phantom 3 Professional unmanned aerial system (UAS) 
recording at 4K resolution (3480×2160) and 30 frames per second (fps). The UAS has an on-
board gimbal that ensures the FOV remains orthogonal to the water surface, so no image 
rectification is needed to obtain accurate estimates of movement rates of seeded particles. Video 
samples 30 s in length, chosen as a compromise between sufficient sample length and preventing 
sampling during times of poor particle seeding density, were extracted and individual frames 
were processed using PIVLab software - an open-source MATLAB-based PIV processing 
platform (Thielicke and Stamhuis, 2014). The LSPIV interrogation area size was chosen to 
ensure at least 4-5 seeding particles were in each interrogation area (Adrian, 2005; Thielicke and 
Stamhuis, 2014), which usually corresponded to about 0.12 to 0.32 m in ground distance. The 
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LSPIV analysis yields surface velocity vectors defined in the frame of reference for streamwise 
(U) and cross-stream (V) velocities (Figure 5.3). PIVLab also provides estimates of vorticity for 
individual frame sequences, which can be averaged over time to obtained time-averaged 
estimates of vorticity. Vorticity based on two-dimensional surface velocity estimates (U, V 
components) can be used to evaluate patterns of rotational fluid motion on the water surface.  
Extensive field testing indicates that LSPIV-derived surface velocities obtained from the 
UAS are within 1-2 cm s-1 of near-surface values of streamwise velocity (U) and within 2-3 cm s-
1 of near-surface values of cross-stream velocity (V) obtained from simultaneous ADV 
measurements (Lewis and Rhoads, submitted). An exception is the portion of the flow at KRCS 
within about one meter of the channel banks where complex patterns of flow restricted the 
density of seeding material. These areas of the flow are masked in the analysis in this paper to 
avoid improper interpretations of flow patterns. No seeding problems near the banks occurred at 
SALINE where overall velocities were lower than at KRCS and weak near-bank turbulence did 
not limit penetration of seeded particles into the near-bank region.   
In this study, LSPIV surface velocity was supplemented with 3D measurements obtained 
from an ADV mounted on a top-set wading rod and placed within the flow at pre-determined 
cross sections. The ADVs (Nortek Vectrino+) were configured in laboratory mode and ran at 25 
Hz. A typical measurement campaign consists of 60-80 samples 60 s in length, at four cross 
sections. ADV cross-sectional measurements were obtained on the same day and in the same 
flow conditions as LSPIV measurements in some cases, and without LSPIV in other cases. Only 
a small subset of ADV measurements at the field sites are presented in this study, and they are 
used to enrich and better explain flow processes inferred from LSPIV. 
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  Five field campaigns were undertaken and are denoted by KRCS1, KRCS2, SAL1, 
SAL2, and SAL3 (Table 5.1). Flow conditions for KRCS1 consisted of a Mr of 0.82, average 
upstream tributary depths of 0.51 m, and average upstream tributary velocities of 0.31 m/s. 
KRCS2 had an Mr of 10.5, average upstream tributary depths of 0.21 m, and average upstream 
tributary velocities of 0.21 m/s. KRCS1 and KRCS2 but have different values of Mr, mean H, 
and mean U. Comparison between these two test cases highlights how changes in Mr control 
flow structure. SAL1 had the lowest Mr, deepest mean flow, and largest mean velocity of the 
events measured in this study, whereas SAL3 had the highest Mr, lowest mean flow depth, and 
lowest mean velocity. SAL2 was between SAL1 and SAL3 for each variable (Table 5.1).  
To capture flow patterns throughout the confluence and at specific locations within the 
confluence, LSPIV data were captured at different flight heights during KRCS1 and KRCS2, 
which leads to differences in the image field of view (FOV). LSPIV data are presented for one 
FOV for KRCS1, which covered the entire CHZ, and for three separate FOVS, referred to as L1, 
L2, and L3 proceeding from upstream to downstream for KRCS2. SAL2 and SAL3 had similar 
FOVs, while SAL1 consisted of multiple FOVs (Figure 5.3). 
5.4 Results  
5.4.1 Hydrodynamic Mapping of Mean Flow at an Asymmetrical Confluence - KRCS 
 Mapping of hydrodynamic regions within the CHZ of KRCS using LSPIV reveals 
common features found at asymmetrical confluences, while also clearly delineating important 
differences with the standard conceptual model (Figure 5.1). For KRCS1, which has a Mr near 
one, the flows strongly converge between cross sections A3 and A (Figure 5.4). A clearly 
defined zone of low velocity exists between the two flows near the upstream junction corner that 
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extends upstream along the banks of the KR and CS. Vector magnitudes near the junction corner 
are close to zero, indicating the development of flow stagnation. A tongue of relatively low-
velocity fluid extends downstream from the stagnation zone through the center of the confluence 
to within about one meter of cross section A. This zone of low velocity fluid separates the high-
velocity cores of each incoming flow. Strong velocity gradients exist on the margins of this low-
velocity zone, indicating that the zone is bounded by shear layers that converge and merge into a 
mixing interface between the two flows near cross section A. Together the stagnation zone and 
zone of low-velocity are analogous to a wake that develops in the lee of an obstacle. The 
development of wakes at this confluence has been documented indirectly in previous work based 
on ADV measurements (Rhoads and Sukhodolov, 2008) and has been simulated in numerical 
experiments based on documented field conditions Constantinescu et al., 2011). It also has been 
captured in part using a cable-mounted LSPIV system (Lewis and Rhoads, 2015). The results 
here provide a complete overview of the spatial extent of the wake region within the context of 
the entire CHZ.  
Within the center of the CHZ, adjacent to the zone of low velocity, the flows mutually 
deflect one another. However, given the asymmetrical planform of the confluence, deflection of 
the flow from the CS is greater than that of the KR. The pattern of surface velocity vectors 
clearly highlights the opposing senses of curvature of the incoming flows within the confluence 
resulting from mutual deflection. Downstream of cross section A, the flow accelerates and the 
zone of highest surface velocities shifts toward the right bank as the sense of curvature across the 
entire flow becomes consistent with the pattern of mild channel curvature. Acceleration of flow 
within the downstream channel is associated with the development of a region of low velocity 
along the left bank of the downstream channel characterized by surface velocity magnitudes of 
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less than 10 cm s-1. On the left side of the confluence the sense of curvature remains consistent 
with that farther upstream within the center of the confluence, whereas on the right side of the 
confluence the sense of curvature reverses slightly relative to the sense of curvature where flow 
from the KR enters the confluence. This pattern of vectors provides strong confirmation of the 
conceptual model of streamline curvature developed by Rhoads (1996) for flow within this 
confluence for Mr ≈ 1. According to this model, the pattern of streamlines for Mr ≈ 1 resembles 
two meander bends placed back to back from the entrance of the confluence to cross-section A 
and then transitions to the pattern in a single meander bend downstream of cross-section A. The 
pattern of vectors conforms exactly to this model. Rhoads (1996) proposed that this pattern of 
streamline curvature, through the production of counteracting centrifugal and pressure-gradient 
forces, generates two opposing cells of helical motion in the upstream part of the confluence. 
Downstream of cross section A the transition to a uniform sense of curvature across the entire 
flow width leads to decay of the cell on the right side of the channel and strengthening of the cell 
on the left side of the channel. ADV measurements obtained immediately prior to the LSPIV 
measurements confirm that dual counter-rotating helical cells exist on each side of the mixing 
interface at cross section A, and that only a single prominent cell exists inward of the mixing 
interface at cross section C (Figure 5.5). These cells are consistent with the pattern of streamline 
curvature delineated by the surface velocity vectors and provide strong support for conceptual 
model proposed by Rhoads (1996). Downstream of cross section A the extended position of the 
shear layer, or mixing interface, is not readily defined based on lateral gradients in vector 
magnitudes. Nevertheless, a distinct mixing interface can be identified visually on aerial imagery 
by the contrast in turbidity between the two streams (Figure 5.6).   
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 For KRCS2, flow from the CS had ten times the momentum of the flow from the KR 
upstream of the confluence (Figure 5.4). The stagnation zone for KRCS2 is smaller than for 
KRCS1 and has been shifted around the junction apex, extending upstream along the left bank of 
the KR. No prominent tongue of low velocity flow exists for this event. The cores of high 
velocity for both incoming flows are shifted toward the junction apex. The high-velocity core of 
the CS extends laterally across the mouth of the KR with the flow from the CS accelerating as it 
enters the confluence. As a result, mutual deflection of the flows is dominated by the CS, which 
strongly deflects flow from the KR toward the right bank at the entrance to the confluence. The 
pattern of flow from the KR at this location is similar to that of a sharp bend. Flow from the KR 
abruptly reverses curvature within the confluence well upstream of cross section A to form an S-
shaped pattern of flow streamlines. The pattern of flow in the high-velocity core from the CS 
resembles flow through a bend, extending toward the right bank within the confluence and then 
curving sharply as it approaches this bank to enter the downstream channel.    
A striking feature of the pattern of mean flow during KRCS2 is the large region of flow 
separation along the left bank of the CS and downstream channel. The large region of flow 
separation constricts the high-velocity main flow, producing a well-defined high velocity core 
throughout the CHZ, which largely represents flow from the CS. The flow in this case 
decelerates as it expands into the zone of scour and increased channel depth downstream of 
cross-section A. Flow separation along the left bank of the CS near its mouth is induced by a 
raised bar platform along this bank that deflects incoming flow strongly toward the junction apex 
(Figure 5.7). The combined effects of high Mr and topographic steering of the flow produce jet-
like flow entering the confluence from the CS. The right side of this jet constitutes the shear 
layer/mixing interface between the CS and KR flows, whereas the left side consists of a shear 
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layer separating the CS flow from the region of flow separation (Figure 5.8). The left side of the 
confluence between the exposed bar and cross section A is characterized by slow, upstream-
moving flow that is re-entrained into the jet near the downstream end of the exposed bar.  Slow 
downstream fluid movement on the right side of this zone of flow separation produces a large 
cell of recirculating flow. This cell of flow recirculation is bounded downstream by a second cell 
of recirculating flow that extends from between cross sections A and C to about cross section E. 
Small turbulent structures produced by fluid shear along the margins of the two cells of 
recirculating flow entrain fluid into these cells.  About halfway between cross sections C and E, 
the lateral extent of the downstream zone of recirculating flow diminishes, and the adjacent 
region of high-velocity flow spreads laterally towards the left bank (Figures 5.4 and 5.8).   
5.4.2 Vorticity and Turbulent Structures at an Asymmetrical Confluence – KRCS  
Patterns of surface vorticity averaged over 30-second time intervals clearly reveal the 
existence and spatial extent of shear layers within the CHZ. These shear layers are identifiable as 
distinct elongated ribbons of elevated vorticity, i.e. bands characterized by high absolute values 
of vorticity. For KRCS1, ribbons of high vorticity with opposing senses of fluid rotation occur 
along the channel banks upstream of the junction apex and converge toward one another along 
the margins of the stagnation and low-velocity zone that extends from the apex into the 
confluence (Figure 5.9). Somewhat surprisingly, these two ribbons of vorticity diminish 
substantially within the confluence and do not appear to merge. Thus, a prominent shear layer, 
defined on the basis of vorticity, cannot be captured by the LSPIV even though even though a 
distinct mixing interface exists throughout the CHZ (Figure 5.6). A well-defined shear layer does 
occur toward, but not immediately adjacent to the left bank of the confluence, extending from 
upstream in the CS into the downstream channel. This shear layer marks the boundary of the 
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region of low-velocity flow along the left bank resulting both from topographic effects of the 
submerged bar platform upstream (Figure 5.7) and loss of momentum as flow from the CS 
moves outward over depth toward the center of the downstream channel. Note that the mapping 
of vorticity also captures the generation of vortices along the right bank of the confluence by 
dense grasses extending into the flow and by local irregularities in the bankline.  
For KRCS2, the pattern of vorticity is more widespread, but the primary shear layer 
between the two flows is apparent as a band of strong positive vorticity extending laterally across 
the mouth of the KR (Figure 5.9). This shear layer merges downstream with a band of strong 
positive vorticity along the right bank of the confluence. A scattered region of strong negative 
vorticity occurs along the opposite margin of the jet-like flow entering the confluence from the 
CS. This complex region of vorticity demarcates the irregular and shifting boundary between the 
jet and the extended regions of low-velocity flow along the left bank of the confluence. 
The evolution of flow structure can be studied by analyzing the change in velocity 
patterns between successive frames (herein 1/6 of a second apart). Although the evolution of 
turbulent structures is difficult to detect using UAS-mounted LSPIV given the rapidly changing 
nature of the flow in relation to error introduced by camera movement on the UAS, this 
evolution can be captured if the structures are large enough and coherent enough that velocity 
changes associated with the structures exceed velocity changes associated with camera 
movement (Lewis and Rhoads, submitted). Attempts to define individual structures for KRCS1 
were unsuccessful, a finding consistent with the lack of a distinct shear layer, or band of elevated 
vorticity, between the two incoming flows on this date.  
 For KRCS2, shear-produced Kelvin-Helmholtz vortices generated by this high Mr flow 
are revealed by the pattern of velocity vectors and alternating zones of relatively high and low 
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values of U and V in the frame-by-frame analysis (Figure 5.10). As these vortices form and 
evolve, systematic variation in the orientation of velocity vectors occurs, resulting in distinct 
patterns of U and V. Another way turbulent structures within the shear layer can be visualized is 
to subtract the scene-averaged surface velocity to remove the advective component of the 
vortices. The advective velocity of the KH vortices increase with distance downstream along the 
shear layer, as depicted by the weakening of upstream-oriented flow within the vortices when 
advective velocity is subtracted (Figure 5.10). Inspection of the video sequence indicates that 
new vortices are generated consistently near the junction apex at a time interval of about 12 
seconds (Figure 5.11). Distance measurements confirm that the distance each vortex moves 
downstream before a new vortex is generated is about 3 m. Therefore, the vortices are generated 
consistently both in time and space. The average upstream velocity of the two tributaries is 0.21 
m/s, so vortices spaced 3 m apart corresponds to a 14 second vortex recurrence interval if the 
vortex moves downstream at a velocity equal to the mean flow. This estimate is close to the 
visually derived 12 s vortex recurrence interval. The slightly shorter time interval of actual 
vortex generation probably reflects the dominance of the CS, which has a much higher velocity 
than the KR. The structure of the vortices is still evident downstream but these features are 
modified by interaction with bank-generated turbulence where the shear layer encroaches upon 
the right bank. 
Previous LSPIV work at KRCS documented individual KH vortices that were similar in 
size and had a recurrence interval of about 14 s (Lewis and Rhoads, 2015). However, small 
spatial coverage prevented direct measurements of the distance between subsequent vortices, 
which was estimated from the recurrence interval and the average advective velocity and found 
to be about 2.4 m, or how the characteristics of these vortices change with downstream distance 
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(Lewis and Rhoads, 2015). Although the flow measured by Lewis and Rhoads (2015) had a Mr 
of 23.8, over twice that of KRCS2, the properties of the resultant KH vortices are quite similar. 
Therefore, the effect of Mr on KH vortices at KRCS might reach a certain critical value, such 
that a further increase in Mr changes flow structure within the shear layer comparatively little. A 
similar concept has been shown for curvature-induced secondary flow strength in sharp meander 
bends (Blanckeart, 2010).  
5.4.3 Hydrodynamic Mapping of Mean Flow at a Symmetrical Confluence - SALINE 
 LSPIV surface velocity maps averaged over a 30-second period at the SALINE 
confluence illustrate the hydrodynamic zones of the standard conceptual model, but also reveal 
differences in the conceptual model based on local morphological effects. SAL1 had an Mr 
below one, and velocity upstream in the Saline Ditch (SD) was greater than in the Unnamed 
Tributary (UT) (Figure 5.12). Flow streamlines converge between cross sections 3 and 5, and a 
low-velocity tongue of fluid is bounded by shear layers on either side of the low-velocity zone. 
The low-velocity zone extends to about halfway between cross sections 3 and 5, and downstream 
of cross section 5 there is no longer a visible separation of high-velocity cores from each 
tributary. A small flow stagnation zone along the UT side of the upstream junction corner is 
indicated by velocity vectors near 0. 
 A prominent zone of flow separation is evident along the left bank of the downstream 
channel. During SAL1 this zone is relatively large because of the low momentum flux ratio, 
which promotes penetration of flow from the SD into the confluence, and the geometry of the 
left bank of the downstream channel, which protrudes into the confluence near the left junction 
corner and then shifts abruptly to the left downstream of the junction corner. This results in 
pronounced widening of the downstream channel (Figure 5.12). The protruding corner of the 
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bank acts like an obstacle that directs flow streamlines away from the left bank, and the shift in 
the bankline enhances this effect. Strongly recirculating flow occurs within the separation zone 
with upstream velocities exceeding 10 cm/s (i.e. U = -10 cm/s) in some locations. The adjacent 
freestream flow within the center of the CHZ is entrained into the separation zone along its right 
margin. A zone of low velocities, but not flow separation, develops along the right bank where 
the bankline shifts gradually to the right, contributing to widening of the downstream channel. 
The development of zones of diminished velocity downstream of the two junction corners at this 
symmetrical confluence is consistent with the conceptual model of the hydrodynamics of 
symmetrical confluences. Moreover, the development of strong separation along the left bank 
during SAL1 is consistent with the expectation that the relative strength and size of separation at 
a symmetrical confluence should increase on the side of the dominant tributary (Figure 5.1). 
However, the findings here also show that confluence planform geometry can play an important 
role in hydrodynamic conditions at natural confluences with irregularities in the banklines 
enhancing flow separation compared to idealized confluences with straight banks and channels 
of uniform width.  
 During SAL2 and SAL3 Mr exceeds one, which indicates that flow in the UT is 
dominant. The Mr for SAL2 is almost four times smaller than SAL3 and average flow depth for 
SAL2 is nearly twice the depth of SAL3 (Table 5.1). Nevertheless, spatial patterns of surface 
flow are fairly similar for the two cases (Figure 5.12). Incoming flows strongly converge 
between cross sections 3 and 5 and an intervening zone of reduced flow velocities extends from 
the upstream junction corner to about the midpoint between cross sections 3 and 5 (Figure 5.12). 
In both cases, flow stagnation develops near the junction corner as indicated by negative and 0-
velocity vectors within this part of the CHZ.   
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For SAL2, although the Mr is greater than one, the stagnation zone extends upstream 
along the UT. Typically, as Mr increases from unity, the stagnation zone increasingly shifts 
toward the inner bank of the opposite tributary as seen in KRCS2 (Figure 5.4). For SAL3, when 
Mr is nearly ten, the flow stagnation zone is centered on the upstream junction corner (Figure 
5.12). During this event, stagnation along the right bank of the SD near the upstream junction 
corner is more pronounced than for SAL2, resulting in a shift of incoming flow from the SD 
toward the left bank. Downstream of the region of stagnation and low velocity near the upstream 
junction corner, no distinct lateral difference in the orientation or magnitude of the velocity 
vectors is apparent for any of the three events to demarcate a shear layer between the two flows. 
Also, none of the three dates had a visible contrast in sediment by which the mixing interface 
could be readily identified (Figure 5.3). Similarly, the standard conceptual model of confluence 
hydrodynamics predicts that tributary flow should penetrate farther laterally into the CHZ as Mr 
increases (Rhoads, 1996). However, in all three SALINE cases the shear layer is at a nearly 
identical location, which is closer to the bank of the tributary than the bank of the receiving 
channel (Figure 5.12).  
The separation zone for SAL2 and SAL3, while still pronounced, is smaller in size than 
for SAL1. This result conforms to expectations that the size of the separation zone should 
decrease with increases in the momentum of the unnamed tributary. A distinct difference in 
mean surface velocity between SAL2 and SAL 3 occurs within the separation zone (Figures 15.2 
and 5.13). For SAL3, the separation zone extends farther downstream than for SAL2. A single 
weak gyre exists within the separation zone for SAL2, whereas for SAL3 two distinct gyres are 
present (Figure 5.13). The first of the two gyres is located just downstream of the protruding 
vegetated bar, where the second larger gyre is located downstream of the first gyre. The large 
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second gyre is responsible for most entrainment of flow into the separation flow. Flow along the 
margin of the separation zone in SAL3 initially moves towards the left bank near the first gyre, 
before moving back towards the center of the CHZ near the upstream part of the second gyre 
(Figure 5.13). The second gyre then entrains fluid into the separation zone. Differences in 
patterns of recirculation within the separation zone between SAL2 and SAL3 illustrate the value 
of high-resolution LSPIV for determining in detail patterns of mean 2D flow in complex 
hydrodynamic environments. Such patterns were not detected in previous research on flow 
structure at SALINE based on detailed ADV measurements at only four cross sections within the 
CHZ (Rhoads and Sukhodolov, 2001; Sukhodolov and Rhoads, 2001).  
In all three SALINE cases, mutual deflection of the flow on either side of the region of 
low velocity extending into the confluence from the junction apex results in curvature of flow 
streamlines. The amount of curvature is most pronounced for flow from the SD, which enters the 
CHZ at a high angle to the downstream flow relative to incoming flow from the UT. Streamline 
curvature mainly occurs between cross sections 3 and 5, although for SAL2 streamlines continue 
to curve toward the right bank downstream of cross section 5. Some evidence of local 
acceleration is apparent between cross-sections 3 and 5 immediately downstream of the 
constriction associated with the protrusion along the left bank; however, acceleration diminishes 
abruptly as the width of the freestream flow gradually increases within the downstream channel. 
Therefore, the back-to-back meander bend analogy for this confluence is applicable only over a 
limited spatial region of the CHZ. Previous ADV measurements at SALINE for a flow with Mr 
near unity did not detect helical motion of the flow within this confluence (Rhoads and 
Sukhodolov, 2001). Recent, high-density ADV measurements indicate that helical motion does 
occur on the left side of the downstream channel associated with flow entering the confluence 
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from the SD (Figure 5.14). No distinct helical motion is evident on the right side of the 
confluence within flow from the unnamed tributary.  
5.4.4. Vorticity and Turbulent Structures at an Symmetrical Confluence – SALINE  
 Surface vorticity patterns averaged over a 30-second period at SALINE show differences 
among the three cases more clearly than maps of mean velocity. SAL1 is characterized by strong 
positive vorticity near the SD side of the upstream junction corner, indicating that a shear layer 
exists along the margin of the stagnation zone (Figure 5.15). The UT side of the stagnation zone 
is characterized by relatively weak negative vorticity because the transition from stagnation to 
free-stream flow occurs over a larger lateral distance than on the SD side of the stagnation zone 
and because the mean velocity of UT is less than the mean velocity of SD (Table 5.1). The left 
side of the CHZ is dominated by negative vorticity cause by shear between the large separation 
zone and the adjacent free-stream flow. A zone of high negative vorticity develops along the 
margin of the protruding bar at the mouth of the SD and immediately downstream of this feature 
as vortices generated by shear along the left bank are shed downstream along the margin of the 
separation zone.  Positive vorticity occurs toward the right bank of the CHZ where adjacent shear 
layers containing coherent turbulent structures with the same sense of rotation are produced by 
shear between the faster incoming SD flow and the slower incoming UT flow as well by 
vegetation and local irregularities along the right bank.  
Characterization of the time-dependent development of small, evolving coherent 
structures was not possible at SALINE because of the combined effects of sUAS camera 
movement, low mean velocities, and small structure size. However, more detail on the 
characteristics of the large separation zone in SAL1 was obtained from analyzing velocity 
calculated between individual frames taken from closer to the water surface (Figure 5.16). There 
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was an abrupt transition between downstream SD flow and upstream flow that defines the 
separation zone. A flow upwelling region characterized by unorganized flow with low seeding 
particle density is located along the separation zone margin. A small KH vortex formed by shear 
between SD and separation zone flow was also visible just upstream of the flow upwelling 
region (Figures 5.16).  
SAL2 and SAL3 have similar patterns of mean surface vorticity. For these cases, mean 
velocities are lower than for SAL1, leading to less intense vortex development. Nevertheless, 
alternating ribbons of positive and negative vorticity denote shear layers on each side of the 
region of flow stagnation and low velocity near the upstream junction corner. Both SAL2 and 
SAL3 have Mr greater than one, which model predictions indicate should produce a shear layer 
dominated by KH vortices (Constantinescu et al., 2011), but the pattern of vorticity clearly 
shows that dual shear layers converge at the downstream end of the low-velocity region near the 
upstream junction corner (Figure 5.15). This pattern confirms the flow is in wake mode. 
Vortex shedding along the margin of the protruding bar and upstream edge of the 
separation zone is apparent as a ribbon of negative vorticity extending into the CHZ. The angle 
of this ribbon depends on Mr with greater downstream deflection of the ribbon coinciding with 
increases in Mr. The shear layer along the margin of the separation zone is marked only by local 
patches of high negative vorticity. A single prominent ribbon of high positive vorticity along the 
right bank reflects the effects of bank irregularities and vegetation on vortex development, rather 
than shear between the two incoming flows.     
5.5. Discussion and Conclusions  
This study used LSPIV derived from imagery obtained by sUAS to conduct detailed, 
high-resolution hydrodynamic mapping of 2D flow patterns at two small stream confluences. 
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Many of the hydrodynamic features in the general conceptual models of confluence flow 
developed over decades of previous research (Figure 5.1) were documented by the 
hydrodynamic mapping, but some important discrepancies with these models were also observed 
(Figures 5.17 and 5.18). Similarities include flow stagnation near the upstream junction corner, 
flow separation at the downstream junction corner, mutual deflection of incoming flows, flow 
acceleration, at least for one case at KRCS, a shear layer/mixing interface between the two flows, 
and recovery of flow streamlines downstream.  Deviations from the conceptual model mainly are 
related to the influence of local influences of bed morphology or bank irregularities on patterns 
of flow through the confluences.  
Flow stagnation, as expected, occurred near the upstream junction corner (Figures 5.17 
and 5.18). The location of this zone shifted markedly with changing Mr at the asymmetrical 
KRCS compared to its relative stability for changing Mr at the symmetrical SALINE, where the 
geometry of the confluence limits lateral shifts with changing Mr. Although past work using 
LSPIV found that a velocity deficit could develop between the two flows (Lewis and Rhoads, 
2015), this study shows that the occurrence of a velocity deficit extending from the stagnation 
zone into the confluence is common, especially when Mr does not deviate greatly from one.  
Moreover, vorticity data indicate that when the stagnation and deficit zones extend into the 
confluence, these zones are bounded by marginal shear layers (Figures 5.17 and 5.18). For low 
Mr at the asymmetrical KRCS, amalgamation of vortices from each shear layer occurs toward 
the downstream end of the velocity deficit zone, leading the development of a complex vortex 
street.  For high Mr (e.g. KRCS2), the stagnation zone is displaced into the main stem and no 
velocity deficit zone extends into the confluence.  The margin of the stagnation zone adjacent to 
the high-momentum tributary flow represents the point of initiation of the mixing interface.  
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Under these conditions, the mixing interface is dominated by Kelvin-Helmholtz vortices.  These 
results confirm findings of numerical modeling analysis which has shown that when Mr ≈ 1 at 
KRCS, a well-developed stagnation zone develops and the mixing interface is dominated by 
wake-like vortices – a condition known as wake mode (Constantinesu, 2011). Conversely, when 
Mr >> 1 the effect of the stagnation zone is diminished, the mixing interface contains KH 
vortices and this interface is in KH mode (Constantinescu et al., 2011). At the symmetrical 
SALINE confluence, the three flows all appeared to be in wake mode regardless of Mr (Figure 
5.18). The stagnation zone was centered on the upstream junction corner, flow streamlines 
converged in the same location, and the shear layers on the margins of the stagnation zone were 
not displaced into the mouth of the stream opposite the dominant tributary. 
 At both confluences, separation zones occurred near the downstream junction corner of 
the tributary that had the greatest angle of deviation from the orientation of the downstream 
channel – a typical location in the standard conceptual model (Figures 5.1, 5.17 and 5.18).  The 
development of flow separation to some extent reflected the effects of confluence planform 
geometry and Mr, but also was strongly influenced by local channel geometry. At the 
asymmetrical KRCS confluence, flow separation increased with Mr, but the spatial extent of 
separation was attributable in part to the local bar platform immediately upstream of the 
confluence that steered flow away from the left side of the high-angle lateral tributary.  Exposure 
of the bar at low flow stage enhanced the steering effect, forcing flow toward the right bank of 
the CS and contributing to the development of jet-like flow within the confluence. Though 
documented in some laboratory (Yuan et al., 2016; Schindfessel et al., 2016) and discordant 
confluences (Guillen-Ludeña et al, 2015; Sukhodolov et al., 2017), jet-like flow at concordant 
confluences is a departure from the standard conceptual model of asymmetrical confluences 
159 
 
(Rhoads, 1996). At Saline, flow separation was caused mainly by the local protrusion of the bank 
near the downstream junction corner of the Saline Branch along with retreat of the channel bank 
associated with channel widening downstream from the protrusion.  Flow separation increased 
slightly with increases in Mr, but the local geometry of the channel had the greatest influence on 
separation. Separation did not occur on the opposite bank, as is sometimes the case at 
symmetrical confluences, but an indentation in the bank alignment produced a local region of 
low-velocity flow near the right bank. Vorticity data confirm that shear layers exist along the 
margins of the separation zones.  
The patterns of mutual deflection of flow at the two confluences are apparent from the 
from detailed surface vector information obtained from the LSPIV, which essentially delineates 
streamlines on the water surface (Figures 5.17 and 5.18). Deflection at the asymmetrical KRCS 
confluence clearly varies with Mr. For a Mr of nearly one, flow from the lateral tributary curves 
more than that flow from the main channel, but mutual deflection produces a resulting pattern of 
streamline curvature similar to back-to-back meander bends (Ashmore and Parker, 1983; 
Rhoads, 1996).  This pattern results in twin-surface convergent helical cells within flow entering 
the downstream channel (Figure 5.5). By contrast, for high Mr, flow within the CHZ is 
dominated by curvature of CS flow, which extends across nearly the entire confluence and 
abruptly deflects incoming flow from the KR. Under these conditions, flow within the 
confluence is similar to that of a single meander bend and past work has shown that only a single 
dominant helical cell exists where flow enters the downstream channel (Rhoads and Kenworthy, 
1995). At SALINE, deflection of the unnamed tributary flow by flow from the Saline Ditch 
increases slightly with decreasing Mr; however, the pattern of mutual deflection does not vary 
substantially among the three cases. The pattern of flow within the center of the confluence 
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resembles that of two bends placed back to back – the expected pattern for a symmetrical 
confluence (Mosley, 1976). However, the degree of curvature of the two incoming flows is not 
equal and stronger curvature of flow from the Saline Ditch generates helical motion over the left 
side of the confluence, whereas the mildly curving flow from the unnamed tributary does not 
exhibit helical motion (Figure 5.14). Minor flow acceleration occurs downstream of the zone of 
mutual deflection, but is limited by the expansion of channel width.    
Past work has shown that confluence bed morphology and irregularities in bank 
conditions strongly influence flow patterns at KRCS and SALINE (Rhoads and Kenworthy, 
1995; Rhoads and Sukhodolov, 2001), as well as at other confluences (Gaudet and Roy, 1995; 
Boyer et al., 2006). This study confirms that local, site-specific conditions can be important in 
determining patterns of flow at confluences.  These effects include enhancement of flow 
separation and acceleration through steering of the flow by exposed bars or bankline 
irregularities, and suppression of flow acceleration by local channel widening.   
This study has clearly illustrated the value of sUAS-based LSPIV to produce high-
resolution measurements of surface velocities for characterizing complex patterns of flow at 
stream confluences. Previous research has relied on two-dimensional or three-dimensional 
measurements of velocities at a limited number of cross sections to assess the hydrodynamics of 
confluences (Rhoads and Kenworthy, 1995; Rhoads and Sukhodolov, 2001; Rhoads and 
Sukhodolov, 2008; Riley et al., 2014).  Such measurements depict patterns of fluid motion for 
specific slices through the water column, but do not provide comprehensive spatial information 
on the pattern of flow throughout the entire confluence. LSPIV can provide detailed velocity data 
at least for the surface of the flow without the need for extrapolation or interpolation.    
Moreover, surface velocity vector fields can be compared directly to results of computational 
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models both qualitatively and quantitatively. Even a visual comparison between model outputs 
and LSPIV-generated flow fields can help to determine prediction accuracy and where 
predictions diverge from real-world conditions 
The two most obvious shortcomings of LSPIV are the need for dense, consistent particle 
seeding and the limitation of the method to characterization of velocities at the water surface. 
Particle seeding is difficult in regions of non-uniform flow (Kim 2006; Lewis and Rhoads, 
2015), and dispersing particles uniformly over the surface of large rivers may be challenging or 
even costly.  Many river flows are highly three-dimensional and the method must be used 
cautiously to infer flow conditions beneath the surface. However, as demonstrated in this study, 
the collection of LSPIV data in conjunction with coordinated hydroacoustic measurements of 3D 
flow at specific cross sections can greatly enhance the analysis of complex flows in rivers. The 
method provides complementary information of the patterns of surface flow that is useful for 
interpreting three-dimensional velocity measurements obtained throughout the water column.  
 The results of this study represent only a first step in exploring the potential of LSPIV to 
contribute to the study of complex flows in rivers, such as those at confluences. Where sediment 
contrasts are visible on the surface of a confluence or other location within a river system, sUAS 
imagery and associated LSPIV can be used to simultaneously measure surface velocities and 
document spatial variations in turbidity to develop a more complete understanding of mixing, 
especially in rivers too small to be analyzed with airborne or satellite imagery (Umar et al., 
2017). Repeat sUAS LSPIV measurements can be conducted at a single site to document 
changes in morphologic and hydrodynamic conditions because deployment is not limited by flow 
depth or velocity.  By combining photogrammetric analysis of sUAS imagery with LSPIV, flow 
and morphologic data can be obtained simultaneously to document the morphodynamics of 
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rapidly evolving confluences, such as those in braided rivers (Ashmore and Parker, 1983; 
Westoby et al., 2012; Detert et al., 2017). Hydrodynamic mapping of many different confluences 
using sUAS-based LSPIV would increase considerably the somewhat small number of 
confluences for which detailed measurements exist (Best and Rhoads, 2008), thereby providing 
the basis for comprehensive analysis of the effects of hydrological and morphological controlling 
factors, on patterns of flow at confluences.   
Combined with sUAS, LSPIV is a powerful tool for hydrodynamic mapping of patterns 
of two-dimensional flow on the surface of rivers. Under favorable conditions, the method can 
also be used to evaluate the development and evolution of coherent turbulent structures through 
frame-by-frame analysis of video imagery. These particular capabilities cannot currently be 


























Table 5.1. Measurement campaigns and basic flow 
parameters.             
Date MR Qmain  Qtrib 
Q 
mean Hmain Htrib 
H 




(KRCS1) 0.82 1.33 1.13 1.23 0.6 0.42 0.51 0.32 0.3 0.31 
08/01/2016 
(KRCS2) 10.5 0.15 0.35 0.25 0.28 0.13 0.21 0.08 0.35 0.22 
03/29/2016 (SAL1) 0.76 0.35 0.35 0.35 0.38 0.45 0.42 0.23 0.17 0.20 
06/17/2016 (SAL2) 2.31 0.11 0.13 0.12 0.37 0.4 0.39 0.07 0.13 0.10 





































Figure 5.2. KRCS and SALINE confluences, located in Champaign Country near Champaign-




Figure 5.3. (Top) Fields of view for campaigns KRCS1 (photo image) and KRCS2 (colored 
rectangles) flown with the sUAS. During KRCS2, the UAS hovered at locations 1, 2, 3, denoted 
by the blue, green, and pink polygons, respectively. (Bottom) Fields of view for SAL1 (green) 
with close-up of downstream junction corner used in Figure XX (green dashed), SAL2 
(magenta,) and SAL3 (blue). Cross sections from past measurement studies at KRCS and 
SALINE are shown for spatial reference. Orientations of U and V throughout the confluences are 




Figure 5.4.  Surface velocity vectors and contours of vector magnitudes for KRCS1 (top) and 










Figure 5.5. Flow at cross sections A and C during KRCS1. Secondary flow vectors are 
decomposed into a Rosovskii orientation. Note that the cross section looks upstream (right bank 












Figure 5.7. Bathymetry obtained on 30/06/2016 at KRCS (A) showing outer-bank bar formation 
on Copper Slough (top) and image taken on 11/07/2017 showing additional bar formation and 









Figure 5.8.  Zoomed-in plot of mean flow near downstream junction corner during KRCS2, 
showing separation zone. Pictured cross sections are A and C. Solid pink ellipse shows location 
of entrainment into the separation zone, and dashed pink ellipse shows separation zone caused 











Figure 5.9. Plots of vorticity, averaged over 30 s, focused on the upstream portion of the CHZ 






Figure 5.10. Example of LSPIV derived surface vector field from L1 for KRCS2. The bottom 
frame depicts vectors with the mean flow subtracted to enhance visibility of vortices and remove 




Figure 5.11. Surface flow at 12 s intervals at L1 for KRCS2. Mean flow over the entire frame is 
subtracted from the flow vectors to enhance visibility of vortices and remove the signal of 




Figure 5.12. Surface velocity magnitude and vorticity for SAL1, SAL2, and SAL3. The velocity 
plots clearly show zones of flow convergence (blue lines), flow stagnation (pink), flow 
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separation (red), and the shear layer (white). Note the different contour scales (SAL2 and SAL3 
share the same scale). 
 




Figure 5.14. Flow at cross sections 5 and 7 at SALINE on 03/05/2016. Secondary flow vectors 
are decomposed into a Rosovskii orientation. Note that the cross section looks upstream (right 






Figure 5.15. Plots of vorticity, averaged over 30 s for SAL1, SAL2, and SAL3. Note the different 






Figure 5.16. Surface velocity in the downstream section of the CHZ at SAL1. (A) depicts zones 
of flow convergence (blue lines), flow separation (red), and the location of the shear layer 
(green). The white dotted box is the inset depicted in (B), which shows velocity between 
individual frames 1/6 second apart. The red line shows the extent of the separation zone, the 
region circled in blue shows strong flow upwelling, and the green circle shows a vortex which 













MIXING AT SMALL STREAM CONFLUENCES: MIXING PATTERNS 
AND RATES 
 
6.1 Introduction and Background 
When two streams merge at a confluence, the water in each tributary often has different 
sediment concentrations, temperatures, or dissolved chemical and nutrient constituents. Because 
differences in the properties and transported constituents of confluent flows are common, and 
confluences are regions of substantial lateral and vertical flow, mixing in river systems is 
especially pronounced at and downstream of confluences. The extent to which two confluent 
flows mix is governed largely by hydrodynamics conditions that promote or inhibit mixing. 
Knowledge of mixing at these important locations with river networks is required for 
understanding watershed-scale pollutant dispersal (Rutherford, 1994; Qing-Yuan et al., 2009).  
The complex hydrodynamic conditions and associated patterns of flow mixing are also important 
ecologically by playing an important role in structuring of aquatic habitat (Osawa et al., 2010). In 
addition, mixing downstream of confluences can be important for floodplain and channel 
sedimentation and interpretation of paleo-environments (Best 1988; Park and Latrubesse, 2015).  
Field studies of mixing patterns and rates in rivers typically involve cross-sectional or 
surface measurements of dispersal of a flow tracer, such as water temperature, pH, or suspended 
sediment concentration (Gaudet and Roy, 1995; Kabeya et al., 2008; Umar et al., 2017). When 
differences in flow tracers exist in the tributaries of a confluence, a mixing interface between 
flow originating in each tributary can be clearly defined. Spreading of the interface along with a 
decrease in the lateral gradient in the property of interest can be used to define mixing rates, and 
mixing processes can be determined by relating change in the interface to patterns of flow 
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characteristics (Biron et al., 2004; Rhoads and Sukhodolov, 2001; 2008; Sukhodolov and 
Rhoads, 2001; Lewis and Rhoads, 2015). Complete mixing is defined when the flow tracer 
attains an arbitrarily small variance within the post-confluence channel, usually within two to ten 
percent of perfectly mixed conditions to accommodate low levels of noise within the data 
(Rutherford, 1994; Biron et al., 2004). 
Distinctive flow features develop at confluences, and the presence of all or most of these 
features defines the confluence hydrodynamic zone or CHZ (Kenworthy and Rhoads, 1995). The 
CHZ is marked by flow stagnation at the upstream junction corner, flow convergence, 
acceleration, and mutual deflection within the central portion of the CHZ, a mixing interface or 
shear layer where the flows meet, and flow separation at the downstream junction corner under 
certain flow and morphological conditions (Best, 1987; Bradbrook et al., 2000; Weber et al., 
2001). Studies on hydrodynamics (Biron and Lane, 2008) and morphodynamics (Best and 
Rhoads, 2008; Rhoads et al., 2009) of confluences have shown that the geometric variables that 
influence flow are junction angle (α), symmetry ratio (θ1/θ2), and degree of bed discordance 
between the channels (hmain/htrib). Hydraulic variables that control flow at confluences are the 
momentum ratio (MR), which includes both velocity and discharge ratio, density ratio (DR) or 
densimetric Froude number (Fo) (Ramon et al., 2013), and mean flow depth (hm), which reflects 
the influence of flow volume on mixing (Lewis and Rhoads, 2015).   
Factors within the confluence that tend to enhance mixing include: 1) channel-scale 
helical motion driven by flow curvature and its associated pressure field (Bradbrook et al., 1998; 
Rhoads and Sukhodolov, 2001; Lewis and Rhoads, 2015; Constantinescu et al., 2016); 2) shear-
induced turbulence and quasi-2D flow structures driven by lateral velocity gradients (Chu and 
Babarutsi, 1998; Sukhodolov and Rhoads, 2001; van Prooijen and Uijttewaal, 2002; Guillén-
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Ludeña et al., 2017); and 3) intense flow turbulence driven by the bathymetry of the confluence, 
particularly important at highly discordant confluences (Gaudet and Roy, 1995; De Serres et al., 
1999; Bradbrook et al., 2001; Parsons et al., 2007). Flow stratification driven by density 
differences can also modify the magnitudes and patterns of flow by damping turbulence or 
increasing it when a horizontally-oriented shear layer exists (Laraque et al., 2009; Ramon et al., 
2014; 2016). The extent to which density effects alter flow and mixing processes are not well 
known, but should be negligible unless the flow is deep and slow (Lewis and Rhoads, 2015). 
Recent numerical work has reproduced complex mixing patterns that might be partly dependent 
on density effects (Lewis and Rhoads, 2015, Constantinescu et al., 2016), and numerical models 
show promise for isolating the effect of density of flow and mixing (Ramón et al., 2014; 2016). 
In most cases, flow hydrodynamics recover to approximately one-dimensional pre-confluent 
conditions downstream; therefore, flow conditions within the CHZ are especially important for 
mixing.  
Mixing patterns and rates within the CHZ are controlled by the intensity and pattern of 
lateral momentum transfer by the mean flow and by turbulence. Helical motion results in mean 
flow streamlines that have a transverse velocity component, which transfers momentum and fluid 
between the two mixing streams. Lateral shear-generated turbulence also transfers momentum 
and fluid by interpenetration, but is a slower and weaker process compared to advective fluxes of 
momentum (Rhoads and Sukhodolov, 2008; Constantinescu et al., 2016). Increased helical 
motion, and thus mixing, results from processes and conditions that expand the domain of 
secondary flow over the channel cross section, a condition that develops at asymmetrical 
confluences with increases in junction angle and MR (Lewis and Rhoads, 2015, Constantinescu 
et al., 2016). Lateral turbulent momentum transfer is dependent on the characteristics of flow 
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within the confluence shear layer, which is controlled by MR (Constantinescu et al., 2011), 
channel depth and bed friction (Chu and Babarutsi, 1988; Constantinescu, 2014), and can be 
disrupted by strong vertical turbulence in discordant confluences (Biron et al., 1996; Boyer et al., 
2006).  
 Research has also indicated that the scale of a confluence is an important factor 
influencing flow and mixing (Rhoads, 2006). Channel width increases more rapidly than depth 
given increases in drainage area (Leopold and Maddock, 1953). Therefore, hydrodynamic 
processes that promote mixing, such as the formation of coherent flow structures, do not scale 
linearly with changes in flow width and depth (Jirka, 2001; van Prooijen and Uijttewaal, 2002). 
Additionally, helical motion may either be weak at large confluences (Rhoads, 2006; Parsons et 
al., 2007) or limited in spatial extent (Rhoads, 2006; Szupiany et al., 2009). In large confluences, 
the development of bedforms may also disrupt helical motion (Parsons et al., 2007). Whereas 
available evidence seems to indicate that flows at small confluences (Kenworthy and Rhoads, 
1995; Guadet and Roy, 1995; Biron et al., 2004; Lewis and Rhoads, 2015) tend to mix faster 
than those at large confluences (Rathbun and Rostad, 2004; Bouchez et al., 2010), the processes 
that lead to this difference are still poorly understood.  
Past research has shown that mixing patterns and rates at natural confluences are not easy 
to predict (Rutherford 1994; Lewis and Rhoads, 2015). Except for confluences within braided 
river systems, confluence junction angle tends to remain constant over the timescale of most 
investigations of confluence dynamics. This control on confluence hydrodynamics therefore is 
static at individual junctions but varies among confluences. On the other hand, the momentum 
flux ratio can be highly variable among different flows and even during the same flow event 
(Lane et al., 2008; Rhoads et al., 2009; Lewis and Rhoads, 2015). Overall, little is known about 
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the complex relationship among static and dynamic controls on mixing within the CHZ because 
of the small number of natural sites studied and the difficulty of measuring velocity and tracer 
concentrations with sufficient spatial and temporal detail.   
 The purpose of the present study is to explore mixing rates and patterns within the CHZ 
at three small stream confluences. This study uses dense grids of detailed 3D velocity 
measurements together with measurements of water temperature and turbidity to relate flow 
structure with mixing patterns and rates. It also examines the influence of incoming flow 
conditions on these rates and patterns, with particular attention to how hydrodynamic and 
morphodynamic features within the CHZ might change on the event scale and alter mixing 
processes. Through this analysis, the study contributes to the understanding of why confluent 
flows mix rapidly or slowly and the physical processes that are dominant in each case.  
6.2 Study Sites 
Flow mixing was analyzed at three small stream confluences in East Central Illinois, 
USA, each of which has different planform geometries (Figure 6.1): the confluence of the Saline 
Ditch and an Unnammed Tributary (SALINE), the confluence of the Kaskaskia River and 
Copper Slough (KRCS), and the confluence of the Kaskaskia River and Two-Mile Slough 
(KRTMS). Flow and mixing processes at SALINE and KRTMS has been cursorily documented 
in a previous investigation (Rhoads and Sukholodov, 2001; Sukhodolov and Rhoads, 2001), and 
KRCS has been the focus of numerous studies of confluence dynamics. Investigations into flow 
structure (Rhoads and Kenworthy, 1995, 1998; Rhoads and Sukhodolov, 2001), suspended 
sediment and bedload transport (Kenworthy and Rhoads, 1995; Rhoads, 1996), morphology and 
morphological response to flow events (Rhoads et al., 2009), mixing interface properties and 
flow structures (Rhoads and Sukhodolov 2004; 2008; Lewis and Rhoads, 2016), and numerical 
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studies (Bradbrook et al., 2000; Constantinescu et al 2011; 2012; 2014) provide a rich context for 
evaluating the results of this study on mixing.  
SALINE has a junction angle of 70o and a nearly symmetrical planform. Flows are 
contained within 4 to 5 m deep trapezoidal drainage ditches. The beds of the two incoming 
streams are about 6 to 7 m wide at the tributary mouths (Table 6.1). Both streams almost 
exclusively drain agricultural land (corn and soybean). Bed material at SALINE consists of a 
mixture of fine gravel and sand (Rhoads and Sukhodolov, 2001). The presence of a vegetated 
protrusion of sediment along the downstream junction corner at the mouth of the Saline Ditch is 
an important feature that deflects flow towards the center of the channel and becomes inundated 
only at flows with depths greater than about one meter (Figures 6.1 and 6.2). Channel width 
increases abruptly downstream of the protrusion.  
KRCS is an asymmetrical confluence with a 60o junction angle (Rhoads and Kenworthy, 
1995). Flows are contained within 4-5 m deep trapezoidal drainage ditches. The beds of the two 
streams are about 8 to 10 m wide at the tributary mouths. Bed material consists of medium to 
coarse sand in the Kaskaskia River and coarse sand to fine gravel in the Copper Slough. The 
Kaskaskia River drains agricultural land, whereas the Copper Slough mostly receives urban 
runoff.  
KRTMS has an approximately symmetrical planform with a junction angle of 36o. Flows 
at KRTMS are contained within agricultural drainage ditches that have not been maintained for 
many years. A well-developed vegetated bar exists along the right bank of the downstream 
channel that becomes inundated when flow depths are greater than two meters. KRTMS has a 
channel bottom width of about 25 m at the tributary mouths. Both the KR and TMS are flanked 
by moderately thick riparian forest at the confluence. Bed material at KRTMS is dominated by 
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sand from the Kaskaskia River, which often forms dunes and ripples within the confluence, but 
also contains small amounts of fine gravel transported from Two-Mile Slough on the left side of 
the CHZ (Rhoads and Sukhodolov, 2001). All three confluences are concordant, but the presence 
of a large scour hole at KRCS may occasionally create quasi-discordant conditions (Rhoads et 
al., 2009).  
6.3 Methodology  
6.3.1 Velocity and Mixing Measurements 
Nine measurement campaigns recording three-dimensional flow velocity, turbidity, 
temperature, and conductivity (mixing variables) were undertaken at the study sites in the Spring 
and Summer of 2016 and 2017 (Table 6.2). Three campaigns took place at SALINE, four at 
KRCS, and two at KRTMS. In addition, robotic total station (Leica TPS1200) surveys of channel 
bed and banks were taken intermittently throughout the same period, with a focus on obtaining 
topographic and bathymetric information before and after large flow events (Figure 6.2).  
Measurement campaigns consisted of detailed point measurements of flow and mixing 
variables, lasting for 60 seconds (Buffin-Bélanger and Roy, 2005) along four cross sections 
within the confluence. The number of points measured at each cross section varied due to flow 
depth and available time, but was generally around 80. At KRTMS the large channel widths 
resulted in a lower density of measured points than at the other two sites. In all campaigns, 
upstream discharge was measured on each tributary at the beginning of the day, and again at the 
end of the day if the flow stage dropped significantly during the measurements. Velocities for 
discharge computations were measured using a Swoffer 2100 propeller velocity meter. Sixty-
second mean velocities were recorded at 6/10 of the total depth, and a trapezoidal integration was 
189 
 
performed on the velocity and depth measurements to obtain discharge (Buchanan and Sommers, 
1969). Cross-sectional velocity measurements were obtained using two acoustic Doppler 
velocimeters (ADV – Nortek Vectrino with Lab Configuration running at 25 Hz – mounted on 
custom top-set wading rods (Rhoads and Sukhodolov, 2004). The wading rods were attached to a 
steel cable stretched tautly between endpoints of cross sections, which conformed to cross 
sections from previous studies at each site (Rhoads and Sukhodolov, 2001; Sukhodolov and 
Rhoads, 2001). The ADVs measured the downstream (x), transverse (y), and vertical (z) 
components of flow to obtain mean values (U, V, W). The streamwise direction is defined as 
flow perpendicular to the channel cross section, the transverse direction is defined as flow 
parallel to the cross section, and the vertical direction is defined as flow normal to the water 
surface. Secondary flow vectors are also computed by realigning the transverse vector in 
reference to the depth-averaged vector direction (Rosovskii, 1957; Rhoads and Kenworthy, 
1999), and are denoted by Vs and W, where Vs is the transverse secondary velocity component 
resulting from the Rosovskii rotation.   
 Turbidity, temperature, and electrical conductivity were measured as possible tracer 
variables to determine patterns of mixing between water of the confluent streams. Mixing rates 
were determined by the reduction in variability of these tracers with distance downstream. 
Campbell Scientific CS547A temperature/conductivity probes and Campbell Scientific OBS3+ 
turbidity probes were connected to a Campbell CR3000 datalogger. Probes of each type were 
placed upstream of the confluence in each tributary. Probes of each type also were mounted 
about 15 cm directly behind the ADV on the top-set wading rods at the same depth as the 
sampling volume of the ADV (Figure 6.3). Data on turbidity, temperature, and conductivity were 
collected at a sample rate of 1 Hz. The configuration of eight probes was used to distinguish 
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water from each tributary within the confluence on the basis of the correspondence of 
temperature, conductivity, or turbidity measurements within the confluence with measurements 
of these same properties in the two incoming flows. The upstream probes also provided 
information on diurnal changes in the tracer variables within the incoming flows. Temporal 
corrections based on measured values of temperature, turbidity or conductivity recorded by the 
upstream probes were then applied to the probes within the confluence.  Conductivity values did 
not differ sufficiently between the confluent streams at any of the three sites to define mixing of 
the flows and therefore are not reported in this study.  
Cross-sectional plots of velocity and tracer patterns were constructed in Tecplot360 (Vela 
Software, INC). Plots of T and NTU are shown as relative differences in temperature compared 
to the cross section mean, such that the mean temperature within the cross section is set to 0o, to 
account for diurnal variations in absolute temperature. A structured mesh was created by linking 
the discrete measured points, and contour values between the points within the cells were 
interpolated. To maintain consistency with previous work at these confluences, cross sections are 
plotted looking upstream such that the left bank of the plotted cross sections correspond to the 
right bank as looking downstream. Mean transverse velocity vectors are plotted with respect to 
the depth-averaged vector direction (Rosovskii transformation) at each cross section to 
emphasize patterns of helical motion and to contrast with previous studies of these confluences 
which defined helicity based on flow angle (Rosovskii, 1957; Rhoads and Kenworthy, 1999; 
Rhoads and Sukhodolov, 2001). Turbulent kinetic energy (k) is also shown to provide insight 
into flow and mixing processes (Sukhodolov et al., 2010). 
6.3.2 Methodology – Upstream-weighted, Normalized Mixing Metric 
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 Detailed, cross-sectional assessments of mixing in rivers is commonly accomplished by 
computing a variance or standard deviation of a conservative tracer (Rutherford, 1994; Gaudet 
and Roy, 1995; Biron et al., 2004; Kabaya et al., 2008; Ramon et al., 2013). This method is 
necessary when flow cannot be considered vertically well-mixed, which is often the case in 
natural confluences and certainly the case at KRCS (Lewis and Rhoads, 2015). Studies that 
calculate deviation from complete mixing based on upstream discharges and concentrations 
require the calculation of a predicted concentration (Biron et al., 2004). The difference between 
the observed concentration Co and the predicted fully mixed concentration defines the mixing 





where C is measured tracer concentration, Q is discharge, and the subscripts 1, 2, and 3 denote 
the main, tributary, and downstream channels, respectively. If C or Q changes with time, the 
predicted concentration will also change. In addition, because the values of C and Q differ 
among measurement campaigns, comparing deviations from complete mixing among campaigns 
in not straightforward. Also, the calculation of an observed concentration is complicated when 
large spatial gradients of concentration exist, as is expected and has been observed in the near-
field of many river confluences. Previous studies (Gaudet and Roy 1995; Biron et al., 2004) used 
the minimum and maximum tracer values to define the observed concentration. However, mixing 
along the mixing interface occurs even if water near each bank remains unmixed – using the 
minimum and maximum tracer value cannot account for mixing limited to certain regions of the 
cross section. Therefore, a single bulk Co value may not adequately quantify mixing of two flows 
with a sharp tracer gradient.  
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To overcome these limitations, Lewis and Rhoads (2015) developed a normalized mixing 
metric σxn calculated by dividing the entire cross-sectional area of the confluence into thousands 
of evenly-spaced points and computing the standard deviation of the tracer variable over the 
resulting grid of points (Lewis and Rhoads, 2015). The standard deviation σx
 at each cross 
section is normalized by an upstream, unmixed standard deviation σus: 
𝜎𝑥𝑛 = 𝜎𝑥 𝜎𝑢𝑠⁄  
where the subscripts xn, x, and us refer to the normalized standard deviation, the standard 
deviation at the cross section of interest, and the upstream unmixed cross section, respectively. 
Mixing rates (m) within the CHZ are determined by the change in normalized standard deviation 
from upstream to the farthest downstream cross section: 
𝑚 = 𝜎𝑢𝑠 𝜎𝑢𝑠 −  𝜎𝑑𝑠 𝜎𝑢𝑠⁄⁄  
If 𝜎𝑑𝑠 is the same as 𝜎𝑢𝑠 no mixing has occurred and m equals 0, while if there is no tracer 
deviation at the downstream cross section full mixing has occurred and m equals 1. 
The value of the unmixed standard deviation σus represents an upstream unmixed cross 
section consisting of the two incoming flows separated by an abrupt vertically oriented mixing 
interface (Figure 6.4). Using this method, σus is determined by a combination of both upstream 
tributaries and therefore needs to be formulated from some combination of tracer values 
associated with each tributary. The unmixed standard deviation must by weighted by an 
upstream value that represents the unequal contributions of each stream to the volume of flow 
within the CHZ. Lewis and Rhoads (2015) weighted the normalized upstream mixing metric by 
upstream discharges. This method is appropriate in cases where upstream area, velocity, and 
momentum ratio are similar (Table 6.2). In these cases, little difference exists between m 
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calculated using upstream discharge or area (Figure 6.4). As velocity ratio, and therefore 
discharge ratio differs substantially from the area ratio, m derived from upstream cross-sectional 
area ratio better represents the volumetric differences in water within the CHZ. To best represent 
volumetric differences for a variety of incoming flow conditions (Table 6.2), this study uses 
values of m weighted by the upstream area ratio. 
6.4 Results – Mixing Patterns  
6.4.1 KRCS 
KRCS4 is used as a representative case study for assessing mixing at KRCS, and has a 
similar pattern, but includes more detail than past studies and includes the vertical flow 
component (Lewis and Rhoads, 2015). Little mixing occurs from upstream to the first cross 
section (A3) and the mixing interface is sharply defined (Figure 6.5). At the next cross section 
downstream (A), the mixing interface curls towards the Copper Slough (right) side of the CHZ 
near the bed. Mixing interface distortion continues and intensifies downstream, and the interface 
becomes nearly vertical near the surface and nearly horizontal at mid-depth within the 
downstream cross sections (C and E). Relatively cool water from the Kaskaskia replaces warm 
water along the right side of the CHZ near the bed at the final cross section. This cool water 
moves vertically up along the right bank, and a section of warm Copper Slough water detaches 
from the right bank and is located near the center of the channel.  
Mean three-dimensional velocity at the first cross section is characterized by one-
dimensional flow in each channel, and a stagnation zone is centered on the mixing interface as 
defined by the 0-value T contour line (Figure 6.6). Streamline curvature produced from the 
mutual deflection of flow from each tributary and the superelevation of the water surface at the 
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stagnation zone forms counter-rotating helical cells on each side of the mixing interface at the 
next downstream cross section. Farther downstream, the streamwise-oriented helical cell that 
forms to the right of the mixing interface increases in size as the mixing interface shifts toward 
the left side of the confluence. Flow streamlines in CS curve strongly to align to the downstream 
channel, and therefore the helical cell within CS is dominant and the helical cell in the KR side is 
less evident, smaller, and constricted to the upper portion of the channel. Large flow magnitudes 
from left to right occur near the bed, which is responsible for tilting the mixing interface between 
cross sections A and C (Figures 6.5 and 6.6). At the downstream cross section, the helicity on the 
left side of the mixing interface is no longer present whereas the helical cell on the right side 
dominates the entire channel. The existence of considerable secondary flow caused by the 
curvature of the receiving channel at the final cross section indicates that this cross section is not 
yet a part of the flow recovery zone, which is characterized by recovery of flow to approximately 
one-dimensional, pre-confluent conditions.  
Streamwise velocity patterns transform from two distinct high-velocity cores near the 
water surface within the upstream cross sections, to a single submerged high-velocity core at the 
downstream cross sections as the channel constricts and accelerates the flow. The movement of 
the high-velocity core towards the bed increases near-bed turbulence, and intensifies near-bed 
secondary flow, which advects cooler KR fluid toward the right bank, flattens the mixing 
interface, thereby promoting rapid mixing between the two downstream cross sections (Figures 
6.5 and 6.6). High k values along the left bank and the bed at the downstream cross sections 
reflect increased fluid shear in these locations as the high-velocity core moves close to the bed, 
which might also enhance mixing by increasing turbulent diffusion along the mixing interface at 
this location (Figure 6.7).  
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Values of k are strongest near the bed at the two downstream cross sections, revealing 
that fluid shear between the bed and the high-velocity core is stronger than lateral shear between 
the two tributaries along the confluence mixing interface. Though elevated values of turbulence 
denote the shear layer at the first two cross sections, a clear demarcation of a shear layer based 
on elevated values of k is not apparent with the downstream part of the CHZ (cross-sections C 
and E) as the mixing interface becomes horizontal and less defined (Figure 6.7). Thus, for 
KRCS4 the shear layer and mixing interface are coincident within the upstream portion of the 
CHZ, but shear-related turbulence along the mixing interface diminishes rapidly over distance. 
Most of the mixing in the downstream part of the confluence is accomplished by lateral 
advection of streamwise momentum by channel-scale curvature-induced secondary flow, rather 
than by lateral turbulent diffusion within the mixing interface.  
 A comparison of cases KRCS3 and KRCS4 helps to isolate the effect of changes in MR 
on flow and mixing at KRCS. These two cases have similar density ratios and cross-sectional 
flow areas, but different momentum ratios (2.52 and 0.82, respectively). The pattern of mixing 
during these two campaigns is virtually identical at the upstream end of the CHZ (cross-section 
A3) and remain fairly as flow moves through the confluence into the downstream channel (cross-
sections A&C) (Figure 6.8). In the most downstream portion of the CHZ (cross-section E), 
mixing is more complete for KRCS3 than for KRCS4, suggesting that more rapid mixing 
occurred during the relatively high MR KRCS3 event.  
 Velocity patterns are similar for the two campaigns, but have one noticeable difference. 
During KRCS3, the streamwise-oriented helical flow cell on the left side of the confluence is 
relatively weak at cross section A and not present at cross section C (Figure 6.9). At both cross 
sections during this event, flow on the left side is not oriented towards the mixing interface 
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because it cannot overcome the higher momentum of the CS flow. As a result, the mixing 
interface is located closer to the left bank at the downstream end of the CHZ (cross-section E) for 
KRCS3 than for KRCS4 (Figures 6.8 and 6.9). Outward movement of CS flow therefore leads to 
increased inward-directed pressure gradient forces that produce strong inward movement of KR 
fluid near the bed. This difference in MR results in the greater distortion of the mixing interface 
and more rapid mixing over distance for the high MR event compared to the low MR event.  
Patterns of k are also similar between the two cases (Figure 6.10). Initially, patterns of 
elevation k within the center of the flow at the upstream end of the confluence depict the shear 
layer between the two flows clearly. The shear layer/mixing interface shifts outward for both 
flows with the outward shift being greater for KRCS3 than for KRCS4. As the zones of elevated 
k associated with the mixing interface approach the outer bank, these zones merge with strips of 
high k located along this bank. Thus, the shear layer within the mixing interface merges with the 
shear layer along the outer bank.  
6.4.2 SALINE 
Case SALINE2 is representative of mixing patterns at SALINE. Near the upstream 
junction corner (cross-section 3) a strong contrast in turbidity between the confluent indicates 
that the mixing interface is sharp and little mixing has occurred (Figure 6.11). Flow at the 
upstream end of the CHZ (cross-section 3) shows two distinct velocity cores separated by the 
flow stagnation zone. Flow in the Unnamed Tributary (UT) is one-dimensional, and although 
some slight helicity of the flow is evident in the Saline Ditch (SD), secondary velocities are 
rather unorganized and in the opposite orientation expected from streamline curvature into the 
CHZ (Figure 6.12). Within the confluence (cross-section 5), the mixing interface is displaced 
toward the left side of the CHZ as the combined flows become constricted by the protruding 
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portion of the bar platform extending into the confluence from the upstream portion of SD 
(Figure 6.2). Turbid water from the left side of the CHZ moves along the bed towards the right 
side of the channel in response to strong secondary flow, which curls the mixing interface 
towards the right side of the channel near the bed. Thus, mixing of turbid water from UT is 
accomplished by advection of flow towards the right bank by the large helical cell at this location 
(cross section 5) (Figure 6.12). However, the helical cell does not extend greatly into turbid 
water originating from UT, so much of the secondary motion does not contribute to mixing.  
Moreover, the mixing interface is not substantially disrupted by the secondary flow and generally 
remains vertical. Streamwise velocity on the right side of the mixing interface increases and is 
bounded on the left side by the large separation zone characterized by near-0 and upstream 
velocities created by the protruding vegetated bar. Strong secondary flow in the form of a 
streamwise-oriented helical cell within flow from SD mainly is confined to the right side of the 
CHZ. No coherent pattern of secondary flow is evident on the left side of the mixing interface 
between the flows.  
Farther downstream, the structure of the mixing interface does not appreciably change 
and returns to an approximately vertical orientation (Figure 6.11). Little change in mixing occurs 
downstream of cross section 5 and helical cell motion, while detectable has smaller magnitude 
velocity vectors than upstream. The decrease in magnitude of secondary circulation implies that 
the intensity of the helical motion produced by streamline curvature of SD as it enters the 
downstream cross section rapidly decreases with downstream distance. It also indicates that 
enhanced mixing caused by lateral advection of streamwise momentum by helical motion is 
active over only a short distance.  
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The mixing interface at the downstream end of the confluence (cross-section 9) is about 
twice as wide as at cross-section 3, but does not change much between cross-sections 7 and 9 
(Figure 6.11). The mixing interface is in the center of the channel, and two flows cannot be 
distinguished from one another based on pattern of mean streamwise velocity. Thus, although a 
mixing interface exists at this location, no shear layer can be detected. The lack of any coherent 
helicity indicates the flow is no longer strongly affected by mutual deflection and streamline 
curvature of flow within the CHZ. Also, the large separation zone on the right side of the channel 
does not extend this far downstream.  Flow at this location is recovering from the hydrodynamic 
effects generated by the confluence.  
Patterns of elevated k for SALINE2 on each side of the stagnation zone at the upstream 
end of the confluence (cross-section 3) define separate shear layers between the stagnation zone 
and the high-velocity cores of the incoming tributary flows (Figure 6.13). Downstream, two 
vertical strips of elevated k demarcate the shear layer within the mixing interface and another 
shear layer along the margin of the separation zone downstream of the protruding vegetated bank 
along the right side of the CHZ. The location of highest k along the shear layer between the two 
flows is located at mid-depth where the secondary flow vectors change their lateral orientation 
and where the mixing interface begins to curl away from a vertical orientation (Figures 6.12 and 
6.13).  This enhancement of turbulent diffusion may contribute to mixing associated with 
advective processes.  Downstream (cross-sections 7 and 9), elevated values of k gradually 
diminish.  
6.4.3. KRTMS  
KRTMS1 serves as the reference case for mixing patterns at KRTMS. Patterns of relative 
temperature reveal an initial narrow vertical mixing interface between the flows (cross-section 2) 
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(Figure 6.14). The two streams remain distinct at the upstream end of the confluence, separated 
by a velocity deficit zone downstream of the upstream junction corner. Flow on either side of the 
deficit zones contains the high-velocity cores of each tributary (Figure 6.15).  
  As flow moves downstream (cross-sections 6-10), the mixing interface increases in width 
and the near-bed portion of the mixing interface begins to widen and tilt towards the left bank so 
that this interface is no longer perfectly vertical. Tilting of the mixing interface may reflect 
differences in near-bed momentum flux of the confluent flows or a density effect related to the 
movement of cool TMS water beneath the warm KR water. Helical motion, perhaps generated by 
curvature of flow into the confluence from the TMS, is evident on the right of the mixing 
interface at cross-section 6, but does not appear to persist downstream. Two high-velocity cores 
can be distinguished within the confluence (cross-sections 2 and 6), but only a single high-
velocity core exists downstream where the channel narrows (cross sections 8 and 10). The 
proportion of the total cross-sectional area occupied by the mixing interface increases as the 
channel narrows, but overall this mixing interface does not extend over a large percentage of the 
total flow area (Figure 6.14). Strong downwelling occurs along the mixing interface at cross-
section 8; this downwelling may represent vestiges of the coherent helical motion on the right 
side of the channel at cross-section 6. Clockwise motion of the flow appears to be developing 
immediately to the left of the mixing interface at cross-section 10 (Figure 6.14). At this location, 
as well-developed core of high velocity has developed near the surface with a channel with a 
pronounced asymmetrical cross-sectional form. The pattern of streamwise velocity, of secondary 
velocity vectors, and the shape of the channel cross section are reminiscent of a meander bend, 
with flow moving towards the right bank near the surface and towards the left bank near the bed 
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(Ferguson et al., 2003). The mixing interface flanks the thalweg and although the two flows are 
still distinct thermally, these flows have amalgamated hydraulically.  
Patterns of k at KRTMS are dominated by strong near-bed turbulence, especially on the 
left side of the mixing interface (Figure 6.16). The left side of the mixing interface was 
dominated by small sand dunes approximately 5 to 10 cm in height, which may contribute to 
locally high turbulence along the bed. A region of elevated k is present along the mixing 
interface at the upstream end of the confluence (cross section 2) and a local spike in near-surface 
k exists along the interface at cross-section 6. However, the two downstream cross sections do 
not indicate the presence of a shear layer as defined on the basis of elevated k values. 
6.5 Results – Mixing Rates  
 Mixing rates (m) were calculated as the difference between the upstream unmixed 
standard deviation of turbidity or temperature and the standard deviation at the farthest 
downstream cross section. Mixing rates at SALINE and KRTMS are generally lower than at 
KRCS (Table 6.3). At SALINE, m was 14%, 31%, and 13% for SALINE1, 2, and 3 respectively. 
The SALINE measurements all had similar MR, between 1 and 1.5, and similar low values of 
DR (Table 6.2). SALINE3 had about twice the cross-sectional flow area as SALINE1, yet the 
mixing rate is nearly identical. Most of the increase in the mixing metric occurred rapidly 
between the first and second cross sections (cross-sections 3 and 5) for all three cases, and 
mixing did not appreciably increase downstream of the second cross section (Figure 6.17). 
 At KRTMS, the amount of mixing was 49% and 39% for cases KRTMS1 and KRTMS2, 
respectively. Both cases had the same MR, where the Kaskaskia was dominant. KRTMS1 had a 
density ratio nearly three times that of KRTMS2, and nearly twice as much cross-sectional area 
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(Table 6.2). Although the density ratios differed between the two cases, the densiometric Froude 
number (Fo), which measures the importance of advective vs buoyant forces, was nearly identical 
because flow depth was greater during KRTMS2. In both cases, Fo was substantially higher than 
four, which has been shown to be a critical value where buoyant effects become considerable 
(Ramon et al., 2013). KRTMS1 mixed more slowly than KRTMS2 between cross-sections 2 and 
8, but m more than doubled between cross-section 8 and 10 (Figure 6.17). In contrast, KRTMS 2 
was more mixed than KRTMS1 at cross-sections 2 and 6, and nearly the same as KRTMS1 at 
cross section 8. Although m also changed the greatest between cross-sections 8 and 10 during 
KRTMS2, the amount of mixing at cross-section 10 was less than for KRTMS1.   
 Mixing at KRCS generally was greater than at the other field sites. The value of m was 
34%, 62%, 63%, and 47% for cases KRCS1, KRCS2, KRCS3, and KRCS4, respectively. 
KRCS1 and 2, and 3, had MR between 1.58 and 2.52 and cross-sectional areas between 5.34 and 
7.50. KRCS1 had the lowest DR of the four measurements, which was about 1/3 of KRCS2, and 
1/5 of KRCS3 and KRCS4. Fo at KRCS1 was more than twice that of all other cases, although 
all cases were larger than four and should not be strongly affected by buoyancy. The greatest 
difference between KRCS4 and the other cases was the MR value of 0.82. The greatest increase 
in mixing occurred between the final two cross section (cross sections C and E) for all cases 
except KRCS1, which had consistent increases in m between all cross sections (Figure 6.17).  
6.6 Discussion 
6.6.1 Comparison Among Sites 
 The most obvious difference in mixing patterns among the sites is that at KRCS the 
orientation of the mixing interface is not vertical throughout the CHZ, and channel-scale helical 
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secondary flow is extensive and persists for multiple cross sections. Between the first two cross 
sections, SALINE and KRCS appear to begin to mix similarly. Flow is initially simple and one-
dimensional in each upstream tributary and is separated by a sharp mixing interface centered just 
downstream of the flow stagnation zone. At KRCS, the flows mutually deflect each other and 
flow streamline curvature and the associated pressure gradient produce counter-rotating helical 
cells where flow enters the downstream channel. At SALINE, the protruding vegetated bank 
section forces the SD to curve strongly towards the center of the CHZ, so a well-developed 
helical cell forms along the SD side of the mixing interface. However, although flow within UT 
is deflected by SD flow, the constriction of flow caused by the protruding bank forces UT flow 
to occupy a small part of the cross section (only about 2 m in width). Lack of strong curvature of 
flow entering the confluence from the UT limits the development of helical motion within this 
flow. At the second cross section, both KRCS and SALINE the bottom of the mixing interface 
curls toward the side of the channel where the strong helical cell dominates. Values of m increase 
by roughly 10% within the upstream part of the CHZ at KRCS and SALINE. 
 Within the downstream portion of the CHZ at KRCS, the mixing interface continues to 
curl in response to consistently strong helicity within the right side of the CHZ. In addition, 
strong helicity remains present at the downstream limit of measurements in this study. However, 
at SALINE, helicity rapidly weakens as flow enters the downstream channel (cross sections 5 
and 7), and no coherent secondary flow is present at the downstream end of the confluence.  
Thus, mixing at SALINE and KRCS occurs by entrainment of fluid across the mixing interface 
from secondary flow in the form of helical cells, but secondary flow at KRCS is more spatially 
extensive. The KRCS helical cell first forms in Copper Slough flow, which curves to enter the 
receiving channel. Both flows then curve within the CHZ because the receiving channel itself 
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curves. This curvature enhances the secondary flow cell within the CS flow and leads to 
entrainment of Kaskaskia fluid, causing this fluid to join the helical cell formed in Copper 
Slough and therefore become mixed rapidly. In contrast, at SALINE, the lack of curvature of the 
downstream channel inhibits maintenance of secondary flow. Therefore, the helical cell does not 
entrain a significant amount of fluid from the unnamed tributary, and mixing by advective 
secondary flow occurs only locally. At KRCS the value of m increases by roughly 20% on 
average toward the downstream end of the confluence (cross sections C and E), whereas at 
SALINE no mixing occurs downstream of the flow constriction (cross-section 5) (Figure 6.17) 
Another important difference between KRCS and SALINE is effect of the bank 
protrusion at SALINE, which results in a stagnant or upstream flow along a substantial portion of 
the right bank. The flow in the separation zone, which does not interact with flow from the UT, 
constitutes about 15% of the flow cross-sectional area. This zone might result in an apparently 
slower rate of mixing because it prevents advection of water near the bed towards the right bank 
as is seen at KRCS.    
 The differences between mixing at KRCS and SALINE underscore an important control 
of mixing that has typically been excluded in previous studies at confluences. To simplify the 
problem, most experimental or modeling work on flow and mixing at confluences has focused on 
the effect of tributary junction angle while setting the main stem straight (Mosely, 1976; Best, 
1988; Gaudet and Roy, 1995; Biron et al., 2004; Guillén-Ludeña et al., 2016). With increased 
tributary junction angle, tributary flow penetrates farther into the CHZ towards the opposite bank 
of the receiving channel and the relative strength of transverse flow increases. These factors 
increase transverse momentum transfer and lateral turbulence, but dissipate rather quickly 
(Rhoads and Sukhodolov, 2008; Guillén-Ludeña et al., 2017). The comparison between KRCS 
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and SALINE indicates that lateral momentum transfer can be markedly enhanced when the 
receiving channel itself curves. Natural confluences generally will not have straight receiving 
channels, so many of the studies assessing mixing with this configuration may underestimate 
mixing in the downstream part of the CHZ by ignoring the enhancement effect of CHZ planform 
curvature (Rutherford et al., 1994). 
 At KRTMS, coherent patterns of channel-scale secondary flow along the mixing interface 
changed with distance downstream, and were not as easily explained by flow streamline 
curvature because of the low confluence junction angle. Also, the relatively large flow cross-
sectional areas result in a lower density of measurements at KRTMS, which makes interpretation 
of flow structure more difficult. Though the bottom of the mixing interface at KRTMS slightly 
curls within the center of the CHZ, the interface remains nearly vertical far downstream of the 
confluence. Mixing at KRTMS appears to be quite similar to mixing at SALINE, where 
widening of the vertically oriented mixing interface is mainly responsible for increased mixing 
rates with downstream distance. Secondary flow does not appear strongly developed at this 
confluence, not does it have a strong influence on mixing.  
Differences in the hydrodynamics of flow at KRCS for MR >1 and MR < 1 confirms the 
conceptual model of Rhoads (1996), which suggests that flows with higher MR are associated 
with a larger extent of helical motion on the tributary side of the CHZ. The results of this study 
also support previous research that MR is positively correlated with mixing rates at KRCS 
(Lewis and Rhoads, 2015). Also, the velocity and temperature patterns at cross section E during 
KRCS4 are similar to the patterns at cross section C during KRCS3, which implies that similar 
processes might occur during both events, but might occur at different rates or may be affected 
by flow scale (Rhoads, 2006, Lewis and Rhoads, 2015). Thus, the downstream distance that 
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defines the CHZ, and the region affected by flow convergence, varies with hydrodynamic and 
morphodynamic conditions. Studies of mixing usually do not consist of detailed cross-sectional 
measurements that vary in spacing downstream of the confluence depending on the scale of the 
flow event so it is difficult to assess how, if at all, mixing processes might be accelerated or 
delayed during different magnitude flow events (Biron et al., 2004, Lane et al., 2008; 
Constantinescu et al, 2016). It is reasonable to assume that mixing rapidly slows downstream of 
the CHZ as flow recovers to the pre-confluence condition and morphology adjusts to the 
combined flows (Roy and Bergeron, 1990; Rhoads and Kenworthy, 1995), but the extent to 
which the CHZ might change during flows at different stages and during different incoming 
hydraulic conditions remains poorly understood.   
Both thermal mixing and flow patterns at KRTMS are similar to those documented in a 
previous case for this confluence. Rhoads and Sukhodolov (2001) measured a flow at KRTMS 
with a total discharge of 7.65 m3/s, compared to 3.9 m3/s measured in the present study. The 
discharge and velocity ratio measured by Rhoads and Sukhodolov (2001) of 0.47 and 0.74 
respectively are both larger than the values measured in the present study (0.43 and 0.29). In 
both cases, flow from the main stem KR dominates the CHZ, overwhelming left-bank oriented 
flow from the lower discharge and slower moving TMS. In both studies, the mixing interface 
curves slightly to the left near the bed, though remains generally vertical. Similarly, in both 
studies no coherent helical cells are present in the KR side of the CHZ, but some helicity is 
evident on the TMS side of the mixing interface. In both cases, the relatively small amount of 




Mixing patterns at SALINE in the current study are affected by the presence the 
vegetated bench, which was present but smaller and inundated during the previous study (Rhoads 
and Sukhodolov, 2001; Figure 6.2). In the current study, the bar deflected flow towards the 
center of the CHZ, produced strong coherent flow helicity on the SD side of the mixing interface, 
which dissipated quickly, and created a large separation zone. In Rhoads and Sukhodolov (2001), 
a lack of strong secondary motion was reported at locations within the confluence and mixing 
rates were also small. The differences in secondary flow patterns between the previous and the 
current study demonstrates the effect of channel morphology, and how the effect of morphology 
changes with flow stage. In the current study, the bar was not inundated and Saline flow was 
subjected to strong topographic forcing.  
6.6.2 Controls on Mixing Patterns and Rates 
 The results of this study reveal that mixing patterns defined by measurements of flow 
tracers are driven by both advective and diffusive momentum transfer. Mixing occurs where 
strong mean secondary flow occurs, but only when secondary flow interacts with and is in 
contact with the mixing interface between the flows. Mixing appears to be most pronounced in 
cases where the mixing interface is not vertical, which suggests that lengthening of the mixing 
interface allows for greater momentum transfer from one fluid to the other, thereby enhancing 
mixing. When the mixing interface remains vertical, it may widen slightly through redistribution 
of momentum associated with turbulent diffusion by coherent structures within the interface.  
Once levels of high turbulent kinetic energy dissipate, however, further turbulent diffusion is 
limited.  Results for all three confluences indicate that k reduces to nearly background levels 
within a few channel widths downstream of the junction apex.  
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Although the small number of cases at each site must be considered, the controlling 
factors of mixing patterns and rates can be discerned. Increases in mixing rates are positively 
correlated to increases in MR, which leads to expansion of the helical flow cell on the right side 
of the CHZ at KRCS. The consistent presence of a dominant helical cell on the right side of the 
CHZ is the result of CHZ planform curvature and topographic forcing of Copper Slough flow 
over Kaskaskia flow when it enters the scour hole region (Lewis and Rhoads, 2015). Recent 
research suggests discordant confluences can have jet-like hydraulic characteristics, where high-
velocity flow near the water surface originating from the tributary flows over receiving channel 
flow (Sukhodolov et al., 2017; Guillén-Ludeña et al., 2017). The high-momentum tributary flow 
near the surface can be strong enough to impinge upon the opposite bank of the CHZ, a process 
which would become more likely with increased MR (Sukhodolov et al., 2017). A similar 
process might be responsible for the fact that flow from CS nearly impinged upon the left bank 
within the CHZ even when MR < 1. The lack of a scour hole at SALINE may limit the 
effectiveness of secondary flow by preventing vortex stretching through changes in flow width 
and depth like those that occur at KRCS.  
The process of water from one tributary flowing over water from the other tributary will 
be enhanced by buoyancy effects.  The combination of advective effects associated with helical 
motion and buoyancy effects associated with density differences may be responsible for 
anomalously rapid mixing events at confluences (Lane et al., 2008) or even consistent rapid 
mixing at confluences like KRCS (Lewis and Rhoads, 2015; Constantinescu et al., 2016). More 
studies concerning the interplay among MR, density ratio, and channel morphology and resultant 




A previous study of mixing at KRCS indicated that mixing rates were positively 
correlated with MR and negatively correlated with normalized flow depth (Lewis and Rhoads, 
2015). The current data generally plot near the best-fit lines determined by Lewis and Rhoads 
(2015). Each measurement in the current study took place during deeper conditions than the 
average of the previous study, and had lower than average mixing rates. This result fits well 
within the range of expected values identified in the previous study (Figure 6.18). Similarly, 
current data fit the relationship between MR and mixing when outlier MR and DR values are 
excluded from the relationship.  
The dearth of repeated and detailed mixing datasets at multiple natural field sites prevent 
in-depth analysis of potential controls of mixing rates at these sites. Understanding mixing at 
river confluences requires further attention to determine how different factors produce specific 
patterns and resulting rates of mixing. This study emphasizes that mixing patterns and rates 
depend on geometric, quasi-stable elements of the confluence:  junction angle, symmetry ratio, 
bed discordance, and large-scale bed and bank form features. These geometric features usually 
change slowly enough that they can be considered static during a long series of field campaigns, 
although exceptions exist such as in flow with actively evolving bedforms or floods in braided 
rivers (Ashmore and Parker, 1983; Best, 1986). These static drivers of mixing, as well as the 
hydrology of the tributary basins, combine with event-specific hydraulic controls on mixing. The 
important hydraulic controls are the momentum (and therefore discharge and velocity) ratio, 
flow depth or another measure of flow scaling such as width:depth ratio, and the density ratio 
(Biron et al., 2004, Rhoads, 2006, Lewis and Rhoads, 2015, Ramón et al., 2016). Hydraulic 
drivers of mixing are thus expected to be highly dynamic among different flow events, 
particularly where the characteristics of the tributary basins differ substantially.  
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 Consideration of relationships among controls on mixing suggests that static controls 
should dominate mixing at individual confluences by essentially constraining variability in 
lateral momentum transfer within the confluence despite variation in hydraulic characteristics of 
incoming flows.  For example, lateral momentum transfer will be inherently limited at junctions 
of parallel streams but will be pronounced at high-angle junctions, even when flow in a lateral 
tributary is reduced.  Similarly, bed discordance will tend to promote mixing compared to a 
confluence with a concordant bed. The dynamic controls of mixing only modify these patterns 
on an event-by-event basis. Therefore, static controls on mixing generally set both the “mean” or 
“median” mixing rate and pattern as well as the influence on variability of mixing in relation to 
variation in dynamics controls. Confluences that usually mix slowly (rapidly) can experience 
rapid (slow) mixing events, but the occurrence of these events should be rare (Figure 6.18). 
Some confluences, however, such as those in braided rivers, may exhibit geometrical conditions 
that vary over relatively short time scales. Under these conditions, the static geometrical controls 
become dynamic, thereby increasing overall variability and leading to a wide range of possible 
mixing rates. 
6.6 Conclusion  
 This study has examined general patterns and rates of mixing at three small stream 
confluences in East-Central Illinois, USA. Measurements of three-dimensional mean velocity 
together with temperature and turbidity show that rapid mixing occurs when large, channel-scale 
secondary flow transfers momentum across the confluence mixing interface. In regions of the 
CHZ that are not characterized by coherent secondary flow, mixing occurs more slowly. 
Secondary flow patterns take the form of coherent helical cells driven by both the convergence 
of flows in the upstream part of the CHZ and channel planform curvature in the downstream 
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section. Mixing interface distortion, in which the mixing interface curls towards a horizontal 
orientation, is suggestive of strong lateral momentum transfer between flows from each tributary 
and is therefore associated with locally intense secondary flow and rapid mixing. However, 
substantial mixing can still occur when the mixing interface remains vertical, which indicates 
lateral momentum transfer without significant helical flow and could be indicative of a greater 
important of lateral turbulent diffusion in the mixing process. Channel morphology is also a 
significant control on mixing patterns by topographically steering flow and enhancing or limiting 
secondary flow development in certain situations.  
This study also indicates that the mixing efficiency of coherent secondary flow cells 
depends on the size, persistence, and location of these cells. Secondary circulation that extends 
over the channel width, and therefore entrains fluid from the adjacent flow results in more rapid 
mixing than secondary circulation that does not entrain fluid from the adjacent flow. Finally, this 
study supports previous research that mixing is controlled by a complex assemblage of MR, DR, 
and channel morphology and flow scale. Further field, laboratory, and modeling investigations 
















Table 6.1. Measurement campaign 
information.              








(trib)* DR MR A (tot) Fo 
4/5/2016 SALINE1 11.1 12.6 7.5 11 0.000161 1.07 4.07 25.87 
4/12/2016 KRCS1 12.6 14.8 4.5 5 0.000257 2.01 5.34 45.05 
5/3/2016 SALINE2 15 16 6 11.5 0.000157 1.31 4.58 23.55 
5/11/2016 KRCS2 17.1 21.4 4.4 5.5 0.000739 1.58 5.85 20.15 
6/2/2016 KRCS3 19.8 23.7 11 7 0.001004 2.52 7.50 17.40 
6/7/2016 KRTMS1 21.6 20 22 8 -0.00034 0.29 11.87 18.89 
6/24/2016 KRCS4 22.4 26.3 20 8 0.000972 0.82 7.92 15.03 
5/22/2017 SALINE3 16.4 17 26.8 35.5 0.000103 1.43 8.10 11.24 
5/25/2017 KRTMS2 15.5 14.8 30.1 14.7 -0.00011 0.29 18.08 19.40 
















































m, Q* m, A* 
Q ratio - 
A ratio 
m, Q - m, A 
7/25/1991 KRCS 0.69 1.00 0.68 0.68 0.76 0.91 0.93 0.00 -0.02 
8/23/1991 KRCS 0.72 0.64 0.46 0.29 0.53 0.96 0.94 -0.26 0.02 
12/6/1991 KRCS 1.00 1.61 1.60 2.57 1.69 0.78 0.85 0.60 -0.06 
1/28/1992 KRCS 0.82 4.62 3.81 17.60 6.71 0.86 0.74 2.98 0.11 
3/20/1992 KRCS 0.83 2.09 1.74 3.63 2.07 0.79 0.78 0.91 0.01 
4/24/1992 KRCS 0.94 1.93 1.80 3.47 2.03 0.88 0.85 0.87 0.04 
5/24/1992 KRCS 0.98 0.75 0.74 0.55 0.76 0.77 0.76 -0.25 0.01 
6/8/1992 KRCS 0.98 1.02 1.00 1.03 1.01 0.82 0.82 0.02 0.00 
6/19/1992 KRCS 0.86 2.43 2.09 5.09 2.62 0.67 0.63 1.23 0.04 
7/15/1992 KRCS 0.87 0.63 0.55 0.35 0.60 0.85 0.81 -0.32 0.03 
8/5/1992 KRCS 0.92 1.68 1.55 2.59 1.68 0.73 0.72 0.62 0.02 
9/14/1992 KRCS 0.97 5.67 5.50 31.20 10.83 0.62 0.44 4.53 0.17 
4/5/2016 SALINE 1.21 0.94 1.14 1.07 1.09 1.01 1.01 -0.07 0.00 
4/12/2016 KRCS 0.86 1.53 1.31 2.01 1.43 0.92 0.93 0.45 -0.01 
5/3/2016 SALINE 1.20 1.04 1.25 1.31 1.20 0.86 0.86 0.05 0.00 
5/11/2016 KRCS 0.83 1.38 1.15 1.58 1.24 1.04 1.04 0.32 0.00 
6/2/2016 KRCS 0.92 1.66 1.52 2.52 1.65 0.91 0.89 0.60 0.02 
6/7/2016 KRTMS 0.63 0.68 0.43 0.29 0.50 1.15 1.06 -0.20 0.09 
6/24/2016 KRCS 0.89 0.96 0.85 0.82 0.88 0.97 0.97 -0.03 0.00 
5/22/2017 SALINE 1.26 1.07 1.34 1.43 1.28 0.94 0.94 0.08 0.00 
5/25/2017 KRTMS 0.64 0.43 0.43 0.29 0.45 1.04 0.97 -0.21 0.06 
*the mixing metric (m) at the first measured downstream cross section, 
normalized by each variable.     
        
Bold rows indicate campaigns where the A-normalized metric substantially 
















Table 6.3. Mixing rates, where 1 = full mixing and 0 = no mixing. 
Date  Confluence Mixing, m 
  E* 
4/12/2016 KRCS 0.34 
5/11/2016 KRCS 0.62 
6/2/2016 KRCS 0.63 
6/24/2016 KRCS 0.47 
  9* 
4/5/2016 SALINE 0.14 
5/3/2016 SALINE 0.31 
5/22/2017 SALINE 0.13 
  10* 
6/7/2016 KRTMS 0.49 
5/25/2017 KRTMS 0.39 











































Figure 6.4. When discharge and area ratio are the same or very similar, the upstream standard 
deviation (mixing interface denoted by solid vertical line) is taken over essentially the same 
number of points using either weighting method (A). If the tributary has more discharge than the 
main stream but the area ratio between them is the same, the upstream standard deviation will 
contain more tributary points than main stream points (B). In (B), the mixing interface as defined 
by area ratio is denoted by the solid vertical line and the mixing interface as denoted by the 




Figure 6.5. Mixing pattern determined by temperature at KRCS at cross sections A3, A, C, and E 
for case KRCS4. The contour depicts the temperature differences from the cross-sectional 




Figure 6.6. Three-dimensional velocity at KRCS at cross sections A3, A, C, and E for case 
KRCS4. Contours show downstream (U) velocity while vectors show vertical (W) and 









Figure 6.8. Comparison of mixing patterns between KRCS4 (left) and KRCS3 (right) at cross 
sections A, C, and E. Cross section A3 is not plotted because little mixing has occurred at that 




Figure 6.9. Comparison of three-dimensional mean velocity patterns between cases KRCS4 (left) 




Figure 6.10. Comparison of three-dimensional mean k patterns between cases KRCS4 (left) and 




Figure 6.11. Mixing pattern determined by turbidity at SALINE at cross sections 3, 5, 7, and 9 
for case SALINE2. The contour depicts the turbidity differences from the cross-sectional average 
value. Note the different scale at cross section 9, necessitated by changing diurnal changes in 





Figure 6.12. Three-dimensional velocity at SALINE at cross sections 3, 5, 7, and 9for case 
SALINE2. Contours show downstream (U) velocity while vectors show vertical (W) and 










Figure 6.14. Mixing pattern determined by temperature at KRCS at cross sections 2, 6, 8, and 10 
for case KRTMS1. The contour depicts the temperature differences from the cross-sectional 




Figure 6.15. Mean three-dimensional velocity at KRTMS at cross sections 2, 6, 8, and 10 on 
6/7/2016. Contours show downstream (U) velocity while vectors show vertical (W) and 









Figure 6.17. Change in mixing metric from most upstream measured cross section (1) to most 




Figure 6.18. Relationships among MR, DR, and As and change in mixing metric for Lewis and 
Rhoads (2015 – black points) and current study (green points). Red points are anomalously high 
MR values, blue points are anomalously high DR values. Circled points in the DR plot all have 












Figure 6.19. Conceptual plots of mixing at river confluences. Panel A depicts a confluence where 
slow mixing dominates, such as at a parallel, concordant junction. Panel B depicts a confluence 
where rapid mixing dominates, such as a 90o, discordant junction. Highly variables confluences 

















SUMMARY AND CONCLUSIONS 
7.1. Summary of Findings 
The primary goals of the research presented in this dissertation were to combine image-
based velocity measurement techniques with traditional in-stream flow and tracer measurements 
to improve understanding of flow and mixing at river confluences. Through the development and 
extension of large-scale particle image velocimetry (LSPIV) and its deployment from small 
unmanned aerial systems (sUAS), this dissertation helps to advance research into how image-
based velocity measurements can supplement and improve studies of complex natural fluvial 
system. In doing so, the results of the research presented in this dissertation also serve to enhance 
knowledge of the hydrodynamics at confluences, how flow is modified by controlling factors 
such as momentum ratio and channel morphology, and what aspects of flow at confluences 
control mixing patterns and rates. Therefore, this research is an invaluable addition to the 
existing scientific literature on LSPIV, sUAS, and flow and mixing at river confluences.  
This dissertation consisted of four related but distinct chapters focusing on field research 
at river confluences in East-Central Illinois, USA, to address these research goals. The first 
chapter focused on adapting LSPIV for use at river confluences, where complex, spatially and 
temporally variable two-dimensional flow is a dominant feature. LSPIV was proven to yield 
accurate, high resolution data with the potential to advance understanding of mean flow and 
coherent flow structures at confluences. The second chapter extended the testing and analysis of 
LSPIV, comparing stationary and sUAS-derived LSPIV results to in-stream references. Results 
assessed the complicating factors of LSPIV obtained from sUAS and confirmed that the method 
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can be substantially improved while not sacrificing data accuracy even aboard an unsteady 
mobile platform. The third chapter applied lessons learned from the first two chapters and 
developed hydrodynamic maps at two river confluences, in a variety of flow conditions, with 
high spatial detail. This study demonstrated the potential for sUAS-derived LSPIV to yield 
breakthroughs in understanding of confluence flow dynamics when combined with traditional 
measurements. Finally, the dissertation’s fourth chapter assessed mixing patterns and rates at 
three geometrically distinct confluences with cross-sectional measurements of three-dimensional 
velocity and water properties. The results of this chapter improve understanding of the nature of 
flow mixing at confluences and which factors control mixing under specific hydrodynamic and 
morphodynamic conditions.  
 The research in this dissertation was guided by overarching key objectives and questions 
discussed in the first chapter. Specific responses to the research questions are considered here. 
 
1. What is the utility of mixed-method approaches that include LSPIV and in-stream 
measurements for field studies of confluences? Can these methods accurately characterize mean 
and quasi-instantaneous two-dimensional surface velocity patterns at confluences? 
 The results of chapters 3, 4, and 5 conclusively demonstrate that LSPIV is a robust and 
high-quality complement to traditional in-stream measurement techniques and should continue to 
yield quality results in the field. LSPIV methods can cover a large spatial area and obtain 
velocity many times per second, which are advantages over currently deployed in-stream 
measurement methods. While LSPIV can only characterize flow at the water’s surface, it can be 
combined with in-stream methods and measurements of channel morphology to improve 
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understanding of the full complexity of flow at confluences and other regions of complex flow 
within fluvial systems. Extensive testing of LSPIV methods compared to near-surface acoustic 
measurements in chapters 3 and 4 demonstrate that LSPIV is accurate to within about 5 % under 
normal conditions, though poor environmental conditions such as high winds or intense sunlight 
reflection can degrade LSPIV quality. Mean 2D flows are relatively easy to obtain with LSPIV, 
because sources of errors such as poor seeding density, changes in illumination, and camera 
movement in response to wind become averaged out within a reasonable sample time (around 30 
s). Quasi-instantaneous flow structures are more difficult to measure because errors might be 
large between any two successive image frames. However, under ideal circumstances when the 
flow structure is physically large and has a strong velocity, camera movement is small and image 
resolution is high, and when particle seeding is dense and consistent, important quantitative 
information on flow structures can be obtained with LSPIV. This capability represents a 
substantial advancement over in-stream point or cross-sectional measurement techniques because 
flow structure characteristics can be directly measured and visualized rather than inferred from 
sparse measurements.  
 
2. What improvements or complications arise when obtaining imagery for LSPIV with a small 
unmanned aerial system? Do small unmanned aerial systems increase the usefulness of LSPIV, 
or is the use of sUAS to characterize two-dimensional surface velocities severely compromised 
by image resolution or camera movement? 
 Chapters 4 and 5 of this dissertation show that LSPIV can be significantly enhanced 
when imagery is captured from high-resolution cameras aboard inexpensive consumer-grade 
sUAS. Although sUAS are not as stable as other methods of mounting cameras, this study 
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reveals that removing all movement from cameras deployed in the field is impractical in many 
situations and at sites that do not have pre-existing infrastructure. sUAS can maintain the camera 
orthogonal to the water surface, and chapter 4 reveals that when flying within about 20 m of the 
water surface total image distortion is low and imagery can be considered essentially orthogonal. 
The mobility of sUAS, both vertically and horizontally, is a major advantage over fixed methods, 
which must be aligned obliquely to the water surface to view a large spatial area or are limited in 
spatial area when deployed to obtain vertical imagery. Therefore, obtaining LSPIV with sUAS 
removes the need for extensive image rectification and substantially increases the flexibility of 
LSPIV. Images of flow in difficult-to-reach locations can be more practically obtained with 
sUAS. The results of chapters 3, 4, and 5 also show that image resolution and camera movement 
associated with flying sUAS do not preclude high-quality LSPIV measurements. Mean velocities 
are relatively unaffected by sUAS movement, though capturing flow structures proved to be 
more challenging due to a combination of complex velocity structure and small structure size at a 
given sUAS flying height.  
 
3. How does the structure of three-dimensional mean flow at confluences vary with changes in 
upstream momentum flux ratio, upstream density differences, total discharge within the 
confluence, bed and bank morphology, and distinct geometrical constraints such as confluent 
angle and symmetry ratio? 
 Chapters 5 and 6 of this dissertation answer this research question by using both LSPIV 
and in-stream measurements to capture flow at confluences in detail. Chapter 5 explores this 
issue by mapping hydrodynamic zones within two confluences under low and high momentum 
ratio conditions. The results of Chapter 5 reveal that in the five studies field cases many 
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hydrodynamic zones are consistent with standard conceptual models. At the first confluence at 
high momentum ratio, tributary flow streamlines curve strongly as flow enters the receiving 
channel, and the separation zone is large and contain well-developed recirculating flow. The 
stagnation zone is displaced towards the low-momentum tributary along the inner bank. The 
shear layer between the flows develops Kelvin-Helmholtz vortices, or rollers, which grow in 
size, advect downstream along the shear layer, and then dissipate due to bed friction. When 
momentum ratio is near one, a strong velocity deficit zone exists downstream of the stagnation 
zone, and the mixing interface has a wake-like structure. The stagnation zone is centered on the 
upstream junction corner, and the separation zone is small and weak. When momentum ratio is 
nearly one, flows mutually deflect one another within the flow convergence zone, and flows 
from both tributaries are associated with considerable flow streamlines curvature. In addition, the 
results of Chapter 5 indicate that morphology is a strong control on confluent flow, and that 
exposed bars or protruding sections of bank modify the standard regions of flow. At the first 
confluence, an exposed bar diverted flow towards the inner junction corner, contributing to jet-
like flow within the confluence. At the second confluence, a section of protruding bank created a 
large separation zone regardless of hydraulic conditions.  
 Chapter 6 contains results from cross-sectional measurements of flow at three 
confluences with different geometry and morphology, and results from this chapter also address 
the third research question. At an asymmetrical confluence with a large junction angle, 
secondary flow in the form of coherent, channel-scale helical cells dominate flow within the 
entire confluence hydrodynamic zone. In the upstream portion, helical cells exist on both side of 
the mixing interface/shear layer, while in the downstream portion, receiving channel curvature 
reinforces curvature of the tributary flow and the helical cell on the tributary side dominates. 
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This pattern exists at both low and high momentum ratio, though at high momentum ratio the 
extension and strengthening of the tributary helical cell occurs farther upstream and is more 
extensive, diminishing the size and importance of the main channel helical cell. At a 
symmetrical, large angle confluence with a protruding vegetated section of bank, the straight 
receiving channel limited the effect of flow curvature within the downstream portion of the 
confluence. A large, strong zone of flow separation formed in the lee of the obstacle, which 
constricted the region of flow convergence and mutual flow deflection typically found at 
confluences. In a symmetrical, low angle confluence, channel-scale secondary circulation was 
limited in spatial extent and not easily explained by flow streamline curvature. The mean feature 
of flow in this case was acceleration and decleration of flow due to channel narrowing and 
widening. 
 
4. How does mixing vary within confluences with changes in upstream momentum flux ratio, 
upstream density differences, total discharge within the confluence, bed and bank morphology, 
and distinct geometrical constraints such as confluent angle and symmetry ratio? 
 The results of Chapter 6 of this dissertation directly relate to mixing patterns and rates at 
river confluences, and confirm that lateral advection of streamwise momentum is a dominant 
control on mixing. Distortion of the mixing interface towards a horizontal orientation was found 
to be an important sign of enhanced mixing, and indicates that channel-scale secondary flow is 
strong. The secondary flow occurs as helical cells, which are strongest in regions of intense flow 
streamline curvature. Therefore, the results of Chapter 6 show that flow streamline curvature is 
an effective control on mixing and one of the reasons why mixing occurs rapidly at confluences. 
At the asymmetric, large angle confluence, mixing generally occurred rapidly because a strong 
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helical cell was maintained throughout the downstream portion of the confluence. At the 
symmetrical large angle confluence, helicity rapidly dissipated, and mixing diminished 
substantially downstream of this region of dissipation. At the other symmetrical confluence, 
strong, well-structured secondary flow in the form of helicity was not detected, but mixing still 
occurred relatively rapidly (30-40%), indicating that turbulent diffusion of momentum across the 
mixing interface had an important influence on mixing.  
7.2. Future Work 
 The research in this dissertation demonstrates the utility of LSPIV and remotely sensed 
sUAS measurements of velocity, combined with in-stream measurement techniques, for 
improving understanding of flow processes in complex natural river systems. The results of this 
research also inform studies of mixing processes and rates at confluences, which are regions of 
intense spatial gradients. Although these findings improve understanding of flow at confluences, 
additional research is required to more thoroughly understand a number of topics presented in 
this research. 
 The capability of LSPIV to measure in the field is limited mostly by the quality of 
particle seeding, camera movement, and image resolution and illumination. In this study, while 
LSPIV generally performed well in regions of convergent and divergent flow, there were regions 
that were seeded inconsistently or that could not be seeded at all. Because uniform, consistent 
particle seeding is critical to obtaining high-quality LSPIV, future studies that address this 
limitation are needed. As sUAS allow for increased spatial coverage of LSPIV, the problem of 
poor seeding becomes more important. This study indicated that at wide rivers or rivers with 
irregular banks covered by vegetation, it is difficult to adequately seed the entire field of view 
consistently. Regions of sparse seeding can lead to incorrect interpretations of flow patterns and 
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processes, which limit the utility of the method. Future research on this issue should explore 
combining LSPIV with LSPTV, which performs better when seeding density is low, as well as 
developing new particles that are inexpensive. In addition, more robust particle seeding 
techniques should be developed to consistently seed particles over river surfaces, thereby 
increasing the likelihood of dense, uniform seeding. Such methods might include automated, 
channel-spanning particle delivery systems.  
In this study, camera movement was found to degrade LSPIV measurements from both a 
stationary, channel-spanning camera mount and from sUAS. Mobile LSPIV camera mounts that 
completely remove movement, or techniques that can remove movement in post-processing, 
should continue to be developed. Although this study indicated that mean flows are not 
substantially affected by camera movement, the conditions under which camera movement is 
acceptable, and how much movement might degrade measurements, should continue to be 
explored.  
In this, as in all LSPIV studies, image quality was an important factor in the quality of the 
resultant velocity. Image resolution is a limiting factor of LSPIV, although this study revealed 
that in low order channels between 5 and 20 m in width, consumer grade action cameras and 
sUAS flying within about 20 m of the water surface have sufficient resolution to obtain detailed 
velocity. The capability of sUAS to capture imagery high above the water surface means that 
image resolution is an important consideration at high camera heights. To date, few, if any, 
studies have assessed the accuracy of sUAS measurements of surface velocities at high camera 
heights and over large spatial areas, and future studies that adopt these methodologies should be 
pursued. This study used ambient illumination conditions, which was generally acceptable and 
did not strongly influence image quality. However, future research that can remove or mitigate 
241 
 
sunspots, or obtain LSPIV data in the dark, are needed. Thermal imaging is a promising LSPIV 
methodology that is less affected by image illumination concerns, and should continue to be 
refined and explored.  
This study revealed that in some conditions LSPIV can resolve quasi-instantaneous flow 
structures, while in other conditions the method cannot suitably characterize such structures. 
When the velocity signal and physical size that defines the flow structure is large compared to 
LSPIV limitations such as camera movement and image resolution, flow structures can be 
measured. However, the nature of these relationships presented in this study is qualitative, and 
more research should focus on the conditions under which flow structures can be accurately 
measured. Future work should include the development of a formula-based assessment of the 
conditions needed for quasi-instantaneous flow structure measurement to allow researchers to 
understand the likelihood of success before the measurement campaign is undertaken.  
To facilitate comparison between mixed LSPIV and in-stream measurements, future 
work should also focus on developing better relationships between surface flow and flow at 
different depths within the water column, specifically in regions of non-uniform flow such as 
confluences. This study revealed that surface flow patterns can characterize hydrodynamic zones 
at confluences, but that because surface flow can differ greatly in magnitude and direction from 
sub-surface flow. LSPIV results are more completely understood when supplemented by in-
stream three-dimensional flow measurements. Currently, LSPIV methods cannot measure below 
the surface of the water in natural conditions, so future research that attempts to extend LSPIV 
beyond the water surface should be explored. Continued research on methods that 
simultaneously measure flow and bathymetry is also recommended so that the context of surface 
flow patterns in relation to channel morphology at the moment of measurement can be better 
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understood. In addition, studies that couple high-resolution LSPIV with computational modeling 
represent an exciting approach to obtaining information in regions of flow difficult to 
characterize with traditional in-stream velocity measurement methods. Models can be validated 
with surface flow patterns obtained with LSPIV, lending more explanatory power and certainty 
to conclusions obtained from these models.   
This study assessed mixing patterns and rates at confluences entirely with in-stream 
measurements, though the potential to obtain quantitative information on mixing with remotely 
sensed and sUAS methods is promising. Future studies might combine sUAS-derived LSPIV 
velocities with calculation of mixing rates derived from the change in thermal or suspended 
sediment concentration values of each tributary and within and downstream of the confluence. 
The extent to which surface patterns in flow property gradients match sub-surface patterns are 
not well understood, and this topic is deserving of further research.  
Mixing at river confluences has been assessed in only a small number of field sites and 
during a limited suite of hydrodynamic and morphodynamic conditions. However, even in these 
cases, it has proven difficult to obtain strong relationships between mixing rates and controlling 
factors. More research that explicitly measures mixing rates together with hydrodynamics at 
many confluences is needed. In addition, research that attempts to combine detailed analytical 
treatments of mixing and controlling factors with experimental and field studies warrant 
continued exploration. So far, many studies on mixing at confluences have focused on mixing 
qualitatively or only semi-quantitatively, largely due to the difficulties involved in obtaining 
measurements suitable for detailed analytical assessments of mixing. The continued development 
of field techniques should be combined with detailed computational models and laboratory 
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