Abstract. We establish an ordering criterion for the asymptotic variances of two consistent Markov chain Monte Carlo (MCMC) estimators: an importance sampling (IS) estimator, based on an approximate reversible chain and subsequent IS weighting, and a standard MCMC estimator, based on an exact reversible chain. Essentially, we relax the criterion of the Peskun-Tierney ordering, and obtain, in place of a strict ordering, a bound of the asymptotic variance of IS by that of the direct MCMC. Simple examples show that IS can have arbitrarily better or worse asymptotic variance than Metropolis-Hastings and delayed acceptance (DA) MCMC. Our ordering implies that IS is guaranteed to be competitive up to a factor depending on the supremum of the (marginal) IS weight. We elaborate upon the criterion in case of unbiased estimators as part of an auxiliary variable framework. We show how the criterion implies asymptotic variance guarantees for IS in terms of pseudomarginal (PM) and delayed acceptance (DA) correction of approximate chains. We also show that convergence of the IS chain can be less affected by unbounded/noisy unbiased estimators than PM and DA chains.
Introduction
Markov chain Monte Carlo (MCMC) algorithms are important for sampling. They are widely applicable and asymptotically exact under mild hypotheses. As they take considerable time to run, it is of interest to know which MCMCs are more efficient. The standard measure of statistical efficiency for MCMCs is the asymptotic variance, as it corresponds with the limiting variance of a √ n-central limit theorem (CLT) (cf. Proposition 1). A famous ordering criterion for the asymptotic variances of two reversible Markov chains is the Peskun ordering [47, Thm. 2.1.1], later extended to general state spaces by Tierney [58, Thm. 4] . The result has been applied and extended to various settings, e.g. continuoustime chains [34, 42] , Gibbs [4] and hybrid [1, 40] samplers, and to pseudomarginal (PM) chains [3, 8, 9, 23, 56] , where it is used in particular for the proof of the 'convex order' criterion for PM chains [9] . The aforementioned orderings have in common that the two chains being compared share the same invariant probability, at least marginally.
1.1. Ordering criterion. We suggest a Peskun type ordering for importance sampling (IS) MCMC estimators to compare with standard MCMC estimators. IS is based on a chain targeting an approximate probability µ of the target probability ν of interest. A final IS correction phase is then used, which involves an IS weight w satisfying µ(wf ) = ν(f ) for suitable functions f [cf. 21, 26, 27, 29, 61] . We seek to compare IS with the typical MCMC, i.e. standard averages of a reversible chain targeting ν. Instead of a strict ordering as in Peskun-Tierney, we obtain a quasi -ordering involving constants depending on w and the function variance (Theorem 2). A product space version for augmented IS kernels (Theorem 5) will turn out to be particularly useful when unbiased estimators are introduced as part of an auxiliary variable framework.
1.2. Popular direct MCMCs. The workhorse of the reversible MCMC world is the Metropolis-Hastings algorithm [cf. 29] , or equivalently, its novel reformulation in terms of unbiased estimators, the PM algorithm [36, 6] . A PM variant, known as delayed acceptance (DA) [cf. 36, 38, 17] , has drawn considerable attention recently as a means to accelerate PM [cf. 10, 18, 20, 24, 28, 49, 53, 54, 55, 57, 61] ; see also §7.3 for examples in different settings. Although the statistical efficiency of DA is worse than PM by Peskun-Tierney, the overall computational efficiency of DA can be better, as judged by empirical wall-clock time to reach a certain confidence interval assuming the chains start at stationarity. The acceleration is based on decreasing the number of expensive calculations in the standard PM implementation by using an intermediate approximation as a 'screening' step (cf. Algorithm 3, p. 13).
1.3. The IS vs. direct MCMC question. As IS and DA are consistent MCMCs which can use the same intermediate approximation, and along with PM are asymptotically exact, there is a choice about which algorithm to use. A study of self-normalised IS versus the independence Metropolis-Hastings has been made in [37] , who also explain why the objective function plays a rôle in IS, which can be super-efficient, i.e. better than sampling i.i.d. from the target distribution (but IS can also be worse). Asymptotic variances are explicitly computed and compared in some discrete examples in [12] who find that IS and Metropolis-Hastings can be competitive, but that Metropolis-Hastings can do much better (see also [11, §4.2] ). On the other hand, [59] study independent IS with unbiased estimators, and find that this performs better than PM in their experiments (see also [16] ). The algorithm of [48] in the setting of approximate Bayesian computation setting involving a two-phase IS approach is also found to perform better experimentally than a direct approach. The IS versus DA question has been noted in [18, §3.3.3] , who mention the likely improvement of IS over DA in massive parallelisation. A methodological comparison of the alternatives in the general MCMC and joint inference context is made in [61] , who investigate empirically the relative efficiencies, finding that IS and DA can be competitive, with IS doing slightly better than DA in their experiments, with little or no parallelisation. The gap widens with increased parallelisation, a known strength of the IS correction [cf. 18, 33, 48, 61 ].
1.4.
Either may do arbitrarily better in asymptotic variance. Ignoring computational and implementation aspects for the most part (but see the discussion in §7), this paper seeks to address the question generally in terms of the asymptotic variances. The prior references and the examples provided in Appendix D show that the answer can not be completely simple. We give toy examples where either IS or PM/DA can do (arbitrarily) better than the other in terms of asymptotic variance (cf. Figure 1 , and Appendix D for details). . The benefit of a slow transition to the target is well-known throughout the IS repertoire, e.g. in sequential IS [39] and annealed IS [43] . The possible mixing improvement of the IS first phase as a 'warm start' is not shared by PM/DA, which targets ν directly.
In the simple setting of the examples, where no unbiased estimators are used, Corollary 4 gives guarantees that IS performs competitively with PM/DA if the IS weight is bounded, which is always true if µ is the uniform density and ν is a bounded density.
1.6. Unbiased estimators. After extending Theorem 2 to an auxiliary variable framework suitable for pseudomarginal chains and unbiased estimators (Theorem 12), we show a quasi-ordering for IS and PM/DA (Theorem 14), implying asymptotic variance guarantees for IS in terms of PM/DA. When the IS weight is estimated unbiasedly, the essential assumption for our ordering to hold is boundedness of the IS weight estimator conditional means, not necessarily the IS weight estimator itself. Also, the objective function may depend on the latents, which is usually not the case for Peskun type orderings for PM chains (cf. Remark 6(i)). These relaxations are ultimately due to the augmented kernel structure of the IS chain (16) (cf. Lemma 22(iii)). 
Notation and definitions
2.1. Notation. The spaces X we consider are assumed equipped with a σ-algebra, denoted B(X), and with a σ-finite dominating measure, denoted 'dx.' Product spaces will be assumed equipped with their product σ-algebras and corresponding product measures. If µ is a probability density on X, we denote the corresponding probability measure with the same symbol, so that µ(dx) = µ(x)dx.
For m ∈ N and x (i) ∈ X for i = 1, . . . m, we write
is the vector of length m − 1 obtained from x by deleting the ith entry. Throughout, ν will denote the target probability of interest, and for ϕ ∈ L 1 (ν) we setφ :
Definitions. Let µ and ν be σ-finite measures on X. If µ(A) = 0 implies ν(A) = 0 for all A ∈ B(X), we say that ν is absolutely continuous with respect to µ, and write ν µ. Suppose ν µ. A Radon-Nikodým derivative of ν with respect to µ is a measurable function
If also µ and ν are probability densities, then it is easy to see that
, and is equivalent with
. Let µ be a probability on
, then K is said to satisfy detailed balance with respect to µ, or briefly, K is µ-reversible. This implies that K is µ-invariant, and that the Dirichlet form
Definition 1 (Harris ergodic). A Markov chain K is µ-Harris ergodic if K is µ-invariant, ψ-irreducible, and Harris recurrent.
See [41] for details. Most MCMC schemes are Harris ergodic, although a careless implementation can lead to a non-Harris chain [cf. 50].
Definition 2 (Asymptotic variance). Let (X k ) be a µ-Harris ergodic Markov chain with transition K. For f ∈ L 2 (µ) the asymptotic variance of f with respect to K is defined, whenever the limit exists in [0, ∞], as
where (X 
where N (a, b 2 ) is a normal random variable with mean a and variance b 2 .
See [41] for definition of aperiodic. Proposition 1 above explains the importance of the asymptotic variance, since it is the CLT limiting variance.
3. Peskun type ordering for normalised importance sampling 3.1. General case. Let µ and ν be probability measures on a space X, and let w : X → [0, ∞) be a nonnegative measurable function.
Assumption 1 (Importance sampling). A triplet (µ, ν, w) is such that ν µ and w(x) = dν dµ (x) is the Radon-Nikodým derivative.
Assumption 2. A heptuple (µ, ν, w, K, L, c, c) is such that (µ, ν, w) satisfies Assumption 1, K and L are Harris ergodic Markov chains reversible with respect to µ and ν, respectively, and the constants c, c
Remark 3 
3.2.
Intermezzo: some simple comparison examples. We show how Theorem 2 implies results in two simple and common settings before introducing the various machinery that occupies the remainder of this paper.
3.2.1. With Metropolis-Hastings and delayed acceptance correction. Let q be a probability kernel and ν a probability on X. With
, and otherwise we define r (ν) (x, x ) := 0. The MetropolisHastings chain MH(q → ν) with proposal q and target ν has kernel
where δ x is the Dirac measure at x, α MH (x) := P x (X\{x}) [cf. 29, 38] . If (µ, ν, w) satisfies Assumption 1, and K is a µ-reversible kernel, we define the DA correction to be the chain with transition kernel given by
where [10, 38] and §6.1).
Corollary 4. Suppose (µ, ν, w) satisfies Assumption 1, and that
, where K is a µ-reversible kernel, or (II) L = P (6), and K =MH(q → µ). Assume K and L form Harris ergodic chains. The following statements hold.
(
The proof follows from Theorem 2 and Lemma 21 of Appendix B. We also remark that (6) may be viewed as q DA , if we were to allow weights of the form
3.2.2. With Gibbs samplers and delayed acceptance correction. Suppose ν is probability density on a product space X := X 1 × · · · × X m , with m ∈ N. Let I be a Markov kernel on the discrete set {1, . . . , m}. For example, the 'scan' I could be a systematic scan: I i (j) = δ i+1 (j) for i = 1, . . . , m − 1, and I m (j) = δ 1 (j). Or, I could be a random scan:
, which, to avoid technical problems, may be assumed strictly positive. We define a Markov transition density q on X × {1, . . . , m},
The Metropolis-within-Gibbs with random scan, MGrs(q → ν), has kernel 
) for all i = 1, . . . , m, then the acceptance ratio is identically 1 and MGrs(q → ν) becomes the standard Gibbs sampler.
Suppose µ is a density on X with ν µ. Because the MGrs may be viewed as a full-dimensional MH on X × {1, . . . , m}, Corollary 4 applies.
3.3.
Marginalisations and augmented importance sampling kernels. Let X = T × Y, where T and Y are measurable spaces. For a probability µ on X, denote by µ * (dθ) = µ(dθ, Y) its marginal probability. If (µ, ν, w) on X satisfies Assumption 1, then ν * µ * , and with w
We introduce the notion of an augmented Markov kernel, as in [9, 61] .
Definition 3. LetK be aμ-invariant Markov kernel on T, and let Q θ (dy) be a probability kernel from T to Y. The Q-augmentation ofK, or the Q-augmented kernel K, is a Markov kernel on X, with transition K and invariant measure µ, given by
Theorem 5. Suppose Assumption 3 holds, and that K is an augmented kernel as in Definition 3. Let ϕ ∈ L 2 (ν) with wϕ ∈ L 2 (µ). With N K := 0 if K is positive, and N K := 1 if not, the following bound holds:
Moreover, if wϕ only depends on θ ∈ T, then (4) holds. 
with transitionK θn (dθ , dn ) and holding times
For a Harris ergodic chain K, (Ñ k ) k≥1 are independent random variables given (Θ k ) k≥1 , whereÑ k is geometrically distributed with parameter α(Θ k ). Here, α(θ) := K(θ, T\{θ}) is the acceptance probability function of K at θ ∈ T. See [61, Prop. 27 ] for this as well as for proof of the following result.
Lemma 7. Let K be a µ-invariant Markov chain with α > 0. The jump chainK has transitionK(θ, A) = K(θ, A\{θ})/α(θ), for all A ∈ B(Θ), and isμ-invariant, whereμ(dθ) = α(θ)µ(dθ)/µ(α). Moreover, K is µ-reversible iffK isμ-reversible, and K is µ-Harris ergodic iffK isμ-Harris ergodic.
We note that (Θ k ,Ñ k ) k≥1 has as its transition the Q (N ) -augmentation ofK (Definition 3), whereK is as in Lemma 7 and Q (N ) [23] . Different estimators can sometimes be used in place of (Ñ k ), which can lead to lower asymptotic variance of the related MCMC than when not using the jump chain, or when using the jump chain with standard (Ñ k ) [22] .
4.2. Self-normalised importance sampling. Jump chains can be naturally used with IS estimators, and can lead to improved computational and statistical efficiency [cf. 61] . To avoid redundancy, we shall adhere to the following convention: when we write (Θ k , N k , a, µ), it shall stand simultaneously for (Θ k ,Ñ k , α,μ), corresponding to an IS jump chain (denoted 'ISJ'), and for (Θ k , 1, 1, µ), corresponding to a non-jump IS chain (denoted 'IS0').
Suppose (µ, ν, w) satisfies Assumption 1 and that (Θ k ) k≥1 is µ-Harris ergodic. Often one can not evaluate w(θ). However, one can often evaluate an unnormalised version w u (θ) = c ξ · w(θ), with c ξ > 0 a (unknown) constant. In this case, for ϕ ∈ L 1 (ν), one can use the following SNIS estimator,
By Harris ergodicity, the SNIS estimator is a consistent estimator for ν(ϕ),
Next we consider a framework on an extended space, from which a Peskun type ordering for SNIS will trivially follow (Remark 13(ii) of Theorem 12).
Unbiased estimators and exact approximation schemes
In an auxiliary variable framework, such as a latent variable model, joint inference involves expectations of the form
where θ ∈ T is the model 'parameter' and z ∈ Z is the 'latent variable' or 'state.' The marginal inference case, i.e. when f (θ, ·) = f (θ) only depends on θ ∈ T, is important for model parameter estimation [cf. 6]. State estimation (when θ is viewed as fixed) is possible in the state space model (SSM) setting using sequential Monte Carlo (SMC) [cf. 39], while particle MCMC [2] , which uses a specialised SMC within an MCMC, allows for joint inference.
5.1. Exact approximation schemes. The approximation schemes we consider rely on the existence of PM probability kernels, which could correspond e.g. to i.i.d. IS, or to SMC, and which are basic to the PM approach [6] .
We associate to a probability kernel Q (U )
We then similarly associate to a probability kernel Q
Assumption 4 (Pseudomarginal kernels). The two kernels and two functions defined above determine probability measures µ on T × U and π on T × U × V, given by
where c η and c ζ are finite normalising constants. For a target probability ν on a space T × Z, withν(dθ) := ν(dθ, Z) as before, we assume conditions:
'(IS estimator) support cond.'
If Assumption 4 holds, for f ∈ L 1 (ν) we define the following functions of
We define the following subsets
Regarding Assumption 4 and the above definitions:
. In many settings, e.g. SSMs where V k is constructed from SMC as part of a particle MCMC, L The following concerns a PM type scheme targeting ν directly. 
Proof. Follows by Harris ergodicity, as π(ζ(f )) = ν(f ), f ∈ L 1 π (ν). Consider now an IS scheme (Algorithm 1) as in [61] . Compared to [61] , we additionally assume µ-reversibility of the base chain and nonnegativity of the estimators ζ (i) ≥ 0. This is done to facilitate comparison with the previous PM type scheme corresponding to PM and DA algorithms, which are π-reversible and require ζ (i) ≥ 0, as ζ (1) is present in their acceptance ratio (cf. §6). If Assumption 4 (PM kernels) holds, then for all f ∈ L 1 π (ν),
where c ξ := c ζ /c η , and m f is defined in (13) . This motivates the following consistency result, an instance of [61, Prop. 15] for the N k = 1 case (IS0) and [61, Thm. 11] for the N k =Ñ k case (ISJ).
Algorithm 1 (Importance sampling scheme). Suppose Assumption 4 holds.
(Phase 1) Let (Θ k , U k ) k≥1 be a µ-reversible Harris ergodic Markov chain. (Phase 2) For each k ≥ 1, let V k be drawn as follows, for the IS0 and ISJ cases:
(ISJ) Form a jump chain (Θ k ,Ũ k ,Ñ k ) k≥1 , and draw V k from some kernel
Remark 11. In the ISJ case, allowing for dependence onÑ k when drawing V k in Algorithm 1 allows for variance reduction of ξ k (f ) and hence of the resultant estimator (14) (cf. Proposition 19), by using larger M k whenÑ k is large. For example, M k could correspond to the number of independent samples drawn from an instrumental, or, more generally, to the number of particles used in the SMC, if this is how V k is generated.
A Peskun type ordering for importance sampling schemes. Under Assumption 5 below, the IS estimator E
See [61] or Proposition 19 of Appendix A, with a formula for V IS f . In analogy with Definition 2 and (3), we refer to V IS f as the IS asymptotic variance. Assumption 5 (Importance sampling CLT). Suppose Algorithm 1 (IS scheme) and that (Θ k , U k , N k ) k≥1 is aperiodic. Let f ∈ L 2 π (ν) be a function such that var(K, m f ) < ∞, where m f is defined in (13) , and vf by
Let us denote the kernel and measure of the IS0 corrected chain of Algorithm 1 by (K,μ) on the space X = (T × U) × V, where,
Note thatK = K (V ) is an augmented kernel (Definition 3). With definitions as in Assumption 5, we define a 'difference' constant Df , for the IS0 and ISJ cases, respectively, by Df := 0 and 
, we obtain a Peskun type ordering for SNIS (10) . Here, the simplifications areK ↔ K,ζ(f ) ↔f and ξ(f ) ↔ c ξ wf .
Pseudomarginal and delayed acceptance MCMC
We define PM and DA algorithms in the setting of the auxiliary variable framework of §5, where PM could be the 'particle marginal Metropolis-Hastings' [2] ; a DA variant of this algorithm has been implemented e.g. in [28, 49, 61] . After defining the corresponding kernels, we then compare the asymptotic variances of PM/DA with IS (Theorem 14). 6.1. Algorithms. Let q θ (dθ ) = q θ (θ )dθ be a proposal kernel on T. Assume the setup of Assumption 4 (recall that η(1) ≥ 0 and ζ(1) ≥ 0). Whenever the denominators are not zero we define the following 'acceptance ratios' for x, x ∈ X := T × U × V, where x = (θ, u, v),
Consider Algorithm 2 ('PM parent,' following the terminology of [54] ) and 3 ('DA'), with transition kernels given later and which are known to be π-invariant [cf. 2, 6, 10] . Under Assumption 4 (PM kernels) and the assumption that the resultant chains are π-Harris ergodic, by construction Algorithms 2 and 3 produce output as in Theorem 9 (PM type scheme). In Algorithm 2, the computationally expensive V k -variable is drawn whenever U k is drawn. This is the essential difference with DA (Algorithm 3), an example of the 'surrogate transition method' of [38, 39] . The separation of sampling steps can substantially reduce computational cost [17] , even though the asymptotic variance is more by Peskun-Tierney.
Algorithm 3 (Delayed acceptance). Suppose Assumption 4 (PM kernels) holds.
Initialise X 0 ∈ X with ζ 0 (1) > 0. For k = 1, . . . , n, do:
6.2. Kernels. Let K be the transition kernel of a µ-reversible Harris ergodic IS0 base chain (Θ k , U k ) k≥1 , with definitions as in Assumption 4 (PM kernels). The DA correction of K is the π-reversible kernel K DA corresponding to Algorithm 3, given by,
where
. Decreasing the variability of ξ (1) = ζ (1)/η (1) by coupling the u and v variables can lead to improved mixing of (18), and is similar in idea to recently proposed 'correlated PM' [19] and 'PM ratio' [3] chains. The mere requirement of reversibility allows the kernel K to be taken to be approximate versions of the two chains listed above, or an approximate DA or 'multi-stage DA' [10] . Regardless, the most straightforward choice for K is the (approximate) PM kernel targeting µ with proposal q, given by,
. We define the PM parent kernel P of K DA to be given by
. We define a probability kernel from T to V bŷ
We then define the following P M kernel with proposal q targeting π,
then M (22) is the standard PM with proposal q and target π, since,
θ (dv). 6.3. Comparison with importance sampling correction. Theorem 14. Suppose Assumption 4 (PM kernels) holds, and that one of the following conditions for pairs of kernels holds:
(I) L = K DA is the DA correction kernel (18) , and K is µ-reversible, (II) L = P is the PM parent (20) , and K is the approx. PM (19) , or (III) L = M is the PM kernel (22) , and K is the approx. PM (19) . Assume K and L are Harris ergodic, and a function f ∈ L 2 π (ν) is such that Assumption 5 (IS CLT) holds. The following statements hold:
(i) The IS asymptotic variance (15) satisfies, with c :=μ-ess inf w,
(ii) With N K := 0 if K is positive and N K := 1 if not, the following holds:
See Remark 13(i) for w and w * . See Appendix B for the proof of Theorem 14, which follows from Theorem 12, after bounding the Dirichlet forms.
Discussion
In this section we discuss various issues of stability ( §7.1), computational efficiency ( §7.2), and approximation strategies ( §7.3).
7.1. Importance sampling weight and stability considerations. A necessary condition for a successful implementation of an IS or PM scheme is a simple support condition, Assumption 4(iii), that can often be easily ensured by Remark 8(ii). On the other hand, Theorem 14 depends on a uniform bound on the marginal weight w * ∝ m 1 , with m f (θ, u) as in (13) . This bound is much weaker than a bound on w, and can often be ensured. For example, assuming that η(1)m 1 is bounded, one can often inflate η(1) as in Remark 8(ii) to obtain an uniform bound on w * . Other techniques may be applicable if a bounded w * is particularly desired, such as a combination of cutoff functions, approximations, or tempering [cf. 46, 61] .
When considering a PM/DA implementation, the issue of boundedness of the full weight w ∝ ζ(1)/η(1) takes particular importance, more so than in the case with IS. This is because PM and DA are more liable to be poorly mixing, while IS is less affected by noisy estimators, as described below.
We claim that if ζ(1) is not bounded, then PM and K DA , with K as in (19) , are not geometrically ergodic. This is [6, Thm. 8] for PM chains. To prove that result for PM chains, or in particular for the PM parent chain (20) , [6] show that for all > 0,
By [52, Thm. 5.1], one concludes that the PM parent is not geometrically ergodic [6] . Moreover, with K as in (19) and
it follows that α DA (x) ≤ α PMP (x). By (24) , one concludes that K DA also is not geometrically ergodic.
On the other hand, the IS chain may converge fine, even in the case of unbounded ζ(1). For example, if K is a random walk Metropolis-Hastings chain, then K is geometrically ergodic essentially if µ has exponential or lighter tails and a certain contour regularity condition holds [30, 52] , where we have said nothing about the exact level estimator ζ(1). We then apply Lemma 22(v), which says that whenever K is geometrically ergodic then so isK, to conclude that the IS chain is geometrically ergodic, even in the case of unbounded ζ(1). This may be beneficial if adaptation is used [5, 7, 51] .
Of course, high variability affects also the IS estimator, but we believe this noise to be a smaller issue in IS, as the noise is in the IS output estimator rather than in the acceptance ratio as in PM/DA. This can make a significant difference in the evolution and ergodicity of the chains, as described above.
7.2.
Computational aspects of the importance sampling correction. The finite-size perturbation bounds for the asymptotic variance of IS versus PM/DA (Corollary 4 or Theorem 14) show that IS can not do much worse than PM/DA in terms of statistical efficiency. On the other hand, the flexibility of the IS implementation allows for the use of many potentially substantial computational efficiency enhancements [61] , which we briefly mention.
Thinning, where only every kth value of a chain is kept [cf. 45], may be applied to the IS base chain, which may be e.g. adaptive [5, 7, 51] , approximated [31, 44] , correlated [19] , 'PM ratio' [3] , or nonreversible [60] . The thinning can be performed before any calculations of weights. The weights also need not be calculated in the burn-in phase. The use of a jump chain estimator can further decrease the number of necessary weight calculations, and shows the strength of IS in relation to PM/DA using 'early rejection' [cf. 57], which is computational efficiency enhancement for PM/DA applicable when the posterior is factorisable and the subposteriors are monotonically decreasing, but may involve expensive calculations for all innovations, unlike ISJ. Real-valued IS type weight estimators also allow for multilevel Monte Carlo [cf. 20] . Also, the IS correction, which is based on independent 'post-processing' correction of the approximate chain output, allows for separation of approximate and exact phases, leading to easy process management, output analysis, and parallelisation. 7.3. Finding an approximation. A necessity of the IS approach compared to a direct PM approach is finding a suitable approximate Markov chain; see [31, 55, 61] for suggestions. We remark that this problem simplifies when there is a clear grading of approximate models, for then one can use a PM chain targeting a coarse-level distribution and then IS correct to the fine-level. The grading could be based on the tolerance size in approximate Bayesian computation as in [48] or on the discretisation size of a discretely observed diffusion as in [61] , who both show performance gains over a direct approach.
The grading could also come from the order of the Taylor [17] or Fourier [18, 24, 55] series approximation needed for the posterior density, a multilevel [20] , multiscale [24] , or dimension reduction [18] framework, the amount of subsampled data in a big data setting [10, 49] , the size of introduced noise in a perturbed problem strategy [11] , the subfactor length of a factorisable likelihood [57] , or the number of nearest neighbours used in a local approximation [53] . The cited works are just a few of the many that use the DA implementation, which may alternatively be run as an IS implementation by a simple rearrangement of the algorithm (cf . Algorithms 1 and 3) . The two-phase IS method may lead to performance gains over a direct MCMC, especially with massive parallelisation [33] .
for all λ ∈ (0, 1). The following hold:
(ii) Ifǔ λ (θ, y) =ǔ λ (θ), λ ∈ (0, 1), then (9) holds, with N K as in (29) .
by Assumption 3(a). From the above first equality, now for λK and µ * ,
by Assumption 3(b). Since 1 − λK is self-adjoint on L 2 (µ), we also note that
We now compare the asymptotic variances. By (27) ,
. With ψ := u λ for (i), and with ψ :=ǔ λ for (ii) using (31),
where we have used (30) . (28) . We then take the limit λ ↑ 1 [58] . Noting that wϕ 2 µ = var µ (wϕ) since µ(wϕ) = ν(ϕ) = 0, we conclude.
Lemma 16. Suppose the assumptions of Lemma 15 hold, where c may be also ∞.
Proof. The lower bound (5) is trivial if c = 0. Assume c > 0. Then µ ν, 
, where G := {u λ : λ ∈ (0, 1)} for (i) and G := {ǔ λ : λ ∈ (0, 1)} for (ii).
Proof. (i) is clear. For (ii), we write the series representation for the inverse of an invertible operator and use Lemma 22(iii), to get that,
The result then follows. 
By Slutsky's Theorem applied to (14) in the IS0 case,
. Then (i) follows by Theorem 2, and (ii) by Theorem 5, for the IS0 case. To prove the result for the ISJ case, we first note the relationship Proof. This is done separately below for the cases L = P and L = K DA . Set
2 , g ∈ L 2 (μ), with x, x ∈ X := T × U × V. Then,
θ u (dv ) min w(x), w(x )r (U ) (x, x ) G, because w(x)r (V ) (x, x ) = w(x )r (U ) (x, x ), well-defined on the set of interest. We then use the uniform bounds c ≤ w ≤ w ∞ to conclude (i) for L = P . Now assume g ∈ L 2 (µ), so G = [g(θ, u) − g(θ , u )] 2 . By Jensen's inequality and concavity of (x, x ) → min{x, x } when one of x, x ≥ 0 is held fixed,
θ (du )G min w(x), w * (θ , u )r (U ) (x, x ) .
Here, we have used that r (U ) (x, x ) does not depend on v ∈ V, and that w(x)Q θu (dv) = π * (dθ, du) µ(dθ, du) = w * (θ, u).
We then apply Jensen again, this time integrating out v ∈ V, to get,
θ (du ) min w * (θ, u), w * (θ , u )r (U ) (x, x ) G.
We then apply the uniform bound w * ≤ w * ∞ and use the fact that E K (g) = EK(g) for all g ∈ L 2 (µ) to conclude (ii) for L = P . Now consider the case L = K DA . With G := [g(x) − g(x )] 2 on X 2 , E K DA (g) = 1 2 π(dx)K θu (dθ , du )Q Assume condition (III). Because g :=ζ(f ) is a function on X = T × U × V which does not depend on the second coordinate, P k g(θ, u, v) = M k g(θ, v) for all (θ, u, v) ∈ X and k ≥ 1. Therefore, var(M, g) = var(P, g). 
