Abstract-To classify Egeria densa, Brazilian waterweed, in scan-digitized color infrared aerial photographs, we are developing an interactive computer system based on datamining techniques with Active Learning capabilities. Key components of the system are: feature extraction, automatic classification, Active Learning, and experimental evaluation.
disrupting navigation and recreational uses of waterways, clogging irrigation intake trenches, and causing reservoir-pumping problems. Since 1997, the California Department of Boating and Waterways has been developing and implementing a control program for Egeria in the Delta. Airborne color infrared (CIR) imagery has been used to monitor the areal extent of Egeria every year since then (Foschi, 2000) . The database of CIR imagery is online at:
http://romberg.sfsu.edu/~egeria.
Classifying Egeria in CIR airphotos by automated methods presents a challenging problem due to a number of unfavorable conditions. These include variable imaging conditions (e.g., film exposure, vignetting, scanning anomalies), problems associated with water-related subjects (e.g., turbidity, sun glint, surface reflectance due to wind), and other environmental changes (e.g., exposure of Egeria at extremely low tide, shadows falling upon the water, algal cover over Egeria). Digital analyses also indicate that subtle changes (e.g., in
Egeria canopy density, film vignetting, or water turbidity) produce overlapping spectral response patterns. In addition, the spectral response patterns for Egeria do not separate well from those of other land cover classes in CIR imagery. For example, dense well-submerged Egeria appears black and is confused with shadows on land; Egeria exposed during very low tide appears reddish and is confused with terrestrial vegetation. Clearly, traditional computer-assisted multispectral classification methods are problematic under these conditions, and visual/manual image interpretation and analysis procedures are daunting.
Post-classification processing is frequently needed to clean up noisy patches in classification maps.
We are exploiting the latest developments in data mining, investigating novel combinations of effective methods in feature extraction, classification, and machine learning (Natsev et al., 1999; Hakkani-Tur et al., 2002) , and proposing a computer system that implements the novel combinations. Such a system should accomplish routine tasks, highlight areas for verification or further analysis, and minimize expert intervention. The interactive system incorporates Active Learning and has the following key components:
Feature extraction -to derive relevant and effective features for automatic classification (Ma et al., 1997; Liu and Motoda, 1998a) ; Automatic classification -to achieve speed, accuracy, generalization, and automation; Active Learning -to use machine learning techniques to minimize expert intervention without performance deterioration; and Experimental evaluation -to compare the performance with and without the newly developed systems.
We anticipate creating an interactive learning system that can learn from human analysts by relating results to extracted objects and that can learn analytic rules for classification. In the following, we introduce the system's key components, present preliminary results, and recommend future work.
II. INTEGRATED INTERACTIVE SYSTEM
Due to the spectral variability of Egeria in CIR imagery, human experts have been heavily engaged in the problem of detecting this landscape class. Characteristic and unusual colors, shapes, and textures have had to be verified by ground surveys. Typical Egeria sites and associations have been cataloged over time. Many problems have only been identified by multitemporal information. We aim to reduce the amount of involvement of human experts. Therefore, the new system uses Active Learning and is interactive in defining features and resolving uncertainties. The images are divided into two groups: a training set and a testing set. Ideally, the training set is very small because a smaller training set will require less involvement of human experts. Also, we are trying to minimize the involvement of human experts during testing.
A flow chart of the interactive system is presented in Figure 1 . The following sections describe the components of this system in more detail. 
A. Feature Extraction
The primary step of the system is feature selection and extraction. The domain under study is high-resolution CIR imagery. To detect Egeria effectively, we must select or extract regions of interest from the imagery. Features are needed that can describe regions and that can separate the interesting from the rest (Jain and Vailaya, 1996; Liu and Motoda, 1998b) .
There are numerous features that can be used to select regions of interest. The color feature alone has proven ineffective in detecting Egeria. Spatial information or featureslike context, shape, and texture -are more likely to aid automated classification. In our Uncertain regions will require expert interpretation.
For the color feature, we are focusing on shades of pink and black, common Egeria colors in CIR imagery corresponding respectively to emergent and submergent Egeria. We are using the YCbCr method (Gonzalez and Woods, 1992) which also incorporates information from all of the spectral bands. The ranges of the YCbCr components remained relatively stable for almost all images tested. The average color of each 8 x 8 block is compared to threshold values. This process effectively captures both colors of Egeria.
For the edge feature, each 8 x 8 block is subjected to Canny's edge detection process (Mathworks, 2001) . To avoid identifying all edges in the block, many of which are irrelevant, we use only edges that have Egeria color. Since these features provide many dimensions to describe Egeria, combining them is expected to improve classification results.
B. Automatic Classification Using an Interactive System
An automatic classification system, called I-Class, was built using these five features.
This prototype version of the interactive system runs in a MATLAB environment and can be used in both training and testing (or classification) phases. The system allows the user to open images that have already been classified, either for viewing or for resolving conflicts.
Resolving conflicts may include adding missing regions, removing noisy regions, and labeling uncertain regions. During the training phase, the human expert resolves those areas labeled 2 or uncertain by I-Class. A resolved image is one with areas labeled only as 0 for not Egeria or 1 for most probably Egeria. After an image is resolved, it is analyzed by the Active Learning subsystem (discussed in the next section). During the testing phase, the Active Learning subsystem outputs labels for regions in the test images. Uncertain regions are again labeled by the expert using the interactive system. After either phase, the output of the system is expected to be a completely resolved image.
While it is reasonable to assume that I-Class would work well, this is only partially true. It works well in the training phase. The I-Class operations are predefined and may not generalize well from the training data and the labeled regions resolved by the expert.
Therefore, I-Class is not expected to be robust when it is applied to test images. In order to overcome this problem, some data-mining algorithms were employed for generalization.
Since these algorithms are also used in Active Learning, we will discuss them next.
C. Active Learning
Automated classification is a process for predicting outputs without, or with as little intervention as possible from, human experts. The job of a learning algorithm is to relieve the experts from making all decisions and to automate the process of predicting class labels of new instances. A classification learning algorithm uses the training data to "learn" the mapping between the inputs and the output classes. It then predicts the classes for the test data. Classification learning is sometimes referred to as supervised learning because the actual classes for the training examples have to be provided as the algorithm learns the mapping. Active Learning (Cohn et al.,1994; Roy and McCallum, 2001 ) is a supervised learning algorithm that combines the results from multiple classification algorithms.
In Active Learning, initially multiple algorithms are trained using the same training data to learn the patterns in the data. Then each of the algorithms is tested with the test data.
The outputs are collected from all the classifiers and compared. The set of all the samples for which all the algorithms agree is selected and labeled appropriately. The rest of the samples with uncertain output classes (i.e., different learning algorithms identified different classes)
are then referred to the experts for resolution. This resultant set is denoted by R1 in Figure 1 .
The interactive system introduced earlier prompts the expert to manually label the classes by regional blocks. The resultant set of samples, denoted by R2 in Figure 1 , can then be appended to the training set to retrain the algorithms. This procedure is repeated each time there is a new set of testing data. As the procedure is repeated with more training and resolved data, the interactive system will be needed less and less.
The Active Learning algorithm in Table I can start with a small set of labeled data. At each step, the samples that have been learned by the algorithms do not need to be labeled again. Only those samples not learned previously must be labeled. Thus, Active Learning saves relabeling time as well as time required by human experts for labeling data. As the process is repeated, the amount of work to be done by the experts continues to decrease. Many machine learning algorithms could be used in Active Learning. Since the comprehensibility of learning results is crucial, we are experimenting with two learning algorithms proven to be efficient and powerful in learning, yet distinct in underlying principles: Decision Tree Induction (DTI) and the Naïve Bayes Classifier (NBC) (Witten and Frank, 2000) . DTI aims to build a compact decision tree with pure leaf nodes as soon as possible. One way to achieve this is to find the most promising feature that can split the data and to do so recursively until some criterion is met. The degree of a feature's promise can be measured by the information gained or the weighted difference of entropy before and after splitting the data. The entropy of 2-class data with p number of positive instances and n number of negative instances (s is the sum of p and n) is calculated as:
NBC adopts a different approach that tries to maximize P(C i |x) by using Bayes Rule to maximize P(x|C i )P(C i ).
As more images are classified by human experts and as relevant objects are repeatedly identified by various features in different images, the active learning algorithms are repeatedly strengthened and improved.
III. DATA AND EXPERIMENTS
The preliminary trials were tested using CIR aerial photographs of the SacramentoSan Joaquin Delta flown in October 2000 at 1:24,000 scale. The airphotos were scandigitized and color separated to create 3-band digital imagery at a nominal 2-meter spatial resolution. Subsets were selected from 21 of the airphotos to represent cases in which Egeria is readily interpretable to an image analyst. Egeria, however, does not appear the same in all subsets. The system was trained using one of the subsets and tested using the other 20.
Image 1000_2m_bb1 Certain (white) and Uncertain (green) Certain (white) and Uncertain (green) blocks before Active Learning blocks after Active Learning Image 1000_2m_di1 Image 1000_2m_di1 Certain (white) and Uncertain (green) Certain (white) and Uncertain (green) blocks before Active Learning blocks after Active Learning Figure 2 . Output of the interactive system before and after Active Learning.
The results for two of the test images are shown in Figure 2 . The images on the left show the certain blocks (shown in white) and uncertain blocks (shown in green) before Active Learning. The images on the right display the certain and uncertain blocks after Active Learning. It is clear that the number of certain blocks has increased and the number of uncertain blocks has decreased after Active Learning. These experiments suggest that Active Learning, by reducing the number of uncertain blocks, can decrease expert interaction in the classification process. To evaluate the test results, we used three criteria: precision, recall, and reduction in expert interaction. These criteria are defined as:
Precision: the fraction of the relevant information over the retrieved information or the fraction of the classification that is correctly identified.
Recall: the fraction of the relevant information that is retrieved over all relevant information.
Reduction: the reduction in the number of uncertain blocks. Table II summarizes the evaluation results for all testing images used in the experiments.
In Table II , the reduction in expert interaction can be seen in the reduction in the number of uncertain blocks before and after applying Active Learning. The recall values for all test images should be large enough so that the instances retrieved are comparable to the actual (relevant) instances. However, the disadvantage of having very high recall values is that precision can decrease rapidly. While these results are satisfactory for preliminary trials, more study is needed for overall evaluation of the system. As trials proceed, we intend to refine the choice of templates and to add new features that describe other spatial information indicative of the presence of Egeria.
IV. SUMMARY AND CONCLUSIONS
To address the challenges posed by detecting a spectrally variable subject in CIR imagery, we are exploiting the latest developments in data mining, investigating novel combinations of effective methods -including feature extraction, automatic classification, and machine learning -and proposing a computer system that implements the novel combinations. We have created a prototype interactive system that uses Active Learning.
The system carries out routine tasks, highlights areas for verification and further analysis, and reduces expert intervention. We anticipate further developments and refinements.
Although we use images of Egeria densa as our testbed, many underlying principles and design methodologies can be extended to other domains of wetland/waterway monitoring. Providing an automated solution to such monitoring would have far-reaching applications since rapidly changing conditions occur in all tidal marshland and in wetlands in general. Automatic detection and classification algorithms using Active Learning may be deployed in other cases where data are massive and complex (Liu and Motoda, 2001) . Gary Fields, Yukari Matsumoto, and Mami Odaya at SFSU have participated in ground data collection, image interpretation, and training/testing data set selection and generation.
