INTRODUCTION
The use of household level data for food demand analysis requires the applied researcher to address two problems. First, the level of commodity disagregation often results in a significant number of households (individuals) not purchasing a particular commodity. These zero purchases may arise for a number of reasons including infrequency-of-purchase (IOP) relative to the survey time-period or may represent a true corner solution to the consumer's utility maximization problem. Table 1 presents an overview of weekly household food purchases from a random sample of urban Brazilian households using fairly aggregate commodity definitions. The proportion of households purchasing specific commodities ranges from 90% for bread products to 18% for fish. The presence of a large proportion of data being composed of zero valued purchases represent a potential problem for the researcher, as the use of traditional ordinary least squares (OLS) techniques may result in biased coefficient estimates (Maddala 1983, 53) .
The per capita food purchase values shown in Table 1 are obtained by using the number of household members as a deflator of total household food expenditures. The implicit assumption associated with the use of member count as a deflator is that each member has an equal impact on food purchases/expenditures. In reality, the impacts of household size will vary depending on age and gender composition of household members. For example, the food consumption needs of children can typically be met at lower cost than that of adults (Deaton and Muellbauer 1986; Dreze and Srinivasan 1997) .
One approach that can be used to avoid the assumption of equal marginal expenditure impacts of members is to use an equivalence scale. This measure is used to assign different weights to household members depending on their age and gender 1 (Deaton and Muellbauer 1986) . Given the determination of an appropriate equivalence scale, a comparison of food expenditures for households of differing composition can then be undertaken. The recognition of the need to obtain estimates of food adult equivalents has resulted in the development of a number of alternative econometric estimation approaches. These have ranged from the use of demographically translated, utility-consistent demand systems to more ad hoc singleequation approaches (Barton 1964; Gorman 1976; 1980; Muellbauer 1986; Gould, Cox and Perali 1991) .
As noted above, there are a number of reasons for nonpurchase of specific foods. For example, in an analysis of the presence of IOP with respect to a single commodity, Gould (1992) and Blundell and Meghir (1987) show that such an analysis does not require explicit information about purchase timing or whether survey respondents had ever purchased the commodity in question. Instead, a likelihood function is formulated, and evidence of IOP is inferred from specific parameter hypothesis tests. The main obstacle to adopting the IOP structure in the current analysis is our desire to evaluate a system of food expenditures. As will become evident below, to incorporate IOP into our two-step model, the methodology for estimating the discrete choice decision would need to be modified as well as the formulation of the seemingly unrelated regression (SUR) system. Though interesting, such an extension is beyond the scope of the present analysis and will be the focus of future research.
For the present analysis, we therefore assume that observed zero purchase values represent true corner solutions. 2 There are a number of econometric approaches that can be used to account for the censoring of such purchases. These approaches range from the censored demand systems of Wales and Woodland (1983) , Lee and Pitt (1986) and Kao, Lee and Pitt (2001) to the two-step approaches of Perali and Chavas (2001) and Shonkwiler and Yen (1999) . Given that the data used in this analysis do not contain information that would enable us to estimate unit-values, we adopt the estimation procedure of Shonkwiler and Yen (1999) and estimate a set of correlated censored Engel curves.
Similar to other two-step estimation methods, we analyze the discrete purchase decisions for specific foods via the use of a series of univariate probit models. A system of Engel curves is estimated using a likelihood function where food purchase censoring is explicitly accounted. We adopt a systems approach for the second-stage estimation, given our desire to obtain a single endogenously determined measure of household size, where this measure relates to total food expenditures. Given our use of household level data and the desire to analyze expenditures for a detailed set of commodities, we use the general Shonkwiler and Yen (1999) methodology to account for expenditure censoring within the SUR system. The major contribution of our analysis over previous applications of Shonkwiler and Yen (1999) is the incorporation of an endogenously determined total food equivalence scale and the analysis of equivalent-based food expenditure distributions based on this analysis. 3 Incorporation of the endogenous adult equivalence scale within a SUR system of Engel curves causes this system to be nonlinear with respect to model parameters. In spite of this complication, the methodology used here continues to require only the evaluation of univariate normal probability density function (PDF) and cumulative distribution function (CDF) distributions. Thus, not being numerically intensive, this methodology can then be applied to a large system of expenditure (demand) equations. In the present application, we examine the structure of expenditures on 14 food types while using a expenditure data for a random sample of 15,000 urban Brazilian households.
For this analysis, we incorporate the Tedford, Capps and Havlicek (1986) measure of a total food adult equivalence scale (TAES). A review of this methodology is presented in the next section. Unlike Gould, Cox and Perali (1991) , who estimated commodity-specific equivalence scales within a demand system, we derive the systemwide TAES. We provide an overview of the Engel SUR system estimation in the following section. This is followed by an overview of the Brazilian expenditure survey used as a basis of our analysis. The structure of food purchases by Brazilian households is discussed in the conclusion. 
ESTIMATION OF ENDOGENOUS EQUIVALENCE SCALES
For this analysis, we assume that household food demand is separable from that of other goods. We assume that utility obtained from food purchases can be represented by an indirect utility function, V. This utility function represents the maximum equally distributed equivalent indirect utility for each household member:
where U = the household's utility function X = a vector of purchased food amounts with corresponding price vector P C = a vector of demographic characteristics I = the household's food budget. That is, V represents the level of per capita utility, if shared by each household member, that would yield the same aggregate well-being as the actual distribution of utility within the household (Phipps 1998) .
As shown by Blundell and Lewbel (1991) , an equivalence scale, d, can be derived from the household expenditure functions, E, via the following: (2) where C R = the vector of characteristics of an arbitrary reference household. Members of a household with characteristic vector C, facing prices, P, with household food expenditure, I, experience the same utility level as the reference household facing the same prices but with food budget, I/d. Phipps (1998) notes that such equivalence scales are of interest in that they allow for interhousehold comparisons of utilities and a determination of expenditure levels at which members of households with different characteristics, such as the age or gender composition of household members, are equally well off. Phipps (1998) provides an overview of the estimation of equivalent scales within a demand system framework. Unfortunately, given the nature of the data available for this analysis, we limit our analysis to a set of censored Engel curves. We adopt the expenditure-based approach to estimating equivalent scales suggested by Tedford, Capps and Havlicek (1986) where an adult equivalence scale (AES) value for the mth individual in the nth household can be represented as: (3) where A m = the mth member's age S m = the member's gender M n = the number of household members in the nth household AES m,n = conditional on age, A r , and gender, S r , of a reference household member, r.
Following Tedford, Capps and Havlicek (1986) , each household member can be categorized as being in one of the series of development and transitional stages (Levinson et 
. Cubic spline functions are used to join these development and transitional periods. As noted by the authors, "events and activities which under during the developmental periods shape the character of living . . .
[while] the transitional periods serve as boundaries to link the development periods, thereby providing continuity to the changes in the outgoing and income development phases" (Tedford, Capps and Havlicek 1986, 323-25 4 The number of adult equivalents are derived from cubic spline functions based on the above gender-and age-based categories following Tedford, Capps and Havlicek (1986, 322-26) . The number of adult equivalents (TAES) in a particular household is obtained by summing Eq. 3 over all households members. It can be shown that the TAES can be calculated via the following: (4) where AES 1 through AES 17 represent age/gender-dependent, weighted-sum variables. 5 Using the above age categories, the parameters Ψ 1 to Ψ 5 and θ 2 to θ 5 measure the impact of food consumption expenditures of adding:
• a newborn baby • male aged 18-22 years • male aged 61-65 years • male aged over 80 years of age • female aged 18-22 years • female aged 41-45 years • female aged 61-65 years • female over 80 years of age. These parameters are defined relative to a base household member, which in our analysis is assumed to be a male between 41 and 45 years of age (i.e., Ψ 3 = 1). The parameters λ 11 to λ 41 and λ 12 to λ 42 correspond to the cubic functions for male and female developments periods, respectively (Tedford, Capps and Havlicek 1986, 327) . We obtain estimates of the parameters contained in Eq. 4 by using the TAES as an explanatory variable in a SUR system of censored food expenditures. This structure restricts the TAES variable to be the same across commodities. 6 We are interested in characterizing the structure of Brazilian food expenditures where we differentiate food to be consumed at home (FAH) into 13 categories (red meat, pork, poultry, fish, cereals, breads, pastas, vegetable/root crops, fruits, fluid milk, other dairy products, nonalcoholic beverages, and other FAH) and an aggregate expenditure for purchases in restaurants and other food-away-from home (FAFH) sources. We can represent the relationship between observed expenditures on the ith commodity by the nth household, y in , and a vector of household characteristics, C n , as: (5) where β i = a conformable vector of regression coefficients M = the number of commodities N = total number of households ε i = an N × 1 error vector.
Given the censored nature of food expenditures illustrated in Table 1 , OLS-based Engel curve parameter estimates are likely to be biased (Maddala 1983) . In order to overcome the censored characteristic of the distribution of food expenditures, we follow the approach proposed by Shonkwiler and Yen (1999) . For the estimation of a system of expenditure functions as in Eq. 5, we differentiate latent, y*, and observed, y, expenditures. The two-stage purchase process can be represented as: (6) where d in * = the unobserved difference in utility with and without the purchase of the ith commodity d in = the observed dichotomous variable representing whether a household has purchased particular commodity Z n = an L × 1 vector of exogenous variables hypothesized to impact the discrete purchase decision α i = a conformable parameter vector e in ,v in = random errors. Heien and Wessells (1990) propose a method to estimate parameters of a system of censored expenditure share equations. As Shonkwiler and Yen (1999) note, their two-step procedure involves:
• estimation of a series of univariate probit equations to account for the discrete purchase decision • using the associated probit estimates of to evaluate commodity specific inverse Mills ratios • incorporating these ratios as explanatory variables within a SUR system of Engel curves. The Heien and Wessells (1990) two-step approach has been extensively used over the past decade (Byrne, Capps, and Saha 1996; Hein and Durham 1991; Saha, Capp and Byrne 1997) . Unfortunately, as shown by Shonkwiler and Yen (1999) , if the problem is one of a demand system, there is no invariance of the estimated parameters to the omitted equation, given that each equation will not have identical regressors. In addition, there is a theoretical inconsistency given the structure implied by Eq. 6, given that under Heien and Wessells (1990) : (7) This implies that as . The inconsistency can be seen by examining Eq. 6, which has the characteristic that as . 7 Following the results of Wales and Woodland (1980) , Shonkwiler and Yen (1999) propose an alternative to the above two-step approach that does not exhibit the above inconsistency. If one assumes that error terms e it and v it are distributed bivariate normal with covariance, δ , then the conditional and unconditional expected expenditures can be represented as: (8) This implies that the system of equations represented in Eq. 5 can be reformulated to be:
with the error term, ξ in = y in -E(y in |X in ,Z in ). Shonkwiler and Yen (1999) argue that the system of expenditure equations in Eq. 5 can be estimated using a two-step procedure encompassing all observations regardless of purchase decision. Within the first step (e.g., the purchase decision), maximum likelihood (ML) probit estimates of α i are obtained by regressing the binary variable d in against Z in , for each commodity. Given the estimation of the univariate probit equations, in the second step (e.g., the quantity decision) the standard normal CDF, Φ (·), and PDF, φ (·), functions are evaluated at the estimated values of and used in Eq. 5′, whose parameters are then estimated using a ML (or SUR) procedure:
The above represents a general framework for estimating a system of censored Engel curves. To the above, we need to augment the vector of explanatory variables with the endogenously determined TAES variable. Observed expenditures can then be represented as:
where TAES is defined by Eq. 4 and Γ i = coefficients to be estimated. From Eq. 9, the TAES variable is the same regardless of Engel curve and also is composed of a set of unknown coefficients that are estimated simultaneously with β i and Γ i . Given that we incorporate a common endogenously estimated TAES in the 14 Engel curves, we estimate equation parameters via a nonlinear SUR procedure where the likelihood function for the nth household is: (10) where Σ = the M × M error term covariance matrix for the M commodities, which is assumed to be the same across observation ξ n = an M × 1 vector of equation error terms (Greene 2000) .
Both the Heien and Wessells (1990) and Shonkwiler and Yen (1999) methods for estimating the above system of censored Engel curves can be classified as being one of a general class of two-step estimation procedures. That is, we first estimate a set of probit equations used to explain the discrete purchase decision and in the second stage, we obtain SUR parameter estimates by maximizing the conditional likelihood function in Eq. 10 using these probit estimates.
Given our use of univariate probit equations, the joint likelihood of the discrete decisions to purchase our 14 foods, LLF Stage_1 , can be represented by the summation of the individual probit log-likelihood functions, LLF PROBIT, j : (11) From this likelihood function we assume the following structure of the
where V 1j is the L × L coefficient covarianc e matrix associated with the jth commodity. 
Greene (2000) and Murphy and Topel (1985) show that the use of the predicted probit coefficients in the second-stage SUR system implies the coefficient error covariance matrix from this system may be biased. If we represent Λ 2 as the collection of parameters estimated in the second step and V 2 as the associated covariance matrix of these coefficients, then the second-stage maximum likelihood estimation of Λ 2 is consistent and asymptotically normally distributed with covariance matrix V 2 *: where (12) (Greene 2000, 135) . One can then use Eq. 12 to adjust the nonlinear SUR parameter standard errors given the above two-step estimation procedure.
DESCRIPTION OF THE BRAZILIAN HOUSEHOLD SURVEY DATA
The data used for this analysis are obtained from the Brazilian household survey, 1995-96 Pesquisa de Orçamentos Familiares (POF). This survey is used in the construction of the national system of Consumer Price Indexes. A representative random survey of households in the 11 major urban areas across the country was undertaken in the construction of this data set. One component of this survey contains a one-week, detailed diary of food expenditures by urban Brazilian households. The survey includes information on household characteristics as well sources of member income. Surveyed households were required to record food purchase values. Though not mandatory, they also were asked to record quantity purchased. Upon evaluation of the data, we found a large number of households did not record purchase amounts. As such, we were forced to limit our analysis to food expenditures. There were originally 16,013 households in the raw data set. We exclude households from our sample if they did not record any food expenditures during the survey period, had missing household-related information or recorded excessively high food expenditure values. The final sample size used in this analysis was 15,065, a 6% reduction in sample size. 8 Table 2 provides an overview of the size and composition of our sample households. The average household contained 3.9 members. The extended nature of households can be seen, given that more than 16% of the households had six or more members present. There were on average 1.5 children under the age of 18 in these households. The diversity of household composition can be seen with one-third of the households having at least one child under the age of 6, 42% of the households with a child between 6 and 13 years of age and more than 21% of the households had someone in the household greater than 60 years of age.
We use the TAES variable in the Engel curve SUR model to endogenously quantify the equivalence of household members of alternative age and gender with respect to total food expenditures. In addition, we use a number of other additional household characteristics to characterize the structure of the intensive and extensive purchase process. Table 3 
an overview of these characteristics. Besides the natural logarithm of household income, TOTINC, other household characteristics included in the analysis include the percentage of adult household members that work outside the home, EMP_PER, a dichotomous variable identifying whether the household owns a refrigerator and/or freezer, REFRIGD, and the percentage of household members in a number of age groups. We also include variables identifying meal planner educational attainment, region of residence and dichotomous variables to capture possible differences in expenditures during public holidays or the Carnival season. 9
THE STRUCTURE OF FOOD EXPENDITURES IN BRAZIL AND THE IMPACT OF HOUSEHOLD COMPOSITION
Parameter values that maximize the likelihood functions represented in Eqs. 10 and 11 are obtained by using the GAUSS software system and BHHH optimization algorithm. Analytical gradients and the inverse of the information matrix is used in the calculation of the first-stage probit coefficients (Judge et al 1988, 792) . For SUR estimation, numerical gradients are used in the BHHH algorithm. Given the number of parameters ( > 575) and sample size ( > 15,000), we use the inverse of the sums of squares and cross-products of parameter gradients across observations evaluated at optimal parameter values as an estimator of the asymptotic covariance matrix of these parameters (Judge et al 1988, 526) .
Factors Impacting Food Choice
Appendix A shows the estimated parameters for the probit and SUR regression models for the 14 food categories included in this analysis. 10 In regards to the structure of whether to purchase a particular food group, a vast majority of estimated coefficients were statistically significant. Given the number of significant coefficients, it is not surprising that log-likelihood ratio tests of the joint null hypothesis that all slope coefficients are zero generate statistically significant χ 2 values for all commodities. In terms of income effects, we find a positive and statistically significant income impact for nine of the 14 food categories. Only for cereal products do we find a negative impact of income on purchase probability. Income probability elasticities are calculated from the estimated coefficients and means of the exogenous variables. These elasticities are shown in the first column of data in Table 4 . All income elasticities are relatively small, with the largest values obtained for pork, FAFH, other dairy, fish and fruits.
We find significant impacts of ownership of a refrigerator/freezer for nine of the 14 commodities. Household composition as represented by the percentage of members in the three age groups is found to impact food choice. Of particular importance is the positive impact of children and teenage members on fluid milk purchase probability and the negative impact of very small children on the probability of purchasing food for consumption away from home. We also find that relative to Rio de Janeiro there are significant regional differences in purchase probability across commodity. For example, for the red meat, poultry and fruit commodity groups, there is a greater probability of purchase for all regions.
Factors Impacting Quantity Purchased
From the estimated probit coefficients, we evaluate and and estimate the SUR Engel curve system represented in Eq. 9. The resulting SUR coefficients are presented in Appendix A. Except for fluid milk, SUR coefficients associated with income are statistically significant and positive. For a majority of food categories defined for this analysis, household income positively impacts both the intensive and extensive purchase decisions. In terms of unconditional expenditure elasticities, it is not unexpected that the fish/seafood commodity exhibits the highest value, given that the percentage of sample households that purchased this commodity is the smallest of any of the commodities. Mean monthly income for households not pur- chasing fish or seafood was 1,650 Real, compared with a mean income of 5,430 Real for purchasing households. For households consuming fish/seafood, the income elasticity is estimated to be 0.42. The primary motivation for undertaking this research is to examine the role household member age and gender composition plays in determining household food expenditures and the impact of such differences on the evaluation of household welfare. In Appendix A we present the estimated Γ i coefficients, which provide an indication of the sign of the marginal impacts of the TAES variable on household expenditures. 11 All of the TAES expenditurerelated coefficients are found to be positive and statistically significant.
From the estimated coefficients shown in Appendix A, we evaluate three types of elasticities. The elasticity impacts of a change in income on the probability of purchasing the ith commodity is calculated from the CDF, where is the vector of estimated coefficients obtained from the ith commodity's probit equation. From the relationships shown in Eq. 8, conditional and unconditional expenditure income and TAES coefficients are also evaluated. The probability and expenditure elasticities are shown in Table 4 . 12 
Calculation of Household-specific Endogenous Equivalence Scales
Villareal (2001) and by Tedford, Capps and Havlicek (1986) , the transitional period coefficients are all found to be statistically significant and positive. These TAES paramater estimates are used to simulate adult equivalent profiles for male and female household members over a range of ages ( Figure 1) . As an example of how to interpret these profile values, in terms of total food expenditures, a male child 10 years old represents 0.70 adult equivalents. A female child the same age represents 0.53 adult equivalents. Surprisingly, maximum adult equivalent values are obtained for male and female members 60 years of age with adult equivalent values of 1.16 There are several trends to obtain from these profiles: • the similarity of the profiles across gender • the general increase in adult equivalents until age 65 • the male profile lies above the female profile for most age categories • the surprisingly high TAES values for older household members. One possible reason for the relatively high TAES value for older members may be better reporting of household food expenditures for households that have adults with lower labor force participation rates. Given the standard error associated with coefficients Ψ 4 and θ 4 , these maximum values are not statistically different from 1.0, the base TAES value for a male between 41 and 45 years of age. In fact of all the adults represented by the various transitional period age groupings, only females between the ages of 18 and 22 have estimated coefficients that are at least two standard deviations from the base value of 1.0.
From the estimated TAES related coefficients, Figure 2 portrays empirical CDFs of weekly per capita food expenditures, where household member count and the endogenously determined household TAES are used as deflators. As Deaton (1997) notes, in developing country settings, one measure of overall welfare is the level of per capita food intake or expenditure. An important question that needs to be answered is: Does the evaluation of household welfare depend on how one takes account of the differential needs of household members of varying age/gender? With per capita food expenditures an indicator of household welfare, in Figure 2 , we see a shift to the right of the per capita expenditure CDF when using TAES versus the CDF based on member count. This shift provides some evidence that households may have higher welfare (as measured by per capita expenditures) relative to reliance on the membercount-derived value of per capita expenditures. The World Bank has established a standard that defines a person as being poor if food expenditures are less than US$2 per day and extremely poor if expenditures are less than US$1 per day (World Bank 2001, 17) . Assuming a 1:1 exchange rate, 39.6% of our sample was estimated to spend less than $7 Real per capita per week based on household member count versus 28.8% of household when using the endogenously determined TAES, a difference of 10.5% (Figure 2) . 13 At $14 Real per capita per week, 69.9% of the sample spend less than this on food, compared with 58.8%, a difference of 11.1%.
With the distributions shown in Figure 2 , we undertake a χ 2 test to determine whether the above CDFs are indeed different. Using per capita food expenditure increments of 2 Brazilian Real, we obtain a χ 2 value of 80.4, implying a rejection of the null hypothesis of the equality of the two CDFs. An overview of the characteristics of the distribution of the two measures of per capita expenditures is shown in Table 5 . There is an increase in the estimated per capita value from 12.5 Real per capita when using member count to 15.8 when using the TAES as the deflator. Following Snedecor and Cochran (1967) , we test for the degree of skewness of these per capita measures. The coefficient of skewness statistic, Ω, is calculated as: (Snedecor and Cochoran 1967, 86-87) .
Surprisingly, we find little difference in the degree of skewness with both member count and TAES-based distributions being positively skewed.
Using our estimated TAES values, we evaluate the elasticity impacts of a change in the number of adult equivalents on food expenditures. In Table 4 , we see that, for purchasing households, estimated TAES elasticities are less than one. This could be evidence of either increasing economies, decreasing per TAES quantities purchased, changes in the quality of food purchased or a combination of the above (Dong and Gould 2000) . Only for fish/seafood and pork is there a elastic response to changes in TAES on unconditional expenditures.
Given the profiles shown in Figure 2 , are there differences in the impacts on food expenditures across household member gender? Are there differences across the age of household member? To answer these questions, we undertake two hypothesis tests using nested versions of the base model that has been discussed above. First, we test the null hypothesis that the TAES profiles are the same across gender and age of household member. Second, we test the hypothesis that gender does not impact the level of food expenditures (e.g., the female profile shown in Figure 1 is the same as the male profile). Both of the specifications implied by the above two tests are nested within the original model specification. Given that the two specifications are indeed nested, an evaluation of the null hypotheses can be evaluated using likelihood ratio statistics based on restricted and unrestricted likelihood function values and that are asymptotically distributed χ J 2 where J is the number of parameter restrictions asso- ciated with the nested model. The null hypothesis of profile equality resulted in a χ 8 2 value of 29.0. This value exceeds the critical χ 8 2 value at the 0.01 significance level. The null hypothesis of no age or gender impacts results in a value of 334.0,, which again implies a rejection of this null hypothesis. These rejections provide justification for the need to account for household size and composition when analyzing food expenditures.
CONCLUSION
In this analysis we incorporate an endogenous measure of household size within a system of censored food expenditures. We do this to provide a more accurate assessment of household welfare and to allow for interhousehold comparisons. The endogenously determined equivalence scales are obtained from the estimation of a SUR system of Engel curves for a sample of urban Brazilian households who recorded detailed weekly food expenditures. Given our use of household level data and the desire to analyze expenditures for a detailed set of commodities, we use a recently developed econometric procedure that allows us to account for expenditure censoring within the SUR system. Our analysis represents an extension of previous use of this methodology via the inclusion of the above endogenous equivalence scales as explanatory variables. An obvious limitation of our analysis is the adoption of the corner-solution assumption. That is, we did not allow for possible IOP effects. Future research will be undertaken to examine the implications of such effects on the econometric model specification. That is, how would IOP impact the formulation of the first-stage modeling and estimation of the system of unconditional food expenditures?
Our results provide support for the need to account for household composition effects when undertaking interhousehold welfare comparisons. We provide evidence that, after controlling for the differential consumption needs of members of alternative age and gender, our evaluation of the welfare of the sample of households included in the present analysis is higher than would have been reached had such evaluations been undertaken using a count of household members as a measure of household "size." NOTES U.S., we find very similar life expectancy values for individuals older than one year of age. For example, for a one-year-old female, the WHO estimates a life expectancy in 1995 of 75 years in Brazil and 78 in the U.S. For a 45-year-old female, the Brazilian life expectancy is estimated to be 33 years, compared with 36 years in the U.S. A Brazilian 65-year-old female is projected to have a life expectancy of 17 years, compared with 19 years in the U.S. For males, these differences are even smaller. Given the above, we decided to continue to use the Tedford, Capps and Havlicek (1986) age cut-offs in the present analysis. 5 For a detailed review of this derivation, refer to Tedford, Capps and Havlicek (1986, 333) . 6 This is assumption is justified given that:
• the estimation of commodity specific TAES variables for each commodity would require the estimtion of 224 parameters (i.e., 16 TAES parameters ( 14 commodities) in addition of the parameters for expenditure • as noted by an anonymous Journal reviewer, a single TAES would be justified under theassumption of a single age-and gender-specific food or nutrition demand. 7 For an alternative analysis of the bias that may result when using the Heien and Wessells (1990) procedure, refer to Vermeulen (2001) . 8 For the estimation of the probit and SUR models, unweighted data are used. 9 As suggested by Shonkwiler and Yen (1999) , an alternative to the method used here is to estimate both the probit and SUR maximum likelihood models within a single aggregate model. We attempt such a specification where we include the TAES as an explanatory variable in both the probit and SUR models. For reasons not completely understood, we cannot obtain a consistent parameter covariance matrix. 10 Due to space limitations, the probit and SUR coefficients associated with the 10 regional dummy variables are not presented but can be obtained from the authors upon request. In the probit equations, 126 out of 140 region-related coefficients are statistically significant. In the SUR regressions, 62 are statistically significant. 11 To capture possible nonlinear impacts, we use the logarithm of the TAES variable in the estimation of each Engel curve. Tedford, Capps and Havlicek (1986) use TAES and TEAS 2 variables to capture such nonlinear impacts. We attempt to estimate such a model but cannot obtain reasonable TAES coefficients. 12 In evaluating the probability elasticities, overall sample means of the explanatory variables are used. In the calculation of income and TAES elasticity impacts on unconditional and conditional commodity expenditures (i.e., Eq. 8) overall sample means of the explanatory variables are also used. Unconditional and conditional expenditures are used in the associated expenditure elasticity. 13 During June 1995, the average exchange rate was US$1.094 per Real. In January 1996, the average exchange rate was US$1.026 per Real. In June 1996, this exchange rate decreased to US$0.999 per Real. 
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