Recent advancement of omic technologies provides researchers with opportunities to search for disease biomarkers at the systems level. However, selection of biomarker candidates from a large number of molecules involved at various layers of the biological system is challenging. In this paper, we propose multi-omic integrative analysis (MOTA), a network-based method that uses information from multi-omic data to identify candidate disease biomarkers. We evaluated the performance of MOTA in selecting disease-associated molecules from four sets of multi-omic data representing three cohorts of hepatocellular carcinoma (HCC) cases and patients with liver cirrhosis. The results demonstrate that MOTA leads to selection of more biomarker candidates that shared by two different cohorts compared to traditional statistical methods. Also, the networks constructed by MOTA allow users to investigate biological significance of the selected biomarker candidates.
I. INTRODUCTION
Recent development in high-throughput omic technologies enables biomarker discovery from different layers of central dogma. Tremendous amount of effort has been devoted to select disease-associated biomolecules by analyzing data obtained via different 'omic' experiments (genomics, transcriptomics, metabolomics). However, integrative analysis of multi-omic data is a challenging task due to the complexity of the biological system. It has been recognized that different feature selection approaches may generate different sets of biomarkers [1] . A traditional approach to biomarker selection includes statistical methods such as Student's t-test and ANOVA, by which biomolecules with significant change in their expression level between distinct biological groups (normal vs. disease; untreated vs. treated) are selected. One obvious drawback of this category of methods is that it neglects that biomolecules in a biological system are highly intertwined and interact with each other. To this end, network-based methods have become an intuitive way to reconstruct biological networks and investigate disease-associated changes in the interaction of biomolecules at the systems level. For example, relevance network is a widely used method to model biological system due to its simplicity [2] . It measures 'relevance' by correlation or mutual information between two biomolecules and set a threshold to determine whether they are relevant or not. However, this method fails to distinguish direct and indirect association especially when dealing with high-dimensional omic datasets. Gaussian graphical models (GGM) are increasingly used to overcome this drawback. The advantage *The work presented in this paper is supported by NIH grants U01CA185188 and R01GM123766 awarded to H.W.R Ziling Fan is with Department of Biochemistry and Molecular and Cellular Biology, Georgetown University Medical Center, Washington, DC. of these methods is they estimate the conditional dependency between two features in a dataset by removing the effect brought by others using partial correlation. In the case of large p and small n problem, which is typical omic studies, one can use graphical LASSO to directly estimate a sparse precision matrix of the sample with which partial correlation between each feature pair can be calculated. We will pursue this idea to investigate interaction of biomolecules from one omic dataset.
However, interactions between biomolecules within single layer (interactions between proteins, mRNAs, metabolites, etc.) are insufficient to depict a holistic picture of a biological system. Different biological layers are under a tightly coordinated or regulatory relationship. For example, transcription of mRNA from its DNA template is under the control of its transcription factors which generally are protein molecules. Similarly, metabolic reactions are carried out by enzymes which are also protein molecules or complexes. Therefore, an integrative framework taking into account interactions over different biological layers helps to gain a more comprehensive understanding of biological systems. Similar with idea of constructing intra-omic connections, correlation-based methods can also be applied to investigate inter-omic connections. It has been reported that multivariate methods outperform univariate correlation analysis for calculating correlation between different datasets [3] . Canonical correlation analysis (CCA) and partial least squares regression (PLS) are two commonly used multivariate approaches to explore associations of features between two omic studies [4, 5] . Whereas CCA aims to find weighted linear combinations of variables maximizing the correlation between two datasets, PLS focuses on covariance rather than correlation.
In this paper, we propose a novel approach, MOTA (multiomic integrative analysis), which prioritizes biomarker candidates from one omic dataset by integrating it with other omic datasets. The method starts by building a differential network based on changes in partial correlation (intra-omic) and canonical correlation (inter-omic) between distinct biological groups. Specifically, we use regularized version of CCA (rCCA) that allows us to deal with the large p small n problem for correlation between features in two omic datasets. A MOTA score is calculated considering both the connectivity of nodes (features) in the network and the significance level based on differential expression analysis by statistical methods. We tested MOTA using four sets of multiomic data obtained by analysis of sera and liver tissues from three cohorts of hepatocellular carcinoma (HCC) cases and patients with liver cirrhosis (CIRR). The results show that MOTA tends to select more consistent biomarker candidates when applied to omic datasets from different cohorts.
The rest of the paper is organized as follows. Section II introduces MOTA and multi-omic datasets used for evaluation. Section III presents the results obtained by using MOTA on different multi-omic datasets. Finally, Section IV concludes our work and proposes future directions.
II. MULTI-OMIC INTEGRATIVE ANALYSIS (MOTA) Figure 1 . Framework of MOTA, demonstrating how metabolomic data are integrated with other omic datasets to select disease-associated metabolite.
pc: partial correlation, cc: canonical correlation. Figure 1 shows the MOTA's framework consisting of three steps:
Step 1: calculate partial correlation (pc) using graphical LASSO for each biomolecule pair in each biological group based on metabolomic dataset; calculate differential partial correlation to determine intra-omic connections.
Step 2: calculate canonical correlation (cc) for each biomolecule pair based on metabolomic dataset and another omic dataset using rCCA; compute differential correlation to determine inter-omic connections.
Step 3: calculate MOTA score for each node in metabolomic dataset for prioritization of biomarker candidates.
A. Partial correlation calculation using graphical LASSO
Graphical LASSO is used to build sparse graphs that mimic the properties of biological networks by adding a LASSO penalty when estimating the inverse covariance matrix (i.e. precision matrix) [6] . The advantage of partial correlation, which is calculated using precision matrix, is that it removes indirect association caused by other features in the dataset. Graphical LASSO maximizes the following penalized loglikelihood log det Θ − ( Θ) − ||Θ|| 1 (Eq. 1) where Θ is the precision matrix; S is the sample covariance matrix, tr denotes trace, ||Θ|| 1 represents the ℓ1 norm of Θ, which is the sum of the absolute values of all elements in Θ.
Precision matrix for both biological groups are calculated using graphical LASSO and partial correlation for each biomolecular pair in each biological group using Eq. 2.
The change in partial correlation for each biomolecular pair between two biological groups is calculated using Eq. 3. A permutation test is used to determine the statistical significance of ∆ . An edge connecting two nodes will be built if ∆ falls into the 2.5% tails on either end of the empirical distribution curve for ∆̃
B. Canonical correlation calculation using regularized canonical correlation analysis (rCCA)
Belonging to multivariate statistical method, rCCA is widely used to associate high-dimensional omic measurements obtained from different platforms (e.g. metabolomics, transcriptomics, proteomics, etc.) [7] . Let  = { 1 , 2 ,…, } and  = { 1 , 2 ,…, } denote n  p and n  q matrices, respectively; n is the number of samples; p and q are the number of variables. Furthermore, let the ith column of matrix  is denoted by  and the jth column of matrix by  . We assume that the columns of  and  are standardized (i.e. a mean of 0 and variance of 1) and p  q. rCCA computes two vectors 1 ={ 1 1 , 2 1 ,…, 1 }T and 1 ={ 1 1 , 2 1 ,…, 1 } to maximize cor ( 1 , 1 ):
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In case of n < max (p, q), the sample covariance matrices are singular so their inverses are undefined. To resolve this, rCCA includes a regularization term to the diagonal elements of the covariance matrix [8] :
where and are the sample covariance matrices; the regularization parameters  1 and  2 are determined through a standard cross validation procedure.
The relationship between  and  is measured as described previously [9] . In MOTA, we first calculate group specific canonical correlation for each feature pair between two omic datasets for both biological groups ( (1) , (2) ).
Next, the change in canonical correlation of each biomolecular pair between two biological groups are calculated using Eq. 7. We draw an edge in the resulting graph if |△ | is above a certain threshold (0.5 was used in this work).
∆ =
(1) − (2) (Eq. 7)
C. MOTA score calculation The network obtained by MOTA consists of intra-omic connections calculated using graph LASSO and inter-omic connections with other omic datasets calculated using rCCA. The final step in MOTA is to calculate a MOTA score for each feature (node) in the intra-omic network. Briefly, p-value ( ) for each biomolecule is converted to z-score as shown in Eq. 8. A MOTA score for each node is defined by Eq. 9.
where −1 is the inverse cumulative distribution function of the standard Gaussian distribution.
where indicates the combined z-score of all nodes which are connected to the target node k from one omic dataset calculated using Stouff's Z-score method shown as Eq. 10 and conn indicates each omic dataset to which there is at least one node connected to the target node k.
~∑ =1
√ (Eq. 10) We tested our algorithm using four sets of multi-omic data. Briefly, blood samples from 89 patients (40 HCC cases and 49 cirrhotic controls) recruited at Tanta University (TU) Hospital [10] and 84 patients (40 HCC cases and 44 cirrhotic controls) recruited at Georgetown University (GU) Hospital [11] were analyzed by targeted metabolomics, glycomics, and proteomics. These are designated as TU and GU1 cohorts, respectively, in Table 1 . Additionally, blood and liver tissue samples from 65 patients (40 HCC cases and 25 cirrhotic controls) recruited at Georgetown University Hospital [12, 13] were analyzed. This cohort is designated as GU2 in Table 1 . Metabolomics and glycoproteomics datasets (GU2a datasets) were acquired by analysis of blood sample from each patient. Metabolomics, mRNA expression profiling, and miRNA expression profiling datasets (GU2a datasets) were acquired by analysis of liver tissue samples.
D. Multi-omic datasets

III. RESULTS AND DISCUSSION
A. Integrative analysis of TU datasets
We applied student t-test on TU metabolomics dataset to select metabolites with significant changes in their levels between HCC cases and cirrhotic controls. Also, we used MOTA to integrate the TU metabolomic dataset with proteomic and glycomic datasets. Table 2 shows metabolites ranked by t-test and MOTA. As shown in the table, ethanolamine ranked fifth by t-test but its ranking was elevated to first by MOTA. As the integrative network in Fig. 2 illustrates, the node representing ethanolamine (bottom) has one of the largest size (large MOTA score) due to high node degree (the number of connected nodes) and its connection with several low p-value metabolites such as L-glutamic acid, L-Valine2 and GDCA (intra-omic) and proteins, O75636 (Ficolin3) and P06276 (Cholinesterase) (inter-omic). In contrast to ethanolamine, lactic acid (upper left) ranks second by t-test and 12th by MOTA. From Fig. 2 , we observe that lactic acid has fewer intra-omic connections compared to ethanolamine (9 vs. 16) and the connected nodes have lighter color (higher p-value). Furthermore, it does not have any interomic connection with proteins or glycans. As a result, its ranking decreased dramatically by MOTA compared to t-test. Each edge (both intra-omic and inter-omic) connecting two nodes (features) in the network calculated by MOTA indicates change in correlation of the two features within two biological groups. For example, an edge may indicate that two biomolecules positively correlated in control group may have no or negative correlation in the case group. We investigated the biological significance of the edges reconstructed by MOTA as illustrated in Table 3 . For example, TCDCA and TCA, which are involved in bile acids metabolism in liver, are connected because of the significant change of correlation between the HCC and cirrhotic groups. Similarly, significant change in correlation resulted in the connectivity between Ficlin3 and glycocholic acid (GCA); physical interaction between these two molecules has been reported [14] . We calculated MOTA scores under the assumption that strong candidates tend to be differentially expressed and be surrounded by differentially expressed neighbors. Taking into account the interactions of connected features, the MOTA score carries not only the statistical significance of its own and connected nodes, but also their biological significance in terms of regulatory relationship. 
B. Ranking biomarker candidates via TU & GU1 datasets
One primary application of parsimonious feature selection is to achieve accurate classification of disease with limited number of features [15] . In order to make it widely applicable, an ideal feature selection algorithm is expected to generate consistent results when applied on data acquired by analysis of samples from different cohorts but the same disease condition. Table 4 presents a comparison of feature ranking results obtained by analysis of the TU to GU1 datasets using t-test, INDEED [16] and MOTA. While INDEED uses a networkbased method for ranking biomolecules from an omic study based on differential partial correlation, MOTA builds on INDEED to utilize information from multi-omic data for improved ranking. As shown in the table, ethanolamine's ranking is elevated from 5th by t-test to 1st by MOTA compared to student t-test in TU cohort. In the GU1 cohort, ethanolamine is ranked 1st by both t-test and MOTA. The ranking of lactic acid in the TU cohort decreased from second by t-test to 12th by MOTA; lactic acid is ranked 25th in the GU1 dataset (not shown in the table). These examples demonstrate that MOTA tends to help converge the ranking results from two cohorts. As shown in Table 4 , while only two common metabolites between the TU and GU1 cohorts are selected by t-test and INDEED, four common metabolites are selected by MOTA. We conclude from these results that multiomic approach is likely to lead to more consistent ranking. 
C. GU2 datasets
We tested our algorithm on GU2a and GU2b multi-omic datasets which are independent to the GU1 datasets. GU2a denotes metabolomic and glycoproteomic datasets acquired by analysis of serum samples, whereas GU2b denotes metabolomic and transcriptomic (mRNA and miRNA expression profiling) datasets acquired by analysis of liver tissues. Since a large number of statistically significant metabolites were found by t-test (Table 5 ), we used MOTA to rank the metabolites based on biological and statistical significance. In addition, we took advantage of metabolomic data acquired by analysis of sera and liver tissues from the same cohort to investigate potential overlaps between metabolite biomarker candidates in serum and tissue. We believe that such overlapping candidates are likely to be biologically relevant. Table 6 shows overlapping serum and tissue metabolites selected by t-test, INDEED, and MOTA.
We treated as the same metabolites if the mass-to-charge ratio (m/z) difference between the analytes is within 10 ppm. While MOTA and t-test each identified three analytes that overlap between serum and tissue (two by INDEED) in the top 50ranked list, MOTA and INDEED gave rise to two analytes overlapping between serum and tissue (one by t-test) in the top 30-ranked list. We obtained multiple putative IDs for four of the five analytes in Table 6 . For example, putative IDs for m/z=498.2896 (negative mode) include taurodeoxycholic acid, taurodeoxycholate; and for m/z=195.093193 (positive mode) include methiuron, aminoacridine and benzene. By analyzing these two datasets, we demonstrated that MOTA can be used as a prioritization method when a large number of significantly changed molecules are found by statistical methods. 
IV. CONCLUSION
In this paper, we introduce multi-omic integrative analysis (MOTA), a network-based method for disease biomarker discovery. Using four sets of multi-omic data representing three cohorts, we demonstrated that MOTA allows the selection of biomarker candidates shared by two cohorts compared to t-test. Also, the networks constructed by MOTA allow evaluation biological significance of biomarker candidates. Future work will focus on pathway analysis to further interpret the networks created by MOTA.
