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Abstract
First part of this thesis (chapters 1-5) studies the effect of small noise perturbations on delay differential
equations (DDE) whose fixed point is on the verge of instability. With appropriate scaling of coordinates,
the dynamics close to the fixed point can be cast in the form of a linear DDE perturbed by small noise and
small nonlinearities. The instability scenario considered is the following: a pair of roots of the characteristic
equation (critical eigenvalues) lie on the imaginary axis of the complex plane, and all other roots have
negative real parts (stable eigenvalues).
The effect of deterministic perturbations on such DDE is analytically well-studied in the literature. For
noise perturbations with noise as a Wiener process, the existing studies analyze the amplitude of the critical
eigenmodes using the averaging approach, and in the spirit of multiscale analysis. This thesis is an attempt
to make the averaging approach rigorous. Errors in other articles using multiscale approach are pointed out.
Markovian noises of the exponentially ergodic type are also considered in this thesis.
It is shown that as the strength of the perturbations decreases to zero, the probability law of the amplitude
of critical eigenmodes, under an appropriate change of time scale, converges to the probability law of a
one-dimensional stochastic differential equation (SDE) without delay. Further it is shown that the stable
eigenmodes are small in an appropriate sense. For small perturbations, the SDE obtained gives a good
approximate description of the original DDE. The advantage is that the SDE without delay is easier to
anlayze and simulate numerically. The reduced dimensional description using the one-dimensional SDE can
be used to understand what kind of noise advances the bifurcation and what postpones it. For the case
of random perturbations with linear coefficients, a complex number is identified which alone dictates the
stability of the system.
Analogous results for a different instability scenario are also presented. In this scenario, the characteristic
equation has zero as a simple root, and all other roots have negative real parts. When the noise perturbation
is weaker than the deterministic perturbations, it is shown that the results of Freidlin-Wentzell can be applied
to study large deviations from corresponding deterministic trajectories.
The second part of this thesis (chapter 6) deals with random perturbations of periodically driven nonlinear
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oscillators. The recent surge of research articles in energy harvesting focuses on the cantilever beam devices
which are used to convert small amplitude mechanical vibration into an electrical energy source. Prototypical
beam type nonlinear energy harvesting models contain double well potentials, external or parametric periodic
forcing terms, damping and ambient additive noise terms. An equation with all these features is considered.
In the absence of noise, the phase space for such a periodically driven nonlinear oscillator consists of
many resonance zones where the oscillator frequency and the driving frequency are commensurable. It is
well known that, a small subset of initial conditions can lead to capture in one of the resonance zones. The
effect of weak noise on the escape from a resonance zone is studied in the second part of this thesis. Using
averaging techniques, a conjecture is made regarding the mean exit time from a resonance zone. Using this
conjecture, the dependence of the exit rate on the parameters of the oscillator is illustrated. A qualitative
picture of the dynamics of the oscillator under weak-driving-force, weak-damping, weak-noise limit is given.
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Chapter 1
Introduction
This thesis studies the effect of small noise perturbations on delay differential equations (DDE) whose fixed
point is on the verge of instability. First we give a few examples where such a situation arises.
Many models of physiological systems, disease models, population dynamics involve DDE of the form
x˙(t) = −αx(t) + F (x(t− r)), where x is destroyed at the rate α and generated at a rate F that depends on
the state value in the past [1]. For example, a model for area variations of the eye pupil is given in [2]. The
pupil is a central hole in the colored part of the eye called the iris. The iris is responsible for controlling the
area of the pupil between a minimum and a maximum value. Thus it controls the amount of light reaching
the retina. Iris responds to the light flux received, albeit with a delay inherent to the nervous system. By
shining light at the center of the pupil the natural feedback mechanism is broken, since the pupil cannot be
constricted to smaller size than certain minimum. By altering the intensity of light as a desired function of
the observed pupil area, the area variations can be studied under different feedback laws. Under some kinds
of incident light flux feedback, pupil area variations has a behaviour qualitatively similar to the following
simpler model (see [3])
dA(t)
dt
+ αA(t) =
cθn
θn +An(t− r) + κ. (1.1)
In (1.1), A stands for area of eye-pupil, α is a measure of decay rate of the iris muscle activity, and the right
hand side depends on the flux-area feedback law used to study the area variations. The quantity r > 0 is
the delay inherent in the nervous system. Linearizing the equation (1.1) about the unique equilibrium point
A∗, with A(t) = a(t) +A∗, one obtains a linear DDE of the form
da
dt
+ αa(t) = βa(t− r).
Equation (1.1) exhibits Hopf bifurcation when the parameters are such that the characteristic equation
λ+α−βe−λr = 0 has a pair of roots on the imaginary axis and all other roots have negative real parts. Ex-
perimentally found fluctuations in the amplitude of oscillations of the pupil could be qualitatively explained
with noise in the parameters c (multiplicative) or in κ (additive). By numerical simulations it is shown in
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[4] that the Hopf bifurcation is postponed by noise. Equation (1.1) is a special case of the Mackey-Glass
equation [5].
In machining processes, an oscillator of the form
q¨(t) + 2ζq˙(t) + q(t) = −κ [q(t)− q(t− r)] (1.2)
is used to describe a phenomenon called regenerative chatter [6]. Figure 1.1 depicts a cutting process. The
model is as follows. A cutting tool is placed on a shaft rotating with time period r. The tool vibrates as it
cuts the material. Let q(t) describe the position of a point on the machine tool. The force acting on the tool
Figure 1.1: A depiction of cutting process [7].
Figure 1.2: κc as a function of the rotational
speed of the workpiece 2pi/r.
is proportional to the depth of the chip being cut and the depth is approximated as the difference between
the present position (q(t)) of the tool and its position one revolution earlier (q(t − r)). The coefficient κ
is the force coefficient which depends, among other factors, on the cut-width and material properties. It
is known that, for a fixed r, there exists a critical κc such that the amplitude q of the oscillator decreases
exponentially if κ < κc and increases exponentially if κ > κc. When κ = κc oscillations (frequency ωc) of
constant amplitude persist. In machining, this oscillatory behavior is called chatter. The quantities κc, ωc,
and r are related such that λ = ±iωc solves the characteristic equation: λ2 + 2ζλ + 1 = −κ[1 − e−rλ]. At
κ = κc all other roots of the characteristic equation have negative real parts. In the figure 1.2, κc is plotted
as a function of the shaft speed 2pi/r. In machining, the goal is to have a large rate of cut. The greater the
rate, the larger is κ, and chatter occurs when κ is larger than a critical value resulting in poor surface finish.
Researchers have explored the possibility of achieving chatter suppression using small noise perturbations of
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the spindle speed (2pi/r) [8] and by varying structual parameters of the tool such as damping and stiffness
(see [9], [10, section 6]). Other source of noise is the inhomogenities in the properties of material being cut.
[11] studies the effect on the tool dynamics due to variations in properties of material that is being cut.
They consider more general forcing in (1.2) and assume a noisy variation of the parameter κ.
DDE at the verge of instability also arise in models of human balancing. A simple model for balancing
inverted pendulum is presented in [12]. Let m, ` denote respectively the mass and length of the inverted
pendulum. Let ϕ denote the angle from the vertical, and x denote the lateral position of the support point.
Lagrange equations of motion can be derived as (see [12])
x¨+
1
2
`ϕ¨ cosϕ− 1
2
`ϕ˙2 sinϕ = Q/m,
2
3
`ϕ¨+ x¨ cosϕ− g sinϕ = 0,
where Q is the lateral force applied at the support point. Eliminating x we get
(4− 3 cos2 ϕ)ϕ¨+ 3
2
ϕ˙2 sin 2ϕ− 6g
`
sinϕ = − 6
m`
Q cosϕ. (1.3)
The corrective force Q applied by the person balancing the pendulum depends on observation of the angle
ϕ, albeit with a delay r inherent in the nervous system. The force Q can be modeled as a sum of feedback
control and small noise [13, 14], i.e.,
Q(t) = Dϕ˙(t− r) + Pϕ(t− r) + εξ(t),
where ε  1 and ξ is a noise. When ε = 0, given D and r, the fixed point ϕ = 0 of (1.3) is on the verge
of instability when P is such that P = m(g + `ω
2
6 ) cos(ωr) where ω satisfies Dω = m(g +
`ω2
6 ) sin(ωr) (see
theorem 3.3 in [12]). Feedback stabilization of inverted pendulum is discussed in [14]. Hopf bifurcation in
models with more general feedback laws is discussed in [15].
Motivated by the above examples next we state the equations considered in this thesis. The framework
of DDE adopted here follows [16], [17] (for deterministic case) and [18] (for stochastic case).
DDE arise when the evolution of a variable at time t depends on the history of the variable. Let {x(t)}t≥0
be a Rn-valued process governed by a DDE with maximum delay r. The evolution of x at each time t requires
the history of the process in the time interval [t−r, t]. So, the state space can be taken as C := C([−r, 0];Rn),
the space of continuous functions on [−r, 0], equipped with the sup norm ||η|| := supθ∈[−r,0] ||η(θ)||1. At
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each time t, denote the [t− r, t] segment of x as Πtx, i.e., Πtx ∈ C and
Πtx(θ) = x(t+ θ), for θ ∈ [−r, 0]. (1.4)
Now, a linear DDE can be represented in the following form

x˙(t) = L0(Πtx), t ≥ 0,
Π0x = ζ ∈ C,
(1.5)
where L0 : C → Rn is a continuous linear mapping on C and ζ is the initial history required. For every such
L0 there exists a bounded matrix-valued function µ : [−r, 0] → Rn×n, which is continuous from the left on
(−r, 0) and normalized with µ(0) = 0n×n, such that
L0η =
∫
[−r,0]
dµ(θ)η(θ), ∀η ∈ C. (1.6)
(see chapter 1 of [17]). We assume that µ has a finite number of discontinuities.
We consider operators L0 which are such that the unperturbed system (1.5) is on the verge of instability,
i.e., we assume L0 satisfies the following assumption.
Assumption 1.1. Define ∆(λ) := λIn×n−L0(eλ·) = λIn×n−
∫
[−r,0] dµ(θ)e
λθ. The characteristic equation
det(∆(λ)) = 0, λ ∈ C (1.7)
has a pair of purely imaginary solutions ±iωc with multiplicity one, and all other solutions have negative
real parts.
The object of study in this thesis are perturbations of linear DDE, i.e., equations of the form

dx(t) = L0(Πtx)dt+ εGq(Πtx)dt+ ε
2G(Πtx)dt+ εF (Πtx)dW˜t, t ≥ 0,
Π0x = ζ ∈ C,
(1.8)
where L0 satisfies assumption 1.1, F,G,Gq : C → Rn are possibly nonlinear, {W˜t}t≥0 is a Wiener process
and ε  1 is a small number signifying perturbation. The presence of ε suggests that the effect of Gq is
significant on times of order O(1/ε) whereas the effect of G is significant on times of order O(1/ε2). We
assume that Gq satisfies a centering condition (specified at (2.89)) which ensures that the effect of Gq is
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significant on the same time scale as G. Coefficients that are quadratic in x satisfy the centering condition.
The following equations are also considered:

dx(t) = L0(Πtx)dt+ εGq(Πtx)dt+ ε
2G(Πtx)dt+ εσ(ξt)F (Πtx)dt, t ≥ 0,
Π0x = ζ ∈ C,
(1.9)
where F,G,Gq : C → Rn are possibly nonlinear, {ξt}t≥0 is an exponentially-ergodic Markov noise process
(i.e. transition density converges to invariant density exponentially fast) and σ is a bounded mean-zero
function of the noise ξ. For example, one can have ξ as a finite-state Markov chain. The coefficient Gq is
assumed to satisfy a centering condition.
When studying the effect of small noise perturbations on DDE whose fixed point is on the verge of
instability, the dynamics close to the fixed point can be cast in the above forms after appropriate scaling
of coordinates. For example, consider ˙˜x(t) = κx˜(t − 1) − x˜3(t). When κ = −pi2 the fixed point x˜ = 0 is on
the verge of instability. Suppose κ has small perturbations about −pi2 according to κt = −pi2 + εσ(ξt) + ε2c
where ξ is a noise. Then, zooming close to the zero fixed point, x(t) := ε−1x˜(t) can be put in the form (1.9)
with L0(η) = −pi2 η(−1), F (η) = η(−1) and G(η) = −η3(0) + cη(−1).
Remark 1.1. The variance of {εW˜t}t≥0 at time t is ε2t. It takes time of order O(1/ε2) for the variance to
reach order O(1). Because of this, and due to centering of Gq, in (1.8) the perturbations take O(1/ε
2) time
to significantly affect the amplitude of oscillations of x (details would be provided in the next section).
Remark 1.2. In (1.9) because σ is of mean zero and Gq is centered, the perturbations take O(1/ε
2) time
to significantly affect the amplitude of oscillations of x.
For the above reasons we rescale time by defining xε(t) = x(t/ε2). Roughly speaking, the goal of this
thesis is to show that as ε → 0, the probability law of the amplitude of oscillations of xε converges to the
probability law of a one-dimensional stochastic differential equation (SDE) without delay. For small ε, this
one-dimensional SDE would give good approximate description of the dynamics of x. The advantage is three
fold: (i) equations without delay are easier to analyze; (ii) numerical simulation of DDE requires that the
history of x between times [t− r, t] be stored in memory, whereas numerical simulation of SDE has no such
requirement; (iii) the SDE needs to be simulated only for times of order O(1) to get information about x on
times of order O(1/ε2).
Now we give a bit more detail. Recall assumption 1.1. The space C can be written as C = P ⊕Q where
P is a two-dimensional space corresponding to the critical eigenvalues ±iωc and Q relates to the stable
eigenvalues (see chapter 7 of [16]). Choose a basis Φ = [Φ1 Φ2] for P . Let pi : C → P be the projection onto
5
P along Q. Let x be governed by any of the equations (1.5), (1.8) or (1.9). Write Πtx = piΠtx+ (I − pi)Πtx
(where I is the identity) and define zt ∈ R2 by piΠtx = Φzt = Φ1(zt)1 + Φ2(zt)2. For the unperturbed
system (1.5), z oscillate with frequency ωc and constant amplitude, while ||(I−pi)Πtx|| decays exponentially
fast (see chapter 7 of [16]). The norm ||zt||2, which signifies the amplitude of oscillations, stays constant for
the unperturbed system. For the perturbed sytems (1.8) and (1.9), the norm ||(I − pi)Πtx|| decays to small
values and ||zt||2 takes O(1/ε2) time to change significantly. We intend to show that the probability law of
||zt/ε2 ||2 converges as ε→ 0 to the law of one-dimensional SDE without delay.
In the next sections we present all the spectral properties of DDE in detail; state the goal of this thesis
more precisely; and review the existing results on this problem.
1.1 Spectral properties of linear DDE
For proving the results we restrict ourselves to scalar DDE. In chapter 4 we state the results for multi-
dimensional case. The only difference lies in how we select the basis Φ = [Φ1 Φ2]. In the scalar case
Φ1 = cos(ωc·), Φ2 = sin(ωc·) would be chosen. However, in the multi-dimensional case it is easier to work
with complex coordinates and choose Φ1 = e
iωc·, Φ2 = e−iωc·.
The following properties of linear DDE can be found in chapter 7 of [16].
Consider (1.5) with n = 1 (scalar case), L0 given by (1.6) and satisfying assumption 1.1. The solution of
(1.5) gives rise to the strongly continuous semigroup T (t) : C → C, t ≥ 0, defined by T (t)Π0x = Πtx. The
generator A of the semigroup is given by
Aϕ = d
dθ
ϕ, dom(A) = D(A) = {ϕ ∈ C1|ϕ′(0) = L0ϕ} (1.10)
(C1 is the linear space of continuously differentiable functions on [−r, 0], and ′ = ddθ ). The equation (1.5)
with the initial condition ζ in D(A), is equivalent to the abstract differential equation
d
dt
Πtx = AΠtx, t ≥ 0; Π0x = ζ ∈ D(A), (1.11)
where the differentiation with respect to t is taken in the sense of the sup-norm in C.
Spectral decomposition of C (chapter 7 of [16]).
Complexify C by writing CC = C+iC with norm ||η1+iη2|| = supγ∈[−pi,pi] || cos(γ)η1+sin(γ)η2||. For λ = ±iωc
let Eλ = Null(A − λI) and Rλ = Range(A − λI). Then CC = Eλ ⊕ Rλ (see section 7.2 of [16]). Define
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P := (Eiωc ⊕ E−iωc) ∩ C and Q := (Riωc ∩R−iωc) ∩ C. Then we have C = P ⊕Q with the subspaces P and
Q being A-invariant.
A basis for P can be chosen as follows. Let
Φ1(θ) = cos(ωcθ), Φ2(θ) = sin(ωcθ), θ ∈ [−r, 0]. (1.12)
Then we have P = spanR{Φ1, Φ2}.
Let pi denote the projection of C onto P along Q, i.e. pi : C → P with pi2 = pi and pi(η) = 0 for η ∈ Q.
The operator pi can be represented using a bilinear form 〈·, ·〉 on C([−r, 0],R)× C([0, r],R) given by
〈φ, ψ〉 := φ(0)ψ(0)− L0(
∫ ·
0
φ(u)ψ(u− ·)du) (1.13)
and functions Ψ(·) =
 Ψ1(·)
Ψ2(·)
, where Ψi are linear combinations of cos(ω·) and sin(ω·) and are such that
〈Φi,Ψj〉 = δij . We have for the projection pi : C → P ,
pi(η) = Φ〈η,Ψ〉 = 〈η,Ψ1〉Φ1 + 〈η,Ψ2〉Φ2, (1.14)
and Q = ker(pi) = {η ∈ C|pi(η) = 0}.
Behaviour of the semigroup on P and Q (chapter 7 of [16]).
Using the identity cos(ωc(t+ ·)) = cos(ωct) cos(ωc·)− sin(ωct) sin(ωc·) and that L0(e±iωc·) = ±iωc, it can be
shown that ddt cos(ωc(t+ ·)) = L0(cos(ωc(t+ ·))), which means that T (t) cos(ωc·) = cos(ωc(t+ ·)). Similarly,
we have T (t) sin(ωc·) = sin(ωc(t+ ·)).
Write Φ = [Φ1, Φ2]. From the above, it follows that
T (t)Φ(·) = Φ(·)eBt, B =
 0 ωc
−ωc 0
 , (1.15)
with the derivative
AΦ(·) = d
dt
T (t)Φ(·)|t=0 = Φ(·)B. (1.16)
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There exists positive constants κ and K such that
||T (t)φ|| ≤ Ke−κt||φ||, ∀φ ∈ Q. (1.17)
Equation (1.15) shows that the dynamics on P is oscillatory; and the estimate (1.17) shows the expo-
nential decay on Q. If we write the solution to (1.5) (with initial condition in dom(A)) as
Πtx = piΠtx+ (1− pi)Πtx = Φzt + (1− pi)Πtx
where zt is R2-valued, then differentiating the above and using (1.11), (1.16) and the fact that T (t) commutes
with pi, we find that z oscillate harmonically with constant amplitude according to
z˙t = Bzt, t ≥ 0; Φz0 = piΠ0x, (1.18)
and
d
dt
(1− pi)Πtx = A (1− pi)Πtx. (1.19)
From (1.17) and using T (t)pi = piT (t), we have that ||(1− pi)Πtx|| decays exponentially fast, i.e.,
||(1− pi)Πtx|| = ||(1− pi)T (t)Π0x|| = ||T (t)(1− pi)Π0x|| ≤ Ke−κt||(1− pi)Π0x||. (1.20)
1.1.1 Variation of constants formula
The solution of the perturbed systems (1.8) or (1.9) can be expressed in terms of the solution of (1.5) with
the initial condition Π0x = 1{0} where
1{0}(θ) =

1, θ = 0,
0, θ ∈ [−r, 0).
(1.21)
However, note that 1{0} does not belong to C and so we need to extend the space C to accommodate the
discontinuity. See p.192-193, 206-207 of [18] for the results pertaining to the extension, which we summarize
here. Let Cˆ := Cˆ([−r, 0];R) be the Banach space of all bounded measurable maps [−r, 0]→ R, given the sup
norm. Solving the unperturbed system (1.5) for initial conditions in Cˆ, the semigroup T can be extended
to a semigroup on Cˆ. Denote the extension by Tˆ . The bilinear form used for pi gives natural extension to a
continuous linear map pˆi : Cˆ → P . Define Qˆ := {η ∈ Cˆ : pˆiη = 0}. Then we have Cˆ = P ⊕ Qˆ. The projection
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pˆi commutes with Tˆ . Define a two component column vector Ψˆ ∈ R2 by
Ψˆ := Ψ(0). (1.22)
Then we have
pˆi1{0} = ΦΨˆ = Ψˆ1Φ1 + Ψˆ2Φ2. (1.23)
Also, there exists positive constants κ and K such that
||Tˆ (t)(1− pˆi)1{0}|| ≤ Ke−κt||(1− pˆi)1{0}||. (1.24)
Let g : [−r,∞)→ R satisfy

g(t) = 1 +
∫ t
0
L0(Πsg)ds, t ≥ 0,
g(t) = 0, t < 0.
(1.25)
Then, by definition of the semigroup, we have Tˆ (t)1{0}(θ) = g(t + θ). Define χ : [−r,∞) → R and
γ : [−r,∞)→ R by
χ(t) = Φ(0)etBΨˆ, γ = g − χ. (1.26)
Note that Tˆ (t)pi1{0}(·) = Tˆ (t)Φ(·)Ψˆ = Φ(·)etBΨˆ = Φ(0)e(t+·)BΨˆ = χ(t+ ·). Hence, we also get
γ(t) = Tˆ (t)(1− pˆi)1{0}(0). (1.27)
From (1.24) we already know that
|γ(t)| ≤ Ke−κt||(1− pˆi)1{0}||, t ≥ 0. (1.28)
Further, for t ≥ 0,
∣∣∣∣ ddtγ(t)
∣∣∣∣ = ∣∣∣∣L0(Tˆ (t)(1− pˆi)1{0})∣∣∣∣ ≤ ||L0||op ||Tˆ (t)(1− pˆi)1{0}|| ≤ ||L0||op ||(1− pˆi)1{0}||Ke−κt, (1.29)
where the derivative above is the derivative from the right. Thus, both γ and γ′ have exponential decay.
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The solution of (1.8) can be represented as (see appendix A which is based on [19]; also see theorem
IV.4.1 on page 200 in [18] when F is constant)
x(t) =

T (t)ζ(0) +
∫ t
0
g(t− u)(εGq(Πux) + ε2G(Πux))du + ε
∫ t
0
g(t− u)F (Πux)dW˜u, t ≥ 0,
ζ(t), t ∈ [−r, 0],
or, alternately, for θ ∈ [−r, 0],
Πtx(θ) =

T (t)ζ(θ) +
∫ t+θ
0
g(t+ θ − u)(εGq(Πux) + ε2G(Πux))du
+ ε
∫ t+θ
0
g(t+ θ − u)F (Πux)dW˜u, t+ θ ≥ 0,
ζ(t+ θ), t+ θ ≤ 0.
(1.30)
Write Πtx = Φzt + yt. Here {yt}t≥0 is the C-valued process yt = (1 − pi)Πtx and {zt}t≥0 is the R2-valued
process given by Φzt = piΠtx. The z process satisfies the following equation (see appendix A; also see
corollary IV.4.1.1 on page 207 in [18] for the case of F being constant):
dzt = Bztdt+ εΨˆGq(Φzt + yt)dt+ ε
2ΨˆG(Φzt + yt)dt+ εΨˆF (Φzt + yt)dW˜t, Φz0 = piΠ0x. (1.31)
The above evolution of z can be interpreted as small perturbation of the rotation given by z˙ = Bz.
Goal of the thesis
Define Ht = 12 ||zt||22 = 12 (((zt)1)2 + ((zt)2)2). Then, for the unperturbed system (1.5), H is a constant (note
that
√
2H is the amplitude of oscillations of z). However, for the perturbed equations (1.8) or (1.9), H
evolves slowly compared to zt and (1 − pi)Πtx. Significant changes in H occur on times of order O(1/ε2).
We intend to show that the probability law of {Ht/ε2}t∈[0,T ] converges as ε→ 0 to the probability law of a
one-dimensional SDE without delay and quantify the error in approximating Ht/ε2 by the one-dimensional
SDE. We also show that the stable mode ||(1− pi)Πtx|| is small in appropriate sense.
1.2 Existing results
Deterministic equations.
Deterministic DDE have been well studied in literature. They arise in a variety of areas—chapter 2
of [20] contains some examples. Theoretical foundations of DDE are expounded in the books [16, 17, 20].
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DDE at the verge of instability are also well studied. Stability criterion for linear DDE are discussed in
[21]. Averaging methods are presented for example in [22, 23]. Roughly speaking, [22] considers equations
of the form x˙(t) = L0(Πtx) + εG(Πtx) and shows that the effect of the stable mode y in the evolution
of the critical mode z can be ignored, obtaining the approximation z˙ = Bz + εΨˆG(Φz) for times of order
1/ε. Reference [23] considers x˙(t) = L0(Πtx) + εGq(Πtx) + ε
2G(Πtx) and obtains approximation on times
of order 1/ε2. In [23] the effect of stable mode y on z is captured by means of an appropriately chosen
near-identity transformation. DDE at the verge of instability have also been studied using center-manifold
(see the references in [24]) whose existence was proved in [25]. [24] illustrates the use of the symbolic algebra
package Maple for computation of center manifolds. Hopf bifurcation in DDE has been studied by many
authors—see section 1.2.2 of [26] for a partial history of the problem. Hopf bifurcation in DDE is studied
using multiple-scales, for example, in [27, 28, 29]. Periodic perturbations of DDE at the verge of instability
arise in studies of chatter suppression using spindle speed variation—see [7] for analysis of such a scenario
using center-manifold.
Stochastic DDE (noise as Wiener process).
Theoretical foundations of stochastic DDE are presented in [18]. For a survey of results in the field of
SDDE see [30]. SDDE at the verge of instability have been studied using center-manifold, multiple-scales
and averaging approaches.
SDDE at the verge of instability are studied using multiscale approach in [31, 32, 33, 34]. They assume
a solution of the form x(t) = A(T ) cos(ωt) − B(T ) sin(ωt) with T = ε2t as the slow-time scale, and try to
obtain evolution equations for A and B. Detailed description of [31, 32, 33, 34] are provided in appendix B.
The approach of [32, 31] does not yield satisfactory results for multiplicative noise case. Utilizing a series of
arguments [32] writes
dW (t) =
1
2
dW0(t) +
1√
2
cos(
2ωt
ε2
)dW2,1(t) +
1√
2
sin(
2ωt
ε2
)dW2,2(t),
where dW is increment of a Wiener process and W0,W2,1,W2,2 are independent Wiener processes. Note
that variance of LHS is dt, whereas the variance of RHS is 34dt. Further, the evolution equation on slow-time
scale for A,B have terms with small delay. In appendix B we show by means of numerical simulation that
the approximation obtained by [32] is not satisfactory. In [33, 34], the authors ignore certain terms of the
form (A(T )−A(T − ε2τ))/ε2 and arrive at incorrect evolution equations (see appendix B for details). While
the analysis of [33, 34] is in the spirit of multi-scale analysis, rigorous proofs justifying the approximations
are not given.
11
Existence of center-manifold for stochastic differential equations without delay was established in [35].
Though theorems regarding approximations of center-manifold exist (see section 8 of [35]), the suggested
approximation schemes are hard to execute. In applications, center-manifolds are approximated as having
Gaussian distribution centered at the deterministic manifold computed by setting noise as zero—see [36].
For other approximations see [37]. For SDDE, when the fixed point is hyperbolic, the existence of stable
and unstable manfiolds is proven in [38]. Existence of center-manifold has not been proven for SDDE. In
applications, center-manifolds are approximated as having Gaussian distribution centered at the determin-
istic manifold computed by setting noise as zero—see [39] for the case where one root of the characteristic
equation is zero and all other roots have negative real parts; and see [40, 41] for the case where the char-
acteristic equation has one pair of roots on the imaginary axis. Equation 20-21 of [41] are heuristic based
on analogy with deterministic counterparts, and are not justified rigorously. In [40], amplitude of the mean
of oscillations is studied rather than mean of the amplitude of oscillations, and it is wrongly concluded that
additive noise can suppress oscillations (details will be provided in appendix B).
References [42, 43] considers (1.8) with Gq = 0. They claim that z of (1.31) can be approximated by zˆ
governed by
dzˆt = Bzˆtdt+ ε
2ΨˆG(Φzˆt)dt+ εΨˆF (Φzˆt)dW˜t, Φz0 = piΠ0x. (1.32)
which is obtained by setting y = 0 in (1.31). However they do not give any estimates of the error in the
approximation or smallness of ||y||. [44] does the same while studying an equation arising in a model of
human standing. Note that y need not be small and bounded when the noise is Wiener process. We show
that, when G is linear, moments of supt∈[0,T/ε2] ||yt|| are small and the moments of error made in ignoring
y for evolution of z are also small. When G is nonlinear and destabilizing it is possible that y can grow
unbounded without moments, even when conditioned on zt being bounded. Appendix B of [42] also mentions
that y could be ignored for (1.9) with Gq = 0 (exponentially ergodic noise). We show in chapter 3 that
ignoring y totally for (1.9) (even when Gq = 0) would result in loss of certain drift terms for the averaged
equations of z. This is also illustrated using a simple example without delay in appendix B.
Since the results that we obtain concerns with convergence of probability law of {Ht/ε2}t∈[0,T ], we do not
make any claims on moment or sample stability. Though we identify possible candidate for top Lyapunov
exponent of (1.8) (when F,G,Gq are linear), we do not consider moment or almost-sure stability of (1.8)
in this thesis. Stability of SDDE are studied using Lyapunov functional methods, for example, in [1, 45],
chapter 10 of [20], chapter 5.6 of [46]. However, the Lyapunov functional methods give sufficient criterion
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and give conservative estimates of stability regions. Bounds on exponential growth rates for linear SDDE
are studied in [47]. The results of [47] are also not optimal for the instability scenario that we consider. For
example, for a simple equation of the form dx(t) = −pi2x(t−1)+ε
(∫ t
0
x(t+ θ)dθ
)
dW satisfying assumption
1.1, theorem 4.1 and its corollary in [47] gives an order O(1) bound for the top Lyapunov exponent, whereas
it is reasonable to expect an order O(ε2) bound (for more details see appendix B). [42, 43] compute the top
Lyapunov exponent of (1.32). The result is not immediately transferrable to (1.8) (with F,G linear and
Gq = 0) because justifications of the form limt→∞ 1t log ||zt − zˆt||2 = 0, limt→∞ 1t log ||yt|| = 0 almost surely,
are not proven.
[39] considers equations of the form (1.8) but with a different kind of instability—one root of characteristic
equation is zero and all other roots have negative real parts. We review their results in chapter 5 and also
extend them to the case of equation (1.9). This different kind of instability scenario in the case of stochastic
partial differential equations is treated in [48].
Noise as time-homogenous Markov process.
Now we shift the focus to equations of the kind (1.9). Assumption 3.2 lists all the assumptions on the
noise {ξt}t≥0. Crucial assumptions are that the noise is a time-homogenous Markov process with transition
density converging to stationary density exponentially fast. The function σ in (1.9) is of zero mean, i.e.∫
M
σ(ξ)ν¯(dξ) = 0 where ν¯ is the stationary measure of the noise ξ.
Systems with small noise perturbations are studied in [49, 50, 51]. They consider Rn-valued processes
(no delay involved) of the form ddτ x˜
ε(τ) = εF (x˜ε(τ), ξτ ) + ε
2G(x˜ε(τ), ξτ ) with F such that for each fixed x˜,
E[F (x˜, ξ)] = 0 where the expectation is with respect to the invariant measure of the noise ξ. On changing the
time scale in the above equation: xε(t) := x˜ε(t/ε2), ξεt := ξt/ε2 , we have
dxε(t)
dt =
1
εF (x
ε(t), ξεt )+G(x
ε(t), ξεt ).
It is shown in [49, 50, 51] (using different assumptions) that the law of xε converges weakly to that of a
diffusion process as ε→ 0.
Analogous results for DDE are in [52]. It considers Rn-valued processes of the form
x˙ε(t) =
1
ε
b(xε(t), xε(t− r), ξεt ) + a(xε(t), xε(t− r), ξεt ) (1.33)
with the assumptions that E[b(x, xr, ξt)] = 0, E[a(x, xr, ξt)] = a¯(x, xr) ∀x, xr, and
1
(T2 − T1)
∫ T2
T1
E
[∑
j
∂bi(x, xr, ξt)
∂xj
bj(x, xr, ξT1)
]
dt→ b¯(x, xr) as T1, T2, T2 − T1 →∞,
1
(T2 − T1)
∫ T2
T1
E[bi(x, xr, ξt) bj(x, xr, ξT1)] dt→
1
2
Sij(x, xr) as T1, T2, T2 − T1 →∞,
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∃Φ(x, xr) such that 1
2
(Sij + S
T
ij) = ΦΦ
T .
Then [52] shows that, as ε→ 0, the law of xε converges weakly to that of a stochastic DDE given by
dx(t) =
[
a¯(x(t), x(t− r)) + b¯(x(t), x(t− r))] dt + Φ(x(t), x(t− r)) dWt.
Note that (1.33) is a time-rescaled version of x˙(t) = εb(x(t), x(t − rε2 ), ξt) + ε2a(x(t), x(t − rε2 ), ξt). If you
compare this with (1.9): here the delay is not a constant as ε varies, whereas in (1.9) delay is a constant.
Whereas [52] obtains an SDDE in the limit, we would obtain an SDE without delay.
In [53] the effect of noise on evolution equations on Banach spaces is considered, and [54] extends it to
systems with fast and slow components. [54] considers
dyε(t)
dt
=
1
ε
Byε(t) +A(t/ε)yε(t), (1.34)
with the following assumptions: (i) the operator B (deterministic) generates a contraction semigroup which
is denoted by etB , (ii) B is such that etB → pˆi as t ↑ ∞, where pˆi is the projection onto the kernel of B,
(iii) ∃C, γ > 0 such that ||(etB − pˆi)f || ≤ Ce−γt||f ||. Under the assumptions (i) and (ii), we have that
etBpˆi = pˆietB = pˆi and pˆiBf = Bpˆif = 0. Define the operator A¯ by A¯ = limT↑∞ 1T
∫ t0+T
t0
E[A(s)]ds. Write the
solution of the equation (1.34) as yε(t) = Uε(t, 0)yε(0). [54] is concerned with the asymptotic behaviour of
Uε(t, 0) as ε ↓ 0. Under some assumptions on Uε(t, 0), [54] states
Theorem 3.1 in [54] : For 0 ≤ t ≤ T, limε↓0 E[Uε(t, 0)pˆif ] = et pˆiA¯pˆif.
Theorem 3.2 in [54]: Suppose pˆi A¯ pˆi ≡ 0. Then, for 0 ≤ t ≤ T, limε↓0 E[Uε(t/ε, 0)pˆif ] = etV¯ pˆif, where
V¯ = limT↑∞ 1T
∫ t0+T
t0
∫ s
t0
E[pˆiA(s)(eB(s−u) − pˆi)A(u)pˆi] du ds.
The above result theorem 3.2 is not correct. When the fast component is present, the theorem gives only
the critical(slow)-stable(fast) interaction, but not the critical(slow)-critical(slow) interaction (we show this
by means of an example in appendix B). In fact doing the computations in [54] carefully shows that the
correct result is
V¯ = lim
T↑∞
1
T
∫ t0+T
t0
∫ s
t0
E[pˆiA(s)eB(s−u)A(u)pˆi] du ds.
It might be possible to put the delay equation (1.9) in the general framework of [54]. However it is difficult
to satisfy all the assumptions, and so we choose the easier route of using the martingale problem technique.
The case of
∫
M
σ(ξ)ν¯(dξ) 6= 0 (here ν¯ is the invariant measure of the noise {ξ}t≥0) corresponds to the case
of theorem 3.1 in [54] and
∫
M
σ(ξ)ν¯(dξ) = 0 corresponds to the case of theorem 3.2 in [54].
[55] considers equations of the form (1.9) with
∫
M
σ(ξ)ν¯(dξ) 6= 0 and a different ε scaling; for example:
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dx(t) = L0(Πtx)dt+ εG(Πtx)dt+ εσ(ξt)F (Πtx)dt. Writing piΠtx = Φzt, [55] shows that the probability law
of e−tB/εzt/ε converges to that of a deterministic ODE and that ||(I − Πt)x|| decays exponentially fast. If
the zero fixed point of the limit ODE is exponentially stable, then it is proven that x is also exponentially
stable in the moments.
[56, 57] consider scalar equations of the form dx(t) = L0(Πtx) + εσ(ξt)L1(Πtx)dt with L1 : C → R
linear and σ a mean zero function of the noise process ξ. Define the exponential growth rate λε :=
lim supt→∞
1
t log |x(t)| and expand it as λε = λ0 + ελ1 + ε2λ2 + . . .. Using perturbation methods and
Furstenberg-Khasminskii representation, [56, 57] show that λ0 = λ1 = 0 and give explicit expression for λ2.
Equations of the form (1.9) display interesting similarities with non-delay systems. For example, [58]
considers coupled oscillators with one of the oscillators stable, in the following form. Let J be the symplectic
matrix
 0 1
−1 0
, I be the 2× 2 identity matrix and O be the 2× 2 zero matrix. Let q ∈ R4 be governed
by
q˙(t) =
 ω1J O
O −δI + ω2J
 q(t) + εσ(ξ(t))
 K M
N L
 q(t) (1.35)
where K,L,M,N are 2× 2 matrices. The oscillator with frequency ω1 is coupled to the stable oscillator of
frequency ω2. [58] shows that the Lyapunov exponent of the above system can be written in terms of certain
integrals of auto-correlation of the noise. Further they show that both stabilization and destabilization are
possible, depending on the matrix coefficients K,M and N . The delay system that we considered under the
assumption 1.1 can be thought of as a coupled oscillator system with one critical mode and infinitely many
stable modes (the characteristic equation has a pair of roots ±iωc, and all other roots have negative real
part). We would show that both stabilization and destabilization are possible in the delay equations as well.
Martingale problem.
Recall the definition Ht = 12 ||zt||22 = 12 (((zt)1)2 + ((zt)2)2) where z satisfies (1.31). Define Hεt = Ht/ε2 . In
order to show that the probability law of Hε converges as ε→ 0 to that of a one dimensional SDE without
dealy, we use the technique of martingale problem. The martingale problem is described in the books [59, 60].
For an illustration of the use of martingale problem in proving weak convergence see [51, 60, 61]. A brief
explanation of the procedure is provided in appendix C of this thesis. Martingale problem has been employed
in averaging of Hamiltonian systems, for example, in [62, 63, 64].
Large deviations for delay equations.
Consider x˙(t) = L0(Πtx) + εG(Πtx) + εF (Πtx)σ(ξt), with the characteristic equation λ − L0(eλ·) = 0
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having one root as zero and all other roots with negative real parts. Assume σ is mean-zero. It is reasonable
to expect that on times of order O(1/ε), large deviations of x from the corresponding deterministic system
x˙(t) = L0(Πtx) + εG(Πtx) are rare. Using results of Freidlin-Wentzel (chapter 7 of [62]), in section 5.1 we
make some observations regarding the rate function governing the large deviations. An application of results
from [62] would also give the rate function governing large deviations of linear delay equations under fast
markov perturbations (deviations of x˙(t) = L0(Πtx)+σ(ξt/ε) from x˙(t) = L0(Πtx) with σ mean-zero). Large
deviations for SDDE (noise as Brownian motion) is studied in [65, 66]; and for linear delay equations with
noise as Levy process in [67]. Perturbation expansion for rate function when the delay is small is treated in
[68]. Linearization of SDDE have been used to approximate escape rates from neighborhoods of metastable
states in [68, 69].
1.3 Organization of the thesis
The goal of the thesis was stated at the end of section 1.1. As mentioned earlier, for proving the results we
restrict ourselves to scalar DDE. In chapter 4 we state the results for multi-dimensional case.
Chapter 2 deals with equations of the form (1.8).
• Section 2.1 deals with the case Gq = 0, G Lipschitz and F linear. The results are stated as theorem
2.1.8 and theorem 2.1.10.
• Section 2.3 deals with Gq = 0, G cubic and F a constant. The approximation results are stated as
proposition 2.3.5, and theorems 2.3.11, 2.3.12.
• Section 2.5 deals with Gq 6= 0 and F constant; and the result is summarized in theorem 2.5.16.
Chapter 3 deals with equations of the form (1.9) and the result is summarized in 3.4.1. Examples by
means of numerical simulations would be done in chapter 4.
A different kind of instability (one root of characteristic equation is zero and all other roots have negative
real parts) is treated in chapter 5. Aspects of large deviations from the corresponding deterministic system
is also treated in chapter 5.
Chapter 6 is regarding noise perturbations of periodically driven nonlinear oscillators. It can be read
independent of the rest of the thesis.
Appendix B contains some remarks on existing results. Appendix C explains the technique of martingale
problem that would be used in chapters 2.5 and 3. Appendix G explains the aspects of large deviations
theory that would be useful for chapters 5.1 and 5.2.
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Chapter 2
Perturbations as Wiener process
In this chapter we study equations of the form (1.8) with Gq = 0. Following the remark 1.1, we rescale
time by defining Xˆε(t) = x(t/ε2). To be able to write the evolution equation for Xˆε we need to define the
rescaled segment extractor Πεt as follows: for f ∈ C([−ε2r,∞);R),
(Πεtf)(θ) = f(t+ ε
2θ), θ ∈ [−r, 0], t ∈ [0,∞). (2.1)
Using the scale-invariance of Wiener process, the process Xˆε has the same probability law as the process
dXε(t) = ε−2L0(ΠεtX
ε)dt+G(ΠεtX
ε)dt+ F (ΠεtX
ε)dWt,
where W is a Wiener process. In this chapter, we restrict to equations of the form:

dXε(t) = ε−2L0(ΠεtX
ε)dt+G(ΠεtX
ε)dt+ σdWt, t ∈ [0, T ],
Xε(t) = ζ(ε−2t), t ∈ [−ε2r, 0], ζ ∈ C,
G(η) =
∫ 0
−r η(θ)dν1(θ) +
∫ 0
−r η
3(θ)dν3(θ),
(2.2)
where for i = 1, 3, νi : [−r, 0]→ R, are bounded functions continuous from the left on (−r, 0) and normalized
with νi(0) = 0; and also equations of the form:

dXε(t) = ε−2L0(ΠεtX
ε)dt+G(ΠεtX
ε)dt+ L1(Π
ε
tX
ε)dWt, t ∈ [0, T ],
Xε(t) = ζ(ε−2t), t ∈ [−ε2r, 0], ζ ∈ C,
|G(η1)−G(η2)| ≤ KG||η1 − η2||, G(0) = 0,
(2.3)
The work in sections 2.1–2.4 is published in
[70] N. Lingala. Approximation of delay differential equations at the verge of instability by equations without delay. Dynamic
Systems and Applications, 25:263-302, 2016.
17
where L1 : C → R is a bounded linear operator. We refer to (2.2) as the additive noise case and (2.3) as the
mulitplicative noise case. In both cases we assume that the initial condition ζ is deterministic (not a random
variable). In the additive noise case we allow G to have cubic nonlinearities. However, for the multiplicative
noise case the Lipschitz condition on G could not be relaxed. The presence of cubic nonlinearites causes
the following problem: in trying to estimate a moment of certain order we encounter the task of estimating
higher order moments.
2.1 Multiplicative noise
In this section we consider (2.3) with time T > 0 fixed (the solution semigroup is also denoted by T ;
ambiguity can be resolved from the context). Recall the notation from section 1.1.1.
Let Xε evolve according to (2.3). Write ΠεtX
ε = Φzεt + y
ε
t , where z
ε
t is the R2-valued process given by
Φzεt = piΠ
ε
tX
ε and yεt is the C-valued process given by yεt = (1− pi)ΠεtXε. Using the variation-of-constants
formula (see appendix A) we have that Xε, zε and yε evolve according to
Xε(t) = T (t/ε2)ζ(0) +
∫ t
0
g(
t− u
ε2
)G(ΠεuX
ε)du +
∫ t
0
g(
t− u
ε2
)L1(Π
ε
uX
ε)dWu, (2.4)
dzεt = ε
−2Bzεt dt+ ΨˆG(Φz
ε
t + y
ε
t )dt+ ΨˆL1(Φz
ε
t + y
ε
t )dW, Φz
ε
0 = piΠ
ε
0X
ε, (2.5)
yεt (θ) = T (t/ε
2)yε0(θ) +
(Iε,q(t+ε2θ)∨0 − Φ(θ)etB/ε2(Iε,pt − Iε,p(t+ε2θ)∨0))
+
(J ε,q(t+ε2θ)∨0 − Φ(θ)etB/ε2(J ε,pt − J ε,p(t+ε2θ)∨0)), θ ∈ [−r, 0], (2.6)
where
J ε,qt =
∫ t
0
γ
(
t− s
ε2
)
L1(Φz
ε
s + y
ε
s)dWs, J ε,pt =
∫ t
0
e−sB/ε
2
ΨˆL1(Φz
ε
s + y
ε
s)dWs,
Iε,qt =
∫ t
0
γ
(
t− s
ε2
)
G(Φzεs + y
ε
s)ds, Iε,pt =
∫ t
0
e−sB/ε
2
ΨˆG(Φzεs + y
ε
s)ds.
Define
Yεt := T (t/ε
2)yε0, Y
ε
t := y
ε
t −Yεt . (2.7)
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Note that Yεt depends only on the unperturbed system (1.5). Given the initial condition Π
ε
0X
ε, Yεt is a
deterministic quantity. Note that ||Yεt || decays exponentially fast:
||Yεt || ≤ Ke−κt/ε
2 ||(1− pi)Πε0Xε||. (2.8)
Roughly speaking, the goals are
(i) Show that, until the time T > 0, E supt∈[0,T ] ||Y εt ||n ε→0−−−→ 0 and obtain the rate of convergence, so
that we can approximate yεt with the deterministic quantity Y
ε
t
(ii) Consider the R2-valued process
dzεt = ε
−2Bzεtdt+ ΨˆG(Φz
ε
t )dt+ ΨˆL1(Φz
ε
t )dW, Φz
ε
0 = piΠ
ε
0X
ε. (2.9)
Note that zε is two-dimensional process without delay totally ignoring yε. Show that
E sup
t∈[0,T ]
||zεt − zεt ||22 ε→0−−−→ 0 (2.10)
where || · ||2 is `2 norm of vectors in R2, and obtain the rate of convergence.
The above tasks justify the approximation of ΠεtX
ε by Φzεt+Y
ε
t for small ε. Note that z
ε is a two-dimensional
process without delay and Yεt is an exponentially decaying deterministic process. For small ε one could study
this non-delay system instead of the original stochastic DDE (2.3). The advantage is that the 2-dimensional
system without delay would be easier to analyze or simulate numerically. The approximation result is stated
in theorem 2.1.8. The process z˜εt in (2.21) is related to the process z
ε
t of (2.9) by e
tB/ε2 z˜εt = z
ε
t . Further
simplification can be obtained by studying the process
Hεt :=
1
2
||zεt ||22. (2.11)
Roughly speaking,
√
2Hε is the amplitude of oscillations1 of Xε. We will show that there is a constant C
such that
E sup
t∈[0,T ]
||zεt ||22 < C (2.12)
1Writing ΠεtX
ε = Φzεt +y
ε
t and showing y is small, we can write X
ε(t) = ΠεtX
ε(0) ≈ Φ(0)zεt = (zεt )1. Since the dynamics of
zε can be described as small perturbation of a predominant oscillation according z˙ = Bz, the approximate amplitude of (zε)1
is
√
(zε)21 + (z
ε)22 = ||zε||2 =
√
2H.
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for all ε smaller than some ε∗ (see equivalent condition in lemma 2.1.9). Using (2.12) and (2.10) it follows
that (see the proof of theorem 2.1.10)
E sup
t∈[0,T ]
|Hεt −
1
2
||zεt ||22| ε→0−−−→ 0. (2.13)
One can use standard averaging techniques for stochastic differential equations (without delay) to show
that the distribution of 12 ||zε||22 converges to the distribution of some one-dimensional process H0 without
delay. By theorem 3.1 in [71], the distribution of Hε converges to the distribution of H0. For small ε, the
distribution of H0 gives a good approximation to the distribution of Hε. The advantages of having H0 were
mentioned in chapter 1. The above result concerning Hε is stated in theorem 2.1.10. The process z˜εt in (2.23)
is related to zεt of (2.9) by z
ε
t = e
tB/ε2 z˜εt .
Proofs of all the results in this section are presented in the next section. The constants here can depend
on the final time T .
The first goal is to show that E supt∈[0,T ] ||Y εt ||n → 0, which is the content of proposition 2.1.4. For this
purpose, we use the variation of constants formulas (2.5)–(2.6). Recalling the definition of Y ε from (2.7), to
estimate E supt∈[0,T ] ||Y εt ||n, we need to estimate the integral terms (J , I) on the RHS of (2.6). Roughly
speaking, the integrals in the RHS of (2.6) can be split as
∫ s
0
=
∫ s−εδr
0
+
∫ s
s−εδr with 0 < δ < 2. For
∫ s−εδr
0
we can use exponential decay (1.28). For
∫ s
s−εδr, since the length of the interval of integration is small
(rεδ), we need to be concerned with increments of Wiener process over small intervals, i.e. the modulus of
continuity of the Wiener process.
Lemma 2.1.1 is needed to be able to use the results of [72] on moments of modulus-of-continuity of Ito
processes. Using results from [72], lemma 2.1.3 shows that the stochastic integrals in (2.6) are small. Then,
straight forward estimation yields proposition 2.1.4 which is the result that we need.
Lemma 2.1.1. Fix n ≥ 0. There exists constants Cn > 0 and ε∗ > 0 such that ∀ε < ε∗,
E sup
t∈[0,T ]
||ΠεtXε||n < Cn. (2.14)
Note that, though one of the drift coefficients in (2.3) is of the order ε−2, the constant C above does not
depend on ε. Proof uses: (i) the variation-of-constants formula to make use of the exponential decay (1.28)-
(1.29) on Qˆ, and oscillatory behaviour on P ; (ii) Burkholder-Davis-Gundy inequality to estimate supremum
of martingales by their quadratic-variation; and then (iii) Gronwall inequality.
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Definition 2.1.2. Define the modulus of continuity for f : [0,∞)→ R by
w(a, b; f) = sup
|u−v| ≤ a
u,v ∈ [0,b]
|f(u)− f(v)|.
Define
Υεs := sup
θ∈[−r,0]
∣∣∣J ε,q(s+ε2θ)∨0 − Φ(θ)esB/ε2(J ε,ps − J ε,p(s+ε2θ)∨0)∣∣∣ . (2.15)
Lemma 2.1.3. Fix n ≥ 1. There exists constant Cˆ > 0 and a family of constants εˆδ > 0 (indexed by
0 < δ < 2) such that, given δ ∈ (0, 2) we have for ε < εˆδ
E sup
s∈[0,T ]
(Υεs)
n ≤ Cˆ
(
rεδ ln
(
2T
rεδ
))n/2
ε→0−−−→ 0. (2.16)
The proof relies on the earlier mentioned idea of writing
∫ s
0
=
∫ s−εδr
0
+
∫ s
s−εδr and using [72].
Let Yεt and Y
ε
t be as defined in (2.7).
Proposition 2.1.4. Fix n ≥ 1. ∃ε∗ > 0 such that ∀ ε < ε∗,
E sup
s∈[0,T ]
||Y εs ||n ≤ ε2n2n−1KnG
(
r||Ψˆ2||+ K˜
κ
)n
Cn + 2
n−1E sup
s∈[0,T ]
(Υεs)
n ε→0−−−→ 0, (2.17)
where Cn is from lemma 2.1.1 and K˜ = K||(1− pˆi)1{0}|| where K and κ are from (1.28).
Appropriate bounds on the second term in the RHS of (2.6) in conjunction with lemma 2.1.3 yields the
desired result (2.17).
Recall that when we write ΠεtX
ε = Φzεt +y
ε
t , the R2-valued process zε satisfies equation (2.5). Removing
the fast rotation induced by B, i.e. writing zεt = e
−tB/ε2zεt we have
dzεt = e
−tB/ε2ΨˆG(ΦetB/ε
2
zεt + y
ε
t )dt+ e
−tB/ε2ΨˆL1(ΦetB/ε
2
zεt + y
ε
t )dWt, z
ε
0 = z
ε
0.
Let ẑε be governed by
d̂zεt = e
−tB/ε2ΨˆG(ΦetB/ε
2
ẑεt + Y
ε
t )dt+ e
−tB/ε2ΨˆL1(ΦetB/ε
2
ẑεt + Y
ε
t )dWt, ẑ
ε
0 = z
ε
0.
i.e. we are totally ignoring y part except for the effect of initial condition (note that Yεt = Tˆ (t/ε
2)yε0).
As an intermediate step towards the end goal, we want to show that, until time T the error in approxi-
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mating zε by ẑε is small. For this purpose, define
αεt =
1
2
||zεt − ẑεt ||22 =
1
2
((zεt − ẑεt )21 + (zεt − ẑεt )22).
Here (zεt − ẑεt )i denotes the ith component of the R2-valued vector zεt − ẑεt . Let
Γt =
2∑
i=1
(zεt − ẑεt )i(e−tB/ε
2
Ψˆ)i. (2.18)
Then αεt is governed by
dαεt = Btdt+ ΣtdWt, α
ε
0 = 0,
where
Bt = Γt
(
G(ΦetB/ε
2
zεt + y
ε
t )−G(ΦetB/ε
2
ẑεt + Y
ε
t )
)
+
1
2
||Ψˆ||22
(
L1(Φe
tB/ε2(zεt − ẑεt )) + L1(yεt −Yεt )
)2
,
and
Σt = Γt
(
L1(Φe
tB/ε2(zεt − ẑεt )) + L1(yεt −Yεt )
)
.
The following lemma gives processes dominating Bt and Σt. These help in applying Gronwall inequality
to arrive at lemma 2.1.6.
Lemma 2.1.5. Define
B(α, p) := CB(α+ p
2), CB = 2||Ψˆ||22||L1||2 + 3||Ψˆ||2KG,
S2(α, p) := CΣ(α
2 + p4), CΣ = 16||Ψˆ||22||L1||2.
Then |Bt| ≤ B(αεt , ||Y εt ||) and Σ2t ≤ S2(αεt , ||Y εt ||) for t ≥ 0.
Lemma 2.1.6. Fix δ ∈ (0, 2). There exists constants C, εˆδ > 0 such that ∀ε < εˆδ
E sup
s∈[0,T ]
(αεs)
2 ≤ C
(
rεδ ln(
2T
rεδ
)
)2
ε→0−−−→ 0.
Proof is by using lemma 2.1.5, result (2.17), applying Gronwall pathwise (see [73]) and Burkholder-Davis-
Gundy inequality.
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As final step, consider the system
d z˜εt = e
−tB/ε2ΨˆG(ΦetB/ε
2
z˜εt )dt+ e
−tB/ε2ΨˆL1(ΦetB/ε
2
z˜εt )dWt, z˜
ε
0 = z
ε
0, (2.19)
i.e. we are totally ignoring the Q part—even the effect Y of the initial condition. Define βεt =
1
2 ||˜zεt − ẑεt ||22.
Using exactly the same technique as the one employed for αε and using the exponential decay of Yε, it is
trivial to get the following result analogous to lemma 2.1.6.
Lemma 2.1.7. There exists C > 0 such that
E sup
s∈[0,T ]
(βεs)
2 ≤ C||(1− pi)ζ||4 ε2,
where ζ is the initial condtion Πε0X
ε.
Combining propositions 2.1.4, and lemmas 2.1.6, 2.1.7 we get
Theorem 2.1.8. Fix δ ∈ (0, 2). There exists constants 0 < C1 ≤ C2, C3 > 0 and εˆδ > 0 such that ∀ε < εˆδ
E sup
t∈[0,T ]
∣∣Xε(t)− (Φ(0)etB/ε2 ẑεt + Yεt (0))∣∣4 ≤ C1(rεδ ln( 2Trεδ )
)2
ε→0−−−→ 0, (2.20)
and
E sup
t∈[0,T ]
∣∣Xε(t)− (Φ(0)etB/ε2z˜εt + Yεt (0))∣∣4 ≤ C2(rεδ ln( 2Trεδ )
)2
+ C3||(1− pi)ζ||4ε2 ε→0−−−→ 0, (2.21)
where ζ is the initial condtion Πε0X
ε.
Note that both the approximating processes ẑε and z˜ε are processes without delay. However, ẑε considers
the effect of the initial condition yε0, but z˜
ε ignores it. Hence the approximation (2.20) using ẑε is better
than the approximation (2.21). For example, choosing δ close to two in (2.20) we can get the bound O(ε4−)
whereas the bound in (2.21) is O(ε2).
Now we revisit the goals stated at the beginning of this section.
Note that for zεt defined in (2.9) we have z
ε
t = e
tB/ε2z˜εt . Hence, z
ε
t − zεt = etB/ε
2
(˜zεt − zεt ). Using the
results of this section and the fact that for any R2-vector v, ||etB/ε2v||2 = ||v||2, we can easily see that (2.10)
is satisfied. The condition (2.12) is equivalent to the following condition (2.22).
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Lemma 2.1.9. There exists constants C and ε∗ > 0 such that ∀ε < ε∗
E sup
t∈[0,T ]
||˜zεt ||22 < C. (2.22)
Hence, (2.13) follows (see the proof of the following theorem). We summarize the discussion at the start
of this section in the following theorem.
Theorem 2.1.10. Define Hεt := 12 ||zεt ||22 where zε are given by piΠεtXε = Φzεt . Let z˜ε be the two-dimensional
process (without delay) defined in (2.19). Let ζ ∈ C be the initial condition, i.e. Πε0Xε = ζ. Fix δ ∈ (0, 2).
There exists constants C1, C2 > 0, and εˆδ > 0 such that ∀ε < εˆδ
E sup
t∈[0,T ]
|Hεt −
1
2
||˜zεt ||22| ≤ C1||(1− pi)ζ||
√
ε + C2
(
rεδ ln(
2T
rεδ
)
)1/2
ε→0−−−→ 0. (2.23)
If the process 12 ||˜zε||22 converges weakly to a process H0, then Hε converges weakly to H0.
Remark 2.1. Because z˜ε is a process without delay, weak convergence of 12 ||˜zε||22 can be dealt using standard
averaging techniques for stochastic differential equations.
A simple example is done next. Consider (2.3) with G ≡ 0. The corresponding z˜ε satisfies
d˜zεt = e
−tB/ε2MetB/ε
2
z˜εtdWt, M = ΨˆL1Φ, Φ˜z
ε
0 = piζ
where ζ is the initial condition ζ = Πε0X
ε. Let Hεt := 12 ||zεt ||22 and Hεt := 12 ||˜zεt ||22. Then applying Ito formula
we have
dHεt = b(˜z
ε
t , t/ε
2)dt+ σ(˜zεt , t/ε
2)dWt, b(z, t) =
1
2
||e−tBMetBz||22, σ(z, t) = (z)∗e−tBMetBz. (2.24)
The coefficients b and σ have time averages:
1
2pi/ωc
∫ 2pi/ωc
0
b(z, t) dt = C2
1
2
||z||22,
1
2pi/ωc
∫ 2pi/ωc
0
σ2(z, t) dt = (C1
1
2
||z||22)2,
where 2C21 = 3(M
2
11 +M
2
22) + (M12 +M21)
2 + 2M11M22 and C2 =
1
2 (
∑2
i,j=1M
2
ij). Using standard averaging
techniques for SDE without delay, it can be shown that as ε→ 0, Hε converges weakly to H0 given by
dH0t = C1H0t dWt + C2H0t dt, H00 =
1
2
||z0||22, Φz0 = piζ. (2.25)
For (2.25) solution can be written explicitly. For small ε, the distribution of H0 gives good approximation
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to the distribution of Hε. Note that, roughly speaking, √2Hε is the amplitude of oscillations of Xε. Hence
H0 can be used to understand the dynamics of Xε. The advantage is that H0 does not involve any delay
and is one-dimensional, and hence easier to analyze and simulate numerically. More examples and numerical
simulations are shown in chapter 4.
2.2 Proofs of results in section 2.1
Proof of Lemma 2.1.1
Let Xεq,t := (1 − pi)ΠεtXε(0), and Xεp,t := piΠεtXε(0). Let xq,t := Tˆ (t)(1 − pi)ζ(0), and xp,t := Tˆ (t)piζ(0).
Let Zt :=
∫ t
0
L1(Π
ε
sX
ε)dWs. Recall the defintions of γ and χ from (1.26). Using the variation-of-constants
formula (2.4)-(2.6) we have for t ≥ 0
Xε(t) = xp,t/ε2 + xq,t/ε2 +Dp,t +Dq,t +Ap,t +Aq,t
with
Dq,t :=
∫ t
0
γ
(
t− s
ε2
)
G(ΠεsX
ε)ds, Aq,t :=
∫ t
0
γ
(
t− s
ε2
)
dZs,
Dp,t :=
∫ t
0
χ
(
t− s
ε2
)
G(ΠεsX
ε)ds, Ap,t :=
∫ t
0
χ
(
t− s
ε2
)
dZs.
For any process M , we define M∗t := sup0≤s≤t |Ms|. Now, what we mean by D∗q,t, A∗q,t and x∗q,t etc is
clear. Also define
Xεt := sup
s∈[0,t]
|Xε(s)|n.
We then have by repeated application of Minkowski inequality,
2−5(n−1)EXεt ≤ E |x∗p,t/ε2 |n + E |x∗q,t/ε2 |n + E |D∗p,t|n + E |D∗q,t|n + E |A∗p,t|n + E |A∗q,t|n. (2.26)
First we focus on the terms involving the process A. Using integration by parts we have
Aq,s = γ(0)Zs +
∫ s
0
ε−2γ′
(
s− u
ε2
)
Zu du.
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Using Minkowski inequality,
E |A∗q,t|n ≤ 2n−1|γ(0)|nE sup
s∈[0,t]
|Zs|n + 2n−1E sup
s∈[0,t]
∣∣∣∣∫ s
0
ε−2γ′
(
s− u
ε2
)
Zu du
∣∣∣∣n . (2.27)
The second term on the RHS of (2.27) is bounded above (using the exponential decay (1.29)) by
2n−1E sup
s∈[0,t]
∣∣∣∣∫ s
0
ε−2
∣∣∣∣γ′(s− uε2
)∣∣∣∣ |Zu| du∣∣∣∣n ≤ 2n−1E sup
s∈[0,t]
∣∣∣∣∫ s
0
ε−2K˜||L0||e−κ(s−u)/ε2 |Zu| du
∣∣∣∣n
≤ 2n−1(K˜||L0||/κ)nE sup
s∈[0,t]
|Zs|n,
where K˜ = K||(1− pˆi)1{0}||. Hence, using Burkholder-Davis-Gundy inequality and Holder inequality
E |A∗q,t|n ≤ 2n−1
(
|γ(0)|n + (K˜||L0||/κ)n
)
E sup
s∈[0,t]
|Zs|n
≤ 2n−1
(
|γ(0)|n + (K˜||L0||/κ)n
)
CmE
(∫ t
0
L21(Π
ε
uX
ε)du
)n/2
≤ 2n−1
(
|γ(0)|n + (K˜||L0||/κ)n
)
Cmt
n−2
2 ||L1||n
(∫ t
0
EXεudu + E||ζ||n(t ∧ ε2r)
)
= Cm,Lt
n−2
2
(∫ t
0
EXεudu + E||ζ||n(t ∧ ε2r)
)
where Cm,L = 2
n−1
(
|γ(0)|n + (K˜||L0||/κ)n
)
Cm||L1||n and t ∧ ε2r means min{t, ε2r}. Now we focus on
Ap,t. We have
Ap,t =
∫ t
0
χ
(
t− s
ε2
)
dZs =
∫ t
0
(
Φ(0)e(t−s)B/ε
2
Ψˆ
)
dZs = Φ(0)e
tB/ε2
(∫ t
0
e−sB/ε
2
dZs
)
Ψˆ.
Let M ct =
∫ t
0
cos(ωcs/ε
2)dZs and M
s
t =
∫ t
0
sin(ωcs/ε
2)dZs. Then
E|A∗p,t|n ≤ (||Φ(0)||2||Ψˆ||2)nE(M c,∗t +Ms,∗t )n.
Using BDG and Holder inequalities we have
E(M c,∗t )n ≤ CE
(∫ t
0
cos2(
ωcs
ε2
)L21(Π
ε
sX
ε)ds
)n/2
≤ CE
(∫ t
0
L21(Π
ε
sX
ε)ds
)n/2
≤ Ctn−22 E
∫ t
0
|L1(ΠεsXε)|nds,
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and similar result holds for E(Ms,∗t )n. Hence, using Minkowski inequality,
E|A∗p,t|n ≤ 2n−1(||Φ(0)||2||Ψˆ||2)nCt
n−2
2 ||L1||n
(∫ t
0
EXεudu + E||ζ||n(t ∧ ε2r)
)
.
Now we focus on the process D. Using exponential decay of γ we have
|Dq,t| ≤
∫ t
0
∣∣∣∣γ ( t− sε2
)∣∣∣∣ |G(ΠεsXε)|ds ≤ sup
s∈[0,t]
|G(ΠεsXε)|
∫ t
0
K˜e−κ(t−s)/ε
2
ds ≤ ε2(K˜/κ) sup
s∈[0,t]
|G(ΠεsXε)|.
Hence, using the Lipschitz condition |G(η)| ≤ KG||η|| we have,
E |D∗q,t|n ≤ ε2n(K˜KG/κ)n(EXεt + E||ζ||n).
Now,
|Dp,t| ≤
∫ t
0
∣∣∣∣χ( t− sε2
)∣∣∣∣ |G(ΠεsXε)|ds = ∫ t
0
∣∣∣Φ(0)e(t−s)B/ε2Ψˆ∣∣∣ |G(ΠεsXε)|ds
≤ ||Φ(0)||2||Ψˆ||2
∫ t
0
|G(ΠεsXε)|ds ≤ ||Φ(0)||2||Ψˆ||2KG
∫ t
0
||ΠεsXε||ds.
Hence, using BDG and Holder inequalities,
E |D∗p,t|n ≤ (||Φ(0)||2||Ψˆ||2KG)ntn−1
(∫ t
0
EXεsds+ E||ζ||n(t ∧ ε2r)
)
.
Now, we focus on the deterministic terms. Because of our assumption on L0, there exists CL0 > 0 such
that x∗q,t/ε2 ≤
√
CL0 ||(1− pi)ζ||e−κt/ε
2
and x∗p,t/ε2 ≤
√
CL0 ||piζ||.
Collecting all the above results in (2.26), we have for n > 2,
(2−5(n−1) − ε2n(K˜KG/κ)n)EXεt ≤ C1 + C2
∫ t
0
EXεsds,
where
C1 = C
n/2
L0
(E||piζ||n + E||(1− pi)ζ||n) + ε2n(K˜KG/κ)nE||ζ||n
+ (||Φ(0)||2||Ψˆ||2)n(Tn−1KnG + 2n−1||L1||nCT (n−2)/2)E||ζ||nε2r,
C2 = (||Φ(0)||2||Ψˆ||2KG)nTn−1 + Cm,LT (n−2)/2 + 2n−1||Φ(0)||n2 ||Ψˆ||n2CT
n−2
2 ||L1||n.
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The initial condition ζ is assumed to be deterministic and hence C1 can be written as C1 = C
n/2
L0
(||piζ||n +
||(1− pi)ζ||n) + ε2n(KKG/κ)n||ζ||n.
Applying Gronwall inequality we have EXεT ≤ 2C12−5(n−1) exp
(
2C2
2−5(n−1)T
)
for small enough ε.
For 0 ≤ n ≤ 2 we can use E supt∈[0,T ] |Xε(t)|n ≤ 1 + E supt∈[0,T ] |Xε(t)|3.
Proof of lemma 2.1.3
Define
J1 := sup
s∈[0,T ]
sup
θ∈[−r,0]
|J ε,q(s+ε2θ)∨0|, J2 := sup
s∈[0,T ]
sup
θ∈[−r,0]
|Φ(θ)esB/ε2(J ε,ps − J ε,p(s+ε2θ)∨0)|.
Then we have
sup
s∈[0,T ]
Υεs ≤ J1 +J2. (2.28)
Note that J1 = supt∈[0,T ]
∣∣∣∫ t0 γ ( t−uε2 )L1(ΠεsXε)dWs∣∣∣ . Define Zt := ∫ t0 L1(ΠεsXε)dWs. We write J1 as
J1 = supt∈[0,T ]
∣∣∣∫ t0 γ ( t−uε2 ) dZs∣∣∣. Using lemma A.3.2 we have (with δ ∈ (0, 2))
J1 ≤
(
|γ(rεδ−2)| + ε−2
∫ T
rεδ
|γ′(s/ε2)|ds
)
sup
t∈[0,T ]
|Zt| + w(rεδ, T ;Z)ε−2
∫ rεδ
0
|γ′(s/ε2)|ds
+
(
|γ(0)|+ ε−2
∫ rεδ
0
|γ′(s/ε2)|ds
)
sup
t∈[0,rεδ]
|Zt|.
Using the exponential decay of γ and γ′ (see (1.28)–(1.29)) we have with K˜ = K||(1− pi)1{0}||, the bounds:
|γ(0)| ≤ K˜, |γ(rεδ−2)| ≤ K˜e−κrεδ−2 ,
ε−2
∫ T
rεδ
|γ′(s/ε2)|ds ≤ K˜ ||L0||
κ
e−κrε
δ−2
, ε−2
∫ rεδ
0
|γ′(s/ε2)|ds ≤ K˜ ||L0||
κ
.
Using the above bounds and noting that supt∈[0,rεδ] |Zt| ≤ w(rεδ, T ;Z) we have
J1 ≤ K˜
(
1 +
||L0||
κ
)((
e−κrε
δ−2
sup
t∈[0,T ]
|Zt|
)
+ 2w(rεδ, T ;Z)
)
. (2.29)
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For J2 we have with M
c,ε
t =
∫ t
0
cos(ωcu/ε
2)L1(Π
ε
uX
ε)dWu and M
s,ε
t =
∫ t
0
sin(ωcu/ε
2)L1(Π
ε
uX
ε)dWu
J2 = sup
s∈[0,T ]
sup
θ∈[−r,0]
∣∣∣∣(Ψˆ1 cos(ωc s+ ε2θε2 ) + Ψˆ2 sin(ωc s+ ε2θε2 )
)
(M c,εs −M c,ε(s+ε2θ)∨0)
+
(
Ψˆ1 sin(ωc
s+ ε2θ
ε2
)− Ψˆ2 cos(ωc s+ ε
2θ
ε2
)
)
(Ms,εs −Ms,ε(s+ε2θ)∨0)
∣∣∣∣
Using identities of the form |Ψˆ1 cosωcv + Ψˆ2 sinωcv| ≤
√
Ψˆ21 + Ψˆ
2
2 = ||Ψˆ||2, it is easy to see that
J2 ≤ ||Ψˆ||2
(
w(ε2r, T ;M c,ε) + w(ε2r, T ;Ms,ε)
)
. (2.30)
We use (2.29) and (2.30) in (2.28) and then take expectations.
Using Burkholder-Davis-Gundy inequality and lemma 2.1.1, we have for n ≥ 1,
E sup
t∈[0,T ]
|Zt|n ≤ CE〈Z〉n/2T ≤ CE
(
T sup
t∈[0,T ]
|L1(ΠεtXε)|2
)n/2
≤ CTn/2C.
Using the Theorem 1 in section 3 of [72] and lemma 2.1.1, we get that there exists constants Cw, C
c
w
and Csw such that, Ewn(rεδ, T ;Z) ≤ Cw
(
rεδ ln
(
2T
rεδ
))n/2
, Ewn(ε2r, T ;M c,ε) ≤ Ccw
(
ε2r ln
(
2T
ε2r
))n/2
and
Ewn(ε2r, T ;Ms,ε) ≤ Csw
(
ε2r ln
(
2T
ε2r
))n/2
. Using these bounds in (2.29) and (2.30), by (2.28) and Minkowski
inequality we have for n ≥ 1
2−3(n−1)E sup
s∈[0,T ]
(Υεs)
n ≤ K˜n
(
1 +
||L0||
κ
)n
CTn/2C e−nκrε
δ−2
+
(
2K˜
(
1 +
||L0||
κ
))n
Cw
(
εδr ln
(
2T
εδr
))n/2
+ ||Ψˆ||n2 (Ccw + Csw)
(
ε2r ln
(
2T
ε2r
))n/2
.
As ε→ 0, the 2nd term on the RHS dominates and hence we have (2.16).
Proof of Proposition 2.1.4
Using the variation of constants formula (2.6), we have
||Y εs || ≤ sup
θ∈[−r,0]
∣∣Iε,q(s+ε2θ)∨0∣∣ + sup
θ∈[−r,0]
∣∣Φ(θ)esB/ε2(Iε,ps − Iε,p(s+ε2θ)∨0)∣∣ + Υεs. (2.31)
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Using the exponential decay (1.28) and that |G(η)| ≤ KG||η|| we have
∣∣Iε,qt ∣∣ ≤ ∫ t
0
∣∣∣∣γ ( t− uε2
)∣∣∣∣ |G(ΠεuXε)|du ≤ ∫ t
0
K˜e−κ(t−u)/ε
2
KG||ΠεuXε||du ≤ ε2
KGK˜
κ
sup
u∈[0,t]
||ΠεuXε||,
where K˜ = K||(1− pˆi)1{0}||. Hence supθ∈[−r,0]
∣∣Iε,q(s+ε2θ)∨0∣∣ ≤ ε2KGK˜κ supu∈[0,s] ||ΠεuXε||.
Using |Φ(θ)euB/ε2Ψˆ| ≤ ||Ψˆ||2 for any u, we have
sup
θ∈[−r,0]
∣∣Φ(θ)esB/ε2(Iε,ps − Iε,p(s+ε2θ)∨0)∣∣ ≤ ε2r||Ψˆ2|| sup
u∈[0,s]
G(ΠεuX
ε) ≤ ε2r||Ψˆ2||KG sup
u∈[0,s]
||ΠεuXε||.
Hence,
||Y εs || ≤ ε2KG
(
r||Ψˆ2||+ K˜
κ
)
sup
u∈[0,s]
||ΠεuXε|| + Υεs, (2.32)
from which we have
sup
s∈[0,t]
||Y εs || ≤ ε2KG
(
r||Ψˆ2||+ K˜
κ
)
sup
s∈[0,t]
||ΠεsXε||+ sup
s∈[0,t]
Υεs.
Raise to power n, take expectation and apply lemma 2.1.1 for the first term on the RHS and lemma 2.1.3
for the second term to get (2.17).
Proof of lemma 2.1.5
For any R2-vector v, and θ ∈ [−r, 0], we have Φ(θ)etB/ε2v = v1 cos((ωct/ε2)+θ)+v2 sin((ωct/ε2)+θ). Hence
||ΦetB/ε2v|| = sup
θ∈[−r,0]
|Φ(θ)etB/ε2v| ≤
√
v21 + v
2
2 . (2.33)
Using Lipshitz condition on G, and then using yεt −Yεt = Y εt and (2.33), we get
∣∣∣G(ΦetB/ε2zεt + yεt )−G(ΦetB/ε2 ẑεt + Yεt )∣∣∣ ≤ KG(||Y εt ||+√2αεt ). (2.34)
Using the definition (2.18) of Γt we have
|Γt| =
∣∣(Ψˆ1(zεt − ẑεt )1 + Ψˆ2(zεt − ẑεt )2) cos(ωct/ε2) + (Ψˆ1(zεt − ẑεt )2 − Ψˆ2(zεt − ẑεt )1) sin(ωct/ε2)∣∣
≤
√
(Ψˆ1(zεt − ẑεt )1 + Ψˆ2(zεt − ẑεt )2)2 + (Ψˆ1(zεt − ẑεt )2 − Ψˆ2(zεt − ẑεt )1)2
= ||Ψˆ||2
√
2αεt .
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Using the above inequality and (2.34) in the definition of Bt we get
|Bt| ≤ ||Ψˆ||2
√
2αεt KG(||Y εt ||+
√
2αεt ) +
1
2
||Ψˆ||22||L1||2(
√
2αεt + ||Y εt ||)2
≤ ||Ψˆ||2KG( ||Y
ε
t ||2 + 2αεt
2
+ 2αεt ) + ||Ψˆ||22||L1||2(2αεt + ||Y εt ||2)
≤ CB(αεt + ||Y εt ||2).
Using |Γt| ≤ ||Ψˆ||2√2αεt in the definition of Σt we get
Σ2t ≤ Γ2t ||L1||2(
√
2αεt + ||Y εt ||)2
≤ ||Ψˆ||22||L1||22αεt (
√
2αεt + ||Y εt ||)2 ≤ 16||Ψˆ||22||L1||2((αεt )2 + ||Y εt ||4).
Proof of lemma 2.1.6
Using lemma 2.1.5 we have that
dαεt ≤ CB(αεt + ||Y εt ||2)dt+ ΣtdWt.
Let Ht := CB
∫ t
0
||Y εs ||2ds, Mt :=
∫ t
0
ΣsdWs, and Lt :=
∫ t
0
e−CBsdMs. Then,
αεt ≤
∫ t
0
CBα
ε
sds + Ht + Mt. (2.35)
Applying Gronwall inequality pathwise, we get,
αεte
−CBt ≤ (Ht + Mt)e−CBt +
∫ t
0
(Hs +Ms)CBe
−CBsds. (2.36)
Using integration by parts we get
∫ t
0
HsCBe
−CBsds = −Hte−CBt +
∫ t
0
e−CBsdHs ≤ −Hte−CBt +
∫ t
0
dHs = −Hte−CBt +Ht.
Using integration by parts we get
∫ t
0
MsCBe
−CBsds = −Mte−CBt+Lt. Using these results in (2.36) we get
0 ≤ αεte−CBt ≤ Lt +Ht.
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On taking expectations and using Minkowski inequality we have
E sup
s∈[0,t]
(
αεse
−CBs)2 ≤ E sup
s∈[0,t]
(Ls +Hs)
2 ≤ 2E sup
s∈[0,t]
L2s + 2E sup
s∈[0,t]
H2s ≤ 8E〈L〉t + 2EH2t
where in the last step we have used Burkholder-Davis-Gundy inequality and the fact thatH is non-decreasing.
Now, for the quadratic variation 〈L〉t we have
E〈L〉t = E
∫ t
0
e−2CBsΣ2sds ≤ CΣE
∫ t
0
e−2CBs((αεs)
2 + ||Y εs ||4)ds,
≤ CΣ
∫ t
0
E sup
u∈[0,s]
(
αεue
−CBu)2 ds + CΣ ∫ t
0
E||Y εs ||4ds.
Using Holder inequality we have
2EH2t = 2E
(
CB
∫ t
0
||Y εs ||2ds
)2
≤ 2C2Bt
∫ t
0
E||Y εs ||4ds.
Hence,
E sup
s∈[0,t]
(
αεse
−CBs)2 ≤ 8CΣ ∫ t
0
E sup
u∈[0,s]
(
αεue
−CBu)2 ds + (8CΣ + 2C2Bt)∫ t
0
E||Y εs ||4ds.
Using Gronwall and then (2.17) we have
E sup
s∈[0,T ]
(
αεse
−CBs)2 ≤ (8CΣ + 2C2BT )T 26
ε823K4G
(
r||Ψˆ||2 + K˜
κ
)4
C4 + 2
3E sup
s∈[0,T ]
(Υεs)
4
 e8CΣ T
≤ C
(
rεδ ln(
2T
rεδ
)
)2
, for small enough ε.
Hence
E sup
s∈[0,T ]
(αεs)
2 ≤ Ce2CBT
(
rεδ ln(
2T
rεδ
)
)2
, for small enough ε.
Proof of lemma 2.1.7
Following exactly the same technique as for αε, we arrive at
E sup
s∈[0,t]
(
βse
−CBs)2 ≤ 8CΣ ∫ t
0
E sup
u∈[0,s]
(
βue
−CBu)2 ds + (8CΣ + 2C2Bt)∫ t
0
E||Yεs||4ds.
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Using the exponential decay (1.28) we have that
∫ t
0
E||Yεs||4ds ≤ K4||(1−pi)ζ||4
∫ t
0
e−4κs/ε
2
ds ≤ ε2K4||(1−pi)ζ||44κ
where ζ is the initial condition Πε0X
ε. Using Gronwall inequality we have
E sup
s∈[0,T ]
(
βse
−CBs)2 ≤ ε2(8CΣ + 2C2BT )T (K4/4κ)||(1− pi)ζ||4e8CΣ T .
Proof of theorem 2.1.8
Using Xε(t) = Φ(0)etB/ε
2
zεt + y
ε
t (0) and Minkowski inequality in (2.21) and then using (2.33) we have
∣∣Xε(t)− (Φ(0)etB/ε2z˜εt + Yεt (0))∣∣4 ≤ 26 (||ΦetB/ε2(zεt − ẑεt )||4 + ||ΦetB/ε2 (̂zεt − z˜εt )||4 + ||yεt −Yεt ||4)
≤ 26 (||zεt − ẑεt ||42 + ||̂zεt − z˜εt ||42 + ||Y εt ||4)
≤ 26 (4(αεt )2 + 4(βεt )2 + ||Y εt ||4) .
Combining proposition 2.1.4 and lemmas 2.1.6 and 2.1.7, we get (2.21). For (2.20) the term with βε does
not arise.
Proof of lemma 2.1.9
Define ρεt =
1
2 ||˜zεt ||22. Using Ito formula we have dρεt = B˜tdt+ Σ˜tdWt where
B˜t = Γ˜tG(Φe
tB/ε2z˜εt ) +
1
2
||e−tB/ε2Ψˆ||22
(
L1(Φe
tB/ε2z˜εt )
)2
, Σ˜t = Γ˜tL1(Φe
tB/ε2z˜εt ),
and Γ˜t =
∑2
i=1(˜z
ε
t )i(e
−tB/ε2Ψˆ)i. Using similar technique as in proof of lemma 2.1.5 it can be shown that
|B˜t| ≤ CB˜ρεt and Σ˜2t ≤ CΣ˜(ρεt )2 where CB˜ = 2||Ψˆ||2KG + ||Ψˆ||22||L1||2 and CΣ˜ = 4||Ψˆ||22||L1||2. Hence we
have
ρεt ≤
∫ t
0
CB˜ρ
ε
sds+ H˜t + M˜t, H˜t := ρ
ε
0, M˜t :=
∫ t
0
Σ˜sdWs,
which is analogous to (2.35). Following the same technique as in the proof of lemma 2.1.6 we get
E sup
s∈[0,T ]
(ρεs)
2 ≤ 2E(ρε0)2e(2CB˜+8CΣ˜)T .
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Proof of theorem 2.1.10
First note that Hεt := 12 ||zεt ||22 = 12 ||zεt ||22. Using Cauchy-Schwarz inequality for vectors and random-variables
we have
E sup
t∈[0,T ]
|Hεt −
1
2
||˜zεt ||22| = E sup
t∈[0,T ]
1
2
∣∣∣∣||zεt ||22 − ||˜zεt ||22∣∣∣∣
= E sup
t∈[0,T ]
1
2
∣∣∣∣||˜zεt + (zεt − z˜εt )||22 − ||˜zεt ||22∣∣∣∣
≤ E sup
t∈[0,T ]
1
2
||zεt − z˜εt ||22 + 2E sup
t∈[0,T ]
(||zεt − z˜εt ||2||˜zεt ||2)
≤ E sup
t∈[0,T ]
1
2
||zεt − z˜εt ||22 + 2
√
2
√
E sup
t∈[0,T ]
1
2
||zεt − z˜εt ||22
√
E sup
t∈[0,T ]
||˜zεt ||22
Using
1
2
||zεt − z˜εt ||22 ≤ 2
(
1
2
||zεt − ẑεt ||22 +
1
2
||̂zεt − z˜εt ||22
)
= 2(αεt + β
ε
t )
and that E supt∈[0,T ] ||˜zεt ||22 ≤ C we have that
E sup
t∈[0,T ]
|Hεt −
1
2
||˜zεt ||22| ≤ 2E sup
t∈[0,T ]
βεt + 2E sup
t∈[0,T ]
αεt + 2
√
2C
√
2E sup
t∈[0,T ]
αεt + 2E sup
t∈[0,T ]
βεt
Note that from lemmas 2.1.7 and 2.1.6 we have
E sup
t∈[0,T ]
βεt ≤
√
E sup
t∈[0,T ]
(βεt )
2 ≤ C||(1− pi)ζ||2ε
and
E sup
t∈[0,T ]
αεt ≤
√
E sup
t∈[0,T ]
(αεt )
2 ≤ C(rεδ ln( 2T
rεδ
)) for δ ∈ (0, 2) with ε < εˆδ.
The statement (2.23) follows from the above three inequalities. The other statement follows from theorem
3.1 in [71].
2.3 Additive noise
In this section we consider (2.2) with T > 0 fixed. Note that the coefficient G is not Lipschitz. The
existence and uniqueness of solution until an explosion time can be established using localization procedure
as illustrated in [74]. Next we give a brief summary of the procedure.
Choose d > max{||ζ||, ||piζ||, ||(1 − pi)ζ||} where ζ is the initial condition of (2.2). Let g : R → [0, 1] be
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a smooth function satisfying
g(x) =

1, |x| ≤ d,
0, |x| > d + 1.
Now set Gˆ(X)(t) = G(ΠtX) inf{g(X(s)) : s < t}. Then ∃Kg > 0 such that
|Gˆ(X)(t)− Gˆ(Y )(t)| ≤ Kg sup
s∈[0,t]
|X(s)− Y (s)|
and so Gˆ is functionally Lipschitz. By [19], the equation
dX ε(t) = ε−2L0(ΠtX ε)dt+ Gˆ(X ε)(t)dt+ σdWt (2.37)
would have a unique solution and this solution satisfies corresponding variation-of-constants formula. The
above process X ε also satisfies (2.2) until the stopping time
τ εd := inf{t > 0 : |X ε(t)| ≥ d} = inf{t > 0 : ||ΠεtX ε|| ≥ d}. (2.38)
Hence X ε is a solution to (2.2) in the interval [0, τ εd]. Increasing d to infinity, we get solution to (2.2) until
the explosion time.
From now on we do not refer to the localization procedure. It is understood that Xε(t ∧ τ εd) of (2.2) is
same as X ε(t ∧ τ εd) obtained from the localization procedure.
The presence of cubic nonlinearites causes the following problem: in trying to estimate a moment of
certain order we face the task of estimating terms with higher order moments. So the approach taken for
multiplicative noise with Lipschitz coefficients (2.3) does not work here. We take the following approach:
Recall the projection operator pi : C → P and the R2-valued process zε defined by piΠεtXε = Φzεt . Fix a
constant Ce > 0 and define the stopping time e
ε = inf{t ≥ 0 : ||piΠεtXε|| ≥ Ce}. (Note that the stopping
time depends on ε).
• Show that for t ∈ [0, T ∧ eε], ||Y εt || is small with high probability
• Define a 2-dimensional process {zεt}t≥0 as
dzεt = ε
−2Bzεtdt+ ΨˆG(Φz
ε
t )dt+ ΨˆσdW, Φz
ε
0 = piΠ
ε
0X
ε. (2.39)
Note that zε is a 2 dimensional process without delay. Show that for t ∈ [0, T ∧ eε], error in approxi-
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mating zε by zε is small with high probability
• Using estimates on zε process, get rid of the stopping time and obtain approximation results until time
T , by leveraging some arbitrarily small probability.
The stopping time eε helps in arriving at a bound on the norm of stable-mode (1 − pi)ΠεtXε using bounds
on the critical-mode piΠεtX
ε. The approximation result is stated in theorem 2.3.11. The process z˜εt in (2.55)
is related to the process zεt of (2.39) by e
tB/ε2 z˜εt = z
ε
t . Result concerning Hε is stated in theorem 2.3.12.
Proofs of all the results in this section are presented in the next section. The constants here can depend
on T . We assume ε < 1.
Let
J ε,qt =
∫ t
0
γ
(
t− s
ε2
)
σdWs, J ε,pt =
∫ t
0
e−sB/ε
2
ΨˆσdWs (2.40)
and define
Υεs := sup
θ∈[−r,0]
∣∣∣J ε,q(s+ε2θ)∨0 − Φ(θ)esB/ε2(J ε,ps − J ε,p(s+ε2θ)∨0)∣∣∣ . (2.41)
Lemma 2.3.1. Fix n ≥ 1. There exists constant Cˆ > 0 and a family of constants εˆδ > 0 (indexed by
0 < δ < 2) such that, given δ ∈ (0, 2) we have for ε < εˆδ
E sup
s∈[0,T ]
(Υεs)
n ≤ Cˆ
(
rεδ ln
(
2T
rεδ
))n/2
ε→0−−−→ 0. (2.42)
Proof is same as that of lemma 2.1.3 with appropriate changes to account for Zt = σWt rather than
Zt =
∫ t
0
L1(Π
ε
sX
ε)dWs as used in proof of lemma 2.1.3; and we dont need anything analogous to lemma
2.1.1.
Let Xε evolve according to (2.2). Fix a constant Ce > 0 and define the stopping time
eε = inf{t ≥ 0 : ||piΠεtXε|| ≥ Ce}. (2.43)
Let dm = Ce +K||(1− pi)ζ||+m where ζ is the initial condtion, m > 0 and K is the constant from (1.28).
Define the stopping time
τ εdm := inf{t > 0 : |Xε(t)| ≥ dm} = inf{t > 0 : ||ΠεtXε|| ≥ dm}. (2.44)
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Write ΠεtX
ε = Φzεt + y
ε
t . Here {zεt }t≥0 is R2-valued and {yεt }t≥0 is C-valued. Using the variation-of-
constants formula (see appendix A) we have that, until time τ εdm , the processes X
ε, zε and yε evolve
according to
Xε(t) = T (t/ε2)ζ(0) +
∫ t
0
g(
t− u
ε2
)G(ΠεuX
ε)du +
∫ t
0
g(
t− u
ε2
)σdWu, (2.45)
dzεt = ε
−2Bzεt dt+ ΨˆG(Φz
ε
t + y
ε
t )dt+ ΨˆσdW, Φz
ε
0 = piΠ
ε
0X
ε, (2.46)
yεt (θ) = T (t/ε
2)yε0(θ) +
(Iε,q(t+ε2θ)∨0 − Φ(θ)etB/ε2(Iε,pt − Iε,p(t+ε2θ)∨0))
+
(J ε,q(t+ε2θ)∨0 − Φ(θ)etB/ε2(J ε,pt − J ε,p(t+ε2θ)∨0)) (2.47)
where J ε,q and J ε,p are defined at (2.40) and
Iε,qt =
∫ t
0
γ
(
t− s
ε2
)
G(Φzεs + y
ε
s)ds, Iε,pt =
∫ t
0
e−sB/ε
2
ΨˆG(Φzεs + y
ε
s)ds.
In order for the event τ εdm ≤ T ∧ eε to happen, the stable mode yεt should reach to a significant value
while the critical mode ||piΠεtXε|| stays below Ce. We show that P[τ εdm ≤ T ∧ eε] is small.
Lemma 2.3.2. Let Cˆ and εˆδ be the same as in lemma 2.3.1. There exists a family of constants εm,Ce > 0
such that, for ε < min{εˆδ, εm,Ce} we have
P
[
τ εdm ≤ T ∧ eε
]
≤ 2
m
Cˆ
√
rεδ ln
(
T
rεδ
)
ε→0−−−→ 0. (2.48)
Here, εm,Ce is of the order O( 1m√Ce ) for large Ce, m.
From now on we set m = 2.
Lemma 2.3.3. Let Cˆ and εˆδ be the same as in lemma 2.3.1. There exists a family of constants εa,Ce > 0
such that, given a ∈ [0, 1) and δ ∈ (2a, 2), we have for ε < min{εˆδ, εa,Ce}
P
[
sup
s∈[0,T∧eε∧τ εdm ]
||Y εs || ≤ 8εa, τ εdm > T ∧ eε
]
≥ 1− Cˆε−a
√
rεδ ln
(
T
rεδ
)
=: pε
ε→0−−−→ 1. (2.49)
Here εa,Ce is of the order O(C−3/(2−a)e ) for large Ce.
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In (2.49) we obtain a bound on ||Y ε|| which does not depend on Ce in spite of the cubic nonlinearity—
hence the ε should be made really small. Larger the Ce, smaller the ε we need to consider.
Removing the fast rotation induced by B, i.e. writing zεt = e
−tB/ε2zεt we have until time τ
ε
dm
dzεt = e
−tB/ε2ΨˆG(ΦetB/ε
2
zεt + y
ε
t )dt+ e
−tB/ε2ΨˆσdWt, zε0 = z
ε
0.
Let ẑε be governed by
d̂zεt = e
−tB/ε2ΨˆG(ΦetB/ε
2
ẑεt + Y
ε
t )dt+ e
−tB/ε2ΨˆσdWt, ẑε0 = z
ε
0, t ∈ [0, T ],
i.e., in ẑε we are totally ignoring y part except for the effect of the initial condition (Yεt = Tˆ (t/ε
2)yε0). Note
that ẑε is a process without delay. We want to show that until time T ∧ eε, error in approximating zε by ẑε
is small. For this purpose, define
αεt =
1
2
||zεt − ẑεt ||22 =
1
2
((zεt − ẑεt )21 + (zεt − ẑεt )22).
and let Γt =
(∑2
i=1(z
ε
t − ẑεt )i(e−tB/ε
2
Ψˆ)i
)
. Then αεt is governed by
dαεt = Bt dt, α
ε
0 = 0, t ∈ [0, T ∧ τ εdm ],
where
Bt = Γt
(
G(ΦetB/ε
2
zεt + y
ε
t )−G(ΦetB/ε
2
ẑεt + Y
ε
t )
)
.
The following lemma gives a process dominatingBt. This helps in applying Gronwall inequality to arrive
at proposition 2.3.5.
Lemma 2.3.4. ∃C > 0 (is of the order O(C2e ) for large Ce) such that if B is defined by
B(α, p) := C
√
2α
3∑
j=1
(pj + (
√
2α)j), (2.50)
then |Bt| ≤ B(αt, ||Y εt ||) for t ∈ [0, T ∧ eε ∧ τ εdm ].
Proposition 2.3.5. Let Cˆ and εˆδ be the same as in lemma 2.3.1 and εa,Ce be as in lemma 2.3.3. There
exists a family of constants εa,Ce,θ > 0 such that, given a ∈ (0, 1), θ ∈ (0, 2a), and δ ∈ (2a, 2), we have for
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ε < min{εˆδ, εa,Ce , εa,Ce,θ}
P
[
sup
t∈[0,T∧eε∧τ εdm ]
αεt ≤ ε2a−θ, sup
s∈[0,T∧eε∧τ εdm ]
||Y εs || ≤ 8εa, τ εdm > T ∧ eε
]
≥ 1− Cˆε−a
√
rεδ ln
(
T
rεδ
)
=: pε
ε→0−−−→ 1. (2.51)
Here εa,Ce,θ is of the order O(exp(−6C2e T/θ)) for large Ce.
In (2.51) we obtain a bound on αε which does not depend on Ce in spite of the cubic nonlinearity—hence
the ε should be made really small. Larger the Ce, smaller the ε we need to consider.
Finally, the stopping time eε can be got rid as follows.
Let (Ω,F ,P) be the probability space on which all the processes are defined.
Definition 2.3.6. Given T > 0 and q > 0, we say that “ ẑε system possesses the property P(T, q)” if
∃Ce, ε∗ > 0 such that ∀ε < ε∗, we have P[Eε] ≥ 1− q where
Eε :=
{
ω ∈ Ω : sup
t∈[0,T ]
||ΦetB/ε2 ẑεt || < 0.99Ce
}
. (2.52)
Theorem 2.3.7. Fix T > 0. Define
Hε :=
{
ω ∈ Ω : sup
t∈[0,T ]
αεt ≥ ε2a−θ
}
, Sε :=
{
ω ∈ Ω : sup
t∈[0,T ]
||Y εt || ≥ 8εa
}
,
for a ∈ (0, 1), θ ∈ (0, 2a). Fix q > 0 and assume ẑε system possesses the property P(T, q). Then ∃ εq > 0
such that ∀ ε < εq,
P[Hε] < q + 3(1− pε), P[Sε] < q + 3(1− pε),
where pε → 1 as ε→ 0 and is given explicitly in (2.51). Note that pε depends on a.
Note that we have extended our results on [0, T ∧eε] to [0, T ] by leveraging a small probability q, provided
that ẑε system possess property P(T, q). Now we discuss under what conditions does ẑε system possesses
the property P(T, q) for arbitrary q > 0.
Fix T > 0. In general one cannot expect P(T, q) to hold for arbitrary q > 0—for example, if the cubic
nonlinearities have a destabilizing effect then there is a non-zero probability that trajectories blow-up in
finite time. Similar situation arises in stochastic partial differential equations—see remark 5.2 in [48]. When
cubic nonlinearities have stabilizing effect, it is reasonable to expect P(T, q) to hold for arbitrary q > 0 (see
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proposition 2.3.9 below).
The following two propositions help in checking if the property P(T, q) is satisfied. Proofs of them are
similar in nature to the proof of Theorem 5.1 in [48]. Reference [48] deals with stochastic partial differential
equations and the instability scenario there is different—analogous situation in delay equations case would
be that “one root of the characteristic equation is zero, and all other roots have negative real parts”. For
the scenario that we are considering in this paper, one pair of roots lie on the imaginary axis, and so there
are oscillations in the system and the proofs requires a bit more work than that in [48].
Proposition 2.3.8 does not assume anything about the nature of the nonlinearity G—consequently its
result is weak. Proposition 2.3.9 assumes that the nonlinearity is stabilizing and concludes that ẑε possesses
the property P(T, q) for any q > 0.
Proposition 2.3.8. Fix q > 0. Then ∃Tq > 0 such that the ẑε system possesses the property P(T, q) for
T ∈ [0, Tq].
Proposition 2.3.9. Fix T > 0. Assume the cubic nonlinearity of G is stabilizing, i.e., ∃CG > 0 such that
ωc
2pi
∫ 2pi/ωc
0
(
(etBz)∗Ψˆ
∫ 0
−r
(Φ(θ)etBz)3dν3(θ)
)
dt < −CG||z||42, ∀z ∈ R2. (2.53)
Then the ẑε system possesses the property P(T, q) for arbitrary q > 0.
Now consider the system
d z˜εt = e
−tB/ε2ΨˆG(ΦetB/ε
2
z˜εt )dt+ e
−tB/ε2ΨˆσdWt, z˜ε0 = z
ε
0, (2.54)
i.e. we are totally ignoring the Q part—even the effect Y of the initial condition. Define
βεt =
1
2
||˜zεt − ẑεt ||22.
Lemma 2.3.10. Assume the cubic nonlinearity is such that (2.53) is satisfied, i.e. nonlinearity is stabilizing.
Fix T > 0. Given any q > 0, and γ ∈ (0, 4), ∃ε◦ > 0 such that ∀ε < ε◦
P
[
sup
t∈[0,T ]
βεt ≥ ε4−γ
]
≤ q.
Combining theorem 2.3.7 and lemma 2.3.10 we get the following result which is about approximation of
the process Xε by a two-dimensional process z˜εs without delay.
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Theorem 2.3.11. Assume the cubic nonlinearity is such that (2.53) is satisfied, i.e. nonlinearity is stabi-
lizing. Fix any % ∈ (0, 1). For any q > 0, ∃εq > 0 such that ∀ε < εq
P
[
sup
s∈[0,T ]
∣∣Xε(s)−(Φ(0)esB/ε2z˜εs + Yεs(0)) ∣∣ > ε%] < q. (2.55)
Theorem 2.3.12. Assume the cubic nonlinearity is such that (2.53) is satisfied, i.e. nonlinearity is stabi-
lizing. Define Hεt := 12 ||zεt ||22 where zε are given by piΠεtXε = Φzεt . Let z˜ε be the two-dimensional process
(without delay) defined in (2.54). Fix any % ∈ (0, 1). For any q > 0, ∃εq > 0 such that ∀ε < εq
P
[
sup
t∈[0,T ]
∣∣Hεt − 12 ||˜zεt ||22∣∣ > ε%
]
< q. (2.56)
If the process 12 ||˜zε||22 converges weakly to a process H0, then Hε converges weakly to H0.
Remark 2.2. Because z˜ε is a process without delay, weak convergence of 12 ||˜zε||22 can be dealt using standard
averaging techniques for stochastic differential equations.
2.4 Proofs of results in section 2.3
Proof of lemma 2.3.2
Recall the definition of Y ε from (2.7). Using the variation of constants formula (2.47) and definition (2.41),
we have for s ∈ [0, T ∧ eε ∧ τ εdm ]
||Y εt || ≤ Υεt + sup
θ∈[−r,0]
|Iε,q(t+ε2θ)∨0 − Φ(θ)etB/ε
2
(Iε,pt − Iε,p(t+ε2θ)∨0)|.
Using the definition of Iε,q and the exponential decay (1.28), we have
sup
θ∈[−r,0]
|Iε,q(t+ε2θ)∨0| = sup
θ∈[−r,0]
∣∣∣∣∣
∫ (t+ε2θ)∨0
0
γ
(
(t+ ε2θ) ∨ 0− u
ε2
)
G(Φzεu + y
ε
u)du
∣∣∣∣∣
≤ K||(1− pˆi)1{0}||eκr sup
θ∈[−r,0]
∫ (t+ε2θ)∨0
0
e−κ(t−u)/ε
2 |G(ΦeuB/ε2zεu + yεu)|du.
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Using |Φ(θ)etB/ε2Ψˆ| ≤ ||Ψˆ||2 we have
sup
θ∈[−r,0]
|Φ(θ)etB/ε2(Iε,pt − Iε,p(t+ε2θ)∨0)| ≤ ||Ψˆ||2
∫ t
(t+ε2θ)∨0
|G(ΦeuB/ε2zεu + yεu)|du
≤ ||Ψˆ||2eκr
∫ t
(t+ε2θ)∨0
e−κ(t−u)/ε
2 |G(ΦeuB/ε2zεu + yεu)|du
Let K∗ = Keκr(1 +
||Ψˆ||2
||(1−pˆi)1{0}|| ). Combining the above three inequalities we have
||Y εt || ≤ Υεt + K∗||(1− pˆi)1{0}||
∫ t
0
e−κ(t−u)/ε
2 |G(ΦeuB/ε2zεu + yεu)|du. (2.57)
For G defined in (2.2) we have
|G(η)| ≤
∫
|piη||dν1|+
∫
|(1− pi)η||dν1|+
3∑
j=0
(
3
j
)∫ 0
−r
|piη|3−j |(1− pi)η|j |dν3|. (2.58)
For s ∈ [0, T ∧ eε ∧ τ εdm ] we have that ||piΠεsXε|| ≤ Ce. Using this fact and ||(1− pi)ΠεsXε|| ≤ ||Y εs ||+ ||Yεs||
in (2.58), and using inequalities q ≤ 1 + q3, q2 ≤ 1 + q3 for q > 0; we have for s ∈ [0, T ∧ eε ∧ τ εdm ]
|G(ΠεsXε)| ≤ C(1 + ||Y εs ||3 + ||Yεs||3).
This C is of the order of C3e for large Ce. Now, using the above inequality and the exponential decays (1.28)
and (2.8) we have
∫ t
0
e−κ(t−u)/ε
2 |G(ΦeuB/ε2zεu + yεu)|du ≤ C
∫ s
0
e−κ(s−u)/ε
2
(1 + ||Y εu ||3 + ||Yεu||3) du
≤ (Cε2/κ)(1 +K3||(1− pi)Πε0Xε||3/2) + C
∫ s
0
e−κ(s−u)/ε
2 ||Y εu ||3 du.
Plugging the above inequality in (2.57) we have for s ∈ [0, T ∧ eε ∧ τ εdm ]
||Y εs || −
(
Cε2 + C
∫ s
0
e−κ(s−u)/ε
2 ||Y εu ||3 du
)
≤ Υεs, (2.59)
where C above is of the order of C3e for large Ce. Since ||Y ε0 || = 0, if ε 1√C
√
m
2(1+m3/κ) , then sups∈[0,T ] Υ
ε
s <
m
2 would ensure that supt∈[0, T∧eε∧τ εdm ] ||Y
ε
t || < m. Realizing that ||ΠεtXε|| ≤ ||piΠεtXε||+||Y εt ||+||Yεt || and
||Yεt || ≤ K||(1−pi)ξ||e−κt where ξ is the initial condition, it is easy to see that supt∈[0, T∧eε∧τ εdm ] ||Y
ε
t || < m
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would ensure that τ εdm > T ∧ eε. Hence, if ε 1√C
√
m
2(1+m3/κ) , we have
P[τ εdm ≤ T ∧ eε] ≤ P[ sup
t∈[0,T∧eε∧τ εdm ]
||Y εt || ≥ m ] ≤ P[ sup
s∈[0,T ]
Υεs ≥
m
2
] ≤ 2
m
E
[
sup
s∈[0,T ]
Υεs
]
where, in the last step of the above inequality we have used Markov inequality. Using lemma 2.3.1 on the
last term in the RHS of the above inequality we get the desired result.
Proof of lemma 2.3.3
Proceeding in the same fashion as in the proof of lemma 2.3.2 we arrive at (2.59) where C in (2.59) is of the
order of C3e for large Ce. Since ||Y εs || = 0, if ε
(
1
C
1
1+512/κ
)1/(2−a)
, then sups∈[0,T ] Υ
ε
s < ε
a would ensure
that supt∈[0, T∧eε∧τ εdm ] ||Y
ε
t || < 8εa.
Note that we have already set m = 2 and have been considering only ε < 1. Since εa < m2 and(
1
1+512/κ
)1/(2−a)
<
√
m
2(1+m3/κ) , the proof of lemma 2.3.2 shows that sups∈[0,T ] Υ
ε
s < ε
a would ensure that
T ∧ eε ≤ τ εdm .
Hence, the desired probability in (2.49) is bounded below by P[sups∈[0,T ] Υεs < εa]. Using Markov
inequality to bound this probability we have P[sups∈[0,T ] Υεs < εa] ≥ 1 − ε−aE[sups∈[0,T ] Υεs]. Applying
lemma 2.3.1 on the expectation gives the desired result.
Proof of lemma 2.3.4
Recall that G(η) =
∫ 0
−r η(θ)dν1(θ) +
∫ 0
−r η
3(θ)dν3(θ). For brevity, let e denote e
tB/ε2 . Now,
∣∣∣∣ ∫ 0−r(Φezεt + yεt )3dν3 −
∫ 0
−r
(Φêzεt + Y
ε
t )
3dν3
∣∣∣∣
=
∣∣∣∣∫ 0−r(Φezεt + Yεt + Y εt )3dν3 −
∫ 0
−r
(Φezεt + Φe(̂z
ε
t − zεt ) + Yεt )3dν3
∣∣∣∣
≤
3∑
j=1
(
3
j
) ∣∣∣∣∫ 0−r(Φezεt )3−j((Yεt + Y εt )j − (Φe(̂zεt − zεt ) + Yεt )j)dν3
∣∣∣∣
≤
3 2∑
j=0
||Φezεt ||j
3 2∑
j=0
||Yεt ||j
(∫ |dν1|+ |dν3|) 3∑
j=1
(||Y εt ||j + ||Φe(̂zεt − zεt )||j).
Note that for t ∈ [0, T ∧ eε ∧ τ εdm ], zε is bounded. Also, due to the exponential decay (2.8) we have that
||Yεt || < K||(I − pi)Πε0Xε||. Hence we have,
∣∣∣∣ ∫ 0−r(Φezεt + yεt )3dν3 −
∫ 0
−r
(Φêzεt + Y
ε
t )
3dν3
∣∣∣∣ ≤ C 3∑
j=1
(||Y εt ||j + (
√
2αεt )
j),
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where C in the above inequality is of the order of C2e for large Ce. Similarly,
∣∣∣∣∫ 0−r(Φezεt + yεt )dν1 −
∫ 0
−r
(Φêzεt + Y
ε
t )dν1
∣∣∣∣ ≤ C(||Y εt ||+ (√2αεt )).
Combining, we get that for t ∈ [0, T ∧ eε ∧ τ εdm ],
|Γt|
∣∣∣G(ΦetB/ε2zεt + yεt )−G(ΦetB/ε2 ẑεt )∣∣∣ ≤ |Γt|C 3∑
j=1
(||Y εt ||j + (
√
2αεt )
j).
We have shown |Γt| ≤ ||Ψˆ||2√2αεt in section 2.2. Hence, if we define B by (2.50), then we have, |Bt| ≤
B(αt, ||Y εt ||) for t ∈ [0, T ∧ eε ∧ τ εdm ].
Proof of proposition 2.3.5
Using lemma 2.3.4 we have for t ∈ [0, T ∧ eε ∧ τ εdm ]
d
√
αεt =
1
2
√
αεt
Bt dt ≤ 1√
2
C(
3∑
j=1
||Y εt ||j + (
√
2αεt )
j)dt (2.60)
where C is from lemma 2.3.4. This C is of the order O(C2e ) for large Ce.
Define εa,Ce,θ = min{(1/8)1/a, (1/2)1/(2a−θ), ( 243√2e3CT )−2/θ}. We will show using Gronwall inequality
that, for ε < min{εˆδ, εa,Ce , εa,Ce,θ},
sup
s∈[0,T∧eε∧τ εdm ]
||Y εs || ≤ 8εa, τ εdm > T ∧ eε =⇒ sup
t∈[0,T∧eε∧τ εdm ]
αεt ≤ ε2a−θ, (2.61)
from which (2.51) follows because of lemma 2.3.3.
Now we show (2.61). For ε < εa,Ce,θ we have 8ε
a < 1. Hence
∑3
j=1 ||Y εt ||j ≤ 24εa for t ∈ [0, T∧eε∧τ εdm ].
Let s := inf{t ≥ 0 : αεt ≥ 1/2}. For t < s we have (
√
2αεt )
j ≤ √2αεt for j > 1. Hence for t ∈ [0, T∧eε∧τ εdm∧s]
we have ddt
√
αεt ≤ C√2 (24εa + 3
√
2
√
αεt ). Using Gronwall inequality we get that for t ∈ [0, T ∧ eε ∧ τ εdm ∧ s]
αεt ≤
(
24
3
√
2
(e3CT − 1)
)2
ε2a.
For ε < εa,Ce,θ, the above inequality implies that α
ε
t ≤ ε2a−θ and that αεt < 12 for t ∈ [0, T ∧ eε ∧ τ εdm ∧ s].
Hence s > T ∧ eε and we have αεt ≤ ε2a−θ for t ∈ T ∧ eε ∧ τ εdm .
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Proof of theorem 2.3.7
Since the ẑε system possesses the property P(T, q), ∃Ce, ε∗ > 0 such that ∀ε < ε∗, we have P[Eε] ≥ 1− q
where Eε is given in (2.52).
The stopping time eε was defined at (2.43). Let Γε be the event τ εdm > T ∧ eε. Using
Ω = Eε ∪ (Ω \ Eε) = (Eε ∩ {eε ≤ T} ∩ Γε) ∪ (Eε ∩ {eε > T} ∩ Γε) ∪ (Eε ∩ (Γε)c) ∪ (Ω \ Eε),
we have
Hε = (Eε ∩ {eε ≤ T} ∩ Γε ∩Hε) ∪ (Eε ∩ {eε > T} ∩ Γε ∩Hε) ∪ (Eε ∩ (Γε)c ∩Hε) ∪ (Hε ∩ (Ω \ Eε)).
(2.62)
Now we deal with the first term on the RHS of (2.62). Note that
sup
t∈[0,T∧eε∧τ εdm ]
√
2αεt ≥ sup
t∈[0,T∧eε∧τ εdm ]
||ΦetB/ε2(zεt − ẑεt )||
≥ sup
t∈[0,T∧eε∧τ εdm ]
||ΦetB/ε2zεt || − sup
t∈[0,T∧eε∧τ εdm ]
||ΦetB/ε2 ẑεt ||.
In Eε we have supt∈[0,T∧eε∧τ εdm ] ||Φe
tB/ε2 ẑεt || < 0.99Ce, and in {eε ≤ T} ∩ Γε we have
sup
t∈[0,T∧eε∧τ εdm ]
||ΦetB/ε2zεt || ≥ Ce.
Hence, in Eε ∩ {eε ≤ T} ∩ Γε we have that supt∈[0,T∧eε∧τ εdm ]
√
2αεt > 0.01Ce. Let
Jε :=
{
ω : sup
t∈[0,T∧eε∧τ εdm ]
αεt ≥
1
2
(0.01Ce)
2
}
, J˜ε :=
{
ω : sup
t∈[0,T∧eε∧τ εdm ]
αεt ≥ ε2a−θ
}
.
Then we have (Eε ∩ {eε ≤ T} ∩ Γε) ⊂ Jε ⊂ J˜ε. So,
P[Eε ∩ {eε ≤ T} ∩ Γε] ≤ P[Jε] ≤ P[J˜ε] ≤ 1− P
[
(J˜ε)c ∩
(
sup
t∈[0,T∧eε∧τ εdm ]
||Y εs || ≤ 8εa
)
∩ Γε
]
.
By proposition 2.3.5, ∃ ε1 such that ∀ε < ε1, the RHS of the above inequality is bounded above 1 − pε.
Hence, probability of the first term in the RHS of (2.62) is bounded above by 1− pε.
Now we deal with the second term on the RHS of (2.62). Note that {eε > T} ∩ Γε ∩ Hε ⊂ J˜ε. From
what we have shown above, the probability of the second term in the RHS of (2.62) is bounded above by
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1− pε.
For the third term on the RHS of (2.62) we have P[Eε ∩ (Γε)c ∩Hε] ≤ P[(Γε)c]. By lemma 2.3.2, ∃ ε2
such that ∀ε < ε2, P[(Γε)c] is bounded above by εa(1− pε).
By definition 2.3.6, ∀ε < ε∗, P[Ω \ Eε] < q.
Combining all the above we have the desired result that when ε < min{ε1, ε2, ε∗} =: εq, P[Hε] <
q + 3(1− pε).
Note that (2.62) is true with Hε replaced by Sε. We then have
Sε ⊂ (Eε ∩ {eε ≤ T} ∩ Γε) ∪ ({eε > T} ∩ Γε ∩ Sε) ∪ ((Γε)c) ∪ (Ω \ Eε). (2.63)
We have already obtained the bounds on the probabilities of first, third and fourth terms of the RHS of the
above equation. Now, for the second term
P[{eε > T} ∩ Γε ∩ Sε] ≤ P[{ sup
t∈[0,T∧eε∧τ εdm ]
||Y εt || ≥ 8εa} ∩ Γε]
≤ 1− P[{ sup
t∈[0,T∧eε∧τ εdm ]
||Y εt || ≤ 8εa} ∩ Γε].
By lemma 2.3.3, ∃ε2 such that ∀ε < ε2 the RHS above is bounded by 1−pε. Combining the results on other
terms of (2.63) we have the desired result.
Proof of proposition 2.3.8
We have
ẑεt = ẑ
ε
0 +
∫ t
0
e−sB/ε
2
ΨˆG(ΦesB/ε
2
ẑεs + Y
ε
s)ds+ wt, wt :=
∫ t
0
e−sB/ε
2
ΨˆσdWs. (2.64)
To keep things simple, we prove assuming ||Yε0|| = 0 (which ensures that ||Yεt || = 0 for all t ≥ 0). Using∫ t
0
||Yεs||nds ≤ ε2(K/nk)||Yε0||n (because of exponential decay (2.8)), it is easy to see that the following ideas
work even if we assume that ||Yε0|| 6= 0 (we assume the initial condition is deterministic).
Note that for v ∈ R2 we have ||ΦetB/ε2v|| = supθ∈[−r,0] |v1 cos(θ+ωct/ε2)+v2 sin(θ+ωct/ε2)| ≤ |v1|+|v2|.
Hence, for v ∈ R2,
||ΦetB/ε2v|| ≤ ||v||1 (2.65)
where || · ||1 indicates the 1-norm. Using the structure of G specified at (2.2) in (2.64) we have (with some
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KG > 0)
||̂zεt ||1 ≤ ||̂zε0||1 + ||Ψˆ||1
∫ t
0
KG(||̂zεs||1 + ||̂zεs||31)ds+ ||wt||1. (2.66)
Because the initial condition is deterministic, we have a C0 > 0 such that ||̂zε0||1 < C0. For any Ca > 4C0,
define TCa :=
(
2(1 + C2a)KG||Ψˆ||1
)−1
.
Suppose that supt∈[0,T ] ||wt||1 < Ca/4. If T ≤ TCa , as long as ||̂zεt ||1 < Ca, we have (using (2.66)) for
t ∈ [0, T ]
||̂zεt ||1 < C0 +KG||Ψˆ||1(Ca + C3a)T +
1
4
Ca
<
1
4
Ca +KG||Ψˆ||1(Ca + C3a)TCa +
1
4
Ca = Ca.
This means that, if Ca > 4C0 and T ≤ TCa , then we have supt∈[0,T ] ||̂zεt ||1 < Ca provided supt∈[0,T ] ||wt||1 <
Ca/4.
Hence, for Ca > 4C0 and T ≤ TCa ,
P
[
sup
t∈[0,T ]
||̂zεt ||1 ≥ Ca
]
≤ P
[
sup
t∈[0,T ]
||wt||1 ≥ Ca/4
]
. (2.67)
Using Markov inequality and Burkholder-Davis-Gundy inequality we have
P[ sup
t∈[0,T ]
||wt||1 ≥ Ca/4] ≤
E supt∈[0,T ] ||wt||1
Ca/4
≤
∑2
j=1 CbdgE
√∫ T
0
(e−sB/ε2Ψˆσ)2ds
Ca/4
≤ 8|σ| ||Ψˆ||2
√
TCbdg
Ca
.
Using the above inequality in (2.67) we have for Ca > 4C0 and T ≤ TCa
P
[
sup
t∈[0,T ]
||̂zεt ||1 ≥ Ca
]
≤ 8|σ| ||Ψˆ||2Cbdg
Ca
√
2KG||Ψˆ||1(1 + C2a)
=: f(Ca). (2.68)
Given q > 0, let Ca,q > 4C0 be such that f(Ca) < q, ∀Ca ≥ Ca,q. Such a Ca,q exists because f is
monotonically decreasing in Ca. Set Tq = TCa,q . Choose Ce > Ca,q/0.99. Let
E˜ε :=
{
ω : sup
t∈[0,Tq ]
||ΦetB/ε2 ẑεt || < 0.99Ce
}
. (2.69)
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Now, using (2.65) and (2.68)
P[Ω \ E˜ε] = P
[
sup
t∈[0,Tq ]
||ΦetB/ε2 ẑεt || ≥ 0.99Ce
]
≤ P
[
sup
t∈[0,Tq ]
||̂zεt ||1 ≥ 0.99Ce
]
≤ P
[
sup
t∈[0,Tq ]
||̂zεt ||1 ≥ Ca,q
]
≤ f(Ca,q) < q.
Hence P[E˜ε] ≥ 1− q. But, for T ≤ Tq the set Eε defined in (2.52) contains E˜ε and hence we have that for
T ∈ [0, Tq], P[Eε] ≥ 1− q. Hence (2.2) possesses the property P(T, q) for T ∈ [0, Tq].
Proof of proposition 2.3.9
To keep things simple, we prove assuming ||Yε0|| = 0 (which ensures that ||Yεt || = 0 for all t ≥ 0). Using∫ t
0
||Yεs||nds ≤ ε2(K/nk)||Yε0||n (because of exponential decay (2.8)), it is easy to see that the following ideas
work even if we assume that ||Yε0|| 6= 0.
For simplicity of notation we write G = G1 + G3 where G1 is the linear part and G3 is the cubic part.
We have
ẑεt = ẑ
ε
0 +
∫ t
0
e−sB/ε
2
ΨˆG(ΦesB/ε
2
ẑεs)ds+ wt, wt :=
∫ t
0
e−sB/ε
2
ΨˆσdWs.
Writing yt = ẑ
ε
t −wt, we have
y˙t = e
−tB/ε2ΨˆG(ΦetB/ε
2
(yt + wt)) (2.70)
from which we can write (using that the transpose of etB/ε
2
is e−tB/ε
2
)
1
2
d
dt
||yt||22 = (etB/ε
2
yt)
∗ΨˆG(ΦetB/ε
2
(yt + wt))
= (etB/ε
2
yt)
∗ΨˆG(ΦetB/ε
2
yt) + (e
tB/ε2yt)
∗Ψˆ
(
G(ΦetB/ε
2
(yt + wt))−G(ΦetB/ε2yt)
)
.
Using G = G1 +G3, and the Lipschitz condition on the linear part |G1(η1)−G1(η2)| ≤ KG||η1 − η2||, and
that ||ΦetB/ε2wt|| ≤ ||wt||1, and |(etB/ε2yt)∗Ψˆ| ≤ ||Ψˆ||2||yt||2, we have
1
2
d
dt
||yt||22 ≤ KG||Ψˆ||2||yt||22 + (etB/ε
2
yt)
∗ΨˆG3(ΦetB/ε
2
yt) (2.71)
+ ||Ψˆ||2||yt||2KG||wt||1 +
3∑
j=1
cj ||yt||4−j2 ||wt||j1,
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for some constants cj > 0.
Define the time averaging operator T as follows: For a periodic function f : R → R with period 2pi/ωc,
the action of T is given by T(f) = 12pi/ωc
∫ 2pi/ωc
0
f(s)ds. Note that the condition (2.53) means that
T
(
(e·Bz)∗ΨˆG3(Φe·Bz)
)
< −CG||z||42. (2.72)
Define
G˜3(z, t) := (e
tBz)∗ΨˆG3(ΦetBz)− T((e·Bz)∗ΨˆG3(Φe·Bz)). (2.73)
Then, using (2.73) and (2.72) in (2.71) we have
1
2
d
dt
||yt||22 ≤ KG||Ψˆ||2||yt||22 − CG||y||42 + G˜3(yt, t/ε2) + ||Ψˆ||2||yt||2KG||wt||1 +
3∑
j=1
cj ||yt||4−j2 ||wt||j1.
Using Young’s inequality we have for some CY > 0
1
2
d
dt
||y||22 < −
1
2
CG||y||42 + CY ||wt||41 + CY + G˜3(yt, t/ε2). (2.74)
Assume
sup
t∈[0,T ]
||wt||41 < R, (2.75)
and let C˜ = CY (1 +R). Then
1
2
d
dt
||y||22 < −
1
2
CG||y||42 + C˜ + G˜3(yt, t/ε2). (2.76)
Using −||y||42 < −(||y||22 − 1) we have
d
dt
||yt||22 < −CG||yt||22 + (2C˜ + CG) + 2G˜3(yt, t/ε2), (2.77)
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which, on integrating, gives
||yt||22 < ||y0||22e−CGt +
2C˜ + CG
CG
(1− e−CGt) + 2
∫ t
0
G˜3(ys, s/ε
2)ds
− CG
∫ t
0
e−CG(t−s)
(
2
∫ s
0
G˜3(yu, u/ε
2)du
)
ds. (2.78)
Now we try to obtain some bounds on the last two terms of the above inequality.
Using the structure of G3 (defined in (2.2)) and G˜3 (defined in (2.73)) and that T(G˜3(z, ·)) = 0, it is easy
to see that G˜3 can be expressed as
G˜3(y, t) =
4∑
j=1
(αj cos(jωct) + βj sin(jωct))
where αj and βj are fourth order polynomials in the components of y. Define
g(z, t) := 2
∫ t
0
G˜3(z, s)ds.
Using the structure of G˜3 it is easy to see that (note that G˜3 is mean zero and periodic as a function of its
second argument) there exists Cg > 0 such that
|g(y, t)| ≤ Cg(1 + ||y||42), ||
∂g
∂y
(y, t)||2 ≤ Cg(1 + ||y||32).
Also, from (2.70), it is easy to see that ∃C∗ > 0 such that ||y˙||2 ≤ C∗(1 + ||y + w||32). Since
ε2g(yt, t/ε
2)− ε2g(y0, 0)− ε2
∫ t
0
∂g
∂y
(ys, s/ε
2)y˙sds = 2
∫ t
0
G˜3(ys, s/ε
2)ds,
and g(y, 0) = 0, we have
∣∣∣∣2 ∫ t
0
G˜3(ys, s/ε
2)ds
∣∣∣∣ ≤ ε2Cg(1 + ||yt||42) + ε2CgC∗ ∫ t
0
(1 + ||ys||32)(1 + ||ys + ws||32)ds
≤ ε2Cg(1 + ||yt||42) + ε211CgC∗
∫ t
0
(1 + ||ys||62 + ||ws||61)ds.
Let
τε := inf{t ≥ 0 : ||yt||2 ≥ 1
ε1/6
}. (2.79)
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Then, for t ≤ min{τε, T} we have
∣∣∣∣2 ∫ t
0
G˜3(ys, s/ε
2)ds
∣∣∣∣ ≤ ε2Cg + ε4/3Cg + ε211CgC∗ ∫ t
0
(1 + ε−1 +R3/2)ds.
When ε < 1, we have (from the above inequality) that for t ≤ τε ∧ T
∣∣∣∣2 ∫ t
0
G˜3(ys, s/ε
2)ds
∣∣∣∣ ≤ ε4/32Cg + εĈt (2.80)
where Ĉ = 22CgC∗(1 +R3/2).
Using (2.80) in (2.78), we have2 for ε < 1 and t ≤ τε ∧ T
||yt||22 < ||y0||22e−CGt +
2C˜ + CG
CG
(1− e−CGt) + ε2Ĉt+ ε4/34Cg (2.81)
< max{||y0||22,
2C˜ + CG
CG
}+ ε2(ĈT + 2Cg).
Hence, for ε < 1 and t ≤ τε ∧ T
||yt||2 < ||y0||2 + 1 +
√
2C˜
CG
+
√
ε
√
2ĈT +
√
ε
√
4Cg.
Using Ĉ = 22CgC∗(1 +R3/2) and that C˜ = CY (1 +R) we find that
||yt||2 < ||y0||2 + (1 +
√
ε
√
4Cg) +
√
2CY
CG
√
1 +R+
√
ε
√
44CgC∗T (1 +R3/4).
Note that ∃ ε(2) > 0 such that ∀ε < ε(2) we have
√
ε
√
4Cg < 1. Also, ∃ ε(3) such that ∀ε < ε(3) we have
√
ε
√
44CgC∗T
2CY /CG
< 1. Hence, for ε < min{1, ε(2), ε(3)} =: ε(4) and t ≤ τε ∧ T we have3
||yt||2 < ||y0||2 + 2 + 6
√
2CY
CG
√
1 +R6/4. (2.82)
2For the last term in RHS of (2.78) we have used that
|CG
∫ t
0
e−CG(t−s)f(s)ds| ≤ ( sup
s∈[0,t]
|f(s)|)CG
∫ t
0
e−CG(t−s)ds ≤ ( sup
s∈[0,t]
|f(s)|).
3We use
√
1 +R+ (1 +R3/4) < 6
√
1 +R6/4.
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Hence, for ε < ε(4) if τ
ε ≥ T we have (using ||̂zεt ||2 ≤ ||yt||2 + ||wt||1)
sup
t∈[0,T ]
||̂zεt ||2 < ||̂zε0||2 + 2 + 6
√
2CY
CG
√
1 +R6/4 +R1/4
< ||̂zε0||2 + 2 + 6
(
1
6
+
√
2CY
CG
)√
1 +R6/4
=: ||̂zε0||2 + 2 + CY G
√
1 +R6/4
Because the initial condition is deterministic ∃C0 > 0 such that ||̂zε0||2 < C0. Hence
sup
t∈[0,T ]
||̂zεt ||2 < C0 + 2 + CY G
√
1 +R6/4. (2.83)
Define CR by
CR
def
= C0 + 2 + CY G
√
1 +R6/4.
For ε < ε(4) and t ≤ τε ∧ T , we have from (2.82) that ||yt||2 < CR. So, if we define εR := (1/CR)6, then
for ε < min{ε(4), εR} we have that ||yt||2 < 1ε1/6 and hence τε > T . Hence, from (2.83) we have that for
ε < min{ε(4), εR}
sup
t∈[0,T ]
||̂zεt ||2 < CR. (2.84)
Recalling the definition of R from (2.75) we have for ε < min{ε(4), εR}
P
[
sup
t∈[0,T ]
||̂zεt ||2 ≥ CR
]
≤ P
 sup
s∈[0,T ]
||wt||1 ≥
((
CR − C0 − 2
CY G
)2
− 1
)1/6 . (2.85)
Let’s estimate the RHS of the above equation. Using the definition of w and then Markov and Burkholder-
Davis-Gundy inequalities we have that
P
[
sup
s∈[0,T ]
||wt||1 ≥ ρ
]
≤
2∑
j=1
P
[
sup
s∈[0,T ]
∣∣∣∣∫ t
0
(e−sB/ε
2
Ψˆ)jσdWs
∣∣∣∣ ≥ 12ρ
]
≤ 2
ρ
2∑
j=1
E
[
sup
s∈[0,T ]
∣∣∣∣∫ t
0
(e−sB/ε
2
Ψˆ)jσdWs
∣∣∣∣
]
≤ 2Cbdg
ρ
2∑
j=1
E
√∫ t
0
(e−sB/ε2Ψˆ)2jσ2ds ≤
2
√
2Cbdg
ρ
||Ψˆ||2σ
√
T
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Hence, from (2.85) we have that for ε < min{ε(4), εR}
P
[
sup
t∈[0,T ]
||̂zεt ||2 ≥ CR
]
≤ 2
√
2Cbdg||Ψˆ||2σ
√
T((
CR−C0−2
CYG
)2
− 1
)1/6 def= : f(CR). (2.86)
Let CR,q > C0 + 2 +CY G be such that f(CR) < q for CR > CR,q. Such a CR,q exists because f is mono-
tonically decreasing in CR (for CR > C0 + 2 +CY G). Choose Ce > CR,q/0.99 and ε∗ = min{ε(4), (CR,q)−6}.
Let Eε be as defined in (2.52). Now, using (2.86) for ε < ε∗
P[Ω \ Eε] = P
[
sup
t∈[0,T ]
||ΦetB/ε2 ẑεt || ≥ 0.99Ce
]
≤ P
[
sup
t∈[0,T ]
||̂zεt ||2 ≥ 0.99Ce
]
≤ P
[
sup
t∈[0,T ]
||̂zεt ||2 ≥ CR,q
]
≤ f(CR,q) < q.
Hence P[Eε] ≥ 1 − q, and so (2.2) possesses the property P(T, q). As mentioned above, for any q > 0
it is possible to select CR,q and ε∗ such that f(CR,q) < q and hence ẑε possesses the property P(T, q) for
arbitrary q > 0.
Proof of lemma 2.3.10
Using Ito formula, βεt satisfies
dβεt = Btdt, βε0 = 0,
where
Bt = Γt
(
G(ΦetB/ε
2
z˜εt )−G(ΦetB/ε
2
ẑεt + Yt)
)
, Γt =
2∑
i=1
(
e−tB/ε
2
Ψˆ
)
i
(˜zεt − ẑεt )i .
Using the structure of e−tB and Ψˆ, we have |Γt| ≤
√
Ψˆ∗Ψˆ
√
2βεt . Writing z˜
ε
t as ẑ
ε
t + (˜z
ε
t − ẑεt ) and expanding
G in Bt we get
|Bt| ≤ C
√
βεt
√βεt + ||Yεt ||+ 3∑
j=1
||ΦetB/ε2 ẑεt ||3−j
(
(
√
βεt )
j + ||Yεt ||j
)
Because the nonlinearity is such that (2.53) is satisfied, by proposition 2.3.9, ẑε possesses property P(T, q)
for abitrary q > 0. Hence, it is possible to select Ce > 0 so that ∃ ε∗ > 0 such that ∀ε < ε∗, we have
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P[Eε] ≥ 1− q where Eε is defined in (2.52). So, with probability at least 1− q we have
|Bt| ≤ C
√
βεt
(1 + C2e )√βεt + Ce(√βεt )2 + (√βεt )3 + (1 + C2e ) 3∑
j=1
||Yεt ||j
 .
Let C := ||(1− pi)Πε0Xε||. As long as
√
βεt < 1 we have
|Bt| ≤ C
√
βεt
(3 + 2C2e )√βεt + (1 + C2e )
 3∑
j=1
C j
 e−kt/ε2
 .
Hence, as long as
√
βεt < 1
d
dt
√
βεt ≤ C(3 + 2C2e )
√
βεt + C(1 + C
2
e )
 3∑
j=1
C j
 e−kt/ε2 .
Using Gronwall, we get (as long as
√
βεt < 1)
√
βεt ≤
ε2C(1 + C2e )(
∑3
j=1 C
j)
k + ε2C(3 + 2C2e )
(
eC(3+2C
2
e )t − e−kt/ε2
)
<
ε2C(1 + C2e )(
∑3
j=1 C
j)
k
eC(3+2C
2
e )T
Choose ε∗∗ = min{1,
(
ke−C(3+2C
2
e )T
C(1+C2e )(
∑3
j=1 C
j)
)2/γ
}. Set ε◦ = min{ε∗, ε∗∗}. Then, we have ∀ε < ε◦, supt∈[0,T ] βεt <
ε4−γ with probability at least 1− q. Note that for large Ce, ε∗∗ is of the order O(C−4/γe e−4C2eT/γ).
Proof of theorem 2.3.11
Using Xε(s) = Φ(0)esB/ε
2
zεs + Y
ε
s (0) + Y
ε
s(0) the probability in (2.55) is bounded by
P
[
sup
s∈[0,T ]
∣∣Φ(0)esB/ε2(zεs − ẑεs)∣∣+ ∣∣Φ(0)esB/ε2 (̂zεs − z˜εs)∣∣+ |Y εs (0)| > ε%]
≤ P
[
sup
t∈[0,T ]
√
2αεt >
1
3
ε%
]
+ P
[
sup
t∈[0,T ]
√
2βεt >
1
3
ε%
]
+ P
[
sup
t∈[0,T ]
||Y εt || >
1
3
ε%
]
.
The terms on the RHS can be estimated using theorem 2.3.7, lemma 2.3.10 and theorem 2.3.7 respectively.
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Proof of theorem 2.3.12
First note that Hεt := 12 ||zεt ||22 = 12 ||zεt ||22. Writing zεt = z˜εt + (̂zεt − z˜εt ) + (zεt − ẑεt ) using the definitions of αεt
and βεt , and using Cauchy-Schwarz inequality, we have
∣∣1
2
||zεt ||22 −
1
2
||˜zεt ||22
∣∣ ≤ αεt + βεt + 2√αεt√βεt + ||˜zεt ||(√2αεt +√2βεt ).
Using ||˜zεt || ≤ ||̂zεt ||+ ||˜zεt − ẑεt || = ||̂zεt ||+
√
2βεt in the RHS of above equation and using 2
√
αεt
√
βεt ≤ αεt + βεt
we get that
∣∣1
2
||zεt ||22 −
1
2
||˜zεt ||22
∣∣ ≤ 3αεt + 5βεt + ||̂zεt ||(√2αεt +√2βεt ).
Hence,
LHS of (2.56) ≤ P
[
sup
t∈[0,T ]
(
3αεt + 5β
ε
t + ||̂zεt ||(
√
2αεt +
√
2βεt )
)
> ε%
]
≤ P
[
sup
t∈[0,T ]
3αεt >
1
4
ε%
]
+ P
[
sup
t∈[0,T ]
5βεt >
1
4
ε%
]
+ P
[
sup
t∈[0,T ]
||̂zεt ||
√
2αεt >
1
4
ε%
]
+ P
[
sup
t∈[0,T ]
||̂zεt ||
√
2βεt >
1
4
ε%
]
(2.87)
First two terms on the RHS can be estimated using theorem 2.3.7 and lemma 2.3.10 respectively. The third
term is bounded above by
P
[(
sup
t∈[0,T ]
√
2αεt >
1
4C
ε%
)
∩
(
sup
t∈[0,T ]
||̂zεt || < C
)]
+ P
[(
sup
t∈[0,T ]
||̂zεt ||
√
2αεt >
1
4
ε%
)
∩
(
sup
t∈[0,T ]
||̂zεt || ≥ C
)]
≤ P
[
sup
t∈[0,T ]
√
2αεt >
1
4C
ε%
]
+ P
[
sup
t∈[0,T ]
||̂zεt || ≥ C
]
.
By property P(T, q) we choose a C so that the second term in RHS above is bounded by q/8 and take ε
small enough so that the first term in the RHS above is bounded by q/8. The fourth term in the RHS of
(2.87) can be treated similarly.
Note that (2.56) implies Hεt − 12 ||˜zεt ||22 converges to zero in probability. If the process 12 ||˜zε||22 converges
weakly to a process H0, then by theorem 3.1 in [71], Hε converges weakly to H0.
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2.5 Stronger deterministic perturbations
Let (Ω,F ,Ft,P) be a filtered probability space and W be a real valued Wiener process defined on it. We
consider R-valued processes of the form:

dX ε(t) = ε−2L0(ΠεtX
ε)dt+ ε−1Gq(ΠεtX
ε)dt+ σdWt, t ∈ [0, T ],
X ε(t) = ξ(ε−2t), t ∈ [−ε2r, 0], ξ ∈ C,
(2.88)
with Gq being Lipschitz |Gq(η1) − Gq(η2)| ≤ Kq||η1 − η2||, and Gq(0) = 0. In (2.88), the coefficient Gq is
multiplied by the factor ε−1, unlike the coefficient G in previous sections. If no further conditions are imposed
on Gq, the effect of Gq is stronger than noise and significant changes in the amplitude of P projection of
ΠεtX
ε occur on times of order O(ε). Hence, we assume that Gq satisfies the centering condition
1
2pi/ωc
∫ 2pi/ωc
0
Gq(Φe
sBz) e−sBΨˆ ds = 02×1, ∀ z ∈ R2. (2.89)
Due to some technicalities (explained later), we need to impose further conditions on Gq—these are stated
later in assumption 2.1.
Define the R2-valued process zεt by piΠεtX ε = ΦetB/ε
2
zεt . Our goal is to show that as ε→ 0 the probability
law of zεt converges to that of a process governed by a two-dimensional SDE without delay. The convergence
of probability law of Hεt := 12 ||zεt ||22 to appropriate one-dimensional SDE follows by continuous mapping
theorem. We employ the technique of martingale problem whose utility in proving the convergence of
probability laws is illustrated [51, 59, 60, 61, 62, 63]. We follow similar approach as in [63] which dealt with
Hamiltonian systems without delay. A brief introduction to the martingale problem is given in appendix C.
In order to have control over the moments of the stable mode ||(1 − pi)ΠεtX ε||, it is helpful to consider
the following truncated process (2.91) and its critical mode (2.94). So we describe them next.
Define h : C → R by
h(η) =
1
2
||z||22 =
1
2
(z21 + z
2
2) where z is such that piη = Φz. (2.90)
For ease of notation we also define H : R2 → R+ ∪ {0} by H(z) = 12 (z21 + z22). Let ϑn : R+ ∪ {0} → [0, 1] be
a smooth function satisfying
ϑn(h) =

1 for h ≤ n,
0 for h ≥ n+ 1.
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Consider the following R-valued process:

dXε(t) = ε−2L0(ΠεtX
ε)dt + ϑn(h(Π
ε
tX
ε))
(
ε−1Gq(ΠεtX
ε)dt+ σdWt
)
, t ∈ [0, T ],
Xε(t) = ξ(ε−2t), t ∈ [−ε2r, 0], ξ ∈ C.
(2.91)
Write ΠεtX
ε = Φzεt + y
ε
t , where z
ε
t is the R2-valued process given by Φzεt = piΠεtXε and yεt is the C-valued
process given by yεt = (1− pi)ΠεtXε. Using variation of constants formula, we have (see appendix A)
dzεt = ε
−2Bzεt dt + ϑn(H(zε))Ψˆ
(
ε−1Gq(Φzεt + y
ε
t )dt + σdWt
)
, Φzε0 = piΠ
ε
0X
ε, (2.92)
yεt (θ) = T (t/ε
2)yε0(θ) + ε
−1(Iε,q(t+ε2θ)∨0 − Φ(θ)etB/ε2(Iε,pt − Iε,p(t+ε2θ)∨0))
+
(J ε,q(t+ε2θ)∨0 − Φ(θ)etB/ε2(J ε,pt − J ε,p(t+ε2θ)∨0)) (2.93)
where
J ε,qt =
∫ t
0
γ
(
t− u
ε2
)
ϑn(H(zεu))σdWu, J ε,pt =
∫ t
0
e−uB/ε
2
Ψˆϑn(H(zεu))σdWu,
Iε,qt =
∫ t
0
γ
(
t− u
ε2
)
ϑn(H(zεu))Gq(Φzεu + yεu)du, Iε,pt =
∫ t
0
e−uB/ε
2
Ψˆϑn(H(zεu))Gq(Φzεu + yεu)du.
Writing zεt = e
−Bt/ε2zεt we have
dzεt = ϑn(H(zεt ))e−tB/ε
2
Ψˆ
(
ε−1Gq(ΦetB/ε
2
zεt + y
ε
t )dt + σdWt
)
, Φzε0 = piΠ
ε
0X
ε, (2.94)
Define the stopping time
eε := inf{t ≥ 0 : h(ΠεtXε) ≥ n} = inf{t ≥ 0 : H(zεt ) ≥ n},
and let Sn := {z ∈ R2 : H(z) ≤ n+ 1}. The probability law of zε agrees with zε until eε.
In order to show the convergence of the law of zε we employ the following steps:
• We identify some drift coefficient b(n) and diffusion coefficient a(n), and show that as ε → 0, the law
of the truncated processes zε converge to the unique solution of the martingale problem with diffusion
and drift coefficients (a(n), b(n)) and initial condition z0.
• Next, we identify (a, b) so that a ≡ a(n), b ≡ b(n) on {z ∈ R2 : 12 ||z||22 ≤ n} and show that there exists
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unique solution for the martingale problem of (a, b). By corollary 10.1.2 and lemma 11.1.1 of [59] we
then have that the law of zε converges as ε→ 0 to the law of diffusion process with diffusion and drift
coefficients (a, b).
The first step above proceeds in the following fashion: Using Ito formula, we find the evolution equation
for functions of the process zε. This is given at (2.102). The integrands in the RHS of (2.102) have fast
oscillations. Averaging the oscillations reveals the coefficients (a(n), b(n)) for which the time-integrals in
the RHS of (2.102) can be approximated by
∫ t
0
L(n)g(zεu)du where L(n) is the generator corresponding to
(a(n), b(n)). This leads towards the proof of proposition 2.5.11 which states that every cluster point of the
sequence of probability laws of {zε}ε>0 satisfies the martingale problem for (a(n), b(n)) with initial condition
z0. We show that the family of probability laws of {zε}ε>0 is tight (proposition 2.5.13). Then, by Prohorov’s
theorem, the family of probability laws has at least one cluster point. Since (a(n), b(n)) is well-behaved to
have unique solution to the martingale problem, we conclude that the family of probability laws converge to
the diffusion process governed by (a(n), b(n)) (proposition 2.5.14).
The result of this section is summarized in theorem 2.5.16.
Much of the work in this section is to prove the statement (2.129). As mentioned above, we start with
(2.102) and show that the error in approximating the RHS of (2.102) by
∫ t
s
L(n)g(zεu)du is small. But before
that, we address the approximation of the stable mode.
Define
Yεt := T (t/ε
2)yε0, Y
ε
t := y
ε
t −Yεt , (2.95)
where {T (t)}t≥0 is the semigroup generated by the unperturbed system x˙(t) = L0(Πtx). Note that Yεt is a
deterministic quantity and decays exponentially fast (see (2.8)). Lemma 2.5.3 below concerns with moments
of ||Y εt ||. Using the definition of Y εt in the variation-of-constants formula (2.93), it is easy to realize that
we need to estimate the last two terms on the RHS of (2.93). This motivates the definition:
Υεs := sup
θ∈[−r,0]
∣∣∣J ε,q(s+ε2θ)∨0 − Φ(θ)esB/ε2(J ε,ps − J ε,p(s+ε2θ)∨0)∣∣∣ . (2.96)
The next two lemmas concerning Υε would be useful in proving lemma 2.5.3.
Lemma 2.5.1. There exists a constant C > 0 such that EΥεt ≤ εC.
Proof is given in section 2.6.
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Lemma 2.5.2. Fix m ≥ 1. There exists constant Cˆ > 0 and a family of constants εˆδ > 0 (indexed by
0 < δ < 2) such that, given δ ∈ (0, 2) we have for ε < εˆδ
E sup
s∈[0,T ]
(Υεs)
m ≤ Cˆ
(
rεδ ln
(
2T
rεδ
))m/2
ε→0−−−→ 0. (2.97)
Proof is similar to that of lemma 2.1.3 except in the way quadratic variation of Zt :=
∫ t
0
σ ϑn(H(zεs)) dWs
is estimated. Using |ϑn| ≤ 1 we have for the quadratic variation: E〈Z〉m/2T ≤ (σ2T )m/2.
Lemma 2.5.3. There exists εo > 0 and C∗ > 0 such that ∀ε < εo we have
E||Y εt || ≤ C∗ε, ∀t ≥ 0, (2.98)
E sup
t∈[0,T ]
||Y εt ||m ≤ (2C∗ε)m + 2mE sup
s∈[0,T ]
(Υεs)
m, (2.99)
E||Y εt ||2 ≤ 4E(Υεt )2 + 4C21κ
∫ t
0
E(Υεu)2du + ε216C2∗ , ∀t ≥ 0, (2.100)
where C1 = KqKe
κr(||(1− pˆi)1{0}||+ ||Ψˆ||2)/κ. The constant C∗ is of the order O(
√
2n) for large n.
Proof is given in section 2.6.
Since we need to prove the statement (2.129), we first obtain the evolution equation for functions of the
process zε. To write evolution equations in concise form, we make use of the following notation. Let
℘q,P (z, t) =
 ℘q,P1 (z, t)
℘q,P2 (z, t)
 , ℘q,Q(z, y, t) =
 ℘q,Q1 (z, y, t)
℘q,Q2 (z, y, t)
 , ℘σ(z, t) =
 ℘σ1 (z, t)
℘σ2 (z, t)

where, for j = 1, 2,
℘q,Pj (z, t) = ϑn(H(z))Gq(Φe
tBz) (e−tBΨˆ)j ,
℘q,Qj (z, y, t) = ϑn(H(z))
(
Gq(Φe
tBz + y)−Gq(ΦetBz)
)
(e−tBΨˆ)j ,
℘σj (z, t) = σ ϑn(H(z)) (e−tBΨˆ)j ,
Define ℘σσ(z, t) as the 2× 2 matrix
℘σσij (z, t) = σ
2 ϑ2n(H(z)) (e−tBΨˆ)i(e−tBΨˆ)j .
For g : R2 → R we write the Hessian matrix as ∆g, i.e. (∆g)ij is the partial derivative ∂
2g
∂z1z2
. For two
matrices A, B, we write
∑2
i,j=1AijBij as A : B.
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Remark 2.3. Note that ℘q,Pj , ℘
σ
j , ℘
σσ
ij are bounded functions. For ℘
q,Q
j , there exists a constant C such that
|℘q,Qj (z, y, t)| ≤ C||y||. Also note that (2.89) entails
∫ 2pi/ωc
0
℘q,P (z, s)ds = 0. (2.101)
For g ∈ C2(R2;R) we have by Ito formula the following equation
g(zεt )− g(zε0) =
∫ t
0
1
ε
℘q,P (zεs, s/ε
2).∇g(zεs) ds︸ ︷︷ ︸
lemma 2.5.6
+
∫ t
0
1
ε
℘q,Q(zεs, y
ε
s , s/ε
2).∇g(zεs) ds︸ ︷︷ ︸
lemma 2.5.8
+
1
2
∫ t
0
℘σσ(zεs, s/ε
2) : ∆g(zεs) ds︸ ︷︷ ︸
lemma 2.5.9
+
∫ t
0
℘σ(zεs, s/ε
2).∇g(zεs) dWs. (2.102)
Since ℘q,P and ℘q,Q are 2pi/ωc-periodic in the time argument, the presence of s/ε
2 in the RHS of above
equation suggests that integrands have fast oscillations. Averaging the oscillations reveals the coefficients
(a(n), b(n)) for which the time-integrals in the RHS of (2.102) can be approximated by
∫ t
0
L(n)g(zεu)du where
L(n) is the generator corresponding to (a(n), b(n)). This leads towards the proof of the statement 2.129.
For averaging the oscillations, define the operator T as follows: for ϕ : [0,∞) → R periodic with period
2pi/ωc,
Tϕ =
1
2pi/ωc
∫ 2pi/ωc
0
ϕ(t)dt.
The next four lemmas concern the error in approximating the integrals in (2.102) by their averages.
Lemma 2.5.4. There is a constant C > 0 such that, for every ϕ : R2×R→ R with ϕ(z, t+2pi/ωc) = ϕ(z, t),
E
∣∣ ∫ t
0
(
ϕ(zεs, s/ε
2)− Tϕ(zεs)
)
ds
∣∣ ≤ Cε(1 + t)||ϕ||C2(Sn×R).
The proof is by applying Ito formula to Φϕ defined by Φϕ(z, t) =
∫ t
0
(
ϕ(z, s)− Tϕ(z))ds, and estimating
different terms that arise in the evolution of ε2Φϕ(z
ε
t , t/ε
2). The proof is given in section 2.6.
Lemma 2.5.5. There is a constant C > 0 such that, for every ϕ : R2 → R
E
∣∣∣∣∫ t
0
(
1
ε
℘q,P (zεs, s/ε
2).∇ϕ(zεs) − ℘q,P (zεs, s/ε2).∇KPϕ (zεs, s/ε2)
)
ds
∣∣∣∣ ≤ Cε(1 + t)||ϕ||C3(Sn),
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where KPϕ (z, t) = KP (z, t).∇ϕ(z) with
KP (z, t) = −
∫ t
0
℘q,P (z, s)ds. (2.103)
The proof is by applying Ito formula to εKPϕ and estimating different terms that arise in the evolution
of εKPϕ (zεt , t/ε2). The proof is given in section 2.6.
Apply lemma 2.5.4 to the map
(z, τ) 7→ ℘q,P (z, τ).∇KPϕ (z, τ) = −
(∫ τ
0
(℘q,P (z, τ).∇)℘q,P (z, s)ds
)
.∇ϕ(z)
−
(∫ τ
0
℘q,P (z, s)(℘q,P (z, τ))∗ds
)
: ∆ϕ(z). (2.104)
The operator T to the second map in the RHS of (2.104) results in zero due to the centering condition
(2.101). This follows from the fact that [∆ϕ]ij = [∆ϕ]ji whereas
∫ 2pi/ωc
0
(∫ τ
0
℘q,Pi (z, s)ds
)
℘q,Pj (z, τ) dτ +
∫ 2pi/ωc
0
(∫ τ
0
℘q,Pj (z, s)ds
)
℘q,Pi (z, τ) dτ
=
(∫ 2pi/ωc
0
℘q,Pi (z, s)ds
)(∫ 2pi/ωc
0
℘q,Pj (z, s)ds
)
= 0.
Hence, applying lemma 2.5.4 to the map defined at (2.104) we get the following result:
Lemma 2.5.6. For ϕ ∈ C4(R2) we have
lim
ε↓0
E
∣∣∣∣ ∫ t
0
(
1
ε
℘q,P (zεs, s/ε
2) − bGq,P,n(zεs)
))
.∇ϕ(zεs)ds
∣∣∣∣ = 0,
where bGq,P,n(z) is obtained by applying T operator to the map defined at (2.104). More explicitly,
bGq,P,n(z) = ϑ2n(H(z)) bGq,P (z) + bGq,P,ϑ(z), (2.105)
where, for i = 1, 2,
b
Gq,P
i (z) =
1
2pi/ωc
∫ 2pi/ωc
0
dτ
∫ 2pi/ωc
τ
Gq(Φe
τBz)
((
Φe(s−τ)BΨˆ
)
.∇
)
Gq(Φe
sBz)
(
e−sBΨˆ
)
i
ds, (2.106)
b
Gq,P,ϑ
i (z) = −
ϑn(H(z))ϑ′n(H(z))
2pi/ωc
∫ 2pi/ωc
0
Gq(Φe
τBz) (e−τBΨˆ)∗z
(∫ τ
0
Gq(Φe
sBz) (e−sBΨˆ)ids
)
dτ. (2.107)
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For the term 1ε℘
q,Q(zεs, y
ε
s , s/ε
2).∇ϕ(zεs) in (2.102) we intend to obtain a result analogous to lemmas
2.5.5 and 2.5.6. The result is given as lemma 2.5.8. To obtain the result we need to find the evolution of
εKQϕ (ΠεtXε, t/ε2) defined at (2.109).
Define Z : C → R2 by ΦZ(η) = piη. Also define G : C → R2 by
G(η) =
∫ ∞
0
(
Gq(Tˆ (u)η)−Gq(Tˆ (u)piη)
)
e−uBΨˆ du (2.108)
and KQ : C → R2 by KQ(η) = ϑn(h(η))G(η). Given ϕ ∈ C(R2;R), define KQϕ : C × R→ R by
KQϕ (η, t) =
(
e−tBKQ(η)).∇ϕ(e−tBZ(η)). (2.109)
To find the evolution of KQϕ (ΠεtXε, t/ε2) we apply the functional Ito formula (theorem 6.4 in [75]). To define
the horizontal and vertical derivatives we use the following notation. Define q̂t : C → C as the operator
which extends η to the right by η(0) and shifts by t, i.e.
q̂tη(θ) =

η(0), θ ≥ −t,
η(θ + t), θ ≤ −t.
(2.110)
For K : C × R→ R let
DK(η, t) = lim
δ↓0
K(q̂δη, t+ δ)−K(η, t)
δ
, (1{0}.∇)K(η, t) = lim
δ→0
K(η + δ1{0}, t)−K(η, t)
δ
,
and (1{0}.∇)2K = (1{0}.∇)((1{0}.∇)K). Then we have the functional Ito formula
K(ΠεtX
ε, t/ε2) = K(Πε0X
ε, 0) + ε−2
∫ t
0
DK(ΠεsXε, s/ε2)ds+
∫ t
0
(1{0}.∇)K(ΠεsXε, s/ε2)dXε(s)
+
1
2
∫ t
0
(1{0}.∇)2K(ΠεsXε, s/ε2)d[Xε]s
= K(Πε0X
ε, 0) + ε−2
∫ t
0
(
DK(ΠεsXε, s/ε2) + L0(ΠεsXε)(1{0}.∇)K(ΠεsXε, s/ε2)
)
ds
+
∫ t
0
(ε−1Gq(ΠεsX
ε)ds+ σdWs)ϑn(h(Π
ε
sX
ε)) (1{0}.∇)K(ΠεsXε, s/ε2)
+
1
2
σ2
∫ t
0
ϑ2n(h(Π
ε
sX
ε)) (1{0}.∇)2K(ΠεsXε, s/ε2)ds.
Note that when Gq = 0, σ = 0 we have Π
ε
tX
ε = T (t/ε2)ξ where ξ is the initial condition Πε0X
ε. Writing the
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Ito formula for this case, we get
K(T (t/ε2)ξ, t/ε2) − K(ξ, 0)
1/ε2
=
∫ t
0
(
DK(·, ·) + L0(·) (1{0}.∇)K(·, ·)
)∣∣∣∣
(T ( s
ε2
)ξ, s
ε2
)
ds,
from which we get
d
dδ
∣∣∣∣
δ=0
K(T (δ)η, t+ δ) = DK(η, t) + L0(η) (1{0}.∇)K(η, t). (2.111)
Now we return back to KQϕ (η, t). Realizing that h(T (δ)η) = h(η) and Z(T (δ)η) = eδBZ(η) we find that
d
dδ
∣∣∣∣
δ=0
KQϕ (T (δ)η, t+ δ) = −ϑn(h(η)) (Gq(η)−Gq(piη)) (e−tBΨˆ).∇ϕ(e−tBZ(η)). (2.112)
We would be using the relation (2.111) and hence we would not need to compute the horizontal derivative
of KQϕ (η, t). Now we give conditions on Gq and the operator L0 that are sufficient to compute the horizontal
derivative DKQϕ (η, t).
Assumption 2.1. Assume Gq has a quasi-tame structure (section IV.4 of [18]), i.e.,
Gq(η) = G
(
η(0),
∫ 0
−r
η(θ)%1(θ)dθ, . . . ,
∫ 0
−r
η(θ)%k(θ)dθ
)
(2.113)
for some G : Rk+1 → R and %j ∈ C1([−r, 0];R) for j = 1, . . . , k with G smooth and possessing bounded
derivatives. Sometimes we abuse the notation, writing G(η) to mean the RHS of (2.113).
For η˜ : [−r, 0]→ R, the Frechet derivative ∇Gq(η) applied to η˜ can be computed as
(η˜.∇)Gq(η) = η˜(0)∂1G(η) +
k∑
j=1
(∫ 0
−r
η˜(θ)%j(θ)dθ
)
∂j+1G(η)
where ∂j stands for the partial-derivative with respect to j
th argument. The second derivative (η˜.∇)2Gq(η)
can also be computed appropriately.
For the operator L0 we make the following assumption.
Assumption 2.2. Assume that the operator L0 is given by L0(η) =
∫ 0
−r η(θ)µ˜(θ)dθ with µ˜ ∈ C1([−r, 0];R).
Of course, L0 must also satisfy assumption 1.1 in appropriate form.
The above assumptions on Gq and L0 are sufficient to compute the horizontal derivative—this is shown
appendix D.
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To write the vertical derivatives of KQϕ (η, t) we split (1{0}.∇)G(η) as (1{0}.∇)G(η) = Gpi
′pi(η)+Gpi′pi′(η)+
Gpipi′(η) where Gpi′pi,Gpi′pi′ ,Gpipi′ : C → R2 are defined by
Gpi′pi(η) :=
∫ ∞
0
(Tˆ (u)(1− pi)1{0}.∇)Gq(Tˆ (u)piη) e−uBΨˆ du,
Gpi′pi′(η) :=
∫ ∞
0
(Tˆ (u)(1− pi)1{0}.∇)
(
Gq(Tˆ (u)η)−Gq(Tˆ (u)piη)
)
e−uBΨˆ du,
Gpipi′(η) :=
∫ ∞
0
(Tˆ (u)pi1{0}.∇)
(
Gq(Tˆ (u)η)−Gq(Tˆ (u)piη)
)
e−uBΨˆ du.
The integrals above exist because of the exponential decay ||Tˆ (u)(1 − pi)1{0}|| ≤ K||(1 − pi)1{0}||e−κt and
Lipschitz nature of Gq and its derivatives. Note that we have the bounds
|Gpi′pi′ | ≤ C||(1− pi)η||, |Gpipi′ | ≤ C||(1− pi)η||, |Gpi′pi| ≤ C||piη||. (2.114)
Realizing that (1{0}.∇)Z(η) = Ψˆ we can write the vertical derivative of KQϕ (η, t) as
(1{0}.∇)KQϕ (η, t) = (e−tBKQ(η).∇)
(
(e−tBΨˆ).∇ϕ(e−tBZ(η))
)
+ ϑ′n(h(η)) Ψˆ
∗Z(η) (e−tBG(η)).∇ϕ(e−tBZ(η))
+ ϑn(h(η))
(
e−tB
(Gpi′pi(η) + Gpi′pi′(η) + Gpipi′(η))).∇ϕ(e−tBZ(η)).
The second vertical derivative is
(1{0}.∇)2KQϕ (η, t) = (e−tBKQ(η).∇)
((
(e−tBΨˆ).∇)2ϕ(e−tBZ(η)))
+ 2ϑ′n(h(η)) Ψˆ
∗Z(η)
(
(e−tBG(η)).∇
)(
(e−tBΨˆ.∇)ϕ(e−tBZ(η))
)
+ 2ϑn(h(η))
((
e−tB(1{0}.∇)G(η)
)
.∇
)(
(e−tBΨˆ.∇)ϕ(e−tBZ(η))
)
+
(
ϑ′′n(h(η))(Ψˆ
∗Z(η))2 + ϑ′n(h(η))Ψˆ∗Ψˆ
)
(e−tBG(η)).∇ϕ(e−tBZ(η))
+ 2ϑ′n(h(η)) Ψˆ
∗Z(η)
((
e−tB(1{0}.∇)G(η)
)
.∇
)
ϕ(e−tBZ(η))
+ ϑn(h(η))
((
e−tB(1{0}.∇)2G(η)
)
.∇
)
ϕ(e−tBZ(η)).
Now we write the evolution equation for εKQϕ (ΠεtXε, t/ε2) using the fact that e−tB/ε
2Z(ΠεtXε) = zεt and
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h(ΠεtX
ε) = H(zεt ). We have
εKQϕ (ΠεtXε, t/ε2)− εKQϕ (Πε0Xε, 0) =
= −
∫ t
0
1
ε
℘q,Q(zεs, y
ε
s , s/ε
2).∇ϕ(zεs)ds
+
∫ t
0
ϑn(H(zεs))
(
Gq(piΠ
ε
sX
ε)ds + (Gq(Π
ε
sX
ε)−Gq(piΠεsXε))ds + εσdWs
)
K (s)
+
∫ t
0
ϑn(H(zεs))
(
Gq(piΠ
ε
sX
ε)ds + εσdWs
)
ϑn(H(zεs))
(
e−sB/ε
2Gpi′pi(ΠεsXε)
)
.∇ϕ(zεs)
+
∫ t
0
ϑn(H(zεs))
(
Gq(Π
ε
sX
ε)−Gq(piΠεsXε)
)
ϑn(H(zεs))
(
e−sB/ε
2Gpi′pi(ΠεsXε)
)
.∇ϕ(zεs) ds
+
1
2
εσ2
∫ t
0
ϑ2n(H(zεs)) (1{0}.∇)2KQϕ (ΠεsXε, s/ε2) ds.
where
K (s) :=
(
e−sB/ε
2KQ(ΠεsXε).∇
)(
(e−sB/ε
2
Ψˆ).∇ϕ(zεs)
)
(2.115)
+ ϑ′n(H(zεs)) (Ψˆ∗esB/ε
2
zεs) (e
−sB/ε2G(ΠεsXε)).∇ϕ(zεs)
+ ϑn(H(zεs))
(
e−sB/ε
2(Gpi′pi′(ΠεsXε) + Gpipi′(ΠεsXε))).∇ϕ(zεs)
Using the fact that Gq has bounded derivatives, the bounds (2.114), and the exponential decay of Tˆ (t)(1−
pˆi)1{0} given at (1.28), it can be shown that there exists C > 0 such for all s ≥ 0
K (s) ≤ C ||(1− pi)ΠεsXε|| ||ϕ||C2(Sn), (2.116)
|(1{0}.∇)2KQϕ (ΠεsXε, s/ε2)| ≤ C(1 + ||(1− pi)ΠεsXε||) ||ϕ||C3(Sn), (2.117)
|KQϕ (ΠεtXε, t/ε2)| ≤ C ||(1− pi)ΠεsXε|| ||ϕ||C1(Sn). (2.118)
Let M
KQϕ
t denote the sum of all integrals with respect to the Wiener process W in the above evolution
65
equation. Then, using BDG inequality, we have E|MK
Q
ϕ
t | ≤ CE
√
〈MK
Q
ϕ
t 〉 where
√
〈MK
Q
ϕ
t 〉 = εσ
(∫ t
0
ϑ2n(H(zεs))
(
K (s) +
(
ϑn(H(zεs))
(
e−sB/ε
2Gpi′pi(ΠεsXε)
)
.∇ϕ(zεs)
))2
ds
)1/2
≤ εσC||ϕ||C2(Sn)
√∫ t
0
(1 + ||(1− pi)ΠεsXε||2)ds
≤ εσC||ϕ||C2(Sn)
√∫ t
0
(1 + ||Yεs||2 + ||Y εs ||2)ds (2.119)
≤ εσC||ϕ||C2(Sn)
√
t (1 + sup
s∈[0,t]
||Y εs ||). (2.120)
Alternately, we could have from (2.119), E
√
〈MK
Q
ϕ
t 〉 ≤ εσC||ϕ||C2(Sn)(1 + t+ E
∫ t
0
||Y εs ||2ds).
In the evolution equation for KQϕ , using the above bounds, and writing piΠεsXε = ΦesB/ε
2
zεs and (1 −
pi)ΠεsX
ε = yεs = Y
ε
s + Y
ε
s, using lemma 2.5.3 for Y
ε and exponential decay ||Yεs|| ≤ K||yε0||e−κs/ε
2
, we get
the following result.
Lemma 2.5.7. There is a constant C > 0 such that, for every ϕ : R2 → R
E
∣∣∣∣ ∫ t
0
(
1
ε
℘q,Q(zεs, y
ε
s , s/ε
2) − Gq(ΦesB/ε2zεs)ϑ2n(H(zεs))
(
e−sB/ε
2Gpi′pi(ΦesB/ε2zεs)
))
.∇ϕ(zεs)ds
∣∣∣∣
≤ Cε(1 + t)||ϕ||C3(Sn)(1 + E sup
s∈[0,t]
||Y εs ||) + Ct||ϕ||C2(Sn)
2∑
j=1
E sup
s∈[0,t]
||Y εs ||j .
Alternately, one could write a bound using E
∫ t
0
||Y εs ||jds in the above lemma (rather than using E sup ||Y εs ||j).
Applying lemma 2.5.4 to the function
(z, τ) 7→ Gq(ΦeτBz)ϑ2n(H(z))
(
e−τBGpi′pi(ΦeτBz)) (2.121)
and combining with lemma 2.5.7 and using lemma 2.5.3 for E sups∈[0,t] ||Y εs ||j we get the following result:
Lemma 2.5.8. For ϕ ∈ C3(R2) we have
lim
ε↓0
E
∣∣∣∣ ∫ t
0
(
1
ε
℘q,Q(zεs, y
ε
s , s/ε
2) − bGq,Q,n(zεs)
))
.∇ϕ(zεs)ds
∣∣∣∣ = 0,
where bGq,Q,n(z) is obtained by applying T operator to the map defined at (2.121). More explicitly,
bGq,Q,n(z) = ϑ2n(H(z)) bGq,Q(z), (2.122)
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where, for i = 1, 2,
b
Gq,Q
i (z) =
1
2pi/ωc
∫ 2pi/ωc
0
dτ
∫ ∞
0
Gq(Φe
τBz)
((
Tˆ (s)(I − pˆi)1{0}
)
.∇
)
Gq(Φe
(τ+s)Bz)
(
e−(τ+s)BΨˆ
)
i
ds. (2.123)
Now we return to equation (2.102). For the first term on the RHS of (2.102) we can use lemma 2.5.6
and for the second term we can use lemma 2.5.8. For the third term, we use the following lemma which is a
consequence of lemma 2.5.4.
Lemma 2.5.9. For ϕ ∈ C4(R2) we have
lim
ε↓0
E
∣∣∣∣ ∫ t
0
(
℘σσ(zεs, s/ε
2) − a(n)(zεs)
)
: ∆ϕ(zεs) ds
∣∣∣∣ = 0,
where a(n)(z) is given by
a(n)(z) = ϑ2n(H(z)) a(z), (2.124)
where for i, j = 1, 2
aij(z) =
1
2pi/ωc
∫ 2pi/ωc
0
(e−τBΨˆ)i(e−τBΨˆ)jdτ. (2.125)
Using the previous sequence of lemmas, we now define the operator L(n) for which the time-integrals in
the RHS of (2.102) can be approximated by
∫ t
0
L(n)g(zεu)du.
Definition 2.5.10. Define L as the operator
Lg(z) :=
2∑
i=1
b
Gq
i (z)
∂
∂zi
+
1
2
2∑
i=1
2∑
j=1
aij(z)
∂2
∂zi∂zj
, (2.126)
where a is defined at (2.125) and
bGq (z) := bGq,P (z) + bGq,Q(z) (2.127)
with bGq,P and bGq,Q defined at (2.106) and (2.123) respectively. Also, define L(n) by
L(n)g(z) := ϑ2n(z)Lg(z) +
2∑
i=1
b
Gq,P,ϑ
i (z)
∂
∂zi
, (2.128)
where bGq,P,ϑ is defined at (2.107).
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Next proposition shows that any cluster point of the sequence of probability laws of zε solves the mar-
tingale problem corresponding to L(n).
Proposition 2.5.11. For any 0 ≤ s < t, and Θs any continuous bounded functional of zε|[0,s], and g ∈
C4(R2),
lim
ε↓0
E
[(
g(zεt )− g(zεs)−
∫ t
s
L(n)g(zεu)du
)
Θs(z
ε|[0,s])
]
= 0. (2.129)
Proof. LetMgt :=
∫ t
0
℘σ(zεu, u/ε
2).∇g(zεu) dWu. ThenMgt is a martingale and E
[
(Mgt −Mgs ) Θs(zε|[0,s])
]
= 0.
Let 0 denote g(zεt ) − g(zεs) − ∫ ts L(n)g(zεu)du. Then, using (2.102), and lemmas 2.5.6, 2.5.8, 2.5.9 and 2.5.3
we get limε↓0 E |0 − (Mgt −Mgs )| = 0. Now,
E[0Θs(zε|[0,s]) ] = E[ (0− (Mgt −Mgs )) Θs(zε|[0,s]) ] + E[(Mgt −Mgs )Θs(zε|[0,s])]
= E[ (0− (Mgt −Mgs )) Θs(zε|[0,s]) ]
≤ CE|0− (Mgt −Mgs )| (∵ Θs is bounded).
Hence (2.129) follows.
Now we define the canonical set-up (see appendix C for explanation of canonical set-up).
Definition 2.5.12. Define Ω† := C([0,∞),R2) equipped with the metric
D(ω, ω′) =
∞∑
n=1
1
2n
supt∈[0,n] |ω(t)− ω′(t)|
1 + supt∈[0,n] |ω(t)− ω′(t)|
, ω, ω′ ∈ Ω†.
Define the coordinate functions X†t(ω) = ω(t) for all t ≥ 0 and all ω ∈ Ω†. Define the σ-algebra generated by
the coordinate functions on Ω† by F† := σ{X†s; s ≥ 0}. Define the filtration F†t by F†t := σ{X†s; 0 ≤ s ≤ t}
for t ≥ 0. Let B denote the Borel σ-algebra on Ω†. Section I.3 of [59] shows that B = F†. Define the induced
probabilities
Pε,n,†(A) = P{zε ∈ A}, A ∈ B. (2.130)
where zε is the process derived from (2.91) by piΠεtX
ε = ΦetB/ε
2
zεt and
Pε,†(A) = P{zε ∈ A}, A ∈ B. (2.131)
where zε is the process derived from (2.88) by piΠεtX
ε = ΦetB/ε
2
zεt .
68
Remark 2.4. The metric space (Ω†, D) is Polish and the convergence induced by the metric D is uniform
convergence on compacts. Let Cb(Ω
†), equipped with sup norm, be the space of bounded continuous functions
on Ω†. Let P(Ω†) be the space of probability measures on Ω† equipped with weak∗ topology when P(Ω†) is
considered as dual of Cb(Ω
†). The topology on P(Ω†) is same as the one induced by the Prohorov metric.
See for example [59].
Proposition 2.5.13. The family of probability laws of zε, i.e. {Pε,n,†}ε>0, is tight.
Proof. Let the modulus of continuity be as defined at 2.1.2. By theorem 7.3 in [71] it is enough to show that
for each component i = 1, 2 of zε,
∀ς > 0, lim
ρ↓0
lim
ε↓0
P [w(ρ, T ; (zε· )i) ≥ ς] = 0.
Let g : R2 → R be defined by g(z) = (z)i. Writing Ito formula for g + εKPg + εKQg we would have
(zt)i − (zu)i =
∫ t
u
α(zεs, y
ε
s , s/ε
2)ds + (Mgt −Mgu) + ε(M
KPg
t −M
KPg
u ) + ε(M
KQg
t −M
KQg
u )
− ε(KPg (zεt , t/ε2)−KPg (zεu, u/ε2)) − ε(KQg (ΠεtXε, t/ε2)−KQg (ΠεuXε, u/ε2))
where Mgt =
∫ t
0
℘σ(zεs, s/ε
2).∇g(zεs) dWs,
M
KPg
t =
∫ t
0
℘σ(zεs, s/ε
2).∇KPg (zεs, s/ε2) dWs,
M
KQg
t =
∫ t
0
σϑn(H(zεs))(1{0}.∇)KQg (ΠεsXε, s/ε2) dWs,
and α is such that |α(z, y, s)| ≤ C∑2j=0 ||y||j . Hence, using yεt = Y εt +Yεt and ||Yεt || ≤ K||(1− pi)ξ||e−κt/ε2
where ξ = Πε0X
ε is the initial condition, we have
P [w(ρ, T ; (zε· )i) ≥ ς] ≤
2∑
j=0
P
[
2j−1C( sup
t∈[0,T ]
||Y εt ||j +K||(1− pi)ξ||j)ρ ≥ 2−8ς
]
(2.132)
+ P
[
w(ρ, T ;Mg) ≥ 2−8ς] + P [εw(ρ, T ;MKPg ) ≥ 2−8ς]
+ P
[
εw(ρ, T ;MK
Q
g ) ≥ 2−8ς
]
+ P
[
εw(ρ, T ;KPg ) ≥ 2−8ς
]
+ P
[
εw(ρ, T ;KQg ) ≥ 2−8ς
]
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The first term in the RHS of (2.132) can be bound using Markov inequality by
2∑
j=0
2j−1Cρ
2−8ς
(E sup
t∈[0,T ]
||Y εt ||j +K||(1− pi)ξ||j).
Using lemma 2.5.3 and 2.5.2 we have that limρ↓0 limε↓0 of the above term is zero. For the second term
in the RHS of (2.132), we first use the Markov inequality. Recalling the definition of Mg and noting that
|℘σ(z, s).∇g(z)| is bounded, by results of [72] we have Ew(ρ, T ;Mg) ≤ C√ρ ln(T/ρ). Hence
lim
ρ↓0
lim
ε↓0
P
[
w(ρ, T ;Mg) ≥ 2−8ς] ≤ lim
ρ↓0
lim
ε↓0
C
√
ρ ln(T/ρ)/(2−8ς) = 0.
Same method works for the third term of the RHS because |℘σ(z, s).∇KPg (z, s)| is bounded. For the
fourth term, we have |ϑn(H(z))(1{0}.∇)KQg (η, s)| ≤ C(1 + ||(1 − pi)η||). Using (2.99), the results of [72]
can be applied. For the fifth term, note that KPg is bounded and hence |w(ρ, T ;KPg )| ≤ C. Hence
limε↓0 P
[
εw(ρ, T ;KPg ) ≥ 2−8ς
]
= 0. For the sixth term, note that |KQg (η, t)| ≤ C||(1 − pi)η||. Hence
w(ρ, T ;KQg ) ≤ C(1 + supt∈[0,T ] ||Y εt ||). Hence
lim
ε↓0
P
[
εw(ρ, T ;MK
Q
g ) ≥ 2−8ς
]
≤ lim
ε↓0
ε
2−8ς
C(1 + E sup
t∈[0,T ]
||Y εt ||) = 0.
Proposition 2.5.14. Let z0 be given by Φz0 = piξ where ξ is the initial condition in (2.91). Let L(n) be
as defined at 2.5.10. Unique solution exists for the martingale problem for L(n) with initial condition z0.
Denote the unique solution by Pn,†. As ε→ 0, the measures Pε,n,† converge to Pn,† in the weak* topology.
Proof. Note that the coefficients a(n) defined at (2.124)-(2.125) is bounded with bounded derivatives. The
conditions imposed on Gq ensure that ϑ
2
nb
Gq and bGq,P,ϑ are bounded and have two bounded derivatives. By
corollary 6.3.3 of [59] the solution of martingale problem for L(n) is well-posed. In particular, the solution
of martingale problem for L(n) with initial condition z0 exists and is unique. By proposition 2.5.13 and
Prohorov’s theorem (section 5 of [71]), cluster points exist for {Pε,n,†}ε>0, and by proposition 2.5.11 every
cluster point solves the martingale problem for L(n). Since Pn,† is the unique solution of the martingale
problem for L(n), we have the stated result.
Theorem 2.5.15. Let z0 be given by Φz0 = piξ where ξ is the initial condition in (2.88). Let L be as defined
at 2.5.10. Unique solution exist for the martingale problem for L with the initial condition z0. Denote the
solution by P†. As ε→ 0, the measures Pε,† converge to P†.
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Proof. Conditions imposed on Gq ensure that the conditions of Theorem 10.2.2 of [59] are satisfied. By that
theorem, the martingale problem for L with initial condition z0 has unique solution P†.
Define the stopping time en(ω) := inf{t ≥ 0 : ||ω(t)||2 ≥
√
2n} for ω ∈ Ω†. Then, by corollary 10.1.2
in [59], P† agrees with Pn,† on F†en . Also, Pε,† agrees with Pε,n,† on F†en . By proposition 2.5.14 we have
Pε,n,† ε→0−−−→ Pn,†, and so by lemma 11.1.1 in [59], Pε,† ε→0−−−→ P†.
We summarize the result of this chapter in the following theorem.
Theorem 2.5.16. Consider the process X ε defined by (2.88) with L0 satisfying assumption 2.2, and Gq
satisfying the Lipschitz condition |Gq(η1) − Gq(η2)| ≤ Kq||η1 − η2||, Gq(0) = 0, the centering condition
(2.89) and the conditions stated in assumption 2.1. Define zεt by piΠ
ε
tX
ε = ΦetB/ε
2
zεt . Let z0 be given by
Φz0 = piξ where ξ is the initial condition in (2.88). As ε → 0, the probability law of zε converges to the
probability law of the diffusion process governed by the partial differential operator L defined at 2.5.10 with
the initial condition z0. Define Hεt := h(ΠεtXε) where h : C → R is defined at (2.90). Then, by continuous
mapping theorem, Hε converges weakly to H0 where H0t := 12 ||z0t ||22 where z0 is the diffusion process governed
by L.
2.6 Proofs of results from section 2.5
Proof of lemma 2.5.1
Define Zt :=
∫ t
0
ϑn(H(zεu))σdWu. Suppose t ≥ ε2r. We then have
EΥεt = E sup
v∈[t−ε2r,t]
∣∣∣∣∫ v
0
γ
(
v − u
ε2
)
dZu − Φ(0)evB/ε2
∫ t
v
e−sB/ε
2
ΨˆdZs
∣∣∣∣
≤ E sup
v∈[t−ε2r,t]
∣∣∣∣∫ v
0
γ
(
v − u
ε2
)
dZu
∣∣∣∣ + E sup
v∈[t−ε2r,t]
∣∣∣∣Φ(0)evB/ε2 ∫ t
v
e−sB/ε
2
ΨˆdZs
∣∣∣∣ . (2.133)
Note that
Φ(0)e(v−s)B/ε
2
Ψˆ = (Ψˆ1 cos(ωcv/ε
2) + Ψˆ2 sin(ωcv/ε
2)) cos(ωcs/ε
2)
+ (Ψˆ1 sin(ωcv/ε
2)− Ψˆ2 cos(ωcv/ε2)) sin(ωcs/ε2).
Using |Ψˆ1 cos(v) + Ψˆ2 sin(v)| ≤
√
Ψˆ21 + Ψˆ
2
2 =
√
Ψˆ∗Ψˆ we get
E sup
v∈[t−ε2r,t]
∣∣∣∣Φ(0)evB/ε2 ∫ t
v
e−sB/ε
2
ΨˆdZs
∣∣∣∣ ≤ √Ψˆ∗Ψˆ
(
E sup
v∈[t−ε2r,t]
|M ct −M cv | + E sup
v∈[t−ε2r,t]
|Mst −Msv |
)
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where M ct :=
∫ t
0
cos(ωcs/ε
2)dZs and M
s
t :=
∫ t
0
sin(ωcs/ε
2)dZs. Using Burkholder-Davis-Gundy inequality
we have
E sup
v∈[t−ε2r,t]
|M ct −M cv | ≤ E|M ct −M ct−ε2r|+ E sup
v∈[t−ε2r,t]
|M cv −M ct−ε2r|
≤ 2E sup
v∈[t−ε2r,t]
|M cv −M ct−ε2r|
≤ CE
√∫ t
t−ε2r
cos2(ωcs/ε2)d〈Z〉s (using BDG inequality)
= CE
√∫ t
t−ε2r
cos2(ωcs/ε2)σ2ϑ2n(H(zεs))ds ≤ εCσ
√
r.
The term involving |Mst −Msv | can similarly be estimated.
Now we focus on the first term in (2.133). Using lemma A.3.2 we have
E sup
v∈[t−ε2r,t]
∣∣∣∣∫ v
0
γ
(
v − u
ε2
)
dZu
∣∣∣∣ ≤ E
∣∣∣∣∣
∫ t−ε2r
0
γ
(
t− ε2r − u
ε2
)
dZu
∣∣∣∣∣ (2.134)
+ |γ(0)|E sup
v∈[t−ε2r,t]
|Zv − Zt−ε2r| (2.135)
+
∫ t
t−ε2r
E
∣∣∣∣ 1ε2
∫ u
0
γ′
(
u− s
ε2
)
dZs
∣∣∣∣ du. (2.136)
Using exponential decay of |γ′| and martingale moment inequalities(proposition 3.26 and remark 3.27 of
[76]) we have
(2.136) =
∫ t
t−ε2r
E
∣∣∣∣∫ u
0
1
ε2
γ′
(
u− s
ε2
)
σϑn(H(zεs))dWs
∣∣∣∣ du
≤
∫ t
t−ε2r
du
√∫ u
0
(
1
ε2
γ′
(
u− s
ε2
))2
σ2ds (∵ |ϑn| ≤ 1)
≤
∫ t
t−ε2r
du
√∫ u
0
1
ε4
K2||L0||2e−2κ(u−s)/ε2σ2ds ≤ εσ K√
2κ
r||L0||.
Similarly, using the exponential decay of |γ| and martingale moment inequalities
(2.134) = E
∣∣∣∣∣
∫ t−ε2r
0
γ
(
t− ε2r − u
ε2
)
σϑn(H(zεu))dWu
∣∣∣∣∣
≤
√∫ t−ε2r
0
(
γ
(
t− ε2r − u
ε2
))2
σ2du (∵ |ϑn| ≤ 1)
≤
√∫ t−ε2r
0
K2e−2κ(t−ε2r−u)/ε2σ2du ≤ εσ K√
2κ
.
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Using Burkholder-Davis-Gundy inequality ∃Cbdg such that (2.135) ≤ Cbdgσ|γ(0)|
√
ε2r.
Combining the above results we have (2.137) for t ≥ ε2r. Same method can be employed for t ∈ [0, ε2r].
EΥεt ≤ εσ
(
Cbdg
√
r(2
√
Ψˆ∗Ψˆ + |γ(0)|) + K√
2κ
(1 + r||L0||)
)
. (2.137)
Proof of lemma 2.5.3
Using the variation-of-constants formula (2.93) we have
||Y εt || ≤ Υεt + sup
θ∈[−r,0]
ε−1|Iε,q(t+ε2θ)∨0 − Φ(θ)etB/ε
2
(Iε,pt − Iε,p(t+ε2θ)∨0)|. (2.138)
Using the definition of Iε,q, the exponential decay (1.28) and |ϑn| ≤ 1 we have
sup
θ∈[−r,0]
|Iε,q(t+ε2θ)∨0| = sup
θ∈[−r,0]
∣∣∣∣∣
∫ (t+ε2θ)∨0
0
γ
(
(t+ ε2θ) ∨ 0− u
ε2
)
ϑn(H(zεu))Gq(Φzεu + yεu)du
∣∣∣∣∣
≤ K||(1− pˆi)1{0}||eκr sup
θ∈[−r,0]
∫ (t+ε2θ)∨0
0
e−κ(t−u)/ε
2 |Gq(ΦeuB/ε2zεu + yεu)|du.
Using |Φ(θ)etB/ε2Ψˆ| ≤ ||Ψˆ||2 and |ϑn| ≤ 1 we have
sup
θ∈[−r,0]
|Φ(θ)etB/ε2(Iε,pt − Iε,p(t+ε2θ)∨0)| ≤ ||Ψˆ||2
∫ t
(t+ε2θ)∨0
|Gq(ΦeuB/ε2zεu + yεu)|du
≤ ||Ψˆ||2eκr
∫ t
(t+ε2θ)∨0
e−κ(t−u)/ε
2 |Gq(ΦeuB/ε2zεu + yεu)|du
Let K∗ = Keκr(1 +
||Ψˆ||2
||(1−pˆi)1{0}|| ). Combining the above three inequalities we have
||Y εt || ≤ Υεt +
K∗||(1− pˆi)1{0}||
ε
∫ t
0
e−κ(t−u)/ε
2 |Gq(ΦeuB/ε2zεu + yεu)|du. (2.139)
Using Lipschitz nature of Gq and that Gq(0) = 0 we can write
|Gq(ΦeuB/ε2zεu + yεu)| ≤ Kq|ΦeuB/ε
2
zεu|+Kq||Y εu ||+Kq||Yεu||.
Note that |ΦeuB/ε2zεu| ≤
√
((zεt )1)
2 + ((zεt )2)
2 ≤ √2n; and ||Yεu|| ≤ K||(1−pi)ξ||e−κu/ε
2
where ξ is the initial
condition. Using these facts in (2.139) we get
||Y εt || ≤ Υεt + εC1Cn + C1κ
∫ t
0
ε−1e−κ(t−u)/ε
2 ||Y εu ||du (2.140)
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where C1 = KqK∗||(1 − pˆi)1{0}||/κ and Cn =
√
2n + K||(1 − pi)ξ||. Taking expectation of (2.140), using
EΥεt ≤ εC from lemma 2.5.1 and then using Gronwall inequality we get E||Y εt || ≤ 2ε(C +C1Cn) provided
ε < εo =
1
2C1
. Let C∗ = 2(C + C1Cn). This proves (2.98).
Starting with (2.140) and applying Gronwall inequality we get
||Y εt || ≤ Υεt +
εC1Cn
1− εC1 + C1κ
∫ t
0
ε−1e−κ(1−εC1)(t−u)/ε
2
Υεudu. (2.141)
Applying Minkowski inequality
1
4
||Y εt ||2 ≤ (Υεt )2 +
(
εC1Cn
1− εC1
)2
+
(
C1κ
∫ t
0
ε−1e−κ(1−εC1)(t−u)/ε
2
Υεudu
)2
.
Applying Holder inequality we get that the last term on the RHS is bounded above by
(C1κ)
2
(∫ t
0
(Υεu)
2du
)(∫ t
0
ε−2e−2κ(1−εC1)(t−u)/ε
2
du
)
≤ C
2
1κ
2(1− εC1)
∫ t
0
(Υεu)
2du.
Hence, if ε < εo =
1
2C1
we get
||Y εt ||2 ≤ 4(Υεt )2 + 4C21κ
∫ t
0
(Υεu)
2du + 16ε2C21C
2
n. (2.142)
Taking expectations we have (2.100).
From (2.141) we have
||Y εt || ≤
(
sup
s∈[0,t]
Υεs
)(
1 +
εC1
1− εC1
)
+
εC1Cn
1− εC1 .
When ε < εo =
1
2C1
we have
||Y εt || ≤ 2
(
sup
s∈[0,t]
Υεs
)
+ εC∗.
Taking supremum, raising to power m and then taking expecations we have (2.99).
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Proof of lemma 2.5.4
Define Φϕ(z, t) =
∫ t
0
(
ϕ(z, s)−Tϕ(z))ds. There is a constant C > 0 such that ||Φϕ||C2(Sn×R) ≤ C||ϕ||C2(Sn×R)
for all ϕ. Applying Ito formula to ε2Φϕ(z, t) we have
∫ t
0
(
ϕ(zεs, s/ε
2)− Tϕ(zεs)
)
ds = ε2
(
Φϕ(z
ε
t , t/ε
2)− Φϕ(zε0, 0)
)
+ ε
∫ t
0
(
℘q,P (zεs, s/ε
2) + ℘q,Q(zεs, y
ε
s , s/ε
2)
)
.∇Φϕ(zεs, s/ε2) ds
+ ε2
1
2
∫ t
0
℘σσ(zεs, s/ε
2) : ∆Φϕ(z
ε
s, s/ε
2) ds + ε2M
Φϕ
t .
where M
Φϕ
t =
∫ t
0
℘σ(zεs, s/ε
2).∇Φϕ(zεs, s/ε2) dWs. Note that
|ε2(Φϕ(zεt , t/ε2)− Φϕ(zε0, 0))| ≤ ε2||Φϕ||C2(Sn×R).
Using the bounds in remark 2.3 we have
∣∣ε∫ t
0
℘q,P (zεs, s/ε
2).∇Φϕ(zεs, s/ε2) ds
∣∣ ≤ Cεt||Φϕ||C2(Sn×R),
∣∣ε ∫ t
0
℘q,Q(zεs, y
ε
s , s/ε
2).∇Φϕ(zεs, s/ε2) ds
∣∣ ≤ Cε||Φϕ||C2(Sn×R) ∫ t
0
||yεs ||ds,
∣∣ε2 ∫ t
0
℘σσ(zεs, s/ε
2) : ∆Φϕ(z
ε
s, s/ε
2) ds
∣∣ ≤ Cε2t||Φϕ||C2(Sn×R).
Using lemma 2.5.3 and exponential decay ||Yεs|| ≤ K||yε0||e−κs/ε
2
we have E
∫ t
0
||yεs ||ds ≤ Cε(1 + t). Hence
we have
E
∣∣ ∫ t
0
(
ϕ(zεs, s/ε
2)− Tϕ(zεs)
)
ds
∣∣ ≤ Cε(1 + t)||Φϕ||C2(Sn×R) + ε2E|MΦϕt |.
Using Burkholder-Davis-Gundy inequality and remark 2.3
E|MΦϕt | ≤ E
√
〈MΦϕt 〉 = E
(∫ t
0
(
℘σ(zεs, s/ε
2).∇Φϕ(zεs, s/ε2)
)2
ds
)1/2
≤ C||Φϕ||C2(Sn×R)
√
t.
Using
√
t ≤ 1 + t and combining the above bounds we have the desired result.
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Proof of lemma 2.5.5
Applying Ito formula to εKPϕ (z, t) we have
εKPϕ (zεt , t/ε2) = −
∫ t
0
(
1
ε
℘q,P (zεs, s/ε
2).∇ϕ(zεs) − ℘q,P (zεs, s/ε2).∇KPϕ (zεs, s/ε2)
)
ds
+
∫ t
0
℘q,Q(zεs, y
ε
s , s/ε
2).∇KPϕ (zεs, s/ε2)ds
+ ε
1
2
∫ t
0
℘σσ(zεs, s/ε
2) : ∆KPϕ (zεs, s/ε2) ds + εM
KPϕ
t
where M
KPϕ
t =
∫ t
0
℘σ(zεs, s/ε
2).∇KPϕ (zεs, s/ε2) dWs. Using the bounds in remark 2.3 we have
ε
∣∣ ∫ t
0
℘σσ(zεs, s/ε
2) : ∆KPϕ (zεs, s/ε2) ds
∣∣ ≤ Cεt||KPϕ ||C2(Sn×R),
∣∣ ∫ t
0
℘q,Q(zεs, y
ε
s , s/ε
2).∇KPϕ (zεs, s/ε2)ds
∣∣ ≤ Cε||KPϕ ||C2(Sn×R) ∫ t
0
||yεs ||ds,
Using lemma 2.5.3 and exponential decay ||Yεs|| ≤ K||yε0||e−κs/ε
2
we have E
∫ t
0
||yεs ||ds ≤ Cε(1 + t). Using
Burkholder-Davis-Gundy inequality and remark 2.3
E|MK
P
ϕ
t | ≤ E
√
〈MKPϕt 〉 = E
(∫ t
0
(
℘σ(zεs, s/ε
2).∇KPϕ (zεs, s/ε2)
)2
ds
)1/2
≤ C||KPϕ ||C2(Sn×R)
√
t.
Combining the above bounds and noting that ∃C > 0 such that for all ϕ, ||KPϕ ||C2(Sn×R) ≤ C||ϕ||C3(Sn) we
have the desired result.
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Chapter 3
Exponentially ergodic, bounded
Markovian perturbations
In this chapter we study scalar equations of the form

dx(t) = L0(Πtx)dt+ εGq(Πtx)dt+ ε
2G(Πtx)dt+ εσ(ξt)F (Πtx)dt, t ≥ 0,
Π0x = ζ ∈ C,
(3.1)
under the following assumptions on the coefficients F,G,Gq and noise {ξt}t≥0. The operator L0 is assumed
to satisfy assumption 1.1 (with n = 1).
Assumption 3.1. The functions F,G,Gq : C → R have at most linear growth, i.e.,
|F (η)| ≤ C(1 + ||η||), |G(η)| ≤ C(1 + ||η||), |Gq(η)| ≤ C(1 + ||η||), ∀η ∈ C.
The functions F,G,Gq possess three bounded derivatives. The function Gq satisfies the following centering
condition:
1
2pi/ωc
∫ 2pi/ωc
0
dτ Gq(Φe
Bτ z)
(
e−τBΨˆ
)
i
= 0, i = 1, 2, ∀z ∈ R2.
Assumption 3.2. Let M be a locally compact separable metric space. The noise {ξt}t≥0 is a M-valued
time-homogenous Markov process with the transition function ν given by
ν(t, ξ, B) = P{ξt ∈ B | ξ0 = ξ}
for B a borel subset of M. The noise is exponentially ergodic, i.e., there exist a unique invariant probability
measure ν¯ and positive constants c1 and c2 such that for all t ≥ 0 and all f : M→ R bounded
sup
ξ∈M
∣∣∣∣∫
M
f(ζ)
(
ν(t, ξ, dζ)− ν¯(dζ))∣∣∣∣ ≤ c1e−c2t sup
ζ∈M
|f(ζ)|.
The transition semigroup is Feller with infinitesimal generator denoted by G. The function σ is bounded,
σ(·) ∈ dom(G) and such that ∫
M
σ(ζ)ν¯(dζ) = 0. The trajectories of ξ are cadlag (see theorem 4.2.7 of [60]).
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Let‘s briefly recall the set-up from section 1.1 regarding the unperturbed system x˙(t) = L0(Πtx). The
solution of the unperturbed system gives rise to the strongly continuous semigroup T (t) : C → C, t ≥ 0,
whose generator A is given by (1.10). The unperturbed system with the initial condition ζ in D(A), is
equivalent to the abstract differential equation ddtΠtx = AΠtx given at (1.11). The space C can be written
as C = P ⊕ Q. A basis of P can be choosen as Φ given in section 1.1. The projection of C onto P along
Q is denoted by pi and is given at (1.14) using the functions Ψ defined there. Writing Πtx = Φzt + yt, the
abstract differential equation ddtΠtx = AΠtx with the initial condition ζ in D(A) can be replaced by the
following system of equations
z˙t = Bzt,
d
dt
yt = Ayt (3.2)
with initial values z0 and y0(·) given by Π0x(·) = ζ(·) = Φ(·)z0 + y0(·). The matrix B is given at (1.15).
From (3.2), using the structure of B, it can be noted that z oscillate with frequency ωc and constant
amplitude. Using the exponential decay of the semigroup T on Q given at (1.17), it can be noted that ||yt||
decays exponentially fast.
For the perturbed equation (3.1), the dynamics for z and y would be coupled, unlike (3.2). The dynamics
of z would be a small noise perturbation of the rotation induced by B. Significant changes in the amplitude
of z occur on times of order O(1/ε2). Hence we nullify the rotation of z and rescale time by employing
the transformation (3.9). Our goal is to show that (i) the process zεt := e
−tB/ε2zt/ε2 converges weakly to a
diffusion process without delay, (ii) the norm of y stays small. Using the perturbation theory for DDE we
arrive at the evolution equations for zε and yε (equations (3.10) and (3.11)). Then we employ the perturbed
test function approach as illustrated in the example of appendix C. However, unlike that example, here we
have both oscillating and decaying components and hence the proofs would be more complicated. The result
of this chapter is summarized in theorem 3.4.1.
To relate the solution of (3.1) with the solution of the unperturbed system x˙(t) = L0(Πtx) by means of
a variation-of-constants formula, we need to employ the solution of the unperturbed sytem with the initial
condition as the indicator function:
1{0}(θ) =

0 for θ ∈ [−r, 0),
1 for θ = 0.
However, note that 1{0} does not belong to C and so we need to extend the space C to accommodate the
discontinuity. We employ the perturbation theory for delay equations as developed in [17]. A summary of
the results pertaining to the extension of the space C and operators A, {T (t)}t≥0 is found in [57]. Here we
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follow [57].
The space C is extended to Cˆ = spanR1{0} ⊕ L∞ where L∞ = L∞([−r, 0], B([−r, 0]), Leb;R). The norm
on Cˆ is ||γ1{0} + φ|| = |γ|+ ||φ||ess sup. The generator A is extended to
Aˆφ = (L0φ− φ′(0))1{0} + d
dθ
φ, dom(Aˆ) = Lip, ′ ≡ d
dθ
, (3.3)
where Lip denotes the linear space of all equivalence classes in L∞ which contain at least one Lipschitz-
continuous function. If φ′ is not continuous at 0, we represent the equivalence class [φ′] by a function φ′ with
φ′(0) = 0, so that for any φ ∈ dom(Aˆ) we have Aˆφ(0) = L0φ analogously to Aφ(0) = L0φ for φ ∈ dom(A).
The extended operator Aˆ generates the semigroup Tˆ on Cˆ specified as follows: Tˆ (0) = I and for t > 0
Tˆ (t)(γ1{0} + φ)(θ) =

φ(t+ θ), for t+ θ < 0,
α+
∫ t+θ
0
f(u)du, for t+ θ ≥ 0,
where α = γ + φ(0) if limθ→0 φ(θ) exists, and α = γ otherwise; f ∈ L∞loc depending on φ. The extended
semigroup Tˆ is no more strongly continuous, but only continuous in the sense of the weak* topology of Cˆ
being the dual of spanR1{0} ⊕AC[−r, 0] where AC[−r, 0] is the space of absolutely continuous functions on
[−r, 0].
Aˆ has the same spectrum as A and the decomposition of C is lifted to the decomposition of Cˆ (see [17],
page 101) with help of the extension of the projection pi to the projection pˆi : Cˆ → P . Let Ψˆ = Ψ(0) and
Ψˆi = Ψi(0). Explicitly, we only need
pˆi(γ1{0}) = γΦΨˆ = γ(Ψˆ1Φ1 + Ψˆ2Φ2).
We have Cˆ = P⊕Qˆ where Qˆ = ker(pˆi). The spaces P and Qˆ are Aˆ-invariant and the commutativity property
pˆiAˆ = Aˆpˆi holds on dom(Aˆ). On P the relations (1.15) and (1.16) hold with T and A replaced by their
extensions, while on Qˆ there exists positive constants κ and K such that
||Tˆ (t)φ|| ≤ Ke−κt||φ||, ∀φ ∈ Qˆ. (3.4)
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3.1 The randomly perturbed system
We are now prepared to study the randomly perturbed system (3.1). To keep the notation simple we first
deal with the case G = Gq = 0. The effect of G and Gq are studied in section 3.3. Consider

dx(t) = L0(Πtx)dt+ εσ(ξt)F (Πtx)dt, t ≥ 0,
Π0x = ζ ∈ Lip[−r, 0]
(3.5)
where Lip[−r, 0] is the set of Lipschitz continuous functions on [−r, 0]. We further assume that ζ possesses
right derivative everywhere on [−r, 0). The equation (3.5) is equivalent to the abstract differential equation
d
dt
Πtx = AˆΠtx + εσ(ξt)F (Πtx)1{0}, Π0x = ζ, (3.6)
the derivative ddt taken in the weak* sense. In the above equation, writing Πtx = Φzt + yt with Φzt = pˆiΠtx
and yt := (I− pˆi)Πtx, and using the facts that Aˆ(Φz) = ΦBz, Aˆ commutes with pˆi on D(Aˆ) and pˆi1{0} = ΦΨˆ,
we have
z˙t = Bzt + εσ(ξt)F (Φzt + yt)Ψˆ, (3.7)
d
dt
yt = Aˆyt + εσ(ξt)F (Φzt + yt)(I − pˆi)1{0}, (3.8)
with initial conditions z0 ∈ R2 and y0 ∈ Y := Q ∩ Lip[−r, 0] such that Π0x = ζ = Φz0 + y0.
From (3.7) it can be noted that dynamics of z is small perturbation of a rotation with frequency ωc. To
study the effect of perturbation itself, we need to employ a coordinate system which nullifies the rotation
of z. Further, the noise perturbations take order O(1/ε2) time to significantly affect the dynamics. So, we
employ the following transformation:
zεt = e
−Bt/ε2zt/ε2 , ξεt = ξt/ε2 , y
ε
t := yt/ε2 , τ
ε
t := t/ε
2, (3.9)
and write the evolution equations as
d
dt
zεt =
1
ε
σ(ξεt )F (Φe
Bτεt zεt + y
ε
t )e
−Bτεt Ψˆ, (3.10)
d
dt
yεt =
1
ε2
Aˆyεt +
1
ε
σ(ξεt )F (Φe
Bτεt zεt + y
ε
t )(I − pˆi)1{0}. (3.11)
Since ξ is Markov, the process sεt := (z
ε
t , τ
ε
t , y
ε
t , ξ
ε
t ) is a Markov process taking values in S := R2 × (R+ ∪
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{0})×Y ×M. Our goal is to show that the probability law of zε converges to the probability law of a two-
dimensional diffusion process. For the proof we use the technique of martingale problem. The procedure we
employ is as follows. Let ϑn : R2 → R be a smooth function satisfying
ϑn(z) =

1 for ||z||2 ≤ n,
0 for ||z||2 ≥ n+ 1.
Consider the following truncated process:
d
dt
zε,nt =
ϑn(z
ε,n
t )
ε
σ(ξεt )F (Φe
Bτεt zε,nt + y
ε,n
t )e
−Bτεt Ψˆ, (3.12)
d
dt
yε,nt =
1
ε2
Aˆyε,nt +
ϑn(z
ε,n
t )
ε
σ(ξεt )F (Φe
Bτεt zε,nt + y
ε,n
t )(I − pˆi)1{0}, (3.13)
with same initial condition as the untruncated process, i.e. zε,n0 and y
ε,n
0 are such that z
ε,n
0 = z
ε
0 = z0 and
yε,n0 = y
ε
0 = y0 where Φz0 + y0 = Π0x = ζ.
Define the stopping time en := inf{t ≥ 0 : ||zεt ||2 ≥ n}. Then the probability law of zε agrees with the
law of zε,n until en. We identify some drift b
(n) and diffusion coefficient a(n), and show that as ε → 0, the
law of the truncated processes zε,n converge to the unique solution of the martingale problem with diffusion
and drift coefficients (a(n), b(n)) and initial condition z0. We identify certain (a, b) so that a ≡ a(n), b ≡ b(n)
on {z ∈ R2 : ||z||2 ≤ n} and show that there exists unique solution for the martingale problem of (a, b). By
corollary 10.1.2 and lemma 11.1.1 of [59] we then have that the law of zε converges as ε → 0 to the law of
diffusion process with diffusion and drift coefficients (a, b).
In the next section we show that the law of truncated process zε,n converges as ε→ 0 to that of a diffusion
process. The following notation would be used.
• For f : C → R and η ∈ C let ∇f(η) denote the Frechet derivative of f at η. For ζ ∈ C, let (ζ.∇)f(η)
denote the Frechet derivative applied to ζ, i.e. (ζ.∇)f(η) = (∇f(η))(ζ). We also have
(ζ.∇)f(η) = lim
δ→0
1
δ
(
f(η + δζ)− f(η)).
To emphasize that a function depends on y, we use ∇y instead of ∇. For example, let f : C → R and
let g be the map y 7→ f(ΦesBz + Tˆ (s)y). Then
(ζ.∇y)g(y) = (ζ.∇y)f(ΦesBz + Tˆ (s)y) = ((Tˆ (s)ζ).∇)f(ΦesBz + Tˆ (s)y).
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Let g : Y → R. Then,
(Aˆy.∇y)g(y) := lim
h↓0
(
Tˆ (h)y − y
h
.∇y)g(y).
The Frechet derivative∇yg(y) is a bounded linear functional on C and, by Riesz representation theorem,
can be identified with a measure on [−r, 0] equipped with Borel σ-algebra. It can be shown that
lim suph↓
1
h ||T (h)y − y|| is bounded for y ∈ Y (see pg 467 of [17]) and T (h)y−yh converges pointwise to
Aˆy. By dominated-convergence, the above limit exists. Similary, we define
((I − pi)1{0}.∇y)g(y) := lim
h↓0
((
1
h
∫ h
0
Tˆ (h− s)(I − pˆi)1{0}ds
)
.∇y
)
g(y).
• For f : R2 → R such that f ∈ C1(R2;R), and v ∈ R2,
(v.∇z)f(z) := lim
δ→0
1
δ
(
f(z + δv)− f(z)).
3.2 Convergence of the law of {zε,n}ε>0
The infinitesimal generator Lε of the Markov process (zε,nt , τεt , yε,nt , ξεt ) can be written as follows. Define the
operators
L0 = G + (Aˆy).∇y + ∂
∂τ
,
L1,1 = ϑn(z)σ(ξ)F (ΦeBτ z + y)(e−Bτ Ψˆ).∇z,
L1,2 = ϑn(z)σ(ξ)F (ΦeBτ z + y)((I − pˆi)1{0}).∇y
Then, the infinitesimal generator Lε is
Lε = 1
ε2
L0 + 1
ε
L1 = 1
ε2
L0 + 1
ε
(L1,1 + L1,2). (3.14)
Let N∗ ∈ N such that for the initial condition Π0x = ζ, the bound ||(I − pi)ζ|| = ||y0|| < N∗ holds. We
consider only n ≥ N∗.
First, note that if ||z0|| > n+ 1, then zε,nt = z0 for all t ≥ 0. In this case, it would become clear later that
the desired result (theorem 3.2.3) would be trivial to prove. So, from now on we assume that ||z0|| ≤ n+ 1.
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Then, from (3.12) it can be seen that
||zε,nt || ≤ n+ 1, t ≥ 0. (3.15)
Employing this fact in the variation-of-constants formula
yε,nt = Tˆ (
t− s
ε2
)yε,n0 +
1
ε
∫ t
0
Tˆ (
t− s
ε2
)(1− pˆi)1{0}σ(ξεs)F (ΦeBτ
ε
s zε,ns + y
ε,n
s )ds,
using the exponential decay (3.4) and Gronwall inequality, it can be shown that
||yε,nt || ≤ K||y0||e−κt/ε
2
+ εC(n+ ||y0||) ≤ Cn, t ≥ 0. (3.16)
Thus, once n ≥ N∗ is fixed, zε,nt and yε,nt are bounded with the bound independent of ε. Hence, the truncated
process (zε,nt , τ
ε
t , y
ε,n
t , ξ
ε
t ) takes values only on Sn ⊂ S where
Sn := {(z, t, y, ξ) ∈ S : ||z|| ≤ n+ 1, ||y|| ≤ Cn}
where C is from (3.16).
Theorem 3.2.1. Let Lε be the generator of (zε,nt , τεt , yε,nt , ξεt ) process and let L†n be as in equation (3.24)
(more explicitly written in remark 3.1). Then for any g ∈ C3(R2;R) with bounded derivatives, there exists
functions (“correctors”) ψ
(k)
g : S→ R, k=1,2, bounded on Sn such that
Lε
(
g + εψ(1)g + ε
2ψ(2)g
)
= L†ng + εL1ψ(2)g . (3.17)
The correctors ψ
(k)
g are given in equations (3.19)–(3.23). Further, L1ψ(2)g is bounded on Sn.
Proof. First we set-up some notation. For functions of (z, τ, y, ξ), define1
(etL0f)(z, τ, y, ξ) :=
∫
M
f(z, τ + t, Tˆ (t)y, ζ)ν(t, ξ, dζ).
Now we define three operators Ξ,Y,T to reflect the averaging of noise, decaying and oscillating components
1The effect of etL0 is to shift the arguments to the solution of flow generated by L0. For example, for the ODE x˙ = a, the
generator would be L0 = a ddx . The solution is x(t) = x0 + at. Hence etL0f(x) = f(x+ at).
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respectively. For functions of (z, τ, y, ξ), define the operator Ξ by
[Ξf ](z, τ, y) =
∫
M
f(z, τ, y, ξ)ν¯(dξ).
For functions of (z, τ, y), define the operator Y by
[Yf ](z, τ) = f(z, τ, 0).
For functions of (z, τ), define the operator T by
[Tf ](z) =
1
2pi/ωc
∫ 2pi/ωc
0
f(z, τ)dτ.
Now, expanding LHS of (3.17), and noting that L0g = 0 and L1,2g = 0, we get
1
ε
(
L0ψ(1)g + L1,1g
)
+
(
L0ψ(2)g + L1ψ(1)g
)
+ ε
(
L1ψ(2)g
)
. (3.18)
Consider the function
ψ(1)g =
∫ ∞
0
esL0L1,1g ds. (3.19)
When expanded in full this reads
ψ(1)g (z, τ, y, ξ) =
∫ ∞
0
esGσ(ξ)F (ΦeB(τ+s)z + Tˆ (s)y)ϑn(z) (e
−B(τ+s)Ψˆ).∇zg(z) ds.
The integral from 0 to ∞ is well-defined because (i) by mean-zero and bounded nature of σ and assumption
3.2 we have the uniform exponential decay:
|etGσ(ξ)| =
∣∣∣∣ ∫
M
σ(ζ)ν(t, ξ, dζ)
∣∣∣∣ = ∣∣∣∣ ∫
M
σ(ζ)(ν(t, ξ, dζ)− ν¯(dζ))
∣∣∣∣ ≤ |σ|c1e−c2t,
(ii) F and ∇zg are bounded on Sn.
Our goal now is to arrive at (3.22) which shows that O(1/ε) term in (3.18) is zero.
We will now show that ψ
(1)
g is in the domain of L0 and solves L0ψ(1)g + L1,1g = 0. For the sake of
brevity of notation, we write ψ
(1)
g in the simple form ψ
(1)
g (z, τ, y, ξ) =
∫∞
0
esGσ(ξ)0(s; z, τ, y) ds with 0
appropriately defined. Note that σ(·) ∈ D(G) and the noise is Feller; so we have GesGσ = esGGσ. It can be
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checked by tower property that Gσ is also mean-zero function, and so we have supξ∈M |esGGσ(ξ)| ≤ c1e−c2s.
Further, 0 is bounded on Sn. Because G is closed operator we then have that ψ(1)g ∈ D(G) and that
Gψ
(1)
g (z, τ, y, ξ) =
∫∞
0
GesGσ(ξ)0(s; z, τ, y) ds which we write as
Gψ(1)g (z, τ, y, ξ) =
∫ ∞
0
d
ds
[esGσ(ξ)]0(s; z, τ, y) ds. (3.20)
Owing to the uniform exponential decay of esGσ, and boundedness of 0 and ∂∂τ0 on Sn, we can write
∂
∂τ
ψ(1)g (z, τ, y, ξ) =
∫ ∞
0
esGσ(ξ)
∂
∂τ
0(s; z, τ, y) ds. (3.21)
For (Aˆy.∇y)ψ(1)g (z, τ, y, ξ) we have
lim
h↓0
(
Tˆ (h)y − y
h
.∇y
)∫ ∞
0
esGσ(ξ)F (ΦeB(τ+s)z + Tˆ (s)y)ϑn(z) (e
−B(τ+s)Ψˆ).∇zg(z) ds
= lim
h↓0
∂
∂δ
∣∣∣∣
δ=0
∫ ∞
0
esGσ(ξ)F
(
ΦeB(τ+s)z + Tˆ (s)[y + δ
Tˆ (h)y − y
h
]
)
ϑn(z) (e
−B(τ+s)Ψˆ).∇zg(z) ds
= lim
h↓0
∫ ∞
0
esGσ(ξ)
∂
∂δ
∣∣∣∣
δ=0
F
(
ΦeB(τ+s)z + Tˆ (s)[y + δ
Tˆ (h)y − y
h
]
)
ϑn(z) (e
−B(τ+s)Ψˆ).∇zg(z) ds
= lim
h↓0
∫ ∞
0
esGσ(ξ)
(
Tˆ (h)y − y
h
.∇y
)
F
(
ΦeB(τ+s)z + Tˆ (s)y
)
ϑn(z) (e
−B(τ+s)Ψˆ).∇zg(z) ds
=
∫ ∞
0
esGσ(ξ) lim
h↓0
(
Tˆ (h)y − y
h
.∇y
)
F
(
ΦeB(τ+s)z + Tˆ (s)y
)
ϑn(z) (e
−B(τ+s)Ψˆ).∇zg(z) ds
=
∫ ∞
0
esGσ(ξ) (Aˆy.∇y)F
(
ΦeB(τ+s)z + Tˆ (s)y
)
ϑn(z) (e
−B(τ+s)Ψˆ).∇zg(z) ds.
In the above, interchange of
∫
and limh is allowed by dominated convergence theorem because, for y ∈ Y,
lim suph↓0
1
h ||T (h)y− y|| < ∞. Also, because lim suph↓0 1h ||T (h)y− y|| < ∞, by Frechet differentiability of
F we have: given any η ∈ P and δ > 0, ∃hδ such that ∀h < hδ,
∣∣∣∣F(η + Tˆ (s)[y + hTˆ (h)y − yh ]
)
− F
(
η + Tˆ (s)y
)
− hTˆ (h)y − y
h
.∇yF (η + Tˆ (s)y)
∣∣∣∣ ≤ δCh.
Since δ is arbitrary, it follows on taking limit h→ 0 that
lim
h↓0
1
h
(
F
(
η + Tˆ (s+ h)y
) − F (η + Tˆ (s)y)) = lim
h↓
Tˆ (h)y − y
h
.∇yF (η + Tˆ (s)y) = (Aˆy.∇y)F (η + Tˆ (s)y).
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Now, realizing that
(Aˆy.∇y)F
(
ΦeB(τ+s)z + Tˆ (s)y
)
=
d
dh
∣∣∣∣
h=0
F
(
ΦeB(τ+s)z + Tˆ (s+ h)y
)
and that
d
dh
∣∣∣∣
h=0
F
(
ΦeB(τ+s)z + Tˆ (s+ h)y
)
+
∂
∂τ
F
(
ΦeB(τ+s)z + Tˆ (s)y
)
=
d
ds
F
(
ΦeB(τ+s)z + Tˆ (s)y
)
we get
(
G +
∂
∂τ
+ Aˆy.∇y
)
ψ(1)g (z, τ, y, ξ) =
∫ ∞
0
d
ds
[
esGσ(ξ)0(s; z, τ, y)] ds,
= −σ(ξ)0(0; z, τ, y) = −L1g(z, τ, y, ξ), (3.22)
i.e., L0ψ(1)g + L1,1g = 0, which means that the order O(1/ε) term in equation (3.18) vanishes.
Now we focus on the O(1) term in (3.18) by finding an appropriate ψ
(2)
g . When expanded in full, L1ψ(1)g
reads as, L1,1ψ(1)g (z, τ, y, ξ) equals
∫ ∞
0
(σesGσ)(ξ)F (ΦeBτ z + y)F (ΦeB(τ+s)z + Tˆ (s)y)ϑ2n(z) (e
−Bτ Ψˆ).∇z(e−B(τ+s)Ψˆ).∇zg(z) ds
+
∫ ∞
0
(σesGσ)(ξ)F (ΦeBτ z + y)ϑn(z)
(
F (ΦeB(τ+s)z + Tˆ (s)y) (e−Bτ Ψˆ).∇zϑn(z) + . . .
. . .+ (ΦesBΨˆ.∇)F (ΦeB(τ+s)z + Tˆ (s)y) ϑn(z)
)
(e−B(τ+s)Ψˆ).∇zg(z) ds,
and L1,2ψ(1)g (z, τ, y, ξ) equals
∫ ∞
0
(σesGσ)(ξ)F (ΦeBτ z + y) (Tˆ (s)(I − pˆi)1{0}.∇)F (ΦeB(τ+s)z + Tˆ (s)y) ϑ2n(z) (e−B(τ+s)Ψˆ).∇zg(z) ds.
Note that σesGσ is not a mean-zero function. In fact, Ξ[σesGσ] is the autocorrelation at lag s. Using
assumption 3.2 and mean-zero nature of σ we have
∣∣euG (σesGσ) (ξ)− Ξ[σesGσ]∣∣ ≤ sup
ξ∈M
|(σesGσ)(ξ)|c1e−c2u ≤ sup
ξ∈M
|σ2(ξ)|c1e−c2(u+s).
Using this exponential decay, it can be shown that ψ
(2,a)
g =
∫∞
0
euL0
(
L1ψ(1)g − Ξ(L1ψ(1)g )
)
du solves L0ψ(2,a)g +
L1ψ(1)g − Ξ(L1ψ(1)g ) = 0.
We then choose ψ
(2,b)
g =
∫∞
0
esL0
(
Ξ(L1ψ(1)g )− YΞ(L1ψ(1)g )
)
ds. This time, the exponential decay would
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be provided by bounded derivatives of F and the decay at (3.4). Then ψ
(2,b)
g solves L0ψ(2,b)g + Ξ(L1ψ(1)g )−
YΞ(L1ψ(1)g ) = 0.
We then choose ψ
(2,c)
g (z, τ) = −
∫ τ
0
(
YΞ(L1ψ(1)g )− TYΞ(L1ψ(1)g )
)
|(z,s)ds. The integrand here is bounded
and is periodic in τ with average zero and so ψ
(2,c)
g is bounded. Now, ψ
(2,c)
g solves L0ψ(2,c)g +YΞ(L1ψ(1)g )−
TYΞ(L1ψ(1)g ) = 0. Let
ψ(2)g := ψ
(2,a)
g + ψ
(2,b)
g + ψ
(2,c)
g . (3.23)
Then ψ
(2)
g solves L0ψ(2)g + L1ψ(1)g − TYΞ(L1ψ(1)g ) = 0.
Define L†n by
L†ng = TYΞ(L1ψ(1)g ). (3.24)
Collecting all the above in (3.18), we have that O(1/ε) term vanishes, and O(1) term is L†ng. Hence we have
(3.17). Bounded derivatives of F and g ensure that the correctors are bounded on Sn and that L1ψ(2)g is
bounded on Sn.
Remark 3.1. The generator L†n, defined at (3.24), can be explicitly written in the following form:
L†n =
2∑
i=1
b
(n)
i (z)
∂
∂zi
+
1
2
2∑
i,j=1
a
(n)
ij (z)
∂2
∂zi∂zj
(3.25)
where a(n), b(n) are as written as follows in terms of the auto-correlation function R of the noise:
R(t) :=
∫
M
σ(ξ)
(∫
M
σ(ζ)ν(t, ξ, dζ)
)
ν¯(dξ). (3.26)
Let
aij(z) =
1
2pi/ωc
∫ 2pi/ωc
0
dτ
∫ ∞
0
R(s)F (ΦeτBz)F (Φe(τ+s)Bz)
(
e−τBΨˆ
)
i
(
e−(τ+s)BΨˆ
)
j
ds, (3.27)
bi(z) = b
F
i (z) = b
F,P
i (z) + b
F,Q
i (z),
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bF,Pi (z) =
1
2pi/ωc
∫ 2pi/ωc
0
dτ
∫ ∞
0
R(s)F (ΦeτBz)
((
ΦesBΨˆ
)
.∇
)
F (Φe(τ+s)Bz)
(
e−(τ+s)BΨˆ
)
i
ds, (3.28)
bF,Qi (z) =
1
2pi/ωc
∫ 2pi/ωc
0
dτ
∫ ∞
0
R(s)F (ΦeτBz)
((
Tˆ (s)(I − pˆi)1{0}
)
.∇
)
F (Φe(τ+s)Bz)
(
e−(τ+s)BΨˆ
)
i
ds.
(3.29)
Then,
a
(n)
ij = ϑ
2
naij , b
(n)
i = ϑ
2
nb
F
i + b
(n),F,ϑ
i ,
where
b
(n),F,ϑ
i (z) =
ϑn(z)
2pi/ωc
∫ 2pi/ωc
0
dτ
∫ ∞
0
R(s)F (ΦeτBz)F (Φe(τ+s)Bz)
((
e−τBΨˆ
)
.∇z
)
ϑn(z)
(
e−(τ+s)BΨˆ
)
i
ds.
Note that (a(n), b(n)) agree with (a, b) on the set {z ∈ R2 : ||z||2 ≤ n}.
We assume the S-valued processes sε,nt := (z
ε,n
t , τ
ε
t , y
ε,n
t , ξ
ε
t ) are defined on probability triples (Ω
ε,n,Fε,n,Pε,n)
with the filtration Fsε,nt generated by sε,nt . Let Pε be probability law of (zεt , τεt , yεt , ξεt ), i.e. without truncation.
Now we define the canonical set-up (see appendix C for explanation).
Definition 3.2.2. Define Ω† := C([0,∞),R2) equipped with the metric
D(ω, ω′) =
∞∑
n=1
1
2n
supt∈[0,n] |ω(t)− ω′(t)|
1 + supt∈[0,n] |ω(t)− ω′(t)|
, ω, ω′ ∈ Ω†.
Define the coordinate functions X†t(ω) = ω(t) for all t ≥ 0 and all ω ∈ Ω†. Define the σ-algebra generated by
the coordinate functions on Ω† by F† := σ{X†s; s ≥ 0}. Define the filtration F†t by F†t := σ{X†s; 0 ≤ s ≤ t}
for t ≥ 0. Let B denote the Borel σ-algebra on Ω†. Section I.3 of [59] shows that B = F†. Define the induced
probabilities
Pε,n,†(A) = Pε,n{zε,n ∈ A}, Pε,†(A) = Pε{zε ∈ A}, A ∈ B. (3.30)
Remark 3.2. The metric space (Ω†, D) is Polish and the convergence induced by the metric D is uniform
convergence on compacts. Let Cb(Ω
†), equipped with sup norm, be the space of bounded continuous functions
on Ω†. Let P(Ω†) be the space of probability measures on Ω† equipped with weak∗ topology when P(Ω†) is
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considered as dual of Cb(Ω
†). The topology on P(Ω†) is same as the one induced by the Prohorov metric.
See for example [59].
Theorem 3.2.3. Let Pn,† be the unique solution of the martingale problem for L†n, with initial condition z0.
As ε→ 0, the measures Pε,n,† converge to Pn,† in the weak* topology.
Proof. We follow the approach of [51] (also see [61]).
Three bounded derivatives of F ensure that the coefficients (a(n), b(n)) defined in remark 3.1 have two
bounded derivatives. Further, (a(n), b(n)) are bounded on R2. By corollary 6.3.3 of [59] the solution of
martingale problem for L†n is well-posed. In particular, the solution of martingale problem for L†n with
initial condition z0 exists and is unique.
For g ∈ C3(R2;R) bounded with three bounded derivatives, let gε = g + εψ(1)g + ε2ψ(2)g where ψ(k)g are
“correctors” as given in theorem 3.2.1. Define
Mg
ε
t := g
ε(zε,nt , τ
ε
t , y
ε,n
t , ξ
ε
t )− gε(zε,n0 , τε0 , yε,n0 , ξε0)−
∫ t
0
(Lεgε)(zε,ns , τεs , yε,ns , ξεs)ds. (3.31)
Then Mg
ε
t is a martingale with respect to the filtration Fs
ε,n
t . Using equation (3.17) we have
g(zε,nt )− g(zε,ns )−
∫ t
s
(L†ng)(zε,nu )du =
(
Mg
ε
t −Mg
ε
s
)
(3.32)
+ ε
∫ t
s
(Lεψ(2)g )(zε,nu , τεu, yε,nu , ξεu)du
−
2∑
k=1
εk
(
ψ(k)g (z
ε,n
t , τ
ε
t , y
ε,n
t , ξ
ε
t )− ψ(k)g (zε,ns , τεs , yε,ns , ξεs)
)
,
where Mg
ε
t is a Fs
ε,n
t martingale. By theorem 3.2.1, ψ
(k)
g and Lεψ(2)g are bounded. Hence we have
|g(zε,nt )− g(zε,ns )| ≤ |
∫ t
s
L†ng(zε,nu )du|+ |Mg
ε
t −Mg
ε
s |+ εC1 + εC2|t− s|+ ε2C3. (3.33)
Let Hgε(z, τ, y, ξ) =
(Lε(gε)2 − 2gεLεgε) (z, τ, y, ξ). Then the quadratic variation of Mgε is given by
〈Mgε〉t =
∫ t
0
Hgε(z
ε,n
s , τ
ε
s , y
ε,n
s , ξ
ε
s)ds (see section 1.5.3 of [61]). Direct computation yields
Hgε = [G(ψ
(1)
g )
2 − 2ψ(1)g Gψ(1)g ] + 2ε[G(ψ(1)g ψ(2)g )− ψ(1)g Gψ(2)g − ψ(2)g Gψ(1)g ] + ε2[G(ψ(2)g )2 − 2ψ(2)g Gψ(2)g ]
showing that Hgε is a bounded function. Write the inequality (3.33) for g(z) = (z)1 and g(z) = (z)2. Squaring
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both the inequalities and adding them and taking expectations, then using
Eε,n[|Mgεt −Mg
ε
s |2 | Fs
ε,n
s ] = Eε,n[〈Mg
ε〉t − 〈Mgε〉s|Fsε,ns ] =
∫ t
s
Eε,n[Hgε(zε,nu , τεu, yε,nu , ξεu)|Fs
ε,n
s ]du
together with the fact that Hgε is bounded, it can be shown that
lim
δ↓0
lim
ε↓0
sup
|t−s|≤δ
supEε,n
[
||zε,nt − zε,ns ||2 | Fs
ε,n
s
]
= 0
where the sup next to the expectation is over the past up to time s. This proves that the family Pε,n,† is
relatively compact (see pages 15-17 of [51]). Hence Pε,n,† have atleast one cluster point.
Multiply equation (3.32) by any continuous bounded functional Θs of z
ε,n|[0,s], take expectation and
passing to limits we obtain
lim
ε↓0
Eε,n
[(
g(zε,nt )− g(zε,ns )−
∫ t
s
L†ng(zε,nu )du
)
Θs
]
= 0.
Then, it follows that any cluster point of Pε,n,† solves the martingale problem associated with L†n. Since the
solution of martingale problem for L†n is unique we have the stated result.
Theorem 3.2.4. Let (a, b) be as defined remark 3.1 and let
L† =
2∑
i=1
bi(z)
∂
∂zi
+
1
2
2∑
i,j=1
aij(z)
∂2
∂zi∂zj
. (3.34)
Let P† be the unique solution of the martingale problem for L†, with initial condition z0 such that Φz0 = Π0x.
As ε→ 0, the measures Pε,† converge to P†.
Proof. Atmost linear growth and bounded derivatives of F ensure that the conditions of Theorem 10.2.2
of [59] are satisfied. By that theorem, the martingale problem for L† with initial condition z0 has unique
solution P†.
Define the stopping time en(ω) := inf{t ≥ 0 : ||ω(t)|| ≥ n} for ω ∈ Ω†. Then, by corollary 10.1.2 in [59],
P† agrees with Pn,† on F†en . Also, Pε,† agrees with Pε,n,† on F†en . By theorem 3.2.3 we have Pε,n,† ε→0−−−→ Pn,†,
and so by lemma 11.1.1 in [59], Pε,† ε→0−−−→ P†.
90
3.3 Effect of the deterministic perturbations G and Gq
Following the same route as in proof of theorem 3.2.1 we find that the effect of G is to add one more drift
term bG to the drift coefficient b of L†. The coefficient bG is given by
bGi (z) =
1
2pi/ωc
∫ 2pi/ωc
0
dτ G(ΦeBτ z)
(
e−τBΨˆ
)
i
. (3.35)
Assumption 3.3. We assume that Gq satisfies the following centering condition.
1
2pi/ωc
∫ 2pi/ωc
0
dτ Gq(Φe
Bτ z)
(
e−τBΨˆ
)
i
= 0, i = 1, 2.
Following the same route as in proof of theorem 3.2.1 we find that the effect of Gq is to add one more
drift term bGq to the drift coefficient b of L†. The coefficient bGq is given by
bGq = bGq,P + bGq,Q, (3.36)
b
Gq,P
i (z) =
1
2pi/ωc
∫ 2pi/ωc
0
dτ
∫ 2pi/ωc
τ
Gq(Φe
τBz)
((
Φe(u−τ)BΨˆ
)
.∇
)
Gq(Φe
uBz)
(
e−uBΨˆ
)
i
du,
b
Gq,Q
i (z) =
1
2pi/ωc
∫ 2pi/ωc
0
dτ
∫ ∞
0
Gq(Φe
τBz)
((
Tˆ (s)(I − pˆi)1{0}
)
.∇
)
Gq(Φe
(τ+s)Bz)
(
e−(τ+s)BΨˆ
)
i
ds.
We give a brief account of the procedure to obtain bGq,P and bGq,Q. In presence of Gq, the infinitesimal
generator of the truncated process (zε,nt , τ
ε
t , y
ε,n
t , ξ
ε
t ) takes the form
Lε = 1
ε2
L0 + 1
ε
L1 = 1
ε2
L0 + 1
ε
(L1,1 + L1,2 + L1,q,1a + L1,q,1b + L1,q,2) (3.37)
where L0, L1,1, L1,2 are same as before, and
L1,q,1a = ϑn(z)
(
Gq(Φe
Bτ z + y)−Gq(ΦeBτ z)
)
(e−Bτ Ψˆ).∇z,
L1,q,1b = ϑn(z)Gq(ΦeBτ z)(e−Bτ Ψˆ).∇z,
L1,q,2 = ϑn(z)Gq(ΦeBτ z + y)((I − pˆi)1{0}).∇y
The solution ψ
(1)
g to L0ψ(1)g + L1g = 0 would now contain the additional terms
∫∞
0
esL0L1,q,1ag ds +∫ 2pi/ωc
τ
L1,q,1bg |(z, s) ds. Applying TYΞ(L1ψ(1)g ) we realize that additional terms that arise correspond to
those given at (3.36).
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3.4 Summary of this chapter
We summarize the result of this chapter.
Theorem 3.4.1. Let x be as governed by (1.9), with coefficients F,G,Gq satisfying assumptions 3.1 and
3.3, and noise ξ satisfying assumption 3.2. Define R2-valued process z by piΠtx = Φzt where pi : C → P is
the projection onto the (critical) subspace P ⊂ C. Define zεt = e−Bt/ε
2
zt/ε2 where B is given in (1.15). Then
the probability law of zε converges as ε → 0 to the law of diffusion process (with intial condition z0 = z(0))
governed by the partial differential operator (3.34) where the diffusion coefficient a is given at (3.27) and the
drift coefficient b equals
b = bF,P + bF,Q + bG + bGq ,
where bF,P and bF,Q are defined at (3.28)–(3.29) and bG is defined at (3.35) and bGq is defined at (3.36).
The function R that appears in the formulas for (a, b) is the auto-correlation function of the noise and is
defined at (3.26).
92
Chapter 4
Multi-dimensional delay differential
equations
In this chapter we deal with Rn-valued DDE, without proofs. The only difference is in the choice of basis
for the space P in the decomposition C = P ⊕ Q. In the previous chapters we have represented η ∈ P as
η(·) = z1Φ1(·) + z2Φ2(·) where Φ1(·) = cos(ωc·) and Φ2(·) = sin(ωc·) and zi ∈ R. Here we represesent as
η(·) = z1Φ1(·) + z2Φ2(·) where Φ1(·) = deiωc· with d ∈ Cn×1 appropriately chosen and z2,Φ2 are complex
conjugates of z1,Φ1 respectively.
We use the following notation:
1. eλ• means a function whose evaluation at θ ∈ R is eλθ
2. * as superscript indicates transpose,
3. z¯ is complex conjugate of z,
4. v ∈ Rn means v is n× 1 matrix with each entry in R and v ∈ Rn∗ means v is 1× n matrix with each
entry in R. The line underneath serves as a reminder that the quantity is multidimensional. Similar
for Cn and Cn∗.
Let x(t) be a Rn-valued process governed by a DDE with maximum delay r. Let C := C([−r, 0];Rn), the
space of continuous functions on the interval [−r, 0] with values in Rn. At each time t, denote the [t− r, t]
segment of x as Πtx, i.e. Πtx ∈ C and Πtx(θ) = x(t + θ) for θ ∈ [−r, 0]. We study perturbations of linear
DDE that can represented in the following form

x˙(t) = L0(Πtx), t ≥ 0,
Π0x = ζ ∈ C,
(4.1)
where L0 : C → Rn is a continuous linear mapping on C and ζ is the initial history required. For every such
L0 there exists a bounded matrix-valued function µ : [−r, 0] → Rn×n, continuous from the left on (−r, 0)
The work in this chapter is published in
[77] N. Lingala, N. Sri Namachchivaya. Perturbations of linear delay differential equations at the verge of instability. Physical
Review E, 93(6):062104, 2016.
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and normalized with µ(0) = 0n×n, such that
L0η =
∫
[−r,0]
dµ(θ)η(θ), ∀η ∈ C. (4.2)
We asume that the unperturbed system (4.1) is on the verge of instability, i.e., we assume L0 satisfies the
following assumption.
Assumption 4.1. Define ∆(λ) := λIn×n−L0(eλ·) = λIn×n−
∫
[−r,0] dµ(θ)e
λθ. The characteristic equation
det(∆(λ)) = 0, λ ∈ C (4.3)
has a pair of purely imaginary solutions ±iωc and all other solutions have negative real parts.
Now describe the behaviour of the unperturbed system (4.1). In section 4.1 we consider the case of
Brownian perturbations and in section 4.2 we consider the case of bounded Markov perturbations.
Let
Φ = [Φ1, Φ2], Φ1(•) = deiωc•, Φ2(•) = d¯e−iωc• (4.4)
where d ∈ Cn is chosen such that
∆(iω) d = 0n×1. (4.5)
Note that each Φi belongs to C([−r, 0];Cn). Define the bilinear form 〈·, ·〉 : C([0, r];Cn∗)×C([−r, 0],Cn)→
C, given by
〈ψ, η〉 := ψ(0)η(0)−
∫ 0
−r
∫ θ
0
ψ(s− θ)dµ(θ)η(s)ds. (4.6)
Let
Ψ =
 Ψ1
Ψ2
 , Ψ1(•) = c d2e−iωc•, Ψ2(•) = c¯ d¯2eiωc•, (4.7)
where d2 ∈ Cn∗ is chosen such that
d2 ∆(iω) = 01×n (4.8)
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and the constant c is chosen such that
〈Ψi,Φj〉 = δij . (4.9)
(Here δij = 1 if i = j and zero if i 6= j.)
The space C can be written as C = P ⊕Q where P = {zΦ1 + z¯Φ2 : z ∈ C}. The projection pi : C → P
can be obtained as follows. Write 〈Ψ, η〉 =
 〈Ψ1, η〉
〈Ψ2, η〉
. Then
pi(η) = Φ〈Ψ, η〉 = Φ1〈Ψ1, η〉+ Φ2〈Ψ2, η〉. (4.10)
Note that 〈Ψ1, η〉 and 〈Ψ2, η〉 are complex conjugates and so are Φ1 and Φ2. We also have Q = {η ∈ C :
pi(η) = 0}.
The solution to the unperturbed system (1.5) can be written as Πtx = piΠtx + (I − pi)Πtx = Φzt + yt
where zt = 〈Ψ,Πtx〉 and yt = Πtx − Φzt. Note that zt ∈ C2 has two components with (zt)2 = (zt)1, and
Φzt ∈ P and yt ∈ Q. It can be shown that
z˙t = Bzt, B =
 iωc 0
0 −iωc
 , (4.11)
i.e. z oscillate with constant amplitude and frequency ωc. So, 2(zt)1(zt)2 is a constant in time. Further,
it can be shown that ||yt|| decreases to zero exponentially fast (because the dynamics on Q is governed by
eigenvalues with negative real parts).
Define the function h : C → R by
h(η) := 2〈Ψ1, η〉〈Ψ2, η〉, η ∈ C. (4.12)
As noted above,
2(zt)1(zt)2 = 2〈Ψ1,Πtx〉〈Ψ2,Πtx〉 = h(Πtx)
is a constant for the unperturbed system (4.1). When we deal with perturbations, the quantity Ht := h(Πtx)
evolves much slowly compared to x and z.
The reason why studying H would be useful is the following: for the moment assume the part of solution
in the stable eigenspace Q is zero, i.e. Πtx = Φzt and (I − pi)Πtx = 0. Then, for the jth component of x
95
we have xj(t) = (Πtx(0))j = (d)j(zt)1 + (d¯)j(zt)2 where d is choosen in (4.4). Noting that (zt)2 = (zt)1
and that dynamics of z is predominantly oscillatory with frequency ωc, we find that the dynamics of xj is
predominantly oscillatory with amplitude 2|(d)jz1| or what is the same
√
4(d)j(d¯)jz1z2 = |(d)j |
√
4z1z2 =
|(d)j |
√
2H. Hence the magnitude of H indicates the amplitude of oscillation of x (usually the amplitude
might differ from |(d)j |
√
2H by a slight amount because the part of the solution in Q, i.e. (1− pi)Πtx is not
exactly zero).
A crucial role is played by the vector Ψ(0). So the symbol Ψˆ is reserved for Ψ(0).
Ψˆ
def
== Ψ(0).
4.1 Perturbations as Wiener process
We consider 
dx(t) = L0(Πtx)dt+ εGq(Πtx)dt+ ε
2G(Πtx)dt+ εF (Πtx)dWt, t ≥ 0,
Π0x = ζ ∈ C,
(4.13)
where G,Gq : C → Rn is possibly nonlinear, F : C → Rn×m, W is Rm-valued Wiener process and ε 1 is a
small number signifying perturbation.
As noted above h(Πtx) for the perturbed system (4.13) varies slowly compared to x. Changes in h(Πtx)
are significant only on times of order 1/ε2. Hence, we rescale time and write Xε(t) = x(t/ε2) where x is
governed by (4.13).
Under the above time-scaling, the x time-series would be compressed by a factor of ε2. So, in order to
be able to write the evolution equation for Xε, we need to define a new segment extractor Πεt as follows: for
a Rn valued function f defined on [−ε2r,∞) the [t− ε2r, t] segment is given by
(Πεtf) (θ) = f(t+ ε
2θ), −r ≤ θ ≤ 0. (4.14)
Now, the process Xε has the same probability law as that of a process satisfying
dXε(t) =
1
ε2
L0(Π
ε
tX
ε)dt+
1
ε
Gq(Π
ε
tX
ε)dt+G(ΠεtX
ε)dt+ F (ΠεtX
ε)dWt, t ≥ 0, Πε0Xε = ζ ∈ C.
(4.15)
The centering condition on Gq would be specified in a moment.
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Write Hεt := h(ΠεtXε) with h defined in (4.12). Using Ito formula, it can be shown that Hεt satisfies
dHεt =
1
ε
(
bq,(1)(ΠεtX
ε) + bq,(2)(ΠεtX
ε)
)
dt+ b(ΠεtX
ε)dt+ σ(ΠεtX
ε)dWt, Hε0 = h(ζ), (4.16)
where
bq,(1)(η) = E(η)Gq(piη), (4.17)
bq,(2)(η) = E(η)(Gq(η)−Gq(piη)), (4.18)
b(η) = E(η)G(η) +
1
2
4(Ψˆ1F (η))(Ψˆ2F (η))
∗, (4.19)
σ(η) = E(η)F (η), (4.20)
E(η) = 2(〈Ψ1, η〉Ψˆ2 + 〈Ψ2, η〉Ψˆ1). (4.21)
Recall that we can write the solution as ΠεtX
ε = Φzt + (I − pi)ΠεtXε where zt := 〈Ψ,ΠεtXε〉. Note that
the evolution of (zt)i = 〈Ψi,ΠεtXε〉 is fast compared to the evolution of Hε and is predominantly oscillatory.
Heuristically, the zi oscillate fast along trajectories of constant h (the effect of
1
ε2L0) while at the same time
diffusing slowly across the constant h trajectories (the effect of perturbations G,Gq, F ). Hence, the zi in
the above coefficients b and σ can be averaged.
To evaluate the averages of b and σ at a specific value ~ ∈ R, we consider a solution Πtx of the unperturbed
system (1.5) that remains in the space P for all time and such that h(Πtx) = ~. For this purpose define
η~t
def
=
1
2
√
2~Φ
 eiωct
e−iωct
 . (4.22)
Note that η~t ∈ P for all time and the z coordinates of η~t given by 12
√
2~
 eiωct
e−iωct
 evolve according
(4.11). Hence η~t is the solution of the unperturbed system with the initial condition η
~
0 . Further, h(η
~
t ) =
2( 12
√
2~eiωct)( 12
√
2~e−iωct) = ~.
The averages of b, σ are given by
bH(~) =
1
2pi/ωc
∫ 2pi/ωc
0
b
(
η~t
)
dt, (4.23)
σ2H(~) =
1
2pi/ωc
∫ 2pi/ωc
0
σ
(
η~t
) (
σ
(
η~t
))∗
dt. (4.24)
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The following fact would be useful in the evaluation of above averages: for η~t , E defined in (4.21) becomes
(on using (4.9))
E(η~t ) =
√
2~(Ψˆ1e−iωct + Ψˆ2eiωct).
Theorem 4.1.1. Assume Gq = 0. When
(i) F is constant; and G = G1 + G3 with G1 linear and G3 cubic of the form G3(η) = 〈〈η, η, η〉〉 for some
trilinear form 〈〈·, ·, ·〉〉 : C → Rn with
ωc
2pi
∫ 2pi/ωc
0
(
(etBz)∗ΨˆG3(ΦetBz)
)
dt < −CG(z1z2)2, z1 ∈ C, z2 = z¯1,
(ii) F is either linear or constant and G is Lipschitz,
the probability distribution of Hε from (4.16) until any finite time T > 0 converges, as ε → 0, to the
probability distribution of a process hˇ which is the solution of the SDE
dhˇt = bH(hˇt)dt+ σH(hˇt)dWt, hˇ0 = h(ζ),
where bH and σH are given in (4.23) and (4.24).
Now we focus on the effect of Gq. We impose the following centering condition on Gq to the effect that
a certain kind of time averaged effect of Gq is zero:
1
2pi/ω
∫ 2pi/ω
0
e−iωctΨˆ1Gq(η~t ) dt = 0, (4.25)
where η~t is defined in (4.22). The assumption 4.25 is a natural one: for example, Gq which are homogenously
quadratic in η (say Gq(η) = (η(0))
2) satisfy the property (4.25). The assumption 4.25 would entail that
1
2pi/ω
∫ 2pi/ω
0
E(η~t )Gq(η
~
t ) dt equals zero as well. Hence, when the oscillations are averaged, the leading order
contribution of bq,(1) is zero. However, because of the 1ε multiplying b
q,(1), higher order effects must be taken
into account.
We give explicit formulae for the contributions from bq,(1) and bq,(2), using solutions of the unperturbed
system with n specific initial conditions. Atleast when Gq is purely quadratic, the averaged terms arising
from bq,(k) would be the same as what one gets from a formal center-manifold and normal-form calculation.
However we do not assume the existence of a center-manifold. The following method however has an
advantage in that numerical integration can be used to find the answers. To provide an illustration of how
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the method works, a simple example without delay is worked in appendix E. To state the formulae, we need
to set up some notation.
For ζ ∈ C, let Tˆ (t)ζ denote the solution at time t of the unperturbed linear system (4.1) with initial
condition Π0x = ζ, i.e. Tˆ (t)ζ = Πtx where x is governed by (4.1).
Let 1{0} : [−r, 0]→ Rn×n denote the matrix valued function
1{0}(θ) =

In×n, θ = 0,
0n×n, θ 6= 0,
(4.26)
where I is the identity matrix. For a constant n× 1 vector v, one can solve the unperturbed linear system
(4.1) with Π0x = 1{0}v. The solution is indicated by Tˆ (t)1{0}v.
Recall that pi is the projection operator onto the critical eigenspace and is given by (4.10). Even though
1{0}v does not belong to C (because it is not continuous), the definition pi(1{0}v) := Φ〈Ψ,1{0}v〉 still makes
sense1 using the bilinear form (4.6). On evaluation of the bilinear form we find that
pi(1{0}v) = ΦΨˆv. (4.27)
The meaning of Tˆ (t)pi1{0}v and Tˆ (t)(I − pi)1{0}v should now be clear.
Suppose G : C → Rk and let η, ξ ∈ C. Then (ξ.∇)G(η) denotes the Frechet differential of G evaluated at
η in the direction of ξ, i.e.
(ξ.∇)G(η) = lim
δ→0
G(η + δξ)−G(η)
δ
.
In a moment we would see the motivation for defining the following:
ρ(η) := inf
t > 0 : 〈Ψ, Tˆ (t)piη〉 = 12√2h(η)
 1
1

 , (4.28)
a(1)q (η) =
∫ ρ(η)
0
((
Tˆ (s)pi1{0}Gq(η)
)
.∇
)
bq,(1)(Tˆ (s)piη)ds, (4.29)
a(2)q (η) =
∫ ∞
0
((
Tˆ (s)1{0}Gq(η)
)
.∇
)
bq,(2)(Tˆ (s)piη)ds. (4.30)
1Rigorous way to extend the space C to include the discontinuities and the decomposition of the extended space as P ⊕ Qˆ
is discussed in [16].
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Theorem 4.1.2. Let the function µ involved in the definition of L0 be in C
2([−r, 0];Rn×n). In the case
when F is constant and G,Gq have bounded derivatives and quasi-tame structure (see assumption 2.1); the
probability distribution of Hε until any finite time T > 0, converges as ε→ 0, to the probability distribution
of a process hˇ which is the solution of the SDE
dhˇt = (bH + b
q,(1)
H + b
q,(2)
H )(hˇt)dt+ σH(hˇt)dWt, hˇ0 = h(ζ),
where bH and σH are same as in (4.23) and (4.24) and b
q,(k)
H for k = 1, 2 are given by
b
q,(k)
H (~) =
1
2pi/ωc
∫ 2pi/ωc
0
a(k)q
(
η~t
)
dt, (4.31)
where η~t is defined in (4.22).
The key idea in obtaining the averaged effect of Gq is this: Let c
q,(1) be the function whose differential
along the trajectory of the unperturbed system equals bq,(1) defined in (4.17). Then the average effect of bq,(1)
is negative of the average of ‘the differential of cq,(1) along the direction of the perturbations’. In symbols:
the function cq,(1)(η) = − ∫ ρ(η)
0
bq,(1)(Tˆ (s)η)ds is such that ddt
∣∣
t=0
cq,(1)(Tˆ (t)η) = bq,(1)(η). The differential of
cq,(1) along the direction of the perturbations is (1{0}Gq(η).∇)cq,(1)(η) which evaluates to −aq,(1)(η) (plus
an additional term whose average turns out to be zero due to assumption 4.25). The average effect of bq,(1)
is the average of aq,(1). Similar is the reasoning for bq,(2). To illustrate the above idea, a simple example
without delay is worked out in appendix E.
The term b
q,(1)
H is solely due to the critical eigenspace, and the term b
q,(2)
H arises from the interaction
between stable eigenspace and critical eigenspace. When Gq is purely quadratic, these are the same terms
that arise from a formal center-manifold calculation.
Remark 4.1. The coefficients b
q,(k)
H can be written more explicitly as
b
q,(1)
H (~) =
1
2pi/ωc
∫ 2pi/ωc
0
dt
∫ (2pi/ωc)−t
0
ds
2(ΨˆGq(η~t ))∗
 0 eiωcs
e−iωcs 0
 ΨˆGq(η~t+s)

+
√
2~
2pi/ωc
∫ 2pi/ωc
0
dt
∫ (2pi/ωc)−t
0
ds
(
(ΦesBΨˆGq(η
~
t )).∇
)
(Et+sGq(η~t+s)), (4.32)
b
q,(2)
H (~) =
√
2~
2pi/ωc
∫ 2pi/ωc
0
dt
∫ ∞
0
ds
n∑
j=1
(Gq(η
~
t ))j
(
(Tˆ (s)(I − pi)1{0}ej).∇
)
(Et+sGq(η~t+s)), (4.33)
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where η~t is defined in (4.22), and
Et := e−iωctΨˆ1 + eiωctΨˆ2, (4.34)
and ej denotes unit vector in the j
th direction of Rn. If Gq is a polynomial, the terms in (4.32) can be put
in Mathematica to get explicit functional dependence on ~; otherwise numerical integration can be done at
specific ~ values. For the term in (4.33) the integral
∫ 2pi/ωc
0
can be evaluated first using mathematica and then∫∞
0
can be done using numerical integration. All that we would need is the solutions of the unperturbed system
with n different initial conditions (I − pi)1{0}ej for j = 1, . . . , n. Since the initial condition (I − pi)1{0}ej
belong to the stable space Q, the solution Tˆ (s)(I − pi)1{0}ej decays exponentially fast to zero and hence then
integral
∫∞
0
need not be evaluated until infinity—a reasonable large upper limit would be enough to get a good
enough approximation. Note that, when applied in a deterministic DDE setting, the above formulas provide
an alternate way to compute the effect of center-manifold terms on the amplitude of critical mode.
Now we show how the explicit forms (4.32) and (4.33) follow from (4.28)–(4.31).
Recall that, for ζ ∈ C, Tˆ (t)ζ denotes the solution at time t of the unperturbed linear system (4.1)
with initial condition Π0x = ζ. Recall that C = P ⊕ Q where P is the space corresponding to the critical
eigenvalues ±iωc. Recalling the evolution on P defined by (3.2), we have that for u ∈ C2 with u2 = u¯1,
Tˆ (t)Φu = ΦeBtu. (4.35)
Using (4.27) and (4.35) we have for n× 1 vector v
Tˆ (t)pi1{0}v = ΦeBtΨˆv. (4.36)
For η~t defined in (4.22), we have Tˆ (s)η
~
t = η
~
t+s. The z coordinates 〈Ψ, Tˆ (s)η~t 〉 are given by
√
2~
2
 eiωc(t+s)
e−iωc(t+s)

and hence for ρ defined in (4.28), we can take ρ(η~t ) =
2pi
ωc
− t. Using product rule for differentiation on bq,(1)
(defined in (4.17)) and linearity of the function E, we have for ξ, η ∈ C
(ξ.∇)bq,(1)(η) = E(ξ)Gq(piη) + E(η)(piξ.∇)Gq(piη).
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Using product rule for differentiation on bq,(2) (defined in (4.18)) we have for ξ, η ∈ C
(ξ.∇)bq,(2)(η) =
(
(ξ.∇)E(η)
)
(Gq(η)−Gq(piη)) + E(η)(ξ.∇)Gq(η)− E(η)(piξ.∇)Gq(piη).
Since η~t (used in (4.31)) belongs to P , i.e. η
~
t = piη
~
t , the first term vanishes. Using linearity of differentials
we have that
(ξ.∇)bq,(2)(η~t ) = E(η~t )((I − pi)ξ.∇)Gq(η~t ) for all ξ ∈ C. (4.37)
Now we show how (4.33) can be derived. Using (4.30) in (4.31) we encounter the task of evaluating
the differential (ξ.∇)bq,(2)(Tˆ (s)η~t ) with ξ = Tˆ (s)1{0}Gq(η~t ). Using Tˆ (s)η~t = η~t+s and (4.37) we get the
differential as E(η~t+s)((I − pi)Tˆ (s)1{0}Gq(η~t ).∇)Gq(η~t+s). It is a property of the unperturbed system that
Tˆ commutes with (I−pi). Defining Et = e−iωctΨˆ1 + eiωctΨˆ2 we can write E(η~t ) =
√
2~Et. So we can rewrite
the differential as
√
2~(Tˆ (s)(I − pi)1{0}Gq(η~t ).∇)(Et+sGq(η~t+s)). Writing Gq(η~t ) =
∑n
j=1(Gq(η
~
t ))jej and
using linearity of differentials we get the desired form in (4.33).
(4.32) can be similarly derived.
4.1.1 Linear perturbations
In this section we consider the case where perturbations are also linear, and identify a complex number
which alone dictates the stability of the system. Note that we restrict to systems satisfying assumption 1.1.
[47] discusses methods to obtain bounds on the maximal exponential growth rates of more general class of
delay equations. However the bounds given in [47] are not optimal for systems satisfying assumption 1.1.
Consider
dx(t) = L0(Πtx)dt+ εL1(Πtx)dWt, (4.38)
where Li : C → Rn are linear operators, with L0 satisfying assumption 4.1 and W is a R-valued Wiener
process. The averaged equation corresponding to (4.38) is
d~t = bH(~t)dt + σH(~t) dWt, (4.39)
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where bH and σH can be evaluated using (4.19)–(4.24) as
bH(~) = Cb~, σ2H(~) = Cσ~2,
Cb = (Ψˆ1L1Φ1)(Ψˆ2L1Φ2) + (Ψˆ1L1Φ2)(Ψˆ2L1Φ1),
Cσ = (Ψˆ1L1Φ1 + Ψˆ2L1Φ2)
2 + 2(Ψˆ1L1Φ2)(Ψˆ2L1Φ1).
The solution to (4.39) is given by
~t = ~0 exp
(
(Cb − 1
2
Cσ)t+
√
CσWt
)
. (4.40)
The Lyapunov exponent for the averaged equation (4.39) can be calculated to be
λavg = lim
t→∞
1
t
log ~t
= lim
t→∞
1
t
log ~0 + (Cb − 1
2
Cσ) +
√
Cσ lim
t→∞
Wt
t
= (Cb − 1
2
Cσ)
= −1
2
(
(Ψˆ1L1Φ1)
2 + (Ψˆ2L1Φ2)
2
)
.
Define λεj := lim supt→∞
1
t log |xj(t)|. We conjecture that, maxj λε is close to ε2 12λavg. The 12 arises from
the fact that ~ is quadratic in x.
Recalling that Ψˆ2 and L1Φ2 are the complex conjugates of Ψˆ1 and L1Φ1 respectively, we find that
λavg = −Re[(Ψˆ1L1Φ1)2] = −|Ψˆ1L1Φ1|2 cos(2θ∗),
where θ∗ is the angle of the complex number Ψˆ1L1Φ1. The stability condition λavg < 0 translates to
cos(2θ∗) > 0. If the conjecture that, λε is close to ε2 12λavg is true, then the complex number Ψˆ1L1Φ1 alone
dictates the stability of (4.38).
4.1.2 Verification by numerical simulations
Consider the following equation:
dx(t) = −pi
2
x(t− 1)dt+ ε2γcx3(t− 1)dt+ εσdWt + εγqx2(t− 1)dt. (4.41)
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In this case L0η = −pi2 η(−1), G(η) = γcη3(−1), Gq(η) = γq(η(−1))2 and F (η) = σ. The characteristic
equation λ + pi2 e
−λ = 0 has countably infinite roots on the complex plane. The roots with the largest real
part are ±iωc = ±ipi2 . Let Φ(θ) = [ei
pi
2 θ e−i
pi
2 θ]. Now, Ψ can be evaluated (using (4.6) to (4.9)) to be
Ψ(•) =
 (1 + ipi2 )−1e−ipi2 •
(1− ipi2 )−1ei
pi
2 •
 .
The averaged drift and diffusions can be calculated using (4.19)–(4.24) as
bH(~) = 2Ψˆ1Ψˆ2σ2 − 3
2
γc(i(Ψˆ1 − Ψˆ2))~2, (4.42)
σ2H(~) = 4Ψˆ1Ψˆ2σ2~. (4.43)
Now we evaluate b
q,(1)
H and b
q,(2)
H using (4.31).
Note that (ξ.∇)Gq(η) = 2γqη(−1)ξ(−1). We also write it as 2η
∣∣
−1ξ
∣∣
−1 to avoid writing too many braces.
Using the formula (4.32), we have b
q,(1)
H (~) =
1
2pi/ωc
γ2q
∫ 2pi/ωc
0
(∫ (2pi/ωc)−t
0
G (t, s) ds
)
dt where
G (t, s) = 2Ψˆ1Ψˆ2(e
iωcs + e−iωcs)(η~t
∣∣
−1)
2(η~t+s
∣∣
−1)
2 +
√
2~Et+s2(η~t+s
∣∣
−1)(Φ
∣∣
−1e
sBΨˆ)(η~t
∣∣
−1)
2,
where η~t is defined in (4.22). Using Mathematica we get b
q,(1)
H (~) = −64γ2q~2/(4 + pi2)2 ≈ −0.3327γ2q~2.
To evaluate b
q,(2)
H (~) using (4.33), we first evaluate the
∫ 2pi/ωc
0
integral. We have
b
q,(2)
H (~) =
∫ ∞
0
(
1
2pi/ωc
γ2q
∫ 2pi/ωc
0
√
2~Et+s2(η~t+s
∣∣
−1)(Tˆ (s)(I − pi)1{0}
∣∣
−1)(η
~
t
∣∣
−1)
2 dt
)
ds
= − 4~
2γ2q
4 + pi2
∫ ∞
0
(
2pi + pi cos(pis) + 2 sin(pis)
)
(Tˆ (s)(I − pi)1{0}
∣∣
−1) ds.
The
∫∞
0
integral can be evaluated numerically by simulating the unperturbed system with the initial condi-
tion (I − pi)1{0}, i.e. 1{0} − ΦΨˆ. We get bq,(2)H (~) ≈ −0.7893γ2q~2.
Draw a random sample of size Nsamp with ~ values {~0i }Nsampi=1 . Simulate them according to
d~t = (bH + bq,(1)H + b
q,(2)
H )(~t)dt+ σH(~t)dWt, (4.44)
for 0 ≤ t ≤ Tend. Fix ε. Simulate (4.41) for 0 ≤ t ≤ Tend/ε2 using initial history {
√
2~0i cos(ωc•)}Nsampi=1 .
Fix a number H∗ and let τε be the first time |x(t)| exceeds √2H∗ and τ~ be the first time ~t exceeds H∗,
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i.e.
τε := inf{t ≥ 0 : |x(t)| ≥
√
2H∗},
τ~ := inf{t ≥ 0 : ~t ≥ H∗}.
We can check whether the following pairs are close.
1. the distribution of h(ΠTend/ε2x) from (4.41) (where h is defined in (4.12)) and the distribution of ~Tend
from (4.44),
2. the distribution of ε2τε and the distribution of τ~.
We took ε = 0.025, H∗ = 1.5, Tend = 2, Nsamp = 4000, and
√
2{~0i }Nsampi=1 = 1.2. Figures 4.1 and 4.2
answer the above questions. Three cases are considered with σ = 1 fixed: (γq = 0, γc = 0), (γq = 0, γc = 1),
(γq = 1/
√
3, γc = 0).
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Figure 4.1: Cumulative distribution function
(cdf) of h(Π2/ε2x) (org) and ~(2) (avg). The
numbers in brackets are (γq, γc) values.
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Figure 4.2: Cumulative distribution function
(cdf) of ε2τε (org) and cdf of τ~ (avg). The num-
bers in brackets are (γq, γc) values. The cdf value
at ε2τε = 2 indicates the fraction of the sample
whose modulus exceeded
√
2H∗ before the time
2/ε2.
From the figures we can see that it is enough to study the averaged equations for h(Πtx) to get a good
approximation of the behaviour of x. The distribution of h(Πtx) (note that
√
2h gives the amplitude of
oscillations) is well predicted by the distribution of the averaged system ~; and the distribution of time
taken by x to exceed a threshold
√
2H∗ is well predicted by the time taken by the averaged process ~ to
exceed H∗. Because the averaged equations do not contain any delay, they are easier to analyse and simulate
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numerically.
4.1.3 An oscillator with delayed feedback
In this section we consider the oscillator
q¨(t) + ω20q(t) + ηq(t− r) =βq˙(t) + κq˙(t− r)− bq2(t)q˙(t) + q(t)ξ(t) (4.45)
which was considered in [33]. In studying (4.45), our intentions are three fold: (i) to point out the error in
the analysis of [33] (see appendix B), (ii) illustrate the stabilizing/destabilizing effects of noise, (iii) show
that the averaging results obtained in the previous section give good enough description of the effects of
noise.
The oscillator (4.45) has natural frequency ω0 which would be altered by the delayed-feedbacks ηq(t− r)
and κq˙(t− r). Negative of β indicates the strength of linear damping in the oscillator. The coefficient b, if
positive, is the strength of nonlinear damping in the oscillator.
Since we intend to study the effect of small noise perturbations, we scale D = ε2D˜ with ε  1. Since
we study the dynamics close to the zero fixed point, we zoom-in and write x1(t) =
1
εq(t) and x2(t) =
1
ε q˙(t).
Then, the oscillator (4.45) can be put in the following form (using Ito interpretation)
dx(t) = L0(Πtx)dt+ ε
2
 0
−bx21(t)x2(t)
 dt+ ε√2D˜
 0
x1(t)
 dWt (4.46)
where W is Wiener process and L0φ =
∫ 0
−r dµ(θ)φ(θ) with
dµ(θ) =
 0 1
−ω20 β
 δ0(θ) +
 0 0
−η κ
 δ−r(θ),
where δ0 and δ−r are delta functions, i.e.
∫
δ0φ = φ(0) and
∫
δ−rφ = φ(−r) for φ ∈ C.
The characteristic equation becomes
− λβ + λ2 + (η − κλ)e−λr + ω20 = 0. (4.47)
Since our intention is to study the effect of small noise perturbations on the oscillator when it is at the verge
of instability, we assume that the parameters of the problem are such that the characteristic equation has
two roots ±iωc on the imaginary axis and all other roots have negative real parts. With this assumption the
106
unperturbed system x˙(t) = L0(Πtx) is on the verge of instability. Figure 4.3 shows the stability boundary.
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Figure 4.3: Boundary of stability for the fixed point (x1 = 0, x2 = 0) of the system (4.46) with ε = 0, ω0 = 1,
κ = 0, η = 0.3. For each delay r there exists a critical value βc such that for β < βc the fixed point is
stable and for β > βc the fixed point is unstable. In the inset, (theoretically predicted) stability boundary
in presence of noise is shown with dashed line (obtained using (4.52)). For this, ε = 0.1, D˜ = 1 and b = 1.
For β in the region below the dashed line, theoretical results predict that the (0, 0) fixed point is stable in
presence of noise. Above the dashed line the fixed point loses stability; nevertheless invariant density exists.
So, theoretical results predict that the noise has destabilized the region between solid and dashed lines. The
point marked by ∗ in the inset is r = 2, β = −0.301. For this point we show in figure 4.4 the invariant
density obtained by numerical simulations. The theoretically obtained invariant density (obtained in (4.53))
is in very good agreement with the actual density obtained from numerical simulations.
The matrices Φ and Ψ can be evaluated (using (4.4) to (4.9)) as
Φ(•) =
 eiωc• e−iωc•
iωce
iωc• −iωce−iωc•
 = ( Φ1 Φ2 ) ,
Ψ(•) =
 c(ω20 + ηe−iωcr)e−iωc• c(−iωc)e−iωc•
c¯(ω20 + ηe
iωcr)eiωc• c¯(iωc)eiωc•
 =
 Ψ1
Ψ2
 ,
where
c = (ω2c + e
−iωcr(η + iηrωc + κrω2c ) + ω
2
0)
−1. (4.48)
Remark 4.2. The process h(Πtx) with h defined in (4.12) has additional significance for this problem. If
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Πtx was such that the stable part (I − pi)Πtx was zero, then Πtx = piΠtx = Φzt, which gives
x(t) = Πtx(0) = Φ1(0)(zt)1 + Φ2(0)(zt)2 =
 (zt)1 + (zt)2
iωc((zt)1 − (zt)2)

from which we get h(Πtx)
by def
= 2(zt)1(zt)2 =
1
2 ((x1(t))
2 + (x2(t)/ωc)
2) which represents some kind of energy
in the oscillator (note that x1 is position and x2 is velocity). Usually ||(I − pi)Πtx|| decays to very small
values exponentially fast and hence h(Πtx) differs from the ‘energy’
1
2 ((x1(t))
2 + (x2(t)/ωc)
2) by a little
amount.
Using (4.19)–(4.24) we have
bH(~) = (2D˜)2|c|2ω2c~− bω2c
1
2
(c+ c¯)~2,
σ2H(~) = (2D˜)
(
2|c|2ω2c + (iωc(c¯− c))2
)
~2.
To understand whether noise has a stabilizing or destabilizing effect, lets consider the damping β as a
bifurcation parameter. Write β = βc + ε
2β˜ and assume that at ε = 0, β satisfies the characteristic equation
(4.47). Then, the effect of β˜ is to add another term β˜(c + c¯)ω2c~ to bH . Then, we can write the averaged
equation as
d~t = bH(~t)dt+ σH(~t)dWt, (4.49)
where
bH(~) = Cb~+ C(2)b ~
2, σ2H(~) = Cσ~2,
Cb = (2D˜)2|c|2ω2c
(
1 +
β˜
2D˜
(c+ c¯)/2
|c|2
)
, C
(2)
b = −bω2c
1
2
(c+ c¯), Cσ = (2D˜)2|c|2ω2c
(
1 +
2((c¯− c)/2i)2
|c|2
)
.
To focus on the effect of noise, for the moment we ignore the nonlinearities by setting b = 0 in (4.46).
Corresponding averaged system then becomes
d~t = Cb~t +
√
Cσ~tdWt. (4.50)
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The above system is unstable when Cb − 12Cσ > 0, i.e. when
β˜
2D˜|c|
(c+ c¯)/2
|c| >
((c¯− c)/2i)2
|c|2 −
1
2
. (4.51)
Let ς1 =
(c+c¯)/2
|c| and ς2 =
(
((c¯−c)/2i)2
|c|2 − 12
)
. It can be shown that if βc < 0, then ς1 > 0.
Assume βc < 0. Then, (4.51) holds when
β˜
2D˜|c| >
ς2
ς1
. (4.52)
If noise was not present, i.e. D˜ = 0 in (4.46), then the (x1 = 0, x2 = 0) fixed point of (4.50) would have
been unstable for any β˜ > 0 (this is because −β˜ specifies how much additional damping is present in the
system). If noise is present and ς2 > 0, then the (x1 = 0, x2 = 0) fixed point of (4.50) is stable even for
0 < β˜ < 2D˜|c|ς2/ς1. So, noise has a stabilizing effect if ς2 > 0.
Similar reasoning shows that the noise has destabilizing effect if ς2 < 0. If the noise was not present,
then the (x1 = 0, x2 = 0) fixed point of (4.50) would have been stable for any β˜ < 0. If noise is present and
ς2 < 0, then (4.50) is unstable even for 2D˜|c|ς2/ς1 < β˜ < 0. So, noise has a destabilizing effect if ς2 < 0.
This is the scenario presented in the inset of figure 4.3.
The stability of (4.46) when b 6= 0 depends on the stability of averaged nonlinear system (4.49). However
the theorem 4.1.1 deals with only weak convergence of probability distributions and hence is not adequate
to transfer the stability properties from the averaged system to the original system (4.46). Neverthelss we
give an account of the stability of the averaged system (4.49). When the nonlinearity is destabilizing, i.e.
C
(2)
b > 0, the system (4.46) cannot be stable. When C
(2)
b < 0 and Cb − 12Cσ < 0 then the trivial solution
~ = 0 is the only equilibrium point of (4.49) and is stable. When C(2)b < 0 and Cb − 12Cσ > 0 the trivial
solution of (4.49) becomes unstable; nevertheless an invariant density exists. It is given by (obtained by
solving steady-sate Fokker-Planck equation)
p(~) =
χ
2Cb
Cσ
−1
Γ( 2CbCσ − 1)
~2(
Cb
Cσ
−1) e−~χ, χ = 2(−C(2)b )/Cσ, (4.53)
where Γ is the Gamma function.
The averaging results for (4.46) hold on times of order 1/ε2, whereas stability concerns with times t→∞.
Nevertheless, we expect that, for small ε,
1. the invariant density from (4.53) is a good approximation to the steady-state density of 12 (x
2
1+(x2/ωc)
2)
from (4.46)
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2. bifurcation threshold as predicted by averaging would be good approximation to the actual bifurcation
threshold of (4.46).
The usefulness of the averaging results is shown in figure 4.4. Let the parameters be specified by the point
marked by ‘∗’ in the inset of figure 4.3. When ε = 0, the (x1 = 0, x2 = 0) fixed point of the oscillator (4.46)
would be stable because ‘∗’ lies below the stability boundary (solid line in figure 4.3). However, in presence
of noise the stability boundary is shifted by ε22D˜|c|ς2/ς1 (dashed line in figure 4.3). Now the fixed point
loses stability; nevertheless invariant density exists. Numerical simulation is done with 3200 samples and the
cumulative distribution function (CDF) of the steady-state density of 12 (x
2
1 + (x2/ωc)
2) is plotted in figure
4.4. Also shown is the CDF arising from the averaging result (4.53). The figure 4.4 indeed shows that the
density from (4.53) is a good approximation to the steady-state density of 12 (x
2
1 + (x2/ωc)
2) from (4.46).
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Figure 4.4: Cumulative distribution function (CDF) of the invariant density of 12 (x
2
1 + (x2/ω)
2) obtained
from numerical simulation of (4.46) with parameters specified by the point marked by ‘∗’ in the inset of
figure 4.3 (ω0 = 1, κ = 0, η = 0.3, ε = 0.1, D˜ = 1, b = 1, r = 2, β = −0.301). This agrees with the CDF of
the density given in (4.53). For this case, the deterministic bifurcation threshold is βc = −0.2987 and the
predicted threshold in presence of noise is βc + ε
22D˜|c|ς2/ς1 = −0.3027.
Numerical simulations in the case ς2 < 0 with ε = 0.1 show very good agreement with theoretical
averaging results for β in the range βc + 0.9ε
2(2D˜|c|ς2/ς1) < β < βc. Very close to the theoretically
predicted bifurcation threshold in the presence of noise, i.e. β ≈ βc + ε2(2D˜|c|ς2/ς1), the agreement is not
very good. Actual bifurcation threshold in presence of noise (denoted by βc,noi) obtained from numerical
simulations of (4.46), is within 10% of the theoretically predicted value2, i.e. βc + 1.1ε
2(2D˜|c|ς2/ς1) <
2Note that the theoretical averaging results concern with limit ε→ 0, but here we took ε = 0.1.
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βc,noi < βc + ε
2(2D˜|c|ς2/ς1). For details of the numerical scheme see appendix F.
4.2 Exponentially ergodic, bounded Markov perturbations
Here we consider equations of the form

dx(t) = L0(Πtx)dt+ εσ(ξt)F (Πtx)dt, t ≥ 0,
Π0x = ζ ∈ C,
(4.54)
where F : C → Rn is Lipschitz, with atmost linear growth and three bounded derivatives; and {ξt}t≥0 is
a noise process whose state space is denoted by M, and σ : M → R. We have deliberately ignored the
deterministic perturbations G and Gq (compare with (4.13)) because the effect of them on the averaged
dynamics for (4.54) is same as that for (4.13)—Gq results in the same drift terms (4.32) and (4.33).
We make the following assumptions on the noise ξ.
Assumption 4.2. Let M be a locally compact separable metric space. The noise {ξt}t≥0 is a M-valued
time-homogenous Markov process with the transition function ν given by
ν(t, ξ, B) := P{ξt ∈ B | ξ0 = ξ}
for B a borel subset of M. The noise is exponentially ergodic, i.e., there exist a unique invariant probability
measure ν¯ and positive constants c1 and c2 such that for all t ≥ 0 and all f : M→ R bounded
sup
ξ∈M
∣∣∣∣∫
M
f(ζ)
(
ν(t, ξ, dζ)− ν¯(dζ))∣∣∣∣ ≤ c1e−c2t sup
ζ∈M
|f(ζ)|.
The transition semigroup is Feller with infinitesimal generator denoted by G. The function σ is bounded,
σ(·) ∈ dom(G) and such that ∫
M
σ(ζ)ν¯(dζ) = 0. The trajectories of {ξt}t≥0 are cadlag (see theorem 4.2.7 of
[60]).
For example, a finite-state continuous-time markov chain satisfies the above requirements.
The autocorrelation of the noise process ξ is denoted by R:
R(s) =
∫
M
σ(ξ)
(∫
M
σ(ζ) ν(s, ξ, dζ)
)
ν¯(dξ). (4.55)
For the perturbed system (4.54), h(Πtx) varies slowly compared to x. Changes in h(Πtx) are significant
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only on times of order 1/ε2. Hence, we rescale time and write Xε(t) = x(t/ε2) where x is governed by (4.54).
Also, we write ξεt = ξt/ε2 .
Using the segment extractor Πεt defined in (4.14), X
ε satisfies

dXε(t) = 1ε2L0(Π
ε
tX
ε)dt+ 1εσ(ξ
ε
t )F (Π
ε
tX
ε)dt, t ≥ 0,
Πε0X
ε = ζ ∈ C.
(4.56)
Write Hεt := h(ΠεtXε). Then Hεt satisfies
dHεt =
1
ε
σ(ξεt )b(Π
ε
tX
ε)dt, Hε0 = h(ζ), (4.57)
where
b(η) = E(η)F (η), (4.58)
where E is defined in (4.21).
Theorem 4.2.1. Under the conditions on F and noise ξ listed before; the probability distribution of Hε
converges, as ε→ 0, to the distribution of the process hˇ which is the solution of the SDE
dhˇt = bH(hˇt)dt+ σH(hˇt)dWt, hˇ0 = h(ζ),
with coefficients bH and σH given by
σ2H(~) =
1
2pi/ωc
∫ 2pi/ωc
0
2 b(η~t )
(∫ ∞
0
R(s) b(η~t+s) ds
)
dt,
bH(~) =
1
2pi/ωc
∫ 2pi/ωc
0
(∫ ∞
0
R(s)
(
Tˆ (s)1{0}F (η~t ).∇
)
b(η~t+s) ds
)
dt,
where η~t is defined in (4.22).
The proof is similar to that for theorem 3.4.1 and then appealing to continuous mapping theorem (theorem
2.7 of [71]) for the map z 7→ 12 ||z||22 to get the result for Hε.
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Akin to the formulas (4.32)–(4.33), the coefficient bH can be written more explicitly as
bH(~) =
1
2pi/ωc
∫ 2pi/ωc
0
dt
∫ ∞
0
ds
2R(s) (ΨˆF (η~t ))∗
 0 eiωcs
e−iωcs 0
 ΨˆF (η~t+s)

+
√
2~
2pi/ωc
∫ 2pi/ωc
0
dt
∫ ∞
0
dsR(s)
n∑
j=1
(F (η~t ))j
(
(Tˆ (s)1{0}ej).∇
)
(Et+sF (η~t+s)),
where η~t is defined in (4.22), E is defined in (4.34), and ej is the unit vector in the jth direction of Rn.
Similarly,
σ2H(~) =
4~
2pi/ωc
∫ 2pi/ωc
0
dt
∫ ∞
0
ds (EtF (η~t ))R(s)(Et+sF (η~t+s))).
It would be easier to do the
∫ 2pi/ωc
0
integral before the
∫∞
0
integral.
4.2.1 Linear perturbations
When F (η) = L1η where L1 : C → Rn is a linear operator, the expressions for bH and σH can be more
explicitly evaluated using the autocorrelation function as follows. Let Υ be the 2× 2 matrix Υij = ΨˆiL1Φj .
Let
R0 =
∫ ∞
0
R(s)ds,
R2c =
∫ ∞
0
R(s) cos(2ωcs)ds,
Rˆ1 =
∫ ∞
0
R(s)e−iωcsΨˆ1L1(Tˆ (s)(I − pi)1{0}L1Φ1) ds,
Rˆ2 =
∫ ∞
0
R(s)eiωcsΨˆ2L1(Tˆ (s)(I − pi)1{0}L1Φ2) ds.
Then,
bH(~) = Cb~, σ2H(~) = Cσ~2
where
Cb =
(
(Υ11 + Υ22)
2R0 + 4Υ12Υ21R2c + Rˆ1 + Rˆ2
)
,
Cσ = 2
(
(Υ11 + Υ22)
2R0 + 2Υ12Υ21R2c
)
.
Remark 4.3. Note that if we had totally ignored the stable modes, i.e. if we set (I − pi)ΠεtXε = 0 at the
113
very beginning of the analysis, we would not have the terms Rˆ1 and Rˆ2.
The Lyapunov exponent for the averaged equation
d~t = bH(~t)dt + σH(~t) dWt, (4.59)
can be calculated to be
λavg = Cb − 1
2
Cσ = 2Υ12Υ21R2c + Rˆ1 + Rˆ2. (4.60)
Using singular perturbation methods and Furstenberg-Khasminskii formula, the following theorem for
scalar processes is proved in [56] and [57].
Theorem 4.2.2. Consider (4.54) with F (η) = L1(η) where L1 : C → R is linear. Let the top Lyapunov
exponent of the process x be defined by
λε := lim sup
t→∞
1
t
ln sup
s∈[t−r,t]
|x(s)|. (4.61)
Then λε = ε2 12λavg +O(ε
3).
The same can be said about vector valued processes.
4.2.2 Verification by numerical simulation
Consider the system
dx(t) = −pi
2
x(t− 1)dt+ εσ(ξt)x(t− 1)dt. (4.62)
Let ξ be a two-state symmetric markov chain with switching rate g/2, i.e.
lim
t↓0
1
t
P1→2(t) = g/2 = lim
t↓0
1
t
P2→1(t) (4.63)
where Pi→j(t) is the probability of transition from state i to state j in time t. Let σ(ξ = 1) = −σ(ξ = 2) = σ0.
We then have the autocorrelation as R(s) = σ20e
−gs.
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We consider two cases g = 2 or g = 6 with σ0 = 1. The averaged equations are
g = 2 : d~t = 0.3734 ~t dt +
√
0.9873 ~t dWt,
g = 6 : d~t = 0.1715 ~t dt +
√
0.4245 ~t dWt.
Using same notation as in section 4.1.2, we fix ε = 0.025, Tend = 1, H
∗ = 1, Nsamp = 4000 and√
2{~0i }Nsampi=1 = 1. The equation (4.62) is simulated for time Tend/ε2 with initial history {
√
2~0i cos(ωc•)}Nsampi=1 .
We obtain the following figures 4.5 and 4.6 which show that the averaged system gives a good approximation
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Figure 4.5: Cumulative distribution function
(cdf) of h(Π1/ε2x) (org) and ~(1) (avg).
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Figure 4.6: Cumulative distribution function
(cdf) of ε2τε (org) and cdf of τ~ (avg). The
cdf value at ε2τε = 1 indicates the fraction of
particles whose modulus exceeded
√
2H∗ before
the time 1/ε2.
of the original system.
4.3 Some remarks
Delay equations with noise perturbations as considered in section 4.2 display interesting similarities with
non-delay systems. For example, [58] considers coupled oscillators with one of the oscillators stable, in the
following form. Let J be the symplectic matrix
 0 1
−1 0
, I be the 2 × 2 identity matrix and O be the
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2× 2 zero matrix. Let x ∈ R4 be governed by
x˙(t) =
 ω1J O
O −δI + ω2J
x(t) + εσ(ξt)
 K M
N L
x(t) (4.64)
where K,L,M,N are 2 × 2 matrices. The oscillator with frequency ω1 is coupled to the stable oscillator
of frequency ω2. [58] shows that the Lyapunov exponent of the above system can be written in terms of
quantities analogous to R0, R2c, Rˆi defined in section 4.2.1. Further they show that both stabilization and
destabilization are possible depending on the matrix coefficients K,M and N .
The delay system that we considered under the assumption 4.1 can be thought of as a coupled oscillator
system with one critical mode and infinitely many stable modes (the characteristic equation has a pair of
roots ±iωc, and all other roots have negative real part). The Lyapunov exponent obtained in (4.60) suggests
that both stabilization and destabilization are possible. To illustrate this, consider
dx(t) = −pi
2
x(t− 1)dt+ εσ(ξt)x(t− r1)dt (4.65)
with ξ a two-state symmetric markov chain with states σ(ξ) ∈ {+1,−1} and rate of switching g/2 (defined
in (4.63)). Theorem 4.2.2 says that the Lyapunov exponent λε (defined in (4.61)) is close to ε2 12λavg where
λavg is evaluated in (4.60). Figure 4.7 shows how
1
2λavg varies with the delay in the perturbation (r1) and
rate of switching (g) of the two-state markov chain. Note that both λavg < 0 (stabilization) and λavg > 0
(destabilization) are possible.
Even the white noise allows for both possibilites. As mentioned in section 4.1.1, the Lyapunov exponent
λavg corresponding to (4.38) equals −Re[(Ψˆ1L1Φ1)2]. Applying to dx(t) = −pi2x(t − 1)dt + εx(t − r1)dW
we find that λavg < 0 for r1 < 0.8609 and λavg > 0 for 0.8609 < r1 ≤ 1.
The above examples raise the question whether stabilization or destabilization is possible when the noise
is additive, i.e. the coefficient F is a constant independent of the state x. To answer this question, as
an example, consider (4.41). The corresponding averaged equation is (4.44), with the averaged drift and
diffusion coefficients evaluated in section 4.1.2. Note that the diffusion σ2H is zero only if ~ = 0 and when
~ = 0, the drift is 2Ψˆ1Ψˆ2σ2 = 2|Ψˆ1|2σ2 > 0. Thus additive noise destroys the fixed points and hence
stabilization is not possible.
Note that the H process only deals with the amplitude of oscillations and do not concern with the phase.
In applications where phase is also important, the following methods might be useful:
• study the individual projections (zt)i = 〈Ψi,Πtx〉 without averaging. However, to study the behaviour
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Figure 4.7: 12λavg as a function of the delay in the perturbation (r1) and the rate of switching of the noise
(g) for equation (4.65). The top Lyapunov exponent λε is close to ε2 12λavg by theorem 4.2.2. Note that both
λavg < 0 (stabilization) and λavg > 0 (destabilization) are possible.
of x on times of order 1/ε2, the zi processes should also be studied for times of order 1/ε
2. But,
the averaged H equations need to be simulated only for times of order 1 to study the amplitude of
oscillations of x on times of order 1/ε2.
• study the slowly varying process α(t) := (zt)1(zt)2 e−2iωct. As an example, consider the scalar process
dx(t) = L0(Πtx)dt + εσdWt with L0 satisfying assumption 4.1. Let (zt)i = 〈Ψi,Πtx〉 and let δt be
the angle of the complex number (zt)1. Since the dynamics of zi is predominantly an oscillation
with frequency ωc, the quantity αt = cos(2(δt − ωct)) + i sin(2(δt − ωct)) is slowly varying. Writing
αεt = αt/ε2 , z
ε
t = zt/ε2 and applying Ito formula, we find that the pair (Hε, αε) have same distribution
as the equations
dHεt = 2σ2Ψˆ1Ψˆ2dt+ 2σ(Ψˆ1(zεt )2 + Ψˆ2(zεt )1)dWt,
dαεt = σ
2αεt
(
Ψˆ22
((zεt )2)
2
− 2Ψˆ1Ψˆ2Hε
)
dt+ σαε
(
Ψˆ1
(zεt )1
− Ψˆ2
(zεt )2
)
dWt,
where zε evolve according to dzε = 1ε2Bz
εdt+ σΨˆdW. Heuristically, on averaging the fast oscillations
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of zεi we get
3 that the distribution of (Hε, αε) converges as ε→ 0 to the distribution of (~, α◦)
d~ = 2σ2Ψˆ1Ψˆ2dt + 2σ
√
Ψˆ1Ψˆ2~ dW (1),
dα◦ = −(2σ2Ψˆ1Ψˆ2/~)α◦ dt+ iσα◦
√
4Ψˆ1Ψˆ2/~ dW (2), (4.66)
where (W (1),W (2)) are independent R-valued Wiener processes. The phase of the oscillation of xε(t) =
x(t/ε2) is δt/ε2 = (ωct/ε
2)+ 12argα
ε
t , the distribution of which can be approximated by the distribution
of (ωct/ε
2) + 12argα
◦
t where α
◦ is the process from (4.66). Writing β◦t :=
1
2argα
◦
t =
1
2i logα
◦
t and
applying Ito formula we find that β◦ evolves according to dβ◦ = σ
√
Ψˆ1Ψˆ2/~ dW (2).
3Note that zεi are fast oscillating and hence (z
ε
i )
2 are also fast oscillating, but 2zε1z
ε
2 = Hε is slow varying. Denoting the
average by A, we have A[(Ψˆ1zε2 + Ψˆ2zε1)2] = Ψˆ21A[(zε2)2] + Ψˆ22A[(zε1)2] + Ψˆ1Ψˆ2Hε = Ψˆ1Ψˆ2Hε. Similarly, A[( Ψˆ1zε1 −
Ψˆ2
zε2
)2] =
−4Ψˆ1Ψˆ2/Hε and A[(Ψˆ1zε2 + Ψˆ2zε1)( Ψˆ1zε1 −
Ψˆ2
zε2
)] = 0.
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Chapter 5
A different kind of instability
In this chapter we consider equations of the form (4.13) and (4.54) but with the following instability scenario
for the unperturbed system (4.1).
Assumption 5.1. The characteristic equation (4.3) has zero as a simple root, and all other roots have
negative real parts.
The analysis under assumption 5.1 is similar to the analysis in previous chapter. Choose d such that
∆(0)d = 0n×1 and d2 such that d2∆(0) = 01×n. Define Φ by the constant Φ(•) = d and Ψ by Ψ(•) = cd2
where the constant c is choosen so that 〈Ψ,Φ〉 = 1 for the bilinear form in (4.6). The space C can be split as
C = P ⊕Q where P is the space spanned by the constant function Φ. The projection operator is pi : C → P
given by pi(η) = Φ〈Ψ, η〉. Define Ψˆ def= Ψ(0). Let Tˆ and 1{0} be as defined in section 4.1. For the unperturbed
system (4.1), writing Πtx = piΠtx + (1 − pi)Πtx = Φzt + (I − pi)Πtx we find that z˙t = 0 and ||(I − pi)Πtx||
decays exponentially fast. Note that {zt}t≥0 is a R-valued process. Defining h(η) = 〈Ψ, η〉 we find that
Ht := h(Πtx) is a constant for the unperturbed system (note that H is same as z).
Consider x governed by

dx(t) = L0(Πtx)dt+ εGq(Πtx)dt+ ε
2G(Πtx)dt+ εF (Πtx)dWt, t ≥ 0,
Π0x = ζ ∈ C,
(5.1)
with L0 satisfying assumption 5.1, the coefficients G,Gq : C → R, F : C → Rn×m having bounded derivatives,
and W a Rm-valued Wiener process. Assume Gq satisfies the centering condition
ΨˆGq(Φh) = 0, ∀h ∈ R. (5.2)
Significant changes in H occurs only on times of order 1/ε2. So writing Xε(t) = x(t/ε2) we find that Xε
119
has the same probability distribution as the process satisfying
dXε(t) =
1
ε2
L0(Π
ε
tX
ε)dt+
1
ε
Gq(Π
ε
tX
ε)dt+G(ΠεtX
ε)dt+ F (ΠεtX
ε)dWt, t ≥ 0, Πε0Xε = ζ ∈ C.
(5.3)
Defining Hεt := h(ΠεtXε) and using Ito formula we get that H satisfies
dHεt =
1
ε
(
bq,(1)(ΠεtX
ε) + bq,(2)(ΠεtX
ε)
)
dt+ b(ΠεtX
ε)dt+ σ(ΠεtX
ε)dWt, Hε0 = h(ζ), (5.4)
with bq,(1)(η) = ΨˆGq(piη) = 0, b
q,(2)(η) = Ψˆ(Gq(η) − Gq(piη)), b(η) = ΨˆG(η) and σ(η) = ΨˆF (η). It can be
shown that the probability law of Hε converges to that of the SDE
dhˇt = (bH + b
q,(1)
H + b
q,(2)
H )(hˇt)dt+ σH(hˇt)dWt, hˇ0 = h(ζ),
where W is a R-valued Wiener process and the averaged drift and diffusion coefficients given by bH(~) =
ΨˆG(Φh), σ2H(~) = (ΨˆF (Φ~))(ΨˆF (Φ~))∗, b
q,(1)
H = 0, and
b
q,(2)
H (~) =
∫ ∞
0
((Tˆ (s)(I − pi)1{0}Gq(Φ~)).∇)ΨˆGq(Φ~)ds. (5.5)
For scalar systems the condition (5.2) would necessarily mean that Gq(Φ~) = 0 which would result in
1{0}Gq(Φ~) = 0 and hence b
q,(2)
H = 0. This means that, when (5.1) is scalar valued, Gq terms would have
negligible effect on the dynamics on P subspace for times of order 1/ε2.
When (5.2) is not satisfied, the distribution of H on times of order 1/ε converges to that of a deterministic
process given by H˙ = ΨˆGq(ΦH). Stochastic limit can be obtained if the strength of the noise is increased
from ε to
√
ε. Consider
dx(t) = L0(Πtx)dt + εGq(Πtx)dt + ε
2G(Πtx)dt+
√
εF (Πtx)dWt. (5.6)
Writing Ht := h(Πtx) and Hεt := Ht/ε, we can show that the distribution of Hε converges weakly to the
distribution of
d~t = ΨˆGq(Φ~t)dt+ σH(~t)dWt,
where W is R-valued Wiener process and σH(h) =
√
(ΨˆF (Φ~))(ΨˆF (Φ~))∗. However, for finite ε, the
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following equation might give a better approximation.
d~t = ΨˆGq(Φ~t)dt+ εbq,(2)H (~t)dt+ εΨˆG(Φ~t)dt+ σH(~t)dWt,
where b
q,(2)
H is given in (5.5).
[39] considers scalar systems satisfying assumption 5.1, but does not impose (5.2). [39] gives a method to
construct higher order corrections to the center-manifold in presence of periodic forcing and white noise. They
show that having higher order corrections in the center-manifold would improve accuracy of reconstructing
the trajectories (figures 2 and 6 in [39]). However, these corrections should be evaluated through numerical
simulations of a delay equation—for example, the correction to the center-manifold in equation 52 of [39]
should be numerically simulated. In scalar equations this task can be circumvented by employing series
solutions as in equation 53 of [39]. However, for multidimensional system this involves evaluating reasonable
number of eigenvalues and eigenvectors of the linear delay system. Further, the computations require memory
for storing the history of Brownian motion for computing the convolutions (equation 55 in [39]). The extra
effort required from the methods in [39] allows to reconstruct trajectories. The averaging methods presented
in our article would deal with distributions alone in the limit of small ε and cannot reconstruct trajectories.
Finally, we consider equations of the form

dx(t) = L0(Πtx)dt+ ε
2G(Πtx)dt+ εσ(ξt)F (Πtx)dt, t ≥ 0,
Π0x = ζ ∈ C,
(5.7)
with L0 satisfying assumption 5.1; the coefficientsG,F : C → Rn having bounded derivatives; and σ : M→ R
and the noise ξ satisfying assumption 4.2. In this case it can be shown that the distribution of Hεt := Ht/ε2 ,
where Ht := h(Πtx), converges to the distribution of the SDE d~t = bH(~t)dt+ σH(~t)dWt where
bH(h) = ΨˆG(Φh) +
(∫ ∞
0
R(s)ds
)(
1{0}F (Φh).∇
)
ΨˆF (Φh), σ2H(h) = 2
(∫ ∞
0
R(s)ds
)(
ΨˆF (Φh)
)2
,
(5.8)
where R is the autocorrelation of the noise ξ defined at (4.55).
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5.1 Large deviations from the deterministic system at instability
Consider Rn valued processes governed by DDE of the form
x˙(t) = L0(Πtx) + εG(Πtx) + εF (Πtx)σ(ξt), (5.9)
with L0 satisfying assumption 5.1; G,F : C → Rn bounded and Lipschitz; and σ : M → R and the noise
ξ satisfying assumption 4.2. Since σ is mean-zero, large deviations from the corresponding deterministic
system are rare on times of order O(1/ε). We obtain the rate function governing the large deviations (see
appendix G for an explanation of relevant aspects of large deviations theory).
Writing Πtx = piΠtx+ (1− pi)Πtx = Φzt + yt with zt ∈ R and yt ∈ C, we find that z and y satisfy
dzt = εΨˆG(Φzt + yt)dt + εΨˆF (Φzt + yt)σ(ξt)dt, (5.10)
yt = T (t)y0 + ε
∫ t
0
Tˆ (t− s)(I − pi)1{0}
(
G(Φzs + ys) + F (Φzs + ys)σ(ξs)
)
ds.
Using the exponential decay of ||Tˆ (t− s)(I − pi)1{0}|| and the boundedness of F,G, σ we have that
||yt − T (t)y0|| < Cε (5.11)
for some C > 0.
Let the scalar process z be defined by
dzt = εΨˆG(Φzt)dt + εΨˆF (Φzt)σ(ξt)dt, z0 = z0. (5.12)
Using the bounded derivatives of F,G and boundedness of σ, and then using (5.11) and the exponential
decay of Tˆ on Q we have
|zt − zt| ≤ Cε
∫ t
0
(|zs − zs|+ ||ys||)ds ≤ Cε
∫ t
0
(|zs − zs|+ ||T (s)y0||+ Cε)ds
≤ Cε2t+ Cε(1− e−κt) + Cε
∫ t
0
|zs − zs|ds.
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Using Gronwall inequality we have that ∃C > 0 such that
|zt − zt| ≤ Cε, t ∈ [0, T/ε] (5.13)
for some fixed T, ε0 > 0 and all ε > ε0. It is easy to see from (5.12) that significant changes for z happens
on time of order O(1/ε), and because σ is mean-zero function, significant deviations from the deterministic
system dzt = εΨˆG(Φzt)dt would be rare on times of order O(1/ε). By (5.13) analogous statement holds
for zt. So we define z
ε
t = zt/ε and study the rate function governing the large deviations of z
ε from
the correpsonding determinstic system for t ∈ [0, T ]. Define zεt = zt/ε. Then, by (5.13), zε and zε are
exponentially equivalent (definition 4.2.10 of [78]), and so the rate function for zε and zε are same (theorem
4.2.13 of [78]).
Note that zεt is governed by
dzεt = ΨˆG(Φz
ε
t )dt + ΨˆF (Φz
ε
t )σ(ξ
ε
t )dt, z
ε
0 = z0, (5.14)
where ξεt = ξt/ε. The results of Freidlin-Wentzell (chapter 7 of [62]) can be applied to study the large
deviations of zεt from the deterministic system z˙t = ΨˆG(Φzt). By theorem 7.4.1 in [62], we have the
following result.
Theorem 5.1.1. Let the process zε be governed by (5.12). Assume the noise ξ is a homogenous markov
process such that for any z, α ∈ R
lim
T→∞
1
T
lnEξ0 exp
(
α
∫ T
0
ΨˆF (Φz)σ(ξs)ds
)
= HF (z, α)
uniformly in the initial condition ξ0 and the function HF be differentiable with respect to α. Let H(z, α) =
αΨˆG(Φz) +HF (z, α). Let L(z, β) := supα[αβ −H(z, α)]. On C([0, T ];R) introduce the functional
S0T (ϕ) =

∫ T
0
L(ϕs, ϕ˙s)ds, ϕ is absolutely continuous
∞ otherwise.
The functional S0T is the normalized action functional in C([0, T ];R) for the family of processes zε as ε→ 0,
the normalizing coefficient being 1/ε.
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Remark 5.1. Writing xε(t) = x(t/ε) we have xε(t) = Φ(0)zεt + y
ε
t (0) and so
|xε(t)− Φ(0)zεt − T (t/ε)y0(0)| ≤ C|zεt − zεt |+ C|yεt − T (t/ε)y0| ≤ Cε.
Recalling that ||T (t/ε)y0|| ≤ Ke−κt/ε||y0||; if ||y0|| is small enough, we can approximate the exit rates of xε
by exit rates of Φzε.
For the case of noise ξ being N -state continuous time Markov chain, by theorem 7.4.2 of [62], we have
that HF (z, α) is the largest eigenvalue of the N ×N matrix Qα,z defined by (Qα,z −Q)ij = δijσiαΨˆF (Φz)
where Q is the generator of the Markov chain and σi is the value of σ for the i
th state.
Let ξ be a two-state symmetric Markov chain with switching rate g/2, i.e.
lim
t↓0
1
t
P1→2(t) = g/2 = lim
t↓0
1
t
P2→1(t) (5.15)
where Pi→j(t) is the probability of transition from state i to state j in time t. Let σ(ξ = 1) = −σ(ξ = 2) = σ0.
In this case, the functional S0T can be explicitly evaluated as
S0T (ϕ) =
∫ T
0
g
2
1−
√√√√1−( ϕ˙s − ΨˆG(Φϕs)
σ0ΨˆF (Φϕs)
)2 ds
for ϕ absolutely continuous with |ϕ˙s − ΨˆG(Φϕs)| ≤ |σ0ΨˆF (Φϕs)| for s ∈ [0, T ] and ∞ for all other ϕ. The
following function V : [0, T ]× R× R→ R would be useful in studying exit related problems (section 4.1 of
[62]):
V (t, a, b) = inf
ϕ0=a,ϕt=b
S0t(ϕ).
The solution can be written as
V (t, a, b) = inf
ϕ˙s=ΨˆG(Φϕs)+σ0ΨˆF (Φϕs)us,
|us|≤1, ϕ0=a, ϕt=b
∫ t
0
g
2
(
1−
√
1− u2s
)
ds,
which can be explicitly computed using calculus of variations.
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5.2 Linear delay equations with fast Markov perturbations
In this section we make an independent observation regarding Rn-valued processes of the form
x˙ε(t) = L0(Πtx
ε) + σ(ξεt ), Π0x
ε = η ∈ C, (5.16)
where ξεt = ξt/ε with ξ being a homogenous Markov process and σ being a mean-zero Rn-valued function of
the noise. The operator L0 : C → Rn is linear (here C = C([−r, 0];Rn)). No other assumptions are made
regarding L0 in this section.
In this section we use the notation that for u, v ∈ Rn the quantity u∗v is the usual dot-product between
u and v.
Assume that for any α ∈ Rn
lim
T→∞
1
T
lnEξ0 exp
(∫ T
0
α∗σ(ξs)ds
)
= H(α) (5.17)
uniformly in the initial condition ξ0 and the function H be differentiable with respect to α. Let L(β) :=
supα[α
∗β −H(α)]. On C([0, T ];Rn) introduce the functional
Sσ0T (ϕ) =

∫ T
0
L(ϕ˙s)ds, ϕ is absolutely continuous
∞ otherwise.
The functional Sσ0T is the normalized action functional in C([0, T ];Rn) for the family of processes
∫ ·
0
σ(ξεs)ds
as ε→ 0, the normalizing coefficient being 1/ε.
Define the map Bη : C([0, T ];Rn)→ C([0, T ];Rn) by Bηψ = v where v is the solution of
vt = η(0) +
∫ t
0
L0(Πsv)ds+ ψt,
with the understanding that Π0v = η. More explicit representation of v can be given by the variation-of-
constants formula. The map Bη has inverse given by (B
−1
η v)t = vt − η(0)−
∫ t
0
L0(Πsv)ds. It can be shown
using Gronwall inequality that Bη is Lipschitz. By contraction principle we have that the action functional
for xε is given by
S0T (ϕ) =

∫ T
0
L (ϕ˙s − L0(Πsϕ)) ds, ϕ is absolutely continuous
∞ otherwise,
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with the understanding that Π0ϕ is the initial condition.
Consider the case of x being R-valued, and ξ being a two-state markov chain as in section 5.1. The
following function V : [0, T ]× C ×Rn → R would be useful in studying exit related problems (section 4.1 of
[62]):
V (t, η, b) = inf
Π0ϕ=η, ϕt=b
S0t(ϕ).
The solution can be written as
V (t, η, b) = inf
ϕ˙s=L0(Πsϕ)+σ0us,
|us|≤1, Π0ϕ=η, ϕt=b
∫ t
0
g
2
(
1−
√
1− u2s
)
ds.
Let g : [−r,∞) → R be defined by g(t) = 0 for t < 0, g(0) = 1, and for t > 0, g satisfies g(t) =
1 +
∫ t
0
L0(Πsg)ds. Let {T (t)}t≥0 be the solution semigroup of the DDE x˙(t) = L0(Πtx). Then the solution
to
ϕ˙s = L0(Πsϕ) + σ0us, Π0ϕ = η,
can be represented using the variation-of-constants formula as
ϕt = T (t)η(0) +
∫ t
0
g(t− s)σ0usds.
Hence we have
V (t, η, b) = inf∫ t
0
g(t−s)σ0usds = b−T (t)η(0)
|us|≤1
∫ t
0
g
2
(
1−
√
1− u2s
)
ds.
The RHS above can be computed explicity using calculus of variations. We have for the optimality, us =
−ρg(t−s)√
1+ρ2g2(t−s) with the Lagrange multiplier ρ obtained using
∫ t
0
g(t − s)σ0usds = b − T (t)η(0). If no such ρ
exists, then V (t, η, b) =∞.
Note that 1√
ε
∫ ·
0
σ(ξεs)ds converges weakly as ε→ 0 to σ0
√
gW· where W is a Wiener process. However,
the large deviations principle for x˙ε(t) = L0(Πtx
ε) +
√
ε( 1√
ε
σ(ξεt )) is different from the large deviations
principle for dxε(t) = L0(Πtx
ε)dt+
√
εσ0
√
gdWt.
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Chapter 6
Random perturbations of a
periodically driven nonlinear
oscillator
6.1 Introduction
The recent surge of research articles in energy harvesting focuses on the cantilever beam devices which
are used to convert small amplitude mechanical vibration into electrical energy that could be used for elec-
tronic devices with low power requirements (see [80]). Prototypical beam type nonlinear energy harvesting
models contain double well potentials, external or parametric periodic forcing terms, damping and ambient
broadband additive noise terms. For example, [81, 82] considers devices which can be modeled by
q¨t + δq˙t − µ(1 + η cos(νt))qt + γq3t = σ ξ(t) + α cos(νt), (6.1)
with µ, γ, δ > 0 and ξ is a mean zero, stationary, Gaussian white noise process.
The dynamics of periodically driven deterministic oscillators (i.e. σ = 0 in (6.1)) has been studied
extensively in the literature and is well understood: see for example, [83, 84] for weakly nonlinear (i.e. γ is of
the order of ε 1 in (6.1)) systems. Deterministic oscillators with strong nonlinearities and weak damping
(δ ∼ O(ε)) are studied as weakly perturbed Hamiltonian systems in, for example, [85] and [86].
On the other hand, in the presence of noise (σ 6= 0) and absence of periodic perturbations (α = 0, η = 0),
(6.1) represents the noisy Duffing equation. It has been studied with δ ∼ O(ε), σ ∼ O(√ε)) in [87, 88, 89,
90, 91], to name a few. Let the ‘energy’ of (6.1) be defined as Ht :=
1
2 q˙
2
t − µ2 q2t + γ4 q4t . Employing the general
technique of stochastic averaging developed in [92], [91] showed that the distribution of the rescaled process
Hεt := Ht/ε for t ∈ [0, T ] converges as ε→ 0 to the distribution of a specific diffusion on a graph. For small
ε, this graph-valued process gives a good approximation to the dynamics of (6.1) on time intervals of order
1/ε.
Reference [93] developed a unified approach for studying the dynamics of weakly nonlinear oscillators
under both periodic and noisy perturbations. It considers the case where µ < 0 (single well potential),
The work in this chapter is published in
[79] N. Lingala, N. Sri Namachchivaya, I. Pavlyukevich. Random perturbations of a periodically driven nonlinear oscillator:
escape from a resonance zone. Nonlinearity, 30(4):1376-1404, 2017.
127
and γ, η, σ ∼ O(ε) and δ ∼ O(ε2). In this case, [93] identified certain quantity1 Ht and, using non-standard
averaging techniques, showed that the distribution of the rescaled process Hεt := Ht/ε2 for t ∈ [0, T ] converges
as ε → 0 to the distribution of a specific diffusion on a graph. For small ε, this graph-valued process gives
a good approximation to the dynamics of (6.1) on time intervals of order 1/ε2.
In this chapter we study (6.1) with parameters scaled as:
q¨t − µqt + γq3t = ε(α cos(νt) + µη cos(νt)qt − δq˙t) + εκσ ξ(t), (6.2)
with µ, γ, δ > 0 and ξ is a mean zero, stationary, Gaussian white noise process and κ ≥ 1. Equation (6.2)
can be studied as a perturbation of the Hamiltonian system
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
(6.3)
with the Hamiltonian
H(q, p) =
1
2
p2 + U(q), (6.4)
where U is a double-well potential
U(q) = −µ
2
q2 +
γ
4
q4. (6.5)
The unperturbed system (6.3), written explicity as
q¨t − µqt + γq3t = 0, (6.6)
has three fixed points: the fixed point q = 0 is a saddle and the other two fixed points q = ±√µ/γ
(corresponding to the bottom of the wells in the double-well potential) are centers. The shape of potential
U and the contour plot of H is shown in the figure 6.1. Note that p is same as q˙. We also use the notation
(q1, q2) for (q, q˙).
Let (I, ϕ) be action angle variables corresponding to the unperturbed system (6.3) and assume the
transformations
I = I(q1, q2), ϕ = ϕ(q1, q2),
q1 = q1(I, ϕ), q2 = q2(I, ϕ)
1The system obtained by averaging out periodic oscillations due to η has a constant of motion H. More precisely, let
ω =
√−µ and let x(i)t be defined by qt = x(1)t cos(ωt)+x(2)t sin(ωt), q˙t = −ωx(1)t sin(ωt)+ωx(2)t cos(ωt); then Ht = 14 ((x
(2)
t )
2−
(x
(1)
t )
2) + 3γ
16
((x
(1)
t )
2 + (x
(1)
t )
2)2.
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Figure 6.1: Double-well potential U and the contour plot for H.
can be written. Then, the system (6.2) with ε = 0 can be written as
I˙ = 0, ϕ˙ = Ω(I). (6.7)
Let θ be the angle variable corresponding to θ˙ = ν, ν being the frequency of periodic excitations. In the
perturbed system (6.2) with ε 6= 0 and σ = 0, the frequency Ω(I) changes with time and if the frequencies
Ω(I) and ν are non-commensurable, then the (ϕ, θ) orbits densely fill the state-space and the motion is
called quasi-periodic. Resonance is said to occur when the frequencies ν and Ω(I) are commensurable or
nearly commensurable and in this case orbits do not densely fill the state-space. Since Ω depends on the
action I, the resonance will depend on certain values of the action. The region of state space which is close
to the points where Ω(I) and ν are commensurable with a specific ratio is called a resonance zone. The
trajectories starting in some small set of initial conditions get ‘captured’ into a resonance zone and those
starting in other initial conditions ‘pass-through’. For detailed description of such phenomenon, see chapter
5 of [94]. Clear understanding of the terms ‘resonance zone’ and ‘capture’ would be obtained by the end of
section 6.2.1.
Typically, studies which treat nonlinear oscillators as perturbation of Hamiltonian systems involve some
kind of averaging principle. Issues that arise in obtaining averaging principle in presence of resonances are
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discussed, for example, in [86] and [94]. In [94] one can find a discussion on existing results about
• measure of the set of initial conditions that get captured into a resonance zone,
• bounds on the error in approximating I by an averaged system.
In studying the dynamics close to a resonance zone, partial averaging is employed as discussed in [86]. For
example let Ir be such that nν = mΩ(Ir) where n,m are integers. Then, the region of the state-space where
I is close to Ir is called m : n resonance zone. In this region, introduce a new variable ψ = ϕ − nmθ. The
dynamics in this region can be described using (I, ψ) which are slow-variables while averaging out the fast
variable θ.
Periodically driven strongly nonlinear systems with noise are considered in [95]. It assumes that the
noise in (I, ϕ) variables is uniformly non-degenerate and obtains an averaging principle to the effect that
the resonances could be totally ignored. However, the system (6.2) that is being considered here, does not
obey that hypothesis. In fact, any Hamiltonian system where the noise is added only to velocity coordinates
does not obey that hypothesis—see the paragraph immediately following theorem 2.1 of [95] showing the
restrictive nature of that hypothesis. Further, the noise considered in [95] is stronger than what we consider
here: for the purpose of comparison, we take κ ≥ 1 in (6.2), whereas the strength of noise in [95] corresponds
to taking κ = 1/2.
In light of the above discussion, the intention of this chapter is to study the effect of weak noise on the
escape from a resonance zone in (6.2). The phase space for the corresponding deterministic system (i.e. (6.2)
with σ = 0) consists of many resonance zones in which some trajectories of the deterministic system can get
‘trapped’. When κ > 1 the noise is very weak and so large deviations from the corresponding deterministic
system occur with very low probability. The rate at which noise facilitates the ‘escape’ from resonance is
the subject of this chapter. The material in this chapter is organized as follows.
In section 6.2 we derive the evolution equations for action-angle coordinates in the presence of noise.
Then we make a change of variables which amounts to zooming in to a resonance zone. In section 6.2.1 we
show the state-space of the dynamics in the resonance zone and state the well known problem of capture
into resonance. We identify a variable Hε whose value can be used to indicate capture. In section 6.3.1 we
study the behaviour of Hε as ε→ 0 and using averaging techniques identify the limit of Hε in the sense of
distribution. For small ε, the limiting process can be used to approximate the dynamics. In section 6.3.3
we make a conjecture regarding the mean time of exit from a resonance zone and study the dependence of
mean-exit-time on the oscillator parameters. It will be shown that the trajectories of the oscillator (6.2)
trickle down close to the bottom of the wells of the potential U . In section 6.4 we focus on the case where
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resonance occurs at the bottom of the potential wells. In such a scenario multiple solutions exist and we
study how the rates of switching between the domains-of-attraction of different solutions depend on the
oscillator parameters.
Dynamics in a resonance zone for the case κ = 1 is studied in [96]. However, the averaged drift coefficient
obtained in [96] is not correct—it misses the term Ω′rh
2 ∂A1
∂ψ̂
in (6.29). Making use of the Hamiltonian
structure via integration-by-parts, we provide expressions for the averaged drift and diffusion coefficients
that are simpler than those presented in [96]. The case κ > 1 is not studied in [96].
6.2 Dynamics close to a resonance zone: Capture into resonance.
In this section we derive stochastic evolution equations for action-angle coordinates and localize them near
a resonance zone. Then we study the deterministic dynamics (σ = 0) in the resonance zone and explain the
capture phenomenon. In section 6.3 we study how noise facilitates the escape from resonance zone.
We fix µ = 1 and γ = 1 in (6.2); however, the ideas in this chapter would be valid for any µ, γ > 0.
Rewriting (6.2) in state-space form, we have
dqε1,t = q
ε
2,tdt, (6.8)
dqε2,t = (q
ε
1,t − (qε1,t)3)dt+ ε
(
η cos(νt)qε1,t + α cos(νt)− δqε2,t
)
dt+ εκσdWt,
where W is a Wiener process. The transformation to the action-angle variables
I = I(q1, q2), ϕ = ϕ(q1, q2),
q1 = q1(I, ϕ), q2 = q2(I, ϕ)
can be written explicitly for each of the regions separated by the homoclinic orbit, see section 6.5. The
system (6.8) with ε = 0 takes the form
I˙ = 0, ϕ˙ = Ω(I). (6.9)
When ε > 0, apart from the above frequency Ω(I), system (6.8) also depends on the frequency ν of the
periodic excitation. For arbitrary positive integers m,n let Ir be the value of action such that mΩ(Ir) = nν.
The region of state space where the action I is close to Ir is called m : n resonance zone. We study the
dynamics of the system (6.8) in the region where I is close to the resonant value Ir.
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Remark 6.1. Here r is short for resonance m : n. For notational convenience we use Ωr = Ω(Ir) and
Ω′r =
∂Ω
∂I
∣∣
I=Ir
etc.
We use the Itoˆ formula to study how I and ϕ evolve for (6.8). For this purpose, let Iεt := I(q
ε
1,t, q
ε
2,t),
ϕεt := ϕ(q
ε
1,t, q
ε
2,t). Let the angle θ evolve according to dθt = νdt and define the angle
ψεt := ϕ
ε
t −
n
m
θt.
Define
g2(u, v, θ)
def
= η cos(θ)u+ α cos(θ)− δv,
F(I, ϕ, θ)
def
=
∂I(q1, q2)
∂q2
g2(q1, q2, θ)
∣∣∣∣
q1(I,ϕ),q2(I,ϕ)
,
G(I, ϕ, θ)
def
=
∂ϕ(q1, q2)
∂q2
g2(q1, q2, θ)
∣∣∣∣
q1(I,ϕ),q2(I,ϕ)
.
Then, using the Itoˆ formula we get

dIεt = εF(I
ε
t , ψ
ε
t +
n
mθt, θt)dt + ε
κσ ∂I∂q2
∣∣∣∣
(Iεt , ψ
ε
t+
n
m θt)
dWt +
1
2ε
2κσ2 ∂
2I
∂2q2
∣∣∣∣
(Iεt ,ψ
ε
t+
n
m θt)
dt,
dψεt = (Ω(I
ε
t )− Ωr)dt + εG(Iεt , ψεt + nmθt, θt)dt + εκσ ∂ϕ∂q2
∣∣∣∣
(Iεt ,ψ
ε
t+
n
m θt)
dWt
+ 12ε
2κσ2 ∂
2ϕ
∂2q2
∣∣∣∣
(Iεt ,ψ
ε
t+
n
m θt)
dt,
dθt = νdt.
(6.10)
Here ∂I∂q2
∣∣∣∣
(Iεt , ψ
ε
t+
n
m θt)
denotes the partial derivative of the function I(q1, q2) with respect to the second
argument evaluated at (q1(I
ε
t , ψ
ε
t +
n
mθt), q2(I
ε
t , ψ
ε
t +
n
mθt)).
When Iεt is close to Ir, the difference Ω(I
ε
t ) − Ωr is small and hence ψεt evolves slowly compared to θt.
So, (I, ψ) are slow variables and θ is a fast variable.
Since we are interested in the dynamics close to the resonance I = Ir, we make a change of variables
in order to derive simpler equations that describe the dynamics in the resonance zone. Substituting the
following standard space and time scaling (see, e.g. [97])
hεt
def
=
1√
ε
(Iεt/
√
ε − Ir), ψ̂εt
def
= ψεt/
√
ε, θ
ε
t
def
= θt/
√
ε, (6.11)
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into (6.10) and Taylor-expanding in powers of
√
ε about Ir, we get, with higher order terms subsumed in R
dhεt = Fdt+
√
εF′hεtdt+ ε
κ− 34 σ
∂I
∂q2
dWt + R
ε
1,tdt+ Rˆ
ε
1,tdWt, (6.12)
dψ̂εt = Ω
′
rh
ε
tdt+
√
ε
(
Ω′′r
1
2
(hεt )
2 + G
)
dt+ Rε2,tdt+ Rˆ
ε
2,tdWt, (6.13)
dθεt =
1√
ε
νdt, (6.14)
where ′ indicates differentiation w.r.t I and all terms (except R) are evaluated at (Ir, ψ̂εt + nmθεt , θεt ). When
κ ≥ 1, the higher order terms are Rεi ∼ O(ε) and Rˆεi ∼ O(εκ−
1
4 ), for i = 1, 2.
In the system (6.12)–(6.14), hεt , ψ̂
ε
t are slow variables and θ
ε
t is a fast variable.
6.2.1 Capture into resonance
From (6.12)-(6.14) it is clear that θεt evolves at a faster rate than h
ε
t and ψ̂
ε
t . In this section we show that,
in the absence of noise (σ = 0), averaging the fast θ oscillations would result in a Hamiltonian structure for
(ψ, h). Using the corresponding Hamiltonian H, we explain the capture phenomenon.
For the purpose of averaging the fast θ oscillations, define an averaging operator 〈·〉 as follows: for
a function f periodic in θ with period 2mpi we define 〈f〉 = 12mpi
∫ 2mpi
0
f(θ)dθ. Note that the functions
θ 7→ F(Ir, ψ + nmθ, θ) and θ 7→ G(Ir, ψ + nmθ, θ) are periodic in θ with period 2mpi. To clearly indicate the
dependence of the corresponding averaged function on ψ, we denote the averaged functions by 〈F(ψ)〉 and
〈G(ψ)〉.
For the analysis in this section, we neglect the stochastic term. To this end, in (6.12)-(6.14) we set σ = 0,
ignore higher order terms R and perform averaging with respect to θ. Then we get
 dh
dψ
 =
 〈F(ψ)〉+√ε〈F′(ψ)〉h
Ω′rh+
√
ε( 12Ω
′′
rh
2 + 〈G(ψ)〉)
 dt, (6.15)
The general structure of the averaged terms is
〈F(ψ)〉 = −δIr + Jr sin(mψ/n), (6.16)
〈F′(ψ)〉 = −δ + J ′r sin(mψ/n), (6.17)
〈G(ψ)〉 = n
m
J ′r cos(mψ/n), (6.18)
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where
Jr = ηJ
η
r + αJ
α
r , J
′
r = η(J
η
r )
′ + α(Jαr )
′.
The method to obtain the above equations (6.16)-(6.18) and the quantities Jηr , J
α
r , (J
η
r )
′, (Jαr )
′ is discussed
in section 6.5.
One of the reasons for localizing the equations near the resonance is that at ε = 0, equation (6.15) reduces
to a Hamiltonian system  dh
dψ
 =
 〈F(ψ)〉
Ω′rh
 dt, (6.19)
with the Hamiltonian
H(ψ, h) = 1
2
Ω′h2 −
∫ ψ
0
〈F(ψ)〉dψ. (6.20)
Such Hamiltonians typically occur in resonant problems and (6.20) represents a “pendulum” under the action
of an external torque [94, 97]. We can study (6.15) as a perturbation of (6.19). Note that (6.19) has a fixed
point only if
δIr ≤ |Jr|. (6.21)
The fixed points are given by the relation
sin(mψ/n) =
δIr
Jr
, h = 0.
There are many ψ which satisfy the above equation. Typical phase portraits (with Ω′r > 0) for (6.19) and
(6.15) are shown in the figures 6.2 and 6.3 respectively. The saddle(sd) and center(sk) fixed point pairs
(i.e. the homoclinic orbit of the saddle encloses the center) for (6.19) can be obtained as follows, with j any
integer and Ψ∗ = nm sin
−1(δIr/Jr).
m
n Ω
′
rJr cos(mΨ∗/n) > 0
m
n Ω
′
rJr cos(mΨ∗/n) < 0
Ω′r > 0
ψsd = Ψ∗ + 2jpi nm
ψsk =
n
mpi −Ψ∗ + 2jpi nm
ψsk = Ψ∗ + 2jpi nm
ψsd = − nmpi −Ψ∗ + 2jpi nm
Ω′r < 0
ψsd = Ψ∗ + 2jpi nm
ψsk = − nmpi −Ψ∗ + 2jpi nm
ψsk = Ψ∗ + 2jpi nm
ψsd =
n
mpi −Ψ∗ + 2jpi nm
Consider figure 6.2. All the fixed points have h = 0. Recall the definitions (6.11). Note that h = 0 means
I = Ir, i.e. the system is exactly at resonance. The figures 6.2 and 6.3 show a finite region around h = 0. In
terms of I-coordinates, this region is a neighborhood of Ir of a width of order
√
ε. This is a resonance zone.
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A A A A
Figure 6.2: Typical phase portrait for (6.19) with Ω′r > 0. Abscissa is ψ and ordinate is h.
A A A
A
Figure 6.3: Typical phase portrait for (6.15) with Ω′r > 0. Abscissa is ψ and ordinate is h. The system
cannot leave the region A in the absence of noise. The measure of the set of initial conditions that lead to
trap in A is small.
A trajectory which starts at the top of the figure 6.3 (h > 0) but not in the narrow neck region would
reach the bottom of the figure (h < 0), i.e. the trajectory ‘passes’ through the resonance zone. A trajectory
which starts at the top of the figure 6.3 (h > 0) in the narrow neck region enters the region A and is trapped
there. Let us call the region A as ‘trap zone’.
For (6.15) the region marked A (in figure 6.3) is a trap—the trajectories originating in A cannot exit
from it at all. However, for (6.12)–(6.14), when σ 6= 0, the noise facilitates the escape. We want to study
how the noise facilitates the escape from the trap zone.
We denote by H|sd the value of H evaluated at one saddle fixed point of (6.19) and denote by H|sk the
value of H evaluated at the corresponding center fixed point of (6.19).
6.3 Stochastic dynamics close to a resonance zone.
In this section we return back to the noisy system (6.12)–(6.14) and argue that Hεt := H(ψ̂εt , hεt ) is a good
indicator of capture. In section 6.3.1 we identify the limit of Hεt as ε → 0 and use it to approximate the
mean time of exit from the trap zone.
In (6.12)–(6.14), to see the fluctuations of H(ψ̂εt , hεt ), we need to look on an even longer O(1/
√
ε) time
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scale. Hence we redefine the process h, ψ̂, θ process as using the following space and time scaling
hεt =
1√
ε
(Iεt/ε − Ir), ψ̂εt = ψεt/ε, θεt = θt/ε. (6.22)
After doing a Taylor expansion about Ir, we get, with higher order terms subsumed in R
dhεt =
1√
ε
Fdt+ F′hεtdt+ ε
κ−1σ
∂I
∂q2
dWt + R
ε
1,tdt+ Rˆ
ε
1,tdWt, (6.23)
dψ̂εt =
1√
ε
Ω′rh
ε
tdt+
(
Ω′′r
1
2
(hεt )
2 + G
)
dt+ Rε2,tdt+ Rˆ
ε
2,tdWt, (6.24)
dθεt =
1
ε
νdt, (6.25)
where ′ indicates differentiation w.r.t I and all terms (except R) are evaluated at (Ir, ψ̂εt + nmθεt , θεt ). When
κ ≥ 1, the higher order terms are Rεi ∼ O(
√
ε) and Rˆεi ∼ O(εκ−1/2), for i = 1, 2.
After averaging over θ, the system (6.23)-(6.25) can be seen as a perturbation of the Hamiltonian system
(6.19). Let Hεt := H(ψ̂εt , hεt ), where H is defined in (6.20). The evolution of Hεt can be obtained by applying
the Itoˆ formula as
dHεt =
1√
ε
Ω′rh
ε
t (F− 〈F〉)dt+
(
(Ω′rF
′ − 〈F〉1
2
Ω′′r )(h
ε
t )
2 − 〈F〉G
)
dt (6.26)
+
1
2
ε2(κ−1)σ2Ω′r
(
∂I
∂q2
)2
dt+ εκ−1σΩ′rh
ε
t
∂I
∂q2
dWt + R
ε
3,tdt+ Rˆ
ε
3,tdWt,
where arguments for F, 〈F〉, G, ∂I∂q2 are suppressed; and R are higher order terms. Since 〈F− 〈F〉〉 = 0, Hεt
evolves even slowly compared to (ψ̂εt , h
ε
t ).
Since our goal is to study the escape from the region marked A on figure 6.3, we set the initial conditions
to (6.23)-(6.24) in this region. In terms of Hεt this amounts to specifying that Hε0 lies in betweenH|sk and
H|sd (it can be shown that H|sd > H|sk if Ω′r > 0 and H|sd < H|sk if Ω′r < 0). When the noise is absent,
i.e. σ = 0, Hεt drifts towards interior of the trap zone, i.e. towards H|sk. When σ 6= 0 the noise facilitates
the escape. A good indicator of whether escape occured is Hεt ≥ H|sd in the case Ω′r > 0 (if Ω′r < 0 then a
good indicator is Hεt ≤ H|sd). It is however not quite accurate for the following reason: The region of (ψ, h)
for which H lies between H|sk and H|sd is exactly the region marked A in figure 6.2. But the fixed points in
figure 6.3 differ from those of figure 6.2 by order
√
ε. Hence the boundary of region A in figure 6.3 differs by
a small amount from the boundary in figure 6.2. Further, Hεt could be a bit greater than H|sd and still be in
the small neck region which still leads to capture. Let H∗ be the value for which we can be sure that escape
occured if Hεt ≥ H∗. Then H|sd differs from H∗ by a very small amount that goes to zero as ε→ 0. Keeping
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these caveats in mind, we still study the rate at which Hεt exceeds H|sd in presence of noise. However such
transition is extremely unlikely because of the smallness of the noise.
In section 6.3.1 we show that, when κ > 1, {Hεt}t∈[0,T ] process for finite time T converges in law as ε→ 0
to a deterministic process for which H|sk is a fixed point. More refined asymptotics in section 6.3.3 yields
the mean time of exit from a trap zone.
6.3.1 Convergence of {Hεt}t∈[0,T ]
In equation (6.26), note that 〈F − 〈F〉〉 = 0. Hence, from the system of equations (6.23)–(6.26) it can be
seen that Hεt evolves slowly compared to (ψ̂εt , hεt ) which in-turn evolves slowly compared to θεt . Thus, to
study the evolution of Hεt , we can average out the fast oscillations of θεt and (ψ̂εt , hεt ). The operator 〈·〉 for
averaging θ was already introduced in section 6.2.1. For the purpose of averaging oscillations of (ψ̂, h) along
the Hamiltonian orbits, define an averaging operator A as follows:
Definition 6.3.1. For a function f of (ψ̂, h), the averaged function A[f ] is given by
A[f ](h) =
1
T(h)
∫ T(h)
0
f(ψ̂(t), h(t))dt
where (ψ̂(t), h(t)) is the solution of the Hamiltonian system
˙̂
ψ = ∂H∂h , h˙ = −∂H∂ψ̂ with H(ψ̂, h) = h and T(h)
is the time-period of the solution. The h is restricted to be in between H|sk and H|sd; outside these values
the orbit of the Hamiltonian system is not closed and the time-period is not defined.
Since h is restricted to be in between H|sk and H|sd we define a stopping time
eε := inf{t > 0 : Hεt is not in between H|sk and H|sd}. (6.27)
More precisely, if Ω′r > 0 then e
ε := inf{t > 0 : Hεt ≥ H|sd} and if Ω′r < 0 then eε := inf{t > 0 : Hεt ≤ H|sd}.
Using standard averaging techniques we have the following result.
Theorem 6.3.2. Let A1(ψ̂, θ) be defined by
νA1(ψ̂, θ) =
∫ θ
0
(
F(Ir, ψ̂ +
n
m
θ, θ)− 〈F(ψ̂)〉
)
dθ. (6.28)
Define B(h) = B1(h) + B2(h) where
B1 = −Ω′rA
[〈
A1F + Ω′rh2
∂A1
∂ψ̂
〉]
, B2 = A
[〈
(Ω′rF
′ − 〈F〉1
2
Ω′′r )h
2 − 〈F〉G
〉]
. (6.29)
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In evaluating the θ-averages 〈〉 in Bi, the functions F and G should be treated as the maps θ 7→ F(Ir, ψ̂ +
n
mθ, θ), θ 7→ G(Ir, ψ̂+ nmθ, θ). The functions B1,B2 are evaluated in lemma 6.3.3. Let Ξ = σ2(Ω′r)2A
[〈(
h ∂I∂q2
)2〉]
and Bσ =
1
2σ
2Ω′rA
[〈(
∂I
∂q2
)2〉]
. Let the initial conditions to (6.23)-(6.25) be such that Hε0 lies in between
H|sk and H|sd. Then,
1. When κ > 1, {Hεt}t∈[0,T∧eε] converges to the deterministic process ddtH0t = B(H0t ).
2. When κ = 1, {Hεt}t∈[0,T∧eε] converges in law to the diffusion H0t∧e given by
dH0t =
(
B(H0t ) + Bσ(H0t )
)
dt+
√
Ξ(H0t )dWt, (6.30)
where
e := inf{t > 0 : H0t is not in between H|sk and H|sd}.
Proof. We write the infinitesimal generator of (ψ̂εt , h
ε
t , θ
ε
t ) neglecting the higher order terms as
Lε = ε−1L0 + ε−1/2L1 + L2 + ε2ρLρ,
where ρ = κ−1 and L0 = ν ∂∂θ , L1 = F ∂∂h + Ω′rh ∂∂ψ , L2 = F′h ∂∂h + (Ω′′r 12h2 +G) ∂∂ψ and Lρ = 12σ2( ∂I∂q2 )2 ∂
2
∂2h2 .
For real-valued functions f0 defined on [Hsk,Hsd] define the operator
L = (B1(h) + B2(h))
∂
∂h
+ ε2(κ−1)
(
Bσ(h)
∂
∂h
+
1
2
Ξ(h)
∂2
∂h2
)
. (6.31)
We use the perturbed test function approach. Given smooth function f0 of H we construct a function fε as
fε(ψ, h, θ) = f0(H(ψ, h)) +
√
εf1(ψ, h, θ) + εf2(ψ, h, θ).
By appropriately choosing f1 and f2 we show that limε→0 |Lεfε −L f0| = 0 and limε→0 |fε − f0| = 0. By
theorem 4.8.2 in [60] we would have that the finite-dimensional distributions of Hε converges to those of H0.
For rigorous implementation of this procedure in an analogous situation see [93] and [63].
Expanding Lεfε we have
1√
ε
[
ν
∂f1
∂θ
+
(
F
∂f0
∂h
+ Ω′rh
∂f0
∂ψ
)]
+
[
ν
∂f2
∂θ
+
(
F
∂f1
∂h
+ Ω′rh
∂f1
∂ψ
)
+
(
F′h
∂f0
∂h
+ (Ω′′r
1
2
h2 + G)
∂f0
∂ψ
)]
+ ε2(κ−1)
[
σ2
2
(
∂I
∂q2
)2
∂2f0
∂h2
]
+ O(
√
ε).
138
In the above expression we make use of the following two relations:
∂f0
∂h
=
∂H
∂h
f ′0 = Ω
′
rhf
′
0,
∂f0
∂ψ
=
∂H
∂ψ
f ′0 = −〈F〉f ′0.
Let f1 = −A1 ∂f0∂h + g where A1 is specified at (6.28) and g be a function independent of θ which will be
chosen in a moment. Then the O( 1√
ε
)-part in Lεfε becomes zero.
Let Φ1 = A1F + Ω′rh2 ∂A1∂ψ , Φ2 = (Ω′rF′ − 〈F〉 12Ω′′r )h2 − 〈F〉G, Φ3 = 12σ2
(
∂I
∂q2
)2
and Ψ = (Φ2 − Ω′rΦ1 +
ε2(κ−1)Φ3Ω′r)f
′
0 + ε
2(κ−1)Φ3(Ω′rh)
2f ′′0 . Using the above f1, the O(1) and O(ε
2(κ−1)) terms in Lεfε can
together be written as
ν
∂f2
∂θ
+ (F− 〈F〉)
(
∂g
∂h
−A1(Ω′rh)2f ′′0
)
+ Ψ +
[
〈F〉∂g
∂h
+ Ω′rh
∂g
∂ψ
]
= 0.
Recognizing that ∂H∂h = Ω
′
rh and
∂H
∂ψ = −〈F〉 we choose g(ψ, h) as the solution of
∂H
∂h
∂g
∂ψ
− ∂H
∂ψ
∂g
∂h
= −
(
〈Ψ〉 − A[〈Ψ〉]
)
.
Note that LHS of the above equation is the derivative of g along the Hamiltonian flow ψ˙ = ∂H∂h , h˙ = −∂H∂ψ ,
and the average of RHS along a Hamiltonian orbit is zero. We also choose
νf2(ψ, h, θ) = −
∫ θ
0
(F− 〈F〉)
(
∂g
∂h
−A1(Ω′rh)2f ′′0
)
dθ −
∫ θ
0
(Ψ− 〈Ψ〉)dθ.
With the above choice of f1 and f2 we have that L
εfε = A[〈Ψ〉] + O(√ε). Because A[〈Ψ〉] is same as L f0
we get that Lεfε −L f0 is of order
√
ε, and by construction fε − f0 is of order
√
ε. 
6.3.2 Evaluation of B and Ξ
The expression for B and Ξ in theorem 6.3.2 can be simplified as follows.
Lemma 6.3.3. Let g be defined by g(h) = A[h2](h). Then the coefficients B and Ξ in theorem 6.3.2 can be
simplified as
B1(h) = 0, B2(h) = −δΩ′rg(h),
Bσ(h) =
1
2
σ2
Ω′rIr
Ωr
, Ξ(h) =
σ2(Ω′r)
2Ir
Ωr
g(h).
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Proof. The simplified expressions for Bσ and Ξ follow from the equality: (i)
∂I
∂q2
= ∂I∂H
∂H
∂q2
= 1Ωq2 and
(ii) by the definition of action Ir =
1
2pi
∮
q2dq1 =
1
2pi/T
1
T
∫ T
0
q22dt =
1
Ωr
〈q22〉
It turns out that B1 ≡ 0. We do not know any general reason why it should be zero. However we prove
this by evaluating the terms. Since it is quite tedious we shift it to section 6.6.
As for B2, using the structure of F from (6.16)-(6.18), we get that
B2 = −δ(Ω′r −
1
2
Ω′′r Ir)A[h2] + (Ω′rJ ′r −
1
2
Ω′′rJr)A[h2 sin(mψ̂/n)]
−J ′r
n
m
A[(−δIr + Jr sin(mψ/n)) cos(mψ̂/n)]. (6.32)
Recalling the definition 6.3.1 of the operator A we have
A[h2 sin(mψ/n)] =
1
T
∫ T
0
h2(t) sin(mψ(t)/n)dt
=
1
T
∫ T
0
h2(t)
(
dh
dt + δIr
Jr
)
dt
=
1
JrT
1
3
(h3(T)− h3(0)) + δIr
Jr
A[h2] =
δIr
Jr
A[h2]. (6.33)
Similarly, using −δIr + Jr sin(mψ/n) = dhdt and doing integration by parts while using dψdt = Ω′rh yields
A[(−δIr + Jr sin(mψ/n)) cos(mψ/n)] = m
n
Ω′r(δIr/Jr)A[h2]. (6.34)
Employing the above two results in (6.32) gives B2(h) = −δΩ′rg(h). 
6.3.3 Escape from the trap zone. Case κ > 1.
In this section we derive an approximation to mean time of exit from trap zone using the limit processes H0
of theorem 6.3.2. Then we study the dependence of mean exit time on the oscillator parameters.
Since we are interested in the escape from the trap zone (region A in the figure 6.3), we consider the
mean exit time Eh0 [eε] where eε is defined in (6.27) and h0 indicates that the initial condition is such that
Hε0 = h0. We restrict ourselves to the case that h0 lies between H|sk and H|sd.
Theorem 6.3.2 shows that, for κ = 1 the distribution of Hε converges to that of H0 given by the stochastic
differential equation (SDE) (6.30), and for κ > 1 the distribution converges to that of the deterministic
equation ddtH0t = B(H0t ). For small ε the distribution of H0 can be used to approximate the dynamics of
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Hε. Note that the averaged generator (6.31) corresponds to the SDE
dHt =
(
B(Ht) + ε2(κ−1)Bσ(Ht)
)
dt+ ε(κ−1)
√
Ξ(Ht)dWt. (6.35)
In the case κ = 1, the SDE (6.35) coincides with (6.30). In the case κ > 1, for small ε, we expect the SDE
(6.35) to give a better approximation to the dynamics than the deterministic equation ddtH0t = B(H0t ). We
have the following result for exit times of (6.35).
Theorem 6.3.4. Let τε be the exit time of Ht defined by (6.35) from the region bounded by Hsk and Hsd.
Then, for κ > 1,
lim
ε→0
ε2(κ−1) logEh0 [τε] = V (H|sd), (6.36)
where
V (h) =
2δΩr
σ2Ω′rIr
(h−H|sk).
Proof. Let g be as defined in lemma 6.3.3. Linearizing the Hamiltonian dynamics near Hsk it can be
shown that close to Hsk the function g behaves as g(h) ≈ h−HskΩ′r
[
1− m28n2 Ω
′
r(h−Hsk)
|Ω′rJr mn cos(mΨ∗/n)|
]
. Using this
fact, standard calculations (see table 6.2 in chapter 15 of [98] or chapter 8 in [99]) show that Hsk is an
entrance boundary for (6.35). Let L be as defined in (6.31). Let u(h) = Eh[τε]. Then u is the solution of
(see chapter 15.3 of [98])
Lu = −1, u(Hsd) = 0, u(Hsk) <∞.
The above equation can be solved as
u(h) =
λ
ε2ρ δΩ′
∫ Hsd
h
dy eλy/ε
2ρ
∫ y
Hsk
dη e−λη/ε
2ρ
Θ(y, η),
where ρ = 2(κ−1), λ = 2δΩrσ2Ω′rIr and Θ(y, η) = exp
(
− 1Ω′r
∫ y
η
dξ
g(ξ)
)
1
g(η) . Using the behaviour of g close to Hsk
it can be shown that limη→Hsk Θ(y, η) =: Θ(y,Hsk) is finite.
In the limit ε→ 0, using Laplace’s principle [100], u can be approximated as
u(h) ≈ λ
ε2ρ δΩ′
∫ Hsd
h
dy eλy/ε
2ρ
Θ(y,Hsk)ε
2ρ
λ
e−λHsk/ε
2ρ
≈ λ
ε2ρ δΩ′
Θ(Hsd,Hsk)ε
2ρ
λ
eλHsd/ε
2ρ ε2ρ
λ
e−λHsk/ε
2ρ
= ε2(κ−1)
Θ(Hsd,Hsk)
λδΩ′r
exp
(
λ(Hsd −Hsk)
ε2(κ−1)
)
from which the desired result follows. 
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Note that E[τε] is of the order eV (H|sd)/ε2(κ−1) . Though the averaging result of theorem 6.3.2 holds only
on times of order 1, because the fixed point Hsk is stable, we might expect that E[eε] would be approximately
of the same order as E[τε].
The quantity V (H|sd) gives a measure of difficulty of escape from the trap zone:
V (H|sd) = 2δΩr
σ2Ω′rIr
(H|sd −H|sk). (6.37)
More precisely, it can be evaluated to be
V (H|sd) = 2Ωr(n/m)
σ2|Ω′r|
δ2
(
2 sin−1 |χ| − pi + 2
√
1− |χ|2
|χ|
)
,
χ :=
δIr
Jr
=
δIr
ηJη + αJα
.
The condition (6.21) entails that |χ| < 1 for the resonance zone to exist.
Since the function in the brackets is monotonically decreasing in |χ|, we can deduce that for a fixed δ,
V (H|sd) is monotonically increasing in |Jr|, i.e. the higher the strength of periodic excitations the more
difficult is the escape from the trap. For a fixed Jr, V (H|sd) has a unique maximum as a function of δ. As δ
increases to |Jr|Ir , V (H|sd) decreases to 0, because the area of the trap zone decreases to zero. As δ decreases
to 0, V (H|sd) also decreases to zero—this behaviour is not intuitive. Hence, for a fixed strength of periodic
excitations, both high and low damping make the escape easier—intermediate values of damping make the
escape difficult.
6.3.4 Post escape from the trap. Case κ > 1.
Immediately outside of the trap region A, the deterministic dynamics alone is enough to take the system
out of the resonance zone (see the vector field in figure 6.3). Since the noise is small, getting re-trapped is
a rare event, i.e. the system moves out of the resonance zone quickly. Once outside of the resonance zone,
full-averaging i.e. averaging w.r.t (ϕ, θ) can be done. The full-averaged system shows that damping results
in decrease of I with time. However as I decreases the system might enter a different resonance zone—from
results of [94] we know that the measure of the set of initial conditions which get trapped is small. Those
that get trapped, escape at a rate governed by the results of section 6.3.3. In such fashion the system evolves
until it reaches a vicinity of (q1, q2) = (±
√
µ/γ, 0), i.e. a bottom of the wells in the potential U of (6.5).
Note that we have not analysed the behaviour near the homoclinic orbit. So, the description in the above
paragraph is valid for those trajectories which start within the region bounded by the homoclinic orbit in
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figure 6.1. However, the analysis in previous sections is valid also for the resonance zones that lie outside
the region bound by the homoclinic orbit.
If the action at the bottom of the well Ib := I|q1=√µ/γ,q2=0 is such that Ω(Ib) is in resonance with ν,
then interesting dynamics occurs. Such a situation with ν ≈ 2Ω(Ib) is studied in [101]. For the sake of
completeness we discuss this in section 6.4.
6.3.5 On the possibility of obtaining a large deviations principle for Hε when
κ > 1.
The convergence of Hε to the deterministic process ddtH0t = B(H0t ) and the exponential order of the mean
time of exit (which is a large deviation from the deterministic system) raise the question whether a large
deviations principle (LDP) can be obtained forHε process. Note that the limitH0 was obtained by averaging.
The interplay of averaging and large deviations is studied in, for example, [102], [103], [104] and [105].
Reference [104] considers slow-fast systems with two time-scales whose diffusion coefficient is uniformly
non-degenerate and shows that, under certain conditions, the slow system possesses an LDP with the rate
function same as the rate function of the slow process obtained by averaging out the fast process (see the
paragraph after theorem 3.4 in [104]). The system of equations (6.23)-(6.26) is a three time-scale system,
i.e. θε evolves at a faster rate than (ψ̂ε, hε) which in turn evolve at a faster rate than Hε. Further, the
diffusion coefficient in (6.23)-(6.26) is not non-degenerate. The diffusion coefficient for the averaged process,
√
Ξ in (6.35), behaves near the sink fixed point as
√
Ξ(h) ≈ √Ω′(h−H|sk), which also is not uniformly
non-degenerate. Large deviations for processes with diffusion coefficients behaving as σ(x) ≈ √x are studied
in [106]. However [106] assumes that the drift coefficient is positive when diffusion coefficient is zero. This
does not hold for (6.35) because B(H|sk) = 0. A preliminary analysis shows that a study of amount of time
spent near the boundary H|sk is crucial in order to obtain an LDP.
6.3.6 Diffusion limit: κ = 1
When κ = 1, for small ε, the dynamics of Hε can be approximated by that of the diffusion process (6.30).
However, the dynamics in this case is difficult to understand because (i) even after an exit from the trap
zone, the noise is strong enough to make the system re-enter the trap zone; (ii) averaging over (ψ̂, h) cannot
be done outside the trap zone.
143
6.4 Resonance at the bottom of the potential well
As mentioned earlier, trajectories of the oscillator (6.8) trickle down close to the point q =
√
µ/γ, i.e. the
bottom of the potential well for the unperturbed system (6.6). Linearizing (6.6) about q =
√
µ/γ, i.e. setting
x = q −√µ/γ and retaining terms linear in x, we get x¨+ 2µx = 0. This shows that, close to the bottom of
the potential well, the unperturbed system behaves approximately like a harmonic oscillator with frequency
√
2µ. Interesting dynamics occurs if the forcing frequency ν in the perturbed system (6.8) is in resonance
with the oscillator natural frequency
√
2µ. In the absence of noise (σ = 0) multiple solutions co-exist for
(6.8) with the state-space partitioned as domains of attractions for individual solutions. When σ 6= 0, the
noise facilitates switching of the trajectories between the domains of attraction.
In this section we study the perturbed system (6.8) in the case where the forcing frequency ν is close to
2
√
2µ, i.e. we investigate 2 : 1 resonance. We assume ν = 2
√
2µ(1 + ελ) where λ is a detuning parameter.
We study the dependence of switching rates on oscillator parameters.
Using the transformation xε1,t = q
ε
1,t −
√
µ/γ and xε2,t = q
ε
2,t in equation (6.8) we find

dxε1,t = x
ε
2,tdt,
dxε2,t = −(2µxε1,t + 3γ
√
µ/γ(xε1,t)
2 + γ(xε1,t)
3)dt+ ε
√
µ/γηµ cos(νt)dt
+ε
(
ηµ cos(νt)xε1,t + α cos(νt)− δxε2,t
)
dt+ εκσdWt.
(6.38)
The forcing ε
√
µ/γηµ cos(νt) induces an approximately periodic motion with an amplitude of the order
O(ε). However, significant length scale in the system turns out to be of the order O(
√
ε). Further, the
system (6.38) can be simplified by performing a near identity transformation which eliminates the quadratic
nonlinearities in (6.38). This motivates the following sequence of transformations on (6.38):

vε1,t =
1√
ε
(
xε1,t + ε
ηµ
√
µ/γ
ν2−2µ cos(νt)
)
,
vε2,t =
1√
ε
1√
2µ
(
xε2,t − εηµ
√
µ/γ
ν2−2µ ν sin(νt)
)
,
 yε1,t
yε1,t
 =
 vε1,t
vε2,t
+√ε√ γ
4µ
 (vε1,t)2 + 2(vε2,t)2
−2vε1,tvε2,t
+ ε γ
4µ
 (2vε1,t)3 − 3vε1,t(vε2,t)2
3(vε1,t)
2vε2,t
 .
We find that the dominant dynamics of y is rotation with frequency close to 12ν. So, we make one additional
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transformation to remove the rotation: zε1,t
zε1,t
 = e−tB/ε
 yε1,t/ε
yε2,t/ε
 , B = 1
2
ν
 0 1
−1 0
 .
Then we get,
dzεt = e
−tB/ε

 0 0
(η
√
2µ) cos(νt/ε) −δ
− 3γ
4µ
(z21 + z
2
2)
2
ν
B − λB
 etB/εzεt dt
+εκ−1
σ√
2µ
e−tB/ε
 0
1
 dWt + h.o.t (6.39)
The higher order terms are not significant for dynamics of zε on a fixed time interval [0, T ]. The fast
oscillating coefficients in the above equation can be averaged out. Define the averaged drift coefficient by
B(z) =
(
−3γ
4µ
(z21 + z
2
2)−
ν
2
λ
) z2
−z1
− δ
2
 z1
z2
+ η√2µ
4
 z2
z1
 .
Then the following theorem can be proved:
Theorem 6.4.1. Let zε be governed by (6.39).
1. If κ > 1, the process {zεt }t∈[0,T ] converges as ε→ 0 to the deterministic system
z˙ = B(z). (6.40)
2. If κ = 1, the process {zεt }t∈[0,T ] converges in law as ε→ 0 to the diffusion given by the SDE
dzt = B(zt)dt+
σ√
4µ
 dW1,t
dW2,t
 , (6.41)
where W1,W2 are independent standard Wiener processes.
Remark 6.2. We explain why a pair of Wiener processes arise in (6.41) even though (6.39) has only one
Wiener process. Note that the diffusion coefficient of zε in (6.39) is oscillating fast with frequency ν/2ε.
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The diffusion part of the infinitesimal generator for zε can be written as (after expanding etB/ε):
ε2(κ−1)
1
2
σ2
2µ
(
sin2
(
νt
2ε
)
∂2
∂z21
− sin
(
νt
ε
)
∂2
∂z1z2
+ cos2
(
νt
2ε
)
∂2
∂z22
)
.
Averaging out the fast oscillations we get ε2(κ−1) 12
σ2
4µ
(
∂2
∂z21
+ ∂
2
∂z22
)
, which is the infinitesimal generator for
a pair of independent Brownian motions of strength σ2/4µ.
In section 6.4.1 we show that the state space of the deterministic system (6.40) is the union of domains
of attraction of three fixed points. The relation between the fixed points of (6.40) and solutions of (6.8) is
also shown. In section 6.4.2 we study how the small noise in (6.39) facilitates the transition between the
domains of attraction.
6.4.1 The deterministic system (6.40).
One obvious fixed point of (6.40) is (0, 0). Others are given by
√
z21 + z
2
2 =
√
4µ√
3γ
√
−(νλ/2)±
√
(η
√
2µ/4)2 − (δ/2)2 =: R±, (6.42)
2z1z2
z21 + z
2
2
=
δ/2
η
√
2µ/4
. (6.43)
Note that for
√
z21 + z
2
2 to be real, we need
1
4η
√
2µ > 12δ. If
1
4
η
√
2µ >
1
2
δ and − (νλ/2) >
√
(η
√
2µ/4)2 − (δ/2)2, (6.44)
then two values are possible for
√
z21 + z
2
2 . Also note that if (z1, z2) is fixed point then so is (−z1,−z2). So,
in total there are four nontrivial fixed points. The points with
√
z21 + z
2
2 = R− are saddles for (6.40) and
the points with
√
z21 + z
2
2 = R+ are sinks for (6.40). This means that for the system obtained by setting
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z+pi
z+0
K1
K2
K0 z−0
Figure 6.4: Typical phase portrait for (6.40) when the conditions (6.44) are satisfied. The blue lines are
stable and unstable manifolds of the saddle points z−0 and z−pi. The domain of attraction for z0, z+0, z+pi
are separted by the blue lines. Figure generated using the software at [107].
σ = 0 in (6.8), the following solutions are possible (when higher order terms ignored):
qε1,t =
√
µ/γ + 0− εηµ
√
µ/γ
ν2 − 2µ cos(νt), (6.45)
qε1,t =
√
µ/γ +
√
εR+ cos(νt/2 + θ
+)− εηµ
√
µ/γ
ν2 − 2µ cos(νt), (6.46)
qε1,t =
√
µ/γ +
√
εR+ cos(νt/2 + θ
+ + pi)− εηµ
√
µ/γ
ν2 − 2µ cos(νt), (6.47)
qε1,t =
√
µ/γ +
√
εR− cos(νt/2 + θ−)− εηµ
√
µ/γ
ν2 − 2µ cos(νt), (6.48)
qε1,t =
√
µ/γ +
√
εR− cos(νt/2 + θ− + pi)− εηµ
√
µ/γ
ν2 − 2µ cos(νt). (6.49)
The solutions in (6.48) and (6.49) are unstable. The solutions in (6.45)–(6.47) are stable. Let the fixed points
of (6.40) corresponding to (6.45)–(6.49) be denoted respectively by z0, z+0, z+pi, z−0, z−pi. Then, for (6.40),
z0, z+0, z+pi are stable and z−0, z−pi are saddles. Let K0 be the domain of attraction (see figure 6.4.1) of the
stable trivial equilibrium (0, 0). Let K1,K2 be the domains of attaction of the fixed points z
+0 and z+pi. In
presence of noise, i.e. σ 6= 0, transitions occur between the domains of attraction K0, K1, K2 (equivalently
between the solutions (6.45)–(6.47)).
Next we study the mean exit time from each of the domains of attraction in the case κ > 1.
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6.4.2 Transition between the domains of attraction (κ > 1)
We consider the case κ > 1. Though zε in (6.39) converges in distribution to the deterministic system (6.40),
the part (ii) of theorem 6.4.1 suggests that, for small ε, the distribution of zε may be better approximated
by the distribution of the SDE
dzˆεt = B(zˆ
ε
t )dt + ε
κ−1 σ√
4µ
 dW1,t
dW2,t
 (6.50)
where W1,W2 are independent standard Wiener processes. Let τ
ε
i , for i = 0, 1, 2 denote the exit time of
(6.50) from the domains Ki. We approximate the mean exit time of z
ε in (6.39) by E τε.
Mean exit times from a domain D for small noise diffusions of the form dx = b(x)dt+ εσdW are studied
in [62] assuming that the vector field b points inward on the boundary of the domain (see theorem 4.4.1 of
[62]). Let ∂D denote the boundary of a domain D and n(z) the unit normal vector at point z on ∂D. Mean
exit times with vector fields b such that b(z).n(z) = 0 are studied in [108].
Using theorem 4.2 of [108] we describe the procedure to get asymptotics of the mean exit time of (6.50)
from the domains of attraction Ki.
For any T1, T2 ∈ R and ϕ ∈ C([T1, T2],R2), define
ST1T2(ϕ) =
1
2
∫ T2
T1
||ϕ˙t −B(ϕt)||2
σ2/(4µ)
dt. (6.51)
For i = 0, 1, 2, define the quasipotentials
Vi(x) := inf{ST1T2(ϕ) : ϕ ∈ C([T1, T2],Ki), ϕ(T1) = z∗, ϕ(T2) = x, T1 ≤ T2}, (6.52)
where z∗ is the fixed point of the domain of attraction Ki with boundary ∂Ki. The mean exit time from Ki
satisfies
lim
ε→0
ε2(κ−1) logEτεi = min
y∈∂Ki
Vi(y). (6.53)
The above equations show that the mean exit times Eτεi are of the order of eε
−2(κ−1)  1. Though the
averaging result that ‘(6.50) approximates (6.39)’ holds only on times of order O(1), since the fixed points
z∗ are stable, we expect the mean exit times of (6.39) to be approximately same exponential order as Eτεi .
Our aim next is to study the dependence of the quasipotentials on the parameters of the system: damping
δ, detuning λ and strength of nonlinearity γ while fixing the values of µ and strength of periodic excitation
η. The numerical method used to compute the quasipotentials is described in section 6.7.
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6.4.3 Dependence of the quasipotentials on the system parameters
Recall from (6.53) that the mean exit times from the domain of attractionKi is determined by miny∈∂Ki Vi(y).
So we need to find miny∈∂Ki Vi(y). The numerical procedure in section 6.7 can be used to find Vi(y) and the
minmizer can be obtained by inspection. Numerical simulations show that the saddle point on the boundary
is the minimizer. This is in agreement with theorem 4.1 in [109] which states that saddle points on the
boundary are local minimizers for quasipotentials. Recall that z−0 and z−pi are saddles. Define
V0 := V0(z
−0), V1 := V1(z−0), V2 := V2(z−pi).
Then, mean exit time from Ki, is of the order of e
Vi/ε
2(κ−1)
. By symmetry V1 = V2. Explicit formulas for V0
and V1 could not be found. However, using numerical simulations some properties of them can be deduced
as follows.
We fix (µ, η) and study how V0 and V1 vary with (δ, λ, γ). We focus only in the regime where there are 5
fixed points for z, i.e. the portrait looks as in the figure 6.4.1. For this situation we need according to (6.42)
that:
δ ∈ [0,
√
2µη/2], λ < − 1√
2µ
√
(η
√
2µ/4)2 − (δ/2)2. (6.54)
Since we fix (µ, η), we can simplify equations by rescaling parameters: δˆ = δ/(
√
2µη/2), λˆ = λ/(η/4),
γˆ = γ 3/(4µ)√
2µ η/4
. Then (6.54) becomes δˆ ∈ [0, 1], and λˆ < −√1− δ2. We then get, using ν ≈ 2√2µ, that
B(z) =
√
2µη
4

(
−γˆ(z21 + z22)− λˆ
) z2
−z1
− δˆ
 z1
z2
+
 z2
z1

 . (6.55)
For the fixed points we derive from (6.42) and (6.43) that
√
z21 + z
2
2 =
1√
γˆ
√
−λˆ±
√
1− δˆ2 =: R±, (6.56)
2z1z2
z21 + z
2
2
= δˆ. (6.57)
The above two equations suggest that as (−λˆ) increases, the size of the domain of attraction of z0 also
increases. This can be explained as follows. When δˆ is fixed, from (6.57) we can see that the angle between
the ‘line joining the fixed points to the origin’ and the axis z1 is fixed. From (6.56) we can see that as (−λˆ)
increases R± increases. A larger R− results in increased size of the domain of attraction of z0.
Intuitively we can deduce one trend: when the damping δˆ is increased V0 must increase because a larger
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damping makes it difficult for the system to reach large values.
Intuition deserts us to predict other dependences. We resort to numerical simulation. We fix µ = 1
and η = 2. The table below contains the approximate (V0, V1) pairs obtained by the numerical procedure
outlined in section 6.7: vertical axis is δˆ and horizontal axis is −λˆ.
δˆ
−λˆ
1.08 1.2 1.8 2.5 5 10
0.2 (0.001, 0.17) (0.004, 0.17) (0.04, 0.19) (0.11, 0.21) (0.42, 0.23) (1.18, 0.22)
0.4 (0.005, 0.29) (0.014, 0.29) (0.24, 0.31) (0.1, 0.29) (0.88, 0.33) (2.5, 0.3)
0.6 (0.022, 0.29) (0.04, 0.29) (0.18, 0.28) (0.4, 0.28) (1.42, 0.28) (3.8, 0.3)
0.8 (0.06, 0.14) (0.09, 0.14) (0.33, 0.14) (0.63, 0.14) (2.1, 0.14) (5.2, 0.14)
Table 6.1: (V0, V1) values for different values of δˆ and λˆ. Other parameters µ and η are fixed at µ = 1 and
η = 2.
As expected, as the dissipation δˆ increases, V0 increases. Whereas, V1 increases and then decreases.
V0 increases as (−λˆ) increases—possibly because the distance of the saddle from the origin increases.
Whereas there is not much variability for V1—possibly because −γˆ(z21 + z22) − λˆ ≈ −
√
1− δˆ2 near the R+
fixed point and this is independent of λˆ; so there is not much λˆ dependence in (6.55) when z is close to R+.
In the shaded region V0 > V1, so q
ε
t of (6.38) spends most of the time close to solution (6.45). The
unshaded region has V1 > V0 and so q
ε
t of (6.38) spends most of the time close to the solutions (6.46)-(6.47).
Summary
The capture of an oscillatory nonlinear system into resonance by periodic perturbations is an important
process in many applications. When noise perturbations are also present, the noise facilitates escape from
resonance zone. This chapter used averaging techniques to determine the effects of noisy perturbations on
the passage of trajectories through a resonance zone. We have examined a prototypical beam type nonlinear
energy harvesting model that contains a double well potential presented in [81, 82] and have shown that the
averaging technique enables some of the basic behavior of the model to be simply determined. In particular,
we have obtained the mean exit time for the Hamiltonian Hε which governs the rate of escape from the
resonance zone. Supplementary details follow.
6.5 Computation of Ir and Jr
The system (6.8) with ε = 0 is the same as the system defined by (6.3)-(6.5). We fix µ = 1, γ = 1. Then H
can take values in [−1/4,∞). The values [−1/4, 0) correspond to the region inside the homoclinic orbits (see
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figure 6.1), H = 0 denotes the homoclinic orbit, and the region outside the homoclinic orbit corresponds to
H > 0.
Solution to (6.3)-(6.5) for each level of the Hamiltonian can be written in terms of elliptic functions [110].
So we use elliptic modulus k as a proxy for the Hamiltonian H.
In the following, sn, cn, dn are Jacobi elliptic functions, and K,E are complete elliptic integrals of the
first and second kind respectively. In all the elliptic functions, the elliptic modulus used is k.
6.5.1 The case of −1/4 ≤ H < 0
Given H, let k be defined by
H = − 1− k
2
(2− k2)2 .
The solution to (6.3)-(6.5) can be written as
q1(ϕ) =
√
2
2− k2 dn(
2K
2pi
ϕ), q2(ϕ) = −
√
2k2
2− k2 cn(
2K
2pi
ϕ) sn(
2K
2pi
ϕ), ϕ˙ = Ω,
where Ω = 2pi
2K
√
2−k2 . The action I by definition is
1
2pi
∫
q2 dq1 with the integral over the Hamiltonian orbit,
and I turns out to be
I =
2
3pi(2− k2)3/2
(
2(k2 − 1)K + (2− k2)E
)
.
Now, m : n resonance occurs when k is such that we have ν = Ωmn . Let Ir denote the value of I at this
resonance. Noting that ∂I∂q2 =
∂I
∂H
∂H
∂q2
= 1Ωq2 we get that
F(I, ϕ, θ) =
q2(I, ϕ)
Ω(I)
(q1(I, ϕ)η cos θ + α cos θ − δq2(I, ϕ)).
Evaluating 〈F(ψ)〉 = 12mpi
∫ 2mpi
0
F(I, ψ + nmθ, θ)dθ with I = Ir gives
〈F(ψ)〉 = −δIr + Jr sin(mψ/n) = −δIr + (ηJηr + αJαr ) sin(mψ/n)
with
Jηr = −
pi2(m/n)2
2K2(2− k2)csch
(
m
n
piK˜
K
)
1{m/n∈N},
Jαr = −
pi(m/n)√
2K
√
2− k2 sech
(
m
n
piK˜
K
)
1{m/n∈N},
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where K˜ is the complete elliptic integral of the first kind with modulus
√
1− k2. To calculate 〈G(ψ)〉 we
make note of the following relation (see lemma 3.4 of [111]):
∂
∂ϕ
G(I, ϕ, θ) +
∂
∂I
F(I, ϕ, θ) = −δ.
Hence
∂
∂ψ
G(I, ψ +
n
m
θ, θ) +
∂
∂I
F(I, ψ +
n
m
θ, θ) = −δ.
Now,
∂
∂ψ
〈G(ψ)〉 = ∂
∂ψ
1
2mpi
∫ 2mpi
0
G(I, ψ +
n
m
θ, θ)dθ
=
1
2mpi
∫ 2mpi
0
∂
∂ψ
G(I, ψ +
n
m
θ, θ)dθ
= −δ − ∂
∂I
1
2mpi
∫ 2mpi
0
F(I, ψ +
n
m
θ, θ)dθ
= −δ − (−δ + (η(Jm:nη )′ + α(Jm:nα )′) sin(mψ/n))
= −(η(Jηr )′ + α(Jαr )′) sin(mψ/n)
which gives on integrating
〈G(ψ)〉 = n
m
(η(Jηr )
′ + α(Jαr )
′) cos(mψ/n),
where ′ indicates differentiation w.r.t I. These derivatives can be evaluated as (Jηr )
′ = ∂J
η
r
∂k /
∂I
∂k etc.
6.5.2 The case of H > 0
Given H, let k be defined by
H =
k2(1− k2)
(2k2 − 1)2 .
The solution to (6.3)-(6.5) can be written as
q1(ϕ) =
√
2k2
2k2 − 1 cn(
4K
2pi
ϕ), q2(ϕ) = −
√
2k
2k2 − 1 sn(
4K
2pi
ϕ) dn(
4K
2pi
ϕ), ϕ˙ = Ω,
where Ω = 2pi
4K
√
2k2−1 . The action I turns out to be
I =
4
3pi(2k2 − 1)3/2
(
(1− k2)K + (2k2 − 1)E
)
.
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Using similar procedure as in the case of H ∈ [−1/4, 0), we get
Jηr = −
pi2(m/n)2
4K2(2k2 − 1)csch
(
m
2n
piK˜
K
)
1{mn ∈2N},
Jαr = −
pi(m/n)√
2K
√
2k2 − 1sech
(
m
2n
piK˜
K
)
1{mn ∈2N−1},
〈G(ψ)〉 = n
m
(η(Jηr )
′ + α(Jαr )
′) cos(mψ/n).
6.6 Showing B1 ≡ 0.
Let
K0(ϕ) =
1
Ω
(
ηq1(Ir, ϕ)q2(Ir, ϕ) + αq2(Ir, ϕ)
)
,
Kc(ϕ) = K0(ϕ) cos(mϕ/n), Ks(ϕ) = K0(ϕ) sin(mϕ/n), Kδ(ϕ) = − 1
Ω
δq22(Ir, ϕ),
with qi(I, ϕ) being represented in terms of elliptic functions with modulus k and argument
4K(k)
2pi ϕ where
K(k) is the complete elliptic integral of the first kind. Then,
F(ψ̂ +
n
m
θ, θ) = cos(
mψ̂
n
)Kc(ψ̂ +
n
m
θ) + sin(
mψ̂
n
)Ks(ψ̂ +
n
m
θ) +Kδ(ψ̂ +
n
m
θ).
It can be verified easily that
νA1(ψ̂, θ) = −〈F(ψ̂)〉θ + m
n
∫ ψ̂+ nm θ
ψ̂
(
cos(
mψ̂
n
)Kc(ϕ) + sin(
mψ̂
n
)Ks(ϕ) +Kδ(ϕ)
)
dϕ.
The average w.r.t θ of the function θ 7→ A1(ψ̂, θ)F(ψ̂ + nmθ, θ) is given by
〈A1F〉 = 1
2npiν
∫ ψ̂+2npi
ψ̂
{
−〈F(ψ̂)〉 (ϕˆ− ψ̂)m
n
+
+
m
n
∫ ϕˆ
ψ̂
(
cos(
mψ̂
n
)Kc(ϕ) + sin(
mψ̂
n
)Ks(ϕ) +Kδ(ϕ)
)
dϕ
}
×
×
{
cos(
mψ̂
n
)Kc(ϕˆ) + sin(
mψ̂
n
)Ks(ϕˆ) +Kδ(ϕˆ)
}
dϕˆ.
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ν
∂A1
∂ψ̂
(ψ̂, θ) = −∂〈F(ψ̂)〉
∂ψ̂
θ +
m
n
∫ ψ̂+ nm θ
ψ̂
(
−m
n
sin(
mψ̂
n
)Kc(ϕ) +
m
n
cos(
mψ̂
n
)Ks(ϕ)
)
dϕ
+
m
n
cos(
mψ̂
n
)(Kc(ψ̂ +
n
m
θ)−Kc(ψ̂))
+
m
n
sin(
mψ̂
n
)(Ks(ψ̂ +
n
m
θ)−Ks(ψ̂))
+
m
n
(Kδ(ψ̂ +
n
m
θ)−Kδ(ψ̂)).
Hence
〈∂A1
∂ψ̂
〉 = 1
2npiν
∫ ψ̂+2npi
ψ̂
{
m
n
∫ ϕˆ
ψ̂
(
−m
n
sin(
mψ̂
n
)Kc(ϕ) +
m
n
cos(
mψ̂
n
)Ks(ϕ)
)
dϕ+
+
m
n
cos(
mψ̂
n
)(Kc(ϕˆ)−Kc(ψ̂))
+
m
n
sin(
mψ̂
n
)(Ks(ϕˆ)−Ks(ψ̂))
+
m
n
(Kδ(ϕˆ)−Kδ(ψ̂)) − m
n
∂〈F(ψ̂)〉
∂ψ̂
(ϕˆ− ψ̂)
}
dϕˆ.
We start with the above and using integration-by-parts show that B1 ≡ 0. It is convenient to introduce
some notation first: For periodic functions with period 2npi we define
{f} = 1
2npi
∫ ψ+2npi
ψ
f(ϕ)dϕ, (6.58)
{f, g} = 1
2npi
∫ ψ+2npi
ψ
g(ϕˆ)
(∫ ϕˆ
ψ
f(ϕ)dϕ
)
dϕˆ, (6.59)
{{f}} = {1, f}. (6.60)
Note that {f} does not depend on ψ, but {f, g} and {{f}} do. Further,
{f, g}+ {g, f} = 2npi{f}{g}, (6.61)
and
1
2npi
∫ ψ+2npi
ψ
(ϕ− ψ)f(ϕ)dϕ = 2npi{f} − {{f}}. (6.62)
Let c = cos(mψ/n) and s = sin(mψ/n).
It can be verified that
{Kδ} = −δIr, {Ks} = Jr, {Kc} = 0.
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Hence
〈F〉 = {Kδ}+ {Ks}s. (6.63)
Akin to the results (6.33) and (6.34), we can prove the following lemma:
Lemma 6.6.1. The following five identities hold:
1. A[{{Kc}}c({Kδ}+ {Ks}s)] = A[{{Kc}}mn Ω′rh2s]− A[{{Kc}}′Ω′rh2c],
2. {Ks}A[{{Ks}}s2] = −{Kδ}A[{{Ks}}s]− A[{{Ks}}′Ω′rh2s]− A[{{Ks}}mn Ω′rh2c],
3. − 2npi2 {Ks}2A[s2] = − 2npi2 {Kδ}2 + 2npi2 {Ks}mn Ω′rA[h2c],
4. {Kδ}A[{{Ks}}] + A[Ω′rh2{{Ks}}′] + {Ks}A[{{Ks}}s] = 0,
and (v)
A[s({Kδ}{{Ks}}+ {Ks}{{Kδ}} − 2npi{Kδ}{Ks})] = −{Kδ}
2
{Ks} A[{{Ks}}]− {Kδ}A[{{Kδ}}]
+2npi{Kδ}2 − {Kδ}{Ks}A[Ω
′
rh
2{{Ks}}′]− A[Ω′rh2{{Kδ}}′].
Now,
n
m
ν〈A1F〉 = c({Kδ,Kc}+ {Kc,Kδ}) + s({Kδ,Ks}+ {Ks,Kδ})
+ c2{Kc,Kc}+ s2{Ks,Ks}+ cs({Kc,Ks}+ {Ks,Kc})
+ {Kδ,Kδ} − 〈F〉c(2npi{Kc} − {{Kc}})
− 〈F〉s(2npi{Ks} − {{Ks}})− 〈F〉(2npi{Kδ} − {{Kδ}}).
Using (6.61), (6.63) and that {Kc} = 0 we have
n
m
ν〈A1F〉 = −2npi
2
{Kδ}2 + {Kδ}{{Kδ}}+ {{Kc}}c({Kδ}+ {Ks}s)
+ s({Kδ}{{Ks}}+ {Ks}{{Kδ}} − 2npi{Kδ}{Ks})
+ s2(−2npi
2
{Ks}2 + {Ks}{{Ks}}).
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Using lemma 6.6.1 we have
n
m
νA[〈A1F〉] = −2npi
2
{Kδ}2 + {Kδ}A{{Kδ}}+ A[{{Kc}}m
n
Ω′rh
2s]
− A[{{Kc}}′Ω′rh2c]−
{Kδ}2
{Ks} A[{{Ks}}]− {Kδ}A[{{Kδ}}]
+ 2npi{Kδ}2 − {Kδ}{Ks}A[Ω
′
rh
2{{Ks}}′]− A[Ω′rh2{{Kδ}}′]
− 2npi
2
{Kδ}2 + 2npi
2
{Ks}m
n
Ω′rA[h2c]− {Kδ}A[{{Ks}}s]
− A[{{Ks}}′Ω′rh2s]− A[{{Ks}}
m
n
Ω′rh
2c].
Simplifying and rearranging we have
n
m
νA[〈A1F〉] = A[(s{{Kc}} − c{{Ks}})m
n
Ω′rh
2] +
2npi
2
{Ks}m
n
Ω′rA[h2c]
− A[({{Kc}}′c + {{Ks}}′s + {{Kδ}}′)Ω′rh2]
− {Kδ}
2
{Ks} A[{{Ks}}]−
{Kδ}
{Ks}A[Ω
′
rh
2{{Ks}}′]− {Kδ}A[{{Ks}}s].
Using that {{Ks}}′ = −Ks(ψ) + {Ks} etc we have
{{Kc}}′c + {{Ks}}′s + {{Kδ}}′ = ({Kc}c + {Ks}s + {Kδ})− (Kc(ψ)c +Ks(ψ)s +Kδ(ψ)),
and employing this above we have
n
m
νA[〈A1F〉] = A[(s{{Kc}} − c{{Ks}})m
n
Ω′rh
2]− A[({Kc}c + {Ks}s + {Kδ})Ω′rh2]
+A[(Kc(ψ)c +Ks(ψ)s +Kδ(ψ))Ω′rh2] +
2npi
2
{Ks}m
n
Ω′rA[h2c].
Inspection of nmνA[Ω
′h2〈∂A1∂ψ 〉] shows that exactly the above terms arise but with opposite sign.
6.7 Computation of the quasipotential
Recall the definition (6.52) of the quasipotential V and the action functional ST1T2 defined in (6.51). The
optimization problem in (6.52) can be written as follows:
Minimize
1
2
∫ T2
T1
||us||22ds subject to z˙t = B(zt) + ut with zT1 = z∗, zT2 = x.
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Note that T1 and T2 are also free in the optimization, i.e. the minimum is over all possible T1, T2 with
T1 ≤ T2.
The usual method to solve this optimal control problem is as follows:
Define the Hamiltonian
H(z, p) := sup
u
(
ptr(B(z) + u)− 1
2
||u||22
)
. (6.64)
It is easy to see that the sup is obtained by taking u = p and so
H(z, p) = ptrB(z) +
1
2
||p||22. (6.65)
Then the trajectories for which 12
∫ T2
T1
||us||22ds has first variation zero satisfy the Euler-Lagrange equations
z˙ =
∂H
∂p
, p˙ = −∂H
∂z
. (6.66)
Further, the fact that the time variables Ti are free, forces
H ≡ 0. (6.67)
If we are interested in calculating the quasipotential Vi(x), we need to impose the boundary conditions
z(T1) = z∗, z(T2) = x (6.68)
where z∗ is the stable fixed point whose domain of attraction is Ki. Note that these are four boundary
conditions—two for T1 and two for T2. The function Vi(x) itself is obtained by integrating
V˙ =
1
2(σ2/4µ)
||p||2 for t ∈ [T1, T2], V (T1) = 0, (6.69)
and setting Vi(x) = V (T2). Note that the sup in (6.64) is attained at u = p.
Hence, the quasipotential can be obtained by solving (6.66) for the 4-dimensional system (z, p) with the
four boundary conditions (6.68) while using (6.67) to determine the free parameters Ti and then using (6.69).
The above suggested method works except for the following issue. Recall that the z∗ in the definition of
quasipotential is a fixed point for z˙ = B(z). Hence B(z∗) = 0. When z = z∗, (6.67) implies that p = 0. So
(z, p) = (z∗, 0) is a fixed point for the system of equations (6.66) and the system started at (z∗, p) does not
move from it.
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To rectify this, [112] suggests the following as a numerical procedure to calculate the quasipotential. The
optimization above does not occur for finite times T1, T2. Optimal trajectory takes infinite time to leave
from (z∗, p). When it leaves, it leaves along the unstable manifold of (6.66) at (z∗, p = 0). So, instead of
starting at (z∗, 0), start (6.66) at a point on the unstable manifold but very close to (z∗, 0). The unstable
manifold at (z∗, 0) is tangential to the unstable eigenspace of the linearization of system (6.66) at (z∗, 0).
And this tangent can be easily found. Given z† very close to z∗, there is a unique p† so that (z†, p†) belongs
to the unstable eigenspace. So, we pick lot of z† close to z∗ and find corresponding p† and simulate (6.66).
Of all these simulations whichever trajectory passes through x is the desired trajectory.
The above is the numerical procedure that we use to study the dependence of the quasipotential on the
system parameters in section 6.4.3. For the sake of completeness we write the system (6.66) explicitly, clearly
showing its linear and nonlinear parts. Let c = − 3γ4µ ||z∗||22 − 12νλ. Then (6.66) can be written as

z˙1
z˙2
p˙1
p˙2

=
 M I2×2
02×2 N


z1
z2
p1
p2

+
3γ
4µ

−(||z||22 − ||z∗||22)z2
(||z||22 − ||z∗||22)z1
2z1(p1z2 − p2z1)
2z2(p1z2 − p2z1)

(6.70)
where M =
 −δ/2 c+ η√2µ/4
−c+ η√2µ/4 −δ/2
, and N =
 δ/2 c− η√2µ/4
−c− η√2µ/4 δ/2
. Let U be a
matrix such that (z = Up, p) is in the unstable eigenspace of the linearized system. Then we have I+MU −
UN = 0. After solving this for U we can take a point in the unstable eigenspace as (z, U−1z). So, we choose
z values near by z∗ and then start (6.70) at (z, U−1z).
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Appendix A
The variation-of-constants formula
Consider the DDE (1.5) reproduced below for convenience:

x˙(t) = L0(Πtx), t ≥ 0,
Π0x = ζ ∈ C,
(A.1)
Recall that the solution of (A.1) induces a semigroup {T (t)}t≥0 on C defined by T (t) : C → C, with
T (t)ζ = Πtx (the solution of (A.1) at time t with initial condition ζ). Let g : [−r,∞)→ R satisfy

g(t) = 1 +
∫ t
0
L0(Πsg)ds, t ≥ 0,
g(t) = 0, t < 0.
(A.2)
Recall the projection operator pi, its extension pˆi and the bases Φ and Ψ defined in section 1.1. Define
χ : [−r,∞)→ R and γ : [−r,∞)→ R by
χ(t) = Φ(0)etBΨˆ, γ = g − χ. (A.3)
It can be shown (see section 1.1.1) that Πtχ = pˆiΠtg and Πtγ = (1− pˆi)Πtg.
Define qt : C → C as the operator which extends η to the right by zero and shifts by t, i.e., for θ ∈ [−r, 0],
qtη(θ) =

0, θ > −t,
η(θ + t), θ ≤ −t.
Define J(t) :=
∫ t∧r
0
L0(qsζ)ds. Assume F : C → R is Lipschitz. Applying lemma 6.1 of [19] we get that if
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X satisfies
X(t) = g(t)X(0) +
∫ t
0
g(t− s)dJ(s) +
∫ t
0
g(t− s)F (ΠsX)dWs, t ≥ 0, (A.4)
X(t) = ζ(t), t ∈ [−r, 0]; ζ ∈ C.
then X satisfies the integral equation
X(t) = X(0) +
∫ t
0
L0(ΠsX)ds+
∫ t
0
F (ΠsX)dWs, t ≥ 0, (A.5)
X(t) = ζ(t), t ∈ [−r, 0]; ζ ∈ C.
Theorem 5.2 in [19] shows that (A.4) has unique solution. Since F is Lipschitz, (A.5) has unique solution.
Following the argument outlined in section 6 of [19] we have that the unique solution of (A.5) satisfies
(A.4). Applying the lemma 6.1 of [19] with F = 0 we get that g(t)X(0) +
∫ t
0
g(t − s)dJ(s) = T (t)ζ(0)
where {T (t)}t≥0 is the solution semigroup of the DDE (A.1). Hence, the solution of (A.5) satisfies the
variation-of-constants formula
X(t) = T (t)ζ(0) +
∫ t
0
g(t− s)F (ΠsX)dWs, t ≥ 0, (A.6)
X(t) = ζ(t), t ∈ [−r, 0]; ζ ∈ C.
The stochastic integral in (A.6) is a semimartingale (see lemma 5.7 in [19]) with the decomposition
∫ t
0
g(t− s)F (ΠsX)dWs = g(0)
∫ t
0
F (ΠsX)dWs +
∫ t
0
(∫ u
0
g′(u− s)F (ΠsX)dWs
)
du. (A.7)
A.1 Projection onto P
Write ΠtX = Φzt + yt where zt ∈ R2 and yt ∈ C. Then z can be obtained by (zt)i = 〈Ψi,ΠtX〉 where 〈·, ·〉
is the bilinear form defined at (1.13). Let νi be a measure on [−r, 0] such that
∫
η(θ)νi(dθ) = 〈Ψi, η〉. Then,
by stochastic Fubini theorem (theorem 2.5 in [19]), we have, for τ ≥ 0 fixed, a.s.
∫ ∫ t
0
g(τ + θ − s)F (ΠsX)dWsνi(dθ) =
∫ t
0
∫
g(τ + θ − s)νi(dθ)F (ΠsX)dWs, t ≥ 0.
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Selecting t = τ we get that, for τ ≥ 0 fixed,
∫ ∫ τ
0
g(τ + θ − s)F (ΠsX)dWsνi(dθ) =
∫ τ
0
∫
g(τ + θ − s)νi(dθ)F (ΠsX)dWs, a.s. (A.8)
Using that g(t) = 0 for t < 0, and using (A.6), we have that LHS of (A.8) equals
∫ ∫ τ+θ
0
g(τ + θ − s)F (ΠsX)dWsνi(dθ) =
∫
(X(τ + θ)− T (τ + θ)ζ(0))νi(dθ) = 〈Ψi,ΠτX − T (τ)ζ〉.
For the RHS of (A.8) we use
∫
g(τ + θ − s)νi(dθ) = 〈Ψi,Πτ−sg〉 = 〈Ψi, pˆiΠτ−sg〉 = 〈Ψi,Πτ−sχ〉 = (e(τ−s)BΨˆ)i.
Hence we have from (A.8) that for τ ≥ 0 fixed,
〈Ψi,ΠτX〉 = 〈Ψi, T (τ)ζ〉+
∫ τ
0
(e(τ−s)BΨˆ)iF (ΠsX)dWs, a.s.
Denoting 〈Ψi, ζ〉 = (z0)i and realizing that 〈Ψ, T (t)ζ〉 = etBz0 we have that for t ≥ 0 fixed,
zt = e
tBz0 + e
tB
∫ t
0
e−sBΨˆF (ΠsX)dWs, a.s. (A.9)
Note that t 7→ ∫ t
0
e−sBΨˆF (ΠsX)dWs has continuous trajectories. Since X has continuous trajectories and
pi is continuous, we have t 7→ zt also continuous. Hence both LHS and RHS of (A.9) are indistinguishable
(problem I.1.5 of [76]). Hence we have a.s.
zt = e
tBz0 + e
tB
∫ t
0
e−sBΨˆF (ΠsX)dWs, t ≥ 0, (A.10)
which we write in differential form as
dzt = Bztdt+ ΨˆF (Φzt + yt)dWt, t ≥ 0. (A.11)
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A.2 Projection onto Q
Using (A.3), we get that the solution to the integral equation (A.5) also satisfies the variation-of-constants
formula
X(t) =

T (t)ζ(0) +
∫ t
0
γ(t− s)F (ΠsX)dWs + Φ(0)etB
∫ t
0
e−sBΨˆF (ΠsX)dWs, t ≥ 0,
ζ(t), t ≤ 0,
(A.12)
When t ≥ 0 and t+ θ ≥ 0, using (A.10) we have
Φ(0)e(t+θ)B
∫ t+θ
0
e−sBΨˆF (ΠsX)dWs = Φ(θ)etB
∫ t
0
e−sBΨˆF (ΠsX)dWs
− Φ(θ)etB
∫ t
t+θ
e−sBΨˆF (ΠsX)dWs
= Φ(θ)
(
zt − etBz0
) − Φ(θ)etB ∫ t
t+θ
e−sBΨˆF (ΠsX)dWs.
Writing X(t+ θ) = Φ(θ)zt + yt(θ) in (A.12) and using the above equation we get
Φ(θ)zt + yt(θ) = Φ(θ)e
tBz0 + T (t)(1− pi)ζ(θ) +
∫ t+θ
0
γ(t+ θ − s)F (ΠsX)dWs +
+ Φ(θ)
(
zt − etBz0
) − Φ(θ)etB ∫ t
t+θ
e−sBΨˆF (ΠsX)dWs,
which gives the representation for Q-projection as
yt(θ) =

T (t)(1− pi)ζ(θ) + ∫ t+θ
0
γ(t+ θ − s)F (ΠsX)dWs
− Φ(θ)etB ∫ t
t+θ
e−sBΨˆF (ΠsX)dWs, t+ θ ≥ 0,
T (t)(1− pi)ζ(θ) − Φ(θ)etB ∫ t
0
e−sBΨˆF (ΠsX)dWs, t+ θ ≤ 0.
(A.13)
A.3 Integration by parts
Define Zt :=
∫ t
0
F (ΠsX)dWs. From the results of [19] we have that
∫ •
0
γ(• − s)F (ΠsX)dWs is continuous
semimartingale with the decomposition
∫ t
0
γ(t− s)F (ΠsX)dWs := γ(0)Zt +
∫ t
0
(∫ u
0
γ′(u− s)F (ΠsX)dWs
)
du, t ≥ 0. (A.14)
The last term in (A.14) has absolutely continuous sample paths.
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Lemma A.3.1. Let Zt :=
∫ t
0
F (ΠsX)dWs. We have the integration by parts formula:
∫ t
0
γ(t− s)F (ΠsX)dWs = γ(0)Zt +
∫ t
0
γ′(t− s)Zsds, t ≥ 0. (A.15)
Using integration by parts (corollary 2 of theorem 22 in [113]) we have for fixed t ≥ 0
∫ •
0
γ(t− s)F (ΠsX)dWs = γ(0)Z• +
∫ •
0
γ′(t− s)Zsds.
Evaluating this at t, we have that, for fixed t ≥ 0
∫ t
0
γ(t− s)F (ΠsX)dWs = γ(0)Zt +
∫ t
0
γ′(t− s)Zsds, a.s. (A.16)
The following computation shows that t 7→ ∫ t
0
γ′(t− s)Zsds is continuous. For δ > 0 consider
∣∣∣∣ ∫ t+δ
0
γ′(t+ δ − s)Zsds −
∫ t
0
γ′(t− s)Zsds
∣∣∣∣
=
∣∣∣∣∣
∫ δ
0
γ′(t+ δ − s)Zsds +
∫ t+δ
δ
γ′(t+ δ − s)Zsds −
∫ t
0
γ′(t− s)Zsds
∣∣∣∣∣
=
∣∣∣∣∣
∫ δ
0
γ′(t+ δ − s)Zsds +
∫ t
0
γ′(t− s)(Zs+δ − Zs)ds
∣∣∣∣∣
≤ (sup |γ′|)
(∫ δ
0
|Zs|ds +
∫ t
0
|Zs+δ − Zs|ds
)
.
Since Z has continuous paths, s 7→ Zs is uniformly continuous on [0, t + 1], and hence continuity of t 7→∫ t
0
γ′(t−s)Zsds follows. Also, t 7→
∫ t
0
γ(t−s)F (ΠsX)dWs is a continuous process. Since both sides of (A.16)
have continuous sample paths, they are indistinguishable (problem I.1.5 of [76]). Hence almost surely (A.15)
holds.
The following result would be useful.
Lemma A.3.2. We use the notation
∫ t
0
γ(t−s)dZs to mean the LHS of (A.15). Suppose t ≥ r and v ≥ t−r.
Then
sup
v∈[t−r,t]
∣∣∣∣∫ v
0
γ(v − u)dZu
∣∣∣∣ ≤ ∣∣∣∣∫ t−r
0
γ(t− r − u)dZu
∣∣∣∣ + |γ(0)| sup
v∈[t−r,t]
|Zv − Zt−r|
+
∫ t
t−r
∣∣∣∣∫ u
0
γ′(u− s)F (ΠsX)dWs
∣∣∣∣ du. (A.17)
163
Suppose 0 ≤ v ≤ t. Then
∫ t
0
γ(t− u)dZu = γ(v)Zt +
∫ t−v
0
γ′(t− s)Zsds +
∫ t
t−v
γ′(t− s)(Zs − Zt)ds, 0 ≤ v ≤ t. (A.18)
For v ∈ [0, T ],
sup
t∈[0,T ]
∣∣∣∣∫ t
0
γ(t− u)dZu
∣∣∣∣ ≤
(
|γ(v)| +
∫ T
v
|γ′(s)|ds
)
sup
t∈[0,T ]
|Zt| + w(v, T ;Z)
∫ v
0
|γ′(s)|ds
+
(
|γ(0)|+
∫ v
0
|γ′(s)|ds
)
sup
t∈[0,v]
|Zt|, (A.19)
where w(·, · ;Z) is the modulus of continuity of Z defined at 2.1.2.
Proof. (A.17) follows from the following computation:
∫ v
0
γ(v − u)dZu = γ(0)Zv +
∫ v
0
(∫ u
0
γ′(u− s)F (ΠsX)dWs
)
du
= γ(0)Zt−r +
∫ t−r
0
(∫ u
0
γ′(u− s)F (ΠsX)dWs
)
du
+ γ(0) (Zv − Zt−r) +
∫ v
t−r
(∫ u
0
γ′(u− s)F (ΠsX)dWs
)
du
=
∫ t−r
0
γ(t− r − u)dZu + γ(0) (Zv − Zt−r) +
∫ v
t−r
(∫ u
0
γ′(u− s)F (ΠsX)dWs
)
du.
Now, suppose 0 ≤ v ≤ t. (A.18) follows from the following computation:
∫ t
0
γ(t− u)dZu = γ(0)Zt +
∫ t
0
γ′(t− s)Zsds
= γ(0)Zt +
∫ t−v
0
γ′(t− s)Zsds +
∫ t
t−v
γ′(t− s)Zsds
= γ(0)Zt +
∫ t−v
0
γ′(t− s)Zsds + Zt
∫ t
t−v
γ′(t− s)ds +
∫ t
t−v
γ′(t− s)(Zs − Zt)ds
= γ(0)Zt +
∫ t−v
0
γ′(t− s)Zsds + Zt(γ(v)− γ(0)) +
∫ t
t−v
γ′(t− s)(Zs − Zt)ds.
Note that
sup
t∈[0,T ]
∣∣∣∣∫ t
0
γ(t− u)dZu
∣∣∣∣ ≤ sup
t∈[v,T ]
∣∣∣∣∫ t
0
γ(t− u)dZu
∣∣∣∣ + sup
t∈[0,v]
∣∣∣∣∫ t
0
γ(t− u)dZu
∣∣∣∣ (A.20)
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The first term in the RHS of (A.20), on using (A.18), can be bounded above by
(
|γ(v)| + sup
t∈[v,T ]
∫ t−v
0
|γ′(t− s)|ds
)
sup
t∈[0,T ]
|Zt| + w(v, T ;Z) sup
t∈[v,T ]
∫ t
t−v
|γ′(t− s)|ds
≤
(
|γ(v)| +
∫ T
v
|γ′(s)|ds
)
sup
t∈[0,T ]
|Zt| + w(v, T ;Z)
∫ v
0
|γ′(s)|ds.
The second term in the RHS of (A.20), using (A.15), can be bounded above by
sup
t∈[0,v]
∣∣∣∣γ(0)Zt + ∫ t
0
γ′(t− s)Zsds
∣∣∣∣ ≤ sup
t∈[0,v]
|Zt|
(
|γ(0)| +
∫ t
0
|γ′(t− s)|ds
)
≤
(
|γ(0)| +
∫ v
0
|γ′(s)|ds
)
sup
t∈[0,v]
|Zt|
Combining the above bounds (A.19) follows.
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Appendix B
Some remarks on existing results
Multiscale approach of [31, 32]
In this section we show that the results of [31, 32] are not satisfactory.
One of the equations considered in [32] is:
dXε(t) =
1
ε2
(
− αXε(t) + βXε(t− ε2τ)
)
dt+Xε(t)dW (t), (B.1)
where W is a Wiener process. This is time-rescaled version of eq 1.1 in [32]. The analysis below appears in
section 2 of [32]. The above equation is studied as a perturbation of the linear equation
x˙(t) =
1
ε2
(
− αx(t) + βx(t− ε2τ)
)
. (B.2)
Seeking solution of the form eλt/ε
2
the characteristic equation is found to be λ = −α + βe−λτ . Let the
parameters α, β, τ = τc + ε
2τ2 be such that when τ2 = 0, a pair of roots ±iω are on the imaginary axis and
all other roots are with negative real part. In this scenario we have iω = −α + βe−iωτc which on solving
gives1
ω =
√
β2 − α2, β cos(ωτc) = α, β sin(ωτc) = −ω. (B.3)
[32] employs multiscale analysis and for that purpose writes2
dW (t) = K0dW0(t) +K2,1 cos(2ωt
ε2
)dW2,1(t) +K2,2 sin(2ωt
ε2
)dW2,2(t), (B.4)
1This is eq 2.1 in [32].
2This is eq 2.11 in [32].
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where Wi are independent Brownian motions. [32] assumes that solution X
ε is of the form3
Xε(t) = A(t) cos(ωt/ε2) +B(t) sin(ωt/ε2). (B.5)
Here A,B vary at different scale (in the spirit of multiscale analysis) than cosine and sine. According to
[32], on one hand, applying Ito formula we have4
dXε =
1
ε2
(−ωsA+ ωcB) dt+ cdA+ sdB, (B.6)
where c = cos(ωt/ε2) and s = sin(ωt/ε2). On the other hand, since Xε must satisfy (B.1) we must have5
dXε =
1
ε2
(
−α (cA+ sB) + β
(
Aτ cos(
ω(t− ε2τ)
ε2
) +Bτ sin(
ω(t− ε2τ)
ε2
)
))
dt
+ (cA+ sB)(K0dW0(t) +K2,1 cos(2ωt
ε2
)dW2,1(t) +K2,2 sin(2ωt
ε2
)dW2,2(t)), (B.7)
where Aτ means A(t− ε2τ). Using τ = τc + ε2τ2 and (B.3) we have
β cos(
ω(t− ε2τ)
ε2
) = (αc− ωs) + ε2ωτ2(ωc + αs), β sin(ω(t− ε
2τ)
ε2
) = (ωc + αs) + ε2ωτ2(−αc + ωs).
(B.8)
Using the above in (B.7) and comparing the resulting equation with (B.6) we have
1
ε2
(−α(cA+ sB) +Aτ (αc− ωs) +Bτ (αs + ωc)) dt + ωτ2 (ω(cAτ + sBτ ) + α(sAτ − cBτ )) dt
+ (cA+ sB)
(
K0dW0(t) +K2,1 cos(2ωt
ε2
)dW2,1(t) +K2,2 sin(2ωt
ε2
)dW2,2(t)
)
− 1
ε2
(−ωsA+ ωcB) dt− cdA− sdB = 0. (B.9)
[32] then multiplies the above with c or s and integrates over a time period, while treating A and B as
constants, to get the following equations:
dA = −αdˆA− ωdˆB + ωτ2(ωAτ − αBτ )dt+AK2,0dW0 + 1
2
AK2,1dW2,1 + 1
2
BK2,2dW2,2,
dB = ωdˆA− αdˆB + ωτ2(αAτ + ωBτ )dt+BK2,0dW0 − 1
2
BK2,1dW2,1 + 1
2
AK2,2dW2,2, (B.10)
3This is eq 2.2 in [32].
4This is eq 2.4 in [32].
5This is eq 2.5 in [32].
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where dˆA means A(t)−A(t−ε
2τ)
ε2 dt.
In (B.10) the constants K are not yet determined. [32] determines them in the following way: [32]
compares the diffusive part of the generator for Xε and for (A,B). The diffusive part of the generator for
(A,B) is
(A2∂A∂A +B
2∂B∂B + 2AB∂A∂B)K22,0 +
1
4
(A2∂A∂A +B
2∂B∂B − 2AB∂A∂B)K22,1
+
1
4
(B2∂A∂A +A
2∂B∂B + 2AB∂A∂B)K22,2. (B.11)
The diffusive part of the generator for x is
x2∂x∂x = (cA+ sB)
2(c∂A + s∂B)
2. (B.12)
Averaging (B.12) over one time period, [32] obtains6
3A2 +B2
8
∂A∂A +
3B2 +A2
8
∂B∂B +
1
2
AB∂A∂B . (B.13)
[32] equates (B.13) and (B.11) to find that
K2,0 = 1
2
, K2,1 = K2,2 = 1√
2
. (B.14)
Then [32] presents a figure showing that density of A(T ) cos(ωT/ε2)+B(T ) sin(ωT/ε2), with A,B simulated
from (B.10), gives good approximation to the density of Xε(T ).
Note that, heuristically, the LHS of (B.4) is a normal random variable with variance dt; and hence, for
consistency, we must have
K22,0 +K22,1 cos2(
2ωt
ε2
) +K22,2 sin2(
2ωt
ε2
) = 1. (B.15)
The above is possible only if we take |K2,1| = |K2,2| and set
K22,0 +K22,1 = 1. (B.16)
But note that (B.14) contradicts the consistency equation (B.16). We have from (B.14) that K22,0 + K22,1 =
3
4 6= 1.
6This is eq 2.16 in [32].
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Note that (B.10) is still a delay equation and hence there would not be much advantage in simulating
A,B compared to simulating Xε. The delay itself is small O(ε2), but the difference A(t) − A(t − ε2τ) is
magnified by ε−2.
We show by means of numerical simulation that the above procedure is indeed wrong. In (B.1) set α = 0,
β = −pi2 and τc = 1, τ2 = 0. Then ω = pi2 and this system satisfies assumption 1.1. The equations (B.10) in
this case becomes: dA
dB
 = 1
ε2
 0 −ω
ω 0

 A(t)−A(t− ε2)
B(t)−B(t− ε2)
 dt+ 1
2
 1 0
0 1

 A(t)
B(t)
 dW2,0
+
1
2
√
2
 1 0
0 −1

 A(t)
B(t)
 dW2,1 + 1
2
√
2
 0 1
1 0

 A(t)
B(t)
 dW2,2 (B.17)
We set ε = 0.05, T = 1. The initial condition is Xε(t) = cos(ωt/ε2) for t ∈ [−ε2, 0], i.e. A(t) = 1 for t ≤ 0
and B(t) = 0 for t ≤ 0. The cumulative distribution in the figure B.1 is obtained with 2400 realizations.
Figure B.1 shows the mismatch between (B.17) and the actual dynamics (B.1). Also note that (B.17) is still
a delay equation and there is no advantage in simulating (A,B) compared to simulating X.
Let ΠεtX
ε ∈ C denote the segment of Xε between t and t − ε2. Let Hε(t) = 12 ((zεt )21 + (zεt )22) where
piΠεtX
ε = Φzεt . The results of this thesis shows that the probability law of Hε converges as ε→ 0 to the law
of the SDE
dH0(t) = ρH0(t)dt+ ρ
√
1 + ρ−1H0(t)dWt, ρ = 2/(1 + (pi/2)2). (B.18)
If Πε0X
ε(θ) = cos(ωθ) is taken as the initial condition, then the initial condition for H0 is H0(0) = 12 . Figure
B.2 compares Hε obtained by simulation of (B.1) with 12 (A2 +B2) obtained by simulation of (B.17) and also
with H0 obtained by simulation of (B.18), all at final time T = 1. Observe from the figure that 12 (A
2 +B2)
does not match Hε, whereas H0 is a close approximation.
Multiscale approach of [33] and [34]
We illustrate the multiscale approach of [33] using a special case of the equation considered in [33]. [33]
ignores certain terms which should not be ignored and arrives at incorrect amplitude equations.
[33] considers
x¨(t) + x(t) + ηx(t− 1)− βx˙(t) =
√
2Dx(t)ξ(t), (B.19)
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Figure B.1: CDF of Xε(T ) with ε = 0.05 and
T = 1. X (actual) is obtained from simu-
lating the original dynamics (B.1). Acos+Bsin
is A(T ) cos(ωT/ε2) + B(T ) sin(ωT/ε2) obtained
from simulating (B.17).
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Figure B.2: CDF of 12 (A
2+B2) andH0 compared
with Hε. Here ε = 0.05 and T = 1.
where ξ is a white noise process with correlation E[ξ(t)ξ(t′)] = δ(t − t′). For now, lets set D = 0. The
characterisitc equation is λ2+1+ηe−λ−βλ = 0. Given η, solve η cosω = ω2−1 for ω and get βc = −η sinω/ω.
With β = βc the system (B.19) (with D = 0) satisfies assumption 1.1 with critical roots of the characteristic
equation being ±iω. We assume β = βc.
[33] assumes the solution is of the form
x(t, T ) = εA(T ) cosωt − εB(T ) sinωt (B.20)
where T = ε2t is the slow time scale. Then,
x(t− 1, T − ε2) = x(t, T ) cosω − (sinω/ω)∂tx(t, T )
− ε2εA(T )−A(T − ε
2)
ε2
cos(ω(t− 1)) + ε2εB(T )−B(T − ε
2)
ε2
sin(ω(t− 1)).
(B.21)
But, [33] sets last two terms in the RHS to zero claiming A(T ) ≈ A(T−ε2) and B(T ) ≈ B(T−ε2). However,
as ε→ 0 it is easy to see that (if derivative of A and B exist) these terms go to ∂TA and ∂TB respectively.
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At which ε should we ignore these and which ε should we consider it as a derivative?
Differentiating, we get
x˙(t) = (ε2∂T + ∂t)x(t, T ) = ε
2(ε∂TA cosωt− ε∂TB sinωt) + ∂tx(t, T ), (B.22)
and
x¨(t) = (ε2∂T + ∂t)
2x(t, T )
= ε4(ε∂2TA cosωt− ε∂2TB sinωt)− ε22ω(ε∂TA sinωt+ ε∂TB cosωt)− ω2x(t, T ) (B.23)
Putting (B.21), (B.22) and (B.23) together in (B.19) and using η cosω = ω2 − 1, βc = −η sinω/ω and
ignoring terms of order more than ε3 we get that
−2ωε3(∂TA sinωt+ ∂TB cosωt)− ε3η(∆A(T ) cos(ω(t− 1))−∆B(T ) sin(ω(t− 1)))
− ε3βc(∂TA cosωt− ∂TB sinωt) =
√
2Dε
(
A(T ) cosωt−B(T ) sinωt
)
ξ(t), (B.24)
where ∆A(T ) means A(T )−A(T−ε
2)
ε2 etc. The corresponding equation that [33] arrives at
7 is:
−ωε3(∂TA sinωt+ ∂TB cosωt) =
√
2Dε
(
A(T ) cosωt−B(T ) sinωt
)
ξ(t), (B.25)
The equation (B.25) does not match with (B.24) when ∆A, ∆B are set to zero, nor when they are set as
actual derivatives ∂TA, ∂TB.
[33] proceeds with (B.25), multiplies with sinωt and averages over a time period to arrive at:
−ωε3 1
2
∂TA =
√
2Dε
(
A(T )Jcosωt sinωt ξ(t)K−B(T )Jsin2 ωt ξ(t)K), (B.26)
=
√
2Dε
1
2
(
A(T )Jsin 2ωt ξ(t)K−B(T )Jξ(t)K +B(T )Jcos 2ωt ξ(t)K),
where J K is used for time-averaging. Then, D is scaled as D = ε2D˜ and three new Gaussian process ξ0, ξ1, ξ2
are defined on slow time scale and the following are used:
ξ(t) = εξ0(T ), Jcos 2ωt ξ(t)K = ε√
2
ξ1(T ), Jsin 2ωt ξ(t)K = ε√
2
ξ2(T ). (B.27)
7This is equation 9 in [33]. The quantity µ defined under equation 7 of [33] is zero for the special case that we consider.
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Employing this in (B.26) the following is arrived at:
− ω√
2D˜
∂TA = −Bξ0 + 1√
2
Bξ1 +
1√
2
Aξ2. (B.28)
Similary, [33] multiplies (B.25) with cosωt and averages over a time period and employs (B.27) to arrive at:
− ω√
2D˜
∂TB = Aξ0 +
1√
2
Aξ1 − 1√
2
Bξ2. (B.29)
The equations (B.28) and (B.29) are respectively (16) and (17) in [33].
Now, suppose ∆A and ∆B terms in (B.24) are not ignored. Interpreting ∆A as ∂TA etc, we arrive at
(−p∂TA+ q∂TB) sinωt − (q∂TA+ p∂TB) cosωt =
√
2Dε
(
A(T ) cosωt−B(T ) sinωt
)
ξ(t), (B.30)
where p = 2ω + η sinω and q = β + η cosω. Proceeding in the same manner as before we get
−
 p −q
q p

 ∂TA
∂TB
 = √2D˜
 −Bξ0 + 1√2Bξ1 + 1√2Aξ2
Aξ0 +
1√
2
Aξ1 − 1√2Bξ2
 . (B.31)
Assume the noise ξ is interpreted in Ito sense. For H = 12 (A
2 + B2), we get by Ito formula dH = AdA +
BdB + 12 (〈dA, dA〉+ 〈dB, dB〉) which gives the SDE
dH =
(2D˜)2H
p2 + q2
dt− 2qH
√
2D˜
p2 + q2
dW 0 − (q(A
2 −B2) + 2pAB)
√
2D˜√
2(p2 + q2)
dW 1 − (p(A
2 −B2)− 2qAB)
√
2D˜√
2(p2 + q2)
dW 2
which has the same probability law as
dH = (2D˜)
2
p2 + q2
Hdt+
√
2D˜
√
2(p2 + 3q2)
p2 + q2
HdW
which is exactly what one gets by averaging method (see section 4.1.3 of this thesis).
The terms ∆A and ∆B should not be ignored. The equation (B.31) is the correct amplitude equation—
not the pair (B.28)-(B.29) as obtained in [33].
Approach of [40] using spectral theory and center-manifold
[40] considers equation of the form (1.8) with additive noise, i.e. F (η) = σ. Using spectral properties it writes
an equation for z as in (1.31) and replaces the effect of yt in (1.31) by formal center-manifold computations.
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The variable yt is approximated as a Gaussian distribution centered at the deterministic center-manifold
(obtained by setting σ = 0).
[40] studies amplitude of oscillations of the mean of z. For the sake of brevity let Amp denote the
amplitude. [40] studies Amp(Ez) and concludes that additive noise can stabilize a fixed point that is on the
verge of instability. Note that Amp(Ez) 6= E(Amp(z)). We show below that E(Amp(z)) should be studied
rather than Amp(Ez).
Consider a simple harmonic oscillator x¨+ x = 0 and perturb it by a small noise. Writing in state-space
form with x1 as position and x2 as velocity, we have the stochastic differential equation
dx1 = x2 dt; dx2 = −x1 dt+ εσdWt.
Here W is Wiener process and ε  1 is the strength of the perturbation. Note that x is a small noise
perturbation of a predominant oscillation. The amplitude of oscillation is A =
√
x21 + x
2
2. Using Ito formula,
the amplitude A evolves according to
dA =
ε2σ2x21
2A3
dt+
εσx2
A
dW.
Note that the drift term ε2σ2x21/2A
3 is always non-negative and so EA increases with time. However, Exi
satisfy ddtEx1 = Ex2,
d
dtEx2 = −Ex1, which on solving gives
Ex1(t) = Ex1(0) cos t+ Ex2(0) sin t, Ex2(t) = −Ex1(0) sin t+ Ex2(0) cos t.
This shows that Ex1 oscillates with same amplitude as
√
(Ex1(0))2 + (Ex2(0))2. This means Amp(Ex1) does
not change with time. Same phenomenon arises in delay equations. Consider a linear SDDE, dx(t) =(∫ 0
−r x(t+ θ) dµ(θ)
)
dt + εσdW (t) with the initial condition Π0x = 0. Then E[x(t)] = 0 whereas it can be
shown that EAmp(x) increases with time. Thus Amp(Ez) is a bad choice of study.
Significance of stable modes
We give a simple example (inspired from the proofs in [49]) to be able to clearly see the significance of stable
modes. Consider the R-valued processes z and y given by
z˙t =
1
ε
σ(ξt/ε2)(zt + yt) (B.32)
y˙t = − λ
ε2
y +
κ
ε
σ(ξt/ε2)zt, (B.33)
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where ξ is a noise process and σ is a mean zero function. Now,
z(n+1)∆ − zn∆ = ε−1
∫ (n+1)∆
n∆
σ(ξs/ε2)(zs + ys)ds
= ε−1
∫ (n+1)∆
n∆
σ(ξs/ε2)
(
z0 + ε
−1
∫ s
n∆
σ(ξu/ε2)(zu + yu)du+
+yn∆e
−λ(s−n∆)/ε2 + κ
∫ s
n∆
e−(s−u)λ/ε
2
ε−1σ(ξu/ε2)zudu
)
ds
After taking expectation, one of the terms in the above equation is
ε−2κE
∫ (n+1)∆
n∆
σ(ξs/ε2)
(∫ s
n∆
σ(ξu/ε2)e
−(s−u)λ/ε2zudu
)
ds (B.34)
which can be approximated by
κzn∆∆
1
∆/ε2
∫ (n+1)∆/ε2
n∆/ε2
∫ s
n∆/ε2
E[σ(ξs)σ(ξu)]e−(s−u)λdu ds. (B.35)
Hence, as ε→ 0, one of the drift terms for z is given by
κz lim
T→∞
1
T
∫ T
0
∫ s
0
E[σ(ξs)σ(ξu)]e−(s−u)λdu ds
which would not have arose if we ignored y in (B.32) completely.
The term bF,Q in theorem 3.4.1 of this thesis cannot be obtained by ignoring the stable modes entirely.
Bounds on Lyapunov exponents [47].
Note that we are restricting to systems satisfying assumption 1.1. [47] discusses methods to obtain bounds
on the maximal exponential growth rates of more general class of delay equations. However the bounds
given in [47] are not optimal for systems satisfying assumption 1.1. For example, consider
dX(t) = −pi
2
X(t− 1)dt+ ε
(∫ 0
−1
x(t+ s)ds
)
dW (B.36)
and compare with equation V I of [47]. According to theorem 4.1 of [47] the maximal exponential growth
rate λ1 of (B.36) is bounded above by
λ1 ≤ inf{θ(δ, α) : δ ∈ R, α ∈ R+},
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where
θ(δ, α) := −δ +
(
δ +
1
2
α(pi/2)2e2δ +
1
2α
)
∨
(α
2
ε2e2 max(δ,0)
)
. (B.37)
Assume ε pi2 . For δ ≥ 0, we have
θ(δ, α) =
1
2
α(pi/2)2e2δ +
1
2α
, inf
α>0
θ(δ, α) =
pi
2
eδ, inf
α>0,δ>0
θ(δ, α) =
pi
2
.
Let δε∗(α) < 0 be the solution of
δ +
1
2
α(pi/2)2e2δ +
1
2α
=
α
2
ε2. (B.38)
Note that 12α(pi/2)
2e2δ + 12α is atleast
pi
2 e
δ. And solution of δ + pi2 e
δ = 0 is approximately −0.745. So,
δ0∗(α) < −0.745 for any α. For ε very small, δε∗(α) will be very close to δ0∗(α).
For δ < δε∗(α), we have
θ(δ, α) = −δ + ε2 1
2
α, inf
δ<δε∗(α)
θ(δ, α) = −δε∗(α) + ε2
1
2
α, inf
α>0
inf
δ<δε∗(α)
θ(δ, α) = inf
α>0
−δε∗(α).
For δε∗(α) < δ < 0, we have θ(δ, α) =
1
2α(pi/2)
2e2δ + 12α ,
inf
δε∗(α)<δ<0
θ(δ, α) = −δε∗(α) + ε2
1
2
α, inf
α>0
inf
δε∗(α)<δ<0
θ(δ, α) = inf
α>0
−δε∗(α).
Because δε∗(α) is close to δ
0
∗(α), infα>0−δε∗(α) would be very close to or greater than 0.745.
So, bound given by [47] on λ1 is close to 0.745 but results obtained in this thesis indicate that (did not
prove) λ1 is of order ε
2. The suboptimality of the bounds in [47] for systems satisfying assumption 1.1 might
be because exponential shift by a real number, as done in theorem 4.1 of [47], does not capture the effect of
purely imaginary eigenvalues.
A clarification on theorem 3.2 of [54]
In this section we provide the details of the discussion in section 1.2 regarding theorem 3.2 of [54].
Let x ∈ R2 and B˜ a 2× 2 matrix. Let etB˜ be the solution semigroup correpsonding to the ODE
d
dt
x(t) = B˜x(t), x(0) = x, (B.39)
175
i.e. x(t) = etB˜x. Define the operator B := (B˜x.∇x), i.e. for f : R2 → R smooth,
(Bf)(x) = (∇xf)(x).B˜x (B.40)
Consider the equation
∂
∂t
u(t, x) = Bu(t, x), u(0, x) = h(x), (B.41)
with h : R2 → R smooth enough. Let etB denote the corresponding semigroup, i.e. (etBh)(x) = u(t, x). The
relation between the ODE (B.39) and the PDE (B.41) is
u(t, x) = (etBh)(x) = h(etB˜x). (B.42)
For a function h : R2 → R, the value of h(x(t)) when x(t) evolves according to the ODE (B.39), is same as
the solution u(t, x) of the PDE (B.41).
Choose B˜ =
 0 0
0 −λ
 to signify one critical mode and one stable mode. Then we have ker B˜ =
spanR
 1
0
 and etB˜ =
 1 0
0 e−λt
 . Define piB˜ : R2 → ker B˜, piB˜
 x1
x2
 =
 x1
0
 . With the
above choice of B˜, we have, (Bf)(x) = −λx2 ∂∂x2 f(x). Then
kerB = {f : R2 → R | (Bf)(x) = −λx2 ∂
∂x2
f(x) = 0 ∀x}.
But λx2
∂
∂x2
f(x) = 0 ∀x implies that ∂∂x2 f(x) = 0, i.e. f(x1, x2) = f(x1, 0). So, we define the operator pˆi by
(pˆif)(x) = f(piB˜x). (B.43)
Note that etBf → pˆif .
Now we deal with the effect of noise perturbations. Let A˜ be a 2× 2 matrix and σ be a scalar mean-zero
function of noise ξ. Corresponding to the noise perturbed ODE
d
dt
x(t) = B˜x(t) + εσ(ξt)A˜x(t), x(0) = x, (B.44)
we consider the equation (B.45). Define A(t) := σ(ξt)(A˜x.∇x), i.e., (A(t)f)(x) = σ(ξt)(∇xf)(x) · A˜x for
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f : R2 → R. Consider the equation
∂
∂t
u(t, x) =
1
ε
Bu(t, x) +A(t/ε)u(t, x), (B.45)
u(0, x) = h(x).
For a function h : R2 → R, the value of h(x(t/ε)) when x(t) evolves according to the ODE (B.44), is same
as the solution u(t, x) of the PDE (B.45).
Let C denote the class of smooth functions from R2 → R and define Uε(t) : C→ C by (Uε(t)h)(x) = u(t, x)
where u is governed by (B.45). Theorem 3.2 of [54] concerns with limε↓0 E[Uε(t/ε)pˆih] and claims that the
limit is same as etV¯ pˆih where V¯ = limT↑∞ 1T
∫ t0+T
t0
∫ s
t0
E[pˆiA(s)(eB(s−u) − pˆi)A(u)pˆi] du ds. Physically this
means that, if σ is mean-zero in (B.44), then as ε → 0, the process t 7→ x1(t/ε2) (time-rescaled critical
mode) behaves like a diffuison process with the generator V¯ . We show below by an example that the
expression given for V¯ by [54] is not correct.
Lemma B.0.3. Let A˜ :=
 1 α
β γ
. Let R := limT↑∞ 1T ∫ t0+Tt0 ∫ st0 E[σ(ξs)σ(ξu)e−λ(s−u)] du ds. Then
V¯ g(x1) = Rαβx1
∂
∂x1
g for g : R→ R smooth enough.
Proof. The result follows from the computation of [pˆiA(s)(e(s−u)B − pˆi)A(u)pˆi]f for f : R2 → R. Note that
[(A(u)pˆi)]f(x1, x2) = A(u)f(x1, 0) = σ(ξu)
∂f
∂x1
∣∣∣∣
(x1,0)
(x1 + αx2),
[pˆiA(u)pˆi]f(x1, x2) = σ(ξu)
∂f
∂x1
∣∣∣∣
(x1,0)
x1,
[e(s−u)BA(u)pˆi]f(x1, x2) = [e(s−u)B ](A(u)pˆif)(x1, x2) = (A(u)pˆif)(x1, e−λ(s−u)x2)
= σ(ξu)
∂f
∂x1
∣∣∣∣
(x1,0)
(x1 + αe
−λ(s−u)x2),
[A(s)(e(s−u)B − pˆi)A(u)pˆi]f(x1, x2) =
= σ(ξs)σ(ξu)
(
(x1 + αx2)
∂
∂x1
+ (βx1 + γx2)
∂
∂x2
)(
αe−λ(s−u)x2
∂f
∂x1
∣∣∣∣
(x1,0)
)
= σ(ξs)σ(ξu)x2(x1 + αx2)αe
−λ(s−u) ∂
2f
∂2x1
∣∣∣∣
(x1,0)
+ σ(ξs)σ(ξu)(βx1 + γx2)αe
−λ(s−u) ∂f
∂x1
∣∣∣∣
(x1,0)
.
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Hence,
[pˆiA(s)(e(s−u)B − pˆi)A(u)pˆi]f(x1, x2) = σ(ξs)σ(ξu)αβx1e−λ(s−u) ∂f
∂x1
∣∣∣∣
(x1,0)
.
Then, from the definition of V¯ and R we have V¯ g(x1) = Rαβx1
∂
∂x1
g for g : R→ R smooth enough.
Suppose now that α = β = γ = 0. Then V¯ ≡ 0. According to theorem 3.2 in [54] limε↓0 E[Uε(t/ε)pˆih] =
etV¯ pˆih = pˆih. This would mean that even on time of order 1/ε, the solution u of equation (B.45) does not
feel the influence of noise ξ—this is in contradiction to the results in [49, 50, 51]. When α = β = γ = 0, the
critical mode (x1) in (B.44) can be written as x˙1(t) = εσ(ξt)x1(t). The result V¯ = 0 indicates that x1 does
not feel the influence of noise even on times of order 1/ε2. If we make the transformation z(t) = lnx1(t),
then we have z˙ = εσ(ξt). We have shown in appendix C (see equation C.6) that t 7→ z(t/ε2) behaves like a
diffusion process as ε→ 0.
The correct expression for V¯ should be V¯ = limT↑∞ 1T
∫ t0+T
t0
∫ s
t0
E[pˆiA(s)eB(s−u)A(u)pˆi] du ds.
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Appendix C
Martingale problem
This appendix provides a brief introduction to the martingale problem and the perturbed test function
approach. Details can be found in the books [59, 60, 61]. This introduction is not rigorous.
PRELIMINARY ON STOCHATIC PROCESSES.
Let (Ω,F ,Ft,P) be a filtered probability space. Roughly speaking, this means the folllowing: Ω is the
set of all outcomes, F is the set of all events and P is a measure which assigns probabilities to the events
in F . The filtration Ft is such that Ft ⊃ Fs for t > s and signifies the increasing amount of information
available as time passes by. Mathematical requirement is that F be a σ-algebra of subsets of Ω and Ft be
sub-σ-algebras of F .
A stochastic process is a family of random variables indexed by time t ≥ 0. A process {φt}t≥0 is said to
be Ft-adapted if φt is Ft measurable for each t. Roughly this means that φ does not look into the information
available in future.
Expectations with respect to P is denoted by E[ · ] and expectation conditioned on the information up-to
time t is denoted by E[ · | Ft].
A process {Mt}t≥0 is called a Ft-martingale if M is Ft adapted, E[Mt | Fs] = Ms for t > s, and
E|Mt| <∞. Roughly this means that martingales do not increase or decrease on an average.
W is called a one-dimensional Brownian motion (Wiener process) defined on (Ω,F ,Ft,P) if
• Wt is Ft adapted with W0 = 0,
• Wt−Ws is Gaussian with mean zero and variance t−s, and the increments of W over non-overlapping
time intervals are independent,
• W has continuous sample paths, i.e., t 7→Wt(ω) is continuous ∀ω ∈ Ω.
It can be shown that W is also Ft-martingale.
For any adapted process φt such that E
∫ T
0
φ2sds < ∞, the stochastic integral
∫ T
0
φsdWs is defined as
follows: Find a sequence of random-step-functions φ(n) such that E
∫ T
0
(φs − φ(n)s )2ds → 0. The integral∫ T
0
φ
(n)
s dWs can be defined in the natural way. The integral
∫ T
0
φsdWs is the random-variable to which the
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sequence of random-variables
∫ T
0
φ
(n)
s dWs converge in mean-square. It can be shown that
∫ t
0
φsdWs is a
Ft-martingale.
Now consider Rn-valued processes satisfying integral equations of the form Xt = X0 +
∫ t
0
b(Xs)ds +∫ t
0
σ(Xs)dWs with nice coefficients b, σ. We write in the differential form
dXt = b(Xt)dt+ σ(Xt)dWt. (C.1)
Existence and uniqueness of solutions under Lipschitz and linear growth conditions on b, σ can be established
using Picard iterations.
For X satisfying (C.1), Ito formula gives the SDE governing f(X) for a nice function f . Before dealing
with Ito formula we consider p-variation of Brownian motion. Fix t > 0 and let Π = {t0, t1, . . . , tm}, with
0 = t0 ≤ t1 ≤ · · · ≤ tm = t, be a partition of [0, t]. Define p-variation of W over the paritition Π to
be V
(p)
t (Π) :=
∑m
k=1 |Wtk −Wtk−1 |p. Define ||Π|| := max1≤k≤m |tk − tk−1|. Then lim||Π||→0 V (2)t → t in
probability and V
(p)
t = 0 for p > 2. For this reason, (dWt)
2 behaves like dt. So, when writing SDE for
f(X) we need to take into consideration the second order terms as well. So, roughly speaking df(Xt) =
f ′(Xt)dXt+ 12f
′′(Xt)(dXt)2, and (dXt)2 = σ2(Xt)(dWt)2 = σ2(Xt)dt. This is done rigorously in Ito formula.
Suppose X satisfies (C.1). Then, by Ito formula, we have for any nice function f ,
df(Xt) = f
′(Xt)dXt +
1
2
f ′′(Xt)σ2(Xt)dt
=
(
b(Xt)f
′(Xt) +
1
2
σ2(Xt)f
′′(Xt)
)
dt+ σ(Xt)f
′(Xt)dWt. (C.2)
MARTINGALE PROBLEM.
Define
(Lf)(x) = b(x)f ′(x) +
1
2
σ2(x)f ′′(x). (C.3)
Then, integrating (C.2), we have f(Xt)− f(X0)−
∫ t
0
(Lf)(Xs)ds =
∫ t
0
σ(Xs)f
′(Xs)dWs. Define
Mft := f(Xt)− f(X0)−
∫ t
0
(Lf)(Xs)ds. (C.4)
The Wiener integral
∫ t
0
σ(Xs)f
′(Xs)dWs can be shown to be a martingale. Hence M
f
t defined above is a
martingale.
Now consider an inverse problem. Suppose Xt is a continuous process such that M
f
t defined at (C.4)
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is an Ft-martingale for large enough class of nice functions1 f . Then it can be shown that there exists a
Wiener process such that the process X satisfies the SDE (C.1).
We say that X solves (or the probability law of X solves) the martingale problem for operator L if Mft
is a martingale for each R-valued f ∈ C∞0 (i.e, smooth functions with compact support).
Thus, if we want to characterize (in distributional sense) a process X as a solution to SDE (C.1), then
it is enough to show that X satisfies the martingale problem for the operator L defined by (C.3).
MARKOV PROCESS.
A process Y is called Markov if P[Y (t+ s) ∈ Γ | Ft] = P[Y (t+ s) ∈ Γ |Yt] for Γ a set in the state-space
of Y . This means that, given the present state, the future of Y is independent of its past. We assume Y
is time-homogenous, i.e., E[f(Yt)|Ys = y] = E[f(Yt−s)|Y0 = y] for all nice f . Define an operator on the
functions of y by
(Gf)(y) = lim
t→0
1
t
(
E[f(Yt)|Y0 = y]− f(y)
)
.
The operator G is called the generator of Y . The following lemma would be useful.
Lemma C.0.4. The process Mft := f(Yt)− f(Y0)−
∫ t
0
Gf(Ys)ds is a martingale.
Proof. We use the subscript on E to indicate the starting condition, i.e., Eyf(Yt) := E[f(Yt)|Y0 = y]. By
iterative conditioning we have 1h (Eyf(Ys+h) − Eyf(Ys)) = Ey 1h (EYsf(Yh) − f(Ys))
h→0−−−→ EyGf(Ys). Hence
we have ddsEyf(Ys) = EyGf(Ys) which in integral form reads Ey(f(Yt) − f(Y0) −
∫ t
0
Gf(Ys)ds) = 0. By
Markov property and time-homogenity we have
E[Mft −Mfs |Fs] = E[f(Yt)− f(Ys)−
∫ t
s
Gf(Yu)du |Ys] = EYs [f(Yt−s)− f(Y0)−
∫ t−s
0
Gf(Yu)du] = 0.
Hence Mft is a martingale.
EXAMPLE
Here we work out an example which would illustrate the martingale problem approach for proving
convergence of probability laws. Consider the scalar process
x˙(t) = εσ(ξt) (C.5)
where ξ is a two state symmetric Markov chain, defined on a filtered probability space (Ω,F ,Ft,P), with
switching rates g12 = g21 = g/2 and states ±1. Let σ0 = σ(1) = −σ(−1). Here ε 1. Because of mean-zero
1Usually this class of functions is C∞0 .
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nature of σ, significant changes in x occur in times of order 1/ε2. So, define xε(t) = x(t/ε2) and ξεt = ξt/ε2 .
Then we have
x˙ε(t) =
1
ε
σ(ξεt ). (C.6)
We want to analyse the behaviour of xε as ε→ 0.
We would identify an operator L and show that the limit of the probability law of xε can be characterized
as the solution to the martingale problem corresponding to L. The SDE to which xε converges in law can
be read from L. The ‘perturbed test function’ method (lemma C.0.5) would help to identify the operator L.
Define an operator on functions of (x, ξ) by (Af)(x, ξ) = σ(ξ)f ′(x, ξ), where ′ denotes differentiation
with respect to x. Let G be the generator of the Markov chain ξ. Since the driving process ξε is Markov,
the pair (xε, ξε) is also Markov, with the generator given by Lε := 1ε2G+ 1εA, i.e., for nice f we have
lim
t→0
1
t
(
E
[
f(xεt , ξ
ε
t ) | (xε0, ξε0) = (x, ξ)
]− f(x, ξ)) = Lεf(x, ξ).
Using similar proof as that of lemma C.0.4 it can be shown that
Mft := f(x
ε(t), ξεt )− f(xε(0), ξε0)−
∫ t
0
Lεf(xε(s), ξεs)ds (C.7)
is a Ft/ε2 -martingale.
Let ν, defined by ν(s, ξ, ζ) = P[ξs = ζ|ξ0 = ξ], be the transition probability of the process ξ. Let ν¯ be
the invariant measure of the process ξ. Define σ¯2 :=
∫∞
0
R(s)ds where R is the correlation function
R(s) :=
∫
ξ∈{±1}
(∫
ζ∈{±1}
ν(s, ξ, ζ))σ(ζ)
)
σ(ξ)ν¯(ξ).
Lemma C.0.5. Given any nice function g(x), there exists ‘corrector functions’ ψ1, ψ2 such that, for
fε(x, ξ) := g(x) + εψ1(x, ξ) + ε
2ψ2(x, ξ) we have
Lεfε − L¯g ≈ O(ε)
where the operator L¯ is defined by L¯g := 12 σ¯2g′′.
Proof. Note that
Lεfε = ( 1
ε2
G+
1
ε
A
)
fε =
1
ε2
Gg +
1
ε
(Gψ1 +Ag) + (Gψ2 +Aψ1) + εAψ2.
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Because g is not a function of ξ, we get Gg = 0. We choose ψ1 as solution of Gψ1 +Ag = 0, i.e.,
ψ1(x, ξ) =
∫ ∞
0
(∫
ζ∈{±1}
ν(s, ξ, ζ)σ(ζ)
)
g′(x)ds.
Then,
Aψ1(x, ξ) =
∫ ∞
0
(∫
ζ∈{±1}
ν(s, ξ, ζ)σ(ζ)
)
σ(ξ)g′′(x)ds.
Denote the average of Aψ1 by Aψ1, i.e.
Aψ1(x) =
∫
ζ∈{±1}
Aψ1(x, ζ)ν¯(ζ)
=
∫ ∞
0
(∫
ξ∈{±1}
(∫
ζ∈{±1}
ν(s, ξ, ζ))σ(ζ)
)
σ(ξ)ν¯(ξ)
)
g′′(x)ds.
Note that Aψ1 =
(∫∞
0
R(s)ds
)
g′′(x) = 12 σ¯
2g′′(x). We choose ψ2 as the solution of Gψ2 + Aψ1 − Aψ1 = 0,
i.e.,
ψ2(x, ξ) =
∫ ∞
0
∫
ζ∈{±1}
(ν(s, ξ, ζ)− ν¯(ζ))Aψ1(ζ, x)ds.
With the above choice of ψi we have that Lε(g + εψ1 + ε2ψ2) − L¯g = εAψ2.
Applying the property (C.7) that Mf
ε
t is a martingale and using lemma C.0.5 we have
Mf
ε
t =
(
g(xεt )− g(xε0)−
∫ t
0
L¯g(xεs)ds
)
+ ε(ψ1(x
ε
t , ξ
ε
t )− ψ1(xε0, ξε0)−
∫ t
0
Aψ2(x
ε
s, ξ
ε
s)ds) + ε
2(ψ2(x
ε
t , ξ
ε
t )− ψ2(xε0, ξε0))
is a Ft/ε2-martingale. Because of orthogonal increments of martingales, if we take any bounded functional
Θs of {xu : u ∈ [0, s]}, we have E[(Mf
ε
t −Mf
ε
s )Θs] = 0, from which, we can write
lim
ε→0
E
[(
g(xεt )− g(xεs)−
∫ t
s
L¯g(xεu)du
)
Θs
]
= 0. (C.8)
This shows that any cluster point of the probability law of xε must solve the martingale problem for the
operator L¯ = 12 σ¯2 d
2
dx2 .
We now define the canonical set-up on which martingale problems are usually studied.
Define Ω† := C([0, T ],R), the space of R-valued continuous functions on [0, T ]. This is the set of all
possible trajectories of x. Each ω ∈ Ω† is a possible realization. For each t ≥ 0, define the coordinate
function X†t(ω) := ω(t). For each t ≥ 0, define F†t := σ{X†s; 0 ≤ s ≤ t}, the σ-algebra generated by all
183
the coordinate functions until time t. This F†t represents the information available until time t. Define a
σ-algebra on Ω† by F† = ∨t≥0F†t , i.e., the smallest σ-algebra containing the sets in every F†t . This F†
represents the set of all possible events. On the space (Ω†,F†), each xε process induces a measure Pε,†
defined by
Pε,†(A) = P{xε ∈ A}, A ∈ F†.
We want to study the behaviour of Pε,† as ε→ 0.
When Ω† = C([0, T );R) is equipped with sup metric, the Borel σ-algebra B would turn out to be same
as F†. So we can view Pε,† as probability measure on (Ω†,B). The space (Ω†,B) is separable as well.
Convergence of probability measures on separable metric spaces (Polish spaces) is well studied. Let Cb(Ω
†),
equipped with sup norm, be the space of bounded continuous functions on Ω†. Let P(Ω†) be the space of
probability measures on Ω† equipped with weak∗ topology when P(Ω†) is considered as dual of Cb(Ω†). This
means that, Pε,† converges to a probability measure P† if for all bounded continuous functions f , we have∫
f dPε,† → ∫ f dP†.
If the family Pε,† is relatively compact, then cluster points exist. For probability measures on (Ω†,B),
by a theorem of Prohorov, an equivalent condition for relative compactness is tightness of the family of
measures. There exists different sufficient criterion for showing tightness of a family of measures.
By checking one of the tightness criterion we can assert the existence of cluster points for Pε,†. By (C.8)
we have that every cluster point solves the martingale problem corresponding to L¯. To show that there is
only one cluster point, we show that the martingale problem for L¯ has unique solution. Uniqueness criterion
for solutions of martingale problems are considered in [59].
Thus we have characterized the limit limε→0 Pε,† as the unique solution of the martingale problem for
L¯ = 12 σ¯2 d
2
dx2 . But the process σ¯Wt where W is a Wiener process satisfies the martingale problem for
1
2 σ¯
2 d2
dx2
and hence the probability law of xε converges as ε → 0 to the probability law of σ¯W . As an example,
choosing f(ω) = 1ω(t)>θ we get that P[xε(t) > θ] converges to P[σ¯Wt > θ] which can be explicity computed
using Gaussian CDF.
We employ the above method in chapters 2.5 and 3.
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Appendix D
Computation of horizontal and
vertical derivatives
Recall the definition of G from (2.108).
G(η) =
∫ ∞
0
(
Gq(Tˆ (u)η)−Gq(Tˆ (u)piη)
)
e−uBΨˆ du
In this appendix we show that the horizontal and vertical derivatives of G can be computed under the
assumptions 2.1 and 2.2 on Gq and L0 stated in section 2.5.
D.1 Vertical derivatives
By definition we have
(1{0}.∇)G(η) = ∂
∂δ
∣∣∣∣
δ=0
∫ ∞
0
(
Gq(Tˆ (u)[η + δ1{0}])−Gq(Tˆ (u)pi[η + δ1{0}])
)
e−uBΨˆ du
To take the derivative ∂∂δ inside the integral, we use theorem 13.3.2 of [114]. Define
F(u, δ, η) := Gq(Tˆ (u)[η + δ1{0}])−Gq(Tˆ (u)pi[η + δ1{0}]),
F˜(u, δ, η) := (Tˆ (u)1{0}.∇)Gq(Tˆ (u)[η + δ1{0}])− (Tˆ (u)pi1{0}.∇)Gq(Tˆ (u)pi[η + δ1{0}]).
If we show that (u, δ) 7→ F(u, δ, η) and (u, δ) 7→ F˜(u, δ, η) are continuous and |F(u, δ, η)| ≤ C(η)e−κu,
|F˜(u, δ, η)| ≤ C(η)e−κu, then by theorem 13.3.2 of [114] we have
(1{0}.∇)G(η) =
∫ ∞
0
∂
∂δ
∣∣∣∣
δ=0
(
Gq(Tˆ (u)[η + δ1{0}])−Gq(Tˆ (u)pi[η + δ1{0}])
)
e−uBΨˆ du
=
∫ ∞
0
(
(Tˆ (u)1{0}.∇)Gq(Tˆ (u)η)− (Tˆ (u)pi1{0}.∇)Gq(Tˆ (u)piη)
)
e−uBΨˆ du.
We now show the exponential decay of F and F˜. Using Lipschitz nature of G and the exponential decay
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(1.28), we have for small δ,
|F(u, δ, η)| ≤ K||Tˆ (u)(1− pˆi)(η + δ1{0})|| ≤ Ke−κu(||(1− pi)η||+ δ||(1− pˆi)1{0}||)
≤ Ke−κu(1 + ||(1− pi)η||).
Using ||Tˆ (u)1{0}|| ≤ C and ||Tˆ (u)η|| ≤ C||piη||+ Ce−κu||(1− pi)η|| for η ∈ C we have
|F˜(u, δ, η)| ≤
∣∣∣∣(Tˆ (u)1{0}.∇)(Gq(Tˆ (u)[η + δ1{0}]) − Gq(Tˆ (u)pi[η + δ1{0}]))∣∣∣∣
+
∣∣∣∣(Tˆ (u)(1− pi)1{0}.∇)Gq(Tˆ (u)pi[η + δ1{0}])∣∣∣∣
≤ K||Tˆ (u)(1− pˆi)(η + δ1{0})||+ Ce−κu||Tˆ (u)pi[η + δ1{0}])|| ≤ C(η)e−κu.
Now consider
|Gq(Tˆ (u+ ρ1)[η + (δ + ρ2)1{0}])−Gq(Tˆ (u)[η + δ1{0}])| ≤
K||(Tˆ (ρ1)− 1)Tˆ (u)η||+Kδ||(Tˆ (ρ1)− 1)Tˆ (u)1{0}||+Kρ2||Tˆ (ρ1)Tˆ (u)1{0}||
The first term goes to zero by C0 nature (Tˆ can be replaced by T ). The third term goes to zero with
ρ2. The quasi-tame structure of Gq would let us replace the norms on the RHS by the norm ||η||` :=
|η(0)|+∫ 0−r |η(s)|ds. The middle term, ||(Tˆ (ρ1)−1)Tˆ (u)1{0}||` goes to zero with ρ1. Using similar procedure,
it can be shown that (u, δ) 7→ F(u, δ, η) and (u, δ) 7→ F˜(u, δ, η) are continuous.
Similarly the second vertical derivative can be computed.
D.2 Horizontal derivative
Let q̂t : C → C be the operator which extends η to the right by η(0) and shifts by t, as defined at (2.110).
The horizontal derivative of G, by definition is
lim
δ↓0
1
δ
(G(q̂δη)− G(η)) = ∂
∂δ
∣∣∣∣
δ=0
∫ ∞
0
(
Gq(Tˆ (u)q̂δη)−Gq(Tˆ (u)piq̂δη)
)
e−uBΨˆ du. (D.1)
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To take the derivative ∂∂δ inside the integral, we use theorem 13.3.2 of [114]. Define
F(u, δ, η) := Gq(Tˆ (u)q̂δη)−Gq(Tˆ (u)piq̂δη), (D.2)
F˜(u, δ, η) :=
∂
∂δ
(
Gq(Tˆ (u)q̂δη)−Gq(Tˆ (u)piq̂δη)
)
. (D.3)
In lemma D.2.1 we show that the map (u, δ) 7→ F(u, δ, η) is continuous and satisfies |F(u, δ, η)| ≤ C(η)e−κu.
Lemmas D.2.2 and D.2.3 concern with certain limits that arise in computation of the derivatives in RHS of
(D.3). These lemmas help in ascertaining that (u, δ) 7→ F˜(u, δ, η) is continuous and has exponential decay in
u. Then we can apply theorem 13.3.2 of [114] to take the derivative in RHS of (D.1) inside the integral.
Lemma D.2.1. The map (u, δ) 7→ F(u, δ, η) is continuous for small δ. We also have |F(u, δ, η)| ≤ C(η)e−κu.
Proof. Using Lipschitz nature of Gq and exponential decay of T on Q, we have
|F(u, δ, η)| ≤ C||Tˆ (u)(1− pi)q̂δη|| ≤ Ce−κu(||(1− pi)η||+ ||(1− pi)(q̂δ − 1)η||).
Note that pi : C → R is continuous. And, ||(q̂δ − 1)η|| = supθ∈[−r+δ,0] |η(θ) − η(θ − δ)|. Since η ∈ C is
uniformly continuous on [−r, 0] we can find δ small enough so that ||(q̂δ − 1)η|| < 1. Hence for small δ we
have |F(u, δ, η)| ≤ C(η)e−κu. Now,
|Gq(Tˆ (u+ ρ1)q̂δ+ρ2η)−Gq(Tˆ (u)q̂δη)|
≤ K||(Tˆ (ρ1)− 1)Tˆ (u)q̂δ+ρ2η|| + K||Tˆ (u)q̂δ(q̂ρ2 − 1)η||
≤ K||T (ρ1)− 1|| ||T (u)q̂δ+ρ2η|| + K||Tˆ (u)q̂δ(q̂ρ2 − 1)η||
≤ K||T (ρ1)− 1|| ||T (u)q̂δη|| + K(||T (ρ1)− 1||+ 1)||Tˆ (u)q̂δ(q̂ρ2 − 1)η||
≤ K||T (ρ1)− 1|| ||T (u)q̂δη|| + C(||T (ρ1)− 1||+ 1) ||piq̂δ(q̂ρ2 − 1)η||
+ C(||T (ρ1)− 1||+ 1)e−κu ||(1− pi)q̂δ(q̂ρ2 − 1)η||).
Note that pi and q̂δ are continuous. Since T is C0-semigroup, ||T (ρ1) − 1|| → 0 as ρ1 → 0. Since η is
uniformly continuous on [−r, 0], ||(q̂ρ2 − 1)η|| → 0 as ρ2 → 0. Using similar procedure it can be shown that
(u, δ) 7→ F(u, δ, η) is continuous for small δ.
Now, to evaluate F˜(u, δ, η) we first evaluate ∂∂δGq(Tˆ (u)q̂δη). Using the quasitame structure of Gq
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specified in (2.113), we have by chain-rule
∂
∂δ
Gq(Tˆ (u)q̂δη) =
(
lim
h↓0
Tˆ (u)(q̂h − 1)q̂δη(0)
h
)
∂1G(Tˆ (u)q̂δη) (D.4)
+
k∑
j=1
lim
h↓0
Γj
(
Tˆ (u)(q̂h − 1)q̂δη
)
h
 ∂j+1G(Tˆ (u)q̂δη)
where Γj : C → R is defined by Γj(η) =
∫ 0
−r η(θ)%j(θ)dθ.
Though it might be possible to compute the above limits under general conditions, we impose the
restriction 2.2 on the operator L0 to make the computations simple. The following two lemmas concern the
limits in (D.4).
Lemma D.2.2. Let g be the fundamental solution of the linear DDE x˙(t) = L0(Πtx), i.e. g : R → R
satisfies g(t) = 0 for t < 0, g(t) = 1 +
∫ t
0
L0(Πsg)ds for t ≥ 0. Then we have
lim
h↓0
Tˆ (t)(q̂h − 1)η(0)
h
=
∫ t∧r
0
g(t− s)0(s ; η)ds, (D.5)
where
0(s ; η) := η(0)µ˜(−s) − η(−r + s)µ˜(−r)−
∫ 0
−r+s
η(θ)µ˜′(θ − s)dθ.
Let χ : [−r,∞)→ R be defined by χ(t) = piΠtg(0) for t ≥ 0 and χ(t) = pi1{0}(t) for t < 0. Let γ : [−r,∞)→
R be defined by γ = g − χ. Then,
lim
h↓0
(1− pi)Tˆ (t)(q̂h − 1)η(0)
h
=
∫ t∧r
0
γ(t− s)0(s ; η)ds −
∫ r
t∧r
χ(t− s)0(s ; η)ds (D.6)
=
∫ r
0
γ(t− s)0(s ; η)ds.
Proof. Define qt : C → C as the operator which extends η to the right by zero and shifts by t, i.e.
qtη(θ) =

0, θ ≥ −t,
η(θ + t), θ ≤ −t.
The voc formula states
Tˆ (t)η(0) = g(t)η(0) +
∫ t
0
g(t− s)L0(qsη)ds. (D.7)
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Noting that (q̂h − 1)η(0) = 0 we have
Tˆ (t)(q̂h − 1)η(0) =
∫ t
0
g(t− s)L0(qs(q̂h − 1)η)ds. (D.8)
Note that when s ≥ r we have L0(qs(q̂h − 1)η) = 0. So assume s < r (also s + h ≤ r). We write
(q̂h − 1) = (q̂h −qh) + (qh − 1). Then
L0(qs(q̂h −qh)η) = η(0)
∫ −s
−(s+h)
µ˜(θ)dθ,
and
L0(qs(qh − 1)η) = L0(qh+sη)− L0(qsη)
=
∫ 0
−r+(s+h)
η(θ)µ˜(θ − (s+ h))dθ −
∫ 0
−r+s
η(θ)µ˜(θ − s)dθ
=
∫ 0
−r+(s+h)
η(θ)
(
µ˜(θ − (s+ h))− µ˜(θ − s)
)
dθ −
∫ −r+s+h
−r+s
η(θ)µ˜(θ − s)dθ
Using the above in (D.8), dividing by h and taking the limit would give (D.5).
Now we are interested in limh↓0
(1−pi)Tˆ (t)(q̂h−1)η(0)
h . Note that
(1− pi)Tˆ (t)η(0) = Tˆ (t)(1− pi)η(0) = Tˆ (t)η(0)− Φ(0)etBz
where z ∈ R2 is given by Φz = piη. Using the variation-of-constants formula we have ∀η ∈ C
Tˆ (t)η(0) = g(t)η(0) +
∫ t
0
g(t− s)L(qsη)ds.
Using g = γ + χ and χ(t+ θ) = Φ(θ)etBΨˆ in the above equation, we get
Tˆ (t)η(0)− Φ(0)etBz = η(0)γ(t) +
∫ t
0
γ(t− s)L(qsη)ds
+ Φ(0)etB
(
Ψˆη(0) +
∫ t
0
e−sBΨˆL(qsη)ds − z
)
.
It can be shown that z = Ψˆη(0) +
∫ r
0
e−sBΨˆL(qsη)ds. Hence
Tˆ (t)η(0)− Φ(0)etBz = η(0)γ(t) +
∫ t
0
γ(t− s)L(qsη)ds − Φ(0)etB
∫ r
t∧r
e−sBΨˆL(qsη)ds.
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Hence we have ∀η ∈ C
(1− pi)Tˆ (t)η(0) = η(0)γ(t) +
∫ t
0
γ(t− s)L(qsη)ds − Φ(0)etB
∫ r
t∧r
e−sBΨˆL(qsη)ds.
Now, applying the above for (q̂h − 1)η and using (q̂h − 1)η(0) = 0 we have
(1− pi)Tˆ (t)(q̂h − 1)η(0) =
∫ t
0
γ(t− s)L(qs(q̂h − 1)η)ds − Φ(0)etB
∫ r
t∧r
e−sBΨˆL(qs(q̂h − 1)η)ds.
Dividing by h and taking limit and noting that Φ(0)e(t−s)BΨˆ = χ(t − s) gives the first equality in (D.6).
Realizing that χ(t) = −γ(t) for t < 0 gives the second equality in (D.6).
Lemma D.2.3. Define Γ : C → R by Γ(η) = ∫ 0−r η(θ)%(θ)dθ for % ∈ C1([−r, 0];R). We have
lim
h↓0
Γ
(
Tˆ (t)(q̂h − 1)η
)
h
=
∫ 0
(−t)∨(−r)
(∫ (t+θ)∧r
0
g(t+ θ − s)0(s; η)ds
)
%(θ)dθ (D.9)
+
(
η(0)%(−t) − η(t− r)%(−r) −
∫ −t
−r
η(t+ θ)%′(θ)dθ
)
1t∈[0,r].
Proof. First note that
Tˆ (t)(q̂h − 1)η(θ) =

Tˆ (t+ θ)(q̂h − 1)η(0), t+ θ ≥ 0,
q̂hη(t+ θ) − η(t+ θ), t+ θ ≤ 0.
Hence,
1
h
Γ
(
Tˆ (t)(q̂h − 1)η
)
=
1
h
∫ 0
(−t)∨(−r)
Tˆ (t+ θ)(q̂h − 1)η(0)%(θ)dθ (D.10)
+
1
h
∫ (−t)∨(−r)
−r
(
q̂hη(t+ θ) − η(t+ θ)
)
%(θ)dθ
Using lemma D.2.2 on the first term in the RHS of (D.10) gives the first term in the RHS of (D.9). Note
that if t ≥ r then the second term in RHS of both (D.10) and (D.9) are zero. So, assume t < r. Pick h small
enough that t+ h < r. Then the second term in the RHS of (D.10) can be written as
1
h
∫ −t−h
−r
η(t+ θ + h)%(θ)dθ +
1
h
∫ −t
−t−h
η(0)%(θ)dθ − 1
h
∫ −t
−r
η(t+ θ)%(θ)dθ,
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which equals
1
h
∫ −t
−r+h
η(t+ θ)(%(θ − h)− %(θ))dθ + 1
h
∫ −t
−t−h
η(0)%(θ)dθ − 1
h
∫ −r+h
−r
η(t+ θ)%(θ)dθ.
Taking limit h ↓ 0 gives the second term in the RHS of (D.9).
The derivatives for Γpi(η) :=
∫ 0
−r piη(θ)%(θ)dθ and Γ
p¯i(η) :=
∫ 0
−r(1− pi)η(θ)%(θ)dθ can similarly be evalu-
ated.
By applying lemmas D.2.2 and D.2.3 for q̂δη the limits in (D.4) can be evaluated. The expressions (D.5)
and (D.9) show that (u, δ) 7→ ∂∂δGq(Tˆ (u)q̂δη) is continuous. Similarly, one can show that (u, δ) 7→ F˜(u, δ, η)
defined in (D.3) is continuous. Note that F˜(u, δ, η) can also be written as
F˜(u, δ, η) =
(
lim
h↓0
Tˆ (u)(q̂h − 1)q̂δη(0)
h
)(
∂1G(Tˆ (u)q̂δη)− ∂1G(Tˆ (u)piq̂δη)
)
+
k∑
j=1
lim
h↓0
Γj
(
Tˆ (u)(q̂h − 1)q̂δη
)
h
(∂j+1G(Tˆ (u)q̂δη)− ∂j+1G(Tˆ (u)piq̂δη))
+
(
lim
h↓0
(1− pi)Tˆ (u)(q̂h − 1)q̂δη(0)
h
)
∂1G(Tˆ (u)piq̂δη)
+
k∑
j=1
lim
h↓0
Γj
(
(1− pi)Tˆ (u)(q̂h − 1)q̂δη
)
h
 ∂j+1G(Tˆ (u)piq̂δη). (D.11)
Using the fact that G has bounded derivatives, and the exponential decay of T on Q, we have for small δ
|∂j+1G(Tˆ (u)q̂δη)− ∂j+1G(Tˆ (u)piq̂δη)| ≤ K||Tˆ (u)(1− pi)q̂δη||
≤ Ke−κu||(1− pi)q̂δη|| ≤ C||η||e−κu.
From (D.6) and recalling that γ has exponential decay, we have that the third term in the RHS of (D.11) has
exponential decay. For the fourth term in RHS of (D.11), a computation analogous to one in (D.9) shows
that it also has exponential decay. By the above estimates and lemma D.2.1, using theorem 13.3.2 of [114]
we get from (D.1) that
lim
δ↓0
1
δ
(G(q̂δη)− G(η)) =
∫ ∞
0
∂
∂δ
∣∣∣∣
δ=0
(
Gq(Tˆ (u)q̂δη)−Gq(Tˆ (u)piq̂δη)
)
e−uBΨˆ du. (D.12)
The RHS of the above equation can be evaluated using (D.4) and lemmas D.2.2 and D.2.3.
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Appendix E
Example illustrating the approach for
calculation of b
q,(i)
H in theorem 4.1.2
In this chapter we illustrate the idea stated after theorem 4.1.2 using equations without delay.
Consider the system without delay given by x¨ + x = εx˙y, and y˙ = −y + εx˙2. Here x is oscillatory and
y is stable. The quantity H = 12 (x2 + x˙2) evolves slowly compared to x and y. Writing in state-space form
z1 = x, z2 = x˙ we have 
z˙1
z˙2
y˙
 =

z2
−z1
−y
+ ε

0
z2y
z22
 (E.1)
and H˙ = εb(q)(z, y), where b(q)(z, y) = z22y.
The unperturbed system is obtained by setting ε = 0 in (E.1). The differential of any function f along
trajectory of unperturbed system is given by L0f where L0 = z2 ∂∂z1 − z1 ∂∂z2 − y ∂∂y . The differential along
the perturbations is given by L1f where L1 = z2y ∂∂z2 + z22 ∂∂y . Note that f˙(zt, yt) = ((L0 + εL1)f)(zt, yt).
Now let
H(z, y) = H(z)− εc(z, y) + ε2g1(z, y) + ε2g2(z) (E.2)
where c, g are yet to be determined. On differentiating we get (until order ε2)
H˙(zt, yt) = ε
(
b(q)(zt, yt)− (L0c)(zt, yt)
)− ε2(L1c)(zt, yt) + ε2(L0g1)(zt, yt) + ε2(L0g2)(zt, yt) +O(ε3).
(E.3)
Now, choose c such that L0c = b(q). Choose g1 such that (L0g1)(z, y) = (L1c)(z, y) − (L1c)(z, 0). Such
a choice of g1 is possible because, according to the unperturbed dynamics y decays to zero exponentially
fast. Now, note that (L1c)(z, 0) is a function of z alone; and the unperturbed z dynamics is ‘oscillation with
constant amplitude
√
2H’. Now, let the average of (L1c)(z, 0) along an orbit of constant H be denoted by
{L1c}. This {L1c} would be a function only of 12 (z21 + z22) or what is the same — H. Choose g2(z) such that
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(L0g2)(z, 0) = (L1c)(z, 0)− {L1c}| 1
2 (z
2
1+z
2
2)
. Plugging the above choices of functions in (E.3) we get
H˙(zt, yt) = −ε2{L1c}|H +O(ε3). (E.4)
Hence, for times of order O(1/ε2) we have H(zt, yt) = H(z0, y0) + ε
2
∫ t
0
{L1c}|Hsds+ O(ε). Since H differs
from H only by O(ε) (see (E.2)) we can write Ht = H0 + ε2
∫ t
0
{L1c}|Hsds + O(ε). So, for times of order
O(1/ε2), if we use
H˙ = −ε2{L1c}|H (E.5)
then the error resulted in H would be only of O(ε). Such a method is shown in [23]—we have adapted it to
stochastic delay equation.
To see why the above method is useful, note that c in L0c = b(q) can be immediately solved using
method of characterisitcs. Since the solution to the unperturbed system is z1(t) = z1(0) cos t + z2(0) sin t,
z2(t) = −z1(0) sin t + z2(0) cos t, y(t) = y(0)e−t, and b(q)(z, y) = z22y we get c(z, y) = −
∫∞
0
(−z1 sin t +
z2 cos t)
2ye−tdt. Now, (L1c)(z, 0) = −
∫∞
0
z22(−z1 sin t+ z2 cos t)2e−tdt. Hence {L1c}|H is
1
2pi
∫ 2pi
0
(
−
∫ ∞
0
z22(−z1 sin t+ z2 cos t)2e−tdt
)∣∣∣∣
(z1,z2)=
√
2H(sin s,cos s)
ds
= −H2
∫ ∞
0
1
2
(2 + cos 2t)e−tdt = −11
10
H2.
So we have H˙ = ε2 1110H2 +O(ε3). The reader can check using conventional center-manifold calculations that
same answer would be obtained. However the method presented here would easily adapt to multidimensional
delay equations as shown in section 4.1.
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Appendix F
Numerical scheme for simulations
All simulations of DDE are done with Euler-Maruyama scheme. For example, (4.41) with γc = 0 is simulated
as follows. Select a time step ∆. Let N = r/∆ where r is the delay in the system. Specify initial conditions
at the time points of the form j∆ for j = −N,−N + 1, . . . ,−2,−1, 0. Then, for j ≥ 0,
x|(j+1)∆ = x|j∆ + ∆
(
−pi
2
x+ εγqx
2
) ∣∣
(j−N)∆ + εσ
√
∆Nj ,
where Nj is a standard normal random variable.
For (4.62) we first simulate the two-state markov chain and then use
x|(j+1)∆ = x|j∆ + ∆
(
−pi
2
+ εσ(ξ|j∆)
)
x
∣∣
(j−N)∆.
The following values of ∆ are used: for section 4.2.2, ∆ = 5× 10−5; for section 4.1.2, ∆ = 2× 10−5; for
the stationary density in figure 4.4, ∆ = 5× 10−6.
194
Appendix G
Large deviations
In this appendix we provide a brief introduction to large deviations theory. This would be helpful for
understanding sections 5.1 and 5.2.
First we give a simple example illustrating the large deviations theory. Let {Xi}∞i=1 be i.i.d1 random-
variables each with a finite mean µ and variance σ2. Define X¯n =
1
n
∑n
i=1Xi. The law of large numbers
(LLN) states that X¯n → µ almost surely. The central limit theorem (CLT) concerns with normal deviations
from the mean. Let cn be a sequence of the form µ+
c√
n
. The CLT concerns with limn→∞ P[X¯n ≥ µ+ c√n ]
and states that this limit is same as P[N (0, σ2) > c] where N (0, σ2) is Gaussian random variable with mean
zero and variance σ2. The theory of large deviations concerns with P[X¯n ≥ `] where ` > µ. This probability
decays exponentially with n as e−n I(`) where I(`) is the rate of decay. The theory of large deviations
concerns with finding the exponential rate of decay, I(`) = − limn→∞ 1n logP[X¯n ≥ `]. Given θ > 0 we have,
using the Markov inequality and the moment-generating-function M(θ) = EeθX ,
P[X¯n ≥ `] = P[eθ
∑n
i=1 Xi ≥ enθ`] ≤ e−nθ`Eeθ
∑n
i=1 Xi = e−nθ`(M(θ))n = e−n(θ`−lnM(θ)).
Hence, we have − 1n logP[X¯n ≥ `] ≥ supθ>0(θ` −M(θ)). Cramer’s theorem asserts that the rate I(`) is
indeed supθ>0(θ`−M(θ)).
Action functional.
Now we deal with stochastic processes taking values in a metric space X. Let B := C([0, T ];X) be the
space of X-valued continuous functions, equipped with the metric ρ(φ, ψ) = supt∈[0,T ] ||φt − ψt||X. Let B be
the Borel σ-algebra on B and {Pε}ε>0 be a family of probability measures on (B,B). Roughly speaking2,
S0T : X→ [0,∞] is called a normalized action functional with normalizing coefficient 1/ε if
lim
δ↓0
lim
ε↓0
ε lnPε[ψ : ρ(ψ, φ) < δ] = −S0T (φ),
1independent and identically distributed
2Precise definition is given in Chapter 3.3 of [62].
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i.e., Pε[ψ : ρ(ψ, φ) < δ] behaves asymptotically as e−S0T (φ)/ε. It is also said that the family of measures
{Pε}ε>0 satisfy a large deviations principle (LDP) with rate function S.
For example, suppose W ε :=
√
εW where W is the standard Brownian motion. Here X = R, possible
trajectories of W ε belong to B, and Pε is the probability law of W ε. Obviously, as ε→ 0, W ε goes to zero.
The event that ‘W ε stays close to a trajectory that is not identically zero’ is a large deviation. The action
functional gives the exponential decay rate of the probability of such large deviations. Schilder’s theorem
asserts that the normalized action functional for W ε =
√
εW is
S0T (φ) =

∞, if φ is not absolutely continuous or φ0 6= 0,
1
2
∫ T
0
|φ˙s|2ds, otherwise,
with the normalizing coefficient 1/ε. Roughly speaking, as ε→ 0, larger the average gradient of a trajectory
lesser its probability.
Now consider the SDE dXεt = b(X
ε
t )dt+
√
εdWt withX0 = x. Informally we have
d
dtX
ε
t = b(X
ε)+
√
ε ddtWt
(ignoring the fact that sample paths of W are not differentiable). Consider the ODE η˙t = b(ηt) + φ˙t with
η0 = x and φ absolutely continuous. Since W
ε drives Xε, Schilder’s theorem for Brownian motion suggests
that the normalized action functional for Xε is
S0T (η) =

∞, if η is not absolutely continuous or η0 6= x,
1
2
∫ T
0
|η˙s − b(ηs)|2ds, otherwise,
with the normalizing coefficient 1/ε. Results of the above kind which obtain action functional by a suitable
transformation of trajectories go by the name of ‘contraction principle’ (see theorem 3.3.1 in [62]).
Exit from a domain.
Let Xε be a stochastic process taking values in X. Let D denote a region of X and ∂D its boundary.
Suppose the initial condition Xε0 = x belongs to D. Let τ
ε
x be the first exit time of X
ε from D. An object
of importance is the probability Pε[τεx ≤ t]. Suppose Xε is driven by a deterministic vector field perturbed
by a small noise with perturbation strength ε. Assume the deterministic vector field is such that it does not
allow Xε to escape the region D; but the small noise can drive Xε out of D, albeit with a small probability.
Then, as ε → 0, exit from D becomes a large deviation. Suppose S is the normalized action functional
for Xε with normalizing coefficient 1/ε. Since S governs decay rate of the probability of large deviations,
trajectories with smaller S have better chance of exit. Naturally we are lead to the study of the quantity
V (t, x, y) = inf{S0t(φ) : φ(0) = x, φ(t) = y} and V(t, x) = infy∈∂D V (t, x, y). The probability Pε[τεx ≤ t]
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behaves asymptotically as e−V(t,x)/ε The quantity V can be explicitly obtained in some cases using the
calculus of variations.
Obtaining the action functional by Legendre-transformation of moment-generating-function.
We illustrate this technique first on random variables and then on differential equations driven by Markov
processes.
Let {Xε}ε>0 be a family of R-valued random-variables with rate function I and normalizing coef-
ficient 1/ε. Define the scaled moment-generating-function h(θ) := limε→0 ε logE exp(θXε/ε). Roughly
speaking, since the probabilities decay according to e−I(x)/ε we have E exp(θXε/ε) ≈ ∫ eθx/εe−I(x)/εdx.
Most contribution to the integral comes from the location where θx − I(x) is maximized. Hence we get,
h(θ) = supx(θx − I(x)). If the function h is nice (convex), then I can be recovered by applying the
Legendre-transform, i.e., I(x) = supθ(θx − h(θ)). Thus, the rate function can be obtained from the scaled
moment-generating-function.
Now we illustrate the Legendre transform technique on scalar processes of the formXt = x+
∫ t
0
b(Xs, ξs/ε)ds
where ξ is a time-homogenous Markov process. As an intermediary step, consider a scalar discrete-time pro-
cess Xε,ψ given by Xε,ψk∆ =
∑k−1
j=0
∫ (j+1)∆
j∆
b(ψj∆, ξs/ε)ds for k = 1, . . . , n with n∆ = T and ψ a given step-
function with discontinuities at k∆. Now we obtain the rate function for the Rn-valued random-variable
(Xε,ψ∆ , X
ε,ψ
2∆ , . . . , X
ε,ψ
n∆ ). The moment generating function is h(α) := limε↓0 ε lnE exp
(
ε−1
∑n
k=1 αkX
ε,ψ
k∆
)
where α ∈ Rn. Note that
n∑
k=1
αkX
ε,ψ
k∆ =
n∑
k=1
αk
k−1∑
j=0
∫ (j+1)∆
j∆
b(ψj∆, ξs/ε)ds =
n−1∑
j=0
∫ (j+1)∆
j∆
(
n∑
k=j+1
αk) b(ψj∆, ξs/ε)ds
=:
n−1∑
j=0
∫ (j+1)∆
j∆
αs b(ψj∆, ξs/ε)ds
where s 7→ αs is a step function defined so that the last equality above is valid. To be able to evaluate the
function h, we assume that there exists a function H : (R× R)→ R such that
lim
ε↓0
ε lnE exp
(
1
ε
∫ T
0
αsb(φs, ξs/ε)ds
)
=
∫ T
0
H(φs, αs)ds
for any step functions s 7→ φs, s 7→ αs. Call this assumption as condition F (see chapter 7.4 of [62]). Then
we would have h(α) =
∫ T
0
H(ψs, αs)ds. The Legendre-transform of h is defined by `(β) := supα(α ·β−h(α)).
Let the Legendre tranform of H be L, i.e., L : (R×R)→ R is given by L(x, β) = supα(αβ−H(x, α)). Then
` can be written in terms of L as `(β) =
∑n
k=1 ∆ · L(ψ(k−1)∆, βk−βk−1∆ ). The function ` is the rate-function
for the vector random-variable (Xε,ψ∆ , X
ε,ψ
2∆ , . . . , X
ε,ψ
n∆ ). The normalized action functional for the continuous
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time process Xε,ψt =
∫ t
0
b(ψs, ξs/ε)ds can be obtained by passing to limits as S(φ) =
∫ T
0
L(ψs, φ˙s)ds for φ
absolutely continuous with φ0 = 0. Appropriate approximations (see chapter 7.5 of [62]) would give the
normalized action functional for Xt = x+
∫ t
0
b(Xs, ξs/ε)ds as
S0T (η) =

∞, if η is not absolutely continuous or η0 6= x,
1
2
∫ T
0
L(ηs, η˙s)ds, otherwise.
,
with the normalizing coefficient 1/ε.
If ξ is time-homogenous Markov process and the limit limT↑∞ 1T lnEy exp
(∫ T
0
α b(x, ξs)ds
)
exists uni-
formly in y, then the condition F is satisfied and H(x, α) is given by this limit (lemma 7.4.3 of [62]).
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