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The refraction, shoaling and structure of non-linear internal waves at a continental shelf margin
by Richard Justin Orford Small
Observations of internal waves near the Continental shelf-edge are generally ascribed to generation by
oscillating tidal flow over the local bathymetry, in the presence of a stratified water column, giving
rise to the internal tide. In this thesis observations are presented which demonstrate that internal waves
at the Malin shelf-edge comprise of both the locally generated internal tide, and waves from a distant
source. This thesis focuses on processes affecting the latter phenomenon at the continental slope. A
comprehensive collection of in-situ and satellite data from the Shelf Edge Study (SES) and the Shelf
Edge Study Acoustic Measurement Experiment (SESAME) from August-September 1995 and August
1996 is used to describe the internal wave characteristics. During a period of neap tides a set of
internal solitary waves was tracked across the continental slope every tidal cycle for three days. The
measurements indicate that the waves evolved from an initial drop in the thermocline, and were not
significantly refracted as they crossed the slope, due to the small change in phase speed across the
slope, from around 0.8 to 0.6 ms"1. The internal waves depressed the thermocline by between 30 and
50 m and had particle speeds of 0.4 to 0.8 ms"1. The structure of the internal waves is examined and
compared to weakly non-linear theory, and it is found that first order theory adequately describes the
waves over the slope but that a second order theory is required to model the internal waves on the
shelf. A non-linear refraction model is developed to simulate the internal wave propagation and
evolution. Initial tests of the model for the refraction and shoaling of interfacial solitary waves
propagating in simple environments show agreement with analytical results. The model is then
extended to simulate the refraction and transformation of the internal waves observed during SES,
using realistic density stratification and bathymetry. When realistic initial conditions derived from
measurements are used, it is found that the model reproduces the phase speeds and refraction
characteristics very well, but overestimates wave amplitudes at the shelf-edge and the shelf. Analysis
of the simulated internal waves suggests that the waves would become unstable at these amplitudes
and would in reality be damped. In fact it is shown from the observations that instabilities in the wave
are likely to occur due to the high shear and high particle speed relative to the phase speed, and an
example of possible breaking internal waves is illustrated. The likely regions of non-linear internal
wave dissipation are considered in the Discussion, together with the local generation of internal tides,
and possible source regions for the distant internal waves.In memory of Phil
Acknowledgements
A number of people have provided advice and help towards this work. Thanks to Steve Thorpe for
his steering at crucial times. The thesis was made possible due to funding by the Defence Evaluation
Research Agency (DERA). John Scott provided inspiration for the analysis of SESAME data by
providing me with a 'backhander' of temperature data from Zack Hallock, who is also thanked. The
enthusiasm and interest of Efim Pelinovsky and Tatyana Talipova provided a background for the
theoretical analysis. Toby Sherwin, Mark Inall, Gus Jeans and other SES participants have always
been helpful. Kevin Lamb and Theo Gerkema generously allowed use of their models. The support
and offbeat humour of my DERA colleagues in the Oceanography group has given me a happy
working environment. The experience gained whilst working on this thesis has provided me an
opportunity to participate in further ocean going experiments in various parts of the world, for which
I'm very grateful.
To my family and SueContents
Abstract 2
Acknowledgements 3
Contents 4
List of symbols
"
7
Abbreviations 9
1. Introduction, Thesis Objectives, and a Review of Internal Wave Observations 10
1.1 Introduction 10
1.2 Objectives 11
1.3 Structure of the thesis 11
1.4 A review of Observations of Internal Waves near Varying Topography 13
1.5 Summary of observations 22
1.4 Figures 23
2. A Review of the Theory of Oceanic Internal Waves 26
2.1 Introduction 26
2.2 Equations of motion 26
2.3 Linear Internal Waves 27
2.4 The development of weakly non-linear equations 33
2.5 Algebraic solutions to the KdV equation 37
2.6 Modifications to KdV theory 42
2.7 Comparisons of weakly non-linear solitary wave solutions, laboratory experiments, fully
non-linear theory, and oceanic observations 51
2.8 Evolution of non-linear waves 52
2.9 Fully non-linear models 55
2.10 Summary 56
2.11 Tables 59
2.12 Figures 61
3. Overview of background oceanography and the internal wave field during the
SES/SESAME experiments 68
3.1 SESAME and SES 68
3.2 Overview of The background environment 70
3.3 Overview of the internal tide and internal wave field 73
3.4 Summary 79
3.5 Tables 81
3.6 Figures 834 Observations of the evolution and refraction of a non-linear internal tide across the
continental slope 94
4.1 Introduction 94
4.2 Propagation and Transformation of the internal wave packet over a sequence of six tidal
cycles 95
4.3 Refraction and speed of propagation of the internal waves 97
4.4 Variations in Wave Packet Transformation between Tidal cycles 102
4.5 Instabilities of the internal waves 109
4.6 Summary 112
4.7 Tables 114
4.8 Figures 117
5. Analysis of the structure of internal solitary waves measured during the n>^2184
August 1995: observations and theory 139
5.1 Introduction 139
5.2 Observed internal solitary wave structure from thermistor string and ADCP 139
5.3 Environmental parameters derived from the SES stratification 143
5.4 Theoretical predictions of internal solitary wave shape 146
5.5 Comparisons of observed and theoretical internal solitary wave shapes and speeds 151
5.6 Summary 154
5.7 Tables 157
5.8 Figures 159
6. A non-linear refraction model of interfacial solitary waves in the ocean 179
6.1 Introduction 179
6.2 The refraction of linear and non-linear waves 181
6.3 Development of a non-linear refraction model 182
6.4 The shoaling of internal solitary waves 189
6.5 Radial spreading of internal solitary waves 194
6.6 Refraction of a planar linear wave obliquely incident on a continental slope 196
6.7 Refraction of a planar internal solitary waves obliquely incident on a Continental slope
197
6.8 Summary 197
6.9 Figures 2007. Simulation of the refraction and transformation of internal solitary waves at the
Malin shelf break 210
7.1 Introduction 210
7.2 Description and inputs of the numerical model 210
7.3 Simulation of the extent of refraction of the internal waves 212
7.4 Adiabatic predictions of the evolution of purely solitary internal waves in the SES
environment 215
7.5 Evolution of observed waveforms 216
7.6 Predicted currents and current strain 219
7.7 Predictions of shear instability and gravitational instability 221
7.8 Summary 223
7.9 Figures 226
8. Conclusions and Discussion 243
8.1 Conclusions 243
8.2 Discussion 247
8.3 Future Work 249
8.4 Figures 251
Annex A Coefficients of the FEKdV equation for a two layer environment 253
Annex B Calculation of higher order modes and coefficients of the EKdV equation 254
Annex C Numerical algorithm for solving the EKdV equation 259
Annex D Analysis of the barotropic and baroclinic tide using harmonic decomposition 265
Annex E A non-linear model of internal tide generation. 266
References 271List of Symbols
The following is a list of the symbols commonly referred to throughout the paper. In some equations, which
are referred to just, once a symbol may have a different meaning but this will be explicitly described in the
text.
Greek Symbols
a Non-linear coefficient of EKdV equation, see [2-28]
a. Cubic Non-linear coefficient of EKdV equation, see [2-47]
ß Dispersive parameter of B-0 equation [2-43c]
8 Dispersive parameter of KdV equation, see [2-23]
e Non-linear parameter of KdV equation, see [2-23]
(|) Modal function of z, see [2-6]
<|>p amplitude of (j>, see [2-9]
(|>lj Non-linear modal function of streamfunction, for e to the power I, 8 to the power j see [2-24]
y Dispersive coefficient of EKdV equation, see [2-28]
r\ Waveform of displacement, see [2-27]
x\q Amplitude of displacement of an internal wave
r)c Limiting amplitude of displacement of an internal wave predicted by EKdV, [2-51]
A, Characteristic slope of internal wave rays, see [2-7]
v Variable-depth Coefficient of vEKdV equation, see [6-11]
p Density
p* Potential density
Po Reference Density used in Boussinesq approximation
pi Density of upper layer of two-layer system
p2 Density of lower layer of two-layer system
, Displacement, see [2-22] and [2-29].
a> Frequency
\|/ Streamfunction, see [2-2]
A Wavefront length
Ap Density difference across an interface
AP pycnocline thickness
Lower Roman Case
amax Limiting amplitude of displacement of an internal wave from fully non-linear theory, [2-53]
b Buoyancy (see [2-22]
Co Linear phase speed u)/k
c Solitary wave phase speed
cn Cnoidal function, see [2-31]
cmax Limiting phase speed of an internal wave from fully non-linear theory, [2-53]
f Coriolis acceleration
g Acceleration due to gravity
hc Critical depth of two-layer system for EKdV dynamics, see [2-49]
h] Thickness of upper layer of two-layer system
Ii2 Thickness of lower layer of two-layer system
h separation of interface and hc, [2-49]
k horizontal wavenumber
ko horizontal wavenumber of cnoidal and dnoidal functions
m vertical wavenumber
p Pressure
r Radial coordinate of cKdV equation
t Timeu Internal velocity in direction of wave propagation
v Internal velocity perpendicular to direction of wave propagation
v0 Characteristic Internal wave velocity , see [2-22]
w Internal vertical velocity
x Range along direction of wave propagation
y Range perpendicular to direction of wave propagation
z Height from sea surface, measured positive upwards, so that seabed is at z=-H, surface at z=0
Upper Roman Case
A,, A2 parameter of FEKdV solitary wave, see Annex A
B Instantaneous buoyancy frequency, see [2-2lb]
C parameter of FEKdV solitary wave, see Annex A
C3, C4, C5 Parameters of FEKdV equation, [2-45]
D A depth scale, see [2-22]
D'J Non-linear modal function of buoyancy b, for e to the power i, 8 to the power j see [2-24]
E Energy of solitary waves, see [6-19]
E(s) complete elliptic integral of second kind
F Energy flux of solitary waves, see [6-4]
F,, Spectral energy density of displacement, [3-1]
G Kernel of Whitham evolution equation [2-39]
H Total water depth
L Length-scale of internal solitary waves
M Term used for vKdV equation, see [6-8]
N Buoyancy (Brunt-Vaisala) frequency , see [2-4]
Ri Richardson number, see [2-21]
Ro Rossby number, see [2-54]
S Spreading Coefficient of vEKdV equation, see [6-12]
U Background shear velocity
Ur Ursell number, [2-59]Abbreviations
ADCP
CKdV
CTD
DABS
DERA-
DR
EKdV
ERS
ESA
EKdV
FEKdV
GEBCO
GM
GPS
HNLMS
KB
Kl
KdV
LOIS
MB
M2
M4
NERC
NRL
OAT
01
OS
RCM
rEKdV
rKdV
S2
SARSEX
SeaSoar
SES
SESAME
SAR
UTC
Ur
VEKdV
VKdV
WAVEX
XBT
Acoustic Doppler Current Profiler
Cylindrical KdV
Conductivity, temperature, depth
Digital Acquisition Buoy System
Defence Evaluation Research Agency
Djordevic and Redekopp (1978)
Extended Korteweg-de-Vries
European Research satellite
European Space Agency
Extended Korteweg-de-Vries
Fully Extended Korteweg-de-Vries
General bathymetric chart of the oceans
Garrett and Munk
Geographical positioning system
Her Royal Netherlands Majesty's ship
Koop and Butler 1981
Luni-solar tide
Korteweg-de-Vries
Land-Ocean Interaction Study
Michallet and Bartholemey (1998)
lunar semi-diurnal tide
lunar quarter-diurnal tide
Natural Environment Research Council
Naval Research Laboratory
Ocean Acoustic Tomography
Principal lunar tide
Ostrovsky and Stepanyants
Recording Current Meter
Extended Korteweg-de-Vries equation with rotation
Korteweg-de-Vries equation with rotation
solar semi-diurnal tide
SAR experiment, Gasporovich et al 1988
Undulating towed body, measures water properties.
Shelf Edge Study
Shelf Edge Study Acoustic Measurement Experiment
Synthetic Aperture Radar
Universal Time Constant (=Zulu)
Ursell number
Variable-coefficient EKdV
Variable-coefficient KdV
Digital X-band radar
expendable bathythermographChapter 1.
INTRODUCTION, THESIS OBJECTIVES, AND A REVIEW OF |INTERNAL WAVE
OBSERVATIONS
1.1 Introduction
Internal waves are generated by disturbances to a stratified ocean at frequencies between the inertial and the
buoyancy frequency. A common source is the oscillating barotropic tidal flow over varying topography, which
gives rise to the internal tide. Under certain circumstances the internal tide can transform into a set of high
frequency, non-linear internal waves. This thesis investigates one of the processes whereby this transformation
occurs, namely the shoaling of an internal tide at a continental slope.
Internal waves are studied for a variety of reasons. They provide a mechanism for the removal of energy from the
barotropic tide, via the internal tide, into the high frequency internal waves, eventually to be dissipated into
turbulent motions when the waves break (Kantha and Tierney 1997). The observations presented in this paper
give information on possible mechanisms for the breaking process. Internal waves may also transport nutrients
towards the surface, particularly when mixing occurs (Haury et al 1979, New 1988), and also may cause lateral
transport of nutrients (Lamb 1997). The displacement of the thermocline by internal waves can affect the
refraction of sound and has importance for acoustic studies (Headrick et al 2000) of relevance to the design of
sonar systems, and acoustic underwater communication. The strong currents and current shear in internal waves,
combined with variable buoyancy effects across interfaces, may also destabilise underwater platforms and
drilling operations for oil exploration (Bole et al 1994).
This study utilises in-water and Synthetic Aperture Radar (SAR) data from the recent Shelf Edge Study (SES)
and Shelf Edge Study Acoustic Measurement Experiment (SESAME) trials at the Malin shelf edge in August to
September 1995 and August 1996. A comprehensive collection of temperature and current time-series from
moorings and towed surveys, and profiles from Conductivity-Temperature-Depth probes (CTDs), has been
analysed in conjunction with the synoptic SAR images to provide an interpretation of the background
environment and the internal wave field.
101.2 Objectives
The objectives of this research are to:
1) Analyse data from the SESAME and SES projects to identify the characteristics of internal tides and
waves, and the background environment in the Malin shelf-edge region, and any relationships between these
features.
2) Interpret observations of the propagation of internal solitary waves across the Continental slope.
3) Compare observed internal solitary waves with theoretical predictions.
4) Develop a non-linear refraction model of internal waves.
5) Simulate the observed refraction and transformation of internal waves across the continental slope using
the non-linear refraction model.
1.3 Structure of the thesis
The thesis is presented as a series of chapters, each with an introduction and a summary to help the reader.
Analyses of data or theory for which the only the conclusions are important to the study are contained in Annexes
and referred to in the main text. Tables and Figures are placed at the end of each chapter.
Chapter 1 introduces the study of internal waves. The objectives and structure of the study are then presented.
The remainder of the chapter provides a review of the observation of oceanic internal waves. The focus of the
review is on internal tides and associated non-linear internal waves. In addition to a description of important in-
situ observations, the remote sensing of internal waves and internal tides is introduced. In particular the analysis
by satellite SAR of non-linear internal waves is discussed, together with measurements by altimeter of the
internal tide. The long distance propagation of internal tides and waves is emphasised.
Chapter 2 presents a review of the theory of oceanic internal waves. The focus is on non-linear internal wave
theory, as this will be most pertinent to the study, but a short description of relevant aspects of linear theory is
also given. The paths of energy propagation in the ocean, along the interface in strong pycnocline environments,
and along rays in the deep ocean in weaker stratification, are discussed. Weakly non-linear KdV theory and
extensions to it for higher non-linearity and deeper water are described. The solutions to the different weakly non¬
linear theories are illustrated and compared. The evolution of waves is illustrated, and a review of fully non-linear
11wave theory presented. Also included is a review of previous comparisons of non-linear theories with laboratory
experiments and with oceanographic observations of internal solitary waves.
In Chapter 3, the SES and SESAME experiments and data are introduced. Analysis is done of the relationship
between the background environment, including barotropic tides, stratification and background currents, and the
internal waves. One of the important conclusions of the study is presented: that internal waves from distant
sources can be as large as and often larger than locally generated internal waves.
In Chapter 4 the behaviour of a particular feature observed between the 19* and 21st August 1995 is described in
detail. Every tidal cycle a drop of the pycnocline in deep water transforms into a set of internal solitary waves as
it propagates on-shelf. The waves are hypothesised to be from a distantly generated internal tide, and the
refraction and transformation of the waves across the slope is examined. Possible breaking events are shown and
the observations are analysed to see if the criteria for internal wave instability are met.
In Chapter 5 the observations of internal solitary waves from this period are interpreted in terms of the non-linear
theories of internal waves presented in Chapter 2. A detailed analysis of the structure of the observed waves is
made and compared against predictions from weakly non-linear theory. Peculiar features of the current and the
displacement profiles in the waves are described.
In Chapter 6 a non-linear refraction model is developed. This is done to investigate how non-linear effects on
phase speed affect internal wave refraction across bathymetric features such as continental slopes. The model also
predicts the shoaling and spreading of internal waves. The model is tested in a two-layer environment in idealised
situations where comparison can be made with analytical results. Good agreement with analytical predictions is
obtained for: shoaling up a slope: radial spreading: and the refraction of a planar wave as it obliquely passes a
wedge-shaped slope.
Chapter 7 applies the non-linear refraction model to simulate the observed internal wave behaviour covered in
Chapter 4. Using realistic density stratification and bathymetry, a description of the propagation of a first mode
feature across the slope is described. Simulations of the evolution of an idealised initial waveform and of a real
initial condition are performed. The predicted refraction and transformation of the feature is compared with the
observations. The predictions of surface current strain are illustrated to determine whether the waves are likely to
be imaged by SAR. The model predictions of when the onset of instability may occur are also investigated.
Finally Chapter 8 presents the Conclusions of the study, a Discussion, and proposed future work. The
discussion considers possible source regions for the internal solitary waves described in chapter 4, and
presents the results of a short modelling study of local internal tide generation.
121.4. A review of observations of internal waves near varying topography
Observations of internal waves generated by tidal flow near varying topography have identified two types of
phenomenon: a long low frequency wave of tidal periodicity and O(10 km) wavelength, generally referred to
as the internal tide, and, superimposed on this, higher frequency 0(5 cph) waves with short wavelengths of
0(100 m) (Huthnance 1989), variously classified as solitons, undular bores, hydraulic jumps or just internal
waves. These observations are discussed below. This is not intended to be a complete list of such
observations, but instead shows selected observations to illustrate particular mechanisms of interest.
1.4.1 Internal tides
The internal tide is set up by periodic tidal flow parallel to gradients in topography in stratified water, where
the forced vertical currents cause an oscillation of the stratification with corresponding tidal period.
Associated with the oscillating thermocline are baroclinic velocities.
Internal tides have been identified and characterised in many regions of varying topography on the globe.
These regions include shelf-breaks, sills (regions of vertical constriction), straits (regions of horizontal
constriction), seamounts, and ridges. For illustration, a few of these observations are detailed below. For
more comprehensive discussions, Wunsch (1975) and Huthnance (1989) reviewed the observations and
theory of internal tides up to that time. More recently reviews have been made of the high frequency waves
arising from the internal tide (such as Ostrovskly and Stepanyants 1989, Jeans 1998).
Halpern (1971a) was one of the first to identify the internal tide, by measuring the thermocline variation in
Massachusetts Bay 9 km from a submarine sill (Stellwagen Bank) using a moored thermistor string,
observing M2 oscillations in temperature of the order of 1-2 C in the thermocline, dominated by the first
internal mode. The waves explained 50 % of the total temperature variance at that site. It was speculated that
the internal tides here dissipate around 8% of the barotropic tidal energy.
Pingree et al (1983) observed the M2 internal tide on the Celtic Shelf break using moored thermistor chain
and found peak to trough amplitudes of up to 50 m in the seasonal thermocline. Evidence was found for
waves propagating both on and off-shelf in Pingree and Mardell (1984). The internal tide showed distinct
non-linear characteristics of a flattened crest and relatively narrow trough (Figure 1-1). Pingree et al (1986)
found a dominance by the first internal mode on the shelf, in the presence of a seasonal thermocline, and by
mode 3 in deep water, where the deeper stratification is significant. New (1988) also speculated that mixing
in large amplitude, low Richardson number internal tides explained observed cold surface patches near the
shelf break.
13Sherwin (1988) reported and analysed observations from the Malin Shelf (north of Ireland) in the summer of
1983, in the presence of a strong seasonal thermocline. Current meter and thermistor chain measurements
indicated an M2 internal tide propagating from 315T, inducing thermocline oscillations of up to 20 m Modal
decomposition of the internal tide showed that the first internal mode dominated with a wavelength of 38 km,
and associated internal currents of 15cm/s near the surface and 6cm/s near the bottom. The energy decay
length was estimated to be around 80 km, with a timescale of about 4 days. A mooring on the shelf (100 m
depth) showed a clear spring-neap cycle of internal tide amplitude, but this was not apparent at the shelf
break (200 m depth.) Further, the internal tide amplitudes were strong despite relatively weak (M2 13 cm/s)
tidal currents.
De Witt et al (1986) measured internal tides in the Rockall Trough, north-east of Rockall Bank. A high
degree of temporal and spatial variance was observed in the internal tide amplitude. During a week of
energetic internal tides in August 1978, 20 m peak-trough amplitude waves were observed on the seasonal
thermocline, and the direction of propagation, resolved from a triangular array of moorings indicated
propagation from the Rockall Bank. The suggested explanation for the temporal and spatial variability was
fluctuation in the energy paths of the internal tide emanating from the Bank. These fluctuating energy paths
may in turn have been due to changes in the density field caused by mesoscale (eddy) motions.
Recently Farmer and Armi (1999) made very detailed measurements of the internal tide over a sill in Knight
Inlet, British Colombia, using echo-sounder and hull-mounted Acoustic Doppler Current Profiler (ADCP).
The stratification in this fjord is strong due to fresh river and ice run-off, which collects in the upper 5 m or
so. Ebbing tidal currents over the steeper side of the sill were found to, induce strong internal tides.
Downstream of the sill the layer interface was found to bifurcate with one portion plummeting to the depth of
the sill (60 m) or more. Along the plummeting interface instabilities were observed to form, which were
speculated to evolve into a set of solitary waves observed some 30 minutes later. These waves were observed
to propagate upstream along the shallow interface. Evidence was also found for solitary wave generation
during flood tide over the shallow side of the sill: here the waves appeared to be trapped over the sill edge.
Solitary waves are discussed in more detail in the following section.
1.4.2 Non-linear waves
It has been speculated (Baines 1984) that large amplitude internal tides will transform from smooth, long
undulations into higher frequency non-linear waves such as solitons and undular bores, or just sharp
discontinuities known as bores or hydraulic jumps. Maxworthy (1979) has also demonstrated the formation
of non-linear waves caused by oscillatory flow over an obstacle. As discussed above, Farmer and Armi
(1999) have also seen solitary waves evolve out of disturbances caused by tidal flow over a sill. The waves
14are often associated with rapidly changing high amplitude currents. Examples of some of the well-
documented observations are described below.
Haury et al 1979 presented a detailed set of observations of non-linear internal waves made via acoustic
echo-sounder, thermistors and CTDs at Stellwagen Bank in Massachusetts Bay, which rises to 30 m depth
from surrounding depths of 90-100m. The waves were observed to propagate away from the crest of the bank
towards the coast. A hypothesis was made that internal lee waves were formed on the ocean side of the bank
during ebb-tide, which were released during the slack water and flood tide to propagate across the bank and
on-shore, becoming more solitary as they propagated. Vertical velocities of 0.2 to 0.4 ms'1 were inferred from
the descent rate of isotherms in the waves. The waves reached amplitudes of at least 30 m in 90 m depth and
on more than one occasion were observed to break. The acoustic echo-sounder trace of the event is shown in
Figure 1-2. Here the direction of propagation was right to left whilst the overturning occurred from left to
right, suggesting a shear opposed to the wave propagation direction (Thorpe 1978a). Associated with the
mixing was a vertical redistribution of chlorophyll and other nutrients.
Pingree and Mardell (1985) identified internal waves 25 km shelf-wards from the Bay of Biscay shelf break,
in a thermistor chain record over springs and neaps during the summer. They found typical phase speeds of
0.7 ms"', with half widths of -100 m. Peak to trough amplitudes were up to 50 m at springs and between 13-
17 m at neaps. Separations between waves were measured around 1100 m and 1800 m, increasing the further
from the shelf break that the wave packet was observed, suggesting dispersion. The waves were observed to
take on a solitary appearance as they propagated onshore
Pingree and Mardell (1985) further found that these waves were mainly generated during maximum ebb tide
(the typical tidal velocity on the shelf was 0.7 ms"1 at springs and 0.3 ms"1 at neaps) at the shelf break and
propagated onshelf as the tide turned. However, some wave packets did not follow this pattern and it was
suggested that generation might also be occurring along irregular canyons and ridges along the shelf break.
This possibility was supported by New (1988) who showed a SEAS AT SAR image (see section 1.4) for
discussion of SAR) indicating waveforms apparently spreading out radially from these irregular features.
Holloway (1987) observed solitons and bores at the north-west Australian shelf break in depths around 100 m
using moored thermistors and current meters. Internal bores and solitary waves were found to occur at the
back and sometimes the front of the internal tide trough, with typical timescales of 5-10 minutes, and
amplitudes of up to 50 m, equivalent to 6 C temperature changes.
Stanton and Ostrovsky (1998) reported huge non-linear solitary waves on the continental shelf off Oregon,
measured in October 1995. A strong near surface pycnocline around 5-7 m depth separated relatively fresh
river outflow from the Oregon river from the shelf water. The waves were huge in the respect that the thin
15surface pycnocline was displaced by up to a factor of four, with maximal 25 m waves of depression. The
waves occurred at the front of an internal tide trough during the period of strongest tidal forcing. Sandstrom
and Elliott (1984) also observed large non-linear internal waves of 50 m amplitude on a deeper thermocline
(between 20 and 50 m depth) on the Scotian shelf.
Brandt et al (1999a) measured large internal waves close to the Straits of Messina with towed conductivity-
thermistor chain and hull-mounted ADCP. Waves were observed both north and south of the Strait, in
October 1995. These high resolution measurements, similar to the types of observations presented in this
thesis, showed the detailed structure of the waves, which were up to 70 m (peak-trough) in amplitude, and
often solitary in character. Baroclinic current jets of up to 0.9 ms"1 were associated with the waves. The
waves are also clear on SAR images of the area (Brandt et al 1997: see section 1.4.3). Variations of the
waveforms were often found and were linked to variations in the tidal strength and the underlying general
circulation. In particular Brandt et al postulated that the anomalous intrusion of the Atlantic-Ionian stream
into the Strait may have increased the amplitude of the solitary waves.
Internal solitary waves in deep water have also been reported. Apel et al (1985) conducted a comprehensive
satellite and sea survey of regular packets of non-linear internal waves in the Sulu Sea. Up to 5 packets of
tidally generated waves were visible in the Sea at any one time, emanating from a sill at the southern entrance
to the sea and propagating cylindrically outwards into the deep ocean in depths up to 3300 m. From the
satellite imagery (visible sunglint: see section 1.4.3) strong dispersion of the waves was noted as the waves
travelled across the sea, with up to 16 km separating waves, and long crest lengths up to 350 km were
observed. The in-situ data indicated wave amplitudes (of depression) up to 90 m on a strong thermocline
extending from the surface to 150 m, and surface current pulses up to 1 ms"1. The waves propagated in total a
distance of almost 500 km over 2Y2 days.
Deep-sea internal waves in the South China Sea have been observed to have many interesting characteristics.
Hsu et al (2000) found that in the north-east of the Sea internal waves were generated at Luzon Strait, south
of Taiwan, propagated west some 200 to 300 km across the abyssal plain, then on reaching the shelf-edge
they appeared to be magnified. Significant refraction and diffraction was seen to occur around an island
located in the middle of the continental slope. Bole et al (1994) showed current meter measurements of the
internal waves near the island which indicated maximum current speeds of 1.5 ms"1, located sub-surface at 20
to 40 m depth, and lower layer currents up to 1 ms"1 flowing in the opposite direction. The interface between
the two current directions occurred around mid-depth (the water depth of measurement was around 300 m).
These properties of the shoaling, refraction, and current profile of the non-linear internal waves will be
discussed in detail in this thesis with respect to observations at the UK shelf margin.
16Pinkel et al (1997) discussed internal solitary waves of peak-trough amplitudes up to 60 m, in packets of 2-3,
measured at a mooring in the western equatorial Pacific Ocean. The packets occurred at spring tides for six
successive tidal cycles. The water depth was over 3000 m and the generation region was speculated to be the
Nugarba island chain, some 200 km or so distant. Wavefronts of up to 50 km long were observed, indicating
the large horizontal coherence. It was believed that the enhanced shear associated with the wave was
sufficient to trigger instabilities in the background shear flow.
New and Pingree (1990 and 1992) observed high frequency solitons in the central Bay of Biscay some 150
km from the Celtic shelf edge using thermistor chain, ADCP and SeaSoar, in water over 3000 m deep. These
waves had typical periods of 30 minutes, with horizontal currents of 0.4-0.5 ms"1 in the upper layer and
vertical velocities of up to 0.16 ms"', and with thermocline displacements of 50 m. Rays of internal wave
energy, which originated at the shelf break, travelled into the deep ocean, and were reflected off the bottom,
were hypothesised to intersect the seasonal thermocline, and give rise to the highly energetic internal waves
there.
Ray propagation was also quoted as the reason for internal waves observed near the Mascarene Ridge (Indian
Ocean) close to a sill (Konyaev et al 1995). Internal waves were observed above the ridge, with amplitudes of
up to 40m, some elevating the thermocline. A large internal wave of elevation was followed later by a train
of smaller, narrower solitons. Features were also observed some 90 km from the sill. These features were
again attributed to ray propagation from the sill into the deep ocean, with reflection off the floor back to the
surface near the observations.
These are just a few of the many reported observations of internal solitary waves and bores. From the
extensive range of observations of these waves (see Miyata 2000) it seems clear that non-linear waves occur
at most shelf-breaks and other topographic features during times of strong stratification and at least moderate
tidal strength.
One of the most striking points that arises from comparison of the observations is the predominance of
internal solitary waves of depression (shown schematically in Figure 1-3). These waves are theoretically
predicted to occur when the upper layer is thinner, as often occurs in the summer when, in fact, most
observations are made. This theory is discussed in section 2.5. (Note that in timeseries of temperature at a
fixed depth, these waves will usually appear as peaks of higher temperature). Of the observations discussed
above, only Hollo way et al (1997, 1999) have shown waves of elevation (as well as depression waves).
Waves of elevation have also been observed by Ivanov and Konyaev (1976) in the Caspian Sea where a
thinner lower layer (of high salinity) exists. Liu (1998) inferred the existence of waves of elevation in the
near-coastal zone of the South China Sea by their appearance on SAR.
17Recently studies have been made of the conversion of internal solitary waves as they pass through the critical
point where the upper layer thickness becomes equal to the lower layer thickness (e.g. Liu 1998, Grimshaw et
al 1999, and Saffarinia and Kao 1996). Weakly non-linear EKdV models predict a transformation of solitary
waves of depression into a set of waves of elevation (Grimshaw et al 1999, Liu 1998) and there are limited
observations to support this (Liu 1998). Other papers have suggested the waves dissipate at this point (Porter
and Thompson 1998). This aspect will not be dealt with here in detail as the observations of this thesis do not
extend into such shallow water. However, the process is important in terms of the eventual dissipation of
energy of internal solitary waves as they approach the coast. Whether the waves dissipate at that critical
depth, or at a front with mixed water in tidal zones, or through shoaling and breaking (see chapters 4 and 5
for discussions of this), it is probable that the coastal zone is one of the sinks for internal solitary wave, and
hence internal tide energy, and of barotropic tidal energy through baroclinic conversion. (To the authors
knowledge there are no recorded instances of internal solitary wave reflection from the coast).
1.4.3 Remote Observations of internal waves
In addition to the in-situ measurements of internal waves described above, further possibilities of internal
wave detection using space-borne radar or photography, altimetry, and remote acoustic measurements have
recently been reported. These observations have the advantage of being synoptic, but somewhat lack spatial
continuity in some cases (e.g. altimetry data lies on ground tracks widely spaced apart) and/or temporal
continuity (e.g SAR swaths are repeated typically on O (days)). That said, they can provide valuable and at
times the most comprehensive data on oceanic internal waves.
The radar and sun-glint photography techniques rely on the modulation of sea-surface roughness by internal
waves. The detection of internal waves is somewhat weather-dependent, being most effective at low to
moderate wind speeds. The mechanism of the modulation of sea surface roughness by internal wave has been
studied since the time of the Earth's Resources Technology Satellite (Apel et al (1975)) and has become an
essential element of internal wave research. The two main mechanisms, which have been distinguished, are
the so-called hydrodynamic mechanism, due to surface straining, and the slick mechanism, due to
redistribution of surfactants (biological or mineral). The former mechanism tends to induce the presence of
dual-polarity signatures on the sea-surface, due to the alternate effects of convergence and divergence (due to
internal waves) on the surface roughness. This is illustrated in Figure 1-3. The latter mechanism tends to
favour single-sign signatures, due to the concentration and advection of surfactants in the regions of
maximum surface current, coinciding with the trough of the most commonly occurring internal waves (non¬
linear waves of depression, as discussed in the previous section).
Detailed observations of sea-surface roughness concurrent with in-situ data have aided interpretation of
satellite data. Halpern (1971b) was one of the first to discuss long bands of modulated surface roughness in
18connection with internal waves. Osborne and Burch (1980) investigated internal solitary waves in the
Andaman Sea, showing a fine set of photographs of the sea-surface roughness coincident with internal waves
of up to 90 m in amplitude. Bands of increased roughness, with waves of up to 2m high in a background level
of 0.1 m were observed ahead of the trough of the waves, in the surface convergent region. These surface
effects were believed to create the banded signatures of wavefronts seen in satellite sun-glint photographs of
the Andaman Sea from Landsat and Apollo-Soyez missions (where roughly speaking bright regions imply
calm seas, dark bands imply rough seas and less reflection).
Apel et al (1985) showed similar results from the internal waves in the Sulu Sea where heightened roughness
occurred just before or during the troughs of the internal waves of depression. Hydrodynamic signatures on
SAR were first attributed solely to the Bragg-scale waves (Alpers 1985). More recent and sophisticated
models of the signatures take into account the influence of the whole wave spectrum (Holliday et al 1986), or
divide the spectrum into a short wavelength Bragg component, short waves tilted by the long waves (tilted
Bragg), and a longer wavelength specular point component (Lyzenga and Bennett 1988, Romeiser and Alpers
1997). These models performed better than simple Bragg at simulating the strong observed radar signatures
in the short wavelength (X or C) band (Holliday et al 1986). Hughes 1978 has also discussed the
enhancement of signatures due to the possible blocking of surface waves by the internal currents (when the
internal wave surface particle speed + surface wave group speed
= internal wave phase speed).
Further important studies of internal wave SAR signatures were performed by Apel and coworkers
(SARSEX) and Hughes and coworkers (JOWIPS) in 1983-1984 in the New York Bight and the Georgia
Strait (all reported in J Geophys. Res, Special Issue, 93, (CIO), 12217-14164, 1988). More recently Kropfli et
al (1999) presented another detailed survey off the Oregon coast where strongly non-linear waves were
measured. These were the waves discussed by Stanton and Ostrovsky (see section 1.4.2), with amplitudes (of
depression) as high as 25 m on a pycnocline centred at 5 m depth. Shore-based radar modulations here
indicated suppression of surface waves over the troughs (maximum currents) of the internal waves. The
suggested mechanisms for this included both the surface wave blocking effect discussed above, and the
influence of surfactants
Slick modulated internal wave signatures have also been studied by, for example, Ewing (1950), Ermakov et
al (1992), DaSilva et al 1998. Here the surfactants are proposed to concentrate in the internal wave and
propagate with the wave, with highest concentration over the region of maximum surface current (Ewing
1950). For the commonly occurring internal waves of depression, this occurs over the trough of the wave
(DaSilva et al 1998). The surfactants act to damp the small waves detected by SAR, leaving regions of low
backscatter return. In some exceptional circumstances single high backscatter bands are visible in
background environment of low wind speed and strong surface slicks. In this case DaSilva et al (1998) have
shown that the internal waves may excite decimeter surface waves through the surface strain mechanism,
19which are imaged by radar. Recent studies have also indicated that long wavelength internal tides may also
leave signatures due to the concentration of surfactants (Ermakov et al 1998).
There are now many papers available, which make analysis of internal wave fields, and properties based on
observations of internal waves from SAR and other remote measures of sea-surface roughness. Zheng et al
1993, 1995 have used Space Shuttle photographs to infer characteristics of internal waves on the shelf waters
of the Mid-American Bight and the deep water of the Indian Ocean respectively. Brandt et al (1996,1997)
have used large numbers of ERS SAR images to infer the variation (with the tide, and with the seasons) of
internal solitary waves generated at the Strait of Gibraltar and Strait of Messina receptively. Watson 1994
also studied the Strait of Gibraltar phenomenon using land-based radar. Apel and Gonzales (1983) and Apel
et al 1998 have attempted to describe wave packets as undular bore solutions to the KdV equation (see
section 2.5), where the variation of separation of the waves in a packet (due to non-linear dispersion) is used
to infer the model parameters. Small et al (1999a) has made a study of the possibility of inferring internal
solitary wave amplitude from the SAR image presented in Chapter 4 of this thesis, using the in-situ
observations to validate the method. Brandt et al (1999b) then showed that the success or otherwise of this
method was very sensitive to the nature of the surface wind conditions.
In this thesis, many of the proposed results rely on information from satellite SAR (see Chapters 3 and 4).
The information is mainly in the form of the position of wavefronts at particular times in the tidal cycle. This
thesis will not investigate in detail the method by which the observed signatures appear, for two reasons.
Firstly, no exactly coincident SAR and in-situ data is available (the closest times of measurement by the two
methods are of the order of hours apart), and secondly, it is beyond the scope of the study to investigate this
aspect. However, some simple interpretations will be presented which appear to confirm that the internal
waves measured in-situ and simulated by a refraction model are of sufficient amplitude to cause internal
wave signatures.
Internal tides and waves have recently been detected by satellite altimetry. Ray and Mitchum (1996) have
described measurements of the internal tide off the Hawaiian Islands by altimetry, which revealed surface
height fluctuations of a few cms or less. It should be noted that altimetry, by measuring surface wave height,
rather than roughness, measures the direct effect of internal waves on the sea-surface: but this surface effect
is small compared with the displacements inside the ocean which, we have seen above, are O(10 m).
Due to the restricted spatial nature of altimetry observations (measurements along a line only: with across-
track spacing of 100 km or more and repeat periods of a few days), it is only possible to compute internal tide
effects from long records (Ray and Mitchum quote 3 years worth of data required to resolve M2 and S2
internal tides). Using Topex Poseidon data, Ray and Mitchum succeeded in computing the amplitude and
phase of strong internal tides near the Hawaiian Islands. These were manifested by changes in M2 tidal
20amplitude and phase over short wavelengths of -100 km, clearly too small for the barotropic tide. Further,
the results suggested that the internal tide was coherent and propagated over huge
- 1000 km
- distances
away from the islands. (Recently Morozov et al (1999) showed even longer, basin scale (2000-3000 km)
propagation ranges of the internal tide in the Indian Ocean from the Mascarene Ridge, derived from mooring
data. This possibility was supported by the non-linear model of Vlasenko et al (1996) which estimated
propagation of over 1 km).
Kantha and Tierney (1997) performed a similar analysis to that of Ray and Mitchum to investigate global M2
baroclinic tides from altimetry. In order to extend the analysis to other tidal components, which could not be
resolved from altimetry, the M2 altimetric results were used to calibrate a simple two-layer model (Kantha
and Tiurney 1997). Using this calibration an estimate was made that internal tide energy was around 16 % of
the barotropic tide energy. Further it was estimated that energy dissipation from internal tides was about 15%
of the total input into the barotropic tide by lunisolar forces. This suggests that internal tide dissipation is an
important sink for tidal energy. Global maps of baroclinic M2 energy density indicated that island-ridge
chains (e.g. Hawaii, Melanesia and Micronesia in the western equatorial Pacific), and mid-ocean ridges
(Mascarene, Ninety East) were important internal tide producers (Kantha and Tierney 1997). However Ray
and Mitchum noted that care should be taken in interpreting altimetric analysis of internal tides: if the tracks
are not parallel to the expected internal tide propagation (e.g. Ninety East ridge for Topex Poseidon), or there
are many close sources of internal tides (e.g. Bay of Biscay shelf-edge), then the analysis can be
inconclusive.
Internal solitary waves can also be visible from altimetry. Picaut et al (1995) found sea surface height
displacements of up to 30 dyn. cm associated with internal waves at the TOGA site in the western equatorial
Pacific (the site where Pinkel et al made the in-situ observations described in section 1.4.2). Although the
surface displacements were small compared with the interfacial displacements of up to 100 m, they were
significant enough to be detected by altimeter. Altimeter tracks are one-dimensional and so do not give the
synoptic two-dimensional fields derivable from SAR.
Finally we note another remote means of detecting internal fluctuations in the ocean, namely that of ocean-
acoustic tomography (OAT). Essentially this consists of measuring fluctuations in arrival time and phase
between acoustic sources and receivers at known positions (moored, or towed) and depths. These fluctuations
are due in part to changes of the sound speed structure, and hence temperature structure, in the water column.
Inversion of the travel time fluctuations is used to compute the internal temperature field (Dushaw et al
1995). This method was originally applied to long range, basin scale propagation to measure, amongst other
things, slow changes in temperature in the ocean possibly due to global warming (Munk and Forbes 1989).
More recently the method has been applied to shorter acoustic propagation distances to investigate smaller
scale ocean features such as internal tides (Demoulin et al 1997).
21Dushaw et al 1995 detected internal tides by OAT in the North Pacific and from their predicted direction of
propagation, identified a source on the Hawaiian Ridge some 2000 km to the south. This was consistent with
the findings of Ray and Mitchum (1997) from altimetry. Dushaw and Worcester (1998) investigated OAT
signals from an array in between Puerto Rico and Bermuda, and found evidence for resonantly trapped
diurnal internal tides. The cause of this resonance was hypothesised to be that when the diurnal internal tides
approached the critical latitude for diurnal internal tides (where the tidal frequency is equal to the inertial
frequency), the waves are forced to reflect back towards the source latitudes. This is explained in more detail
in section 2.3.
1.5 Summary of observations
Observations have shown that internal waves are prominent in regions of varying topography such as shelf
breaks, ridges, seamounts, and sills. The generation mechanism is commonly found to be tidal flow across
the topography, in the presence of a pycnocline. These internal tide phenomena are quite often found to be
associated with high frequency non-linear waves, which may arise directly in a lee-wave mechanism, or from
non-linear disintegration of the internal tide, discussed later in section 2.8. The non-linear waves can take the
form of sudden jumps or bores, undular bores, or solitary waves, and generally have the property of rank-
ordering in amplitude.
Internal waves have been detected from their in-situ density and current fluctuations, and also from remote
sensing of the sea surface roughness which is modulated by internal wave currents, and altimetric
measurements of the small sea surface height fluctuations due to the waves. These measurements have shown
another important property of the waves, namely that internal tides can propagate 1000s of kms from their
source, and the high frequency solitary waves can propagate at least for 100s of kms.
2222-7-82
80-
Figure 1-1. Isotherms from a thermistor chain mooring on the Celtic shelf-break, with some
smoothing, from Pingree et al (1983), from 22"rf July 1982 to 23rd July 1982. The horizontal axis is
the total time duration of 48 hours (with 12 hourly tick marks at the top). The measurements were
taken during spring tides with tidal currents typically 0.8 to 0.9 ms'1, and the internal tide shows
clear non-linear deformation with steepened troughs and broad crests. Courtesy Journal of the
Marine Biological Association of the United Kingdom.
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Figure 1-2. Acoustic record of breaking internal waves from Haury et al (1979). A 200 KHz
acoustic record of an internal wave packet (propagating from right to left) over 11 minutes
duration. The direction of overturning (left to right) is opposite to that of the packet propagation.
Superimposed are the corroborating density profiles obtained by CTD. The instrument's path is
seen as the oblique traces in the acoustic record. The ship was drifting during the observations,
and the winds were < 2ms'1. Reprinted by permission from Nature, Volume 278, p 315, copyright
1979 Macmillan Magazines Ltd.
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Figure 1-3. Schematic of the circulation within non-linear internal solitary waves, moving with the
phase speed c, showing the orbital circulation around the thermocline forcing convergence and
divergence at the surface and modulating the surface waves as shown.
25Chapter 2.
A REVIEW OF THE THEORY OF OCEANIC INTERNAL WAVES
2.1 Introduction
First, a review is given of the theory of internal waves in the ocean, both linear and non-linear. As the
observations presented later in the thesis are concerned with strongly non-linear features, the emphasis
here is on non-linear theory. Solutions to the weakly non-linear equations are presented, and compared
against theories with no restrictions on wave amplitude. Previous assessments of the ability of the theories
to describe laboratory and oceanic observations of internal solitary waves are reviewed. A description of
the nature of the evolution of long waves into solitary waves is also given.
2.2 Equations of motion
Ocean dynamics is governed by the equations of momentum, continuity and incompressibility. Under the
Boussinesq approximation, where density anomalies are only considered important when multiplied by
the acceleration due to gravity g, the equations are given by: [2-1]
Momentum:
ut +uux+vuy+wuz- fv
= (a)
Po
v + uv + vv + wv, + fu
= (b)
Po
w+uw+vw+ww- g (c)
Po Po
Continuity:
Incompressibility:
pt + upx + vpy +wpz=0 (e)
[2-1]
where x,y are the horizontal co-ordinates, z is the vertical co-ordinate, positive upwards from the sea surface, t
is time, subscripts denote differentiation, and the field variables are velocity (u, v, w), density p, pressure p. f
is the Coriolis acceleration, and po is the Boussinesq approximation to the density. The Coriolis acceleration is
given by f = 2 Q, sin cp, where (p is the latitude and Q is the rotation rate of the Earth.
26In some circumstances of particularly strong features the Boussinesq approximation may be invalid. Here the
values of po would have to be replaced by the real density p. The consequences for non-Boussinesq fluids are
discussed in section 2.5.4
2.3 Linear internal waves
Linear wave theory uses the approximation that the waves are 'infinitesimally' small. In other words, the
waves have a small enough amplitude that product terms in the equations of motion can be neglected.
Starting by considering 2-D flow in the (x, z) plane, so 9/9y=0, and consequently simplifying [2-1], the
equation of continuity [2-Id] implies that we can define a streamfunction by
u =VZ w = ~VX
[2-2]
Under the linear approximation, equation [2-1] can be reduced to a single equation for the streamfunction
[Phillips 1977]
[2-3a]
where V2 here is (92/3x2+32/3z2). The boundary conditions, under the approximation of a rigid lid, and a flat
bottom, are
Ip =0 on z = 0, z= -H
[2-3b]
where H is the depth of the water column and N(z) is the buoyancy frequency defined by
po{dz c2)
[2-4a]
where p(z) is the temporal mean of the density at depth z and c is the speed of sound at that depth. In terms of
the potential density p*(z), which is the density the particle would have if moved adiabatically to the surface
(i.e. removing compression effects), the buoyancy frequency is given by
[2-4b]
The next stage is to make the assumption that the waves can be comprised of a series of vertical modes. (One
of the justifications for this is the fact that many observations of waves in shallow water, and tidal period
27waves far from the generation site, have a modal structure, usually of low order). Each mode i of the internal
wave frequency co has its own horizontal wavenumber ki, so we look for solutions of the form:
[2-5]
where (j>j(z) is the vertical structure. The solutions are then basically eigenfunctions or normal modes of the
equation
[2-6a]
with boundary conditions
</>,(z)
= 0 on z = 0, z =-H
[2-6b]
where X is the characteristic slope defined by
[2-7]
and {kJX} is the set of eigenvalues relating to the eigenfunctions {<j)j (z)}. This equation only has real
solutions when f < co < N (where A2 is positive), which defines the range of frequencies of real internal waves
'. When the wave frequency lies towards the middle of the internal wave continuum, so that fcoN, [2-6a]
becomes
[2-8]
2.3.1 Examples
Two simple cases may be considered as illustration. For simplicity we consider the situation where
rotation is unimportant (f~0). Physically this corresponds to where the wave frequency is high compared
As long internal tide waves are limited to frequencies greater than the local value of f, it follows that internal tides of a given tidal
component (e.g. M2, Ol or Kl) are trapped at lower latitudes than the critical latitude (pc given by o = f = 2 Q sin (pc, where a is the tidal
frequency. Dushaw and Worcester (1998) determined resonance of diurnal internal tides below their critical amplitudes of 25-30 , whilst the
critical amplitudes for M2 is 78. At higher latitudes than the critical latitude, it is speculated that the internal tides become evanescent and
decay (Dushaw and Worcester 1998), although this is largely unproven.
28to f (cof), or cases near the equator. (Rotation effects are discussed below). This does not include the
internal tide at mid-latitudes as the M2 and other dominant tidal frequencies are often comparable with
the inertial frequency.
Constant Density Gradient
In the case of constant stratification, N(z)=N0, the modes are simple sine waves, with a vertical wavenumber
m, which is defined by the boundary conditions:
</>i (z)
= fa sin(mz)
= </>0 sin -
[2-9]
where i is the mode number and ()>o is a constant. The dispersion relation is then given by equation [2-3a]:
(m2+k2)
[2-10]
An important aspect of the ray like propagation of internal waves in this environment can be seen by
expressing one mode of [2-5] as the following
=cos(~kx + mz + cat)cos(fcc + mz~cot)
=cos(fcc -mz-cot) cos(fcc + mz
- ox)
[2-11]
where the trigonometrical identities sin(a)sin(b)= V/2(cos(a-b)-cos(a+b)) and cos(-a)=cos(a) have been
used. This shows that the modal description may be written as the difference of two rays, with equal and
opposite vertical wavenumbers (m and -m). The phase velocity Co of each ray is now a vector in the
direction of the wavenumber vector (k, m) with angle 0 to the horizontal, so tan(0)=m/k, where +
refers to \j/2 and - to \]/i . The group velocities cg are also vectors with components defined by
29dco
[2-12a]
Which from [2-10] are given by
dco
_ N0m2 dco
_ Nom k
~dk~(e + m2) ~fai~(k2 + m2)
[2-12b]
and so the angle <|> that cg makes with the horizontal is given by tan(<|))=(-/+k/m). In other words, for both \|/i
and \|/2, c^is perpendicular to eg. Energy moves with the group velocity of linear internal waves. As the
vertical components of care equal and opposite for \|/i and \y2, this implies that there is no net vertical flux of
energy (but there is a horizontal flux). The peculiar feature of group velocity perpendicular to phase velocity,
first shown in tank experiments by Mowbary and Rarity (1967), is in contrast to the situation for surface and
interfacial waves where group velocity is in the same direction as the phase velocity. Mowbary and Rarity
showed that for a constant N situation, wave crest and troughs pass across rays of internal wave energy. The
slope of the rays A is given by
k co
ml N-co1
[2-13]
When the effect of rotation is included, this is simply modified to equation [2-7]. This slope defines the paths
along which energy propagates in the ocean, and is discussed in relation to observations in section 1.3.
Two-layer environment
Another simple case is that of the two layer environment, where the density change is assumed to be confined
to a small depth region centred on z=-h[. Phillips (1977) shows that the dispersion relation for internal
interfacial waves is given by
[2-14]
30where h2=H-hi, Ap is the density difference across the interface, and it is assumed that the wavelength is
much longer than the interface thickness (which is satisfied in seasonal thermoclines where the interface
thickness is O(10 m) and internal wavelengths are 0(100 m) and above).
We can consider two limits of these interfacial internal waves. For long waves, also known as shallow water
waves, k h] and kh2l and so couXkhO-l/kh,, coth(kh2)~l/kh2, and the resulting form is
co2 =
[2-15]
From this it can be seen that the phase speed Co=0)/k is independent of wavenumber k and is given by
, 40
g=g
A)
[2-16]
where g' is referred to as the reduced gravity, and the waves are non-dispersive. Further, the phase speed is
dependent on the layer thicknesses and so will respond to varying total depth, implying that the waves will be
refracted.
Short interfacial waves (khil, kh2l, coth(khi)
~ coth(kh2)
~ 1), also known as deep water waves, are
dispersive:
= gk
[2-17]
from which the phase speed c0=co/k is now dependent on wavenumber k (c<^ lWk), and long waves will be
faster. These waves will not refract in varying depth because the speed is not dependent on the layer
thicknesses.
The modal shapes in a two layer system when f(0N can be derived from [2-8], noting that N(z) is zero in
each layer. Without loss of generality <|>(z) is chosen to be <j>0(z) at the interface, and so the solutions to [2-8]
which satisfy the boundary conditions [2-6b] are given by
31H-hy
[2-18]
2.3.2 Effect of background shear
It should be noted that so far we have not included the effect of background shear flow. When shear effects
are included the result is the Taylor-Goldstien eigenfunction equation (Thorpe 1969a):
N2(z) d2U/dz2
d
2 (U(z)-cJ (U(z)-c0)
[2-19],
Here U is the component of the horizontal velocity in the direction of the wavenumber vector. Vertical shear
effects have been investigated by Thorpe (1969a,b, 1978a) and found to be as crucial as the buoyancy
frequency in determining the modal shapes. However current shear is only important when there is a
component of the current in the same direction as the internal wave propagation direction (as discussed by
Bouruet-Aubertot and Thorpe 1999). Thorpe (1978b) also found changes in wave shape arising from the
effects of current shear.
When the phase speed of the internal wave approaches being equal to and opposite to the background flow
speed U the wave can no longer propagate and critical layer absorption occurs (Munk 1981). This tends to
happen for waves with high vertical wavenumbers such that
co0-f<k(U(zc)-U(z))
[2-20]
Another consequence of vertical shear in a fluid is the possibility of shear instability. Miles (1961)
demonstrated that internal waves on a sheared flow could become unstable when the Richardson number
Ri became less than Va
. Ri is defined in terms of the horizontal velocity (u, v) by
Ri = _B\x,z,t)
[2-21a]
32where B(x,z,t) is the instantaneous buoyancy frequency, defined by
p0 dz
Po{ dz dz J Pol ^ J
[2-21b]
where g is acceleration due to gravity, po is a reference density, p(z) is the background density profile,
and p'(x,z,t) is the perturbation density.
The result of the instability found by Thorpe (1969b) was that the waves develop Kelvin Helmholtz billows
near their crests or troughs. As discussed in section 1.4, instabilities of this kind have been observed in the
ocean by Haury et al (1979) and also Woods (1968). This process then acts to thicken the interface and spread
the shear over a wider depth range so that Ri increases again. Thorpe (1973) also showed that the instability
tended to stop when Ri became greater than a value around 0.27, and similar values have been found by other
authors (see Bogucki and Garrett 1993 for an overview).
2.4 The development of weakly non-linear equations:
When the amplitude of the internal wave is large enough (i.e. the ratio r|o/D >0, where r)o is amplitude and
D is a scale height such as water depth, or depth of the stratification interface), non-linear effects become
important. A variety of non-linear models exist. Fully non-linear, primitive equation models (described
later in section 2.9) are powerful tools but are computationally expensive and not always easy to interpret.
Alternatively, weakly non-linear models are simpler to implement and to understand. They make use of
apriori assumptions about the waves, namely that the wave amplitude will not exceed a certain value, and
that the wavelength will be sufficiently long. Under these assumptions, small amplitude perturbation
theory can be applied which leads to weakly non-linear theories such as the Boussinesq equations (not to
be confused with the Boussinesq approximation), and the Korteweg-de Vries (KdV) equation (both
discussed below). These simpler types of equations lead to some algebraic solutions in simple situations,
which can be compared with observations in the laboratory and the ocean.
2.4.1 The KdV equation
In brief, the weakly non-linear approach is as follows. First the equations of motion [2-1] are non-
dimensionalised. New non-dimensional, scaled variables such as X, Z, u' and C' are defined by
33v0 c r)0
r,, b
Lc v0D p0
[2-22]
Where is wave displacement, L is a typical wave length-scale, D is a typical vertical scale, c is the
characteristic phase speed, is the non-dimensional phase speed, v0 is the characteristic horizontal
velocity, and r\0 is the typical wave amplitude, b is referred to as the buoyancy. Equation [2-1] is rewritten
in terms of these new variables. As the new variables have typical values of O(l), by definition, all terms
including just these variables, or their derivatives, are also 0(1). By comparing terms in the resultant non-
dimensional equations of motion, we find that some of the terms are 0(1) whilst other terms are pre-
multiplied by constants. Then, the constants are written as factors of the parameters of non-linearity e and
dispersion 8, defined by
-Hjl s-
[2-23]
(equivalently, e=v</c). It can be shown (see Benney 1966) that all the terms of the equations can be
written in terms of powers of these parameters. The field variables can also then be written as an
expansion in powers of 8 and e: e.g.
[2-24]
where the A'^(x,t) and B'^(x,t) are waveforms, ty'^z) and D'^(z) denote vertical structure functions: (J)00 is the
linear modal function <]>(z), (j>10 is the first order non-linear structure function, ())01 the first order dispersive
structure function, and so on. The non-dimensional equations of motion are then expanded in terms of e
and 8 and then terms of order (0, 1,2,) etc. in e and 8 are equated. The zeroth order version is basically
the linear equations described in section 2.3. The higher order equations are called weakly non-linear
equations, and include at first order the KdV equation.
The distinction between the Boussinesq equations and the KdV equation, was succinctly described by
Gerkema (1994). The Boussinesq equations are first order in non-linearity and dispersion, but make no
assumption about the direction of wave propagation, so that waves can move to the right or left. In
contrast, the KdV equation assumes a single propagation direction (by convention, to the right). As all the
observations of waves from the SES and SESAME experiments discussed in this thesis show that the
34direction of propagation is in one main direction, namely on-shelf (see chapters 3, and 4), we will
concentrate here on the KdV type equations.
We start by investigating solutions for two-dimensional (X, Z) motion without rotation. The solution up
to first order is then sought in the form of (similar to Pelinovsky et al 1977, Benney 1966)
y/
= ß<f>(Z)Ti'(X,T) + Eß2(j)x\Z)ri'2{X,T) + ^/'(ZK^C^r) + O(e\S2,es)
b = N'2(Z)(i>(Z)?i'(X,T) + eß2Dw{Z)i\X,T) + SßD\z)?]fxx(X,T) + O(2,S2,es)
[2-25]
where T)' (X, T) is a non-dimensional waveform, N'(Z) = {-(g/po) 9p/dZ} is the non-dimensional
buoyancy frequency, and the §'' and Dlj are derived from the zeroth order eigenfunctions <|>(Z) and are
described in more detail in Annex B. Substituting these values into the equations of motion leads to the
non-dimensional equation
'X +ea'rj'ri'x + 8y'r]fxxx
= O(e2,S2,eS)
[2-26]
where a' and Y are non-dimensional coefficients of non-linearity and dispersion respectively and
subscripts denote differentiation. Re-dimensionalising and retaining first order terms only leads to the
common form of the Korteweg de Vries (KdV) equation for a fluid in two (x,z) dimensions with no
rotation
[2-27]
Here a and y are constants dependent on the mean stratification and current regime defined in terms of
the linear modes (|)(z) and phase speed Cq by (Holloway et al 1997)
ry
lH(c0-u(z)) p<py
f {co-U(z)?M>2dz
[2-28a]
35To fix the maximum value of the linear streamfunction to be given by \)/o=CoTi(x,t), the linear mode <]>(z) is
normalised to be equal to 1 at the depth of the maximum of the mode, so that <|>o=l in [2-9] and [2-18].
In the presence of current shear U(z) is the component of background current in the wave propagation
direction, and <|>(z) is the solution to the Taylor-Goldstein equation [2-19]. In the absence of shear,
U(z)=0, and <|>(z) is the solution to the eigenvalue problem [2-8]. When the Boussinesq approximation is
used, p(x,t,z) is replaced by p0 so density drops out of [2-28a].
2.4.2 Two-layer stratification
For the case of the two-layer stratification introduced in section 2.3, the coefficients of the KdV equation
can be considerably simplified. The phase speed Co (=(o/k) was given in [2-16], and the coefficients a and
y of [2-28a] can be derived by substituting in the modal shapes for a two layer system given by [2-18].
The resulting values for Boussinesq fluids are
a
- 4
2 W 2 \\ A,
hfu
[2-28b]
2.4.3 Relationship of displacement and streamfunction
The displacement ^(x,z,t) is related to the variable T)(x,t) by noting the kinematic relationship between
displacement and vertical velocity (see Annex of Holloway et al 1999).
a^ a^ d$
at ox oz
[2-29]
In a linear analysis the relationship is simple and can be derived by noting that from [2-2] to zeroth order
in e and 8
ox
and from [2-29], (linearised)
dt
so that
36orix
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(using the linear relationship
d___ d_
dt~ Cdx)
giving:
= </>(z)rj(x,t)
[2-30]
In other words, at the lowest order the displacement is just the waveform rj(x,t) multiplied by the modal
function <|>(z). Under this approximation, remembering that <|>(z) is normalised to 1, the maximum absolute
magnitude of displacement occurs at the depth of the maximum of the mode and is given by ri(x,t).
When non-linear terms of [2-29] are included, the relationship between displacement and waveform is
considerably more complicated. For this reason the analysis in Chapter 5 of internal wave characteristics
is done not in terms of displacement but in terms of the buoyancy b, which can be derived directly from
[2-25], and the u velocity (derived from [2-25] and [2-2]). Chapter 5 also contains a discussion of how
displacement relates quantitatively to the other variables.
2.5 Algebraic Solutions to the KdV equation
The solutions to the KdV equation [2-27] were given by Korteweg and deVries (1895) for surface waves.
Both periodic and solitary wave solutions exist, and these solutions also apply to internal waves, as found
by Benjamin (1966):
2.5.1 Cnoidal waves
A periodic solution is written in terms of the periodic elliptic functions en (Whitham 1974, Apel et al
1998)
[2-31]
where m is a parameter of non-linearity which ranges from m=0 for linearity to m=1 for full nonlinearity,
and ko is a wavenumber-like variable. When m=0, cn=cos, and using a simple trigonometric identity the
solution is
37[2-32]
which is a wave of wavelength 27t/ko, which is the solution to the linear equations.
When m=1, cn=sech, and the solution is;
Yi QPP n ~~~ 1 In o^'t' 11/
[2-33]
which is the solitary wave solution, discussed in full below, and ko takes the role of inverse width
(ko=2/L, where L is the half width of the solitary wave). For values of m such that 0<m<l the solution
may be calculated using a method described in Abramowitz and Stegun (1964, section 16.4). Some
typical curves are shown in Figure 2-1.
It can be seen that the cnoidal wave is periodic (the solitary wave has an infinite period), and exhibits
increasing peak-trough asymmetry as m>1. For a negative value of r\o we note that the troughs become
narrower and steeper, an observation often noted in observations of the internal tide, (section 2.2). Before
progressing to solitary waves we discuss another solution to the KdV
2.5.2 The dnoidal solution
Another solution found to the KdV equation by Gurevich and Pitaekskii (1973) and utilised by Apel et al
(1998) gives an undular waveform based on the elliptical dnoidal function, with a slowly varying
parameter of non-linearity. This slow variation in time and space allows the waves in the packet to
become more non-linear the longer the packet has lasted and the further the waves are to the fore of the
packet. Eventually the lead waves separate to form solitary waves. The solution shows similar
characteristics to the evolution of a long wave discussed in section 2.8, with waves continually
developing with time out of the initial condition.
2.5.3 The solitary wave solution
As discussed above, the limiting cnoidal wave solution to the KdV equation is the solitary wave sech2
solution, demonstrated by Korteweg and deVries 1895 for surface waves. The corresponding solution for
internal waves was discussed by Benjamin (1966)
38= nn sec h
[2-34]
where x is range from the centre of the wave, and t is the time difference from the arrival time of the
centre of the wave. Here the non-linear phase speed c and half-width L are given by
3c0
[2-35a]
[2-35b]
where a and y are the KdV coefficients defined above in [2-28], and r)o is the wave amplitude.
As this solitary wave solution propagates unchanged with range, and as it also undergoes elastic collisions
(without loss or exchange of energy or mass) with other solitary waves of the same form, (see below), it is
also called a soliton. (In many papers, the descriptors soliton and solitary wave are loosely meant to imply
the same thing: however, strictly, true solitons must be solitary and must exhibit the two properties of
maintaining shape after propagation, and interaction, and this is rarely proved for most observed internal
solitary waves).
In Figure 2-2 we illustrate the KdV soliton form for a two layer approximation to a shelf environment (the
Malin shelf in August 1995, from Table 2-1), for three different wave amplitudes.
In Figure 2-2 we see the characteristic property of the KdV soliton of width decreasing with increasing
amplitude (as L2 1 ./r)0) and phase speed increasing with increasing amplitude. Note that the half-width
L is defined (from [2-35b]) at the point where the displacement drops to sech2(l)=0.42 times the
amplitude r|o
In brief, solitons are waves that retain their shape and speed due to a balance between non-linear effects
and non-hydrostatic dispersion, and undergo elastic collisions. Some further properties of algebraic KdV
solitons in a two-layer fluid are: (modified from Osborne and Burch 1980)
1. If the lower layer is deeper/shallower than the top layer, soliton amplitudes will be negative/positive
i.e. depression/elevation respectively of the thermocline (Benjamin 1966). The sign of the solitary wave is
39in fact equal to the sign of the non-linearity coefficient a of the KdV equation [2-28]. This can be seen
from [2-35b], noting that the dispersive coefficient is always positive from [2-28]
2. The non-linear phase speed exceeds the linear one by an amount proportional to the amplitude [2-35a].
This implies that a group of solitons will be organised into a rank ordered group. Further, the separation
distances within a soliton group can be used to infer an approximate point of generation, if the phase
speeds (or amplitudes) are known. If the first soliton has phase speed c^ and the second C2, and their
separation is S, then the distance from the source of the first soliton DS will be approximately given by
PS _(DS-S)
c, c2
[2-36]
This implies that if the phase speeds of solitary waves in a packet are known, and their separation, then
the distance from generation following a step change in interface level may be calculated.
5. Solitons emerging from a waveform will always have different phase speeds
6. If the area over the initial waveform is positive (and the upper layer is shallow), then only a train of
dispersive waves will form (whereas for a shallow lower layer an initially positive waveform will lead to
solitary waves of elevation). This follows from point 1: only waves of the same sign as the non-linearity
coefficient may become solitons.
7 KdV solitons interact in a non-linear way but experience only a change in phase during the interaction:
phase speed and amplitude are the same afterwards as before, in other words the collision is elastic
(Zabusky and Kruskal 1965). For linear (sinusoidal) waves the interaction of waves obeys the superposition
principal in that the waveforms can just be added, so that as one wave passes through another, the maximum
amplitude is equal to the sum of the individual wave amplitudes. For non-linear waves, the product terms in
the equations of motion destroy the superposition mechanism and more complex interactions take place.
The KdV equation is only suitable for collisions where one wave 'catches-up' another, i.e. the waves are both
travelling in the same direction. Miles (1977) has defined this situation as 'strong' interaction, as the
interaction time is long. In this situation the amplitude at the centre of collision is always less than the
amplitude of the largest initial wave (Hirota 1971). The large wave experiences a forward phase shift, and the
smaller wave a backward shift. For situations where weak interactions occur, i.e. head on collisions, the bi-
40directional equations of motion should be used. In fact Maxworthy (1976) and Miles show that weak
interactions are similar to linear interactions, as the interaction time is short.2
8. In addition the relationship between length scale L and amplitude r\ has implications for using satellite
images of surface characteristics to infer sub-surface amplitudes (Small et al 1999, Zheng et al
1993,1995). In particular, if we assume that surface roughness signatures are proportional to surface strain
(see Figure 1-3), then the distance D between the peak and trough intensity in an internal wave signal is
related to the KdV half-width L by D=1.32 L (Small et al 1999a). Then, using relationship [2-35b], the
amplitude of the wave may be inferred from the half-width. (This technique may also be applied to higher
order soliton models (see later), but using different relationships between D, L and r|o.)
2.5.4 Non-Boussinesq Internal waves
In some circumstances of strong vertical density gradients, or large amplitude internal waves, the Boussinesq
approximation (see section 2.2) may be invalid. Benjamin (1966) discussed the consequences of making the
Boussinesq approximation. He found that the dispersive term y was not generally influenced by the
approximation but the non-linear term a was.
Benjamin expressed the integral on the top of the term for a in [2-28] in the absence of current shear as
1 eo
J J
c J-"
2gd2
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[2-37]
Under the Boussinesq approximation only the first term on the right hand side is significant as it involves
a multiple of g and the density, whilst the second term is ignored. However Benjamin found that in reality
the second term was often as large as the first term. In this thesis, whenever a real density stratification is
discussed (such as in Chapter 5), the non-Boussinesq expressions for a and y are used to ensure greater
accuracy. However for illustrative examples (typically with two layers) the Boussinesq approximation is
used for convenience.
" In two horizontal dimensions the situation is further complicated. 'Weak' and 'strong' interactions are again defined in analogy
with the one-dimensional case, indicating that the propagation directions of the two waves are nearly opposite or nearly parallel
respectively (Miles 1977). However in some situations when the waves are propagating in almost parallel directions, a resonant
interaction occurs as predicted by Miles (1977) and shown experimentally by Maxworthy (1980), with the formation of a third
independent planar solitary wave connecting the two original waves
412.5.5 Effect of Free Surface Boundary Conditions
Peters and Stoker (1960) and Benjamin (1966) have investigated the effect of not assuming a rigid lid to
the ocean. The free surface boundary condition is given by
c0
d<ß
[2-38].
For an exponential density stratification, with the strongest gradient towards the bottom of the ocean,
Peters and Stoker (1960) found that the first mode solitary wave solution was a wave of depression
through most of the water column except for a small elevation at the sea surface. In contrast Benjamin.
(1966) assumed a rigid lid and found that the first mode wave was one of elevation throughout the water
column. (This is consistent with [2-28] when the two layer approximation is made [2-28b] with the
pycnocline in the lower half of the water column: this would result in positive a and consequently a wave
of elevation.) So there is a considerable difference between the rigid lid and free surface conditions.
The effect of free surface boundary conditions is not considered in this thesis. Part of the reason is the
generally good predictions made by the rigid lid theory shown in chapter 5. Another reason is that the
observed stratification is not like the one described in the previous paragraph. In section 1.4 it was shown
that internal solitary waves could produce surface displacements of up to 30 cm. As this is about 2 orders
of magnitude smaller than typical thermocline displacements, it follows that the rate of ascent (or descent)
of the surface, w(surface), is again about 2 orders of magnitude smaller than the value of w in the
thermocline. Hence it seems reasonable to use the rigid lid assumption w(surface)
~ 0.
2.6 Modifications to KdV Theory
2.6.7 Modifications to the KdV equation for different depths
The KdV equation is a special shallow water case of a more general evolution model for any water depth
given by Whitham (1974)
Vt + co^x + ccWlx + I V(Z,t)G(x
- ^jdt,
= 0, where
a xJ
1 r
G(u)
- co(k)exp(iku)dk
0.71 J In
[2-39]
42Special solutions to this equation for the deep-water limit were obtained by Benjamin (1967) and Ono(1975).
Here, in a two layer situation, the Benjamin-Ono (B-O) equation is suitable when
K \ \
[2-40]
The B-0 equation is given in full in Ostrovsky and Stepanyants (1989). The main difference between the B-0
equation and the KdV equation lies in the dispersive term. In fact the dispersion relation for the linearised B-
O equation is given by
Q) = cok- ßc\k\
[2-41a]
where ß is the coefficient of the B-O dispersive term, while for the linear KdV equation it is
[2-41b]
As k is less than 1, the phase speed co/k deviates more rapidly from c0 as k increases under the B-0 equation
than for the KdV equation. In other words the internal waves under the deep water B-0 regime are more
dispersive (phase speed more strongly dependent on k) than the KdV waves, and this is generally expected for
deep water waves (see section 2.3). The B_O equation has algebraic soliton solutions with power law
asymptotic forms:
"'
(x-Vtf+A2
[2-42]
Here the non-linear phase speed c and length scale L are given by
4c0
[2-43a]
A=4fi
T]oa
[2-43b]
where c0, a and y are defined in a two layer, Boussinesq environment as (Ostrovsky and Stepanyants 1989)
43cc
2h,
[2-43C]
These B-0 solitary waves have been shown to have soliton properties. Figure 2-3 compares the wave shapes
of the B-0 soliton and the KdV solitons for relatively deep water (1000 m) and 400 m water depth, chosen to
represent depths on the continental slope. The solitons are shown for the two layer parameters of the Malin
shelf of Table 2-la (but with thicker lower layers defined by ri2=H-hi) and for a large amplitude of -50 m.
Figure 2-3 illustrates the tendency for B-0 solitons of large amplitude to be considerably narrower than KdV
solitons (Koop and Butler 1981). This characteristic has relevance for the oceanic observations presented in
chapter 5.
In the finite depth (intermediate) limit where
L
. tinL nn
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[2-44]
and AP is the pycnocline thickness, the corresponding equations have been developed by Kubota et al (1978).
The Kubota et al (1978) equation assumes that the wave amplitude is small compared to the thickness of the
interface AP, i.e. r|o/AP < 1. The equation can be shown to reduce to the basic KdV equation in the shallow
water limit and the BO equation in deep water. Further, Joseph (1977) found a solitary wave solution which
tends to the B-0 solution in the deep-water limit, and to the KdV in the shallow limit.
2.6.2 Modifications to the KdV equation for higher order non-linearity
Many observations in the ocean show waves with an amplitude that is a significant portion of the water depth,
where the first order KdV theory may be expected to be inadequate. Taking this into account, several authors
have extended the KdV theory to second order, and others have developed fully non-linear numerical models.
The latter will be discussed in section 2.9. In this section we discuss extensions of the KdV to second order.
To second order in e and 8, the dimensional equation takes the form
n +c0 vx +ariv+ynBa+<*rfnc +Q7+[q (ni)x +c5 ofx)x\=o
[2-45]
44where (Xi, C3,C4,C5 (see Annex A) are constants and other symbols are as defined above. This is called the
fully second order or fully extended KdV equation (the FEKdV). The simplification of this equation for
first order terms only is the KdV equation discussed in full above. Another equation includes terms of
first order, and only the second order non-linear term. This is the extended KdV equation (EKdV), the
non-dimensional form of which is:
+edrfrfx IX
' ^*'/ 'IX
[2-46]
where the non-dimensional variables of [2-22] have been used. We write the dimensional form of this as
follows:
Vt + CqTIx + airnx + YHxxx + aiV2^x
-
[2-47]
where the coefficient a! is a function of the lower order solutions and is given in Annex B. The equivalent
expression for a! in a two-layer environment is given by (Djordevic and Redekopp 1978)
3c0
cc,
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[2-48]
Michallet and Bartholemey (1998: hereafter MB) have discussed how the EKdV equation is appropriate
for situations where the solitary wave pushes the pycnocline towards a depth hc where the non-linear
coefficient a is zero. In a simple case, considering a Boussinesq two-layer fluid, this occurs when the
layer interface is displaced down towards mid-depth. Considering this two-layer situation, Funakoshi
(1985) showed that the EKdV assumed that the wave amplitude rjo is comparable to (but strictly smaller
than) the distance h between the interface h, and hc:
[2-49]
where H is the depth. In this equation, the wave amplitude is limited to be less than h. As the wave
amplitude approachesJ^ the wavelength tends to infinity.
Solitary wave solutions exist for both the EKdV (Stanton and Ostrovsky 1998) and the FEKdV (Koop
and Butler 1981, hereafter KB, Gear and Grimshaw 1983). The FEKdV solitary wave is defined in Annex
A. From Stanton and Ostrovsky (1998), the solitary waveform for the EKdV may be expressed as
45a v [
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[2-50a]
Where v is a parameter of non-linearity which may be varied from 0 (zero non-linearity i.e. zero
amplitude) to 1 (maximum amplitude), and the other terms are
1, fl + V^l
4 1-v
a\2
[2-50b]
where A is a width scale, 5 is a phase factor, and ai is the coefficient of the cubic non-linear term of the
extended KdV equation. V is now the phase speed,
V=c0--
6a,
[2-50C]
It can be seen that this solution is in the form of a kink-antikink pair, where 28A is the distance between
the kink fronts (Ostrovsky and Stepanyants 1989): as v1, 8><*> and the wave amplitude %>r|c , the
critical (maximum) value of wave amplitude given by
a
Vc=
a,
[2-51]
In other words, larger waves have larger widths (28A > ), in contrast to the first order solution.
In contrast to the EKdV, the FEKdV (as well as KdV) solitary wave does not have a limiting amplitude.
To illustrate the nature of the different soliton solutions, the waveforms have been calculated for a two
layer environment (the two-layer approximation to the conditions on the Malin continental shelf described
in Table 2-1), and for various wave amplitudes.
Figure 2-4a shows the waveforms for a small amplitude soliton of depression (5 m). As one should
expect, all the soliton models predict similar waveforms. (For small amplitude solitons, the higher order
terms are expected to be negligible and hence second order theories tend to equate with the first order
results).
Figures 2-4b and 2-4c show the waveforms for large amplitude solitons of depression of 15 and 23 m
respectively, the latter chosen to be close to the maximum EKdV amplitude, given by [2-51], of 23.3 m in
46this environment. As mentioned in section 2.3, the EKdV waveform will become infinitely wide as it
approaches this limiting value. The growth in width can be seen from the plots. The fully second order
soliton is only slightly wider than the first order KdV soliton.
The considerable difference between the EKdV and the first and second order waves (KdV and FEKdV)
has been explained by MB. Both KdV and FEKdV assume the same balance between the non-linearity
and dispersion parameters: namely that e
~ 8. In contrast the EKdV assumes a balance of the form e ~8.
This implies that the EKdV is may be more appropriate for particular types of waves satisfying this
criterion, than the KdV and FEKdV waves. As discussed above, EKdV is more appropriate when the
wave displaces the interface towards the critical level. Only the EKdV theory predicts a limiting wave:
and as discussed below this is also predicted by fully non-linear theory.
Fully non-linear, long solitary wave solutions
Finally in this subsection we mention soliton theories which allow finite amplitudes (i.e. has no restriction
on wave amplitude) but have a weak restriction on wave lengthscales. Miyata (1988) has constructed a
strongly non-linear soliton solution for two-layers, in shallow water such that
L
J v '
[2-52]
Where h^ and h2 are the upper and lower layer depths, T|o is the wave amplitude and L the typical length.
The solution is more complex than the weakly non-linear results discussed above, and is written
analytically in terms of incomplete elliptical integrals. These Miyata waveforms have the property, in
common with EKdV, of growing wider as they approach large amplitude. MB further point out that in the
limit where the interface tends towards the critical level hc where the non-linear coefficient becomes zero
(~H/2 in a two layer Boussinesq fluid), the Miyata solution equates to the EKdV solution and predicts the
same limiting amplitude. (See Figure 2b of MB).
Choi and Camassa (1999) also derived the Miyata solitary wave for shallow water, and a companion
wave form for two layer deep water environments, where \\\Ih\ and h2/L~O(l). Again the theory
allows a finite amplitude. The solution required numerical integration and again showed a wider solitary
wave than the weakly non-linear B-0 or Joseph equivalents (see their Figure 10).
Turner and Vanden-Broek (1988) have also computed finite amplitude internal solitary waves. For
interfacial waves they found a maximum wave amplitude of
47max
1/2 , 1/2
2 -h2px
max 1/2 1/2
A + P2
Cmax
[2-53]
We note that when pi ~p2 then amax
~ (hrh2 )/2 =hrH/2 where H is the depth, and so amax as expected is
the limiting amplitude which pushes the interface down to the critical level.
Figure 2-5 compares this predicted limiting amplitude with that expected from the EKdV theory (r)c from
[2-51]). As discussed in the previous paragraph the Turner-Vanden-Broek (1988) solution is just the
difference between the position of the interface and mid-depth. The EKdV solution tends towards the
Turner solution when the top layer thickness h,>H/2, and this is consistent with the explanation of MB,
given above, that the EKdV is most appropriate for situations where the interface is close to the critical
depth (he = H/2).
Finally it should be noted that both Miyata (2000) and Choi and Camassa (1999) found an internal bore
solution to their fully non-linear two-layer equations. This is the limiting form of the infinitely wide
solitary wave, where the bore front is equivalent to one side of the infinite solitary wave. Miyata (2000)
confirmed that this solution propagated unchanged, and performed almost elastic (i.e. there was a small
radiation from the collision) collisions with solitary waves.
2.6.3 Effect of background currents and current shear
The effect of currents and current shear on non-linear wave evolution has been studied by Lee and Beardsley
(1974), Grimshaw (1981) and Zhou and Grimshaw(1989) amongst others.
Lee and Beardsley (1974) have investigated formulations of the KdV equation in the presence of current
shear. Here the form of the KdV equation is unchanged but the coefficients are modified to include
dependence on shear (see [2-28a]. The zeroth-order eigenfunctions are now solutions of the Taylor-Goldstien
equation [2-19]. Thorpe (1978a) has shown that shear can be as important as stratification in governing
internal wave modes.
Zhou and Grimshaw (1989) found that background barotropic currents with no vertical shear affected the
wave amplitudes indirectly through diverting the ray paths, leading to enhanced or reduced spreading of
wavefronts.
482.6.4 Effect of rotation
Grimshaw (1985) and Grimshaw et al 1998 have summarised investigations of the effect of rotation on non¬
linear internal waves. Grimshaw (1985) identified two main regimes:
i) Weak rotation, fco, equivalently LR0, where L is the internal wave across-front lengthscale, and Rq is
the internal Rossby radius of deformation, given by
[2-54]
In this case Ostrovsky (1978) derived a rotation modified KdV equation (the rKdV equation):
[2-55]
where the coefficients are exactly as in the original KdV equation [2-27]. This equation does not permit form
preserving solitons (Grimshaw et al 1998), but nevertheless can allow non-linear wave features similar to that
produced by the KdV equation. (In the following section we will compare this model with the non-rotating
case). Further, a rotation modified EKdV equation (referred to here as the rEKdV equation) can be obtained
simply by adding the cubic term of [2-47]:
67+07+01717+^17 +an2T])=^n
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[2-56]
ii) Strong rotation f > (0, equivalently L > R,,,
In this case Grimshaw (1985) derived the evolution equations for weakly non-linear waves in a bounded
channel. He found that the waveform r)(x,y,t), where y is the across channel coordinate, with bounds y=0 and
y=Y could be written
fy
rj(x, y,t)
= A(r
^ '
^
co
[2-57]
49Where A(x,t) obeyed a slightly modified KdV equation (with a non-linear coefficient v which satisfied
2/3a<v<oc, where a is the non-linear coefficient of the standard KdV equation [2-27]). This corresponded to
an internal Kelvin wave, with amplitude decaying away from the channel boundary, and with the amplitude at
the boundary obeying the KdV equation.3
New and Pingree (2000) developed a weakly non-linear model which included the effect of strong, realistic
rotation. This was found to modify the KdV equation to a higher (4th) order differential equation:
[2-58]
The main difference between this and the rKdV equation [2-55] is that higher order structure functions ty1'
(i j,=0,l) (see [2-24]) are included explicitly in the derivation, with the coefficient r being dependent on these
functions. The equation was developed as the authors were interested in the development of the internal tide,
which had a wavelength comparable with the Rossby radius, into high frequency waves.
Gerkema (1994, 1996) produced rotation modified Boussinesq equations to simulate soliton evolution from
the internal tide. He found that the effect of rotation was generally to limit the number of solitons produced.
The effect of rotation will hence be investigated in the numerical modelling of chapter 7.
2.6.5 Other modifications to KdV theory
In addition to these cases, the KdV equation has also been modified to deal with radial spreading, weak
spreading, and horizontal variability of the environment. All these cases will be discussed in chapter 6 with
respect to the refraction of non-linear waves. Other extensions have been made to represent simple bottom
friction via quadratic friction terms (Holloway et al 1997), constant coefficient Laplacian internal friction, (e.g
Liu 1988), and constant coefficient vertical viscosity (Timko and Swaters 1997). These formulations are
rather simple interpretations of a very complex process (for instance, in reality the coefficients of friction will
vary with depth and probably location). The modelling of dissipation is beyond the scope of this study:
instead investigations will be made into where and why mixing may be onset, from observations and models.
* FOOTNOTE We note that Grimshaw et al (1998) have also shown some solutions for fully non-linear waves in the presence of strong
rotation without high frequency dispersion, their equation 70), and have presented the form with weak dispersion (their equation 76).
These will not be discussed here As the former case is not relevant to high frequency waves being studied here, and the latter case has no
current analytical solutions, they will not be discussed further here and instead the reader is referred to the paper.
502.7 Comparisons of weakly non-linear solitary wave solutions, laboratory experiments, fully non¬
linear theory, and oceanic observations
2.7.1 Laboratory Experiments and non-linear theory
The first and second order KdV equations have been compared with laboratory simulations of shallow
water oceans by KB, Kao et al (1985) and MB amongst others. Most of the comparisons were made in
terms of the width of the wave, as this wave property is most sensitive to the type of non-linear solution,
(see Figure 2-4 and 2-5). In contrast the small differences between the phase speeds of the waves is
difficult to measure in practise (however in chapter 5 a comparison of theoretical phase speeds and
observed oceanic phase speeds is made as part of the findings of this thesis).
KB found that first order KdV became inaccurate in a two-layer laboratory experiment when T\o/h\> 0.2,
and found better agreement with the FEKdV for larger amplitudes up to T](/hi=l. In their experiments hi
was always much smaller than h2 and so the ratio of r|o/H was small. MB compared the KdV theories with
laboratory results and a fully non-linear theory discussed below. Using a different non-dimensional
parameter, r\ofH, they analysed waves of significantly larger amplitude than those of KB. For all relative
layer depths they found that KdV and FEKdV diverged from fully non-linear solutions after T]o/H became
greater than 0.02-0.05. For situations with a thin upper layer (hi/H=0.09) the EKdV made poor
predictions for small amplitude waves but began to converge on the fully non-linear solution when T)o/H
became greater than 0.3. This confirmed the ability of the EKdV to simulate large waves which displace
the interface towards mid depth. For a simulation of a two layer fluid with the interface close to mid-
depth (h,/H=0.63) the EKdV compared well with both fully non-linear simulations and laboratory
experiments of wave for all wave amplitudes up to the critical amplitude r|c.
A number of studies have compared the predictions of the KdV, B-0 and Joseph solitons in deep water
against each other and against laboratory results. KB found that in fact none of the weakly non-linear
solutions accurately represented the shape of internal solitary waves in laboratory simulations of a deep two-
layer fluid. They attributed part of this error due to the fact that many of the laboratory waves were larger than
the weakly non-linear theories were expected to predict. MB did find reasonable agreement between KdV and
laboratory simulations of deep water, provided the non-dimensional amplitude of the wave was small
(typically r)o/H <0.05). Segur and Hammack (1982) found that the finite depth (Joseph) soliton only gave
reasonable predictions over a small range of amplitudes, and that a second order extension did not
significantly improve the results. However they found the KdV solution to be more robust.
Experimental results by Miyata (1988), MB and Choi and Camassa (1999: who re-used the KB laboratory
results) indicated that the Miyata fully non-linear long solitary wave agrees well with laboratory
experiments and solutions of the full Euler ([2-1]) equations, especially for large amplitude waves (up to
51-0.4 in one case: nearly half the depth). Choi and Camassa compared their fully non-linear long
deep water solitary wave with the KB laboratory results and again found considerably better agreement
than the first order B-0 soliton.
2.7.2 Oceanic Internal Solitary waves
Comparisons of the weakly non-linear theory with oceanic solitary waves has been done by several
authors and is also a main component of this thesis (in chapter 5 observations of large amplitude solitary
waves on a seasonal pycnocline are analysed.) A useful review is given in Ostrovsky and Stepanyants
(1989): see also Jeans (1998). Some notable recent and past internal solitary wave measurements are
summarised in Table 2-2, together with comments on the success or otherwise of particular theories.
Table 2-2 indicates a variety of different findings about the success or otherwise of weakly non-linear
theory in particular cases. In the deepest water case (Apel et al 1985) reasonable agreement was found
with the finite depth (Joseph) soliton: note that in this case the pycnocline was thick (200 m) so that the
Kubota et al criterion that 1VAP < 1 is satisfied. The pycnocline was also thick in the Osborne and Burch
(1980) environment, but they found good agreement instead with the KdV theory. In continental slope
water depths of 350 tn Cummins and LeBlond (1984) found that FEKdV did not particularly improve a
poor agreement with KdV. In their case the waves were larger than the pycnocline thickness so the Joseph
theory was not expected to hold.
In continental shelf depths of 140-160 there has been a tendency to find that KdV underpredicts internal
wave width and that higher order theories are required. Sandstrom and Elliott (1984) invoked the FEKdV
to well describe their 50 m waves, as did Holloway (1987). Stanton and Ostrovsky (1998) found that as
their waves were approaching the maximum amplitude r\c ([2-51]) the wave width was very broad and
well described with EKdV (along with the phase speed), and a similar conclusion was found by Jeans
(1998). In shallower water from 30 to 70 m depth the comparisons with theory have shown a mixture of
results, with only Nagovitsyn et al (1991) achieving good predictions, with the KdV soliton.
2.8 Evolution of non-linear waves
2.8.1 KdV evolution
Zabusky and Kruskal (1965) have described the classic evolution of an initially linear wave into a train of
solitons, in a seminal piece of work relating to plasma physics. They described the results of a KdV
model of the evolution of an initially periodic, sinusoidal wave, using cyclic boundary conditions at
boundaries spaced one wavelength apart. The environment had a positive non-linear coefficient and hence
solitary waves of elevation were expected to evolve.
52The first transformation is that of non-linear steepening, when dispersive effects are negligible, which
leads to formation of a bore as the elevated part of the wave moves faster than the depressed part (dashed
line in Figure 2-6). At this stage dispersion becomes significant and wave like oscillations (rank ordered
in amplitude and phase speed) develop behind the bore, forming an undular bore. Eventually the
dispersive and non-linear effects balance each other allowing the formation of separate solitons with
distinguishable phase speed and amplitude (solid line in Figure 2-6). Eventually Zabusky and Kruskal
(1965) showed that the larger solitons caught up with the following solitons, as a result of the cyclic
boundary conditions, and this led to the reformation of a long wave similar (but not exactly the same as)
the initial wave. Zabusky and Kruskal had found the recurrence of the initial state. Although this may be
thought to be an artificial product of the boundary conditions, note that in the case of a periodic
wavetrain, the model results, when wrapped around, should reproduce the actual evolution of the whole
wavetrain. In other words, the model predicts that the larger solitons from one long wave will catch up the
following waves from the long wave ahead, giving rise to a merging of solitons and the consequent
recurrence of the initial state.
After Zabusky and Kruskal, many authors have applied the KdV equation to situations appropriate to
ocean dynamics, for both surface and internal waves. As discussed above, the theory has the advantage of
being computationally simple, in that the vertical structure is reduced to a small set (normally assumed to
be one) of modes, and a numerical grid is only applied to the range and time dimensions. In Annex C a
numerical scheme to implement the KdV and the EKdV equations is discussed. Here some examples of
studies of the evolution of non-linear internal waves in the context of KdV dynamics in the constant depth
case are included.
As an example, Figure 2-7 shows the evolution of a long, large amplitude wave using the stratification
details listed in Table 2-1, using the KdV equation. The initial wavelength was 5km, and the amplitude
(peak-trough) of 10 m. The progression of the initially sinusoidal waveform (plot 1 on Figure 2-7) into a
bore (plot 2), and undular bore (plots 3-4) and finally into distinguishable solitons (plots 5-6) can be seen.
Non-linearity now occurs at the trough of the long wave due to the negative non-linear coefficient (Table
2-1), and the eventual solitons depress the interface.
A useful measure which determines how waves evolve in a non-linear system is the Ursell parameter, the
ratio of the non-linear to dispersive term, given by
FOOTNOTE: In Figure [2-6] the numerical experiment of Zabusky and Kruskal (1965) has been repeated by the author using the
Zabusky and Kruskal (1965) numerical scheme.(The agreement is good, as shown by Table C-l in Annex C).
53[m^) r
[2-59]
where r\0 is a typical amplitude and L a typical lengthscale. (This is one version of the Ursell parameter
which has been variously defined (Pierini 1989, Pelinovsky et al 1994), but with all versions proportional
to that above).
Pierini (1989) succinctly described the role of the Ursell parameter. When Ur is initially small (Ur12),
dispersive effects will dominate, leading to an amplitude decrease and lengthscale increase, until Ur~12 at
which point one soliton with a dispersive tail emerges (note when Ur=12 then L is the half width of the
KdV soliton defined by [2-35b]). When Ur is initially large (Ur12) non-linear steepening occurs, which
leads to a decrease in L along with Ur until Ur~O(12), by which time n solitons form where n~O(Ur)
(Pierini 1989). This latter process tends to be quicker.
For Figure 2-7, defining T|o as the half-amplitude of the initial waveform (5 m), and L as the initial width
of the feature (5000 m), the Ursell parameter (expression [2-59]) is about 2500. As Ur 12 the non-
linearity initially dominates, as shown in Figure 2-7.
2.8.2 Comparison of the evolution from KdV and modifications to KdV
In Figures 2-8 and 2-9 comparisons of the KdV, EKdV and rKdV evolution equations are presented. The
initial condition in all experiments is one half (the negative half) of a sinusoidal wave with length-scale
2500 m, and the conditions chosen correspond to the Malin shelf parameters of Table 2-1. In Figure 2-8
the initial amplitude is 5 m, and with the KdV equation the wave slowly evolves into one dominant
soliton (amplitude 7 m) and a following weak soliton (2 m amplitude) after -15 hours. The effect of both
the EKdV and rKdV in this case is to slightly reduce (the lead soliton by 1-3 m) the amplitude of the
solitons, and to slow them down. (We note here that for these experiments a Hanning window has been
applied outside the region of interest to satisfy the zero boundary conditions of the implicit scheme
described in Annex C.)
The effects of second-order non-linearity are more marked for larger amplitudes, as one would expect. Figure
2-9 shows the evolution of an initial 15 m amplitude wave, of the same length as in the previous example, but
in an extended total domain. The evolution is considerably faster for this wave, and after around 6 hours the
KdV model predicts the formation of a packet of five solitons, the lead one having an amplitude of 27 m. The
effect of weak rotation is similar to before, with slight reduction in amplitude and phase speed of the waves.
In contrast, the EKdV model predicts a totally different waveform, and after the same length of time no
individual solitons have formed and the waveform amplitude is 20 m. However undulations can be seen in the
54waveform suggesting a slow evolution. The rEKdV reduces the amplitude further. The phase speed of the
EKdV is slower than the corresponding KdV waves.5
2.9 Fully non-linear models
Recently models have been developed that take advantage of increased computer power and solve the
fully non-linear equations of motion. These models are not restricted to any assumptions about weak
amplitude or long wavelength and hence may be more appropriate to model observed internal waves.
Lamb (1997) applied a fully non-linear model (solving the full equations [2-1]) to simulate large
amplitude internal solitons, and comparisons were made with weakly non-linear theory. The results were
found to be critically dependent on the stratification: for a near surface pycnocline in 300 m water depth,
the predictions of wave shape and particle transport from first and second order KdV theory were
remarkably similar to fully non-linear results. In contrast, for a pycnocline centred about one third of the
way down the water column, at 100 m, the weakly non-linear and fully non-linear results differed greatly.
In this case the fully non-linear wave became very long for large amplitudes, whereas the first and second
order KdV theory predicted a narrower wavelength with larger amplitude. (Comparison was not made
with EKdV, which may have produced better predictions following the discussions of section 2.6.2). In
fact this feature of broad large amplitude waves has been noted for observations by many authors (see
section 2.7).
The results of Lamb have some relevance to this thesis. In particular, in Chapters 4 and 5 situations will
be discussed where the pycnocline is relatively shallow compared to the water depth, and also in
shallower water where the pycnocline is relatively deeper. As discussed above, in the situation where the
pycnocline is located towards mid-depth, the extended KdV is appropriate to model the internal solitons
and this also predicts a broad, limiting soliton form.
Lamb and Yan (1996) used the same fully non-linear model to simulate the evolution of an undular bore
and compared the solutions with KdV, EKdV and FEKdV. They generally found best agreement with
FEKdV and pointed out that as the EKdV lacked symmetry of the small parameters (i.e. e is taken to
second order, and 8 is only to first order), it could give erroneous vertical profiles in their situation. The
results and analysis of Lamb and Yan are applied in chapter 5 when the structure of intense internal
waves is investigated.
Vlasenko et al (1996) compared a fully non-linear simulation of an internal solitary wave at the Moroccan
shelf with an observed wave of 15 m amplitude, in water depths of 120-150 m. The model simulated the
Some further discussion of non-linear wave evolution is included in Annex C (see Figure C-1).
55width of the wave with some accuracy. Vlasenko et al (1999) then investigated large amplitude internal
solitons of 66 m in water depths of 300m in the Strait of Messina. Again large amplitude waves were
broader than the weakly nonlinear (KdV) solutions. Other properties of the numerical solution included a
dependence of wave width on depth, and weaker horizontal and vertical velocities than the KdV
prediction. Vlasenko pointed out that for these waves the 'small parameters' e and 5 of non-linearity and
dispersion are 0(1) or >1, implying that the asymptotic perturbation analysis of section 2.4 is quite
unsuitable.
The fully non-linear two-layer models of Grue et al 1999 and MB also appeared to reproduce the
appearance of laboratory internal solitons of large amplitude. This included the vertical profile of the
horizontal current as well as the wave shape. Grue et al found that as the limiting amplitude was
approached, instabilities developed in the laboratory waves (not predicted by the model). They found that
Richardson number Ri0.25 was necessary for instability, which was manifested as Kelvin-Helmholtz
rolls, in agreement with theoretical expectations (see section 2.3). MB found that the fully non-linear
theory agreed well with the Miyata solitary wave solution and with laboratory results (see section 2.7.1),
and in situations where the interface approached mid-depth, agreement was also found with the EKdV
solitary wave solution.
More recently Grue et al (2000) have developed a fully non-linear theory which modelled waves on a
layer of constant density gradient overlying a homogeneous layer (a stratification more appropriate to
oceanic environments
- see Figure 5-7 below). The model was compared with laboratory experiments in
the same kind of environment. In all cases the solitary wave extended into the homogeneous layer. Grue
et al found that in this laboratory environment instabilities grew on moderate amplitude waves because
the wave particle speed near the surface approached the speed of propagation. The experiments showed
that as a result of the instabilities the wave tended to broaden, as aspect that was not predicted by the
model. The theory predicted a linear increase of phase speed with amplitude, and maximum amplitudes of
around 1.25 times the stratified layer thickness, and a maximum phase speed around 1.78 times the linear
speed.
2.10 Summary
This chapter has introduced basic elements of the theory of oceanic internal waves that are relevant to the
experimental data and modelling performed later. The infinitesimal linear approximation was discussed
with an introduction to the normal mode approach of solution. An illustrative example was given for a
constant stratification environment, often appropriate to the deep part of the water column. Another
example, of a two layer fluid, was given to summarise the kind of effects arising from waves on a
seasonal thermocline.
56The weakly non-linear approximation was then described. The equations of motion were written as a
power series in terms of parameters that describe the amplitude (e) and aspect ratio (5) of the waves. To
first order in these parameters the familiar KdV equation is derived. The known solutions to this equation
were described, namely the periodic cnoidal wave, the solitary wave, and a slowly varying dnoidal wave,
which represents the development of an undular bore. Particular emphasis was given to the solitary wave
solution, which is important to the experimental studies in later chapters.
A number of modifications to the KdV equation were also discussed. These include the equations
governing internal waves in finite depth and deep water, equations with rotation, equations with current
shear, and higher order KdV equations. The salient properties of the solitary wave solutions to these
equations were described. Not all the modifications to WNL theory have been presented here. Other
modifications, such as those for variable depth, will be shown in later chapters with reference to the
observations
A brief discussion was given of intercomparisons of weakly non-linear solitary waves against those
predicted by fully non-linear theory and laboratory experiments. Many of the laboratory experiments
confirmed that weakly non-linear theories became inaccurate at moderate amplitudes as expected. The
KdV was found to perform better in general for small amplitude waves in a two layer fluid than either the
finite depth Joseph soliton or the deep water Benjamin-Ono soliton. It was noted that the Joseph theory is
suitable for waves which are small compared with the thermocline thickness which is an obviously strong
limitation in a thin interface environment. Fully second order KdV (FEKdV) slightly improved the range
of validity over KdV, but MB showed that this was still restricted to quite small amplitudes. In
circumstances where the interface was being displaced down towards mid-level (and the density
differences were small), it was found that the EKdV closely predicted the broadening of the wave.
Miyata developed a finite amplitude solution for interfacial solitary waves longer than the water depth
which compared well with laboratory data and solutions to the Euler equations [2-1]. When the interface
was near mid-depth, it also agreed with the EKdV solution. Choi and Camassa (1999) extended this
solution to deep water where the wave was required to be long only compared to one of the layer depths.
The solution again predicted considerably wider waves than the weakly non-linear equivalent and had
some agreement with laboratory results.
In the ocean the stratification is rarely that of two homogeneous layers and a more common situation is
that of a near surface pycnocline of a width varying from tens of meters to 200 m or more. Observations
of internal solitary waves in fairly deep water of 3000 m or more in a thick pycnocline environment
showed some agreement with the Joseph soliton. In intermediate depth water between 300 and 1000 m
57there was limited agreement with KdV solutions. In shelf water depths of around 140 m the large internal
waves were found to be well described by second order KdV theories.
The evolution of an initial long wave into an undular bore and subsequent solitary waves was simulated in
the framework of the KdV equation and some of its modifications. Important differences are noted
between characteristics of first order and second order KdV theory for large amplitude waves. In the
subsequent chapters describing the experimental data of this study, and the numerical models described to
simulate it, the appropriateness of the different theories will be tested.
Finally a review was given of studies of internal waves with fully non-linear models and theory. These
often provide benchmarks against which the weakly-non-linear approach must be tested. The fully non¬
linear models showed that the second order FEKdV and EKdV theories performed well in some but not
all situations. The ability of EKdV to well predict situations where the internal wave displaced the
interface towards mid-depth was again shown.
58Table 2-1. Stratification and environmental coefficients for two environments used as illustrative
purposes below, from a 2-layer approximation.
a) Two-layer approximations to real density profiles. For the Malin Shelf this was obtained using the
method of Gerkema (1994) where a two-layer fit is applied which gives the same phase speed as the
first normal mode (i.e. solution to [2-5a]), and has the interface at the depth of the maximum of the
first mode.
Case
Malin Shelf
h,
45
h2
95
Pi
1026.49
Pi
1027.26
gAp/Po
ms'2
0.73x10'
b) Coefficients of the KdV equation [2-27] and its extensions. The coefficients C3, C4, and Cß are
defined in Annex A
Case
Malin
Shelf
Co
0.47
C, (=a)
-0.008
C2( = Y)
339
c3
513721
C4
-0.00153
a,
-3.6e-4
Q
-8.3927
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Figure 2-1. Cnoidal waves for rjo=-l, ko=2, and for various values of m between 0 and 1 as marked in
the legend, colour-coded
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Figure 2-2. Variation of KdV soliton shape with amplitude, (for conditions approximating the Malin
shelf (Table 1) in August 1995). Each wave has a different linestyle and the corresponding phase
speeds c and half widths L are marked in the legend.
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Figure 2- 3. Comparison of the KdV soliton (shallow water theory) and the Benjamin (deep water)
soliton. Two layer environment with the same densities in each layer as in Table 2-la (Malin shelf) and
the same top layer depth of 50 m. The amplitude of the wave is 50 m.
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Figure 2-4. Comparison of weakly non-linear soliton forms. Asterisks are EkdV solution, solid line is
FEKdV solution and chained line is the KdV. Soliton amplitudes: A) -5 m, B) -15 m, C) -23 m.
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Figure 2-5. Variation of maximum wave (absolute) amplitude with top layer thickness, for a water
depth of 140 m, and densities of 1026.73 and 1027.26 kgm3. Solid line is the fully non-linear prediction
of Turner and VandenBroek, dashed line is the prediction from EkdV. Only situations for a thinner
upper layer (hi<60 m) are shown.
Figure 2-6. The evolution of an initial co-sinusoidal wave under KdV dynamics: the experiment of
Zabusky and Kruskal (1965) repeated by the author (see Annex C and Table C-l). Dotted line: initial
curve, Dashed line: after t=l/n, and solid: after t=3.6/71
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Figure 2-7. Evolution of an initially cosinusoidal waveform under KdV dynamics. The displacement is
normalised by the initial half peak-trough amplitude (5 m) and the range variable (x-cgt) is scaled by
the lengthscale h=200 m. Plot 1: initial condition. Plot 2: after 2.95 hours
, Plot 3: 5.9 hours, Plot 3:
8.85 hours, Plot 4: 11.8 hours, Plot 5 14.75 hours, Plot 6: 17.7 hours. Each plot is separated by 25
non-dimensional periods (T=L/co).
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OVERVIEW OF THE BACKGROUND OCEANOGRAPHY AND THE INTERNAL WAVE FIELD
DURING THE SES AND SESAME EXPERIMENTS
3.1 Introduction to SESAME and SES
In this chapter an overview is given of the SESAME and SES experiments and some of the main oceanographic
results pertinent to this study. In particular the background stratification and tidal conditions will be discussed,
followed by a summary of the internal tide and internal wave field deduced from satellite images and a mooring
record covering a spring-neap cycle. The chapter will provide a background to the detailed analysis and
modelling of the later chapters.
The Shelf Edge Studies Acoustic Measurement Experiment (SESAME) was an international collaborative
experiment designed to investigate the oceanographic and acoustic propagation conditions at a shelf-edge.
The experiment involved DERA (The Defence Evaluation Research Agency, UK), the Naval Research
Laboratory (NRL, Stennis Space Center USA), and the French and Netherlands Defence research
communities. The experiment took place in August/September 1995 and August 1996 at the Malin
shelf/ocean margin, on the UK Continental Shelf, west of Scotland. (Figure 3-1).
SESAME was run alongside the Shelf Edge Study (SES), part of the Land-Ocean Interaction Study (LOIS),
a major Natural Environmental Research Council (NERC) sponsored survey investigating shelf edge
processes and shelf-ocean interaction. A close up of the bathymetry of the survey area (Figure 3-2, see also
Figure 4-1) obtained from swath bathymetric surveys of the region (McCartney and Huthnance 1995) shows
the detailed seabed topography, indicating the relatively gentle slope of the Barra Fan in the area of SES
current meter moorings. To the north and south, the bathymetry is steeper, especially at the top of the shelf
break. The shelf here is typically 140-200 m deep, whilst the slope extends westwards down to the 2500 m
deep Rockall Trough (Figure 3-1).
Towed data was gathered during the SESAME trial by the RV Colonel Templer, a British vessel, and ships
from the French and Netherlands Defence research communities (the BHSM Alcyon and HNLMS Buskyes
respectively). This data included thermistor chain, ADCP, WAVEX radar and yo-yo CTD records on and off
the shelf.
The Naval Research Laboratory provided two combined current meter and acoustic receiver moorings;
referred to below as d-DABS (deep Digital Acoustic Buoy System) and s-DABS (shallow Digital Acoustic
Buoy System).
68SAR data was obtained via DERA West Freugh from the European Remote Sensing Satellites (ERS-1 and
ERS-2) of the European Space Agency, and also RADARSAT from the Canadian Space Agency.
The study has also made use of data from CTDs, thermistor strings and moored ADCP obtained from the
SES3 Cruise (RRS Challenger; senior scientist Dr Toby Sherwin). This included a line of ADCPs across the
shelf-edge, which provided valuable information on the background current environment, and the
propagation of internal waves. The ADCP discussed in this chapter is shown in Figure 3-2a: the other
moorings are discussed in chapter 4.
The following describes the data used in this project. A full list of the deployments is given in Table 3-1 and
illustrated in Figure 3-2.
3.1.1 SAR Data
During the summer of 1995 SAR images were taken by both ERS-1 and ERS-2 satellites which at that time
followed the same orbit, with the latter exactly 24 hours later. The radars are C-band (5.3 GHz, wavelength
~5 cm), with linear polarisation, and vertical transmit and receive mode. The angle of incidence was ~20-26
from the vertical giving a swath width of 100 km, with a basic 12 m by 12 m pixel size. For the figures
shown below, the resolution was degraded to 100 m by 100 m to reduce image speckle.
Further images were also taken by ERS-2 and RADARSAT satellite SAR in 1996. RADARSAT SAR
contains similar pixel sizes and signal frequency to the ERS SAR, a swath width of 300 km, but utilises
horizontal polarisation in contrast to the vertical mode of ERS.
3.1.2 SESAME Current Meter and Thermistor string data
During the 1996 deployments a thermistor chain was moored between August 1-20, in around 170 m depth at
the location marked 'TS' on Figure 3-2b. It was equipped with independent thermistors at regular 5 m
intervals through the top 65 m to resolve the thermocline structure. Current meters and thermistors were also
moored on the DABS instrument close by, and at a position on the slope (shown later in Figure 3-7a as 'D'),
for short durations of a few days, inbetween acoustic measurements. This latter data is not presented here, but
was important in the initial study of SESAME data and has been reported in Small et al 1999a and Hailock et
al 2000.
3.1.3 DERA Thermistor chain
In addition to the moored instruments and remote sensing images described above, survey tracks were done
throughout the area on the DERA ship RV Colonel Templer. The RV Colonel Templer was equipped with a
hull mounted ADCP and towed a thermistor chain. The length of the chain was adjusted to be compatible
with water depth, and the total depth of sampling varied between 80 m on the shelf and 150 m in deep water.
69The thermistors were at 4-10 m intervals, and sampled at 1 Hz. The data presented here has been sub-
sampled to once per 20 seconds, to improve data handling, whilst still resolving internal waves.
3.1.4 SES CTDs, XBTs and ADCP
During SES 1995 a number of CTD stations were maintained within the survey area between the shelf and
1800 m deep water, including the period mid August to mid September. These CTD casts have been used to
infer knowledge of the mean stratification, and its variations. The CTD information was also supplemented
by a number of CTDs and XBTs taken in the region during the SESAME survey.
In addition the SES programme included two lines of bottom moored Acoustic Doppler Current Profilers
(ADCPs), the lines crossing the Continental slope. The ADCP averaged the velocity data into vertical bins of
4 m. The four orthogonal acoustic beams were all at 30 to the vertical, and from the combination of the
beams the 2 components of horizontal current and also the vertical current can be determined. However, the
beam spreading towards the sea-surface means that the data is averaged over larger swaths there, relative to
the data gathered at depths near the instrument. The data from the southern (S) line is used below to gain
information on the barotropic tide in this chapter, and in chapter 4 the internal wave signatures on the ADCP
are described.
3.2 Overview of the Background Environment
In this section the background conditions of density stratification and of current during SES and SESAME are
presented. Particular emphasis is placed on the periods where analysis and/or modelling of internal waves are
done later in this study, namely 19-21 August 1995, and a period in August 1996 is presented to show long term
variability.
3.2.1 Mean Stratification
19-21 August 1995
An overview of the mean stratification for the region during August 19-21 1995 was obtained by combining
an average of SES CTDs for the water column below 200m, supplemented by temperature data from
thermistor chain in the top 200 m. Salinity in the top 200 m was estimated by applying the T-S relationship
from the CTD data to the thermistor chain data. Profiles of the derived mean temperature and salinity to 1500
m depth are displayed in Figure 3-3a,c) respectively, and a close-up of the top 200 m temperature and density
are given in Figure 3-3b,d). These figures illustrate the presence of a strong seasonal thermocline, and a deep
thermocline around 1000 m.
From these mean profiles a buoyancy frequency profile N (Equation [2-4]) was obtained by central
difference. The profile of buoyancy frequency in cycles per hour (cph) to 1500 m depth is shown in Figure
3-4e, and for the top 200 m in Figure 3-3f. A moving-window smoothing of 50 m was used below 100 m in
70the full depth plot, to clarify the structure. The profiles clearly indicate the strong seasonal thermocline
centred around 20-30 m, and the deeper, weaker, thermocline around 1000-1200 m.
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For the 1996 experiment the mean temperature (T) was derived from regular XBT drops (every half hour)
during the deployment of the thermistor chain and a hull-mounted ADCP between 12-14th August.
Unfortunately salinity data was sparse during 1996 so salinity was derived by applying the mean
temperature-salinity (TS) relationship from the 1995 SES CTDs described above. The density was then
derived using the UNESCO (1983) equation of state, and buoyancy frequency got using centred difference
with a smoothing window of 50 m on the density below 100 m.
The 1996 profiles are overplotted on figure 3-3 as a dashed line. (Values at depths above 10 m were not
plotted as the XBT data was unreliable there, and the maximum XBT depth was 600 m). In comparison with
1995, the surface layer was colder and the bottom layer warmer in 1996, giving rise to a smaller density
difference between the layers. Consequently the peak buoyancy frequency was slightly weaker (8 cph) in
1996 than in 1995 (11 cph), and its position was located deeper in 1996 (40 m: 20 m in 1995).
In Chapter 5 a more precise derivation of the stratification for particular experimental periods, for modelling
applications, is described.
3.2.2 Mean currents
In addition to the tidal currents described below, the current regime in the SESAME shelf break region also
includes low frequency residual circulation. An example of this was found in the SES ADCP measurements
described above. Figure 3-4a shows the depth averaged residual currents, which were derived by performing
a 24.8 hour running mean on the depth averaged data, to remove most tidal signals. There is a notable
residual northward v velocity, which fluctuates between 0.20 and 0.03 ms"1 over the 20 day time scale. (This
flow is approximately along slope, as the shelf edge is aligned at roughly 010 T). In contrast the residual
cross-slope u velocity (not shown) was negligible (between -0.02 and 0.02 ms"1). This is characteristic of the
slope current (Huthnance 1986) which flows poleward at these latitudes.
SES also provided further analysis of the vertical structure of the slope current, derived from ADCP and
current meter moorings across the slope (A deSousa, personal communication). Figure 3-4b shows the slope
current from a mooring at 56.46 N, 9.1 W, for the period 1-7 August 1996. The along slope current is
clearly stronger than the across-shelf component, and reaches up to 0.20 ms"1 (northwards) near the surface,
with strongest currents in the top 200 m. The slope current was found by deSousa to be barotropic in winter
and mainly barotropic in summer, with 80% of the kinetic energy due to the barotropic mode.
713.2.3 Barotropic Tide
Barotropic tidal phases and amplitudes were derived from the SES ADCP (S200) (position shown in Figure
3-2a). The data was depth averaged to give the barotropic component, and smoothed with a moving window
of 30 minutes, to remove high frequency components. Then the low frequency (sub-tidal) trend was removed
by subtracting a 24.8 hour moving average.
Figure 3-5 (dashed lines) shows the depth averaged u (west-east) and v (south-north) components of the tide.
The u velocity is characteristic of a mixed semi-diurnal/diurnal tide, with one dominant ebb and flood tide
per day. The v velocity is dominated by the diurnal tide. Maximum onshelf/offshelf (u component) currents
of around 0.30-0.35 ms"1 occur during springs, weakening to 0.10 ms"1 at neaps. The northward v component
rises to 0.25 ms"1 at springs and less than 0.10 ms"1 at neaps. These tidal currents are not large when
compared to some other shelf break regions (e.g. Bay of Biscay, Pingree et al 1983), but when combined with
the residual currents discussed above, large magnitude northward currents of up to 0.45 ms"1 can occur.
In order to predict tides in periods outside the ADCP recording period, a harmonic fit was made to the data.
This technique decomposes the data into a sum of tidal constituents, and is described further in Annex D,
(along with tests of its reliability). The harmonic model fit to the data is also shown in Figure 3-5 (solid lines),
and can be seen to represent the main features of the tidal signal. From the harmonic fit the characteristics of the
tidal ellipse for the main semi-diurnal and diurnal components were derived.
The harmonic analysis of tidal current ellipses is presented in Table 3-2. The semidiurnal M2 and S2 ellipses
have dominant major axes aligned roughly east-west, whereas the diurnal ellipses are nearly circular. The M2
major axis length is 0.26 ms"1 and S2 is 0.13 ms"1, and the Ol and Kl have axis lengths of around 0.06 ms"'
and 0.12 ms"1 respectively. In other words, although the M2 and S2 are aligned across-slope, the diurnal
components introduce along-slope components. This, combined with the northward along-slope residual
current, results in the currents at neap-tides (when S2 and M2 almost cancel out) being mainly along slope.
This behaviour at neap tides is illustrated in Figure 3-6, which shows the depth averaged velocities (including
residual) as magnitude and direction over the 24 day record. The peaks of magnitude occur semi-diurnally at
spring tides (e.g. 12-16 August), with one peak per day somewhat smaller than the other suggesting the
diurnal inequality (Figure 3-6a). At neap tides there is some evidence of just one peak per day (e.g. 18-23
August). The direction of the flow is shown in radians (Figure 3-6b), with zero indicating to the east. It is
clear that the flow here at the shelf edge is generally northwards, due to the strong residual slope current,
with southward flow only occurring in the 26-31 August period. Overplotted on the direction graph is the
3^/4 line (-north-westward flow) and the 177t/18 line (the direction perpendicular to the shelf edge, off-
shelf). The latter line indicates when the tide was flowing purely off-shelf, the best situation for forcing
internal tides. It can be seen that the barotropic flow rarely approaches the off-shelf direction except during
the period 26-30 September. During the neap tides period of the 18-23 August the flow is particularly
72constrained to within 0.6 to 2.4 radians (the arc that extends clockwise from 313 T to 056 T) indicating the
along slope nature of the flow in this period. The maximum currents which occur during neap tides flow in an
approximately north-eastward direction.
3.3 Overview of the internal tides and internal wave field
Internal wave packets are clearly visible in all of the SESAME datasets: SAR imagery, mooring data, and
towed data. In this section some of the general characteristics of the internal waves are discussed, and their
relationship to the internal tide. In particular inferences will be made from a SAR image which shows clearly
the synoptic picture of the internal wave field, and a long term (20 day) mooring which resolved high
frequency internal waves and their relation to low frequency oscillations. To complement this overview, in
later chapters, sets of concurrent observations from different types of sensors showing the evolution of particular
wavepackets will be described in detail, and compared with numerical simulations.
3.3.1 SAR image 21s' July 1996
The SAR images of the SES region from August 1995 (2 ERS SAR) and August 1996 (1 ERS SAR and 2
RAD ARS AT SAR: see Table 3-1) all indicated internal waves. The clearest images were on the 20th August
1995 (discussed in full in Chapter 4), and the ERS-2 SAR image from 1137 UTC on the 21st August, shown
in part in Figure 3-7a, covering the main SESAME area. This image illustrates a number of characteristics of
relevance to this study, together with positions of the moorings, 'ST' and 'D' ('ST' labels the position of two
adjacent moorings, the s-DABS 'S' and the thermistor string 'T', and 'D' labels the d-DABS mooring) and
the bathymetry from the detailed swath survey. The main features have been annotated with letters.
A long front of bright intensity (marked 'F') lies between the moorings, with a propagation direction of 125
T. This front lies between the 160 m and 600 m contours, and has some following waves behind it at its
southern end. At the southern end the lead wave also has a dark signature behind it, suggesting here that the
wave is returning back to the original thermocline level, before the following waves. In other words, we
speculate that at the northern end the thermocline is making a single drop, whereas towards the southern end,
oscillations of the thermocline are occurring. (This speculation relies on the simple interpretation of
wave/current interaction discussed in section 1.4, that backscatter is proportional to current strain).
A packet of well-dispersed 'soliton' like waves ('E') lies south of the moorings. The packet is rank ordered
with the largest wave at the fore, suggesting that the packet is moving onshelf (assuming the non-linear
dynamics discussed in section 2.8. 'E' may be associated with 'F', or may be generated locally. A slice
through the image perpendicular to the wavefronts is shown in Figure 3-7b. (To remove speckle a smoothing
was applied in the along wavefront direction over a 1 km width: this did not reduce the important resolution
along the slice). The wave separation reduces from about 2 km at the front of the packet to 1 km at the back:
73this is illustrative of the dispersion. At the front of the packet the image intensity varies both above and below
the background level: this is an example of the most basic form of wave-current interaction discussed in
section 1.4 where backscatter is proportional to surface strain.
A sharp boundary comprising of a leading white edge and following waves ('C') lies some 10 kms eastwards
of the shelf-edge: because Packet 'C is also remarkably parallel to the shelf-edge contour in Figure 3-7a, it is
possibly a manifestation of the shelf-edge generated internal tide. (In fact it will be shown in chapter 4 that
refractive effects on internal waves as they cross the slope are small, and so the close alignment of internal
wave fronts with the shelf-edge is more likely to be due to generation at the shelf-edge, than due to refraction
of a wave from a distant source).
A dark band ('G') lies east of 'C\ which has similarities with the signatures of the long internal tide found by
Ermakov et al (1998), possibly formed by interaction of the internal currents and surface films.
3.3.2 Energy spectrum of 20 day mooring record
Spectral analysis of the temperature data from the NRL thermistor string T' from August 1996 (see location
in Figure 3-7a: marked 'ST') was performed to estimate the distribution of energy. This dataset was chosen
as it was the longest continuous record from SESAME, and well resolved in the vertical (with 10 thermistors
spanning the thermocline). The spectrum was calculated using a standard analysis technique provided by
Zack Hallock. First FFTS are calculated on a series of N overlapping 49.68 hour (4 x M2: chosen to give
reasonable confidence limits) records; the results were then squared and averaged and divided by the
fundamental frequency (1/T where T is record length). Confidence limits were calculated using a 95% chi-
squared distribution with 2N degrees of freedom (Jenkins and Watts 1968).
The temperature data was converted to equivalent displacement {r}) data using a searching technique (which
was found to work well in the rapidly changing vertical gradients of the thermocline). The analysis was done
for the recordings at the 35 m pod (chosen as it is in the centre of the thermocline and of the thermistor
depths). First the mean temperature over the whole record at 35 m depth was found. Then, for each time step,
the depth on the chain where the mean 35 m temperature occurred was found by linear interpolation, and the
displacement was then just the difference between that depth and 35 m. (This method of getting displacement
agreed well with visual analysis of the corresponding contours of temperature). Finally the mean was
removed from the data before analysing. The resulting spectrum of displacement was then multiplied by the
buoyancy frequency at that depth (8.33 cph) got from the mean profile for 1996 in section 3.2.1, to give a
depth independent spectrum.
The spectral energy density is shown in Figure 3-8. The spectra show peaks at or near the semidiurnal
frequencies (M2, S2 tidal periods are marked with vertical lines) and a weaker signal at the diurnal (O1,K1
74frequencies). The plot also shows peaks at the M4 (0.16 cph) and M6 (0.24 cph) frequencies: the harmonics
of the M2 tidal frequency (created by non-linear interactions). The energy level is also enhanced in the 1 to 4
cph band which corresponds to the frequency of the non-linear waves.
Overplotted on the spectra is the level predicted by Garrett and Munk (1972, 1975: GM) theory, as
formulated by Munk (1981). This gives the buoyancy scaled moored spectrum of displacement Fv as
[3-1]
where N is the buoyancy frequency at the depth of the readings, f is Coriolis acceleration, co is frequency, and
r is an energy constant derived by Desaubies (1976) to be r = 320 (for units in cycles per hour). The GM
spectrum is a mean derived from dynamical theory and fitted to a large number of empirical results from
around the world, and it strictly applies only to deep water, where the buoyancy frequency is not rapidly
changing, and away from strong sources and sinks of internal wave energy. (Further, as a linear theory, it
precludes the high frequency non-linear waves observed here). It is applied here out of interest to see how it
relates to this seasonal thermocline, shallow water environment.
In general the observed spectrum has a higher energy level than GM, particularly at the tidal frequencies and
the non-linear high frequency band. This is an expected result, as these high energy levels are due to the
proximity of sources of internal tides and high frequency non-linear waves, which are not included in the GM
calculations. The result confirms the findings of Roth et al (1981) who found that energy levels in the upper
ocean were generally larger than the GM predictions due to the additional sources of internal waves near the
surface (surface wave-internal wave coupling, wind generation, internal tides, non-linear internal wave
generation).
3.3.3 Harmonic Analysis of the Internal Tide from Moorings
The long (20 day) record from the NRL Thermistor String in August 1996 was also used to estimate the
amplitude and phase of the internal tide at this location. This information could then be used to compare with the
phase and amplitude of the barotropic tide, to investigate any obvious relationships. The data was collected
between 1st August and 20th August continuously at a 2 minute sampling rate.
Once again the 35 m displacement record was analysed. The record was smoothed and subsampled to a 1 hour
period (as the high frequency waves were of less interest here), and then the trend was removed by subtracting a 3
day running mean. Estimates were made of the characteristics of six harmonic components (M2, S2, M4, 01, Kl,
MS4) using harmonic decomposition software described in Annex D.
75Table 3-3 shows the estimates of amplitude and phase for various start dates for the estimation. The phase was
made relative to an arbitrary (but fixed in all calculations) datum of the beginning of year 1995 (the first
SESAME year).
Figure 3-9 shows the complete 20 day record from the thermistor chain as a dotted line, with harmonic fits
overplotted in red. The top figure shows the estimated M2 signal in red, while the bottom plot shows the total
harmonic fit with six harmonic components (M2, S2, M4,01, Kl, MS4). It can be seen that for some periods the
fit of phase is good (in particular towards the beginning and end of the record when the amplitudes were large)
whereas in the centre of the record, the total fit and the M2 signal do not well represent the data, and at some
times the M2 estimate appears out of phase with the data. The fit to amplitude is not particular good, due to the
strongly non-linear appearance of the real data with steepened troughs, but there is general agreement in the
increase in amplitude at the beginning and end of the records relative to that at the centre of the record. It will be
shown below that the high amplitude internal tides do actually occur at spring tide, the weak internal tides at
neaps.
A goodness of fit parameter G was defined by
TV
[3-2]
where U is the data, Uh is the harmonic fit and N the number of samples, (i.e. G is a measure of the variance of
the residual normalised by the tidal signal variance, and small values indicate a good fit). This value came to
G=0.73 for 6 harmonic components, and when a further 7 harmonic components were added, G=0.71, compared
to g=0.23 for the tidal harmonic analysis with 13 harmonics presented in section 3.2.2. The high value of the
parameter for the internal tide indicates a poor representation by harmonic tidal components.
Possible explanations for the poor fit include:
a). Dominance of the high frequency non-linear signal, possibly from different sources, distorting the harmonic
signal
b) Presence of more than one source of M2 signal
76Figure 3-10 compares the harmonically decomposed internal tide displacement with the barotropic tidal velocity
signal (The barotropic tide was obtained via harmonic predictions as detailed in section 3.2.3) with the internal
tide signal scaled to be comparable with the barotropic tide. The top plot shows the tidal u velocity and internal
tide, and the bottom shows the v tide and the internal tide. A spring neap cycle can be seen both in the internal
tide record and the tidal velocities.
One point of interest in figure 3-10 is that the whereas the diurnal cycle (alternating weak and strong tides in a
day) of the troughs of the internal tide follows the same pattern as the diurnal cycle of the troughs of u velocities
of the barotropic tide, the diurnal cycles of the peaks of the internal tide and that of the barotropic u tide are
actually reversed (e.g. 4th August).
Another question is why the major diurnal peak (onshelf flow) in barotropic u component is not associated with a
large peak in internal tide displacement, whereas the major diurnal trough (offshelf flow) in barotropic u velocity
is accompanied by a large internal tide trough. The answer to this is unclear but may be related to the general
property of fluids with shallow upper layers, that the trough of the internal wave is more non-linear (see section
2.5).
The amplitude and phases of the barotropic u tide and the internal displacements are compared in Table 3-3
In the table the denotes differences when using 6 or 13 components in the fit. It is expected that 13
components for the internal tide probably includes too many components to be resolved well. However, as
both the 6 and 13 component fits for the barotropic tide have been validated successfully against the 1996
recorded tides, (Small et al 1999b) the information from both fits is used for the table. (The largest
discrepancies were present in the tidal u fits). It can be seen that the M2 estimates are consistent, and show
that the internal tide lags the u tidal velocity by
~ 0.3 radians (about 0.6 hours). (This might be expected from
the classic example of internal tide generation across a shelf break, when ebbing tidal flow creates a
depression in the thermocline). The M4 signal is larger in the internal tide than the barotropic tide, implying
possible non-linear interactions of the internal tide components
3.3.4 Packets of energetic internal waves
During the SESAME 1996 experiment additional moored instrumentation allowed assessment of the long
term variation of the high frequency internal wave field. On Figure 3-7a the positions of the thermistor
mooring was shown (marked 'ST')- The instrument recorded at high temporal resolution (2 minute),
generally sufficient to resolve the internal waves.
The tentative suggestions for the nature of the internal wave field made from Figure 3-7 may be supported by
investigation of the moored records. We start by summarising the long record from the 'T' mooring. As
mentioned above this record is suitable for allowing assessment of the spring-neap variability of the internal
77waves. From the mooring record the displacement field for various isotherms has been calculated. Below 65
m the vertical sampling was poor (in fact the next sensor was at 120 m) and so the maximum depth of an
isotherm for the calculations was capped at 65 m. (Consequently, the displacements may be an underestimate
for some waves). Likewise the upper depth was limited to 11 m, the depth of the top sensor.
Next a filter was applied to the data to isolate high frequency features. The IDL (1995) DIGITAL_FILTER
routine was used with a high pass band of 16 minutes to 3 hours, which was found to capture the high
frequency waves of interest whilst smoothing out 'kinks' in the wave profiles. This was important to the next
step of calculating the peak-trough displacement for each wave in the record, using a simple search
technique. The peak-trough amplitude of each wave is then set equal to the mean of the peak-trough
displacement either side of the trough. Each wave is then allocated a time (set equal to the time of the trough,
as most waves were of depression and hence centred on the time of the trough). The displacements here were
calculated for the 13 C isotherm, which was found to be representative of the thermocline values.
The time-series of wave amplitudes is illustrated in Figure 3-11. Here the set of (amplitude/time) points are
joined by straight lines. For clarity only waves of more than 15 m amplitude are shown. Each spike on the
timeseries indicates a single wave (narrow spike) or set of closely linked waves (broad spike). To facilitate
comparison with the tidal forcing, a plot of the barotropic u velocity (on-off shelf) prediction for the S200
location is also shown. The tidal record clearly shows the times of spring (2-3, 16-17 August) and neap (10
August) tides.
From figure 3-11, the highest internal wave activity can be seen to occur for the three days following the
second springs of the period, 17-19 August. (Enhanced wave activity is also seen on 5th and 6th August, again
just after springs). It is also clear that some of the wave packets recur periodically on M2 periods. To show
this, we have marked two of the dominant, distinguishable wavepackets with different symbols (asterisk and
diamond), and then marked every point at the same time in M2 tidal phase with the same period. In other
words, all the asterisks are separated by 12.42 hours, as are all the diamonds. Both these packets recur
through most (but not all) of the record every tidal period. On the 17th-20th August both packets contribute to
the enhanced wave activity. The 'diamond' wave packet is dominant for 2nd-3rd August, and 6*-7th. The
'asterisk' wave packet dominates on the 4th-5th, 8^-9^, ^-D*. Finally note that the 'asterisk' wave packet
occurs around the time of peak ebb tidal flow (negative u) whilst the diamond packet is on or just after peak
flood flow.
The SAR image and the T record appear to suggest that at least two wave sources are present at the Malin
shelf edge (the SAR image suggests three sources, producing C, F, and E). We may speculate that the feature
'C on the SAR is the shelf-edge internal tide feature which may correspond to the 'asterisk' feature in the T'
record, which occurs at the shelf-edge during ebb-flow in agreement with classic internal tide models (Baines
781982, Gerkema 1996). Another feature on the SAR image, the long crested wavefront 'F' appears to have
been generated from a distant source, and may correspond to the diamond wave features Figure 3-11, which
occurs just after peak flood tide.
There is some reasonable evidence for the inferences on the wave properties discussed in the previous
paragraph. In chapter 4, a comprehensive set of in-situ observations from August 1995, supported by
concurrent SAR imagery, shows in more detail the nature of an internal wave packet evolution from deep
water to shallow water, and forms the basis for a modelling investigation of internal wave refraction across
the slope. In Annex E the local internal tide generation is also considered. All these studies point to the
complexity of the internal wave field at this shelf-edge
3.4 Summary
This chapter has identified some of the important characteristics of the oceanography of the SES and
SESAME domain during the period of interest. Following a data description, which illustrated the location,
type, and period of measurements made by towed survey, moorings, and satellite data, a description was
made of the background (low frequency) oceanography which creates the environment on which internal
waves are propagating and generating. The main points were as follows:
SES was located at the Malin continental shelf margin, west of Scotland, and east of the Rockall Trough.
Between 56.5 N and 56.6 N, the location of most of the moorings and towed surveys, the local shelf edge lies
on a bearing of 010 T and typical bathymetric slopes are around 1 in 20. Further to the north and south of
the experiment area the slopes are steeper (~1 in 10).
The stratification in both August 1995 and August 1996 was characterised by a strong seasonal
pycnocline which extended from the sea surface to 50 m depth, with a peak buoyancy frequency of 11 cph in
1995 and 8 cph in 1996. A deeper, weaker pycnocline was centred at around 1000 m depth.
The barotropic tide gave rise to maximum currents of 0.3 ms"1 at springs and around 0.1 ms"1 to 0.2 ms"
'at neap tides. M2, Kl and S2 tides dominated. Overlying the tidal flow was a slope current, which flowed
northwards at a depth average of around 0.1 ms"1 to 0.2 ms"1. As the residual slope current was larger than
the neap tidal currents, at neap tides the flow had a dominant alongslope component. At spring tides the
across-slope component of the semi-diurnal tides was more important, and the maximum total depth-
averaged speeds were 0.5 ms"1.
The satellite and in-situ data gathered during the SES and SESAME experiments gave extensive information
on the internal wave field at the Malin shelf-edge.
79Spectral analysis indicates that the energy level at the shelf-edge is dominated by an internal tide, and
high frequency internal waves in the 1-4 cph band. The energy at the high frequency band is higher than that
in deep water environments, as shown by comparison with the GM spectrum.
A harmonic fit of tidal components to the internal tide record well describes some, but not all, periods of
the record. During the times of good fit, the internal tide lags the barotropic on-off shelf flow by an hour,
with peak/troughs in internal tide displacement associated with on/off-shelf tidal flow respectively. This may
indicate that a local internal tide is present.
Both the SAR and mooring data indicate the presence of multiple high frequency internal wave packets
at the shelf-edge. These wave packets are seen to recur every M2 tidal period (but with varying amplitude)
One set of waves is possibly due to the internal tide at the shelf edge. This is suggested by the parallel
orientation of the wavefront 'C with the bathymetry in the SAR image (Figure 3-7a), and the occurrence of
the wave packet at the shelf-edge in the trough of the internal tide (feature 'asterisk' in Figure 3-11). Both
these characteristics are expected from the classic explanation of an internal tide generated by tidal flow
perpendicular to a shelf-edge (Baines 1982), separating into non-linear waves (Gerkema 1996).
Another set of internal waves appears to be generated at a distant source. An example of this is the
feature marked 'F' in Figure 3-7. Further, the presence of an internal wave packet occurring during flood
tide at the shelf-edge (the 'diamond' packet in Figure 3-11), not explained by local internal tide generation
theory, may indicate a distant origin.
From the long record at 'T' in 1996, it appears that the most energetic period of high-frequency internal
waves occurred just after spring tides. However, wave packets did occur at other times, and in August 1995
the largest solitons were seen during 19-21 August, just after neap tides (see chapter 4). We note here that
assessments based on a single mooring (such as T') do not take into account the finite length of the
wavefronts as visible from SAR, i.e. that the absence of a signature at a mooring may just mean that at that
time an internal wave existed but did not pass the mooring.
In the later chapters, more intensive observations of particular internal wave packets are introduced and
analysed. With the help of numerical simulation, these will be used to pinpoint the nature of internal wave
generation and propagation at the Continental shelf-edge.
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Instrument
s-DABS Mooring
d-DABS Mooring
Towed thermistor chain
Hull mounted ADCP
GPS navigation
SSMS
Met Data
XBT
CTD
Valeport CTD
WAVEX Radar
ERS 1/2 SAR
3-la). Summary of data acquired in SESAME 1,1995
Dates of Acquisition
August 13-17, 24-28,
September 3-7
August 13-17,24-28,
September 3-7
August 18-19, 23-24, 26-
30, September 7-9
10 August-9 September
10 August-9 September
10 August-9 September
August 10-9 September
August 13-17,24-28
September 3-7
August 15 (CI), 17 (Tl),
September 5-6 (C2, T3,
C3, C4)
24-28 August, 3-7
September
10 August-9 September
20,21 August, 5
September
Position
see Figure 6
see Figure 6
See Figure 7a -Survey
Tracks T1,T2,T3
Poor data
Whole-Survey
Poor data
Whole-Survey
See Figure 7a -Survey
Tracks
See Figure 7a -Survey
Tracks C1-C4 indicated,
Attached to sound source
at 50 m depth
Whole Survey
SESAME region
Quantities Measured
Current, Temperature
Current, Temperature
Temperature, pressure
Current
position, ship velocity
SST, salinity,
fluorescence, flow rate
Wind data, air temp.,
radiance, press., humidity
Temperature, depth
Temperature., Salinity,
Depth
Continuous Temperature,
Salinity, at fixed Depth
Radar Backscatter
Radar Backscatter
Table 3-lb). Summary of data acquired in SESAME 2,1996
Instrument
Thermistor string
s-DABS Mooring
d-DABS Mooring
Towed thermistor chain
Hull mounted ADCP
Met Data
Navigation GPS
SSMS
XBT
DERA CTD
Buskyes yo-yo CTD
Buskyes Valeport CTD
WAVEX Radar
ERS 2 SAR
_RADARSAT SAR
Dates of Acquisition
August 1-20
August 1-7, 15-20
August 1-7, 15-20
August 1-2 (T5), 5-6 (Tl,
T2),11-14(T1,T5,T3),
16-18 (T3,T4)
July 29
- August 7, 11-21,
23-28
July 26 - August 29
26 July- August 29
26 July- August 7, 11 -29
28 July-August 7, 11-20,
24-28
29 July, August 4, 14 (CI),
19-20 (C2)
August 17-18
, 19-20
August 16-17, 18-19
26- July, August 29
8*, 21, 24* August
11,21 August
Position
see Figure 7b-marked TS
see Figure 6
see Figure 6
see Figure 7b -Survey
Tracks Tl to T5 marked-
Figure 7b- survey tracks
Whole survey
Whole survey
Whole survey
Figure 7b Survey Tracks
C2
- yo-yos drifting near
B4 on Figure 7b
See Figure 7b -B2 and B4
respectively
See Figure 7b-Bl and B3
respectively
See Figure 7b -Survey
Tracks
SESAME REGION
SESAME REGION
Quantities Measured
Temperature
Current, Temperature
Current, Temperature
Temperature, pressure
Current
Wind data, air temp.,
radiance, press., humidity
Position
SST, salinity, fluorescence,
flow rate
Temperature
Temp., Salinity, Depth
Temp., Salinity, Depth
Continuous Temperature,
Salinity, at fixed Depth
Radar Backscatter
Radar Backscatter
Radar Backscatter
*the ERS-2 images on S"1 and 24th August 1996 were to the west of the main survey area, but were
valuable in providing information on the surrounding area.
81Table 3-2. Characteristics of the tidal current ellipse at S200
Tidal Component
M2
S2
01
Kl
Major axis length
(ms"1)
0.26
0.13
0.065
0.13
Minor axis length
(ms4)
0.07
0.06
0.06.
0.12
Orientation
(degrees T)
082
087
000
003
Table 3-3. Amplitude (half peak-trough) and phase of the constituents of the barotropic u velocity and the
internal tide displacement at the Malin shelf edge
Component/
period (hours)
M2/12.42
Kl/23.93
01/25.81
S2/12.00
M4/6.21
Amplitude
Tidal u (cms"1)
12.7 0.4
6.70.6
2.810.1
7.1611.
0.5210.01
Amplitude
Internal Tide (m)
4.6510.02
3.08+0.005
1.1310.02
2.5310.01
1.5510.01
Phase Tidal u
(radians)
4.31 0.01
0.40.4
2.630.001
3.750.4
5.0310.01
Phase Internal;
Tide (radians)
4.640.001
4.5210.001
1.0510.001
3.1410.001
3.7110.001
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Figure 3-4. Residual currents: a) -depth averaged residual v velocity at the S200 mooring, variation with
time, and b) depth structure of residual current on the slope, (surface of bathymetry from SES swath
bathymetry, residual data from A deSousa).
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Figure 3-11. Timeseries of internal wave amplitudes (peak-trough, defined in the text) from the 'T'
mooring, for a 20 day record. For clarity only waves of 15 m or more amplitude are indicated. First
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tidal u velocity: third plot, amplitude, from 12th to 21s' August (days 227 to 234): fourth plot:
corresponding prediction of tidal u velocity. The internal wave amplitudes are joined by solid lines:
single waves appear as spikes and successive occurrences of large waves appear as blocks.
93Chapter 4.
OBSERVATIONS OF THE EVOLUTION AND REFRACTION OF A NON-LINEAR
INTERNAL TIDE ACROSS THE CONTINENTAL SLOPE
4.1 Introduction
During the SES and SESAME experiments, over the period August 19-21 1995, observations were made of a
non-linear internal tide at various points across the Continental slope and shelf-edge, in Synthetic Aperture
Radar (SAR) and in-situ data. Associated with this internal tide were large amplitude solitary waves with
amplitudes of displacement up to 50 m, producing surface current pulses up to 0.8 ms"1, over time periods of
O(10 minutes), and phase speeds from 0.5 to 0.9 ms"1. They were produced at neap tides, when depth
averaged tidal currents were typically 0.1 ms"1 or less. The wave packet first appeared in deep water depths of
900 m or more, and the wavefronts were oblique to the bathymetry, suggesting propagation from a distant
source. In this chapter a complete description is given of the transformation and refraction of these waves as
they approach the shallow water of the Continental shelf. The dataset is used to analyse in detail how the
wave characteristics such as amplitude, phase speed, and number of waves in a packet vary across the slope.
The SES dataset included thermistor strings, ADCPs, current meters, rapid CTD casts, upward looking sonar,
and turbulence probe measurements ranging over 5 locations across the slope in water depths from 700 m to
140m. Figure 4-1 shows the location of moorings and ship-surveys used in this chapter, overlaid on the
bathymetry of the SES/SESAME region. The shelf in the experiment area is typically 140 m deep, the
orientation of the shelf edge is 010 T, and the slope gradient ranges from 1/30 on the deep slope to 1/10 on
some parts of the shelf-edge.
On Figure 4-1, S140, S200, S300 S400 and S700 denote SES sites, the number indicating water depth at the
site. Amongst the instruments deployed at these locations were bottom-moored ADCPs (S400, S200, S140),
current meters (S700, S300, S200, S140), and thermistor strings (S700, S300, S200, S140). The RRS
Challenger was also surveying in the area, and conducted a number of CTDs, including a 25 hour repeated
cast at a site close to S140. The ship survey marked on Figure 4-1 was conducted by RV Colonel Templer,
which towed a thermistor chain, on the morning of the 19th August. The measurements discussed in this
chapter were all gathered between the 19th and 21st August 1995. During this time two ERS SAR images of
the region were also collected, in a period that ERS-1 and ERS-2 acted in tandem, separated by 24 hours.
Also marked on the plot are the positions of the internal wavefronts from these two images (see below).
The chapter is organised as follows. Section 4.2 gives an overview of the propagation and transformation of
the wave packet as it crosses the Continental slope, using moored current meter and thermistor chains. In
section 4.3 the refraction and speed of the waves will be considered. For this analysis, coincident SAR
94images of the wave signatures are compared with estimates of the wave propagation direction and speed
gained from the arrival times at the various moorings. In section 4.4 a more detailed analysis of the
transformation of individual wave packets is given, showing differences between the tidal cycles and a
possible case of internal wave overturning. Finally in section 4-5 an analysis is made of the possible causes
of instability and breaking of the internal waves.
4.2. Propagation and transformation of the internal wave packet over a sequence of six tidal cycles.
During the period of 19 to 21st August 1995 a non-linear internal wave packet was observed to propagate
across the Malin continental slope every M2 tidal cycle. The deepest observations were in 900 m water depth
(seen on a SAR image) and the shallowest on the continental shelf in 140 m depth.
The transformation of the internal wave packet is summarised in Figure 4-2 which shows timeseries of
current at around 30 m depth from three moorings on the slope, located on the 700 m, 300 m, 200 m depth
contours (moorings S700, S300 and S200 respectively) and a shelf mooring in 140 m water depth (S140).
The location of the moorings was shown in Figure 4-1. The current has been resolved in a direction of 120 T,
which as shown below, is the general direction of wave propagation. The records were from S4
electromagnetic current meters at S700 and S300, and from one depth bin of the ADCPs at S200 and S140.
Figure 4-2 shows how a sudden surge in current at S700 develops into packets of waves at the shallower
moorings. This is particularly clear on the 19th -20* August. On some tidal cycles at S700 waves have
already begun to form. (In fact as the sampling rate at this mooring was 10 minutes, which was similar to the
duration of the non-linear waves, (see below), it is possible that other waves were present but not fully
resolved.) Frequently peak-trough current magnitudes of 0.5-0.6 ms"1 were recorded in this upper part of the
water column during the wave packet, and on one occasion an 0.8 ms"1 pulse (relative to the current just
before the wave) was recorded at S200, at around 1600 hours UTC on the 19th August. By the time the packet
reaches S140, packets of up to six waves were formed.
On Figure 4-2 the time of the first surge on the 19th August is marked with an asterisk, and thereafter each
M2 period is marked with an asterisk. The M2 recurrence of the waves can be clearly identified in most
cases, particularly at the deeper moorings S700 and S300. The signatures at S200 and S140 become less
distinct later on the 20th August and on the 21st, and a possible reason for this is discussed in section 4.4.
Further, the progression of arrival time can be tracked from the deep to the shallow moorings. The arrival
times are later in the shallower water. Therefore the wave is propagating from the deep ocean towards the
shelf.
95In this paper we will refer all observations to the six tidal occurrences of the wave packet in Figure 4-2. For
example, when we discuss the first tidal occurrence of the wave packet on the 20th August, in the morning,
we refer to the first set of observations on that day (the third asterisk on each plot of Figure 4-2).
As well as current meters and ADCP, thermistor strings were also located at {S700, S300, S200, S140}
during this period. At S140 and S200 shallow thermistor strings extended from 2 m to 42 m, at 4 m intervals.
For S140 this was supplemented by a temperature record at an RCM situated at 55 m depth. At S300, twenty-
one thermistors were arranged at 5-6 m intervals from 35m to 136m depth and were supplemented by an
RCM record at33m(15m higher than stated in the data documentation, and based on the RCM pressure
records). At S700 the information is derived from 21 thermistors ranging from 35 m to 187 m depth at 5 m
intervals to 85 m depth and 10 m intervals thereafter. (18 m higher than the data documentation, again based
on the RCM pressure records).
In addition there were deeper thermistor chains at S700, S300 which sampled only once every 0.5
- 1 hour.
The deep chain at S200 was dragged from its mooring by a trawler and has not been used.
Figure 4-3 shows the thermocline displacement due to the waves at the four positions. Here the information
available from the moored thermistor strings has been condensed by showing the displacement of a single
representative isotherm. For S140 and S200, a shallow isotherm (15 C) had to be chosen, whilst for S300
and S700 the deeper 12 and 11 C isotherms are shown respectively.
The times of arrival of the current pulses seen in Figure 4-2 are shown again as asterisks in Figure 4-3. The
high frequency events associated with the current pulses are clearly seen, as depressions of the thermocline,
occurring every M2 period.
The S700 thermistors only sampled at 1 hour intervals so the high frequency waves are under-sampled there,
but the underlying tidal wave of a 30-40 m (peak-trough) amplitude is clear. (Note all subsequent references
to amplitudes in this section imply the peak-trough displacement of the isotherm in question). At S300 the 10
minute sampling just resolves the waves, and the high frequency waves can clearly be seen: the largest
recorded amplitude is 50 m on the morning of the 19th.
At S200 the true amplitude of the waves could not be determined exactly due to the lack of information
deeper than 42 m. In Figure 4-3 the displacement of the 15 C isotherm is shown, but this is cut-off at the
depth of 42 m. It can be seen that high frequency waves of at least 25 m amplitude (and probably
considerably more) occur on most of the tidal periods.
96At S140 the availability of the RCM temperature record at 55 m improved the amplitude estimates. The
displacement of the 15 C isotherm in Figure 4-3 shows that the high frequency waves are up to 35-40 m
amplitude (again possibly more as the isotherm may have extended deeper than 55m), and are notably larger
during the first three tidal cycles, in agreement with the current data of Figure 4-2.
4.3. Refraction and speed of propagation of the internal waves
4.3.1 Deductions from SAR
Figure 4-4 illustrates the sea-surface signature of the wave packet on an ERS-1 SAR image taken at 1136
UTC on the 20th August 1995, together with a sketch map of the same. This image shows the signature of the
wave packet occurring during the second tidal cycle of the 20th August (marked A), and also the signature of
a large group of waves (marked 'Bl', 'B2' and also the following waves) which are probably the wave
packet from the first cycle on the 20th August, after propagation far on-shelf. These events will be discussed
in more detail in section 4-4. Another, less developed long feature is marked 'C (Figure 4-4b) which is also
propagating obliquely to the shelf-edge.
An ERS-2 SAR image was also collected 24 hours after the ERS-1 image, at 1136 UTC on the 21st, 0.84
hours earlier in the M2 tidal cycle than the image in Figure 4-4a. The image was somewhat less distinct than
that illustrated in Figure 4-4a, but still indicated the position of wavefront 'A', but no following waves. The
position of the wavefront 'A' with following waves derived from the ERS-1 image is shown in Figure 4-1, as
a solid line, and position of 'A' on the ERS-2 SAR is indicated by a solid line joined by asterisks. (The image
was shown in Small et al 1999a but because of its poor quality it is not reproduced here).
The first estimates of the speed and direction of propagation of the waves can be derived from the two SAR
images, together with the assumption of an M2 tidal generation of the feature, which was shown in section
4.2. The fact that the wavefront in the ERS-1 image was further on-shelf than in the ERS-2 image, and later
in the M2 tidal cycle, confirms that the wave is moving on-shore, at a direction perpendicular to the
wavefronts. The distance between the lead wavefront on the 21st and that on the 20th August is around 2 km.
Assuming the wave has propagated this distance in the 0.84 hours of tidal difference between the images,
leads to an estimated phase speed of 0.66 ms'1.
Another estimate of phase speed can be derived by noting the separation of internal wave packets generated
on successive tides on Figure 4-4. Dividing the separation by the tidal period should give the phase speed.
Although no deeper data exists at SI40 for this period, a deep thermistor string was present some days earlier (15th August) and
showed that waves of 40-50 m peak trough amplitude occurred. Their temperature signal at 55 m depth was very similar to those
recorded during the 19th-21st August, and the background stratification was also very similar. It may be concluded that the waves of
the i^21" August could have had amplitudes from 40 to 50 m.
97'Bl' and 'B2' are both possibilities for the leading waves from the previous tide to that which generated 'A'.
The distance between A and Bl is typically 35 km (which can be measured off Figure 4-4b), and using the
M2 tidal period of 12.42 hours, this implies a phase speed of 0.78 ms"1. The same calculation for the
positions of 'A' and 'B2\ which are separated typically by 29 km, gives a phase speed of 0.65 ms"1. It will be
shown below that both of these speeds are comparable to speeds measured from arrival times at the
moorings, and so neither 'Bl' or 'B2' can be ruled out as the lead waves from the tidal cycle on the morning
of the 20th August.
More reliable estimates of speed and direction may be made by analysing the arrival times at different
moorings on the wave path for individual tidal cycles, and this is done next.
4.3.2 Deductions from arrival times at moorings and SAR
More details on the propagation speed and direction of the internal waves can be derived from the arrival
times at the moorings. From the internal wave signatures on Figure 4-4 it can be seen that the internal
wavefronts can be assumed to be quasi-planar on 0(km) lengthscales. The longest distance between
successive moorings along the South Line is 6-7 km. So we have assumed a planar wavefront to resolve the
wave speed and direction by noting the arrival times at trios of moorings.
The two main trios (or triangles) of moorings that have been chosen for this analysis were Triangle 1 {S300,
S200, S140} representing the shelf-break/outer shelf region, and Triangle 2 {S700, S300, S200},
representing the Continental slope. Other triangles were available on the morning of the 19th when towed
thermistor data was gathered (discussed in section 4.4), and on the afternoons of the 20* and 21st, when a trio
consisting of two ends of the wavefront on the SAR image of that day, and the S700 mooring, were used to
measure the deeper water speeds.
The arrival times of the leading wave at the moorings are listed in Table 4-1. Table 4-1 also lists the
uncertainty in minutes of these arrival times due to the sampling interval. Whilst calculating the propagation
direction and speed it is necessary to compute how much this varies within the uncertainties of arrival time
for each mooring. Note that the speeds are across ground and have not been adjusted for tidal advection: in
other words they are not the true phase speeds which will be derived later. (In fact the tides were weak and
typically less than 0.1 ms"1, as discussed in section 4.3.3.)
The resulting propagation speeds and directions for the central arrival times (referred to here as the mean
values) are listed in Table 4-2 to 4-4 together with the lower and upper bounds in the value due to
uncertainty. It can be seen the uncertainty in speed is typically 0.10 ms"1, and in direction 15 (these
errors were enhanced due to the fact that the triangles were not equilateral but stretched in the longitude
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one or two exceptions discussed below) gives extra confidence in the mean values.
The mean propagation results for the leading wave are displayed graphically in Figure 4-5. Here we have
shown idealised planar wavefronts aligned at right angles to the calculated direction of propagation, and
passing inside the trio of moorings used to derive the values.
Figure 4-5 shows how the lead wave does tend to slow as it approaches shallow water. Typical speeds in the
triangle {S700, S300, S200} are 0.7-0.8 ms"1, whilst in the shallower triangle {S300, S200, S140} speeds lie
generally between 0.6 and 0.7 ms"1. There is some slight evidence for a bending of wavefronts more parallel
to the isobaths as the wave crosses the slope (e.g. on the afternoon of the 19th (Figure 4-5b), morning of the
20th (Figure 4-5c) and 21st August (Figure 4-5e), but the effect is quite weak, and on the afternoon of the 21st
(Figure 4-5f), the wavefront appears to first bend away from the isobaths, and then back again. This last
result may be due to errors in the arrival times: the differences in propagation direction lie within the
uncertainties listed in Table 4-2.
The speeds in the deeper triangle {S700, S300, S200} are slightly higher than the speed derived from
comparing the two SAR images of 0.66 ms"1. (This small difference of around 10 cms"1 may be due to
inaccuracies in geolocation of the SAR, or due to the calculation of speed using data from two different tidal
cycles, which relies on the wave appearing at identically the same time in the tidal cycle. In fact it can be
seen from Table 4-1 that there is up to a Vi hour difference in arrival time in the tidal cycle between the
successive packets).
The unusual event in terms of wave speed is on the afternoon of the 19* August (Figure 4-5b), when high
speeds of 0.92 ms'were recorded in the {S700, S300, S200} triangle, and 0.77 ms"1 in the triangle { S300,
S200, S140}. Once again these large values may be due to errors in the arrival time, or, perhaps more
attractively, they may relate to the fact that the feature on the second tidal cycle of the 19th has the largest
amplitude of all the six tidal cycles studied (particularly the currents at S300 and S200: see Figure 4-2). As
non-linear waves theoretically have the property of increasing speed with increasing amplitude (see section
2.5), this might provide an explanation for the anomalously high speeds.
On the afternoon of the 21st (Figure 5-f) another high speed of 0.85 ms"1 was recorded between the signature
of the wavefront on SAR on the 21st and the mooring at S700. The likelihood of error in this value was less
in this case ( 0.03ms"1) and one explanation is that this is the expected effect of higher wave speeds in
deeper water.
99To quickly summarise the overall plots of the wave packet transformation (Figures 4-2 and 4-3) and the
refraction (Figure 4-5):
1. An initial surge in current speed, recorded at depths around 700 m, transforms into a set of waves as it
propagates across the slope.
2. The propagation speeds of the waves decrease from 0.7-0.8 ms"1 in the deeper water (700 -300 m) to
0.6-0.7 ms"1 in depths between 300 and 140 m.
3. The wavefront is initially oblique to the slope, with a propagation direction around 110 -130 T, and
does not alter significantly in orientation as it passes across the slope. In other words the refractive
effects do not appear to be significant enough in the distance travelled to bend the wavefronts.
In fact the weak refraction effect can be estimated from the speeds quoted in point 2: if we assume a 0.1ms"
difference in phase speed between deep on the slope, and on the shelf, and note that the typical time for the
wave packet to progress from the deep mooring at S700 to the shelf mooring at S140 is 4 hours, then the
difference in distance between that moved by a part of the wave initially in deep water, and that by a part of
the wave initially in shallow water, over the 4 hours, is only 0.1*4*3600=1.4 km. This is an upper limit, as
the wave in deep water will slow as it approaches the shelf. Further, as the wavefront at any one time does
not in fact appear to reach all the way from deep water of 700 m to the shelf water (see e.g. Figure 4-3 and 4-
4), the speed difference along the wavefront will be smaller as will the difference in propagation distance.
Once all the wavefront crosses onto the shelf there will be no more refraction due to water depth changes,
and so the maximum retardation will remain at 1.4 km or below.
If one considers an initial planar wavefront of say 10 km long (similar to the dashed lines over the slope in
Figure 4-5), and assume that the waves at the deep end of the wavefront propagate at right angles to the
initial wavefront a further 1.4 km than the waves at the shallow end, which also propagate at right angles to
the initial wavefront, then the final wavefront can be easily shown to be have an approximately 8 difference
in orientation compared to the initial orientation. This angle is comparable to the observed differences
between the mean propagation directions for triangle {S700, S300, S200} and those for triangle { S300,
S200, S140}. So the weak refractive effect is to be expected from the observed change in speed of
propagation across the slope.
4.3.3 Barotropic tidal advection effects on wave speed
The previous results presented the speed across ground of the internal wave features. This may not represent
the true phase speed due to the advective effects of the barotropic (depth averaged) flow. The barotropic flow
was discussed in section 3.2. The method used here is to calculate the depth averaged background flow
(which is tide and residual) from both S200 and S140, resolved in the desired direction of wave propagation,
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flow velocity over the period from the moorings are subtracted from the speed across ground, to give
estimates of the lower and upper bounds of phase speed respectively.
The corrections due to background flow have only been made for the shallow positions (S300, S200 and
S140). This is because the tidal flow is generally expected to be stronger in the shallow water, and as the
tides were at neaps and typically less than 0.1 ms"1 on the shelf, they are expected to be negligible in the
deeper water. Further, there were no reliable estimates of depth average flow deeper than S200 (the ADCP at
S400 only gave good values over the bottom 300 m). It is noted that the slope current may have affected the
wave speeds over the slope, but the indications from S200 were that this current was not particularly strong
(0.1 to 0.15 ms1) during the period of interest (Figure 3-4).
In Table 4-5a the speed of propagation in the Triangle 1 {S300, S200 and S140} (see Table 4-2) is corrected
by removing the background flow. The phase speed for the triangle is given, based on the mean value of
propagation speed in Table 4-2. Results are given for the leading waves only. The lower bound speeds range
from 0.63 to 0.79ms'1, and upper bounds from 0.69 to 0.85ms"1.
In Table 4-5b the phase speed just from S200 to S140 is considered. To derive the speed of propagation
between the two moorings a direction of propagation has to be assumed. For this, two options have been used
Case 1: using the mean direction inferred from Triangle 1
Case 2: using a fixed direction of 125 T
The first case follows naturally from assuming the wave direction does not change between S300, S200 and
S140. The second case is considered on the suggestion of Dr Mark Inall, participant in the SES cruise.
Dr Mark Inall used a constant direction of 125 T, which was based on some examples of wavefront
orientation from ship radar images, and also from the current direction at S140 in the upper layers during the
internal waves. The differences between the two cases will show how much effect the knowledge of
propagation direction has on wave speed.
The resulting estimates of speed across ground and phase speed between S200 and SI40 are shown in Table
4-5b and Figure 4-6. Note some of the following waves are included in these calculations (e.g. waves 2, 6
and 8). In all cases the background flow in the assumed propagation direction has been removed. For Case 1
these were the same ranges of values given in Table 4-5a, for S200 and S140. For case 2 the background flow
at 125 T was calculated and this was little different (maximum differences of 2-3 cm/s) to the barotropic flow
for Case 1.
101From Table 4-5b it can be seen that the derived speed of propagation, and hence phase speed, is rather
sensitive to the propagation direction. The differences between Case 1 and Case 2 is particularly notable for
the 19th August when they lie between 0.15 and 0.2 ms"1 (see Figure 4-6a). In these cases the direction
inferred from Triangle 1 was between 109 and 115 T, and so an error in direction of just 10 to 15 can lead
to errors of almost a third of the true phase speed. For the later observed waves, the directions inferred from
triangle 1 and 125 T agree better and so the speeds from case 1 and Case 2 converge (Figure 4-6a).
The upper and lower bounds on phase speed from Case 1 and case 2 are shown in Figures 4-6b and 4-6c
respectively, which also reflect the uncertainty due to the variation in background flow over the period of
wave propagation. This uncertainty can be up to 0.15 ms"1. The phase speeds derived for Case 1 range
between 0.6 and 0.87 ms"1, similar to the range in Table 4-5a, whilst those in case 2 lie between 0.53 and 0.8
ms"1. Also in Table 4-5b a mean phase speed is defined, as the average of the minimum and the maximum
value derived from case 1 and case 2.
Finally in this section, an estimate is made of the point where the internal waves separated into solitary
waves. Table 4-5b contains some details of the speeds of the leading waves in packets and some of the
following waves. Then from [2-36] an estimate of the distance from the separation point, DS, may be made.
For waves 1 and 2 on the morning of the 19th August, and waves 7 and 8 on the 21st August (see Table 4-5b),
the second wave of the pair is 0.04-0.05 ms"1 slower than the first wave (note the pair of waves 5-6 are not
used as breaking possibly occurred for these waves). Further, the waves are separated by around 35 to 50
minutes at S140. Taking a typical separation of 45 minutes, at a typical speed across ground of 0.65 ms"1, this
is equivalent to a range separation of 1755 m. Further, assuming the second wave has a speed of 0.6 ms"1,
0.05 ms"1 slower than the first wave, then [2-36] implies that the waves are some 13689 m, -14 km from the
point where they separated. From Figure 4-1, the wave feature 'A' is about 15 km from S140. In other words
the predicted separation point is somewhere close to 'A', and this is consistent with the appearance in Figure
4-4a that 'A' is just starting to form undulations behind the main wave.
4.4 Variations in Wave packet transformation between tidal cycles.
In sections 4.2 and 4.3 the general nature of the wave packet transformation and refraction across the
Continental slope was discussed. It was found that the speeds and directions of propagation were very
consistent between the six tidal cycles. However the shape of the wave packets tended to vary between the
tidal cycles, (Figures 4-2 and 4-3), and this section studies individual cases of the transformation with an aim
to discovering why the variations occur.
The wave packet transformation can be determined both from the thermistor records and the current records.
In general the current records (which sampled at higher rates at the ADCP s than the temperature records)
102gave the best resolution of the feature, so the current data is emphasised, but on the morning of the 19* the
extra data from the DERA towed thermistor chain also enabled good resolution of the temperature structure.
4.4.1 Wave transformation morning of the 19th August
On the morning of the 19th August the internal wave packet was surveyed by towed thermistor chain. The
DERA thermistor chain was towed at speeds typically 4 knots (2.2 ms"1) by RV Colonel Templer. The lHz
thermistor chain data has been sub-sampled to once every 20 seconds, a frequency more manageable for
analysis, which still resolved the internal waves. The chain had 16 thermistors which recorded at depth
intervals of approximately 10 m in the top 100m, and 10-20 m below this, with the minimum depth being ~0
m and the maximum -170 m. (The surface thermistor failed to give good data). Four pressure meters were
evenly distributed along its length, and the depths between the meters obtained by linear interpolation.
The temperature record between 2300 hours UTC on the 18th August and 0300 hours UTC on the 19th August
is shown in Figure 4- 7. The ship towed onshelf from 2300 to 0100, at which point it turned near the 250 m
depth contour, and surveyed in an off-shelf direction, as shown in Figure 4-1. In Figure 4-7 the record is split
into the two parts: onshelf tow then off shelf tow, with the time axis on the latter part being reversed so that
the deep ocean is to the left on both plots, and the shelf to the right. The feature was first crossed around
midnight lS'Vw"1 August, in around 700 m depth (referred to as T700 on Figure 4-1), then after the ship turn,
the packet was surveyed again between 0130 and 0200 hours between depths of 400 and 550m, the lead wave
being in 400 m depth (T400, see Figure 4-1). Note that during the first survey the feature is a drop of the
thermocline (from shallow depths on the shelf side to deeper depths on the ocean side), whilst on the second
survey a distinct packet of 3-4 waves has been measured.
A method of removing the Doppler shift due to the ship speed relative to the wave speed across ground has
been utilised to retrieve approximate range-series of the packet. The method proceeds as follows. Firstly the
wave packet is assumed to move at the speed and direction of propagation shown in section 4.3 and Figure 4-
5a. Referring to the speed of propagation as S and the direction as q>, then the first step is to define the
component of the propagation velocity C along the ship track, which was east-west. Defining also 0= cp -90,
we have
C = Scos(6)
[4-1]
Assuming that the speed of propagation is constant over the time record of interest, then from the Doppler
shifting principle (or Galilean relativity), 'snapshots' of the temperature field T (x, z, t=to), as a function of
true range x, and at a fixed time to, can be derived from
103where x = rC.(t-t0)
[4-2]
where r is the tow distance, t is the tow time, T(r, z, t) is the recorded temperature during the tow, and
corresponds to the ship speed being in the opposite/same direction as the wave speed, respectively. This
method assumes that the waveform does not evolve significantly during the period of towed measurement.
Applying equation [4-2] to the data gives the estimated rangeseries as the ship (travelling east-west) passed
obliquely through the wave packet. Knowledge of the angle of approach 9 then allows an estimation of the
length-scales perpendicular to the wavefronts: then the true width is got by multiplying the ranges obtained
above by cos (0). This is the final product: an estimated range-series perpendicularly across the internal wave
feature.
The results of removing the Doppler shift are shown in Figure 4-8. Again the rangeseries are arranged so that
the leading edge of the feature is to the right. At T700 (Figure 4-8a) the drop in thermocline level occurs over
a distance of 500 m and is followed by a partial restoration to the original level. At T400 (Figure 4-8b) the
packet of 3-4 waves occurs over a range of about 3 km. The leading internal wave has a solitary appearance
and a peak-trough amplitude of 50 m. Note that the near-surface isotherms (e.g. 16 C) are depressed just as
much as the isotherms deeper down in the middle of the thermocline: this point will be further addressed in
chapter 5.
For the moored time-series of temperature and current, approximate range-series have also been derived. In
this case the time is multiplied by the appropriate wave speed across ground for the mooring from Tables 4-2
to 4-4, and Figure 4-5. Note that these speeds are for the lead wave and so there will be a small error
introduced for the following waves. It was shown in the previous section that the speeds of the following
waves vary less than 0.1 m/s relative to the lead wave. So, for a typical period between waves of 45 minutes,
an error in speed of 0.1 ms"1 could lead to an error in the separation of the waves of around 300 m, relative to
the actual separation which would be about 1900 m at a speed of 0.7 ms"1.
An example of the moored timeseries converted to rangeseries is shown in Figure 4-8c for the S300 record.
Again the lead wave feature of 50 m amplitude and the following wave can be clearly seen but the following
waves are not resolved by the 10 minute sampling on this instrument. (The smoothing of the lead wave due to
this poor sampling is also clear when one compares Figure 4-8b and Figure 4-8c). The lead wave and
following wave are separated by around 1.5 km in both the T400 and S300 records, which, gives confidence
in the method of removing the Doppler shift, and also indicates that the waves are not significantly
dispersing. (In the following figures this aspect of dispersion will be confirmed).
104Using the methods just described a complete picture of the transformation of the wave packet on the morning
of the 19* has been derived from the moorings and the towed data. Figure 4-9 shows the resultant calculated
rangeseries showing the transformation of thermocline depth (Figure 4-9a), and upper layer current (Figure
4-9b). The rangeseries for each measurement are each incremented by 10 km. The thermocline depth has
been calculated for each measurement (mooring or towed thermistor) for a particular representative isotherm:
this was taken as the 14 C isotherm for all but S300, where the deeper depth range of the thermistors made it
more appropriate to show the 12 C isotherm. The depth of the isotherm was obtained by linear interpolation
between each thermistor. The range series is arranged so that the right of each record is the eastward (shelf)
end, and the left is the westward (ocean) side.
The data on the morning of the 19th August show a consistent pattern from the thermistor records and the
current records (Figure 4-9a,b). At T700 there is a drop of nearly 40 m in thermocline depth followed by a
partial restoration to the original level: (the drop or 'bore' or 'jump' is from a shallow level on the right hand,
shelf side, to a deeper level on the left, ocean side.) The current record at S700 describes a bore followed by
2 oscillations, slightly under-sampled: the total current change across the bore is some 0.55 ms"1. The T400
record shows a leading 'solitary' wave of amplitude 50 m followed by another slightly smaller wave splitting
in two, and then a small wave (these are the four waves in the packet shown in Figure 4-1). At S300 the
thermocline displacement follows a similar pattern and amplitude, slightly sub-sampled, whilst the current
record indicates that the lead wave has a current pulse of 0.6 ms"1. At S200 there are three well-defined
waves, the lead wave having the largest current of 0.50-0.55 ms"1. (The thermocline displacement for S200 is
not shown as the depth range of the thermistors was so limited: however it did indicate the presence of the
three waves: the lead wave amplitude was at least 25 m
- see Figure 4-3
- and probably considerably more).
Finally at S140 three large waves followed by smaller oscillations are clearly seen in the thermistor and
current records: the lead wave has an amplitude of at least 30 m (the 'flat-bottom' of the wave suggests it
peaks somewhat below the highest depth
- 55 m
- of measurement) and an associated current pulse of 0.55-
0.60 ms"1. The waves appear still to be rank-ordered at S140, and the first wave is somewhat solitary.
To summarise Figure 4-9, the transformation of the wave packet on the morning of the 19th August is as
follows
700 m depth: a bore of 40m (current pulse of 0.55ms"1) amplitude, and following oscillation.
400-300 m depth: a solitary wave of amplitude 50 m (pulse of 0.60 ms"1) followed by another large wave
and smaller oscillations
200 m depth: three rank ordered waves, leading wave amplitude of at least 25 m (pulse of 0.50-0.55 ms"1),
following smaller oscillations
140 m depth: three rank ordered waves, leading solitary wave amplitude at least 30 m (pulse of 0.55-0.60
ms"1), following smaller oscillations.
105This transformation appears qualitatively to be a rather classic example of the kind of non-linear
transformation predicted by first order non-linear (Korteweg-de-Vries) theory for constant depth (see section
2.8). An initial jump in the thermocline (T700) evolves into an undular bore (S700: note that T700 is earlier
on the wave path than S700 from Figure 4-1), and then into a packet of rank ordered waves separating from
each other with time.
The current meter data shown above was representative of just one depth level at around 30 m depth. The full
structure of the current from the ADCPs at S200 and S140 is shown in Figure 4-10a,b. Here a 12 hour record
is shown for each instrument, to show how the internal waves fit into the tidal cycle. The horizontal current is
resolved along the general direction of propagation, 120 T. The internal waves can be seen clearly as quasi
two-layer features with strong on -shelf flow in the upper layers to 60 m depth and reversed flow in the lower
layers. The bottom layer currents are almost as strong as the upper layer currents.
The high frequency internal waves in Figure 4-10a,b are superimposed on a tidal fluctuation. In Figure 4-lOa,
before the waves the flow is off-shelf in the lower layers with a thin upper layer of on-shelf flow. After the
waves the situation reverses with a thin layer of offshelf flow overlying a deep layer of onshelf flow. The
interface between these layers is at around 20 m. On the afternoon of the 19th (Figure 4-10b) the situation is
slightly different with weak on-shelf flow before the waves arrive.
4.4.2 Wave transformation on afternoon of the 19th August
Figure 4-1 la illustrates the wave transformation on the afternoon of the 19th (second tidal cycle), from the
current records at 30 m depth. On this tidal cycle (Figure 4-1 la) the wave development is initially slower
than on the first cycle (Figure 4-9): the bore at S700 is weaker (about 0.20 ms"1) and less well formed but by
S300 a single wave of 0.50 ms"1 has formed. At S200 the largest current pulse of the whole experiment (0.80
ms"1 peak-trough) is recorded in the single wave, with a longer weaker oscillation behind it (see Figure 4-
10b). At S140 this longer oscillation appears to have developed into waves behind the lead wave of 0.6 ms"1
amplitude. Again the wave packet is rank-ordered and similar to that on the first tidal cycle. This is shown in
the full depth ADCP plot of Figure 4-10b.
4.4.3 Wave transformation on morning of the 2Cfh August
The nature of the wave transformation begins to change on the third cycle (the morning of the 20th). Figure 4-
1 lb shows that although the appearance at S700 (a weak bore) and at S300 (a lead, solitary wave of 0.50 ms"1
and following smaller wave) is similar to those in the previous cycle, the record at S200 is marked by only
one well-defined wave (at range 29 km: amplitude 0.40-0.50 ms"1), whilst in contrast at S140 a long train of
106six non-linear waves has formed over a range of around 7 km. These waves are not rank ordered: the first
four waves have similar amplitudes and in fact the third wave has the largest current of 0.40 ms"1.
Figure 4-12 shows the current records at S140 in more detail. At least six waves are shown, separated
typically by half an hour. The current structures in the u record (resolved along 120 T) of each solitary wave
shows a sub-surface maximum between 20 and 30 m depth, of up to 0.4 ms"1 and there is evidence that the
strongest negative u is fairly high in the water column around 60-70 m depth. Analysis of the records in v
show that the direction of propagation of the waves changes towards the back of the packet, and the final
waves have a stronger southerly component in the upper velocity. Again the temperature records in Figure 4-
12c confirm the large amplitude of the waves: Figure 4-3 indicated that the lead wave displaces the 15 C
isotherm by 37 m.
Another measurement of this wave packet is on the SAR image, Figure 4-4. The waves far on-shelf in Figure
4-4 and referred to as 'Bl' and 'B2', and their following waves, are likely to be the same waves that appeared
at S140 on the morning of the 20th. In fact it is not certain whether Bl or B2 corresponds to the lead wave on
the 20th August. The distance along the propagation direction from S140 to Bl is around 20 km (this can be
measured off Figure 4-4b). Noting that the lead wave appeared at 0539 hours UTC at S140, and the image
was at 1136 hours UTC, shortly before 6 hours later, this would imply a speed across ground of about 0.92
ms"1. The background barotropic tidal flow at this time ranged from 0 to 0.1 ms"1, in an eastward direction,
suggesting a phase speed between 0.8 and 0.9 ms"1. This is at the high end of the estimates of speed across
ground or phase speed described in Tables 4-2 and 4-5 for the propagation of the wave on the shelf. It is
rather higher than the range of phase speeds estimated for the morning of the 20th for Case 1 in Table 4-5b
(wave 4: 0.64 to 0.73 ms"1). In contrast the distance between S140 and B2 is around 14 km, implying a more
comparable speed across ground of about 0.65 ms"1.
One possible means of identifying which of B1 or B2 (or both) in Figure 4-4 is the feature corresponding to
that shown in Figures 4-1 lb is to note and compare the number and separation of waves in the ADCP and
SAR records. In Figure 4-1 lb, the record at S140 shows at least 6 waves, each separated by 1-2 km. On
Figure 4-4a, note that 'B1' is followed by a sequence of at least 4 waves before B2, the waves separated
again by l-2km. However, B2 is also followed by a sequence of at least 5 waves, separated by ~2 km
distances. In total between Bl and B2 and their following waves, there are at least 12 waves in the on-shelf
group. In general, non-linear evolution predicts that more waves grow with time, so it is possible that the
whole group of waves has evolved from the six waves seen at S140. Another possibility again is that the
feature marked 'C on Figure 4-4b has followed the feature 'A' and has contributed a set of waves.
107The SAR image (Figure 4-4a) also shows some evidence that the waves curve back strongly towards a
southerly direction at the back of the packet, (see the waves that follow B2), offering an explanation for the
current records in Figure 4-12.
The transformation between S300 (2 waves), S200 (1 wave) and S140 (6 waves) is quite intriguing and
counter-intuitive. A longer range record is shown for S200 in Figure 4-1 lb to look for a any indications of
following oscillations: in fact the oscillations are very weak and less than 0.1 ms"1 until a 0.3 ms"1 pulse some
8 km behind, so this doesn't offer much explanation. This was confirmed by the full-depth ADCP plots (not
illustrated).
One possible explanation of the anomalous behaviour at the shallow stations S300, S200, S140 is that they
are due to along wavefront variability. Figure 4-1 indicates that S300 and S200 are close in the along-
wavefront direction, whereas S140 is a few km further north along the wavefront. From the SAR image in
Figure 4-4, the signature of the internal waves in packet 'Bl' and 'B2' tends to fade towards the southern end
of the packet, which may offer an explanation for the weaker signature at S200 compared to S140.
4.4.4 Wave transformation on afternoon of the 2Cfh August
The transformation on the afternoon of the 20* is again unusual (Figure 4-13). At S700 the wave has the
appearance of an undular bore, the initial current pulse being 0.50 ms"1, (much stronger than the previous two
tidal cycles, and comparable to that on the first cycle shown in Figure 4-9). At S300 a rank ordered packet of
3 solitary waves is measured, the lead wave having a current amplitude 0.60 ms"1. This appears to be the most
developed set of waves measured at S300.
However at S200 the wave appears to have diminished in amplitude and to have developed an unusual
structure with a core of negative current. This is shown in more detail in Figure 4-14a. The core of negative
velocity extends from 100 m depth to 30 m depth and separates two weak maxima of positive velocity, as
seen in the close up of Figure 4-14c. The thermistor string data at S200 (shown in Figure 4-14b) showed no
evidence of an unusual core to the waves, but the 10 minute sampling there was quite unlikely to measure
this fine structure. However the thermistor string did indicate that the waves appeared to be much smaller
amplitude (-15-20 m) than those on previous cycles (-25 m or more), which is surprising considering the
relatively large amplitudes recorded at S700 and S300.
One may speculate whether these signatures at S200 are of an internal wave breaking event. The ADCP does
not sample rapidly enough to give detail on turbulent structures but there may be some indication from the
records that instability has occurred. A full discussion on the possible causes of instability of the waves is
presented in the next section.
108At SI40 on the afternoon of the 20*, 3 waves appear, and from the measured speeds of the waves, they have
been ordered 1-3 in correspondence with the waves at S200 (Figure 4-13). The unusual feature here is that
the first two waves are considerably weak and the third wave has largest amplitude of 0.50 ms"
, as shown in
more detail in Figure 4-15a,b. The thermistor data at S140 confirms the unusual ordering of the waves
(Figure 4-15c). This may be interpreted as a result of the first two waves having broken, but not the third.
(Note that there may also be along-wavefront variability in the wave signatures as discussed above).
Finally we note the other observation of this wave packet, namely the SAR feature 'A' in Figure 4-4. This
feature, which is earlier on the wavepath than any of the moorings, shows a strong leading wave signature of
high backscatter before the wave, followed by low backscatter after the wave. This signature is typical of the
surface strain mechanism of modulating the surface wave field, wherein the leading edge convergence of the
internal wave forces highly energetic surface waves, and the rear edge divergence damps the surface wave
energy. Towards the northern edge of the feature weak following undulations are just visible and it is likely
that these develop into the set of waves seen at the moorings. The internal wave has such a striking signature
on SAR that it is tempting to think that it is likely to break eventually: this is discussed next.
4.5 Instability of the internal waves
In the previous section an example was shown where observed internal waves were possibly seen to break
and reduce in amplitude. There, fine structure was seen in the currents at S200 and the core of onshelf
velocity in the upper layer split, with an intruding patch of off-shelf velocity intruding from below (Figure 4-
15c). It is not possible to say if this is a signature of the kind of breaking waves observed by Haury et al in
1979: (see Figure 1-2) as the ADCP averaged over 2 minute and 4 m depth samples which be too coarse to
measure turbulent microstructure. This unusual feature at S200, which was repeated in all three waves of the
packet (Figure 4-15a), was followed by the observation of two very weak leading waves at S140. This also
suggested that a wave damping process was occurring. In this section we discuss the reasons for breaking of
internal waves. Internal waves are known to break either as a result of gravitational instability or from shear
instability.
4.5.1 Shear instability
A necessary condition for Kelvin-Helmholtz instability is that the Richardson number Ri< V* somewhere in
the fluid, as discussed in section 2.3. Calculations of Ri have been done for the internal solitary waves
discussed in the previous sections. As good information of the current and density structure was required, the
analysis was restricted to the waves at S140 where the best coincident data was available. In circumstances
where temperature data but not density data where available, a temperature-density relationship derived from
109the CTD data at S140 was used to derive density. Figure 4-16 shows temperature (T) and density (p) values
derived from three CTDs at S140. The relationship is close to linear and so a linear fit has been made to the
relationship:
p=k{T + k:
[4-3]
where k^ and k2 are constants. For this fit, k, =-0.21765 and k2 =1029.4533. (The relationship is well
approximated by a linear fit because the salinity variation has little effect on density and so the temperature
and density are related by the thermal expansion coefficient.) This expression has been used to derive
densities from the S140 temperature records below.
Three examples are shown to illustrate the Richardson number values in the internal solitary waves. The first
example is for the leading internal wave of the first tidal cycle of the 19th August, occurring at around 0440
hours UTC. Profiles of u velocity (resolved along 110 T, the direction of propagation for that wave) from the
ADCP and of temperature from the thermistor string and current meter, both for the nearest records to the
centre of the wave, are shown in Figure 4-17. The current profile (Figure 4-18a) shows the quasi two-layer
structure, also with some evidence of a decrease in velocity close to the surface, and some finestructure
towards the seabed. An error bar containing two standard deviations of the expected error measured by the
ADCP (2 x 0.014 ms"1, courtesy Mark Inall) is also shown for comparison. The temperature profile is shown
to the maximum depth of the record (55 m) in Figure 4-18b, and indicates a linear decrease of temperature
with depth. This temperature was converted to density using expression 4-3 and the resulting density profile
is shown in Figure 4-17c, demonstrating a steady increase with depth.
The current shear (du/dz, dv/dz) and the instantaneous buoyancy frequency were derived using a finite
difference approximation to the vertical gradient operator: both the density and current profiles were linearly
interpolated onto 1 m grids extending from 5 m to 55 m depth to enable this to be done. The resultant profiles
of shear and buoyancy frequency are shown in Figure 4-18 a) and b) respectively (the error bar of shear
corresponding to that in the current profile (Figure 4-17a) is indicated). The negative shear of u near the
surface and high positive shear between 42 and 55 m is clearly indicated. The shear in v is much weaker as
expected. The buoyancy frequency fluctuates between 5xlO"3 s'1 and lO"2 s'1. (Note in Figure 4-18b the units
of buoyancy frequency are s"1 to be compatible with the shear units: this corresponds to between 3 and 6 cph)
Figure 4-19a shows the corresponding Richardson number computed from [2-21], together with upper and
lower bound estimates based on the error bar of shear shown in Figure 4-18a. As a result of the strong shear
region the main region of Ri < V* lies between the depths of 42 m and 55 m, suggesting that instability may
110take place there. Another region of Ri < Va lies in the top 10 m (Figure 4-19a) where there is near surface
shear (Figure 4-18a).
A similar result was found for the leading solitary wave which occurred on the afternoon of the 19th August
(Figure 4-19b) and on the morning of the 20th August (Figure 4-19c) the Ri< Va region starts around 38 m
depth, and there is an additional patch between 20 and 30 m due to a high shear region in these depths. These
examples (and others not illustrated) indicate that a necessary condition for shear instability, namely that Ri<
Va, is satisfied in the large internal waves at S140, in regions of the water column lying between depths of 40
to 55 m and also near the surface. As the temperature measurements only extended to 55 m depth, there was
no information to be gained on the deeper water column.
4.5.2 Gravitational instability.
Gravitational instability is the process which leads to surface gravity wave breakers, when the particle.
velocity at the wave crest exceeds the propagation speed. The particle thus overtakes the wave, is no longer
supported by the wave, and then drops due to gravity. As more particles achieve this, a turbulent 'roller'
develops. Eventually, when a significant portion of the wave has undergone this process, it collapses and
loses momentum.
For internal waves a similar situation may be envisaged where the particle speed (usually in the sub-surface
layers where the currents are often strongest in the direction of propagation and over the troughs of the
waves, particular for the waves of this study) exceeds the propagation speed (Orlanski and Bryan 1969).
When a particle from the light fluid in the trough of the wave overtakes the wave it will be surrounded by
denser fluid both below it and above it. Hence it will be unstable and tend to mix.
In section 4.3 it was shown that the speeds of propagation of the internal waves were typically from 0.7 to 0.8
ms'1 in deep water over the slope, and 0.6 to 0.7 ms"' over the shelf-edge and shelf. Section 4.4 showed that
the particle velocities in the upper layer could reach 0.5 to 0.6 ms"1 and on one occasion at S200 a positive
velocity of 0.7 ms"1 was reached. In other words the particle velocities are very close to the speeds of
propagation (from ~70% to a possible 100% of the phase speed). It is possible that even larger velocities
occurred but were not recorded by the instruments due to undersampling. Hence it seems a possibility that
instability may also arise from gravitational effects. This mixing process is likely to effect the region of the
sub-surface maximum of u velocity which was often seen in the internal waves (e.g. see Figure 4-12).
These results may be compared with the recent findings of Grue et al (2000), mentioned in brief in section
2.9. In a laboratory simulation of waves on a layer of constant density gradient overlying a homogeneous
layer (similar to Figure 3-3d for August 1995), they found that instabilities began to occur when the particlespeed was about 80% of the phase speed, a comparable percentage to that in the SESAME observations
discussed above. Grue et al found that vortices then started to develop on the leading edge of the wave, and
led to a broadening of the wave. He further found that often this gravitational instability was more prominent
than shear instability. The comparison of the results of the Grue et al experiments, and the SESAME results,
suggest that gravitational instability may well occur in SESAME internal waves.
4.6 Summary
In this chapter a comprehensive set of observations showing the transformation and refraction of an internal
tide as it passes across the Malin continental slope has been described. During the period of 19-21 August
1995 the SES and SESAME experiments recorded the formation of a packet of non-linear internal waves
from the internal tide as it moved from water depths of up to 900 m into shallow water on the shelf.
The deepest in-situ data on the feature was made in 700 m water depth where towed thermistor chain showed
a drop of the thermocline of 30-40 m. The towed thermistor chain then showed that the feature evolved into a
wave packet by 400 m depth, with a lead wave amplitude of 50 m. Moored thermistor strings confirmed the
amplitudes of the waves and showed the tidal recurrence of similar features. By the time the wave packet
reached ADCP and thermistor moorings at S200 and S140, three to four waves had typically evolved of
amplitudes at least 30 to 40 m.
An ERS-1 SAR image taken on the 20th of August showed the internal wave packet on consecutive tidal
cycles. The deepest occurrence was in depths between 500 and 900 m, where a single, strong internal wave
was observed. Further on-shelf, the feature appeared as a long sequence of internal waves, observed at a
similar angle of propagation. An ERS-2 SAR image collected exactly 24 hours later showed a similar
situation, with the waves in slightly deeper water (as this image was earlier in the tidal cycle than the
previous image, and the waves were moving on-shelf).
The nearly constant propagation direction inferred from the images suggested that the waves were not being
significantly refracted by the continental slope. This was confirmed by deducing the speeds and directions of
propagation from the arrival times at the different moorings. The internal waves deep on the slope (depths
between 500 and 1000 m) had speeds of propagation typically between 0.7 to 0.8 ms"1, whilst on the
continental shelf the speeds were 0.6 to 0.7 ms"!. The small difference between deep and shallow propagation
speed implies a small refractive effect, and an illustrative example showed this caused an approximately 8
deviation in direction as the wave passed across the slope.
For the internal wave measurements on the shelf, removing the advective effect of the background flow from
the speed across ground made an estimate of the phase speed of the waves. As the depth averaged flow was
112off-shelf at the time of the waves, the phase speed was greater than speed across ground, but only by 0.1 ms"1
or less due to the weak (neaps) tides. It was found that the uncertainty in propagation direction of just 10-15
(which arose because the moorings were very closely aligned in the along-wavefront direction) could lead to
errors of 0.1 to 0.2 ms'1 in the speed of propagation. This fact emphasises the difficulty of measuring internal
wave phase speed in the ocean.
A detailed inter-comparison of the wave transformation on different tidal cycles showed some interesting
results. On the 19* August (morning and afternoon tide) a rather well-behaved evolution of the initial bore
into a packet of rank-ordered non-linear, solitary waves was observed. On the morning of the 20th August a
long sequence of internal waves had evolved by S140, and these were also imaged by SAR at 1136 UTC
further on-shelf. On the afternoon of the 20th August, the internal bore which was seen on the same SAR
image deep on the slope was observed to grow into a packet of waves and cross S700 and S300, but at S200
it seemed to develop fine structure in the currents. At S140 the waves in the packet grew in amplitude from
the front of the packet to the back. A suggestion was made to explain this behaviour; namely the breaking of
the waves at S200 and consequent reduction in amplitude of the lead waves by S140. This suggestion was
supported by an investigation of the Richardson number within the internal waves on the other tidal cycles,
which regularly showed patches of Ri < lA between 40 and 55 m depth (and possibly below this) and near the
surface in the top 10 m. Further, the particle speeds in the waves were found to be comparable to the
propagation speeds, suggesting that gravitational instability may also occur.
113Table. 4-1. Wave arrival times at the SES moorings, for each of the six tidal periods 19-21 August 1995.
Question marks imply that unambiguous identification of the wave packet was not possible. The S400
mooring, which compiled 10 minute averages of current, was difficult to interpret so the approximate
timings are marked ~. With the other moorings, an uncertainty in the exact time of the wave arrival, due to
the temporal sampling, is marked in minutes +.
Wavepacket
19*3.111.(1)
(2)
19th pm
20th am
20th pm
21s1 am
21st pm
S700
Hours :mins
00:05
00:22
00:52
13:30
01:42
13:32
14:02
01:42
02:22
14:00
S400
Hours:mins
-02:00
-14:47
-0300
-1515
-03:20
-15.30
S300
Hours:mins
00:05
02:25
02:55
15:05
15:45
03:25
04:05
15:25
16:05
03:35
04:15
15:35
S200
Hours:mins
00:01
02:51
03:17
15:31
03:59
15:57
16:43
04:09
04:53
16:11
S140
Hours:mins
00:01
04:39
05:15
17:01
17:26
05:39
06:16
17:25
18:06
18:36
05:46
06:36
17:36
18:06
Table. 4-2. Speed across ground calculated and direction from Mooring Triangle 1 {S300, S200, SI40}.
This includes the mean value and upper and lower bounds calculated using the uncertainty in Table a.
Time of
wave packet
19th a.m.
19th pm
20* am
20Ulpm
21st am
21st pm
Speed across ground cms"1
Mean
71
77
64
69
65
66
Lower
63
65
57
60
57
57
Upper
79
90
73
79
74
77
Propagation Direction (T)
Mean
109
115
120
120
120
126
Lower
99
104
111
111
111
118
Upper
118
124
127
128
128
133
114Table 4-3. Speed across ground calculated and direction from Mooring Triangle 2 (S700 S300, 5200}
Time of
wave packet
19* a.m.
19th pm
20* am
20* pm
21st am
21st pm
Speed across ground cms"1
Mean
77
92
75
74
72
73
Lower
69
80
65
66
64
65
Upper
77
102
85
83
81
85
Propagation Direction (T)
Mean
115
122
134
127
130
140
Lower
100
105
120
113
116
126
Upper
130
138
145
140
141
150
Table 4-4. Additional speed across ground and direction estimates. The calculations marked * were
derived from arrival times from the towed DRA thermistor chain measurements and the S700 mooring.
Those marked + and $ were derived from two positions on the wavefront in the SAR image and the S700
mooring, for the 20th August and 21s' August.
Time of
wave packet
19* a.m.
*
20th pm +
21st pm$
Speed across ground cms"1
Mean
79
79
85
Lower
75
76
82
Upper
82
83
88
Propagation Direction (T)
Mean
113
131
130
Lower
110
131
130
Upper
116
131
130
115Table 4-5. Phase speeds of internal waves in shallow water, got by removing background barotropic flow
from speeds across ground. Full details of the method are given in section 5.3.3.
A) Triangle 1 {S300, S200, S140}
^Wave arrival
time at S200
19/08 02:51
-19/08 15:31
20/08 03:59
20/08 15:57
21/08 04:09
21/08 16:11
Direction of
Propagation
o "y
109
115
120
120
120
126
Low frequency
barotropic
flow at S200
(ms"1)
-0.06 to -0.04
-0.02 to -0.08
-0.07 to -0.09
-0.03 to-0.10
-0.04 to -0.01
-0.12 to-0.03
Low frequency
barotropic
flow at SI40
(m s-1)
-0.05 to -.06
+0.05 to -0.02
+0.0 to -0.03
+0.05 to -0.03
-0.01 to +0.02
-0.1 to+0.01
Speed across
ground
Triangle 1
(m s"r)
0.71
0.77
0.64
0.69
0.65
0.66
Corrected
phase speed
Triangle 1
(m s"r)
0.75 to 0.77
0.79 to 0.85
0.64 to 0.73
0.66 to 0.79
0.63 to 0.69
0.65 to 0.78
B) S200 to S140
Wave
No.
1
2
3
4
5
6
7
8
9
Mean
Phase
Speed
(ms"1)
0.67
0.62
0.72
0.65
0.73
0.77
0.64
0.60
0.73
Wave arrival
time at SI40
19/08 04:39
19/08 05:15
19/08 17:01
20/08 05:39
20/08 17:25
20/08 18:06
21/08 05:46
21/08 06:36
21/08 17:36
Case 2
At 125 T
Speed across
ground
(m s"1)
0.53
0.49
0.64
0.57
0.66
0.70
0.60
0.56
0.68
Corrected
phase speed
(m s-')
0.57 to 0.59
0.53 to 0.55
0.59 to 0.72
0.57 to 0.68
0.63 to 0.76
0.67 to 0.8
0.58 to 0.64
0.54 to .60
0.67 to 0.80
Case 1
Using direction inferred from
Triangle 1
Speed across
ground (m s"1)
/Direction (T)
0.71 /109
0.65 /109
0.78 /115
0.64 /120
0.73 /120
0.77 /120
0.66 /120
0.62 /120
0.68 /126
Corrected
phase speed
(ms"1)
0.74 to 0.77
0.69 to 0.71
0.73 to 0.86
0.64 to 0.73
0.7 to 0.83
0.74 to 0.87
0.64 to 0.7
0.6 to 0.66
0.67 to 0.80
11656.60
56.40
Range (km)
10 15 20
-9.30 9.20 -9.10 -9.00
Longitude (* E) .
-8.90
FIGURE 4-1. Location of the main experiment area discussed in this chapter. SES moorings are marked with
diamonds and labeled S700 to S140. The thermistor chain survey track 0000-0200 hours 19th August is shown
as the thick dashed line. The times of the thermistor measurements of internal waves are marked with
asterisks. The leading wave measurements, are labelled T700, T400, and defined in the text. The times of
thermistor measurements of the following waves in the packet are marked 2 (i.e. second wave), 3 and 4. The
internal wave fronts from SAR are marked as thick solid lines for the 20th August (1136 hours), including the
following waves, and as thick solid line joining asterisks for the 21s' August 1995 (1136 hours). The feature
'A' is the main wave discussed in the text. Bathymetry contour levels (in meters) are at every 100 m intervals
starting at 200 m on the right, and getting deeper to the left. Left and bottom axis show the latitude and
longitude axes respectively, right and top show the corresponding range in km. (Tick marks outside the plot
refer to range, inside the plot refer to longitude or latitude).
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Figure 4-4b Schematic of bathymetry and internal waves derived from 4-4a. Features A, Bl, B2 and C are referred
to in the text. SES moorings are marked with diamonds. The thermistor chain survey track 0000-0200 hours 19th
August is shown as the thick dashed line. The internal wave fronts from SAR are marked as thick solid lines for the
2ff August (1136 hours), including the following waves, and as thick solid line joining asterisks for the 21s' August
1995 (1136 hours). The feature 'A' is the main wave discussed in the text. Bathymetry contour levels (in meters)
are at every 100 m intervals starting at 200 m on the right, and getting deeper to the left. The area which is shown
in close up in Figure 4-1 is marked with a boxed dashed line. Left and bottom axis show the latitude and longitude
Qxes respectively, right and top show the corresponding range in km. (Tick marks outside the plot refer to range,
ms'de the plot refer to longitude or latitude)
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Figure 4-6. The effect of background currents on wave speed from S200 to S140
a) Speed across ground calculated for two cases
Case 1: using direction inferred from Triangle 1
Case 2: using a fixed direction of 125 T
b) Phase speed from S200 to SI 40, derived by removing background flow. Maximum and minimum values shown for
each wave. Case 1
c) As for b) but with Case 2
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Figure 4-18. Vertical gradients through the centre of the internal wave at 0440 hours UTC, 19' August at
S140
a) Shear of U velocity, b) Instantaneous Buoyancy frequency,
Thick short line in a) is error bar.
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138Chapter 5.
ANALYSIS OF THE STRUCTURE OF INTERNAL SOLITARY WAVES MEASURED
DURING THE 19TH-21ST AUGUST 1995: OBSERVATIONS AND THEORY
5.1. Introduction
In the previous chapter an extensive dataset on non-linear internal waves and in particular internal solitary
waves was described. In this chapter the observed internal solitary waves are analysed in more detail and
compared with theoretical predictions of their shape and amplitude. The solitary waves are analysed in terms
of the KdV equation and the higher order EKdV equation. As the water depths of concern are 400 m or less
deep, the deep water theory of B-O is not applied. Nor is the finite depth Joseph solitary wave, as the wave
amplitude is comparable with the thermocline thickness so one of the assumptions of the Joseph theory is not.
satisfied (see section 2.6.1). Also, the fully non-linear solutions of section 2.6 are not applied as they assume
a two-layer fluid, which is not appropriate for the observations. In fact as discussed below the comparisons
with KdV and EKdV show some good agreement (with one or the other theory, depending on whether the
water depth is 400 m or 140 m) which is a justification for choosing the theories. It is often wondered why
KdV performs so well when the waves are strictly shorter than the water depth (as is the case of the wave in
400 m discussed below). One possible answer to this is to assume that the depth scale D used to define the
small parameters e and 5 in [2-23] is not the water depth but the depth of the maximum of the linear mode.
The reason for this is that the streamfunction should go from zero to its maximum value over that depth range
D, and hence this is the scale for non-dimensionalising in [2-22]. It will be shown in this chapter that D is
considerably less than the half-width of the wave (the length scale L of [2-23]), so that the dispersive
parameter is small. The problem remains that the waves then have high non-linearity e, as the amplitude r)0 is
generally a significant portion of D (see [2-23]). Although the EKdV acts to improve on KdV in this
situation, especially when the thermocline is being displaced towards mid-depth by the internal wave
(compare with [2-49]), it is still evident that the waves are strongly non-linear, and this is reflected by the fact
that the KdV and EKdV describe some but not all of the wave properties. This is discussed in full below. The
chapter also discusses how higher order non-linearity affects the internal wave structure, and suggests some
reasons why the profiles of observed waves do not correspond to the first linear mode alone.
5.2. Observed internal solitary wave structure from thermistor string and ADCP
As the non-linear internal waves described in chapter 4 were high frequency, analysis will only be done of
the waves where high resolution data covering a large section of the water column was acquired. For this
reason the internal solitary waves observed at T400 by towed thermistor chain, and at S140 by ADCP,
supported by lower resolution measurements by thermistor string and CTD, will be analysed.
1395.2.1 Solitary wave at T400 morning of 19th August
A close up of the leading internal wave observed at T400 on the morning of 19th August is shown in Figure
5-la. Note that the typical shape of the towed thermistor chain is relatively flat very near the surface then
nearly vertical from 20 m depth down. As a consequence the top isotherm marked (16.5 C) is displaced
before the cooler isotherms. The displacement of the isotherms is fairly uniform from the 16 C isotherm to
the 10.2 C isotherm. This is confirmed by a contour plot of the displacement of isotherms shown in Figure 5-
lb, where the resting level of the isotherms is taken to be the right hand profile of Figure 5-la. The minimum
displacement is between -50 and -55 m and occurs at around 90 m depth, but displacements of -35 m occur
throughout the majority of the water column. A secondary minimum of -40 m is recorded quite close to the
surface at 20 m depth. This property of very significant displacements quite close to the surface (rather than
in the main thermocline), is discussed further in section 5.6.
The displacement values for each depth level shown in Figure 5.1b have been normalised by their greatest
value and are shown in Figure 5.1c (not including the displacement at 10 m depth which is affected by the
flatness of the chain there as discussed above). The similarity of most of the curves is quite striking.
However there are a few significantly wider curves and from Figure 5.1b it can be seen that these are from
the deeper isotherms below 90 m. The similarity of most of the curves gives confidence in use a modal
description of the solitary waves which separates out the horizontal and vertical variables, i.e. of the form of
[2-5]. This aspect is also discussed further in section 5.5
Another useful quantity, which can be derived from the thermistor chain data, is the buoyancy b, defined in
[2-22]. Once again the temperature values may be converted to density using a relationship derived from
CTD data. From a CTD taken at a similar depth, near S400, at 2300 hours on the 20th August, a very similar
linear fit of density to temperature to that shown in Figure 4-16 was obtained. The relationship was given by
[4-3] with k, =-0.217984 and k2 =1029.4748, which has been used to derive the density values.
The buoyancy field is shown in Figure 5-2. The minimum of -0.01 ms"2 occurs in the centre of the wave
around 50 m depth.
5.2.2 Solitary waves at S140 on the 19th /2(fh August
The solitary wave discussed above at T400 propagated across the shelf edge as the leading wave of a packet
as discussed in section 4.2, and subsequently passed S140. At S140 it was recorded by bottom moored
ADCP, a moored thermistor string measuring down to 42 m, and a current meter at 55 m depth which also
measured temperature (see Figure 4-12c for positions). The leading wave on this and the subsequent two tidal
cycles is analysed here.
140The current and temperature records are shown in Figure 5-3, for a 1 hour long period from 0400 to 0500
hours that includes the first internal solitary wave. (The figure is stopped just before the time when the
following solitary wave starts to effect the records). The current has been resolved into the direction of the
wave propagation (u) and the perpendicular (v) to that direction. From Table 4-2, these directions are 109 T
and 19 T respectively. The u velocity is characterised by a quasi-two layer structure, with positive velocities
in the upper layer, negative in the lower layer, separated by an interface located between 40 and 70 m depth
which curves downwards with the wave. There is some evidence of a sub-surface maximum in current, of 0.4
ms"1, and double minima of-0.4 ms"1. The v record in contrast shows small velocities of magnitude typically
less than 0.1 ms"1.
The temperature records from each thermistor are shown in Figure 5-3c, together with the temperature from
the RCM current meter, shown as a dashed line. As the thermistors and the RCM were on different (but quite
close, separated by about 500 m) moorings, a phase change in the arrival of the internal wave can be seen.
Further, the RCM sampled at once every 5 minutes and gave a better resolution than the 10 minute sampling
thermistor string. Despite this mismatch in resolution and position, a reasonably coherent picture is given of
the sudden warming which occurs as the wave passes, which corresponds to the wave of depression. As
shown in section 4.2, the temperature perturbations correspond to an amplitude of displacement of at least 30
m (determined from the 15 C isotherm in Figure 4-3).
The current structure of the lead solitary wave on the subsequent tidal cycle was quite similar to Figure 5-3,
but with a slightly higher maximum current of 0.5 ms"1. On the third tidal cycle ( morning of the 20th August)
the leading wave has a slightly more complex structure, with two cores of mimimum current of-0.2 ms"1 to
-
0.3 ms"1, separated by 10 minutes, and slightly stronger v velocities (up to 0.2 ms"1), as shown in Figure 4-12
The current structures from the lead waves on the first tidal cycle and from the second tidal cycle are shown
in another fashion in Figures 5-4 and 5-5 respectively. The timeseries has been converted to an equivalent
rangeseries using the calculated speed of propagation derived in section 4.3, namely 0.71 ms"1 and 0.77 ms"1
respectively. (As shown in Table 4-2 these were the mean estimates, and further calculations were also done
for the total range of estimates, titled lower and upper, in Table 4-2: these calculations are used below in
section 5.5). Figures 5-4a and 5-5a show the rangeseries of u velocity recorded at each depth as a series of
overplots. These plots emphasise quite strikingly that in the lower layer (below 70 m), where velocities were
negative, there is a uniformity of shape and amplitude of the wave. In contrast, in the upper layers (above 50
m), where the velocity is positive, the shape of the wave is less uniform, and the wave appears to be wider at
different depths. Note that some of this spread may be due to beam spreading, as discussed in section 3.1.4.
The transition zone between 50 and 70 m depth is indicated in Figure 5-4a and 5-5a by curves which change
polarity in the centre of the wave.
141The plots of u velocity at each depth have been normalised by their greatest value at that depth and are
presented in Figures 5-4b and 5-5b. (For this plot the transition zone between 50 and 70 m depth has not been
included). The normalised curves confirm the apparent spreading of the wave in the upper layers, particularly
in Figure 5-4b. Overplotted as a dashed line is the value representing 0.42 of the maximum amplitude: this is
a value relevant to the theoretical predictions, which will be discussed further below.
From the temperature records at S140 (thermistor string and on the current meter) an estimate of the
buoyancy b may be made following a similar technique to that employed for the T400 record. As the
temperature records may not capture the full shape and amplitude of the waves, due to the low resolution (10
and 5 minute sampling) compared to the current (2 minute sampling), a single profile of buoyancy at the
centre of the wave is shown, rather than a 2D field. The Density was derived from the temperature using the
relationship shown in Figure 4-16. The density perturbation at the centre of the wave was calculated relative
to a typical profile just before the wave, at 0400 hours UTC 19th August for the first wave studied, 1630
hours UTC for the wave in the second tidal cycle, and 0500 hours UTC 20th August for the third tidal cycle
wave.
The buoyancy profiles are shown in Figure 5-6. The profiles show a fairly steady increase with depth to 55 m
but with a kink in the profile around 35-40 m. The minimum values recorded are -0.009 ms"2 to -0.01 ms"2 at
the depth of the current meter at 55 m. The buoyancy values may be compared with the displacement values
calculated from the 15 C isotherm that was shown in Figure 4-3 which show that these three waves had peak-
trough amplitudes of at least 35-40 m.
The following points summarise this analysis of the observed solitary wave profiles:
At T400 the internal solitary wave on the first tidal cycle had a peak-trough amplitude of displacement of 50
m occurring at a depth of 90 m, but also exhibited high peak to trough displacements of over 40 m from the
near surface (16 C) isotherms. The shape of the wave was very uniform to the depth of the displacement
minimum at 90 m, below which the wave tended to spread. The corresponding buoyancy had a minimum
value of -0.01 ms"2 and occurred at around 50 m depth. The coincident currents were not known at this
position, but the nearby current meter at S300 recorded the wave with a very similar amplitude and a current
pulse of 0.6 ms"1 at 30 m depth soon afterwards.
At S140 the leading solitary waves of the first three tidal cycles were analysed. The current structures showed
maximum horizontal velocities in the direction of propagation of 0.4-0.5 ms"' slightly subsurface at around
20-30 m depth. The greatest negative velocities occurred in one or two cores between 70 and 110 m depth,
and reached velocities up to -0.4 ms"1. The velocities in the lower layer had more uniform shape in range with
the exception of the morning of the 20th August, whilst the upper layer velocities tended to spread in width
142with height towards the surface. The corresponding profiles of buoyancy showed greatest values of around
-
0.009 to -0.01 ms"2 occurring at depths between 45 and 55 m, and were associated with amplitudes of
displacement of the 15 C isotherm of at least 35-40 m.
In the following sections these observed properties of the internal waves will be compared with theoretical
predictions from non-linear theory.
5.3 Environmental parameters derived from the SES stratification
To compute the environmental parameters (namely the EKdV coefficients of [2-47]) knowledge of the
stratification and background current shear is required. Chapter 3 indicated that the stratification was strong
with a seasonal pycnocline, and this is examined further below. In contrast current shear effects were much
weaker. In chapter 4 it was shown that the direction of propagation of the internal waves of interest in this
study is commonly around 120 T. From Chapter 3, (see Figure 3-4), the dominant depth averaged
background current has a northerly direction and speed of about 0.1 ms"1 during the time of interest (19-21
August). The component of this along the direction of wave propagation is about -0.05 ms"1. The
corresponding depth profiles of background current (i.e. the long term averages at each depth level) showed
similar small values indicating that shear was low. Another low frequency source of shear is the internal tide
(upon which the high frequency waves propagate). In Figure 4-10 it can be seen that the current shear in the
internal tide prior to wave arrival is also very weak. For these reasons, the effect of background current shear
is not considered in the analysis below.
5.3.1 The background density stratification of the Malin shelf/slope environment, August 19-21 1995
During the SES experiment from August-September 1995 a total of 235 CTDs were made, giving a wide
coverage of both the deep water and shelf environments. For the particular period of interest, 19-21 August,
93 CTDs were conducted by RRS Challenger, of which 72 were made in a fixed position adjacent to the
SI40 moorings, covering a 24 hour period from 0900 on the 19th to 0900 on the 20* August, at roughly 20
minute intervals (the data undersampled the high frequency internal waves but was useful for showing the
background stratification). These particular 72 CTDs are referred to below as the Challenger CTDs.
Following these S140 CTDs, a CTD survey across the slope was made along the SES south line, covering
depths from 140 m to 982 m in 15 hours (between 1400 on the 20th and 0500 on the 21st: referred to below as
the south line section).
From this data, a set of stratification profiles passing across the slope was constructed as described below..
143The profiles were derived by assuming the density profile in the top 140 m of the water column was the same
throughout the SES region, and was equal to the temporal mean of the Challenger CTDs. These CTDs gave
the best temporal resolution of the complete density structure, allowing a reliable mean profile to be derived.
Below 140 m the profile was comprised of a mean of all the deeper CTDs from the south line section during
the period 19-21 August. This resulted in a set of identical density profiles, cut off at the appropriate water
depth. The justification for this was that the Challenger CTDs were the only ones to resolve the internal tide
and so gave the best idea of the top 140 m. Of course it gave no information of spatial variability of the
stratification. In August 1995 there was no indication (from the deeper moored thermistor strings at S300 and
S700) that the stratification was changing significantly across the slope. Also, tests using different sets of
stratification profiles, based on individual CTD data across the slope rather than on mean profiles, led to
predictions of EKdV coefficients which resulted in poor agreement of observed and modelled internal
solitary waves. This indicated that using single CTDs as a basis for a representative profile is not suitable,.
and instead the set of profiles derived from the mean Challenger CTDs was used.
The mean temperature, salinity, potential density and buoyancy frequency profiles derived from the
Challenger CTDs are shown in Figure 5-7. The profile is characterised by a strong, nearly constant
thermocline gradient in the top 50 m, with a 6 C temperature difference, and a more homogeneous layer
below to the water depth of 140 m (Figure 5-7a). The salinity (Figure 5-7b) varied from around 35.3 in the
top layer to around 35.4 psu in the bottom layer. The resultant buoyancy frequency (Figure 5-7d) is at its
maximum, between 8-lOcph, in the top 40 m, and decays to near-zero at the bottom. The deeper profile
(Figure 5-7e) shows the steady gradient in density, and towards the bottom (1000 m) there is a weak
pycnocline, which was noted in Chapter 3.
The profiles in Figure 5-7 consist of the mean value of that quantity at each depth. Mean profiles were
alternatively derived by taking the mean depth at which particular isopycnals occurred. Because the density
gradient was almost linear in the top 40-50 m, and very small below this, these two methods in fact gave very
similar resultant profiles and EKdV coefficients. (The two methods of course give very different results when
the interface is sharp, as for example, at the air-sea interface).
5.3.2 Linear and non-linear parameters derived from the stratification
The coefficients of the EKdV equation [2-47] are required to analyse the internal waves in terms of weakly
non-linear theory. These coefficients, referred to also as the environmental parameters, are derived from the
background stratification described in section 5.3.1.
The linear eigenfunction equation [2-8] was solved for the background environment, using a numerical
shooting method, (kindly provided by Dr Toby Sherwin), for water depths of 140 m, 200 m, 300 m and every
144100 m to 1000 m water depth. Examples of the modal functions for water depths of 140 m and of 400 m are
shown in Figure 5-8.
The observations described in Chapter 4 indicated that the non-linear internal waves on the Malin shelf are
dominated by the first mode. Further, the observed phase speeds on the shelf and on the slope are comparable
to or greater than the linear first mode. Consequently the results for this mode are used for calculating the
EKdV coefficients. The linear phase speeds are plotted as a function of depth in Figure 5-9a and listed in
Table 5-1, together with the depth at which the first mode is a maximum. As expected, the phase speed
increases with increasing depth, and ranges between 0.48 ms"1 in 140 m depth and 0.65 ms"1 in 1000 m depth.
Further, the depth of the maximum of the displacement mode increases with water depth.
Using the modal information the coefficients of the EKdV equation were calculated for each water depth
considered. The coefficients a and y were obtained from numerical integration of [2-28a], whilst the
coefficient cti was found by the technique described in Annex B. The resultant values are plotted in Figure 5-
9 and listed in Table 5-2. The dispersive coefficient y increases rapidly with water depth (Figure 5-9b): the
reason for this can be seen from the two layer approximation of [2-28b] when the top layer thickness r^ is
constant, when y is proportional to the lower layer thickness I12 which is a linear function of water depth H
(h2=H-hi). The non-linear coefficient a changes little (Figure 5-9c) and is around -1.5xl0"2 s"1. The second
order coefficient cci (Figure 5-9d) smoothly varies between -2.8xlO"4 irf's"1 and lxlO"4 irf's*1 showing that a!
can be positive in real density stratification (as opposed to being always negative in two layers, see [2-48]).
Also shown in Figure 5-9 is a two-layer approximation made to the real density profile. This approximation
fitted a two layer profile with an interface at the maximum of the mode, and densities got by fitting the phase
speed to equal that of the modal value (Gerkema 1994). It can be seen that the two-layer fit gives larger
dispersive coefficients, a smaller absolute value of the non-linear coefficient, and comparable values of o^,
which as mentioned above are always positive in the two-layer case. Now the computation of a and y from
the realistic density profile via the normal mode is a well-tested method (the author validated this for the
simple case of constant N). So the differences between the two-layer and realistic cases in Figure 5-9b and c)
emphasise the necessity to use a real density profile to calculate non-linear properties. In contrast the
computation of a,] from the realistic density profile is not so well understood as that from the two layer
environment (see Annex B) so the fact that the two layer and realistic values of a! are similar (but not equal)
is a (weak) validation of the computation of the realistic values of c^.
From the non-linear coefficients shown in Figure 5-9 an estimate of the maximum wave amplitude r\c [2-51]
according to EKdV dynamics can be made. For this environment the absolute value of r\c ranges from 46 m
in 140 m water depth to very large values of up to 800 m in 800 m depth (Figure 5-10 solid line), the latter
arising as oci is close to zero at that depth. This unrealistic value highlights the inadequacy of EKdV in deep
145water but in fact what this is implying is that small or moderate sized waves (less than 100 m amplitude) will
not be large enough to be influenced by EKdV dynamics and instead will be governed by KdV dynamics.
The two-layer approximation (Figure 5-10 dashed line) does not reproduce the peak at 800 m but is similar in
the top 600 m, again helping to validate the computation of r]c. The values of i"|c are also shown in Table 5-1.
Note that where a and at are negative, then T)c will also be negative, implying that maximum amplitude wave
is one of depression. (Grimshaw et al 1999).
5.4 Theoretical predictions of internal solitary wave shape
5.4.1 Theoretical non-linear modes
In this section the predictions of internal solitary wave shape from weakly non-linear theory are analysed. In
particular the focus is on first order KdV and second order non-linear EKdV theory. First order KdV models
have been found to give very good predictions in many, but not all, observed cases (e.g. Osborne and Burch
1980), and so this theory is investigated here. The justification for choosing the EKdV model (rather than a
fully second-order or higher order theory) is twofold. Firstly, much of the analysis will concentrate on
internal waves occurring on the continental shelf, where the thermocline (see Figure 5-7a) is displaced
towards mid-depth by internal waves. In this kind of situation, Michallet and Bartholemey (1998) have
shown that the EKdV equation is appropriate as discussed in section 2.6.2. (They showed that EKdV agreed
very well with fully non-linear models for this situation, even for large amplitude waves).
The second justification is seen by comparing the non-dimensional amplitude e and aspect ratio 8 of the
waves. A possible choice of depth scale D for the scaling is the depth of the maximum of the mode, given in
Table 5-1, as this is the depth over which the wave amplitude goes from zero to its maximum (in the linear
limit: [2-30]). The non-dimensional amplitude for the wave measured at T400 is e =A/H=50/77=0. 64, and is
e =A/H~30/45=0.66 for the large waves measured on the shelf. Further, a measure of the importance of the
non-hydrostatic (dispersive) effects, 8 = (H/L)2 is -0.25 for the thermistor chain solitary wave and 8
~(45/300)2=0.022 on the shelf. As a consequence, the order of non-linearity seems higher than that of
dispersion. For the present model second order non-linearity and first order dispersion has been included, as
in the observations, e2~0.4, while 82 is negligible.
It is important to note that the waveform T](x,t) of the KdV and EKdV equations is only a zeroth order
approximation to the real displacement (see section 2.4.3). Strictly the waveform is more closely related to
the streamfunction. In section 2.4 it was mentioned that the streamfunction i|/ and buoyancy b are written in
expansions in terms of the small parameters e and 8, so that to second order in non-linearity and first order in
dispersion, i.e. to the same level of approximation as the EKdV equation, they are given by Lamb and Yan
(1996):
146b = N\z)<Kz)V + c02D
[5-1]
where the <t>(z) are the linear modes, and the §'\ D!j are higher order vertical structure functions, called non¬
linear modes here. The i index denotes the order of non-linearity, and the j index the order of dispersion.
The non-linear modes <j>1J satisfy equations of the form (Lamb and Yan 1996)
[5-2a]
Where 3 is the operator defined by
3 2
+
2
[5-2b]
Here the ry are proportional to the coefficents of the EKdV equation, and the Sy are functions of the linear
modes. The expressions are given in Annex B. The non-linear modes of buoyancy Dlj are also functions of
the modes (j> and <)>lj and are also given in the Annex B.
In Annex B a method of computation of the non-linear modes is described. Some sensitivity to the resolution
and smoothness of the initial density profile was found, because the higher order non-linear modes are
dependent on derivatives of the buoyancy frequency. The fine structure in the density profile gives rise to a
noisy Buoyancy frequency N, and very noisy derivatives of N, and consequently the computed non-linear
modes were noisy. This particularly affected the calculation of the second order non-linear mode <|>20 which
involved the first and second derivatives of the buoyancy frequency. To investigate the influence of the fine
Structure in the density profile on the solitary wave shapes, a smooth fit of a tanh function was made to the
density profile in 140 m depth.
Figure 5-11 shows the original profile and the tanh fit, for the water depth of 140 m, together with the
corresponding buoyancy frequency profiles. The tanh fit captures the gradient in the pycnocline between 20
and 40 m very well, but there is a small difference with the original profiles just above and below this level.
Consequently the buoyancy frequency from the tanh profile exhibits a smooth peak at a similar depth and
strength to the original profile, but underestimates N towards the bottom, and overestimates N at the surface.
However, as the peak in the buoyancy frequency is expected to be the dominant influence on the first order
linear modes and its non-linear modes, it can be interpreted as a reasonable fit to the original buoyancy
147frequency. In fact this is confirmed by calculating the coefficients of the EKdV equation using the original
density profile and then with the tanh fit. The two sets of coefficients for the EKdV equation are shown in
Table 5-3 and show very good agreement, suggesting that the tanh profile is capturing the important
structure.
A similar process was done for the density profile in 400 m, where the same tanh fit was used. The agreement
for this water depth (shown in terms of EKdV coefficients in Table 5-3) is slightly worse, particularly for the
second order non-linear coefficient <Xi, probably because of the deep structure in the real profile not captured
by the tanh profile.
Examples of the first linear mode <j)(z) and the non-linear modes (j>10, <|>01, (j>20 are given in Figure 5-12, for the
tanh fit in 140 m water depth shown in Figure 5-11. The first non linear mode <|>10, exhibits a strong peak
quite close to the surface in 20 m depth and has a minimum around 70 m depth. The first dispersive mode
(j>01, exhibits a weak minimum around 30 m depth and has a strong maximum around 90 m depth. The second
non-linear mode <|>20, has a strong maximum at 20 m and a weaker maximum at 75 m. The corresponding
modes for the original density profile (solid line in Figure 5-11) showed qualitatively the same features, but
more noise in (j)10and <))20, for the reasons discussed above.
At the lowest order the displacement is just the waveform T|(x,t) multiplied by the modal function <|>(z), [2-
30]. To higher orders the relationship is considerably more complicated due to the non-linear component of
the relationship between w and % (see [2-29]). Probably the better measures for comparison of theory and
data are the u velocities and the buoyancy. The buoyancy was described in equation [5-1] above and the u
velocity derives from the continuity expression [2-2] and [5-1] as
[5-3]
5.4.2 Internal solitary wave buoyancy and u-velocity structure
Purely first order KdV theory predicts that the evolution of the waveform T|(x,t) is determined by the KdV
equation [2-27] and the solitary wave is given by [2-34]. The vertical structure will include the terms
involving the linear mode (]) and the first order non-linear and dispersive modes (j)10, (j)01 in [5-1] and [5-3]. For
EKdV waves the evolution is governed by the EKdV equation [2-47] and the solitary wave is given by [2-
50]. The vertical structure should include all terms in [5-1] and [5-3].
The typical properties of these solutions in a two-layer environment was discussed in section 2.6, where it
was shown that as the EKdV solitary waves approach an amplitude where the pycnocline approaches mid-
148depth, the width of the wave increases. This in contrast to the KdV property of width reducing with
increasing amplitude.
Next the solutions appropriate for 140 m water depth and 400 m water depth are considered, for comparison
with the data shown in section 5.2. In this section EKdV waves are considered: the relative accuracy of KdV
waves to EKdV waves and observations will be discussed in the next section.
Predictions of EKdV solitary wave shape in 140 m depth
In section 5.2 it was noted that the waves in 140 m depth were up to at least 35 to 40 m in peak to trough
amplitude. Simulations are made here of EKdV internal solitary waves of a range of amplitudes including the
observed values. These simulations have employed the tanh fit to the original density, which as discussed
above, gives nearly identical EKdV coefficients.
An example of the solutions for EKdV internal solitary waves is shown in Figure 5-13 for an amplitude value
of T|o
= -35 m. The internal wave currents are displayed in Figure 5-13 for various approximations to the
vertical structure in [5-3]. The four plots describe, from top to bottom: linear mode only: linear and first order
non-linear: fully first order: and first order and second-order non-linear modes. The linear mode case (Figure
5-13a) gives a maximum current in the upper layer of over 0.5 ms"1 at the surface. The first order solutions
(Figures 5-13b and c) describe a reduced maximum of 0.4 ms"1 at a sub-surface depth of 20 to 40 m. In
contrast the inclusion of second order non-linearity (Figure 5-13d) reverts the structure to a surface maximum
of similar amplitude to the linear mode. The values of the maximum u-velocity between 0.4 and 0.5 ms"1 are
similar to the observed values.
It is interesting to note that the sub-surface maximum (e.g. in Figure 5-13c) seen in the first order solutions is
at a similar location to that observed at S140 and described in section 5.2. The fact that the solution to
second-order non-linear (Figure 5-lcd) is different to that for the first order (Figure 5-13c) indicates that the
solution has not completely converged. Lamb and Yan (1996) have discussed that the inclusion of a non¬
linear mode of a particular order without the dispersive mode of the same order will give erroneous,
unconverged solutions for the vertical structure. However it is not possible to add a second order dispersive
term §02 or any other second order terms because the EKdV equation does not include these terms. This is a
possible fault of the EKdV equation (a lack of balance between the order of the dispersive and the non-linear
terms). It is tempting to think that the fully first order solution is more reliable, particularly as it predicts the
observed sub-surface maximum in u. However the observed minimum in u velocity of -0.3 to -0.4 ms"1
between depths of 70 and 110 m is not reproduced by the simulations.
149The corresponding profile of buoyancy b through the centre of the -35 m wave for the four approximations is
shown in Figure 5-14. The influence of the first order non-linear structure (Figures 5-14b and c) is to lower
the position of the minimum in buoyancy from 30 m depth for the linear case (Figure 5-14a) to 40m depth.
This is close to the position of minimum buoyancy in the observations (50 m depth) seen in Figure 5-6. The
inclusion of the second order non-linear term transforms the profile into one with a strong minimum at 20 m
depth and a weaker minimum at 50 m depth. The minimum at 20 m has no parallel in the observations. The
value of the minimum buoyancy in all cases is around 0.009 ms"2, comparable to the values in the
observations (see Figure 5-6).
The variation of the u-velocity fields with wave amplitude is shown in Figure 5-15. Only the fully first order
solution is displayed, for the reasons discussed above. Solutions are shown for -20, -30, -35, -40, and -45 m
waves, for which the maximum velocities are 0.2, 0.3, 0.4, 0.,5 and 0.6 ms"1 respectively. As the amplitude
increases the maximum becomes more prominently subsurface, due to the non-linear modes. From this
Figure it can be seen that the observed velocities in the sub-surface maximum of .4 to 0.5 ms"1 are entirely
consistent with a wave amplitude of -35 to -40 m.
The corresponding variation of the buoyancy fields with wave amplitude is shown in Figure 5-16, where
profiles through the centre of the wave are shown, again for the fully first order solution. The solutions for -
20, -30, -35, -40, and -45 m waves, are 0.5xl0'2, 0.8xl0"\ lxlO'2, l.lxlO"2,and 1.3xl0"2, mV respectively.
Again, the observed values of 0.9 to l.xlO"2 mV are consistent with waves of amplitude around -35 m.
Predictions of solitary wave shape in 400 m depth
Here a -50 m EKdV wave is modelled to simulate the observation T400 in 400 m depth described in section
5.2. The u-velocity fields are shown in Figure 5-17. Again the effect of the first order non-linear modes
(Figure 5-17b, c) is to create a sub-surface maximum in velocity of around 0.7 ms'1 compared to the linear
maximum of 0.8 ms"1 at the surface (Figure 5-17a). The second order non-linear term acts to push the
maximum to the surface again, and is very strong at 1.3 ms"1, a value much higher than those observed in the
experiment. Again this highlights the problem of including the second order non-linear mode. Unfortunately
there were no concurrent velocity measurements at T400, but a measurement nearby at S300 about an hour
later showed a current of nearly 0.6 ms"1, (and possibly greater due to the undersampling problem).
The corresponding buoyancy values b are shown in Figure 5-18. The inclusion of the first order modes
(Figure 5-18b, c) again pushes the buoyancy minimum down to around 50 m depth from around 35 m in the
linear case (Figure 5-18a). The value of the minimum lies between 0.9 to l.lxlO"2, mV, consistent with the
observed value of l.OxlO"2 mV1 (Figure 5-2), which also occurred around 50 m depth. Again the inclusion of
the second order non-linear mode changes the profile considerably (Figure 5-18d), introducing an
150unrealistically high buoyancy of 0.02 mV at 20 m depth (note that the minimum possible buoyancy b from
the profile in Figure 5-7, is for a density change of 1.6 kgirf3, which corresponds to b=1.50xl0'2 mV1).
5.5 Comparisons of observed and theoretical internal solitary waves
From the observations presented in Section 5.2, which were converted from time series into rangeseries by
assuming a constant speed and direction across ground (derived from section 4.3), calculations of the width
of the internal solitary waves can be made and compared with theoretical estimates. Further, the estimated
phase speeds presented in section 4.3, derived by removing the advective effect of background flow from the
speed across ground, may be compared with theory.
5.5.7 Observations of internal wave widths
The half-width of the internal solitary wave at T400 was derived from Figure 5-1. Here the half-width is
defined as the range from the centre of the wave to where the amplitude of the wave is 0.42 times that at the
centre, to be consistent with the KdV soliton half-width given in [2-35b]. The record showed an asymmetric
wave and in Figure 5-19 the half-widths of the leading edge and of the following edge are shown as asterisks
and diamonds respectively. It is possible that some of the asymmetry is due to a small tilt of the thermistor
chain. The measured values of half width are typically 150 m on the leading edge and 220 m on the following
side, giving a mean value of 185 m (summarised in table 5-4a). For this measurement the speed and
direction of propagation was known quite precisely (from Table 5-4) and the imprecision in these quantities
led to differences in width of less than 10 m. The mean speed of 0.79 ms'1, and direction of 113 T was used
to derive the quantities in table 5-4a and Figure 5-19.
For each wave recorded at the ADCP at S140, the speed across ground was multiplied by the time taken for
the current to rise from 0.42 of its maximum value and then fall to 0.42 of its maximum value. The resultant
width value is halved to give the half width L defined in equation [2-35b]. The 0.42 normalised value was
shown in Figures 5-4b and 5-5b for reference.
From the plots of u-velocity shown in section 5.2 the half width L was computed as described above for the
different depth bins of the ADCP. An example result is shown in Figure 5-20. Half-widths were not
computed in the transition zone of 40-60 m depth. As seen in Figures 5-4 and 5-5, there is a fairly uniform
shape in the 100-130 m depth range. The shape changes with depth above this and in the upper layers the
wave appears to be much wider at some levels. However, this may be the effect of beam spread in the upper
data records. Consequently the uniform values of width in the lower half of the water column are used for
comparison with theory. This computation was done for the mean, upper and lower bounds on speed across
ground described in Table 4-5.
151Table 5-4b describes the mean, upper and lower bounds on half width L computed in this fashion. Note that
the wave on the morning of the 20th August was asymmetrical and the half-width L represents the average of
the two sides of the wave.
5.5.2 Theoretical predictions of internal wave width and comparison with theory
The theoretical internal wave horizontal waveforms r|(x,t) for water depths of 400 m and of 140 m have been
computed from the solutions given by the KdV equation [2-27] and compared with the EKdV equation [2-
47]. Computations were done using the EKdV coefficients described in Table 5-2.
In Figure 5-21 the normalised displacement curves from T400 shown in Figure 5-lc are displayed and
compared with theoretical predictions for a wave of the observed amplitude of -50 m. The KdV solution for
(Figure 5-2la) shows very good agreement with the observations: in fact the theory predicts a half width
width L of 171 m which compares well with the average observed width of 185 m. However, the EKdV
solution does not bear such good agreement. The theoretical EKdV wave (Figure 5-2 lb) is somewhat wider
than observed with a 210 m half width. Clearly in this water depth of 400 m the KdV makes very good
predictions of wave shape, but the EKdV is rather poor.
The results for the internal waves at SI40 contrast those at T400. The internal wave half widths L computed
from the ADCP data as shown above are compared with theory in Figure 5-22. The complete range of
observed half widths including uncertainty from table 5-4b are shown as error bars, and the symbols
represent the mean from table 5-4b. The data is plotted as a function of the number of the wave, 1
representing the lead wave on the 19th morning, 2 representing the lead wave on the afternoon of the 19th, 3
the lead wave on the 20th morning.
The KdV predictions for wave displacements of {-20, -30,
- 35, -40, -45m] are shown in Figure 5-22a as
horizontal lines. It can be seen that the predictions (between 90 m and 130 m) are much smaller than the
observed values (between 230 and 370 m), and display the characteristic of decreasing width with increasing
absolute magnitude. The EKdV predictions (Figure 5-22b) for amplitudes of {-30,-35,-40,-43,-45,-46,
chosen to emphasise the change as the wave approaches the limiting amplitude of just less than -46 m} are
considerably different and display the property of increasing width with increasing absolute magnitude. The
observations (between 230 and 370 m) mostly lie within the bracket of predicted widths for amplitudes of
-
43 m to -46 m, close to the limiting amplitude. The observed amplitudes of the waves were at least -35 to
-
40 m, (section 4.2) and possibly greater, so the EKdV predictions appear to be quite good.
1525.5.3 Phase Speed comparisons of observation and theory.
The calculations of observed phase speed, which were derived in Chapter 4, may be compared with
predictions from KdV and EKdV theory. For the observations in deeper water, such as in Table 4-3 and
Table 4-4, no correction of the speed across ground due to background flow has been made, as discussed in
section 4.3.3. The observations are plotted as a function of depth in Figure 5-23 as symbols, and with error
bars showing the range of uncertainty quoted in the Tables 4-3 and 4-4. A typical representative depth is
assigned to each observation: for Triangle 2 (Table 4-3) this is taken as 500m, as is for the triangle {T700,
S700, T400} (Table 4-4). For the observations from SAR and S700 on the 20th August the representative
depth is 700 m, and for the observations from SAR and S700 on the 21st August the representative depth is
taken as 800 m.
For the observations from S200 to S140, described in Table 5-5, the phase speeds computed there have been
used, and plotted for the typical shelf depth of 140 m. The mean value in Table 5-5b is plotted as symbols
with error bars again representing the uncertainty. Overplotted on Figure 5-23a are the predicted KdV phase
speeds for waves of different amplitudes {-30,-40,-42,-44,-46,-60, -64} plotted as lines. The predicted phase
speed increases with absolute wave amplitude as expected from [2-35a]. It is interesting to note that the
phase speeds from KdV bracket most of the observations quite well. The theoretical comparison with
Triangle 2 suggest that the waves have amplitudes between -20 and -40 m with one exception of the
afternoon of the 19th August (upper most square symbol), when the speed suggests an amplitude of over 50
m. Typical wave amplitudes observed at S300 (on the corner of the triangle) lay between -30 and -50 m, in
reasonable agreement. For the results from 140 m water depth, the theory suggests that the waves have
amplitudes ranging from -30 to -64 m. This may be interpreted as somewhat high range as the observations
suggested maximum amplitudes of -35 to -40 m, but as discussed in section 4.2 the observed amplitudes
may have been higher due to the lack of deeper information at S140.
Figure 5-23b shows the corresponding predictions from EKdV theory for wave amplitudes of {-30,-40,-42,-
44,-46,-60, -64} (chosen to show the limiting amplitude waves at S200 and S140). The majority of the
observations of phase speed at Triangle 2 correspond to EKdV waves of amplitude between -30 and -40 m,
again with the exception of the observed speed on the afternoon of the 19th August which is higher than the
EKdV predictions. For the phase speeds in 140 m water depth, the EKdV theory predicts a very limited and
low range of phase speeds. In fact from [2-50c] the speeds must lie between c0 and co-a2/6ai, which is
between 0.48 ms"1 for zero amplitude to 0.58 ms"1 for maximum amplitude in this situation of 140 m water
depth (using data from Table 5-2). The observations indicate a much wider range with higher values up to
0.8 ms"1 or so, suggesting an inadequacy in the theory.
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In this chapter an investigation of the structure of internal solitary waves observed during SES and SESAME
has been made, and compared to theoretical predictions. The study has concentrated on the waves observed
during the period of 19*-21st August 1995, described initially in Chapter 4.
Analysis of the wave observed by towed thermistor chain at T400 indicated that the displacement field had
two minima, one near surface at 20 m depth and another around 90 m depth, the latter being around the depth
of the maximum of the first linear mode. The displacement fields at each depth level were normalised by the
amplitude of the wave at that level, and overplotted on one graph to show that the shape of the wave was
quite uniform in the top 80-90 m but broader below that. A plot of the corresponding buoyancy field showed
a single minimum of around -0.01 ms"2 at 50 m depth.
The leading waves observed at SI40 between the morning of the 19* August and the morning of the 20*
August have been analysed in terms of the vertical structure of the horizontal current, and the buoyancy. The
current structures showed distinct sub-surface maxima of 0.4 to 0.6 ms"1 around 30 m depth, a shear layer
between 40 and 60 m, and the minimum current of 0.3 to 0.4 ms"1 quite high in the water column, between 70
and 110 m depth. Often the absolute value of the minimum current was almost as high as the maximum
current. The plots of u velocity at each depth level were normalised by the maximum amplitude at that depth
to show that the current field below the shear layer was generally quite uniform. Above the shear layer the
wave appeared to be broader, but this may have been due to beam spread in the ADCP.
The buoyancy fields at S140 were derived from the moored thermistor measurements assuming a fixed
relationship between temperature and density that was obtained from concurrent CTD data. Buoyancy
minima of around -0.009 to -0.01 ms"2 were observed at 50-55 m depth. This corresponded to the observed
wave amplitudes of at least -35 m to -40 m displacement. Analyses of the waves were mainly done in terms
of u-velocity and buoyancy because these Eulerian variables can be calculated directly from the KdV (or
EKdV) equation. The observations of the displacement, which is a Lagrangian quantity, showed that the near
surface isotherms were displaced as much as isotherms in the thermocline or below. This is in contradiction
to the zeroth-order interpretation of displacement, using [2-30], which states that maximum displacement
should occur at the maximum of the linear mode, and that near the surface displacements should be small (as
<|)(0) =0 under the rigid lid assumption). This is clearly a drawback of either the zeroth order interpretation,
or of the rigid lid assumption.
It should be mentioned that the unusual displacement field might also be interpreted as being due to the
influence of higher linear modes (i.e. other eigenvalues of [2-8]). This was done in Small et al (1999a) where
near-surface displacements were contributed to second and third linear modes. This is an alternative
154explanation, which does not require non-linear modes. However as the waves were so large, it seems
inconceivable that higher order non-linear modes are unimportant. It may be possible that both the linear
modes and non-linear modes contribute to the displacement field, but it would be difficult in practice to
distinguish the two effects.
In order to derive theoretical predictions of internal solitary waves, good information on the background
stratification is required. For this, CTD information gathered by RRS Challenger at the times of interest was
used. A 24 hour series of CTD data at S140 was used to define a mean stratification in the top 140 m, whilst
the deeper stratification was constructed from a mean of several deep profiles. Thus it contained little
information on true spatial variability, but did represent a temporal average. However limited data from other
positions seemed to indicate the spatial variability was small.
From the density profiles calculations were made of the coefficients of the KdV and EKdV equations. Firstly
the linear phase speed and modes were derived by solving the linear eigenvalue problem. From the first linear
mode the coefficients of the KdV equation were directly obtained. For the second order term of the EKdV
equation a second order differential equation was solved. Some ambiguity remains in the solution to this
equation, so a comparison with the equivalent two-layer parameter (which is precisely known) was made,
which showed reasonable agreement between the continuous stratification and two-layer case.
Next the vertical structure of the theoretical EKdV waves was displayed and compared against the observed
solitary waves in the same water depth and the same amplitude. Comparisons were made of the u-velocity
and buoyancy fields, which are obtained directly from the EKdV solutions. The prediction of buoyancy
corresponding to the T400 wave showed a similar minimum value of buoyancy located at a similar position
in the water column, around 40-50 m depth. The corresponding predicted u-velocity fields showed a sub¬
surface maximum at first order, but a surface maximum for linear predictions and second order. The second
order non-linear mode solution appeared not to have converged.
Predictions of the internal wave current at S140 showed similar sub-surface maxima. The strength of the
maxima for theoretical waves of amplitude -35 to -40 m amplitude were similar to the observations.
Predictions of the buoyancy field at first order showed similar values and location of the minimum to those
observed. Again the second order non-linear mode solution appeared not to have converged.
The previous paragraphs indicate that the theoretical EKdV solitary waves with minimum value of r\ (x,t)
equal to the observed amplitude of displacement (at T400 or at S140) give similar currents and buoyancy
fields to those observed. In other words, using the observed displacement as the minimum value of the
waveform r\ (x,t) gives a suitable fit to the observations. This equivalence of r| (x,t) and the displacement is
important for the interpretation of the numerical modelling using EKdV, for it shows that although the
155relationship between waveform r\ (x,t) and displacement \ is not as simple as [2-30], one can still interpret
the waveform as being roughly equal to the displacement, as will be done in Chapter 7.
The non-convergence of the second non-linear mode is possibly showing a drawback of the EKdV theory,
which is unbalanced in the order of the non-linear and dispersive terms. In fact it is likely that the observed
waves are so large that weakly non-linear theory is only giving an approximate view. The internal wave
amplitudes of -35 to -40 m are a significant fraction of the water depth 140 m, and if the depth of the
maximum of the first mode is used as a depth scale, then the waves have non-dimensional amplitudes from
0.77 to 0.89. Consequently only a very high order, or better still a fully non-linear model would be expected
to capture all the characteristics of the waves.
The inadequacy of both the KdV and EKdV was further seen in comparisons of observed phase speed and
wave width with the theoretical predictions. The KdV model gave a very good description of the solitary
wave at T400. However at S140 the KdV significantly underestimated the half width of the wave by 200 m
or so. In contrast the EKdV gave poor predictions at wave shape at T400 but good estimates at S140,
showing the broadening of the waves as they approached the limiting value of -46 m. So the comparison
based on wave width alone suggested that KdV was a good model in 400 m depth, and EKdV was good in
140 m depth.
In contrast the phase speed comparisons showed that the KdV predictions were closer to the observed values
at all water depths. The EKdV predicted that the phase speeds at S140 are restricted to a limited value just 0.1
ms"1 greater than the linear speed, whereas the observations showed speeds up to 0.3 ms'1 in excess of the
linear speed. The KdV model predicted the larger phase speeds that were observed, provided the wave
amplitude was quite large (50-64 m).
In summary, in 400 m the KdV model gave good predictions of wave shape and phase speed, whereas the
EKdV gave poor predictions of both these factors. In 140 m water depth the KdV model gave poor
predictions of wave shape but good predictions of phase speed, whereas the EKdV gave good predictions of
wave shape but poor predictions of phase speed.
The EKdV is expected to be better in the shallow water (140 m) regime where the internal waves displace the
pycnocline towards mid-depth, and here its predictions of wave shape were good. However it is clearly
limited in its predictions of phase speed, and of wave properties in deeper water. The KdV predicts the
properties of the solitary wave in 400 m depth very well, presumably because it is not close to the limiting
amplitude where higher order dynamics become important (r^
= -100 m in 400 m water depth from Table 5-
1) but does not give good predictions of wave shape in 140 m where the waves are highly non-linear.
156Table 5-1. Variation of linear first mode phase speed with water depth, and the depth at which the first
mode has its maximum value. Also included is the maximum internal wave amplitude r]c predicted by EkdV
theory.
Water depth (m)
T40
,200
300
400
'500
600
700
800
900
1000
Phase Speed
co(rns')
0.48
0.52
0.55
0.57
0.59
0.60
0.61
0.62
0.63
0.65
he l(m)
46
64
81
100
122
165
288
787
124
55
Depth of maximum of mode
H(m)
45
54
65
77
88
102
123
170
234
317
Table 5-2. Coefficients of the EKdV equation at observations points ofSES and SESAME.
Water
Depth (m)
750
400
300
200
140
Scale
Depth
H(m)
150
77
65
54
45
Co
ms"1
0.615
0.57
0.55
0.52
0.48
a*10"2
s-1
-1.55
-1.7
-1.7
-1.5
-1.3
Y
mV
6658
2110
1351
703
377
a! xlO"4
m-V1
-0.2
-1.7
-2.0
-2.4
-2.8
M
157Table 5-3. Comparison of EkdV coefficients for water depths of 140 m and 400 m. Original refers to the
values of Table 6-2, and the results with tanhfits are also listed
Profile
140m original
140 m tanh
400 m original
400 m tanh
Co
ms"1
0.48
0.48
0.57
0.57
a*10"2
s-1
-1.3
-1.3
-1.7
-1.8
Y
mV
372
383
2077
1756
a, xlO"4
m-y
-2.8
-2.7
-1.7
-2.5
Table 5-4.
A) Internal wave half-widths at T400 measured by towed thermistor string. The half width L is defined in
the text Here the lower, and upper bounds refer to measurements on the forward and backward side of the
wave respectively, and the mean, is the average of the two sides.
Field
Displacement
Speed across ground (m s )
/ Direction of propagation T
0.79 / 113
Half width L (m)
Mean
185
Lower
150
Upper
220
B) Internal wave half-widths at SI40 measured by moored ADCP. The half width L is defined in the text.
Here the mean, upper and lower bounds correspond to the speeds across ground.
Wave arrival
time at SI40
19/08 04:39
19/08 17:01
20/08 05:39
Speed across ground (m s")
Mean
0.71
0.77
0.64
Lower
0.53
0.64
0.57
Upper
0.79
0.90
0.73
Half width L (m)
Mean
325
280
310
Lower
230
230
280
Upper
370
320
360
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450D 5000
Figure 5-1. Internal solitary wave measured at T400. The range axis is based on that displayed in Figure
4-8, and close up of 2 km length is shown here. Note that on this plot the right hand side is ahead of the
wave. A) Temperature contours at 10.2 C, 10.5 C then at 0.5 C intervals until 16.5 C.
B) Contours of displacement, relative to the profile on the right hand side of the plot. Contours at 5 m
intervals from 50 m to -5 m.
C) Plots of displacement for the depth of each thermistor, normalised by the greatest displacement at that
depth. Note the top two thermistors (close to the surface and at 10 m) are not used for this plot.
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Figure 5-2. Contours of buoyancy for the internal wave shown in Figure 5-1. Buoyancy is shown at 0.001
ms intervals: the minimum shown is -0.01 ms~, in the centre of the wave.
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Figure 5-3. Contours of horizontal velocity resolved in the direction of propagation of the lead wave (u:
109 T, shown in a) and perpendicular to this (V: 019 T, shown in b)), for the period 0400 to 0500 hours
UTC on the 19th August, at S140. C) Corresponding series of temperature records from the thermistor
string at S140 (solid lines) and the current meter temperature record (dashed line). The thermistors were
ranged from 2 m (top line) to 42 m (bottom line) at 4 m intervals and the current meter was at 55 m depth.
Currents are displayed at 10 cms'1 intervals. Time axes are in hours from 0000 hours UTC 19th August.
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Figure 5.4 Rangeseries ofu velocity corresponding to Figure 5-3, assuming a speed of propagation of 0.71
ms~ at 109T. a) u (ems' ) at each depth level overplotted. b) normalised plots ofu.
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Figure 5.5 Rangeseries ofu velocity for the leading wave of the afternoon of the 19th August at S140,
assuming a speed of propagation of 0.77 ms'1 at 115 T. a) u (ems'1) at each depth level overplotted. b)
normalised plots ofu.
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Figure 5-6. Profiles of buoyancy b through the centres of internal solitary waves at SI40.
a) Morning of 19'h August, first wave, from thermistor string and RCM
b) Afternoon of 19th August, first wave.
, from thermistor string and RCM
c) Morning of 20th August, first wave, from thermistor string and RCM
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FIGURE 5-7a Profiles of a) temperature, b) salinity, and c) potential density d) buoyancy frequency, from
measurements on the shelf 19-21 August 1995 near S140, e) deeper density profile derived from an
average ofCTDs over the continental slope.
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Figure 5-8. Linear modal functions
a), c)
- 140 m water depth, b), d)
- 400 m water depth.
a), b)
- modes of displacement (equivalently vertical velocity). C), d)
- modes of horizontal U velocity.
Mode 1 is shown as a solid line, mode 2 as a dotted line, mode 3 as a dashed line.
The displacement modes are normalised to a maximum of unity, and the U velocity modes are those
appropriate to the normalised displacement modes, (e.g for a wave of displacement 1 m, the surface
velocity from c) would be -0.016 ms"1.
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Figure 5-9. Variation of a) linear phase speed Co, b) dispersive coefficient y, c) non-linear coefficient (X,
and d) second-order non-linear coefficient OCi as a function of water depth.
Solid line: from mean profile Figure 5-7
Dashed line: A Two-layer approximation (see text)
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Figure 5-10. The limiting amplitude 7]c predicted by [2-51] from the EkdV coefficients of Figure 5-9 (Solid
line ). Dashed line: two layer approximation.
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Figure 5-11. Profiles of (a) density and (b) buoyancy frequency in 140 m water depth for the original
density profile (solid line) and a tanhfit to the profile (dashed line).
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Figure 5-12. Modal structures for the tank fit to density shown in Figure 5-11. Note the linear mode = (f>
(z), first non-linear mode = (j> 10(z), first dispersive mode = (p 01(z), and second non-linear mode = (j) 20(z),
see [5-1].
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Figure 5-13. Simulated u-velocity fields for a -35 m EkdV internal solitary wave. A) Including only linear
(0) terms b) including also (pio,terms, c) including also (f) Jerms, d) including also <jr ,terms. Contours
are at 0.1 ms'1 intervals as shown in the legend
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Figure 5-14. Simulated buoyancy fields of a -35 m EkdV internal solitary wave. A) Including only linear
(0) terms b) including also (f>10,terms, c) including also <f',terms, d) including also <j?,terms. Contours
are at 0.002 ms2 intervals as shown in the legend.
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Figure 5-15. Simulated u-velocity fields for EkdV internal solitary wave in 140 m water depth. Fully first
order non-linear modes included, a) -20 m ((/>) terms b) -30 m, c) -35 m, d) -40 m, e) -45 m. Contours are
at 0.1 ms'1 intervals as shown in the legend of Figure 5-13.
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Figure 5-16. Simulated buoyancy profiles in the centre ofEkdV internal solitary wave in 140 m water
depth. Fully first order non-linear modes included. A) 20 m (<p) terms b) -30 m, c) -35 m, d) -40 m, e)
45 m.
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Figure 5-17. Simulated u-velocity fields for a 50 m EkdV internal solitary wave in 400 m water depth. A)
Including only linear (0) terms b) including also <p',terms, c) including also (f1, terms, d) including also
(l>0,terms. Contours are at 0.1 ms'1 intervals as shown in the legend. Top 140 m only shown
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Figure 5-18. Simulated buoyancy fields in the centre of a -50 m EkdV internal solitary wave in 400 m
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including also (p , terms
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Figure 5-19. Half width L of the internal solitary wave measured by thermistor chain at T400 on the
morning of the 19th August, as a function of depth. The half-widths of the leading edge and of the following
edge are shown as asterisks and diamonds respectively. The possible in error of the measurements due to
uncertainty in phase speed is 10 m.
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Figure 5-20. Half width L of the internal solitary wave measured by ADCP on the afternoon of the 191
August, assuming a speed 0.77ms', direction 115T, as a function of depth. Note: errors due to uncertainty
in the phase speed are included in the plot derived from this, Figure 5-22 (wave 2).
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Figure 5-21. Comparison of normalised displacement curves from T400 (dotted lines) with theory (Plus
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Figure 5-22. Half widths L of three internal solitary waves observed at S140 (see text). Asterisks mark
mean value of width, error bars mark uncertainty due to uncertain speed of propagation. Dashed lines
mark the predicted half width L due to theory for the wave amplitudes annotated on the lines.
A) KdV theory
B) EkdV theory.
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Figure 5-23. Comparison of observed and theoretical phase speeds
A) Observations (symbols with error bars) and KdV theory (lines) for the different wave amplitudes {-20,-
30,-40,-50, -64 J annotated at the end of the lines.
A) Observations (symbols with error bars) and EKdV theory (lines) for the different wave amplitudes {-30,-
40,-42,-44,-46,-60, -64} annotated at the end of the lines. EkdV predictions only shown to 700 m depth.
Triangles: speed between S200 and S140. Squares: speed between S700, S300 and S200 (Triangle 2).
Asterisks: speed between T700, S700, T400. Cross: speed between SAR and S700, 20th pm. Diamond: speed
between SAR and S700, 21s' pm.
178Chapter 6
A NON-LINEAR MODEL OF THE REFRACTION, SPREADING AND SHOALING OF
INTERFACIAL SOLITARY WAVES IN THE OCEAN
6.1. Introduction
Many satellite SAR images of internal waves indicate a common feature of the waves, namely that the
wavefronts are curved, sometimes strongly so (e.g. Strait of Gibraltar, Figure 6-1), suggesting either a point
source generation, or a refraction mechanism, or both, is taking place. In some situations the curvature of
wavefronts differs between tidal cycles (e.g. coast of Oregon (Kropfli et al 1999), Strait of Messina (Brandt
et al 1999a), Strait of Gibraltar (Pierini 1989: see his Figure 1)). This suggests that differences in the initial
waveform, or the background stratification, or the current, are important in determining the curvature, rather
than just refraction due to the changing water depth (which of course does not vary between cycles).
It is interesting to note how Figure 6-1 compares with the results of Chapter 4 which showed that at the Malin
shelf-break there is little refraction of the internal solitary waves. In section 4.3 it was shown that this was
due to relatively small changes in phase speed as the waves cross the continental slope. The reason for this
may be thought to be that as the waves are high frequency (short, or deep-water waves) the phase speed is not
strongly dependent on water depth, as predicted by the linear expression [2-17]. However, in the case of
internal solitary waves it is not sufficient to investigate these linear effects, and the additional effect of phase
speed dependence on amplitude must also be studied. In order to study this, the change of wave amplitude as
it crosses the slope, in other words the shoaling of the wave, must also be considered. A model to study these
effects is introduced in this chapter, and in the subsequent chapter it will be used to interpret the observations.
In contrast to the recent developments of strongly non-linear models, the development of models of strong
refraction in two-horizontal dimensions has been more limited, with the exception of examples discussed
below.
Watson and Robinson (1991) developed a linear refraction model to simulate observations of internal waves
generated at the Strait of Gibraltar. They stated that the current shear was more important than non-linearity
in determining the phase speed, justifying the neglect of non-linear terms. (However, note that Brandt et al
(1996) gained impressive results (when compared against sequences of SAR images) in modelling the same
region using a non-linear model in one-and-a-half dimensions, which implicitly included the width of the
Strait in the model). Bole et al (1994) also applied a linear refraction model to reproduce some of the
observed characteristics of internal wave propagation in the South China Sea (see discussion in section
1.4.2). However it should be noted that the linear refraction models will not accurately predict non-linear
179wave amplitude evolution, and may also underestimate the speed of the waves. This is discussed in detail in
this chapter.
The KdV equation can be extended to allow for weak two-dimensionality, where the across-wavefront
length-scale is much smaller than the along- wavefront scale, to give the Kadomtsev and Petviashvili (1970)
equation. (In this paper the term two-dimensional refers to two horizontal dimensions with a vertical (z)
coordinate assumed implicitly: and likewise one-dimensional to a slice in the vertical plane). This equation
has been used by Pierini (1989), to simulate the Strait of Gibraltar waves, and Chen and Liu (1995) to
analyse weak spreading and refraction in two-dimensions. This equation has not been chosen here for the
following reasons: firstly the weak two-dimensionality was found to be too restrictive for this study: and
secondly the prohibitive computational time and difficulties of numerical solution (see Grimshaw and Tang,
1990, for discussion) made it difficult to implement. To expand further on the first objection, internal wave
packets may be observed in which the direction of propagation at either end of the wavefront is 90 or even
180 different (see Figure 6-1), whereas the Kadomtsev-Petviashvili equation assumes weak spreading about
a dominant single propagation direction. It should be noted that even if the initial conditions for a KP model
are of a weakly curving wavefront, there is no way of telling a priori if the curvature will remain weak,
following refraction.
An exception to the lack of strong two-dimensional non-linear models is the special case of radial spreading,
where the environment is cylindrically symmetric about the generation site. A non-linear radially spreading,
refraction model was developed by Liu et al (1985) to simulate internal waves in the Sulu Sea. There it was
found that radial spreading was important in reducing wave amplitude along the wavepath. Consequently in
this study spreading effects due to refraction and/or point sources will be included, but without restriction to
radial spreading, which only occurs in special cases.
In the refraction model presented here, wavefront spreading and consequent amplitude reduction with time is
included via a simple algorithm, which can handle variations of bathymetry and stratification oblique to the
wave-ray path. The present model does not include the effects of background currents or current shear: this
will be considered in later work.
The spreading algorithm is tested on the evolution of a single soliton in the special case of radial spreading in
constant depth, and compared against known analytical results with success. The shoaling algorithm is tested
against the ray-model of Zhou and Grimshaw (1989) and Pelinovsky et al (1994) for the case of soliton
evolution in slowly varying one-dimensional depth and good results are obtained. Further, the case of the
refraction of a linear wave across a wedge-shaped bathymetry is studied and compared with theoretical
results. Finally the model is applied to the evolution of non-linear solitary waves across the wedge.
180The model is tested here with idealised density stratification of two-layers. This is done to facilitate
comparison with theory. The extension to continuous stratification is fairly straightforward (as this only
affects the coefficients of the evolution equation) and will be treated in a later paper in relation to
observations.
6.2. The refraction of linear and non-linear waves
The oblique incidence of internal wave rays onto varying bathymetry may cause refraction of the wavefronts,
due to the varying phase speeds along the wavefront. As with surface waves, the internal wave phase speed is
dependent on depth (as well as stratification and current shear) as shown below for the linear case. For both
surface and internal waves, phase speed decreases with decreasing depth. This can be seen simply from the
linear phase speed expressions for long surface waves (cs),
[6-1]
(where H is the water depth) and for long two-layer internal waves (c0) (assuming a rigid lid) given by [2-
16]. The assumption of long waves is equivalent to that of shallow water waves: i.e. the wavelength is
significantly longer than the water depth. Clearly cs decreases with decreasing H, while Co decreases with
decreasing h2 (assuming h) remains fairly constant) and hence with water depth H.
For long linear waves the refraction of the wave obeys Snell's Law:
smfef =coref
sin ^<" co
[6-2]
where (j>"1 and <|)ref refer to the incident and refracted angles respectively, between the wave direction and the
gradient of bathymetry (Pelinovsky et al 1994), and coin and corcf are the corresponding phase speeds of the
incident and refracted wave, dependent only on water depth (if we assume the top layer thickness does not
change).
In this paper the extent of how the linear refraction effects are modified by the introduction of non-linear
terms is investigated. For instance, as the wave approaches shallow water it may shoal and grow in
amplitude. According to first order and second order non-linear theory the phase speed of a wave should
increase with increasing amplitude, as shown in section 2.5. Clearly the amplitude evolution is important in
non-linear wave modelling, and this aspect will be dealt with in detail here, with comparisons against
analytical results where possible.
1816.3. Development of a non-linear refraction model
In this section the main characteristics of the new refraction model are described.
6.3.1 Non-linear evolution algorithm
As discussed above, a refraction model of realistic internal waves needs to include non-linear terms to
represent correctly both the phase speed of the waves and the waveshape. In brief the model computes the
non-linear evolution of waves along rays, and then derives the change in amplitude due to ray spreading. The
effect of changing depth on the linear and non-linear properties of the waves is also included. These
components of the refraction model are discussed in detail below.
For the evolution component of our model the extended KdV (EKdV) equation [2-47] (Holloway et al 1999,
Lamb and Yann 1996, MB) has been used. The EKdV equation is particularly appropriate in situations where
internal waves displace the thermocline down towards the critical level hc where the non-linear coefficient a
becomes zero. In a two layer fluid, with comparable densities in each layer (weak stratification), this
corresponds to mid-depth, as mentioned above.
Kakutani and Yamasaki (1978) obtained the EKdV equation by assuming the wave amplitude is close to the
value (hr hc) where h, is the layer interface, in a two-layer environment. MB then showed both numerically
and experimentally that the EKdV was capable of simulating the behaviour of moderate and large amplitude
waves provided the criterion of hj~ hc was satisfied. They further confirmed the suitability of the first order
KdV equation in two layers for all ratios of layer depth provided the wave amplitude was small.
6.3.2 Influence of variable bathymetry
Pelinovsky et al (1994) have described how to modify non-linear equations (such as the KdV, EKdV) to deal
with variable bathymetry. Along an internal wave ray, the integral of energy flux over depth and wavefront
length A (equivalently ray tube width) must be conserved. This integrated energy flux is given by
(Pelinovsky et al 1994)
o
F - J J pudzdA
a-h
[6-3]
Where p is the fluctuation pressure, dA is differential wavefront length, and u is the internal velocity.
Assuming that the waveform is constant along the ray tube (or segment of wavefront),
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F = A J pudz
-H
[6-4]
Now, to the lowest order, (as discussed below, higher order terms need not be considered here as the change
in the background environment is assumed to be slow compared to a typical wavelength),
2 3$
[6-5]
(Pelinovsky et al 1994), giving
= 4r<42
-H dz
[6-6]
And this must be conserved following the ray, i.e. 3F/3x=0, where x is the (horizontal) distance along the ray.
Note that Co, p, and (|> depend slowly on x, and so derivatives of these quantities with respect to x cannot be
neglected. If L is a typical length of the waves, the length of the slow variation of Co, p, and <|) may be
expressed as L/a, where a is a small parameter. It follows that in non-dimensional terms the gradient terms
of these quantities are O (a). Differentiating [6-6] along a ray:
+
dx
[6-7]
Denoting.
-H dz
[6-8]
(so that F=MAr)2) then, from dF/dx=0, and dividing [6-7] through by 2At]M gives
183dx
[6-9]
The change in amplitude with range is dependent on the variation in the modes and phase speed with range
(first term) and the change in wavefront length (i.e. the spreading) from the second term. These effects have
been derived also by Zhou and Grimshaw (1989), and Liu (1988) and Djordevic and Redekopp (hereafter
called DR, 1978) for special stratifications.
The new term may be added to the EKdV equation [2-47] as follows. Denoting changes in waveform 5t]
over discrete distances öx along the ray as 8r|/8x, the resultant change due to variable depth is
il
= -L\JL ÜÜI
- Ml §}
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so that over a time 8t the change in waveform is given by
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To the lowest order 8x/8t is the linear phase speed Co. Taking limits of infinitesimal 8x/8t, expression (6-10)
can be included as an additional term in the EKdV equation
( M\ driJ BrT\ ( 2dn) f d'v) c0 t, dM _cJ r, MX
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And
2{A dx)
[6-12]
gives
rjt + c0 (x)T]x + a(x)rjr]x + ax (x)rj2r]x + y{x)r]xxx + v(x)r) + S(x)?j
= 0
[6-13]
184which is the variable coefficient EKdV equation (called here vEKdV). Here v(x) denotes the effect due to varying
bathymetry and S(x) is the spreading effect. Note that now all the coefficients are functions of the range variable
x, due to the dependence on water depth on range x (and possibly also due the dependence of stratification and
current shear on range). Term [6-11] was used to model internal waves on the North-West Australian shelf
(Holloway et al (1997)), where they used an equivalent expression. The evolution equation [6-13] is solved
using an implicit finite difference scheme explained in Annex C.
The first order equivalent of expression [6-13] (the vKdV, with no cubic non-linearity) has been derived by
Grimshaw (19 79) and Pelinovsky et al (1994). The second order equation (vEKdV) was presented in Holloway
et al (1999).
This may be simplified in the case of 2-layer stratification (DR). Noting that the expression for the modal
function (j> (z) for the two layer case is given by [2-18], it is easily seen that after suitable integration
[6-14]
Where the assumption is made that as the depth varies, the top layer thickness hi remains constant but the bottom
layer thickness varies according to h2(x)=H(x)-hh where H is the water depth. It should also be noted that c0 is a
function of x through its dependence on h2.
Using this expression in [6-11], and for the moment neglecting the variation of ray-width (the S(x) term), in other
words considering a one-dimensional environment, an expression for the evolution in variable depth in a two-
layer fluid can be derived. On differentiating expression [6-14], and remembering that the phase speed co(x),
given by [2-16], is now a function of x, one eventually gets the end result
dh2
4 dx h^x)^ + h2(x))
[6-15]
This was obtained by DR and is the effect due to slow variation of the water depth in a two-layer system.
6.3.3 Response of solitary waves to slowly changing water depth
From the variable coefficient KdV equations discussed above, some expressions for the variation in wave
amplitude of solitary waves due to slow depth variations can be derived. These expressions will be later used to
test the refraction model.
185Zhou and Grimshaw (1989) have given the expected amplitude variation of a first order KdV soliton as it
passes through variable bathymetry. The soliton is assumed to adjust to the natural KdV soliton of the
environment: (the sech2 form described in section 2.5) this assumes that the bathymetry variations are slow
compared to the soliton length-scale L. In the absence of spreading, the variation of amplitude can be derived
from conservation of energy:
[6-16]
which was derived from [6-6] by dividing the energy flux by the speed c0, but now integrating over the
domain range x rather than over the ray tube. Consider a KdV soliton given by the sech2 form of [2-34]. Then
the energy is given by
77n2sec/i
- -dzdx
The sech4 function can be integrated by parts to give
fsec/z" A(x-ct) 4L
- -dx =
L 3
so that the energy E which is to be conserved is given by
[6-17]
[6-18]
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then using the KdV relationship [2-35b], one obtains
24_2 fl27
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[6-19]
As E is conserved it follows that % varies according to
\1/3
acn
r(M)2
[6-20]
[6-21]
186where M was given in [6-8] and other symbols are as defined in the main text. This is equivalent to the
expression given in Zhou and Grimshaw (1989).
A similar approach may be applied to solitary wave solutions of the EKdV equation (Grimshaw et al 1999).
However the solution is considerably more complicated, and for simplicity in section 6.4 a numerical check
for the EKdV solitary wave solution which conserves energy in variable depth is performed.
6.3.4 The fission of internal solitary waves in rapidly varying water depth.
When the water depth changes rapidly the adiabatic approximation described above, of the wave holding a
soliton shape, does not hold. DR discussed the nature of wave transformation in this case. In the extreme case of a
step change in depth, DR calculated the number of solitons on the shelf side that would emerge from the initial
condition on the deep ocean side. DR considered a two-layer environment and an exponentially stratified
environment, both with KdV dynamics, and a two-layer environment with finite depth (Joseph 1977) dynamics.
For compatibility with our 2-layer KdV model, the 2-layer KdV results are described here.
For a KdV soliton, in a two-layer situation, the width of the soliton is given by (using [2-35b] and [2-28b])
rjoa
[6-22]
Assuming the top layer has constant thickness and the bottom layer varies as h2(x)=H-hi, and that h2hj, then
for a given wave amplitude r)o, the width of the wave is less in shallower water. In other words, a wave with
given amplitude r)0, initially in deep water, when passing across the step change to shallow water, will be longer
than the shallow water soliton of the same amplitude. Consequently it will start to evolve into a set of soliton
waves, following the long wave transformation process discussed in section 2.8.
DR showed that the fission law for solitons in this situation is given by
= H
-5I4 H,-DK
2
'
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where D =
D +1
H.+D.
3/4
[6-23]
And where h2<*, and h^ are the lower layer depths on the deep ocean side and the shelf side respectively. This
expression will be compared with the numerical results for propagation over rapidly varying bathymetry in
section 6.4.
1876.3.5 Ray method and spreading algorithm
The ray part of the model is implemented as follows. The model is set up with a number of radial rays
perpendicular to an initial (prescribed) wavefront position at initial time to- For each radial the vEKdV
equation [6-13 with S(x)=0] is used to predict the wave evolution. The model is run over a period of n
timesteps, and the phase speed c of the leading wave is calculated from the numerical results. Typically n was
chosen so that the spreading algorithm described in the next paragraph was applied every time period of the
wave. (As the spreading was assumed to be slow, it was not calculated every timestep, in order to reduce
computation time).
This phase speed c is used to project the previous wavefront forward by a distance cndt, along each ray (c is
varying between the rays due to the cylindrically asymmetric bathymetry), at the initial ray direction. At the
end of the n steps, the new distance between the wavefront on one ray and that on the next ray is noted. From
this the term S(x) can be calculated, and this is applied to the waveform. For interior rays S(x) is derived
from a centred difference, using the linear segments either side of the point. If A! denotes ray separation
between a point P on ray i and the point on the next ray I+l, and similarly if A2 denotes ray separation
between P on ray i and the point on the previous ray I-l,
2[(Al+A2)J X J
[6-24]
where subscript J denotes variables at the current time, and subscript J-l at the previous time the algorithm
was applied, and X is the distance moved by the soliton along the i* ray between times J-1 and J.
The spreading term S(x) [6-12] is numerically implemented into the wave evolution equation as follows: If
T)(x) is the output from the vEKdV evolution along the ith ray, with no spreading, then the new waveform
with spreading taken into account, r)s (x) is given by
[6-25]
188Where T is the time between implementations of the spreading algorithm.
The new direction of each ray is calculated as follows after every n timesteps (see schematic Figure 6-2).
From two linear wavefront segments OP and PQ, form perpendiculars to the lines starting at midway along
each line segment. Denoting the point where the perpendicular lines cross as A, then the new ray direction at
P is along the line AP. This can be easily verified as shown in the schematic, by fitting a circular arc to the
points O, P and Q, and noting that the new ray direction should be along a radial of that circle. The line
segment QP may be considered as a tangent at a point midway between Q and P to a circle which has the
same centre but a slightly smaller radius. The same holds for PO. Hence the perpendiculars defined above
will cross at the centre of the circle. The new ray direction AP is then just a radial of the circle, as required.
To test the model, a series of experiments were performed for which analytical results concerning refraction,
spreading and shoaling effects were available. These experiments are detailed below.
6. 4. The shoaling of internal solitary waves
The response of internal solitary waves to varying bathymetry has been tested in the case of an idealised wedge-
shape Continental slope situation. The ocean depth was chosen as 1000 m, the shelf depth 140 m, with a
Continental slope of constant gradient in-between. The gradient of the slope was varied between the runs. The
background stratification was chosen to be two-layer with a constant 50 m top layer. The densities in each layer
were given by pi=1027.5 kgm"3 and P2=1O28 kgm"3, for which the Boussinesq approximation may be made.
Comparisons were made between runs with different slope gradients and different amplitudes, and the results
compared with the theory discussed above.
In Figure 6-3a it is shown how the linear phase speed and the non-linear coefficients of the vEKdV equation vary
with water depth in this situation. The phase speed changes most in depths less than 400 m: in deeper water h2
hi and the phase speed from equation [2-16] becomes
[6-26]
And so is dependent on top layer depth only: which is constant in this situation.
The dispersive coefficient y is proportional to water depth (strictly, to h2), as can be seen from [2-28b] when hi is
constant. The non-linear coefficient a (see [2-28b]) is proportional to (-l/ht) in deep water, but in shallower water
where Ivjhi, it tends to zero (becoming zero eventually at equal layer depths, when the density difference is
small). In contrast the magnitude of the cubic non-linear coefficient ctj (see [2-48]) is less in deep water: (Xi-
3c()/(8hi2) in deep water, while as h?-h,, oci>-3c(/(hi2). (Note these approximations rely on hi remaining
189constant. Further, the cubic term is always negative for two-layer systems, but Holloway et al 1999 have shown
that positive coefficients can exist for multi-layered stratification). The increase in I (Xj I relative to I al in depths of
400 m or less implies that the cubic non-linear term will become more important in these water depths. In Figure
6-3b this is illustrated by showing the variation of the limiting amplitude T)c, given by [2-51], in this environment.
Whereas over the bottom half of the slope the limiting amplitude is around -100 m, or more negative, towards the
top of the slope at depths of 200 m the limiting value r\c is only -42 m and on the shelf in 140 m depth the value
is -19 m. For waves in these depths with amplitudes close to r\c, the shape and speed of the wave will be
determined by EKdV, with the property of broadening as shown in Figure 2-4.
6.4.1 Case 1. Initial wave amplitude 10 m
The first set of experiments used the vKdV equation [6-13 with 0Ci=0], with the shoaling term (v) included but no
spreading (S(x)=0). The initial condition was of a pure KdV soliton of-10 m amplitude in 1000 m water depth
(see Figure 6-4a, wave in 1000 m). The soliton was then allowed to propagate across the slope. Five experiments
were run: in the first three the length of the slope was varied between 1 km, 10 km, and 50 km, and a KdV
evolution model was used. In the fourth and fifth experiments the EKdV evolution model was used for slope
lengths 50 km and 1 km.
It is useful to summarise the amplitude and phase speed evolution from the results first, before detailing the
nature of the transformation. Figure 6-5 indicates how these properties change with depth for the first four
experiments. Comparison is made with the theoretical adiabatic expectation of the evolution of a KdV soliton
(discussed above, equation [6-21]), and with the adiabatic EKdV soliton expectation (discussed below). It is clear
that for the KdV waves, the evolution approaches that expected adiabatically as the slope length increases, and
that for a slope of 50 km, the agreement is almost perfect (Figure 6-5a). For the shorter slope lengths the
agreement with adiabatic theory is not good, and absolute wave amplitude tends to be lower than the theory,
although an adjustment to larger amplitude occurs eventually on the shallow side of the slope. Further, note that
the EKdV wave behaves similarly to the KdV at depths of 300 m or more, but in shallower water it starts to
decrease in amplitude, in reasonable agreement with the adiabatic expectation (see below).
The Phase speeds are displayed in Figure 6-5b. Here the theoretical adiabatic phase speeds are calculated by
computing the speed of the wave of the corresponding amplitude in Figure 6-5a. Note that as the model wave
phase speed is a derived quantity from the numerical results, it is subject to some 'noise' of up to 2 cm/s, which is
the uncertainty in calculating speed due to the grid resolution. Despite this, the numerical results still show good
agreement with the expected adiabatic speeds, both for KdV and EKdV, for the longer slope (50 km) case. For
the shorter slopes (1 km, and 10 km) the agreement again is worse, although these cases were also subject to the
fact that as the slope was so short, reliable speeds could only be measured on the long flat areas of the deep ocean
190and the continental shelf. Finally, note that all the soliton phase speeds are greater than the corresponding linear
speeds, as expected.
The nature of the wave transformation is elucidated by examining the wave profiles at points along the
propagation path.
For longer slopes, as mentioned above, the process tends towards the adiabatic state. The wave slowly increases
in amplitude and retains a soliton form except for the presence of a long flat tail (sometimes called shelf, it is
termed tail here to avoid confusion) behind the wave. This feature has been noted before by Johnson (1994) and
Grimshaw et al 1999, and arises due to the fact that the soliton on its own does not conserve mass (though it does
conserve energy as shown above), and the tail compensates for this. For the KdV wave (Figure 6-4a) this process
can be seen clearly (see the profile in 361 m) and occurs until it reaches the Continental shelf depth of 140 m,
where a small kink also develops at the back of the main wave. It is possible that this kink is the first stage in the
transformation that occurs near the transition zone where a=0 (see Grimshaw et al 1999): for this environment
the transition zone would be at 100 m (h^2), and at 140 m the wave is approaching that point. KdV and EKdV
theory both predict a change in polarity of the solitary wave as it passes through the transition zone (Grimshaw et
al 1999). (The transition zone is not considered here as the main interest here is in shelf-edge scenarios, which are
generally deeper).
For a KdV wave crossing the shortest slope length of 1 km, fission can be seen to occur and a second soliton
begins to form (Fig 6-4b). This may be compared with the expected number of solitons from equation [6-23],
which is calculated for this environment to be 1.9, which is close to the observed number of waves as expected.
The formation of the second soliton makes the amplitude of the lead soliton less than in the adiabatic case, as seen
in Figure 6-5a.
One way to consider the effect of the bathymetry on soliton transformation is to define the ratio r of the steepness
of the wave (v\ofL) to the gradient of the bathymetry s. For the -10 m initial wave, the half width L=578 m, and so
the steepness is 0.017. As it approaches shallow water it increases in amplitude and steepens (for instance a -15
m KdV soliton in 140 m depth has a steepness of 15/219-0.07). The bathymetric slope gradients s are equal to
0.86, 0.086, and 0.0172, for slope lengths of 1 km, 10 km and 50 km respectively. Hence for the short and
medium-length slopes the ratio r < 1 everywhere. For the longer slope of 50 km, r~l initially and r>1 towards
the end of the propagation. It seems that in general the ratio r must be greater than unity for the adiabatic
approximation to hold
Next the behaviour of the same initial soliton is considered but using the EKdV evolution model (in 1000 m
water depth, the EKdV wave of amplitude -10 m is nearly identical to that of the KdV). Initially the evolution is
similar to the KdV case, with the formation of a tail (in 366 m depth in Figure 6-4c). However, as it approaches
191the shallow water the back face starts to steepen, undulations form behind it and the wave form becomes less
negative (compare the waveform in 140 m depth in Figure 6-4a and that in 140 m depth in Figure 6-4c). Note
here that the maximum values of solitary wave amplitude predicted by EKdV theory, given by r\c=a/(X\, are -42
m in 200 m water depth and -19.4 m in 140 m depth as shown in Figure 6-3b. Consequently the EKdV dynamics
preclude the formation of large growths in amplitude in the shallow water (whereas the KdV dynamics have no
limiting amplitude). This will be seen in more clarity in the next set of experiments.
Finally here the transformation of the EKdV wave across the short slope (Figure 6-4d) is shown. This time the
transformation is less dramatic than Figure 6-4b and there is no evidence of the formation of new solitary waves.
6.4.2 Case 2. Shoaling of large amplitude waves.
In the second group of experiments, the evolution and shoaling of large amplitude waves is studied. Here only the
EKdV model has been used for the numerical experiments. This is because the growth in the KdV solitons is so
much that the waves become large and narrow and very difficult to resolve numerically. However this is not a
problem for two reasons. Firstly the KdV behaviour can be predicted analytically, and as shown in the first set of
experiments, this agrees well with the numerical model when the numerical resolution required is not prohibitive.
Secondly, for large amplitude waves (here -20 and -30 m), the KdV theory is unlikely to be appropriate in
shallow water, where the amplitude is a significant proportion of the total depth, and higher order models should
be more suitable. In particular, as the wave will be extending the thermocline towards mid-depth, the EKdV
model should be the best model, following the explanation and results of MB.
Note first that from the adiabatic equation [6-21], for a given continental slope, the final and initial KdV soliton
amplitudes are always linked by the same constant of proportionality. From Figure 6-5a, it can be seen that the
final amplitude of the adiabatic KdV soliton is 1.7 times the initial wave. Hence it may be expected that all waves
increase by this much, so that a -20 m KdV wave will evolve to -34 m, and a -30 m wave to -51 m. This can
now be compared with the EKdV results.
Summary plots of the evolution of wave amplitude and phase speed with time are shown in Figure 6-6. Here
results are shown for the -10 m EKdV wave (shown before) and -20 and -30 m EKdV waves. It can be seen that
the curves show similar behaviour, with an initial increase in absolute amplitude as the depth decreases and then a
decrease as the shallow water is approached (Figure 6-6a). The change is most dramatic for the -30 m wave,
which increases to -38 m in 300 m water depth before reducing to -35 m in 200 m and then -18 m in 140 m
depth. Again this is due to the wave being limited to stay below the theoretical maximum amplitudes shown in
Figure 6-3b. The absolute final amplitude (18 m) is considerably lower than that for the KdV expectation (51 m).
192As a consequence of the amplitude reduction, the phase speed of the EKdV waves reduces considerably in the
shallow water (Figure 6-6b). In sections 6.6 and 6.7 it will be shown how this can lead to strong refractive effects.
On Figure 6-6 the expected adiabatic phase speeds are also shown, which confirm the behaviour of the model.
The calculation of the adiabatic values is discussed next.
Next the reason for the EKdV wave diminishing in amplitude as it approaches shallow water, which is in contrast
to the behavior of the KdV wave, is considered. The propagation of an EKdV wave as it adiabatically moves into
water of different depth has been considered theoretically by Grimshaw et al 1999. The theory is rather
complicated, so for simplicity, the same problem is considered numerically. The problem is basically: for an
internal solitary wave of given energy, and of an initial amplitude T^ in water depth ho, what is the amplitude of
the wave in a different water depth, assuming that energy is conserved, and the wave adiabatically adjust to a
soliton form? For comparison, the solution for the KdV equation was given above in [6-21]. This KdV solution is
plotted in Figure 6-7a, where for a number of water depths between 140 m and 100 m, the energy is plotted as a
function of amplitude. The important point to note about this plot is that for a given value of energy (a slice
parallel to the x axis), the wave amplitude increases with decreasing depth. This confirms the findings of Figures
6-4 and 6-5.
The corresponding plot for the EKdV equation is shown in Figure 6-7b. Here the curves have been derived by
computing numerically the EKdV waveforms on a constant depth for the different amplitudes, and then
computing the integral of the energy over the whole solitary wave. This was repeated for every water depth
considered. There are two points to note about Figure 6-7b. First, the energy-amplitude relationships are similar
to the corresponding KdV (Fig 6-7a) for small wave amplitudes (between -15 m to -5 m), whilst for larger
(negative) amplitudes the EKdV energies are greater than the KdV wave. The agreement at small amplitudes is
to be expected as the two equations coincide in the small amplitude limit. The divergence at larger amplitudes is
due to a property (MB) of large amplitude EKdV waves growing wider with increasing amplitude, eventually
reaching a critical amplitude Tic where energy and mass go to infinity. The critical amplitude r\c was given by [2-
51], and in cases where the density differences are small, this tends to h given by [2-49].
The second point arising from Figure 6-7b is that for shallow water (i.e. 300 m to 140m) the curves behave
substantially differently to the KdV case. This was discussed above where it was shown that the ratio of the
cubic non-linear term to the non-linear term becomes much greater in these water depths compared with deep
water. In these shallow waters, for a given value of energy (a slice parallel to the x axis), the wave amplitude
decreases with decreasing depth. This confirms the findings of Figure 6-6a. In other words, to conserve
energy, the internal solitary wave must decrease in amplitude (this amplitude decrease is compensated for by
an increase in width).
193Figure 6-8 shows the transformation of the large amplitude EKdV waves for the long slope (50 km) and short
slope (1 km). In all cases, after shallow water depths of less than 300 m are reached, the back-face steepens
and a wavetrain forms behind. For the short slope the following waves are somewhat less regular. Again
there is no evidence of formation of new solitary wave formation in Figure 6-8b) and d). The lead solitary
wave is reduced in absolute amplitude to 19 m by 140 m water depth in all cases.
6.5 Radial Spreading of internal solitary waves
Next the model is tested for the case of the propagation of a first order (KdV) soliton in a cylindrically
symmetric, constant depth environment, for which analytical solutions have been demonstrated by (Miles
1978, Ostrovsky and Stepanyants 1989).
First, note that in a cylindrically symmetric environment (and with constant depth), the vKdV equation [6-13
with OCi=v(x)=0] reduces to the cylindrical KdV (cKdV) equation :
r> It
[6-27]
To see this, note that in the case of radial spreading, the arc length A between two rays separated by an angle
of 80, and located at a distance r from the radial centre is
A = rS6
[6-28]
Considering the change in arc length that occurs between t=ti (where A=A) and r=^) and t=t2=ti+St, (where
A=A2 and r=r2),
4
= rx86
4
= r2Se
[6-29]
As a consequence, the spreading term S(x) in equation [6-12] is given by
( ) ] (
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[6-30]
194Where t is the time from the start of the disturbance at the centre r=0, Here it is assumed that 8c/ co=(c-co)/ c0
is small, where c is the actual wave speed, so only the first term in the Taylor expansion of (l+8c/ Co)"1 has
been used.
Hence it is clear that in the special case of radial spreading, the vKdV equation reduces to the cylindrical
KdV equation. Ostrovsky and Stepanyants (1989) have summarised the behaviour of an internal KdV soliton
under the influence of radial spreading and showed that the amplitude reduction is given by
[6-31]
Where v\o is the wave amplitude. (This assumes that the timescales for reduction due to spreading are slow
compared with the soliton time scale L/ c0.) The following experiment tests to see if this relationship holds in
the general refraction model.
In this experiment the refraction model is set up with an axisymmetric initial condition, of a KdV soliton, of
amplitude -20 m, in a two layer environment with constant depth 200 m and hi=50 m. The refraction model
is run with first order non-linear terms only, to enable comparison with the cKdV equation [6-27]. For this
special case of radial spreading, the rays form a periodic set every 2tc radians, and this conveniently enabled
cyclic boundary conditions to be used on the ray spreading algorithm. For the case shown in Figure 6-9, 20
rays were chosen. The initial soliton was chosen to be some distance from the radial centre, as both the
refraction model and cKdV are not suitable close to the source, where r
"*'
> .
.
The refraction model was compared against both the analytical expression for amplitude reduction [6-31],
and the cKdV equation [6-27] evolved numerically with identical initial conditions. The comparisons have
been made in terms of the extent of amplitude reduction due to spreading, and the range-time graph
indicating the relative phase speeds.
Figure 6-9a shows qualitatively that the refraction model correctly simulates the nature of radial spreading.
The rays (thick lines) lie on radials and the segments of wavefront (thin lines) all spread equally with time.
The evolution is shown more quantitatively in Figures 6-9b and c.
The amplitude reduction due to the spreading (Figure 6-9b) shows that the calculation made with the cKdV
agree with the analytic expression [6-31], which confirms that the assumption of slow spreading is correct.
The refraction model results (solid lines) are shown for each ray, which in fact overlie each other, as
expected. There is, however, a small difference between the refraction model results and those of the cKdV.
The difference is 0.05 of the original amplitude after propagating around 200 length-scales (~40 km). This
difference was not due to the number of rays used in the refraction model (doubling the number of rays made
195no change), and is presumably due to the discrete wavefront approximation made in the model, and the
simple ray method.
(It should be noted that in the ocean, internal wave amplitudes are typically less than 50 m, for which the
error of 5% is equivalent to a maximum of 2.5 m inaccuracy, a value which is probably small in comparison
to other external effects such as dissipation and interactions with other oceanic features, which may occur
over ranges of the order of 40 km.)
The corresponding plot of the distance moved by the soliton over time is shown in Figure 6-9c, for both the
cKdV, the refraction model, and the equivalent propagation by the soliton with no radial spreading (i.e. at a
constant phase speed). The agreement here between refraction model and cKdV is remarkably good. It
should be noted in fact that the error in propagation range due to the ~5% error in wave amplitude discussed
above is about 1 length -scale after the propagation over 200 length-scales. The fact that the wave is slowly
reducing its speed due to the reduction in wave amplitude (following expression [6-31]) can be seen by
comparing with the constant speed line.
6.6 Refraction of a planar linear wave obliquely incident on a Continental slope
The final test of the model is to confirm that it predicts the correct refraction in a case where an analytical solution
exists. In the following example SnelPs law [6-2] can be simply applied to check the model results.
The refraction of an initially planar wavefront obliquely inclined to a wedge shaped continental slope has been
studied. For this experiment the slope gradient was chosen to be 0.1, which corresponds roughly to the middle of
the three gradients considered in section 6.4. The oblique angle of incidence was chosen to be 45.
Five rays, spaced by 14 km, were initialised with a planar solitary wave and the propagation followed for 4000
minutes (-67 hours) during which the wave crossed the slope and travelled around 100 km. The first case studied
was that of linear propagation (no non-linear terms: a, a1; and y =0 in [6-13]) to compare with Snell's law for
linear long waves discussed above. The resultant ray plot is shown in Figure 6-10a. Here the Snell's law
prediction (for phase speed Co) is overplotted as dashed lines. It can be seen that agreement is good between the
model and the Snell's law predictions, with the exception of a small error for the end rays. This occurs because in
this case the spreading algorithm for the end rays could not take advantage of any cyclic nature of the domain
(unlike the radial spreading case), and the condition on the end rays was set that the direction of propagation be
perpendicular to the end wavefront segment at the last timestep. (This is slightly less accurate than the centred
difference type of scheme for the interior rays, as it does not take into account variations in depth on both sides of
the ray, by necessity).
196The amount of refraction seen in Figure 6- 10a is not particularly large (i.e. the rays are not bent to a great extent),
and this is because the linear phase speed (see Figure 6-3a) only changes in the shallower depths of 400 m or less,
and the overall change in phase speed is not great (0.07 ms"1). (In other situations this may not be the case: for
instance when h, varies at the different depths).
6.7 Refraction of a planar internal solitary waves obliquely incident on a Continental slope
Next the refraction of internal solitary waves across the wedge shaped slope was investigated. Figures 6-10b, c,
and d show the refraction for a KdV soliton of amplitude -10 m, EKdV solitary wave amplitude -10 m, and
EKdV solitary wave amplitude -30 m respectively. Again the Snell's law prediction is overplotted, for linear
long wave phase speed c0, as dashed lines.
The refraction for the non-linear waves of amplitude -10 m is actually quite similar to the linear case, the main
difference with the linear case being the greater distance between wavefronts (i.e. higher phase speed). The
bending of the rays for the -10 m waves is not significantly different to the linear case, as a result of the fact that
the ratio of the soliton speed in shallow water to the speed in deep water is similar in all cases. Note first that as
the initial rays are parallel and that each ray meets the same bathymetry gradient (albeit at different times) it
follows that the rays remain parallel when they are all on the shelf, where there is no spreading. Hence the
behaviour along each ray will be similar to that for the experiments of section 6.4 which considered incidence on
a wedge shaped bathymetry in the absence of spreading. From Figure 6-5b the ratio of shallow water (140 m) to
deep water (1000 m) phase speed for -10 m KdV soliton, -10 m EKdV soliton and the linear wave are 0.81,0.77,
and 0.82 respectively (using the theoretical adiabatic prediction as a guide here). From Snell's law [6-2] it follows
that the change of propagation direction and hence bending of wavefronts is governed by this ratio, and so the
rays will follow similar paths in all three cases. (Note again that this result may be different in cases where the top
layer thickness changes across the slope.)
A significant difference is seen for the large amplitude, -30m, EKdV soliton (Figure 6-lOd). Here the
corresponding ratio of the soliton speed in shallow water to the speed in deep water is given by 0.67 (Figure 6-
6b). This is a result of the extreme change in speed which the large amplitude soliton undergoes as its wave
amplitude becomes limited in shallow water to -19 m. Consequently one may expect a larger change in ray
direction, as seen from the results. Also, the overall distance travelled is greater as expected. The effect of the
increased ray bending is to make the wavefronts become more parallel to the slope.
6.8 Summary
In this chapter, results on the development and preliminary application of a non-linear refraction model of solitary
waves have been presented. This ray model includes algorithms to deal with the non-linear changes in amplitude
197and phase speed due to varying bathymetry, the consequent bending of rays following Snell's law, and the effect
of ray spreading on wave amplitude.
The model has been tested in various idealised scenarios where analytical results are available. The response
to varying bathymetry has been compared against laws governing the evolution of solitary waves in both
slowly varying (adiabatic) changes and rapid changes in water depth. Both first order (vKdV) and extended
(vEKdV) non-linear evolution models were tested. The agreement of the KdV waves with theoretical
predictions is good for both slow and rapid changes. In the former case the solitary wave slowly changes in
amplitude but retains the solitary wave form (except for the formation of a long, small amplitude behind it):
in the latter case the soliton is seen to split into a number of waves, a process known as soliton fission. It is
found that a rough guide to whether the bathymetry can be considered slowly varying or rapidly varying is
given respectively by whether the ratio of wave steepness to bathymetry gradient is greater or less than unity.
The difference between the vKdV and vEKdV predictions was significant. Whereas the vKdV model predicts
a steady growth in wave amplitude, following equation [6-21], the vEKdV model predicts a capping of wave
amplitude and phase speed in shallow water depths (see Figure 6-6). For a large amplitude initial wave (-30
m), it was found that the vEKdV predicted evolution into a significantly smaller wave (-19 m) in shallow
water. The reduction in wave amplitude was compensated by an increase in wave width and energy was
conserved.
The spreading algorithm has been tested in the simple case of radial spreading where again good agreement
was found between the refraction model and the theoretical decay of a cylindrically symmetric soliton. The
wave shows a decay law of amplitude
<* fm.
The final test was the comparison of the predictions of Snell's law with the results of the refraction model in
the scenario of a planar linear wave obliquely incident on a wedge-shaped continental slope, ranging from
1000 m depth to 140 m depth. Again the agreement was good.
Finally the oblique incidence of solitary waves on the wedge-shaped continental slope was studied. For small
amplitude waves (-10 m) the solitary waves were found to travel faster than the linear wave, but the
refraction (ray bending) was similar to the linear case. This was due to the ratio of solitary wave phase speed
in shallow water to that in deep water being similar in both the linear and non-linear cases. From Snell's law,
this meant that the rays would undergo similar changes in direction. In contrast the refraction of a large
amplitude (-30 m) EKdV solitary wave was much stronger, as the ratio of speeds was considerably smaller.
The examples discussed above have been presented to show the capability of non-linear effects to alter the
refraction properties of internal waves, and to test the model. It should be pointed out that the approximations
198to the background stratification used in this paper, namely a two layer environment with constant mean
thickness upper layer depth is too idealised for a general real ocean scenario. More realistic approximations
to oceanic stratifications include a stratified upper water column over a constant density deeper layer (typical
of continental shelves in summer), two constant density layers separated by a thick pycnocline (a three-layer
environment), and a near-continuous gradient of density (typical in deeper water). In Chapter 7 the model is
applied to the realistic SES environment.
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Figure 6-1. Internal bore just about to exit the Strait of Gibraltar. Note the strong curvature of the
main wavefront due to its close proximity to the source (generally accepted to be the sills in the Strait
(Brandt et al 1996)), and possible refraction due to changing water depth, inflow at the surface,
current shear, and variable stratification. From an ERS-2 image, 18th March 1998, 1102 UTC. ©ESA
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Figure 6- 2. Schematic ray diagram. QP and PO are linear wavefront segments, and the dotted line is
a circular arc fit to the three points. The new ray direction at P (thick line with arrow) is given by AP,
where A is the centre of the circle. The dot-dash lines are perpendiculars midway along QP and PO
respectively, and which meet at A.
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209Chapter 7.
SIMULATION OF THE REFRACTION AND TRANSFORMATION OF INTERNAL
SOLITARY WAVES AT THE MALIN SHELF BREAK
7.1 Introduction
Chapter 4 described how an internal tide transforms as it crosses the Malin continental slope during
SESAME and SES. The data indicated how the waves evolved out an initial internal tidal bore, and how they
subsequently transformed and refracted as they approached the shelf break at an oblique angle. This chapter
applies a non-linear refraction model (previously discussed in Chapter 6) to simulate the observations. The
model employs second-order non-linear Extended KdV theory to describe the wave evolution, and a ray
method to describe the refraction. The effects of realistic stratification and bathymetry are included. Firstly
an initial condition of a smooth waveform at the location of 'A' in Figure 4-4a is used to analyse the general
refractive properties predicted by the model. After this, simulations are performed using a waveform of
measured thermistor chain data, to compare the observed and predicted transformation of the waves in detail.
The results from these simulations are compared with the adiabatic predictions of internal solitary wave
shoaling, from first order KdV and second order EKdV. The model results are used to analyse the surface
strain due to internal wave currents, and an assessment of how this may effect surface roughness and SAR
imaging is given. Finally, the stability of the predicted internal waves is examined.
7.2. Description and inputs of the numerical model
The present model modifies the two-layer EKdV ray model of chapter 6 to handle realistic ocean
stratification and bathymetry. A normal mode approach is taken as described in section 5.3. Only the
dominant mode is chosen for analysis, and here the first mode is selected in accordance with the observations
A
described in Chapter 4. The effect of rotation has also been investigated by considering the rotation modified
EKdV equation (rEKdV equation: [2-56]) in some cases. Here this is considered in its integral form
7, + c0 (x)Tjx + a(x)T]Tjx + or, (x)ij r)x + Y(x)T]m + v(x)rj + S(x)
=
0 ^O
[7-1]
where x is range along the ray of interest, R is the length of the numerical domain. Most of the simulations
were done without including rotation, which is equivalent to setting the right hand side of [7-1] to zero. It is
noted that as discussed in section 2.6, equation [7-1] only describes weak rotation, suitable for waves shorter
than the Rossby radius Ro ([2-54]), which is around 6 km for a typical Co of 0.8 ms"1, at this latitude. From
chapter 4, the packet length (6-8 km), and more importantly, the internal tide wavelength (29-35 km
separating the packets A and B on Figure 4-4), are comparable to or greater than Ro. However there is a
210justification for not applying strong rotation, and this is because the phase speeds predicted by the
eigenfunction equation [2-6] for internal tide waves at this latitude are about twice as much as those predicted
for shorter internal waves by [2-8]. This can be illustrated by showing the expression for the phase speed of a
linear internal tide, Cf, in the presence of rotation
2
r 2- co
1
"
f
i _ 1
Ö*
[7-2]
(Pingree and Mardell 1985), where f is the Coriolis frequency, co is the wave frequency.(~1.4 x lO'4 s"1 for
M2) and c0 is derived from [2-16]. At the SES latitude, f ~ 1.2 x lO"4 s"1, and so the speed with rotation
included, cf> is 1.9 times that without rotation included, c0 This near doubling in phase speed is also exhibited
by the solutions to the full expression [2-6] when compared to the solutions of [2-8] with no rotation. As the
speeds predicted by [2-8] are close to, or just slightly less than, the observed speeds (see section 4.3), it
follows that the predictions from [2-6] for internal tides are inconsistent with the observations. And as [2-6]
incorporates strong non-linearity, its effects are not included here. The likely reason for this is that the
individual solitary waves, once formed, are much shorter than Ro.
The coefficients of the EKdV equation (a, oci, y) were taken from the analysis done in section 5.3 (Figure 5-
9). The coefficients were calculated for every 100 m water depth: for points in-between these depths the
coefficients were found by linear interpolation. The spreading component (S(x)) is derived from [6-24, 6-25],
and the variable depth term v(x) is as given by [6-11] with M computed from [6-8] using the full modal
expression.
The gridded version of the SES bathymetry was used for the experiment. The bathymetry was shown
contoured in Figure 4-4b. The bathymetry data did not extend far onto the shelf and here a water depth of 140
m has been assumed. The coefficients of the model equation [7-1] along each ray were calculated as follows.
First the position of an initial wavefront is defined (examples are given in the next section). A set of rays was
selected perpendicular to this wavefront at regular intervals. Each ray has a ID (x) domain associated with it
where the evolution model is computed. For each ray, the water depth at the point where the initial wavefront
intersects the ray was derived from the bathymetric grid by bilinear interpolation. This depth was applied to
the position in the model ID evolution domain where the maximum amplitude of the initial waveform
occurred (or the central position of the waveform for the idealised case). The depths along the rest of the ID
evolution model domain were found by calculating the positions (longitude, latitude) of each point from
knowledge of the horizontal angle of inclination of the ray, and the position on the model domain, and then
applying the bathymetry at that position. This was done for each ray.
211The domain was made to move with the internal wave feature to reduce the required domain length. Then
every n timesteps during the model runs, the depths corresponding to each point in the model domain were
re-calculated by propagating the domain forward at that constant speed (see Annex C) in the new calculated
inclination angle of the ray. Finally, the coefficients c0, a, oci, y and V of [7-1] for every point in the domain
were obtained simply by linearly interpolating the curves in Figure 5-9 onto the known depth points. The
spreading algorithm was then applied as shown in Section 6.3.
7.3. Simulation of the extent of refraction of the internal waves
In this section a simulation of the extent of refraction of the internal waves is made. To this end the initial
condition is chosen to be the same waveform on each ray, and an initial wavefront approximating the position
of the internal wave 'A' on Figure 4-4.
The waveform has been chosen to be a drop in the thermocline from the resting level. The thermistor chain
data of the internal wave packet at T700 shows how the thermocline drops 30-40 m over a period of about 5
minutes. Various initial amplitudes of the drop between 15 and 30 m have been tried to see if they evolve
into similar features. Simulations both with EKdV and purely linear evolution models are shown (the
comparison with KdV is described in section 7.4).
For the first set of experiments, the thermocline was assumed to be level behind the jump for a distance of 6
km (chosen to be similar to the typical wave packet length shown in chapter 4). At the end of this drop a
restoration to the zero level was made to satisfy the model boundary conditions. The condition is illustrated
in Figure 7-1. Note that this idealised initial condition is used to determine the general trend in wave
refraction and evolution: more precise simulations involving real data as initial conditions are considered in
section 7.5.
The drop in the thermocline was chosen to occur over a length scale of 200-300 m, obtained using a tank
function. It should be noted here that sensitivity tests were run with variable length-scales between 100 and
1000 m. No noticeable difference in the simulations were found, suggesting that the model quickly adjusts to
the natural waveform of the system (non-linear adjustment).
The idealised waveforms shown in Figure 7-1 were applied to a set of rays perpendicular to an initial
wavefront. The initial wavefront is shown in Figure 7-2 (the western-most wavefront). Overlaid on Figure 7-
2 are the wavefront traces from Figure 4-4b, which shows that the initial model wavefront overlies the feature
'A' on the slope
212Results
Ray diagrams illustrating the results for two situations are shown in Figure 7-2a and b, each showing 12
hours of propagation. Figure 7-2a shows the linear case. Note that the refraction effect is fairly small. The
reasons for this can be seen from Figure 7-3a) which shows how the phase speed of the wave in the linear
case varies with depth for the ray highlighted in Figure 7-2a. The phase speed variation is quite small from
deep on the slope (-0.61 ms"1) to the shelf (0.48 ms"1). The model results are confirmed by the overplot of
the analytical linear speeds. The change in angle of incidence is expected to be governed by Snell's law [6-2].
Taking a typical initial angle to the bathymetry gradient as 20, and using the two phase speeds quoted above,
gives a final angle of 16, a rather small extent of refraction.
By comparing the refraction diagram with the overlain traces from the SAR image of the 20th August, it can
be seen that after 12 hours the model predicts a lead wavefront at a position comparable with the third wave
in the packet 'B2' of Figure 4-4, about 4 km behind the lead wave of 'B2\
In Figure 7-3a the peak-trough amplitude of the linear wave reduces from an initial value of 30 m to 22 m at
the end of the simulation. This is largely a result of spreading, which is confirmed as follows. Noting that the
radius used for the initial wavefront arc in Figure 7-2a was 27 km, and that the waves have typically moved
another 23 km in the following 12 hours, the final amplitude reduction due to spreading can be inferred from
the conservation of energy. Remembering that the energy of a solitary wave is proportional to (amplitude)2
times arc length [6-6],
[7-3]
Where A is amplitude, A is arc length, r is radius, subscripts 1 and 2 refer to initial and final cases, and
roughly cyclindrically spreading has been assumed (so that A=r0, where 0 is the radial extent which is
assumed roughly constant). Inserting the values of Vy x^ quoted above, into [7-3], the final amplitude is then
given by 22 m as given by the model.
The corresponding ray diagram for a non-linear case with initial amplitude -30 m is shown in Figure 7-2b.
For the ray highlighted in Figure 7-2b, the evolution of the waveform is shown in Figure 7-4a. An undular
bore of 3-4 oscillations rapidly develops out of the initial form. Quickly the first three waves disperse and
form into solitary waveforms (by water depths of 500-400 m). The second wave becomes similar amplitude
to the first by a water depth of 200 m, after which these two waves stop dispersing and remain separated by
213around 1 km. The third wave is considerably weaker and lags the second wave by 2 kms by the end of the
run.
For comparison, Figure 7-4b shows the evolution along the northernmost ray of Figure 7-2b. The initial
behaviour is similar and 3-4 undulations rapidly develop, but with a smaller wavelength than in Figure 7-4a.
Eventually three well-formed solitary waves emerge followed by smaller waves. The lead wave becomes
very wide, a characteristic of EKdV waves, which approach the limiting amplitude. The full width spans
almost 1 km, which is similar to some of the observed waves on the shelf (see chapters 4 and 5). The reason
for the difference between Figure 7-4a and 7-4b is that the initial depth is shallower in Figure 7-4b and the
evolution is more rapid. (This is predicted by the Ursell number Ur [2-59], which is proportional to a/y. From
Table 5-2, Ur is considerably higher in shallow water, and from the explanation of section 2.8, the waves
should become more non-linear in the shallower water.)
The other difference between the linear and non-linear results is that the non-linear waves move faster, as
expected. The phase speed of the lead wave along the ray highlighted in Figure 7-2b is shown in Figure 7-3b
and varies from 0.85 ms"1 in deep water to 0.61 ms"1 in shallow water. As a result the waves travel some 3-5
km further in the non-linear case over the 12 hours of computation, (as seen from the final range values of
Figure 7-3a) and 7-3b) respectively; compare also Figure 7-2a, 7-2b). The final position of the lead wavefront
in Figure 7-2b is in the vicinity of the lead wavefront of the observed packet 'B2\ which was speculated to
be from the previous tidal cycle to feature A. So, the model predicts similar range of propagation over one
complete tidal cycle to the observations.
Note also that the orientation of the final model wavefront is quite close to that of the observed wave 'B2\
The extent of refraction is again not large. Again this can be seen from Snell's law. Using 0.85 ms'1 as the
initial speed and 0.61 as the final speed, an initial angle of incidence of 20 gives a final refracted angle of 14
, a slightly larger (by 2) "change in angle than the linear case. The refraction of 6 may be compared with
the observed 8 refraction computed in section 4.3.
Figure 7-3b also shows how the amplitude of the lead wave varies with range and water depth. The lead
solitary wave quickly develops out of the initial waveform and is -50 m in a water depth of 700m. It reaches
a peak of -52 m in 400 m depth, and then starts to decay, steadying out at -42 m on the continental shelf.
The reasons for this evolution are discussed in full in the following section. Also plotted on Figure 7-3b is the
expected theoretical EKdV phase speed for a solitary wave of the amplitude shown by the asterisks. There is
reasonable agreement between the expected speed and the speed from the model results.
Finally in Figure 7-5, the results of all the non-linear runs are shown, for different initial wave amplitudes
from -10 m to -40 m, and for the ray highlighted on Figure 7-2. In the deep water, the curves show similar
214trends, with a rapid initial increase in absolute amplitude as the waves start to form (compare with Figure 7-
4a). The smallest amplitude cases (-10 m, -20 m) continue to grow slightly in amplitude until the end at 140
m. It will be shown in the following section that this is because the wave is sufficiently small to be governed
by KdV dynamics. However, as the initial wave absolute amplitude increases, the initial growth is reversed
after around 500 m, and in the shallow water of 140 m the wave amplitude rapidly decreases towards a value
around -40 m. In the next section it will be shown that this is because these larger waves are being governed
by EKdV dynamics.
7.4. Adiabatic predictions of the evolution of purely solitary internal waves in the SESAME
environment
In the previous section an example was shown of how the refraction model predicted solitary wave evolution
out of an initial drop of the thermocline. In that particular example the initial waveform of -30 m created a
solitary wave, which grew to -52 m in 400 m before reducing in amplitude as the continental shelf was
approached. In this section a comparison is made between this behaviour and that of the theoretical
predictions of the evolution and shoaling of internal solitary waves.
Using the adiabatic assumption that the horizontal scale over which the depth varies is long compared to the
internal wave length, so that the internal wave always has time to adjust to the local solitary wave solution,
the conservation of energy can be used to derive how the solitary wave changes with depth. In Chapter 6 this
technique was used to study the evolution of KdV and EKdV waves. For KdV solitons, the solution was
given by [6-21], For EKdV solitary waves, a numerical rather than analytical approach was taken to solve the
same problem. Essentially this involved searching for the EKdV wave at a depth of interest with the same
energy as the initial wave in the initial depth. In chapter 6 this was done for a two-layer environment and here
it is extended to the real stratification of SESAME.
From section 2.6, for EKdV solitary waves there exists a limiting wave amplitude r\c given in terms of the
EKdV coefficients by [2-51]. In chapter 6 it was seen that this value provides bounds on the growth of the
solitary waves. For KdV waves there is no limiting wave amplitude. The EKdVlimiting wave amplitude as a
function of water depth was shown in Figures 5-10. There is a trend towards smaller values in shallow water
and a largest value in 800 m depth. The value r)c also determines the ratio of the first-order non-linear term
and the second order term in the EKdV equation [2-47]. Only when r\ approaches the value of r|c does the
second order term become significant. When r) is much less than r\c the purely first order KdV is sufficient to
describe the dynamics. Consequently, the EKdV is more important in shallow water where the wave
amplitude r| is likely to approach the limiting r\c values there. This is demonstrated in the following
calculations.
215The adiabatic evolution of internal solitary waves based on the KdV and EKdV coefficients described in
chapter 5 (Figure 5-9) is illustrated in Figures 7-6 and Figure 7-7. In Figure 7-6 the evolution of an initial
wave of amplitude -50 m in 400 m water depth is investigated. This has been done to simulate the evolution
of the observed wave of that amplitude at T400 (see section 4.4 and 5.2). The KdV predictions are of an
increase to around -75 m on the shelf, an unrealistically large value when compared to the observations. The
EKdV wave amplitude remains steadily around -50 m until 200 m water depth after which it is limited to -44
m on the shelf (Figure 7-6). Again the EKdV predictions seem quite reasonable when compared with the
observations of and maximum possible amplitudes on the shelf of 35-40 m (and possibly greater: see
Footnote 1 of Chapter 4).
In Figure 7-7 a solitary wave is initialised in deeper water at 700 m water depth and followed onto the shelf.
Different initial amplitudes of -30m
, -40m, and -50 m are shown in a), b) and c) respectively. It is clear that
the limiting effect of the EKdV dynamics on the amplitude evolution is significant, especially for the large
initial amplitudes. In all cases the KdV theory predicts a steady increase until it is about twice the initial
amplitude when it reaches the shelf depth of 140 m. In some cases this prediction seems implausible:
amplitudes of-100 m in the shelf water depth of 140 m would bring the thermocline below the seabed, and
dissipation is likely to have dominated well before that situation. In contrast the EKdV predicts smaller
amplitudes in the shallow water, with a maximum amplitude of -44 to 45 m on the continental shelf, less
than the limiting value of r\c =-46 m (Figure 7-7b,c). The largest amplitude attained is -55 m in 300 m water
depth for the initial -50 m wave. These values are in general agreement with the observations, which showed
no evidence of waves of absolute amplitude greater than 60 m in any water depth.
These predictions help to explain the EKdV refraction model results presented in Section 7.3. There, an
idealised waveform of a 30 m drop in thermocline level developed into a set of solitary waves with lead wave
amplitude of -50 m in 700 m depth. It reached a peak of -52 m in 400 m depth, and then started to decay,
steadying out at -42 m on the continental shelf. This section has confirmed that these results are due to EKdV
dynamics. There is an initial growth in amplitude due to shoaling, in depths where the wave amplitude does
not approach the critical amplitude r\c, followed then by a restriction of wave growth in shallow water when
the wave amplitude is close to r|c.
7.5. Evolution of observed waveforms
In the next experiments the initial waveform was taken from experimental data, namely the towed DERA
thermistor chain data which gave the finest resolution of the internal waves (T700 and T400 in Figure 4-1
and 4-7). An approximation of the true range series was obtained by removing the Doppler shift by ship
surveying at an angle to the wave: as discussed in chapter 4.
216Initial conditions for the model were derived from T700. For the towed thermistor chain data on the morning
of the 19* August the wave speed and direction were taken as 0.78 ms"1 at a direction of 110 T (derived
from section 4.3). Figure 7-8 shows the initial condition. A single representative waveform was derived from
the towed thermistor data as follows. First the mean depth of each isotherm was calculated from the moored
timeseries at S700, over a 24 hour period from 0000 hours on the 19* August to 0000 hours on the 20*. The
displacement of the isotherms at T700 from the mean values was then constructed. This is shown in Figure 7-
8a for seven isotherms (from 10.5C to 13.5 C at intervals of 0.5 C). Then, these displacement series were
simply averaged to give the waveform in Figure 7-8b.
The waveforms were then inserted into a domain for numerical simulation of evolution. For the simulations it
was required that the waveform was equal to zero at the boundaries, and so a Gaussian tail was added to the
waveforms to decay it to zero well before the boundaries as shown in Figures 7-8c. This new waveform was
then used as initial conditions for the model.
There were two sets of experiments performed with these initial waveforms. The first experiment (1),
assumed a 10 km long planar segment of wavefront, which passed through the points of observation at T700
at an angle of 020 T (giving the propagation direction of 110 T measured from arrival times using the
assumption of a planar wavefront). A group of rays were constructed, each perpendicular to the wavefront.
For each ray, the initial waveform just described was placed in the evolution model domain such that the
leading edge of the feature in the waveforms was located at the position of the wavefront.
The second set of experiments, (2), assumed an initial wavefront of the arc form of Figure 7-2, but a few
kilometers further on -shelf, so that the wavefront passes through T700. In this case it is expected that
spreading would be an important factor, in contrast to experiment 1, where the initially planar wavefront, and
the expected small amount of refraction (discussed in section 7.3), would not lead to strong spreading.
It should be mentioned here that there is no a-priori reason for assuming the waveform should be the same
along each ray: in fact this is unlikely as each ray has passed over different bathymetry tracks and so the
wave evolution is likely to be different. But this section will focus on the evolution along the ray which
passes through the observation point, and the other rays are only used to simulate any spreading effects on
that ray. In section 7.3 the predicted variability between rays was discussed in more detail by starting the
evolutions with smoother waveforms deeper on the slope.
7.5.1 Experiment 1. Initial planar wavefront
Figure 7-9a indicates the refraction diagram for the first 9.5 hours of evolution from T700. As expected there
is little refraction or spreading. The ray marked in black in Figure 7-9a starts close to T700. The evolution
217plot for this ray is displayed in Figure 7-lOa. The initial waveform develops into a set of 2-3 waves. By the
time it reaches a depth of 367 m the lead wave has a peak-trough amplitude of around 60 m. At a depth of
176 m, just on the top- of the shelf break the corresponding peak-trough amplitude is 70 m. After this the
waves slowly reduce in size as they move over the shelf, but still have a 60 m peak-trough amplitude at the
last plot.
This behaviour is summarised in Figure 7-1 la, which shows the speed, and the maximum negative
displacement of the waveform, as a function of range and depth. (Note that there is a small difference
between the peak-trough amplitude and the maximum negative displacement as the waveform has a positive
part just before the first wave: the difference can be up to 10 m). The greatest amplitude is attained at the
shelf-break. The phase speeds are less than the corresponding EKdV speeds for waves of those amplitudes,
although there is evidence that the model and the EKdV solitary wave speeds are converging as the waves
propagate further on-shelf. The reason for the difference is that the waves are no longer pure EKdV solitary
waves (in contrast to those in section 7.3), due to the complex initial condition, and are rather high frequency
waves moving on a longer wave.
Finally in this set of experiments the effect of rotation has been investigated by considering the rEKdV
equation [7-1]. As the rEKdV equation was computationally expensive, it was run on a smaller domain and
compared it with the results from a run identical except with no rotation. In the smaller domain, where the
segment of the initial waveform was shorter and the boundary conditions had more effect on the waveform,
the growth of the waveform was less than in the longer domain example. In Figure 7-1 lb the results of the
two runs are summarised again in terms of the maximum negative displacement. The rotation has little effect
on the maximum displacement until after the biggest growth has occurred, after this the lead wave is reduced
by rotation by 2-3 m. In fact the largest effect is on the third wave in the packet (not shown) which reaches an
peak-trough amplitude of 50 m in the no-rotation case, and 30 m with rotation.
'S
The rotation results confirm those of Gerkema (1996) that rotation limits the amplitude of solitary
waveforms, although the effect is not great here. (Rotation has a larger effect on the long internal tide waves
as the M2 frequency is close to the inertial frequency. However here the wave has already transformed into a
short non-linear waveform by the time of the observations).
7.5.2 Experiment 2. Initial circular arc wavefront.
Next the arc-like initial waveform was considered, as shown in Figure 7-9b. The refraction and spreading in
this case is more than with Experiment 1, due to the arc-like nature of the initial wave and the fact that the
waveform is generally more oblique to the shelf-edge than in Experiment 1. The evolution along the ray
marked in black, which starts near T700, is shown in Figure 7-lOb. The lead wave reaches a peak-trough
218amplitude of 60 m in 212 m and reduces to 50 m further on-shelf. The overall transformation again is similar
to that with experiment 1 but now the amplitudes are somewhat less. Again the results are summarised in
Figure 7-12a.
To test whether the reduced amplitudes in Experiment 2 were due to spreading, the same simulation was
considered but with the spreading term S(x) switched off. (All other aspects of the algorithm were not
changed, including the computation of new ray angles). The results of this case are displayed in Figure 7-12b
(dashed line) along with the case with spreading (solid line). Spreading accounts for at least a 5 m difference,
which is most of the difference between Experiment 1 (see Figure 7-1 la) and Experiment 2 (Figure 7-12a).
7.6. Predicted Currents and surface strain
The horizontal currents u(x,z,t) in the internal waves are related to the waveform r|(x,t) by [5-3], where now
x is distance along the ray. One of the important effects of internal wave currents is to strain the surface wave
field through wave current interaction, as discussed in section 1.4. From the surface current us
(x,t)=u(x,z=0,t), the surface strain can be calculated. This is defined as
Strain =
dx
[7-4]
In many studies of surface wave-current interactions, it has been found that the magnitude of the interaction
is dependent on the surface strain (Gasporovich et al 1988). The simplest Bragg resonance model of Alpers
(1985) shows that the surface wave roughness contrast (between roughness in the internal waves and that in
the background) is proportional to the Strain. Typical values of strain which have been found to affect surface
wave roughness to an extent to make it visible on SAR in moderately low wind speeds (a few ms"') are O(10"
3 s1) (as found in SARSEX (Gasporovich et al 1988)).
Using expressions [5-3] and [7-4], the current and surface strain have been derived for the numerical
simulations described in sections 7.3 and 7.5 above. Due to the variable bathymetry, the modal functions <|)
and <)>'j now slowly depend on range across each wave packet as well as depth. This is taken into account in
the calculations by applying a linear interpolation in range at each point on the depth grid of the modal
functions $ (z), which were defined in water depths of 140 m, 200m
, 300 m and so on at 100 m intervals to
1000m.
In chapter 5 the vertical structure of internal wave currents was discussed in detail. The zeroth order
approximation to [5-3] was compared to the first order and second order non-linear approximations. The
zeroth order approximation was just the linear u-mode shown in Figure 5-8. It was found that the first order
approximation changed the vertical distribution of current to include a sub-surface maximum (Figure 5-13).
219The addition of the second order non-linear term did not converge the solution. For this reason only the
zeroth and first order solutions are considered here. Zeroth order solutions are presented first then an
example is given of the effect of adding the first order terms.
7.6.7 Case a: idealised initial condition
Figure 7-13 shows a close up of the waveform of Figure 7-4a, when the lead wave had reached a water depth
of 443 m, (similar to the T400 observation) on the continental slope. The lead wave is around 50 m peak-
trough amplitude. The corresponding surface current and surface strain using the zeroth order approximation
are also shown. Note that at this zeroth approximation the current is a maximum at the surface, as 3<j)/3z has a
maximum absolute magnitude there. The magnitude of the current pulse is 0.8 ms"1. By comparison, the
largest observed current magnitude was around 0.8 ms"1, recorded at S200 on the afternoon of the 19
August, but more typically values of 0.6 ms"1 were measured (Chapter 4).
(Care should be taken when comparing current data with the observations: particularly in cases such as S700
and S300 where the 10 and 5 minute respective sampling of current somewhat undersamples the waves and
so the real observed current magnitude is probably larger. In contrast the towed thermistor chain data T700
and T400 was well resolved, with 20 second sampling. For the shallow observations, the ADCP current data
has better resolution (2 minute sampling) than the moored thermistor data (10 minutes) so that the former
should be considered more reliable.)
Note here that the predicted current is comparable to the typical speed of propagation, which was 0.7-0.8 ms"1
in the numerical simulation in these water depths (Figure 7-3b), in agreement with the observations. The
implications of these high current to propagation speed ratios is discussed in the next section.
The strain rates in Figure* 7-13 have magnitudes of 2-3 xlO"3 s"1, higher than the threshold value discussed
above for leaving a SAR signature.
Figure 7-14 shows the situation when he lead wave has passed onto the shelf and is in a water depth of 143
m, from Figure 7-4a. The lead wave has an amplitude of 43-44 m (peak-trough) and is associated with a
current of 0.7 ms'1. Strain rates are 3 xlO"3 s"1. Note here again that the current is higher than the typical speed
of propagation, which was 0.6 ms"1 in the numerical simulation (Figure 7-3b), (by comparison the
observations showed propagation speeds of typically 0.6-0.7 ms"1 on the shelf, see section 4.3).
7.6.2 Simulations with real initial condition,
As shown in section 7.5, the predicted internal wave amplitudes were greater from the real initial conditions
than from the idealised conditions (compare Figure 7-4a and Figure 7-lOa). The strain rates for the
220experiments 1 and 2 of section 7.5 are not illustrated here but they all showed larger values: to such an extent
that for the planar initial wavefront the waves of 60 m amplitude on the shelf have strain rates up to 10" s"
associated with strong currents of 0.8 ms"1. This magnitude of current was never observed on the shelf:
reasons why the model overpredicts wave amplitude are considered in section 7.7.
7.6.3 Effect of first order modes
The calculations performed above were also computed when first order non-linear modes were included in
[5-3]. The effects were quite dramatic. As discussed in chapter 5, both the observations, and the theory with
first order modes, predicted a sub-surface maximum in current at around 30 m depth. The observed currents
profile did not extend all the way to the surface but the predicted structure with first order modes suggested
that the surface currents may have only been Vi of that at the sub-surface maximum in 140 m water depth
(See e.g. Figure 5-15). Figure 7-15 shows the predictions corresponding to Figure 7-14 but now including the
first order modes. The surface current is reduced by more than a factor of two (when compared to the zeroth
order solution of Figure 7-14) to a maximum of 0.25 ms"1, and there is a small amount of finestructure in the
profile of us (x). However, the magnitude of the surface strain is still over 1 xlO"3 s"1, and one should still
expect it leave signatures on SAR in good conditions. Similar results (not illustrated) were found for the
other model results: namely that, although the current was reduced by a factor of up to 2, the strain rate was
still significant.
7.7. Predictions of shear instability and gravitational instability.
The model predictions discussed in section 7.5 show rather large amplitude waves, larger than those
observed. As it was shown in Chapter 4 that the observed waves satisfied the main criteria for wave breaking,
and in one example actually appeared to break, one might expect also that the modelled waves of section 7.5
should have reached the stage where instability should occur. This is examined in this section. In fact it is
shown that the modelled waves from the idealised initial condition (Figure 7-4) are large enough to be
unstable. It follows that the waves from section 7.5, which were larger, would also be unstable.
7.7.1 Shear instability
Following section 4.5, the Richardson number defined by [2-21] has been calculated for the modelled waves.
For the model there is only one component of velocity defined: u, in the direction of the ray, and this is the
only shear component used in [2-21] (i.e. v=0). Again a comparison was made between results for the zeroth
order approximation to current and buoyancy, and fully first order expressions for the same quantities. The
modelled internal wave packets from the numerical run shown in Figure 7-4a have been studied, for the case
when the lead wave has reached 443 m water depth, and the case when it has moved on to 143 m depth.
221The zeroth order approximation is shown first. The computed values of Richardson number for the 143 m
depth case (Figure 7-16a) show that Ri does fall below V4, in patches about 10-15 m deep, centred around 15
m depth, and about 500 m of range, associated with each wave. Similar results hold for the 443 m case
(Figure 7-16b). These patches of low Ri correspond to the high shear and the reduced density gradient within
the wave, due to the large positive gradient of 8p7dz (see [2-2lb]) above the buoyancy minimum, which
counteracts the large negative gradient of 3p/3z. to reduce the overall density gradient. This is similar to the
observed cases discussed in section 4.5 where large shear acted on the weak density gradient in the core of
the wave.
When the fully first order expression is used, the low Richardson number patch is elongated to a depth
thickness of 20-30 m for the lead wave in the 143 m case (Figure 7-17a), centred deeper, around 30 m depth.
Note that this depth was the location of the sub-surface maximum predicted by first order theory (see e.g.
Figure 5-15) which was associated with a surrounding high shear zone. There is a similar sub-surface patch
in the 443 m case (Figure 7-17b), and also further patches, mainly located between 100 m and 150 m. These
deeper patches are associated with additional shear zones due to the non-linear modal shape of the u-velocity,
in regions of low stratification.
It is clear that the model predicts that shear instability may take place. In the summary a means of modifying
the model to include the effects of this is discussed.
7.7.2 Gravitational instability.
The possibility of gravitational instability has also been investigated. In sections 7.3 and 7.5 there were
shown examples where the model predicted that particle speed would exceed phase speed. Figure 7-18 shows
an example of this situation, for the simulation illustrated in Figure 7-4a, and for the zeroth order
approximation to [5-3]. In deeper water the phase speed exceeds the maximum particle velocity. However at
around 450 m water depth the particle speed starts to overtake the phase speed, and this situation continues to
the end of the simulation in the shelf depths. In this zeroth order approximation the maximum particle
velocity actually occurs at the surface, where one might not expect an instability to occur (as the released
particle will not be lighter than the fluid above). However, from the first mode structure of u velocity,
(illustrated in Figure 5-8), the velocity at 20 m depth is about 88% of that at the surface. This would mean
that the particle velocities at 20 m depth would be marginally unstable.
In section 5.4 it was shown that the first order prediction of the u velocity structure exhibits a strong sub¬
surface maxima, typically at 30 m depth. The values of current in the maxima were close to those in the
222surface maxima for the zeroth order approximation, so for the higher order approximation instability of
particles around 30 m depth is more possible than for the zeroth order approximation.
Further, the results of the other numerical simulations, where real initial conditions were used (section 7.5),
exhibited larger amplitudes and lower phase speeds than for the case shown in Figure 7-18. Consequently it
would be expected that gravitational instability be more likely.
Finally, the possible effect of background currents on advecting the wave, so that the propagation speed is
more or less than the phase speed, is noted. This would act to respectively reduce or enhance the likelyhood
of gravitational instability. Background currents are not included explicitly in this study, largely because the
background flow values (from tide and slope current) were weak at the time (10 cms"1 or less in the direction
of propagation), but it is acknowledged that even weak currents would change the transition point where
instability may occur.
7.8 Summary
This chapter has detailed the numerical simulation of internal wave evolution and refraction at the Malin
shelf-edge in conditions appropriate to the SESAME experiment, 19-21 August 1995. The simulation was
achieved with the non-linear ray model introduced in Chapter 6, for initial conditions and background
environment appropriate to SESAME. A modal approach was taken to include the effects of the realistic
SESAME stratification, which was not formed from two homogeneous layers but from a strongly stratified
upper water column overlying a deeper, weakly stratified water column. This approach was described in
section 5.3.
The first numerical simulation investigated the evolution of an idealised initial waveform, for a range of
amplitudes. The initial wavefront was an arc fitted to the wavefront seen on the SAR image of 20th August
1995 (Figure 4-4a), in water depths ranging from 500 m to 900 m. The drop in the thermocline rapidly
evolved into a set of waves which eventually became separate, solitary entities. For an initial (peak-trough)
wave amplitude of 30 m these waves reached maximum amplitudes of 50 m in around 500 m water depth
before decreasing again as they moved onto the continental shelf. The wave amplitude becomes 42 m on the
shelf, and the wave phase speeds are also limited, and as a consequence the waves stopped dispersing. The
extent of refraction of the waves was quite small, as the ratio of the phase speed in deep water to that in
shallow water was around 1.4, sufficient only to cause a 6 change in propagation direction for the typical
angle of approach. The wave evolution and the refraction agreed very well with the observed records
presented in Chapter 4.
223The explanation for the behaviour of the wave evolution was explored further in section 7.4 where the
evolution of single solitary waves was studied under KdV and EKdV dynamics. Under adiabatic KdV
dynamics there is no limit to wave growth as it approaches shallow water and shoals, so that for example, a
50 m wave initially in 700 m depth grows to 100 m amplitude in 140 m depth, an unrealistic amplitude. In
contrast, the EKdV theory predicts that wave amplitudes are limited by the critical value r|c given by [2-51],
the absolute value of which is 46 m on the shelf. This explains the limited wave amplitudes predicted by the
non-linear refraction model. The evolution of a solitary wave approximating that observed at T400, a 50 m
wave in 400 m water depth was simulated. Again it was found that EKdV dynamics predicted final wave
amplitudes less than the critical value of r\c =46 m, in reasonable agreement with observed wave amplitudes
of 30-40 m (see chapter 5).
The evolution of an observed initial waveform was studied in section 7.5, using data from towed thermistor
chain gathered in water depths around 700 m. Analysis of the mean depth of isotherms indicated that the data
showed a drop in the thermocline from around 10 m above the mean level to around 30 m below the level.
The numerical simulations were initialised with either a planar wavefront inclined at the angle deduced from
observations, namely 110 T, or with a wavefront arc based on the internal wave 'A' in Figure 4-4. The
experiments showed that the initial arc wavefront caused a significant reduction in amplitude due to
spreading, relative to the initial planar wavefront. It was found that the fact that the initial feature was a
fluctuation about the mean level of the thermocline, rather than a pure drop from the mean level, gave rise to
significantly larger amplitude internal waves than those produced in section 7.3 from a pure drop in the
interface. This is because the EKdV theory places a limit on the negative displacement of the thermocline,
namely the critical value r)c, but does not limit the peak-trough amplitude from below the thermocline to
above the thermocline. The feature evolved into a packet of 3-4 waves lead by two large waves. The lead
wave amplitude grew to 60-70 m (peak-trough) at the shelf-edge before decaying to 50-60 m on the shelf, the
smaller values being obtained with the initial arc-wavefront. The model consequently overpredicts the
observed waves amplitudes of 50 m at T400 and between 30 to 40 m at S140 (see Chapter 5). The
overprediction may be due to the lack of a dissipation component to the model, which is discussed below.
Section 7.6 discussed the corresponding surface currents and strain rates predicted by the model. Surface
currents of 0.7-0.8 ms"1 were predicted together with strain rates of O(10"3 s"1), values which are likely to give
rise to surface wave modulations and consequent signatures on SAR. The effect of including first order
modes was examined. As discussed in section 5.4. the first order modes acted to create a sub-surface
maximum in current velocity, and this tendency has also been seen in the observations of chapter 5 and other
experiments discussed in section 1.4. As a consequence the surface current is considerably weaker under the
first order approximation than under the zeroth order case, but it was found that the strain rates were still
significant and up to lxl0"3 s'1, still probably capable of leaving SAR signatures.
224Finally the potential for shear or gravitational instability predicted by the model was investigated in section
7.7. Calculations of the instantaneous Richardson number Ri showed that patches of Ri less than XA were
produced, of 10-20 m thickness in depth, associated with the internal solitary waves in depths of 400 m or
less. This is a necessary criterion for allowing the onset of shear instability. Further, it was found that the
particle velocities of the modelled waves were comparable to or larger than the phase speeds, indicating the
possible occurrence of gravitational instability. This was also found in the observations of Chapter 5, which
further showed a possible observation of wave breaking.
The fact that the model in some cases predicts internal waves larger than observed, and which appear to be
unstable, is a limitation of the model. A possible improvement to the model would be to model the effects of
instability. Turbulence cannot be handled explicitly in a simple model like the EKdV. Also, as discussed in
section 2.6, the constant coefficient Laplacian mixing terms are probably too simple to model real processes.
Perhaps a better method would be to continually check the model for the twin criteria of
Is Ri < lA ?
Is u > cs ?
Where cs is the speed of propagation and u is the particle velocity along the ray. If one and/or the other
criteria are satisfied, then the amplitude of the wave may be 'modified' until the criteria are no longer
satisfied. The exact procedure to perform the 'modification' needs to be carefully studied: a reduction in
amplitude such that the wave is still a solution of the appropriate evolution equation is one possible
technique.
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Figure 7-1. Initial conditions for the internal wave simulations, applied to each ray. A drop in the
thermocline of 30 m occurs over 200-300 m either side of the 6 km wide 'well'. Left: complete
domain, and right: zoom on right hand edge of feature.
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Figure 7-2. Results of refraction model.
a) Linear model
b) Non-linear model with initial peak-trough amplitude of 30 m
Thick white lines show rays: thin white lines show wavefronts plotted every 1 hour of propagation:
blue contours are depth (m). Black and white striped line is the ray analysed in Figure 7-3.
Mooring positions are shown as asterisks.
Overlaid in thick black are the wavefronts from the SAR image of the 20th August (Figure 4-4) with
the wavefront 'A' labelled in white, and 'Bl' and 'B2' labelled in black.
Bottom and left axes indicate range in km (together with the inner tick marks): top and right axes
indicate the longitude and latitude respectively (together with outer tick marks).
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Figure 7-6. Adiabatic predictions of the shoaling of internal solitary waves initially in a water
depth of 400m. Initial amplitude -50m. Dashed lines represent KdV theory, solid lines are EkdV
predictions.
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Figure 7-7. Adiabatic predictions of the shoaling of internal solitary waves initially in a water
depth of 700m. A) Initial amplitude -30m. B) Initial amplitude -40m. C) Initial amplitude 50m.
Dashed lines represent KdV theory, solid lines are EkdV predictions.
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Figure 7-8. Construction of the initial waveform of the evolution model, using data from T700. A)
The displacements of seven isotherms (from 10.5 C to 13.5 C at intervals of 0.5 C) about their
mean level as a function of range. B) The mean value of all the curves in A), C) The waveform in
B) inserted into the model domain with a decay to zero imposed at each boundary.
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Figure 7-9. Results of non-linear refraction model. Thick white lines show rays: thin white lines
show wavefronts plotted every 1 hour of propagation: blue contours are depth (m). A) Initial
planar wavefront, experiment 1. Thick black line is the ray analysed in Figure 7-lOa and 7-1 Ia
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Figure 7-10. A) Evolution and transformation of the waveform along the ray marked in black on
Figure 7-9a. The amplitudes are incremented for each plot by +60 m. The water depth where the
lead solitary wave is located is annotated at right (m). Initial waveform is bottom plot
B) Evolution and transformation of the waveform along the ray marked in black on Figure 7-9b.
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A) Evolution of wave amplitude anaphase speed along the ray marked in black in Figure 7-12a.
Bathymetry along ray shown at bottom.
B) Comparison of the time evolution of the lead wave amplitude with no rotation (solid line) and
with rotation, (dashed line). Short domain.
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A) Evolution of wave amplitude and phase speed along the ray marked in black in Figure 7-9b.
Bathymetry along ray shown at bottom.
B) Comparison of the time evolution of the lead wave amplitude for case with spreading (solid
line) and case without spreading (dashed line)
236c
0
? -10
'
"E -20
I -30
i
-40
5 -50
-60
waveform
I- \ /
iii
lit
ii
i
in
i
'
/I
/J
I / 1
\ / s
"ip'nim
V i
=
0.003O j
0.0020 j-
0.001O j"
0.0 000
-0.0Ö2O
-0.0030
5000 6000 7000 8000
Range (m)
Surface Current
900Ö 10000
5000 60O0 7000 SO 00 9000
Range (m)
Surface strain
10000
5000 6000 7000 aooo 9000 10000
(m)
Figure 7-13. Waveform (top), surface current (middle) and surface strain (bottom) corresponding
to the leading wave in a depth of 443 m: see Figure 7-4a.
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to the waveform of Figure 7-14, but with first order modes included.
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Figure 7-16. Richardson numbers in modelled internal wave packets. Zeroth order approximation
to the horizontal current and buoyancy.
a) From the model run illustrated in Figure 7-4a, lead wave in a depth of 143 m
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Figure 7-17. Richardson numbers in modelled internal wave packets. Fully first order
approximation to the horizontal current and buoyancy.
a) From the model run illustrated in Figure 7-4a, lead wave in a depth of 143 m
b) From the model run illustrated in Figure 7-4a, lead wave in a water depth of 443 m
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Figure 7-18. Comparison of the phase speed (solid line) and maximum particle velocity (asterisk)
corresponding to the simulation shown in Figure 7-4a. Zeroth order approximation to u-velocity
used.
242Chapter 8.
CONCLUSIONS, DISCUSSION AND FUTURE WORK
8.1 Conclusions
This thesis has investigated some of the characteristics of non-linear internal tides and waves at the Malin shelf
margin. The following conclusions are related to the original objectives presented in section 1.2.
Objective 1) Analyse data from the SESAME and SES projects to identify the characteristics of internal tides and
waves, and the background environment in the Malin shelf-edge region, and any relationships between these
features. Discussed in Chapter 3
The Shelf Edge Study Acoustic Measurement Experiment (SESAME) and Shelf Edge Study (SES) environment
in the summers of 1995 and 1996 was characterised by a strong seasonal pycnocline, with peak buoyancy
frequencies of up to 10 cph. The current regime comprised of a fairly weak tide, with maximum flow of 0.3 ms"1
on the shelf, and a slope current which was often as strong as the tides. The combination of tide and slope current
leads to maximum currents of 0.5 ms1. There was no significant vertical shear in the slope current.
Internal waves were regularly observed to propagate along the pycnocline. The energy spectrum was dominated
by internal waves of a semi-diurnal tidal frequency, known as internal tides, with some evidence of the
subharmonics of these frequencies. Compared against the Garrett and Munk spectrum, there was also enhanced
energy in the 1 to 4 cph band, which was due to non-linear high frequency waves. As these non-linear waves
tended to regularly arrive in packets every tidal period, they may be assumed to be related to the internal tide.
The internal tide at the shelf-edge is only occasionally correlated with the local barotropic tide. At spring tides,
harmonic analysis indicates that the trough of the internal tide rapidly succeeds the maximum ebb flow. At neap
tides there is no such correlation. This may also be related to tidal direction: only during spring tides does the
flow approach the across-slope direction. At other times the northward slope current sets a significant along-
slope component.
High frequency internal wave energy is greater at spring tides than at neap tides during August 1996. However
non-linear internal wave packets also occur at neap tides. At least two packets of non-linear internal waves have
been identified from mooring records: one packet arrives at the shelf-edge at the time of peak ebb-flow, and
another arrives just after peak flood. SAR imagery suggests that one packet arrives from off-slope, whereas
another is generated at the shelf-edge.
243Objective 2 Interpret observations of the propagation of internal solitary waves across the Continental slope.
Discussed in Chapter 4.
During neap tides in August 1995 an internal tide feature was observed to cross the slope every tidal cycle from
depths of up to 1000 m, eventually passing the shelf edge as a packet of highly non-linear internal waves. The
feature was first seen as a drop in the thermocline, from a shallow position on the eastward side to a deeper
position on the westward side, in other words as a steepened internal tide trough. As the wave packet crossed the
slope there was little refraction of the wavefronts, because the phase speed change across the slope was less than
one quarter of the speed in the deeper water.
The internal waves in this packet were depression waves and had amplitudes which reached at least 50 m in 400
m water depth, on a pycnocline that extended from the surface to just below 50 m depth. The amplitude of the
waves did not increase as they crossed the shelf edge and on the shelf they were between 35 and 40 m in
amplitude in 140 m water depth. Current speeds in the waves reached up to 0.8 ms"' on one occasion and were
typically 0.4 to 0.6 ms"1, whilst phase speeds ranged from 0.6 to 0.8 ms"1, the higher values being in deeper
water. On one tidal cycle the waves appear to break at the shelf-edge. Particle speeds for the waves over the
slope were almost as large as the propagation speed, suggesting the possibility of gravitational instability. The
current profiles also showed regions where the Richardson number was less than Va, suggestive of possible shear
instability.
Investigation of the internal wave structures showed that many were solitary waves. The current profiles on the
shelf exhibited a sub-surface maximum around 30 m depth, and reverse currents below the thermocline that were
nearly as large. Isotherms close to the surface were displaced as much as those deeper in the thermocline.
Objective 3. Compare observed internal solitary waves with theoretical predictions. Discussed in Chapter 5.
Comparison of the shape and speed of observed internal solitary waves with weakly non-linear theory indicated that
first order Korteweg-de-Vries (KdV) and second order extended KdV (EKdV) theory captured some, but not all, of
the solitary wave properties. In a water depth of 400 m, on the continental slope, a large amplitude 50 m solitary
wave of depression was measured and compared with theory. First order KdV was found to predict the wave width
to within 5% of its measured value, whilst the EKdV prediction was larger than measured by around 15%. Both
theories predicted the phase speed of the wave to within 5% of the real value.
On the continental shelf in depths of 140 m, waves of peak-trough amplitude between 35 and 40 m were also
compared with the theory. The first order KdV predicted wave widths that were only about a third of the real values,
but the KdV estimate of phase speed was good to within 15%. In contrast the EKdV theory predicted waves that
244were 60 to 100 % as wide as the real values (the range being due to uncertainty in the exact amplitude of the
measured waves). However the phase speed estimates from EKdV were up to 25 % in error.
The observations presented in Chapters 4 and 5 indicate that internal solitary waves in the SES region can be
highly non-linear. If the depth of the maximum of the first mode is used as a scaling depth D, then the non-
linearity parameter e defined in [2-23] reaches values of 0.7 or above in the observed waves. (Linear theory
predicts that the amplitude of the wave goes from zero at the surface to its maximum value r\0 over this depth
range D). With such large waves it is to be expected that only a fully non-linear model will capture the structure
of the waves. The application of a fully non-linear model has been beyond the scope of this study and instead
the focus has been on how well the weakly non-linear theories perform in comparison with the observations. As
just discussed, on the continental slope the KdV theory does a good job of predicting the shape and speed of the
observed internal solitary wave of 50 m amplitude. In contrast, on the continental shelf the KdV makes very poor
predictions of wave shape, significantly underestimating the width. It was shown that this was because the wave
amplitude was close to the maximum amplitude x\c of EKdV given by [2-51]. As waves approach the amplitude
r)c, EKdV predicts that the wave width tends to broaden significantly, and this was in good agreement with the
observations. This confirmed the findings of MB that EKdV is a good approximation to fully non-linear theory
when the wave amplitude approaches r|c. However, the observations suggested that the EKdV underpredicted
phase speed, whilst KdV had better agreement on the shelf. The author believes a better theory or a fully non¬
linear model is required to simulate both phase speed and shape accurately.
Objective 4. Develop a non-linear refraction model of internal waves. Discussed in Chapter 6.
A non-linear refraction model was developed to incorporate the effects of variable water depth, stratification and
wave amplitude on internal wave refraction. As the refraction was dependent on wave amplitude, analysis of the
shoaling properties of internal solitary waves was first required.
Studies of the shoaling of internal solitary waves in a two-layer fluid indicated that first order KdV predicted that the
waves would grow to an unlimited and unrealistic extent. In contrast EKdV theory places a limit on the amplitude of
the internal solitary waves as they approach shallow water. In some circumstances of very steep bathymetric
gradients KdV predicted the disintegration of one wave into a set of solitary waves, which was not reproduced by the
EKdV theory.
The refraction of non-linear internal waves was analysed with a refraction model that had an amplitude evolution
component based on the KdV or EKdV theories. The model was tested successfully in idealised two-layer
environments. One of the conclusions of the tests was that large amplitude EKdV waves often showed more dramatic
refractive effects than KdV, a consequence of the amplitude and phase speed of EKdV waves being severely reduced
as the waves approach shallow water. The refraction model correctly reproduced the expected spreading effects in a
245cylindrically symmetric environment, and agreed with Snell's law when a planar wavefront approached a wedge
shape bathymetry at an oblique angle.
Objective 5. Simulate the observed refraction and transformation of internal waves across the continental slope
using the non-linear refraction model. Discussed in Chapter 7.
The non-linear refraction model based on the EKdV theory was used to simulate the observed transformation
and refraction of internal waves across the slope. The first simulation used an idealised initial waveform
representing a drop of the interface propagating on-shelf. The model reproduced the observed limited extent of
refraction, and in this respect the EKdV model was similar to the linear result which also showed little refraction.
As discussed above with respect to Objective 2, this was because the phase speed only reduced by a quarter as
the waves propagated from 900 m depth to 140 m depth.
The development of a packet of waves out an initially steep fronted long waveform was reproduced by the non¬
linear model, the wave separations being comparable to those observed. For an initial wave amplitude of 30 m,
the predicted wave amplitudes (peak to trough) in 400 m depth were similar to the 50 m observed values, whilst
in 140 m water depth the model predicted waves just over 40 m amplitude, compared to the observed 35 to 40 m
waves. The wave phase speeds from the non-linear model were generally in agreement with those observed,
with the exception of underestimates of up to 20% on the shelf.
When the model was initialised with a measured waveform in 700 m water depth, the predicted peak-trough
amplitudes were up to 50% greater than observed, particularly at the shelf-edge and on shelf. This was because
the initial waveform displaced the pycnocline both up and down, in contrast to the single drop considered above.
As EKdV theory only limits the downward (negative) extent of internal waves, and has no control over the total
peak to trough amplitude, the waves were larger in this case. Further, the modelled phase speeds were 20 to 40 %
lower than the observed values. Analysis of the simulated waveforms indicated that the Richardson number in
the waves was less than lA
, This suggests that dissipation may have been expected to occur in the waves.
Dissipation was not included in the model but it was noted that a real wave of that structure might well be
damped by shear instability. It was also shown, from the observations and models, that the particle speed in the
waves approached the value of the propagation speed. Hence it is possible that gravitational collapse may occur.
The results of the comparisons of EKdV theory and observations in Chapter 5 and chapter 7 suggest that the
theory does a reasonable job in predicting internal wave propagation and transformation (with the caveats
discussed above), and so may be used to give approximate predictions. On the other hand, the first order KdV
theory was found to give unrealistic predictions of the shoaling of internal waves (chapter 7) and the waveshape
on the shelf (chapter 5).
2468.2 Discussion
The internal wave field at the Malin shelf-edge appears to comprise of internal tides of semi-diurnal frequency,
local generated high frequency internal waves, arising probably from the internal tide, and internal waves which
have approached from afar. The situation is analogous to that of surface waves at a beach. On some occasions
when the local wind speed is low the surface waves near the shoreline are mainly generated by distant storms
and arrive as quite regular swell. The swell has long wavelengths due to the dispersion of deep water waves. As
the waves approach the beach they steepen, shoal and eventually break. By comparison, the internal solitary
waves on the 19th-21st August 1995 (Chapters 4-5) arrive during a period of weak local forcing (neap tides), are
regular, steepen to large amplitudes as they cross the slope, and on occasion appear to break. The internal
wavelengths are not particularly long, as the high frequency internal waves do not appear to significantly
disperse.
In stronger wind conditions the surface wave field at a beach may comprise of both local and distant generated
waves giving a more confused sea. Again the internal wave field in the SES area often had similar
characteristics, such as at the time of the SAR image of the 21st August 1996 (Figure 3-7), and during the spring
tide periods in August 1996 when a high energy density of internal waves arriving at different points in the tidal
cycle was recorded at a shelf-edge thermistor string (Figure 3-11).
The possibility of internal wave swell implies that the internal waves can propagate the long distances from the
generation point, to the point where they becomes swell, without being significantly damped. In fact there are
many cases in the ocean where internal waves have been observed to travel distances of hundreds of kms or
more as described in Chapter 1. Internal solitary waves have been observed to propagate the 400 km of the Sulu
Sea before eventually reaching an island and interacting with the barotropic flow. Similar distances of
propagation are achieved in the Andaman and South China Seas. The long wavelength internal tides have been
detected 1000s of kms from their source by in-situ, satellite and tomographic measurements, from regions such
as the Hawaiian Ridge. On reaching sloping topography these internal tide swells may evolve into high
frequency waves by the non-linear processes discussed in Chapters 4, and 7 where observations and modelling of
the disintegration of an initially long wave into shorter waves was demonstrated. In other words internal solitary
wave swell at a slope may have propagated from its source either as solitary waves or as long internal tides
which disintegrate into solitary waves at the slope.
The fact that internal solitary waves can propagate 100s of kms across the deep ocean suggests that most of the
damping of internal waves occurs elsewhere, when the internal waves reach sloping topography. In fact the high
frequency waves are likely to damped at any of the following regions
at the shelf-edge, due to shoaling, leading to an enhanced amplitude and then breaking
247possibly at the depth where the polarity of the solitary waves is expected to reverse (as shown in section 2.5,
in a two layer system this is where the interface is at mid-depth),
at a tidal mixing front where the stratification required to support internal waves is removed,
near the coast again due to shoaling.
The precise mechanisms for damping are likely to be shear instability or gravitational instability, as described in
section 4.5.
The generation region for the internal swell solitary waves of the 19*-21st August 1995 is still undetermined
from the analysis of this thesis. The direction of propagation of the waves points towards the Anton Dohrn
seamount or Rockall Bank as possible sources, described in Chapter 3. From Figure 3.1, the bearing of the SES
observations at -56.5 N, 9 W from Anton Dohrn is about 125-130 T and the distance is about 150 km
(remembering 1 of Latitude -111 km). The bearing is certainly consistent with the observations. As shown in
Chapters 4 and 6, refractive effects may be expected to reduce slightly the propagation direction of waves from
this source as they pass over the slope: which is consistent with the observed directions being between 110 and
125 T. If the waves propagated at 0.9 ms"1 (this is the maximum speed that was observed in depths of 500-1000
m during SES), or more, in the deeper water of the Rockall Trough, the time of propagation would be around 46
hours or less. The distance between SES and the 200 m contour of Rockall Bank is around 250 km, which would
be travelled in 77 hours or less at the same range of speeds. The bearing of SES from Rockall Bank ranges from
115 T at the northern edge of the Bank to directly east at the southern end of the Bank. Again, refraction may
act to reduce this direction. So a Rockall Bank source is only consistent with the lower end of the range of
observed values (which ranged between 110 and 125 T.)
The hypothesised duration of propagation discussed above (between 46 and 77 hours) are comparable with some
of the long propagation paths that have been observed (e.g. 2 Vi days in the Sulu Sea (Apel et al 1985)). Rockall
Bank was identified as a source of large internal tides in the literature review of section 1.4. The author has also
viewed a SAR image of the Anton Dohrn seamount which indicates a packet of high frequency internal waves
radiating from the seamount, but in a north-westerly direction rather than the south-easterly direction which
points towards the Malin shelf. However, if the generation mechanism is at least partly tidal, one may speculate
that waves propagating towards the Malin shelf may be generated at another phase of the tide. Full analysis of
this would require detailed information on the bathymetry of the seamount and the orientation of the tidal
ellipses, and this work is left for the future.
The observations indicate that the packet of internal waves develops at the Malin slope from a single drop in the
thermocline, or single undulation, observed first deep on the slope. This discounts the possibility of the waves
travelling all the way from the source as a packet, and suggests instead that the internal tide has propagated as a
long wave and only disintegrates into a packet of waves on reaching the variable topography and shoaling. Once
248generated the internal waves may propagate from the source either along the pycnocline, as the quasi-two layer
(first mode) waves described in chapter 4, or possibly into the deep ocean following ray paths with slopes given
by [2-13]. In the latter case it has been hypothesised that the energy propagates along the ray paths, reflects off
the bottom, approaches the surface, and on reaching the pycnocline the waves become energetic and non-linear.
This process is believed to have been observed by New and Pingree (1990) and has been demonstrated
analytically by Thorpe (1998). However this would suggest that the non-linear waves appear in a confined region
where the ray interacts with the pycnocline. The combined evidence of observations shown in Chapter 4 and of
analysis by satellite SAR of many other oceanic regions by previous authors and the current author suggests that
the high frequency waves do propagate, and primarily along the pycnocline. A final hypothesis is that the energy
leaks out of the rays on hitting the pycnocline, into the first mode, which is a propagating mode. This cannot be
confirmed or denied by the data in this study.
Finally in this discussion, some attention is given to the possibility of locally forced internal tides, an aspect
which previously has only been mentioned in passing. The generation of internal tides at the shelf edge has been
studied in considerable detail by, e.g. Baines 1982, Gerkema 1996, Lamb 1994, Thorpe 1996 and others, and a
full discussion will not be repeated here. However a small investigation has been done to determine the possible
strength of locally forced internal tides in the SES environment, as discussed in detail in Annex E. The results of
the investigation seem to confirm that during strong tides, a local internal tide is generated that creates non-linear
waves which propagate on-shelf, and another packet of waves that propagates off-shelf. When one considers also
the distantly generated waves, not included in the internal tide model, the resultant internal wave field is likely to
be highly energetic and confused, with non-linear interactions occurring. During weak tides the local internal
tide is negligible and distantly generated waves are likely to propagate unhindered across the continental slope,
producing the internal swell that has been the main subject of this thesis.
8.3 Future Work
Following the SESAME experiment the author has participated in further experiments measuring internal waves
with SAR and concurrent in-situ instruments. Analysis of these experimental datasets has confirmed some of the
findings of the study. The influence of multiple sources discussed in chapter 3 was also found at the Bay of
Biscay shelf-edge during Internal Tides by Means of Acoustic Tomography Experiment (INTIMATE98: Small
1998), confirming the findings of New (1988). The sources this time were generally located around the shelf-
edge, associated with canyons and ridges on the slope. Figure 8-1 shows an ERS-2 SAR image of the region
indicating internal waves propagating on and off-shelf. The wave signatures have been correlated to the
bathymetry and will also be correlated to the tidal phase in future work, to extend the findings of Pingree and
Mardell (1985), who considered only the two-dimensional (across-slope) problem.
249Off the south-west of Portugal the INTIFANTE99 (Small and Dovey 1999: amalgamation of INTIMATE and
the Portuguese Institute of Hydrografico, Lisbon, INFANTE experiment) found internal waves approaching the
slope from several directions, resulting in the kind of feature shown in Figure 8-2, which is possibly enhanced by
non-linear interactions. A coincident SAR and ship survey established that the waves had amplitudes of at least
50 m on the seasonal thermocline. Future work will investigate the nature of the sources, the refraction, and the
shoaling as the waves cross the short continental slope (see Figure 8-2). The reasons for strong geographical
variability of the internal tide strength in the region will also be investigated.
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Figure 8-1. An ERS-2 SAR image of the Bay of Biscay shelf edge, 11th August 1998. Bathymetry contours
(m)from GEBCO are overplotted.
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Figure 8.2. A RADARSAT SAR image of the south-west coast of Portugal, showing internal waves
approaching the Cape of Sines. 7th July 1999. Bathymetry contours (m)from GEBCO are overplotted.
252Annex A
Coefficients of the FEKdV equation for two layers
Section 2.6 discussed the higher order KdV equations such as the extended KdV (EkdV) and the fully
extended KdV (FEKdV). The latter is an extension to second order and is given in dimensional terms as
r]x + Cfi^ + [c4 (rjTjJ + C5 (rj2x) [=0
[A-l]
where r)(x,t) is the waveform, and for a two layer fluid c0 is given by [2-16], a and y are given by [2-28b],
OCi is given by [2-48] and the remaining coefficients are given in the Boussinesq approximation by
c
_
3
2c0 90
c, _lay
12c0
[A-2]
(Koop and Butler 1980). The solitary wave solution is given by
t](x,t)~r)osech
[A-3]
lix-ct)
K
(x
- ct)
Ä
Here the relationship between length-scale X and amplitude r\0 is given by
Ä
[A-4]
The constants At, A2, C are given by
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Higher order non-linear modes and calculation of the EkdV coefficient oc
The non-linear modes <|>'j satisfy equations of the form (Lamb and Yan 1996)
co
(B-1]
Where 3is the operator defined by
( d2 N2]
[B-2]
Here the ry are related to the lower order coefficients of the EkdV equation [2-47]:
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[B-3]
and the Sy are functions defined by (Lamb and Yan 1996)
o IU
=
c3co
CQ
[B-4]
The coefficients a and y were defined in [2-28] and the second order non-linear coefficient cti is given by
254-H
[B-5]
Where zero background flow is assumed and <|)10 is the non-linear vertical structure function, which
satisfies [B-l], and which in this case is (Lamb and Yan 1996)
c0 c0
[B-6]
Equation [B-l] (and [B-6]) is a second order linear differential equation. A particular solution is found by
writing [B-l, B-2] in finite difference form and solving by Gaussian elimination. Denoting the mode to be
solved for as <\>'\ with a depth index z {z=1,N), the finite difference form is
[B-7]
Here the y1( y2, are the known functions of the linear modes and the coefficients rlj, and Az is the vertical
grid spacing. This equation is now of the same form as the evolution equation [C-3], and is solved in the
same manner as described in Annex C, namely Gaussian elimination.
We follow the convention of Holloway et al (1999), that the modes $ are set equal to zero at the depth of
the maximum of the first order mode <]>. Holloway et al (1999) showed that other conventions may be
used (see e.g. Lamb and Yann 1996), as long as it is remembered that the coefficients ry are dependent on
the non-linear modes and must be adjusted to be consistent with the chosen §'K Examples of calculated
modal functions are given in chapter 5.
The vertical structures of the buoyancy variable, D'j, are related to solutions of the lower order problems,
by
D'1 (z)
= f (z) + riJ ^?
co
255Where
2c0
r'=o
[B-8]
The coefficient of ai is computed once (j>10 (z) is known using [2-53]. To test this solution we have looked
at solutions for both the modal case and an equivalent two-layer case. (Another test was successfully
performed, which was to check that the residual (left hand side minus right hand side) of [B-l] was small
relative to either side). To form an equivalent two-layer scenario, the approach of Gerkema (1994) has
been used: here a two-layer system is fitted which gives the same phase speed as the modal system, and
has the layer interface at the depth of the maximum of the first mode (Table 2-1).
For the second order coefficient a,, the two-layer equivalent was derived and compared to three
derivations of the modal value, illustrated in Figure Bl. The two-layer case is derived from Eq [2-48].
The three modal cases in Figure B1 are derived as follows:
Case 1: 1 metre resolution, condition: §so (zmax) =0 where zmax is the depth where the first mode
<|>(z) takes its maximum.
Case 2: 5 metre resolution, same particular solution as case 1.
Case 3: 5 metre resolution, condition d<|)10 /dz=0 at the seabed.
In other words Case 1 and 2 show the effect of varying depth resolution from 5 to 1 m in the calculation
of vertical structure, and Cases 2 and 3 show the effect of using different particular solutions.
The results in Figure B1 show some sensitivity to resolution in water depths of 600 m or less. We also
note that varying the particular solution gives rise to significant differences in water depths of 300 m or
above, but very similar values in depths less than 300 m. The reasoning behind the two particular
solutions is as follows:
Using <1>10 (zmax)=0 fixes the streamfunction definition to be
= zmax)
256[B-7]
In contrast fixing d(]>10 /dz=0 at the seabed fixes the internal current u at the seabed to be
crj(x,t)
dz
[B-8]
As u=3\|//3z (by [2-2]) and d<|>10 /dz=0 at the bed.
We have investigated the effects of using the different case values of a( (2 layer, Cases 1-3) by running
an experiment to investigate single soliton evolution approaching shallower water (similar to Figure 7.6,
but using a KdV initial soliton of 50 m amplitude, rather than an EkdV solitary wave). The experiment
was performed for the different values of oci, but with the same, first mode values of c0, a and y as shown
in Figure 5-9.
From Figure B-2 note that the evolution is not greatly different between the 4 cases (differences typically
less than 5 m, or
~ 10% of the amplitude). The main reason for this is that second order effects do not
become important until the soliton approaches shallow water where T|/H1, and r|>rjc [2-51], and in
shallow water the values of cti are quite similar. In deeper depths r)/H < 1 and so the value of oci is less
relevant there. Further we note that the evolution is similar for the two-layer cci case, and this is due to the
fact that at the depths where oci becomes important (namely, towards the shelf depths), the stratification is
quite well fitted by a two-layer approximation.
Holloway et al (1999) have shown that the effect of using different particular solutions for (|)10 (z) is to
give different values of ocj, which, in turn, gives a different evolution of the wave form Tl(x,t) through
equation [2-47]..
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258Appendix C
Numerical scheme for solution of EkdV equation
Here the equations are first non-dimensionalised following Small et al 1999b, Pelinovsky et al (1977) so
that
c0H
[C-l]
where L and H are the characteristic horizontal and vertical scales of the motion, c is the characteristic
phase speed, and T|o is the characteristic amplitude. The domain is moved forward at a fixed speed V.
With this the non-dimensional equation is
c0
[C-2]
and A, Ai and G are the non-dimensional coefficients of non-linearity, second order non-linearity and
dispersion respectively, and M is defined in equation [6-8]. For simulations in shallow water an explicit
scheme (based on Zabusky and Kruskal 1965) was used, and this was tested as shown in section 2.8. For
deeper water an implicit scheme was used to solve [C-2]. The advantage of an implicit scheme (where
some of the spatial gradient terms are calculated at the future time step) is that the time steps required to
solve the equation are not too small: just sufficient to resolve the wavelength of interest. This contrasts
with the corresponding explicit scheme which is limited for stability by AT < 0.384(AX)3 / G (Holloway
et al 1997), and this requires very fine time steps in deep water where G is large.
The equation to be solved is the finite difference form of equation [C-2], given by
259EJ-E,_
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[C-3a]
where i and j are time and space indices respectively and E is the non-dimensional displacement at
discrete intervals of AX and ATj in space and time. Here a mean value of E over 3 points is used to help
remove noise in the non-linear term (following Zabusky and Kruskal 1965). Note that the coefficients A,
Ai, G and M are functions of X and so are subscripted. Further ATi is also subscripted as this non-
dimensional term is related to the real time step At by ATj=At/cOj where now cOi is dependent on the
bathymetry.
Boundary conditions are given by
F = F = F
- F -0
[C-3b]
where nx is the number of spatial points. Provided nx is large enough, this is not overly restrictive, as we
generally consider solitary waveforms whose influence decays to zero before the boundaries
We note that the dispersive term (that multiplied by G,-) is computed at the future timestep j+l. The
scheme is a leapfrog in time, in that the futures time step (j+l) is derived using information from a present
(j) and a past (j-1) timestep. Equation [C-3a] may be written
[C-4]
where the F vector is a known function of the Ej and EjM vectors. The coefficient arrays a, b, c, d, e are
known and the Ej+1 vector is the unknown to be solved for.
This system of linear equations may be written as a matrix equation
260ME = F
[C-5]
Where
Mii+2=ai
M,,_, -d:
M,j=O \j-i\>2
[C-6]
The equation {C-5] has been solved using the IDL (1995) LU-decomposition software, (which makes use
of the fact that the M matrix is tri-diagonal). The scheme and code were tested by comparison with the
explicit scheme, with good agreement.
Due to the matrix inversions performed in this scheme, the computation time did become prohibitively
large for large domains. An optimum domain size for fast computations and suitable domain lengths was
around 256 elements, with a grid resolution of 15 m (or 30 m for longer waves). In some circumstances
(such as the shoaling experiments of section 6.4) the following tail behind the lead wave became rather
long and a longer domain was required. In these circumstances, to achieve a high accuracy, a domain of
1000 elements at 15 m resolution was used, together with an explicit version of the scheme described
above. However, as mentioned above, the explicit scheme is very computationally expensive in deep
water. For the multi-ray refraction model experiments a trade off between high accuracy and
computational speed was achieved by applying the implicit scheme. This accurately predicted the lead
solitary wave evolution but lost some accuracy of the following tail evolution. In all experiments care was
taken that boundary reflections did not interfere with the interior domain.
The explicit code was tested against the results of Zabusky and Kruskal (1965). The comparison of the
author's simulation of Figure 2-6 and the original results of Zabusky and Kruskal (1965) are contained in
Table C-l. The amplitude, position, and separation of each of the 8 solitons seen in Figure 2-6 at t=3.61/TC
are described in the Table. The comparison indicates good agreement. The differences in amplitude
between the results of Zabusky and Kruskal and Small are typically less than 5%. The differences in wave
position are typically less than or comparable to the expected measurement uncertainty, which indicates
that the phase speed of the solitons agree very well. The wave separations tend to decrease towards the
back of the packet as expected from dispersive non-linear theory, and again the difference between the
author's and the original simulations is within the measurement uncertainty.
261Table C-l. Comparison of the simulation by Zabusky and Kruskal (1965) and by the author of soliton
evolution from a long wave. The comparison is made at the time t=3.61/nfor each of the 8 solitons
shown on the solid line in Figure B-l. The soliton number corresponds to that shown in Figure B-l.
Peak-trough amplitude, position of the peak of the soliton, and separation between the soliton and the
following soliton are shown in the same non-dimensional units used in Figure B-L Note that the
solitons are asymmetric and the amplitude is the distance between the well-defined peak and the
lowest of the troughs either side. indicates measurement uncertainty.
Soliton No.
1
2
3
4
5
6
7
8
Zabusky and Kruskal
Amplitude
0.02
2.86
2.58
2.20
1.95
1.57
1.12
0.64
0.3
Position
0.005
0.62
0.36
0.1
1.84
1.60
1.36
1.15
0.94
Separation
0.01
0.26
0.26
0.26
0.24
0.24
0.21
0.21
Small
Amplitude
0.02
2.9
2.61
2.32
2.0
1.6
1.2
0.73
0.3
Position
0.005
0.63
0.35
0.1
1.84
1.61
1.39
1.17
0.95
Separation
0.01
0.28
0.25
0.26
0.23
0.22
0.22
0.22
Tests of the implicit code were done as follows by comparing solitary waves that evolve out of long
waves via the numerical code with the analytical solutions of sections 2.5 and 2.6.
In Figure C-l some comparisons of solitons predicted by the evolution model and the analytical solutions
presented above for the KdV equation (see [2-34,35]) and the EkdV equation (see [2-50]) are shown. The first
two plots compare analytical solutions with the soliton shapes evolved out of the long wave shown in Figure
2-9. The top plot indicates that the KdV evolution model is correctly producing KdV solitons (the analytical
solution exactly overlies the model result). In the second plot we show the result of a long evolution run with
the EkdV model for an initial amplitude of 20 m. The waveform does not significantly increase in amplitude
as the initial amplitude is close to the limiting amplitude for EkdV solitons in this case (a/cti =23 m from
Table 2-1). Eventually solitons evolve, and the lead wave has been compared with the theoretical solution.
Again, the comparison is good. The characteristic bucket shape of the near-limiting amplitude EkdV soliton is
clearly shown in contrast to the KdV solitons.
262Figure C-l also shows results from initializing the models with analytical soliton forms and propagating them
forward. This has been done for a 5 m KdV wave and a 22 m EkdV wave, computed initially from equations
[2-34,35] and [2-50] respectively. The resulting waveforms after long propagation periods are shown, and
agree perfectly with the analytical waveforms. The KdV model wave maintains its amplitude and propagates
at.a speed of 0.498 ms"1 in agreement with the expected speed c from [2-35a] and Table 2-1. The EkdV also
maintains its form, with a final amplitude of 22 m, and the phase speed calculated from the model results of
0.502 ms"' is in agreement with the expected speed from [2-50c] and Table 2-1 (here the non-linearity
parameter v=0.9989). Of course these agreements are not unexpected, as the model is based on the equations
from which the analytical forms are derived, but it acts to confirm that the models are performing well (and
conversely that the solitary wave solutions are indeed correct!).
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Figure C-L Comparison of soliton forms produced by the evolution models with the analytical forms. Top:
solitons evolved out of an initial 15 m long wave, using KdV model, Second: solitons evolved out of an
initial 20 m long wave, using EKdV model, Third: propagation of 5 m KdV soliton with KdV evolution
model and Fourth plot: propagation of 22 m EKdV soliton with EKdV evolution model
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Analysis of the barotropic and baroclinic tide using harmonic decomposition
This annex describes a harmonic decomposition of the barotropic tide used here to distinguish
semidiurnal and diurnal waves, and to predict the tide in periods of sparse data. The technique was
also applied to the internal tide as discussed in Chapter 3.
Harmonic decomposition was done of data from the SES S200 ADCP instrument located at 56 26.35'
N, 9 03.03' W, (see Figure 4-1) in a depth of 200 m, which recorded in August-September 1995. The
original data (recorded in vertical bins of 4 m) was depth averaged, de-trended (by subtracting a 24.8
hour running mean, effectively removing the low frequency residual current), and smoothed over 30
minute periods to remove high frequency events. The resultant time series of tidal u and v velocities
was then Fourier analysed to obtain initial estimates of tidal frequencies, amplitudes and phases. The
Fourier analysis used the Fast Fourier Transform routine of IDL (1995), with no window, but the data
cut to an integer number of M2 periods, to make the data approximately periodic.
The Fourier analysis enabled identification to be made of the main tidal periods in the data. A
harmonic fit was then created using thirteen tidal components. The values of amplitude and phase
were obtained using a least squares fit routine (CURVEFIT of IDL (1995)), with the initial estimates
obtained from the Fourier analysis. A data record of 23 days (August 12th-September 3rd 1995) was
used, covering a complete spring-neap cycle. Figure 3-5 shows the observed and modelled tidal u and
v velocities after the residual flow (calculated using a running mean over 6 tidal periods
~ 3 days) was
removed. It can be seen that the model closely predicts the phase of the u and v components. Some
disagreement can be found in the amplitude of the signals, which is possibly due to the influenced of
other, smaller amplitude harmonic components, and the complexity of the residual current. However
the main characteristics of the flow are predicted. The harmonic characteristics of the tidal ellipses and
velocities found using this method are described in Table 3-2 and 3-3.
Comparison with SESAME 96 data
This model has now been compared with tidal data from the SESAME 96 experiment, which included
ADCP tows near the shelf-break, one year after the S200 measurements, with good results (typically
within 3cms"', Small et al 1999b).
265Annex E
A non-linear model of internal tide generation.
In order to investigate the question of whether internal waves were generated as a result of the local internal
tide at the Malin shelf, a non-linear model of internal tide generation has been applied for the region. As the
stratification shows a wide thermocline, a model incorporating full stratification has been chosen. The
investigation has used the Lamb (1994) fully non-linear internal tide model, kindly offered by Kevin Lamb to
the author for this study. The model has been extensively tested and applied (Lamb 1994, Lamb and Yan
1996, Lamb 1997) in two-dimensional across slope environments, with the effects of rotation, realistic
pycnoclines and bathymetry included. The model is forced with fixed barotropic tidal currents at the
boundaries.
The Malin shelf internal tide has previously been investigated by Sherwin (1988), who discussed
observations considerably further south than here, and Sherwin and Taylor (1990) who applied a linear
internal tide model to that same region.
Description of the model
The model is fully non-linear in a vertical plane (x, z) and solves the Boussinesq equations of motion [2-1
with all 3/9y terms set to zero]. The model allows both terrain following sigma-type grids, or a mixture of
constant levels and sigma levels. Tidal forcing is allowed by setting the velocities for all time at the domain
left and right boundaries. Further an initial condition of barotropic flow is used to initialise the velocity
fields. With time the model adjusts to a baroclinic state corresponding to the tidal forcing, the stratification,
and the bathymetry.
The initial fields are defined by
u= sin( Cut)
H(X)
Q
w =
H2 dx.
fO
(OH
[E-l]
Where H is water depth, Q is tidal flux (HU, where U is the tidal velocity), w is computed from u via the
continuity equation [2-ld], and v is derived from the linear version of [2-lb] with zero initial pressure
gradient. At all other times u and v are specified at the boundaries by the boundary values of [E-l].
266Input stratification and bathymetry
This investigation does not look into the effect of spatially varying stratification, mainly because there is no
definite evidence of such variability. Further the model can have problems dealing with a density gradient at
the seabed. Consequently deeper variations in density are ignored, and the model applies a tanh fit to the
density profile to simulate a single pycnocline. The stratification has been taken as the tanh fit to the density
profile shown in Figure 5-11. Consequently the model simulates the generation of the internal tide at the
seasonal pycnocline but does not address the problem of generation at critical slopes in the bathymetry.
However as the seasonal pycnocline was such a dominant feature during this period, it is probable that this
will be the region for main internal tide generation.
The model bathymetry also required an analytical fit to the observed bathymetry. The fit was a tanh function
to describe the main slope with an additional Gaussian function added near the shelf edge to increase the
steepness there. It is shown in Figure E-l.
To investigate further whether the fit is a reasonable representation of the internal tide producing properties
of the bathymetry, a calculation has been made of the Baines (1982) parameter denoting the restoring force F
on a particle due to the internal tide:
O OX
[E-2]
where a is the tidal frequency. The restoring force is therefore proportional to the tidal flux Q, the square of
the buoyancy frequency, and inversely proportional to the wave frequency. For a given flux Q, and tidal
frequency, and at a given depth in the water column is it is proportional to 3(H"')/9x={3(H)/3x}/H2, where H
is the water depth. This quantity is shown in Figure E-2. It can be seen that the quantity for the real
bathymetry is about one and a half times that of the fit: this was a considerable improvement on that achieved
with a tanh function alone.
The numerical grid was defined with a fixed horizontal spacing in the horizontal of 20 m, and a mixture of a
fixed vertical grid spacing of 5 m in the top 100 m (to resolve the pycnocline), and then a sigma grid from
100 m to the total water depth with a further 40 levels. (This resulted in a maximum vertical spacing on the
sigma grid of 22.5 m on the deep water side and lm on the shelf side.) Time spacing was set to a maximum
of 20 seconds, and all these values were tested for convergence of the model.
267Experiment
A simulation has been performed with the Lamb model of the effect of tidal flow perpendicular to the shelf-edge. As
discussed in chapter 3, this occurs generally at spring tides only. Two experiments were run, one with a maximum
tidal velocity of 0.45 ms"1 on the shelf, simulating spring tides, and one with weaker currents of 0.15 ms"1, representing
more typical tides.
Figure E-3 shows results from the model. For a maximum tidal velocity of 0.45 ms"1, the situation at maximum ebb-
flow, Wi tidal cycles into the run is shown at the top of Figure E-3. Packets of non-linear internal waves can be seen
both on-shelf and off-shelf. The on-shelf waves are up to 10 m amplitude in a rank-ordered packet of three waves,
whilst offshelf there are two packets of rank-ordered non-linear waves, with amplitudes up to 20 m. The packet which
is furthest off-shelf is strongly dispersed, with waves separated by up to 5 km. From the separation of the off-shelf
wave packets (about 32 km), the phase speed can be estimated at 0.72 ms"1.
By the next flood tide (second plot on Figure E-3), the on-shelf packet has just reached the boundary and another
packet is forming around range 30 km. The separation of the packets (23 km) suggests phase speeds of 0.51 ms"1.
There is wide upwelling of the interface centred on range 5 km forced by the flooding tide. It is interesting to note that
this feature is more pronounced than any downwelling effect at the shelf-edge ebb-tide (Figure E-3 top plot).
It is interesting to compare this with the observations of this thesis. The off-shelf propagating internal wave packet
shown in the model has no parallel in the observations. However, no detailed analysis was done of the propagation of
observed high frequency internal waves at spring tides, and there is no supporting SAR data available at spring tides
which may have shown their signature. So the occurrence of off-shelf waves at springs remains a possibility. The
model predictions of on-shelf propagating internal waves may have some similarity to the internal wave packet 'C on
Figure 3-7. The model predicts that the individual waves start to form at around range 30 km (see Figure E-3, second
plot), so these waves would not explain the large number of internal waves measured at the shelf-edge in SESAME
(see e.g. Figure 3-11). The model phase speeds of 0.72 ms"1 on the deep ocean side is close to the observed values
over the slope while the predicted speed of 0.51 ms*1 on the shelf is slightly smaller than the typical observed values of
0.6 to 0.7 ms"1 on the shelf (see section 4.3).
For comparison, a model run for weaker tidal currents of 0.15 ms"1, at ebb-tide, comparable to the typical across-slope
tidal speeds, is shown at the bottom of Figure 8-1. This time the wave displacements are negligible, confirming that at
neap tides the local internal tide generated by across-slope flow is weak (but it should be remembered that in fact the
currents at neaps are more along-slope, so that a different model is really required to simulate that situation).
2684O
Figure E-L Bathymetric profile at 56.5 N (solid line), and the fit (chained line) used in the internal tide
model simulations.
Figure E-2. Plot of the function {dH/dx}/H2 as a function of range for the real bathymetry (solid line) and fit
(chained line)
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Figure E-3. Results from the Lamb (1994) non-linear internal tide model. Density is contoured in the first,
second, and fourth plots which show the top WO m of the ocean.
Top: Maximum tidal velocity of 0.45 ms', ebb tide. Second plot: Maximum tidal velocity of 0.45 ms1, flood
tide
. Third plot: Corresponding bathymetry profile. Bottom plot, Maximum tidal velocity of 0.15 ms'1, ebb
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