AbStRACt
INtRODUCtION
This article is concerned with measuring the quality of various multimedia materials used in perception, cognition, and evolutionary learning processes. The multimedia materials may include temporal signals such as sound, speech, music, biomedical and telemetry signals, as well as spatial signals such as still images, and spatio-temporal signals such as animation and video. A comprehensive review of the scope of multimedia storage and transmission, as well as quality metrics is presented by Kinsner (2002) . Most of such original materials are altered (compressed or enhanced) either to fit the available storage or bandwidth during their transmission, or to enhance perception of the materials. Since the signals may also be contaminated by noise during different stages of their processing and transmission, various denoising techniques must be used to minimize the noise, without affect-ing the signal itself (Kinsner, 2002) . Different classes of colored and fractal noise are described by Kinsner (1994c) . A review of approaches to distinguish broadband signals and noise from chaos was provided by Kinsner (2003) . The multimedia compression is often lossy in that the signals are altered with respect not only to their redundancy, but also to their perceptual and cognitive relevancy. Since the signals are presented to humans (rather than machines), cognitive processes must be considered in the development of suitable quality metrics. Energy-based metrics are not suitable for such cognitive processes. A very fundamental class of metrics based on entropy was described by Kinsner (2004) , with a discussion on its usefulness and limitations in the area of cognitive informatics (CI) as defined in Wang (2002) and Wang and Kinsner (2006) and autonomic computing (Kinsner, Potter, & Faghfouri, 2005; Wang, 2007) . This paper is an extension of the single-scale, entropy-based metrics to multiscale metrics through fractal dimensions. Many experimental results obtained by the author and his collaborators indicate that quality metrics based on fractal dimensions appear to be most suited for perception. Further research on their suitability for cognition is being conducted.
A topological dimension is by definition a non-negative integer 0, 1, 2,… . The dimension of a general abstract vector space is the number of linearly independent vectors required for a basis, and is n for R n . An orthonormal basis is by definition a basis which is an orthonormal set. The space-time we live in is often characterized by four Euclidean integer dimensions.
At the end of the 19th century, it was believed that one could define the dimension of a space as the number of continuous parameters required for describing it. However, with the introduction of space-filling curves by Peano, Hilbert, Minkowski, Sierpinski and others, as well as the discovery of continuous but nowhere differentiable curves by Weierstrass, and dusts by Cantor and Julia, the notion of the integer dimension had to be refined. Consequently, a real number was then introduced as a measure of the degree (index) of space filling (meandering, roughness, brokenness, or irregularity). Today, chaos in a dynamical system is characterized by such numbers as a measure of the corresponding complexity of a strange attractor of the system. In 1928, Bouligand called the space-filling index the Cantor-Minkowski order. It was also known as fractional dimension (Besicovitch in the 1930s), logarithmic density, and even capacity (Frostman) and KS entropy (after A.N. Kolmogorov 1958 and Sinai 1959) . In the 1960s, Mandelbrot reformulated the number in terms of the Hausdorff-Besicovitch fractal dimension to acknowledge the fundamental contribution of Hausdorff in 1919 in establishing a measure of a set through successive coverings of the set by volume elements (abbreviated to vels) , and the refinement of the idea by Besicovitch 10 years later. In 1979, Mandelbrot defined a fractal as "a set for which the Hausdorff-Besicovitch dimension strictly exceeds the topological dimension" (Mandelbrot, 1982) . Today, we also recognize that some (fat) fractals may have integer dimensions. Since the dimension plays such an important role in fractals, it has been described in numerous books and other sources such as Peitgen, Jürgens, & Saupe (1992, p. 216) ; Hoggar (1992, p. 392) ; Falconer (1990, Ch. 2); Edgar (1990, Ch. 6) ; Feder (1988, p. 14) ; Barnsley (1988, p. 200); Wornell (1996); and Kinsner (1994b, 1995) .
In the previous approaches, the entire fractal object is characterized by a single number. This characterization is adequate for strictly self-similar objects only. Natural fractals are not self-similar everywhere and require more than one number to describe them completely. In the late 1970s, Mandelbrot stressed that complex objects and dynamical systems should be characterized by a spectrum of numbers, rather than a single dimension. Hentschel and Procaccia (1983) adapted the SchutzenbergerRényi generalized entropy to characterize the distribution of multi-fractals. We have also contributed to the study of such multi-fractal measures.
The desire to implement the HausdorffBesicovitch fractal dimension has led to various classes of definitions, including (1) length
Rényi dimension spectrum D q , (10) Mandelbrot singularity spectrum S q , (11) spectral dimension D β , (12) variance dimension D σ , and (13) Lyapunov dimension D Λ . Many other definitions can also be found in the literature. Notice that each class may have different methods of computing the dimension, thus resulting in different numbers.
Has this proliferation of the definitions of fractal dimensions always resulted in a better representation of fractal objects? Yes. However, since the definitions produced values that were not the same for a given fractal, as reported in the literature, they caused confusion and even mistrust in them. Consequently, the main objective of this paper is to show that the different definitions of fractal dimensions should produce the same values if and only if the measured object is monofractal (i.e., an object with the same complexity everywhere), but should produce different values if the object is multi-fractal (i.e., a mixture of monofractals). Another objective of this paper is to show how those dimensions are related, and how they can be classified into groups according to distinct features. They shall be grouped into (1) morphological dimensions, (2) entropy-based dimensions, and (3) transform-based dimensions.
MORPHOLOGICAL fRACtAL DIMENSIONS
Morphological fractal dimensions are concerned with the geometry of fractal objects only. They are purely shape-related concepts. They utilize no information about the distribution of a measure over a spatial fractal or the time behavior of a dynamical system. Although limited to the morphology of objects, they are the most widely used today in the form of the box-counting dimension. This section describes the major variations on this class of dimensions and establishes a number of characteristic attributes of the morphological fractal dimensions. Although this class is easy to compute and sufficient to characterize monofractals, it is not sufficient to characterize multi-fractal objects such as strange attractors pertinent to perception and cognition.
Length Fractal Dimension, D L
Measuring of objects (i.e., their forms or patterns) is a fundamental part of any geometry such as Euclidean (325-265 BC), hyperbolic Lobachevsky (1792-1856), and spherical Riemanian (1826 Riemanian ( -1866 . Simple objects such as triangles, polygons, and circles allow unambiguous measurements, regardless of their scale. This can be demonstrated by the well-known Archimedean approximation of the length of a circle of radius R by inscribed regular polygons of length L N = 2NRsin(180/N), where N is the number of sides of length r in the polygon, as shown in Figure 1a . It is seen that an initial rough estimate L6 is replaced by successive values of L 12 , L 24 , L 48 , L 96 , … that converge rapidly to the true length of the circle L ∞ = 2πR. Notice that the values of (1/r) along the x-axis in Figure 1b can be interpreted as a precision of the measurements.
In general, the length of any simple curve (i.e., a curve that is continuous and differentiable everywhere) can be approximated by taking a ruler of length r and counting the number N(r) of such rulers required to step along the curve from one end to the other (i.e., to cover the curve). As the ruler size approaches zero, L(r) approaches a finite limit according to:
Clearly, the value of the exponent of r is D E = 1 in the Euclidean space.
Does this unambiguous measurement of a simple object in the Euclidean geometry extend to a complex object in the fractal geometry, such as the Koch curve or a coastline? No, because measuring such objects reveals rapidly escalating details when the measuring unit r decreases, as illustrated in Figure 2 . So, even if absolutely precise, the measurement of L at two different sizes of r will be different (a larger r results in a shorter L). Similarly, for two different scale maps and the same r, the measurements will also be different (a larger scale results in a shorter L).
If we start measuring the coast of Britain with a ruler of length r 1 = 500 km, then successive length measurements at ruler sizes of 100, 54, and 17 km plotted in log-log coordinates are scattered around a line with a slope m ≈ 0.361900, as shown in Figure 3 (for comparison, the graph also shows the Archimedean approximation of the circle). Notice that the slope is denoted by the usual m to signify "modulus of slope," or "move," or the French "monter," "to climb," and to avoid confusion with other symbols used in this paper. This line implies the following power-law relationship between L and r at the successive scale stages k:
where c is the intercept. Thus, the exponent m can be expressed as
to the accuracy of log c.
So, if the exponent of r is D E = 1 in Eqation (1), the measured length of a fractal diverges, L(r) → ∞. What happens if we change the exponent from 1 to some value D in Equation (1)?
The new exponent D is now capable of suppressing the rate of the diverging sequence to a point at which it becomes constant, exactly as it is with simple objects, but beyond which it vanishes. This critical value D L is the length fractal dimension. This new dimension, though no longer an integer, reconciles the difference between the length measurement of simple and fractal objects! It appears that this is one of the simplest explanations of the meaning of the fractal dimension concept. It clearly involves the successive (Hausdorff) coverings by volume elements (vels for short), which are in this case line segments of size r, with r → 0 at successive coverings.
It can be shown that the D L is related to the slope m of the log-log plot according to the following simple relation (Kinsner, 1994a) : Since this fundamental bounding property of fractal dimensions also applies to all the other fractal dimensions discussed in this paper, it is very useful in fractal object characterization and Another fundamental property of fractal dimensions is that they are independent of the energy of the object (signal). Instead of measuring energy of the object, they measure its complexity through its information, or entropy, or other metrics. Still another fundamental property of fractal dimensions is that they can be obtained only through measurements at multiple scales, thus revealing any long-range dependencies in the fractal objects. This property is critical in the analysis of chaotic time series (e.g., Kantz & Schreiber, 2004; Sprott, 2003) .
Notice that since the concept of length does not discriminate between different parts of the object, the aforementioned approach to computing D L ignores any non-uniformity of the distribution of a measure along the object, and thus this is equivalent to the assumption that the entire length has equal (uniform) distribution of properties such as the density of the line. This property makes D L the first example of morphological dimensions.
Self-Similarity Dimension, D S
While the length fractal dimension D L applies to any line fractal, the self-similarity fractal dimension D S applies to either regular self-similar objects, or asymptotically self-similar objects of any embedding dimension D e . This is the reason why we can abandon the concept of length, surface, volume, or any other higher-order dimensional object and concentrate on the relationship between the number of vels and their size (or any other equivalent scale metric) at multiple coverings.
If the following power-law relation is satisfied:
where the sign ~ reads "is proportional to," k is the covering count, r is the reduction rate in the size of a vel between two successive coverings (r = r k / r k -1 for k > 0; e.g., r = (1/4) / (1/2) = 1/2, as shown in Fig. 4 ), and N is the increase rate of the number of vels between two successive coverings (N = N k / N k-1 ; e.g., N = (9) / (3) = 3, as shown in Figure 4 ). For the Sierpinski gasket shown in Figure  4 , having complexity between a line and a plane, the self-similarity dimension can be computed from:
Figure 4. Construction of the Sierpinski triangular gasket
It is seen that the self-similarity fractal dimension of a pure mathematical fractal can be obtained from a single measurement at any scale for k > 0. For the Cantor set (see Kinsner, 1994a) , having complexity between a point and a line, the self-similarity dimension is D S ≈ 0.6309.
Hausdorff Dimension, D H
In 1919, Hausdorff proposed an iterative multiple-scale subdivision procedure to define a measure of any irregular object. Since this multi-scale measure is fundamental to a group of morphological fractal dimensions, these fractal dimensions bear his name. The concept of successive coverings of a given fractal object is very simple:
1. COVER the object by using the concept of neighborhood, which could be a small region of any shape (often called the Borel ball, or a volume element, vel for short), centered on a point either on or in the vicinity of the fractal. If the fractal is embedded in a specific Euclidean dimension (e.g., the Koch curve is embedded in D E = 2), use the neighborhood of the same embedding dimension and size r to cover the object. Notice that r must be smaller than the fractal object itself; otherwise, N k reaches a saturation level at 1. 2. For a given size r k , COUNT the number N k of vels required to cover the object. 3. REDUCE the size of the vel, and REPEAT
Step (ii) UNTIL no further detail is seen (i.e., another saturation level is reached).
If we have any two successive measurements for k-1 and k, then the Hausdorff fractal dimension can be computed from:
In the limit, the expression becomes
As it should, the expression resembles both the length dimension and the self-similarity dimension, but now relates to more general irregular fractals. It is important to notice that while the fractal dimension of a strict monofractal can be computed from a single scale, an irregular or stochastic fractal must be computed from at least three scales or r k . Each scale produces just a single point in the log-log plot of N k vs r k , and must never be taken as D H because it is a function of the scale r k (a common mistake made by novices in this area). Instead, a linear regression must be done on the points (except for any saturation points at the extreme values of the scale) to obtain the slope m. The dimension is then D H = m. This procedure applies to all the successive multi-scale calculations.
Another important problem is related to the concept of covering. Since there is no single definition of the covering, several distinct implementations techniques have evolved, three of which are shown in Figure 5 (Kinsner, 1994a) . Figure 5a shows the minimum number of regular vels of radius r required to cover a fractal F completely, while Figure 5b shows the opposite extremum: the maximum non-overlapping vels that can be used to cover F. Figure  5c shows adjacent vels forming a mesh, and the dimension is often called the box-counting dimension. Notice that the first two techniques use r as the radius of the vels, while the latter technique uses r as their diameter. Although the numbers of intersecting vels are different for each covering type, the three Hausdorff dimensions are closely related, as long as the same technique is used throughout the experiment. This technique applies to objects in any embedding dimension.
Minkowski-bouligand Dimension, D Mb
This dimension is touted as the fundamental approach by some authors (e.g., Tricot, 1995, in the Mass Dimension, D M section). It is based on orders of growth and scale of functions at 0 (i.e., when r�→�0) to measure the degree of space filling of a curve. One embodiment A measure of the space filling of the curve can be calculated by dividing the area by the diameter of the disk:
and a rate of this change can be established by reducing the size of the disk. If this follows the power-law relationship, the MinkowskiBouligand dimension (also known as the Cantor-Minkowski-Bouligand dimension) is given by:
Notice that for a smooth curve, A mk ~ r k and D MB = (log r k /(-log r k )+2 = -1+2=1. It can be shown that for strictly self-similar fractals, D H = D MB , but for natural fractals, D H < D MB .
Based on the concept of dilation, we have also tried a variation on this scheme to determine the rate of space-filling of electrical discharges in dielectrics, as they are related to DLAs and obtained very-high-accuracy estimates of the fractal dilation dimension (Stacey, 1994) .
Mass Dimension, D M
The mass fractal dimension is another embodiment of the Minkowski sausage approach. It is often used in measuring the complexity of natural fractals such as the Lichtenberg figure  (Figure 7 ), dielectric discharges, and fractal growth phenomena in general.
An estimate of the "mass" A k contained in the fractal is obtained by measuring the area of the fractal branches contained within a corresponding circle of radius r k and centered at the seed of the fractal (i.e., the point where the branches merge). This measurement is repeated for different radii, and the mass fractal dimension is computed from: 
Gyration Dimension, D G
Similarly to the mass fractal dimension, the gyration fractal dimension is ideally suited for fractal growth phenomena with asymmetry. Furthermore, we also consider the gyration dimension as a major extension of the mass dimension. Although both seem to be related, the differences are significant in that the gyration dimension uses a statistical measure of the spread of the fractal during its growth, rather than a priori selected circles centered at its seed. The two techniques are compared in Figure 8 .
The radius of gyration R G is equal to the standard deviation of the spread of the fractal and has its origin at the center of mass (alias centre of gravity, or centroid) of the fractal. It is seen from Figure 8 that a circle with radius R G covers any asymmetrical fractal much better than the concentric circles coincident with the seed, as used in the mass dimension.
For a given number N k of discharged sites at stage k in a dielectric discharge simulation, the radius of gyration is defined as (Vicsek, 1992, p. 84 
where r j is the distance of the jth bond from the centroid of the fractal. The location of the centroid µ is defined as the arithmetic mean of all the discharged sites along the x and y directions: , holds, then the gyration dimension is:
As before, D G can be obtained from the slope of a log-log plot.
Notice that Equation 15 does not reveal its relation to variance. However, it can be rewritten into the following more convenient and practical form (Kinsner, 1994a) :
Since the four sums in Equation 19 can now be computed during the simulation of the random fractal, the radius of gyration can be computed at any desired value of k. We term this type of computation as being real time as opposed to batch processing if the averages must be computed first. Furthermore, this mode of computation is applicable not only to birth processes in which the number of elements always expands (e.g., DLAs), but also to birth-death processes in which the number of occupied sites can both grow and diminish (e.g., cellular automata). An incremental real-time procedure for computing the gyration dimension is described in (Kinsner, 1994a) .
Another important observation is that the gyration dimension is the only morphological dimension that lends itself to a modification to include a non-uniform probability distribution within the fractal. The modified expression for the radius of gyration is the square root of the weighted average:
Observe that Equation 20 no longer relates to a morphological dimension (uniform distribution); it now relates to an entropy-based dimension as discussed next.
ENtROPY-bASED fRACtAL DIMENSIONS
Entropy-based fractal dimensions differ significantly from the morphological dimensions discussed in the previous section in that they can deal with non-uniform distributions in the fractals, while the morphological dimensions show the shape of a projection of the fractal only. This is understandable because the morphological dimensions are purely metric (and not probabilistic or possibilistic) concepts. Since this distinction has not been appreciated uniformly in the literature, one should be aware of possible fundamental errors in the results and conclusions there.
Information Dimension, D I
The simplest entropy-based fractal dimension is related to the first-order Shannon entropy. Let us consider an arbitrary fractal that is covered by N k vels, each with a diameter r k , at the kth covering (which is a setting similar to that used to determine the Hausdorff dimension, D H ). Recall that D H was estimated from the number of vels intersected by the fractal, regardless of the density of the fractal in each vel. In contrast, the estimation of the information dimension, D I , considers the density of the fractal, as determined from the relative frequency of occurrence of the fractal in each intersecting vel. If n jk is the frequency with which the fractal enters (intersects) the jth vel of size r k in the kth covering, then its ratio to the total number N Tk of intersects of the fractal with all the vels is an estimate of the probability p jk of the fractal within the jth vel, and is given by: 
Notice that this total number N Tk must be recalculated for each kth covering because, in general, it can change substantially on dense fractals.
With this probability distribution at the kth covering, the average (expected) self-information (i.e., I jk = log (1 / p jk ) of the fractal contained in the N k vels can be expressed by the Shannon entropy H 1k as given by:
Notice that the subscript 1 in H denotes that the Shannon entropy is of the first order which assumes independence between all the vels. If the following power-law relationship holds:
where c is a constant, then the information fractal dimension is
As before, D I can be obtained from the slope m of a log-log plot of Shannon's entropy
The difference between the self-similarity dimension and the information dimension can be illustrated by studying fractals and nonfractals such as an ensemble of a unit interval and an isolated point with equal probability distribution between the interval and the point. It can be shown (Kinsner, 1994a ) that the self-similarity dimension masks out the point completely (D S = 1), while the information dimension preserves the presence of the point (D I = 1/2). This also applies to the Hausdorff dimension. In general, D I ≤ D S and D I ≤ D H , with the equality occurring only for fractals with uniform probability distributions. Such fractals are called monofractals.
Correlation Dimension, D C
The information dimension reveals the expected spread in the non-uniform probability distribution of the fractal, but not its correlation. The correlation fractal dimension was introduced to address this problem. Let us consider a setting identical to that required to define the information dimension, D I . If we assume the following power-law relationship:
then the correlation dimension is
As before, D C can be obtained from the slope m of a log-log plot of the second-order entropy H 2 vs precision (1/r k ) as D C = m.
It is clear that the numerator is different from the Shannon first-order entropy in the information dimension. It can be shown that it has the meaning of a correlation between pairs of neighboring points on the fractal F (Kinsner, 1994a) . This correlation can be expressed in terms of a density-density correlation (or pair correlation) function. It is also known as the correlation sum, or correlation integral. This interpretation can lead to a very fast algorithm for computing the correlation dimension (Grassberger & Procaccia, 1983; Kinsner, 1994a Kinsner, , 1994b . There are numerous examples in the literature of computing the correlation dimension for natural fractals, including DLAs, dielectric discharges, retinal vessels, damped pendulum, and the Hénon strange attractor (for a review, see Kinsner, 1994a 
Rényi Dimension Spectrum, D q
Since the correlation dimension is an extension of the Shannon-entropy-based dimension, could we gain anything by generalizing the concept further? Yes, we could see the entire spectrum of power-law relationships if we use the generalized higher-order entropy concept, as introduced by Rényi in 1955, and prior to him by Schutzenberger, and given by:
where q is called the moment order. Notice that although the Rényi entropy becomes singular for q = 1, it can be shown that it is the Shannon entropy (as in Equation 23 ) (Kinsner, 1994a) .
Let us consider a setting identical to the previous two fractal dimensions. If the following power-law relationship holds for the expanded range of q (to cover all its negative values):
then the Rényi fractal dimension spectrum is:
Once again, for a given order q, D q can be obtained from the slope s of a log-log plot of the q-order entropy H q vs reduction (r k ) as D q = m. It should be clear that the process should be repeated for a desired range of q, often −10 ≤ q ≤ 10 to contain numerical errors for high powers on some computers. Also notice that special attention must be given for q = 1 at which Equation 30 becomes singular.
It can be shown (Kinsner, 1994a ) that for a fractal with a non-uniform probability distribution function, D q decreases monotonically from D −∞ to D ∞ , resembling an inverted S curve, as shown in Figure 9 . For a pure self-similar monofractal, all the dimensions become equal to D 0 = D H , as shown by the horizontal line in Figure 9 . 
Monofractal
One by one, we can show (Kinsner, 1994a ) that for q = 0, the Rényi dimension is equivalent to the morphological Hausdorff dimension D 0 ≡ D H ; while for q = 1, the Rényi dimension is equivalent to the information dimension D 1 ≡ D I ; for q = 2, it is the correlation dimension D 2 ≡ D C ; and for q = ±∞, D q becomes what we call the Chebyshev dimension computed from the maximum and minimum probabilities, respectively. The Chebyshev extreme dimensions provide the Rényi spectrum bounds, which are very useful in classification by neural networks. The other fractal dimensions discussed in this paper are also equivalent to the Rényi dimensions with some values of q, including non-integer values of q (e.g., the gyration and variance dimensions). Thus, since the Rényi fractal dimension spectrum covers all the known dimensions, it can be seen as the unifying framework.
The significance of the Rényi dimension spectrum is that it is no longer a single-valued dimension, but a single-valued monotonically decreasing function. Without any assumptions, it reveals the nature of the object either as a monofractal (a straight line), or as a mixture of fractals (a multi-fractal) whenever the function looks like an inverted S curve. This S-curve can be interpreted as a bounded signature of the fractal. This is in contrast to the Rényi entropy which is unbounded. This boundedness of the signature is of particular importance to classification of fractal objects.
The inverted S-curve may be either antisymmetric about D 0 for q = 0, or not. Any asymmetry is an indicator of an asymmetrical probability distribution (skewness).
Whenever a fractal has the complexity of a multi-fractal strange attractor in chaos, with varying densities, a single-valued fractal dimension no longer can describe the fractal adequately, and the Rényi dimension spectrum should be used for its characterization. For example, the multi-fractal spectrum can be used in characterizing the multi-fractal structure and dynamics of the majority of non-equilibrium heterogeneous stochastic phenomena in physics and chemistry (including DLAs and dielectric discharges; viscous fingering; solidification; and surface growth), as well as in biology, medicine and CI (including the Lévy walks of ion pumps in a cell; electrical signals from muscular, cardiac, and brain activities; perception processes; and cognition dynamics). It can also be used in the study of percolation, cellular automata, textures of images and surfaces of materials, non-stationary processes such as speech, and electrical signals in biological organisms. We have studied several such phenomena using the Rényi dimension spectrum and found it to be extremely useful as both a detector of multifractality, and as a source for input vectors for neural network classifiers.
As described in the Correlation Dimension, D C section, the correlation dimension can be interpreted in terms of the pair correlation function. One can also show that the Rényi dimension spectrum can be interpreted as q-tuple correlation function for q > 0. Once again, this interpretation may lead to a fast algorithm for computing the Rényi dimension spectrum.
The Rényi dimension may also be instrumental in revealing the spectrum of fractals contained in an object, as discussed next.
Mandelbrot Singularity Spectrum, S q
We shall now show that the Rényi fractal dimension spectrum is closely related to the Mandelbrot singularity spectrum. If a fractal object has different local measures (such as a probabilistic weight) at its different regions, the distribution of the measures can be described by a multi-fractal distribution function f(α) (that we also call the multi-fractal singularity spectrum). As it will be seen, we could interpret α as the strength of the local singularity of the measure, and thus could call it the Hölder exponent or the crowding index. Since the idea of multifractality was first proposed by Mandelbrot (1974) and later described by many others (e.g., Grassberger & Procaccia, 1983; Hentschel & Procaccia, 1983; Vicsek, 1992) , we would like to call the multi-fractal dimension f(α) the Mandelbrot singularity spectrum, S q .
Consider a recursive (multiplicative) process generating a non-uniform fractal (i.e., with rescaled regions of different sizes r j ) with inhomogeneous measures (i.e., regions with different probabilities p j ) at each of the rescaled regions. An example of such a process over a square of size L at its commencement (the second iteration, k = 2) is shown in Figure 10 .
We have seen that for a uniform fractal with homogeneous measures, the distribution of probabilities p for a given vel of size r satisfies the single-valued power-law relation:
where D S is the self-similarity fractal dimension. However, for a non-uniform fractal with inhomogeneous distribution, the local relationship is:
In addition, we can consider how many vels have the same α j . For example, for k = 2 in Figure 10 , there are two vels with p 1 , three vels with p 2 , and one vel with p 3 . In general, the number of vels with a specific α has the following power-law relation:
where f(α) is the Mandelbrot singularity spectrum, S q . If we perform a set of measurements, a plot of f(α) could be constructed, as shown in Figure 11 . Notice that the maximum S qmax is reached for the Hausdorff dimension D H ≡ D 0 , while the minimum S qmin = 0 is reached for the extreme values of probability (p max on the left of the maximum, and p min on the right). So, S q is not only bounded, but has a finite support! From an application point of view in fractal object classification, this finite support makes this object characterization more desirable than the Rényi spectrum D q which is also bounded, but has an infinite support. Also notice that the exponent α is analogous to the energy, while f(α) is analogous to the entropy as a function of energy, and is reminiscent of plots in thermodynamical systems (Stanley & Meakin,1988) .
Since the Rényi dimension spectrum, D q , contains all the information about the multiscale dimensional analysis of the fractal, it also contains the information about its singularity spectrum. Consequently, the Mandelbrot singularity spectrum, S q , can be computed directly Figure 10 . A recursive process producing a multi-fractal after (Vicsek,1992, p. 50) f ( 
and f(α) ≡ Sq is obtained from
This Rényi and Mandelbrot spectra represent equivalent descriptions of multi-fractals, as they are Legendre transforms of each other (Halsey, Jensen, Kadanoff, Procaccia, & Shraiman, 1986; Stanley & Meakin, 1988) . However, since Equation 34 involves numerical differentiation, it is better to compute the Mandelbrot singularity spectrum directly, using wavelets and their modulus maxima Mallat, 1998) .
tRANSfORM-bASED fRACtAL DIMENSIONS
We shall concentrate on three very practical dimensions based on: (1) power spectrum density, (2) multi-scale variance, and (3) Lyapunov exponents.
Spectral Dimension, D β
A time series representing a chaotic or nonchaotic process can be transformed into its power spectrum density, using spectral analysis techniques such as Fourier (including the shortterm windowed fast Fourier transform [FFT] and the discrete cosine transform [DCT] ), or the time-scale transforms such as wavelets (Wornell, 1996) . If the power spectrum has equally spaced harmonics, the underlying process is periodic or quasiperiodic (non-chaotic). On the other hand, if the power spectrum is broadband, with substantial power at low frequencies, it may originate from chaos, although the broadband power spectrum does not guarantee sensitivity to initial conditions, and therefore chaos.
A broadband signal v(t) can be characterized either by its energy spectrum E(f) = |V(f)| 2 , or its power spectrum P*(f) = |V(f)| 2 /T, or its power spectrum density given by:
where |V(f)| is the Fourier transform amplitude. The spectral density gives an estimate of the mean-square fluctuations of the signal at a frequency f. If we assume that the power spectrum density has the following power-law form:
then we can use the exponent β to define the spectral fractal dimension as
where D E = 1 is the embedding Euclidean dimension for the time series.
It is now customary to characterize such broadband signals as colored noise, according to the value of β; for β = 0, 1, 2, 3, the noise is white, pink, brown, and black, respectively, as shown in Figure 12 . White noise is completely random, while the colored noise has more persistence (which is defined as the trend of a process to continue in the direction upon which it has embarked). Black noise is often representative of natural and unnatural catastrophes such as floods and droughts.
For a fractal time series, the exponent β may also be fractional. A single value of β indicates self similarity or self-affinity of the noise everywhere. A complicated phenomenon may exhibit more than one β in its power spectrum density, thus facilitating search for the critical points in the process.
Variance Dimension, D σ
As we have seen, a time series representing a chaotic or non-chaotic process could be characterized through the power spectrum exponent β. It can also be characterized directly in real time by analyzing the spread of the increments in the signal amplitude (variance, σ 2 ). Let us assume that the signal v(t) is discrete. If we assume that the variance of its amplitude increments is related to the time interval according to:
then the Hurst exponent H can be calculated from a log-log plot using
Finally, for the embedding Euclidean dimension D E , the variance dimension D σ can be computed from
The technique of computing the variance dimension is so simple that it lends itself to realtime fractal analysis of a time series (Kinsner, 1994c) . Although the spectral dimension may reveal a multi-fractal nature of the underlying process by estimating β for different short-term (windowed) Fourier analysis, the choice of the window is difficult and may introduce artifacts. On the other hand, the variance dimension does not require a window in the Fourier sense, and thus avoids the windowing problem.
This technique can also be used to calculate a variance fractal dimension trajectory (VFDT) for a process that is piecewise stationary (Kinsner, 1994a) . Such a trajectory can be used to analyze the temporal or spatial multi-fractality in the study of dishabituation in behavior modification (e.g., Kinsner, Cheung, Cannons, Pear, & Martin, 2003) .
Lyapunov Dimension, D Λ
The Lyapunov dimension is another useful fractal dimension because it can be derived from Lyapunov exponents which, in turn, can be calculated directly from the strange attractor or the orbit (phase trajectory) of a dynamical system, without the explicit knowledge of the underlying non-linear system of coupled differential equations (for flows), or recursive difference equations (for maps) (Kinsner, 2003) . This can be done by measuring quantitatively the stretching and contracting of the evolution of neighboring orbits of the dynamical system. The spectrum of such Lyapunov exponents can then be used to distinguish between non-chaotic and chaotic, or even hyperchaotic processes. If all the exponents are negative, the system is convergent to a point or a cyclic attractor. However, if one of the exponents is positive, the system is divergent, but if the orbit forms a strange attractor, the system is chaotic. If two or more exponents are positive, the system is hyperchaotic. The Lyapunov dimension is defined as (Kaplan & Yorke, 1979; Ott, 1993, p. 134 
where λ j denotes the jth Lyapunov exponent, arranged as a spectrum from the largest λ 1 to the smallest λ m for an m-dimensional system, K is the largest integer index which makes the sum of the exponents non-negative according to:
and λ K+1 is the first negative exponent.
The advantage of the Lyapunov dimension is that it characterizes the complexity of a strange attractor without much computational effort. However, since this scalar cannot possibly reveal the multi-fractality of a strange attractor, the Rényi or Mandelbrot spectrum should be used.
CONCLUSION
The main objective of this paper was to present a unified framework for fractal dimensions in order to identify conditions under which the different types of fractal dimensions can be either equal or unequal. We have seen that only pure self-similar monofractals have all the distinct fractal dimensions equal (within the computational accuracy used). On the other hand, the different types of fractal dimensions of multi-fractals cannot be equal.
Since the Rényi fractal dimension spectrum includes all the dimensions, it is used as the foundation for the unified approach in this paper. Like a singularity filter, the Rényi dimension spectrum sifts out each monofractal from the multi-fractal object. This spectrum includes not only the morphological fractal dimensions, but also the entropy-based and transform-based fractal dimensions.
Another objective of this paper was to develop a taxonomy of fractal dimensions. There are at least three approaches to the classification of fractal dimensions. Firstly, they can be classified according to the information content of a fractal F under consideration. Another classification may be according to the method of computing the dimension. Still another approach may be based on the applicability of the dimension to specific processes and objects. We have taken the first approach for the taxonomy, and identified three classes of dimensions based on: (1) morphology of an object, (2) its entropy, and (3) its transform. The morphological dimensions are based on purely geometric concepts, and they emphasize the shape (morphology) of the object. This applies to objects whose distributions of a measure (such as probability) is uniform (i.e., the fractal is homogeneous) or the information about the distribution is not available. It should be stressed that not all morphological dimensions produce the same values for the same object. For example, a Hausdorff dimension of a dielectric discharge is different from its mass dimension and gyration dimension. We also established that the gyration dimension is a good candidate for a bridge between the morphological and entropy dimensions in that it can be modified from the purely geometrical form to its information-based form.
The entropy-based dimensions take into account a probability measure or a correlation measure of F. All the entropy dimensions considered in this paper are defined in terms of the relative frequency of visitation of a typical trajectory (in temporal fractals) or the distribution measure (in spatial fractals), so they use either information about the time behavior of a dynamical system or the measure describing the inhomogeneity of a spatial fractal. The use of q-tuple correlation functions is covered elsewhere (Kinsner, 1994b) . Notice that the entropy dimensions include the morphological dimensions as special cases of the Rényi dimension spectrum. The Mandelbrot singularity spectrum is closely related to the Rényi dimension spectrum.
Finally, the transform fractal dimensions rely on changing the original fractal into a different domain in which its properties could be observed. One example is the spectral fractal dimension derived from the frequency domain. The variance fractal dimension is another example, though less conventional, of moving from the time domain to the variance domain. It should be stressed that the variance dimension is not the same as the variance of a process, or even the variance index, as used in the literature. There are many other fractal dimensions in this class that are not discussed in this paper. Notice that all the three classes of dimensions use the Hausdorff covering procedure to extract the dimensions.
Each class of fractal dimensions has its own range of applications. For example, the very popular box-counting dimension (called the Hausdorff mesh dimension in this paper) has been applied to nearly everything that looks like a fractal. It produces reliable results when analyzing contours and n-dimensional projections of fractal objects, as long as they are single fractals. However, this morphological dimension could not possibly reveal the intricate structures of multi-fractal objects. Consequently, if such morphological dimensions are used to characterize the shape and the texture of malignant cancerous cells, the results are unacceptable and lead to skepticism among pathologists. Multi-fractal objects such as the malignant cells must use the entropy dimensions for their characterization. But we must caution that the single-valued information dimension or correlation dimension cannot reveal the multi-fractal complexity either. Instead, the Rényi dimension or the Mandelbrot singularity spectrum can show the spectrum of fractals contained in a multi-fractal object. The transform dimensions have their applicability too. For example, the spectral dimension or the variance dimension of a temporal or spatial signal reveals the persistence (i.e., the likelihood that the present trend continues) or anti-persistence (the likelihood that the present trend will reverse) of the corresponding fractal object. The variance dimension has certain advantages over the spectral dimension.
The fractal dimensions presented in this paper constitute a sample from an even larger family of dimensions. This sample was intended to show the relative merits of the dimensions and how they relate to one another. There are many other issues not discussed here. One of the major issues is the accuracy of computing the dimensions. The problem of saturation at the boundaries of natural fractals is discussed further in Kinsner (1994c) . Another representation problem (i.e., the number of points required to represent the fractal, and the vel sizes used to compute the dimensions) is still being investigated.
Our study of fractal dimension spectra indicates that they could be very good candidates for the characterization of perceptual and cognitive processes (Kinsner & Dansereau, 2006) because they reveal long-term relations in those processes through the fundamental multi-scale measurements. They are superior not only to any energy-based metrics, but also to entropy-based metrics (Kinsner, 2004) .
