Espectroscopia fotoelectrónica de eyección usando DVR y potenciales ab-initio para el sistema molecular [IHI]- y el efecto de solvatación con átomos de Ar by Forero Mejía, Neftali
Espectroscopia fotoelectro´nica de
eyeccio´n usando DVR y potenciales
ab-initio para el sistema molecular
[IHI]− y el efecto de solvatacio´n con
a´tomos de Ar
Neftali Forero Mej´ıa
Universidad Nacional de Colombia
Facultad de Ciencias, Departamento de Qu´ımica
Bogota´, Colombia
2012

Espectroscopia fotoelectro´nica de
eyeccio´n usando DVR y potenciales
ab-initio para el sistema molecular
[IHI]− y el efecto de solvatacio´n con
a´tomos de Ar
Neftali Forero Mej´ıa
Tesis o trabajo de grado presentada(o) como requisito parcial para optar al t´ıtulo de:
Magister en Ciencias Qu´ımica
Director(a):
Ph.D. Andre´s Reyes Velasco
L´ınea de Investigacio´n:
Qu´ımica Cua´ntica
Grupo de Investigacio´n:
Qu´ımica Cua´ntica y Computacional
Universidad Nacional de Colombia
Facultad de Ciencias, Departamento de Qu´ımica
Bogota´, Colombia
2012

A mi familia...
No tiene paciencia con las mentes que no le
inspiran o que estallan al intentarlo.
Niv-Mı´zzet, dracogenio.

Agradecimientos
Primero quiero agradecer a la Universidad Nacional de Colombia por las oportunidades
que me ha brindado y por todas las experiencias que he vivido al pertenecer a esta alma
ma´ter.
A Andre´s Reyes por toda la paciencia que me ha tenido y el apoyo que me ha brindado
desde el primer momento que he pertenecido al grupo de investigacio´n.
Al profesor Edgar Daza por los momentos que hemos pasado en el grupo.
A Jose´ G. Lo´pez por su colaboracio´n compartiendo algunos de sus conocimientos en el a´rea
de la espectroscopia.
A todos los compan˜eros y amigos que conoc´ı siendo parte del grupo: Eddy, Fe´lix, Mauricio,
Alejandro, Matheus, Jonathan, Ronald, Lucy, Jorge, Laura, Daniel, Edwin, Rube´n, Lalita,
Ismael, Rau´l, Julio, Andre´s, Elo´ısa, Sergio, Andrea, A´ngelo, Ne´stor, Ray, Diego, Jenny, Ati-
lano, Marisol.
Y sobre todo a mi familia, mi t´ıa Maria Ignacia, a mis primos Jorge, Nana, Luspi, Carlos
F., Andre´s, Mechas, Ricardo (A quien le tengo una gran admiracio´n), mi t´ıa Leo, a Pao por
estos u´ltimos an˜os de compan˜´ıa. A mi madre y a mi hermana, personas muy especiales en
mi vida. Y sobre todo a mi Padre la persona a quien ma´s respeto y carin˜o le tengo.

ix
Resumen
La espectroscopia fotoelectro´nica (PES por sus siglas en ingle´s) es una herramienta que
permite conocer la estructura electro´nica de los a´tomos y mole´culas, convirtie´ndola en una
valiosa fuente de informacio´n para los qu´ımicos, ya sea para clasificar o identificar compor-
tamientos y reactividad de diferentes tipos de mole´culas.
En este trabajo se presenta la simulacio´n y ana´lisis de espectros fotoelectro´nicos de eyeccio´n
en los sistemas triato´micos colineales IHI− · Arn n = 0 − 6 utilizando la representacio´n de
variables discretas para la obtencio´n de los estados cua´nticos nucleares a partir de rejillas de
potencial calculadas a nivel de teor´ıa MP2//6-311G(d,p) - SBKJC.
Las simulaciones realizadas requirieron la implementacio´n de dos soluciones computacionales:
la primera de ellas reu´ne algoritmos DVR para la solucio´n de hamiltonianos de baja dimen-
sionalidad. Y las segunda de tipo cliente-servidor permitio´ la paralelizacio´n del ca´lculo de
rejillas de potencial ab-initio.
Palabras clave: (Espectroscopia fotoelectro´nica, Representacio´n en variables discretas
(DVR), Potenciales ab-initio, solvatacio´n, Simulacio´n de espectros, Sistemas triato´mi-
cos colineales, Fotoeyeccio´n, IHI−).
Abstract
Photoelectron spectroscopy (PES) is a tool that provides information about the electronic
structure of atoms and molecules, making it a valuable source of information for chemists,
either to classify or identify behaviors and reactivity of different types of molecules.
This work presents the simulation and analysis of photodetachment spectra for collinear tri-
atomic systems IHI− · Arn n = 0− 6 using discrete variable representation to obtain nuclear
quantum states grids from potential calculated to level theory MP2//6-311G (d,p)-SBKJC.
Simulations required to implement two computational solutions: the first one gathers DVR
algorithms for solving low-dimensional Hamiltonian. And the second of client-server type
allowed the parallelization of ab-initio potential grids.
Keywords: Photoelectron spectroscopy, Discrete variable representation (DVR), Ab-
initio potential, solvation, Simulation spectra, Collinear triatomic systems, Photode-
tachment, IHI−)
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1. Introduccio´n
La espectroscopia fotoelectro´nica es una herramienta que permite extraer informacio´n detal-
lada sobre los estados energe´ticos de un sistema molecular, caracterizando un gran nu´mero
de compuestos qu´ımicos, entre ellos los aniones de bihaluro XHX– con {X=Cl, Br, I}. Es-
tudios sobre dichos sistemas han revelado la estructura vibracional asociada a los complejos
inestables XHX y logrado caracterizar la regio´n del estado de transicio´n[26, 19, 28] para las
reacciones XHX– −→ XHX + e– −→ XH + X + e–[44, 12, 34, 35, 31].
La te´cnica experimental ma´s comu´n para llevar a cabo estudios fotoeyectivos sobre anio-
nes de bihaluro es la espectroscopia ZEKE (por sus siglas en ingle´s Zero Electron Kinetic
Energy,)[42, 36, 49].
En esta te´cnica el sistema inicial es sometido a radiacio´n electromagne´tica capaz de generar
la eyeccio´n de electrones con energ´ıa cine´tica igual a cero[16, 48]. Este electro´n es detectado
aplicando un campo ele´ctrico sobre e´l, el cual lo acelera desde la regio´n en la que fue eyectado
hasta el detector de electrones[33]. La energ´ıa cine´tica directamente relacionada con el foto´n
incidente del la´ser y el nu´mero de electrones detectados son las cantidades que se asocian a
los corrimientos y las intensidades en los picos del espectro fotoelectro´nico[32, 42].
La espectroscopia de fotoeyeccio´n sobre los aniones de bihaluro ha sido entendida en te´rminos
teo´ricos como las transiciones desde el estado vibracional basal del sistema anio´nico a los
estados vibro´nicos del sistema neutro (XHX–(ν−0 ) −→ XHX(ν−n)). La diferencia de energ´ıa
entre los dos niveles ma´s la energ´ıa cine´tica del electro´n eyectado (eKE) es igual a la energ´ıa
del foto´n incidente. (ver Figura 1-1).
Gracias a la interpretacio´n de los picos del espectro de fotoeyeccio´n como transiciones en-
tre los estados vibracionales de un sistema, se han realizado simulaciones de los espectros
fotoelectro´nicos asociados a los aniones de bihaluro mediante el uso del me´todo de repre-
sentacio´n en variables discretas (DVR)[21, 23]. Estas simulaciones requieren el conocimiento
de las superficies de energ´ıa potencial tanto del sistema neutro como del anio´nico. A partir
de estas superficies se pueden extraen los estados cua´nticos involucrados en las transiciones
observadas en el espectro calculado (ver Figura 1-2).
La mayor´ıa de las simulaciones realizadas hasta el momento, han utilizado potenciales
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Figura 1-1.: Esquema de las superficies de potencial que participan en la determinacio´n del
espectro de fotoeyeccio´n.
anal´ıticos para la descripcio´n de las superficies de potencial de los bihaluros. Uno muy
utilizado en la descripcio´n del sistema IHI es el potencial LEPS (London-Eyring-Polanyi-
Sato)[40, 41], con el cual se han logrado predecir de manera precisa los resultados experi-
mentales de los espectros fotoelectro´nicos para el biyoduro de hidro´geno[45].
Un tema de gran intere´s es al efecto que tiene la solvatacio´n del biyoduro de hidro´geno con
a´tomos de argo´n, en particular los cambios que sufren los picos del espectro de fotoeyeccio´n
del IHI–. Experimentalmente se han determinado los espectros de fotoeyeccio´n para sistemas
IHI– solvatados con n a´tomos de argo´n (donde n=0-15)[25].
Simulaciones del espectro de los clu´sters moleculares IHI− · Arn empleando el potencial
semiemp´ırico LEPS-C e incluyendo te´rminos de interacciones de tres cuerpos, han logra-
do reproducir las principales caracter´ısticas de los espectros experimentales. Sin embargo, en
estas simulaciones, no se observa la disminucio´n sucesiva de la distancia entre los picos v3’=
0, 2 como respuesta a las adiciones progresivas de a´tomos de argo´n, efecto que se presenta en
los espectros experimentales[27]. Este problema se ha atribuido a las limitaciones que tienen
3Figura 1-2.: Esquema del proceso de simulacio´n del espectro de fotoeyeccio´n.
los potenciales semiemp´ıricos de tipo LEPS al no permitir una descripcio´n suficientemente
detallada de la superficie de potencial de la mole´cula.
Motivados por el problema anterior, el objetivo de nuestro trabajo es la simulacio´n de los
espectros de fotoeyeccio´n para el sistema [IHI]− solvatado hasta con 6 a´tomos de argo´n
usando DVR (Representacio´n en Variables Discretas) y potenciales calculados con me´todos
de estructura electro´nica regular. Se espera que estos me´todos mejoren la descripcio´n de las
superficies de potencial de los clu´sters moleculares, logrando reproducir todas las caracter´ısti-
cas que se observan en el espectro fotoelectro´nico experimental del sistema IHI− solvatado
con argo´n. De esta manera los potenciales calculados estar´ıan en la capacidad de ofrecer
mejores resultados en posibles investigaciones sobre el estado de transicio´n de la reaccio´n:
IHI− · Arn −→ IHI · Arn + e− −→ [IH + I] · Arn.
Este trabajo esta´ organizado de la siguiente forma: en el cap´ıtulo 2 se describen los me´todos
utilizados para el ca´lculo de los estados cua´nticos nucleares en los sistemas bihaluro y como
se efectu´a el ca´lculo de los corrimientos y las intensidades en los espectros de fotoeyeccio´n,
tambie´n se presenta el disen˜o de una herramienta de co´digo libre, con una interfaz web amiga-
ble, que permite determinar los estados propios de un potencial mediante DVR y establecer
espectros de fotoeyeccio´n mediante la aproximacio´n de Franck-Condon. En el cap´ıtulo 3 se
muestra el procedimiento seguido para determinar las superficies de potencial en cada uno
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de los sistemas estudiados, resaltando las caracter´ısticas que estos exhiben. En el cap´ıtulo
4 se presentan y analizan los espectros de fotoeyeccio´n obtenidos mediante las superficies
de potencial calculadas. Finalmente en el cap´ıtulo 5 se muestran las conclusiones del trabajo.
2. Simulacio´n de espectros
fotoelectro´nicos de eyeccio´n
La simulacio´n de los espectros fotoelectro´nicos se realizo´ en dos etapas, la primera consistio´ en
determinar los estados cua´nticos nucleares asociados tanto a los sistemas moleculares neutros
como a los anio´nicos a partir del uso de superficies de energ´ıa potencial. En la segunda se
determinaron las transiciones vibracionales existentes entre el sistema anio´nico y el neutro
del biyoduro de hidro´geno, ya que estas corresponden a los picos observados en los espectros
fotoelectro´nicos experimentales.
2.1. Estados cua´nticos nucleares
La determinacio´n de los estados cua´nticos nucleares asociados a las dos especies moleculares
ligadas al espectro de fotoeyeccio´n fue realizada usando representacio´n en variables discretas
(DVR)[4], me´todo que permite la solucio´n de la ecuacio´n de valores propios o ecuacio´n de
Schro¨dinger sin tener que resolver ninguna integral.
DVR tiene origen en el me´todo de transformaciones ideado por Harris, Engerholm y Gwinn[14,
24] para calcular elementos matriciales de funciones de potencial complejas en un conjunto
de bases truncadas. Lo cual fue posible gracias a los resultados de Dickinson y Certain[9],
quienes demostraron la relacio´n del me´todo de transformacio´n y las reglas de cuadraturas
gaussianas para polinomios ortogonales esta´ndar (ver Anexo A).
Para la solucio´n de los hamiltonianos asociados a nuestros sistemas moleculares IHI– y [IHI],
se ha utilizado el esquema propuesto por Colbert-Miller[6] quienes llegaron a una formu-
lacio´n matema´tica del DVR que permite describir el operador de energ´ıa cine´tica por medio
de una ecuacio´n muy sencilla de evaluar, lo cual hace que el me´todo sea muy pra´ctico (ver
Anexo B)[37]:
Ti,j =
}2(−1)i−j
2m∆x2
{
pi2
3
, i = j
2
(i−j)2 , i 6= j
(2-1)
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donde i y j son ı´ndices que numeran los puntos de la rejilla, ∆x es el espaciamiento de la
rejilla que es constante, xi representa la posicio´n i dentro de la rejilla (xi = i∆x) y m es la
masa del sistema.
El ca´lculo de los estados cua´nticos nucleares se realizo´ en coordenadas cartesianas tanto en 2
como en 4 dimensiones, permitiendo analizar la importancia del feno´meno en la coordenada
colineal de los sistemas moleculares.
Para incluir el feno´meno de solvatacio´n en el sistema molecular, los a´tomos de argo´n fueron
considerados en posiciones fijas, de esta manera el sistema IHI se encuentra dentro de una
caja r´ıgida de argones, lo que se ve reflejado en el hamiltoniano molecular u´nicamente como
una perturbacio´n sobre el potencial de los bihaluros de hidro´geno. Esta consideracio´n permi-
tio´ que el nu´mero de coordenadas y por tanto el taman˜o de los sistemas cua´nticos resueltos
haya sido menor, simplificando el problema.
2.1.1. Sistema de coordenadas cartesianas y aproximacio´n adiaba´tica
El sistema de referencia de coordenadas utilizado para la definicio´n del hamiltoniano molec-
ular se presenta en la figura 2-1.
Figura 2-1.: Marco de referencia en coordenadas cartesianas para el sistema IHI.
Bajo este marco el hamiltoniano molecular (nuclear) puede escribirse como:
2.1 Estados cua´nticos nucleares 7
Hˆ = − ~
2
2mH
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
− ~
2
2mII
∂2
∂R2
+ Vˆ (x, y, z, R) (2-2)
que en forma reducida queda expresado por dos energ´ıas cine´ticas y una potencial:
Hˆ = TˆH(x, y, z) + Tˆ II(R) + Vˆ (x, y, z, R) (2-3)
Dado que los a´tomos de yodo son 125.90 veces ma´s pesados que el hidro´geno, se puede
proponer el uso de una aproximacio´n adiaba´tica de manera similar a la aproximacio´n de
Born-Oppenheimer para reescribir la funcio´n de onda total como un producto de funciones
pertenecientes tanto al a´tomo de hidro´geno como a los a´tomos de halo´geno.
ΨIHI(x, y, z;R) = χII(R) ∗ ϕH(x, y, z) (2-4)
en donde χ representa la funcio´n de onda referida a los a´tomos de halo´geno y ϕ la asociada
al hidro´geno.
Bajo esta aproximacio´n, se puede escribir un hamiltoniano para el a´tomo de hidro´geno que
depende parame´tricamente de la variable R asociada a los a´tomos de halo´geno como:
HˆH = TˆH(x, y, z) + Vˆ (x, y, z;R) (2-5)
donde TˆH(x, y, z) es el operador de energ´ıa cine´tica asociado u´nicamente al a´tomo de hidro´geno.
Tras aplicar representacio´n en variables discretas en tres dimensiones sobre la ecuacio´n 2-5
(ver Anexo C), se obtuvieron los estados propios asociados al a´tomo de hidro´geno, con los
cuales se construyeron las curvas adiaba´ticas o potenciales adiaba´ticos U(R) que soportan
los estados vibracionales de los a´tomos de halo´geno (ver ecuacio´n 2-6).
HˆHϕH
f
(x, y, z) = U(R)ϕH
f
(x, y, z) (2-6)
Finalmente con las curvas adiaba´ticas construidas se utilizo´ DVR unidimensional para re-
solver los hamiltonianos asociados a los a´tomos de halo´geno (ver ecuacio´n 2-7).
Hˆ II = Tˆ (R) + Uˆ(R) (2-7)
Obteniendo las funciones de onda pertenecientes a los a´tomos de halo´geno y las energ´ıas
asociadas al sistema tal y como se muestra en la ecuacio´n 2-8
Hˆ IIχII(R) = E χII(R) (2-8)
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2.1.2. DVR para matrices de gran taman˜o
La construccio´n de hamiltonianos DVR 3D que proporcionen funciones de onda bien forma-
das para los biyoduros de hidro´geno implica trabajar con matrices de gran taman˜o (dimen-
sionalidad ≈ 600000 puntos), lo que hace que la capacidad de co´mputo para la solucio´n de
estas sea excesivamente alta, a tal punto que las computadoras actuales no pueden realizar
su diagonalizacio´n eficientemente[22], por lo cual se utilizo´ el me´todo de diagonalizacio´n y
truncamiento sucesivo[47, 5] para solucionar este problema.
El me´todo de diagonalizacio´n y truncamiento sucesivo tridimensional empleado, esta´ basado
en resolver m−problemas bidimensionales (”diagonalizaciones”), donde m es el nu´mero de
puntos asociados a la tercera dimensio´n. De cada solucio´n 2D se seleccionaron las 10 fun-
ciones de onda pertenecientes a los estados de menor energ´ıa (”truncamiento”), mediante
estas se genero´ una matriz de transformacio´n que permitio´ representar el hamiltoniano de
la tercera dimensio´n en estas bases truncadas que finalmente se convirtieron en el hamilto-
niano total tras acoplarlo con la matriz de valores propios de los estados seleccionados en
el truncamiento, esta matriz de valores propios puede ser interpretada como un potencial
adiaba´tico sobre el cual existen los estados propios de la tercera dimensio´n[22] (ver figura
2-2).
Al final, gracias al truncamiento se diagonalizaron hamiltonianos de menor taman˜o que el
inicial, obteniendo menor nu´mero de estados propios del sistema sin embargo estos fueron
suficientes para permitir el modelamiento de los espectros de fotoeyeccio´n.
2.2. Ca´lculo del espectro fotoelectro´nico
Los espectros fotoelectro´nicos simulados esta´n caracterizados por picos obtenidos a diferentes
energ´ıas cine´ticas de los electrones fotoeyectados, dichas energ´ıas conocidas como Energ´ıa
Cine´tica de Electro´n (eKE) generalmente son determinadas mediante la ecuacio´n 2-9,
eKE = hν−
[
∆Eion(n) +D0(IHI
−) + EA(I−)− ZPE(HI) + EIHI·Arn
]
(2-9)
donde hν es la energ´ıa del foto´n que incide en la mole´cula, ∆Eion(n) es la energ´ıa de enlace
de los n−a´tomos de argo´n sobre el sistema IHI−, D0(IHI−) es la energ´ıa de enlace entre I−
y HI, EA(I−) es la afinidad electro´nica de I−, ZPE(HI) es la energ´ıa de punto cero de HI
y EIHI·Arn es la energ´ıa asociada al nivel vibracional del sistema IHI · Arn.
La figura 2-3 muestra como este conjunto de energ´ıas esta´ involucrado dentro del proceso de
la simulacio´n espectrosco´pica. En e´l se observa que las energ´ıas resaltadas en rojo son una
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Figura 2-2.: Diagrama del me´todo de diagonalizacio´n y truncamiento sucesivo 3D utilizado.
constante para cada espectro y la energ´ıa entre los estados vibracionales (marcada en azul)
es la que determina la posicio´n relativa entre los picos del espectro.
Sin embargo al utilizar superficies de potencial ab-initio en vez de potenciales anal´ıticos
se evito´ hacer correcciones energe´ticas sobre la separacio´n entre las superficies del estado
anio´nico y del estado neutro, permitiendo calcular la energ´ıa cine´tica de electro´n mediante
la ecuacio´n:
eKE = hν−
[
EIHI·Arn − EIHI−·Arn
]
(2-10)
Las intensidades de los diferentes picos se determinaron mediante la aproximacio´n de Franck-
Condon[46] (ver ecuacio´n 2-11).
I =
∣∣∣∣〈ΨIHIi0 ∣∣∣∣ΨIHIf〉∣∣∣∣2 (2-11)
Dentro del sistema coordenadas cartesiano y la aproximacio´n adiaba´tica el factor de Franck-
Condon queda expresado como:
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Figura 2-3.: Esquema energe´tico del proceso de fotoeyeccio´n.
Ik,j =
∣∣∣∣ ∫ dτΨIHIi(00,0)(x, y, z;R) ∗ΨIHIf(kj ,j)(x, y, z;R)∣∣∣∣2
=
∣∣∣∣ ∫ dR ∫ dz{χIIi(00)(R) ∗ ϕHi(0)(x, y, z)}∗{χIIf(kj)(R) ∗ ϕHf(j)(x, y, z)}∣∣∣∣2
=
∣∣∣∣ ∫ dR χIIi(00)(R) ∗ χIIf(kj)(R)∫ ∫ ∫ dxdydz ϕHi(0)(x, y, z) ∗ ϕHf(j)(x, y, z)∣∣∣∣2
(2-12)
donde χII
i
(00)
y ϕH
i
(0)(x, y, z) son las funciones de onda del estado basal para los a´tomos de
halo´geno y el a´tomo de hidro´geno respectivamente en el sistema IHI−. χII
f
(kj)
(R) es la k−e´sima
funcio´n obtenida para los a´tomos de halo´geno asociada a la j−e´sima curva adiaba´tica y
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ϕH
f
(j)(x, y, z) es la j−e´sima funcio´n del a´tomo de hidro´geno en el sistema IHI.
2.3. PYPEAR: Herramienta computacional para simular
espectros fotoelectro´nicos de eyeccio´n
Todas las simulaciones de espectros de fotoeyeccio´n que se presentan en esta tesis, se llevaron
a cabo utilizando el programa PYPEAR.
PYPEAR (PYthon for Photo-Electronic spectroscopy And DVR) es una herramienta
computacional de co´digo libre que he desarrollado en el grupo de investigacio´n. Esta apli-
cacio´n es capaz de resolver ecuaciones de valores propios mediante el uso de representacio´n
en variables discretas (DVR) y simular espectros de fotoeyeccio´n para sistemas moleculares
caracterizados por superficies de potencial.
La mayor parte del co´digo se escribio´ en el lenguaje de programacio´n Python lo que permi-
tio´ crear una plataforma de ca´lculo extensible sobre la cual implementar o modificar me´todos
DVR resulta ser un proceso ra´pido y sencillo en comparacio´n a programas escritos en C o
Fortran..
2.3.1. Caracter´ısticas
Entre las caracter´ısticas que se destacan en PYPEAR esta´n:
Construccio´n de rejillas de posicio´n igualmente espaciadas.
Potenciales anal´ıticos predefinidos:
• Oscilador armo´nico.
• Morse.
• LEPS-C para IHI.
Lectura de potenciales nume´ricos externos.
Construccio´n de potenciales anal´ıticos definidos por fo´rmulas externas.
Seleccio´n de regiones de la superficie de potencial definidas mediante puntos de corte
en la energ´ıa.
Interpolacio´n polino´mica para las superficies de potencial.
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Ca´lculo de estados cua´nticos n−dimensionales mediante el esquema DVR Colbert-
Miller (las n dimensiones dependen hasta que´ punto los recursos computacionales lo
permitan, para fines pra´cticos se trabajan hasta 4 dimensiones)
Ca´lculo de estados cua´nticos 3 y 4D mediante aproximacio´n adiaba´tica.
Diagonalizacio´n y truncamiento sucesivo para sistemas tridimensionales.
Manejo de unidades tanto para datos de entrada como de salida.
Determinacio´n simultanea para los estados cua´nticos de dos sistemas diferentes.
Incorporacio´n del me´todo de Metz-Neumark para hallar los estados cua´nticos nucleares
de sistemas triato´micos colineales en coordenadas cil´ındricas.
Simulacio´n de espectros de fotoeyeccio´n mediante la aproximacio´n de Franck-Condon.
2.3.2. Disen˜o del programa
PYPEAR ha sido escrito bajo el paradigma de programacio´n orientada a objetos, lo que
permitio´ generar un conjunto de algoritmos de ca´lculo compacto y legible que facilita la ex-
tensibilidad del co´digo. El uso del lenguaje Python proporciono´ herramientas directas como el
paquete numpy que almacena gran cantidad de algoritmos y definiciones matema´ticas como,
objetos matriciales y me´todos de interpolacio´n que potencian las funcionalidades del progra-
ma. Adicionalmente el lenguaje tambie´n permite que la mayor´ıa de me´todos implementados
sean ejecutados sin importar el sistema operativo que se use (GNU-Linux, MS-Windows o
MacOs).
En la figura 2-4 se presenta el diagrama de las clases principales que componen el co´digo,
all´ı se puede observar que existen dos grandes abstracciones. La primera es la encargada de
representar el sistema molecular (MolecularSystem), en esta clase converge la herencia de
subclases como el potencial (PotentialGrid) y los estados cua´nticos (QuantumState). Esto
se escribio´ siguiendo la relacio´n que tienen algunos conceptos f´ısicos dentro de las teor´ıas
moleculares actuales, donde la superficie de potencial y la funcio´n de onda son elementos
que caracterizan a los sistemas moleculares que estudiamos.
El segundo bloque relevante esta´ centrado en la abstraccio´n de DVR (DvrAbstraction), sobre
el cual se estructuran todos los me´todos y aproximaciones para la solucio´n de la ecuacio´n de
Sho¨dinger.
El programa adema´s de ser construido mediante objetos, tambie´n sigue una estructura mo-
dular como se muestra en el diagrama de componentes de PYPEAR (ver Figura 2-5), Dentro
de este, el modulo iopypear se encarga de la lectura y escritura de los datos que maneja el
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programa. quantities es un paquete que permite el manejo de diferentes tipos de unidades
de medida con las que se expresan energ´ıas, masas y distancias en los ca´lculos. El kernel se
encarga de generar las decisiones globales que el programa debe tomar, tales como el tipo
Figura 2-4.: Diagrama de clases de PYPEAR.
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de ca´lculo que se realizara´, y los para´metros que el sistema molecular debe tener para llevar
dicho ca´lculo a cabo. El componente calculoManager dirige los ca´lculos DVR que se realizan.
Finalmente, los mo´dulos pydvrci y dvrFortranLibrary.so son los que agrupan los me´todos
DVR que el programa ofrece. El primer mo´dulo esta´ escrito en Python y contiene mayor
nu´mero de procedimiento que el segundo, el cual esta´ escrito en Fortran 90[39] y enlazado
mediante f2py[38]. Estos dos mo´dulos esta´n directamente ligados a los paquetes externos
LAPACK[2] Y ARPACK[20] que ofrecen algoritmos de diagonalizacio´n.
2.3.3. Interfaz de usuario
El programa cuenta con dos maneras de interactuar con el usuario:
1. Vı´a terminal.
El me´todo principal de interaccio´n usuario-programa esta´ dado por la construccio´n de
un archivo de entrada que guarda todos los para´metros que caracterizan al sistema que
el programa debe calcular, un ejemplo de esto se muestra a continuacio´n:
1 calculo_type= nuclearQuantumStates
2 dvr_dimention = 3
3 dvr_coordinate_type = cartesian
4 grid_numberOfPoints = [[15] ,[15] ,[25]]
5 grid_initialPoints = [-4,-5,-4]*pq.a0
6 grid_endPoints = [4 ,5 ,4.5]*pq.a0
7 grid_potential_type = quantumHarmonicOscillator
8 grid_potential_type_quantumHarmonicOscillator_frecuencies = [1.0 ,1.0 ,1.0]pq.E_h
9 molecularSystem_massesVector = [1.0 ,1.0 ,1.0]*pq.me
10 dvr_diagonalization_type = Lapack_dgeev
11 dvr_type = colbertMiller
12 print_numberOfQuantumStates = 20
13 dvr_library = pydvrci
14 dvr_procecing_hamiltonian_successiveTruncateDiagonalization_initialDimension =
[2]
15 dvr_procecing_hamiltonian_successiveTruncateDiagonalization_minmunStates = [10]
las primeras tres l´ıneas especifican que se realizara´ un ca´lculo de estados cua´nticos en
tres dimensiones cartesianas, las l´ıneas 4, 5 y 6 establecen los para´metros de la rejilla
espacial sobre la que se llevara´ a cabo el ca´lculo, en este caso la primera dimensio´n
contara´ con 15 puntos lo cuales estara´n separados de manera equidistante entre −4
y 4 bohrs, la segunda tendra´ 15 puntos en un rango de −5 a 5 bohrs y la tercera se
definira´ con 25 puntos entre −4 y 4.5 bohrs. Las l´ıneas 7 y 8 definen que el potencial
usado para el ca´lculo sera´ el de un oscilador armo´nico caracterizado por frecuencias
iguales a un hartree. En la l´ınea 9 se definen las masas asociadas a cada una de las
dimensiones, en este caso todas sera´n iguales a la masa del electro´n, la siguiente l´ınea
contiene el tipo de me´todo que se usara´ en la diagonalizacio´n. La l´ınea 11 define el
tipo de esquema de ca´lculo DVR que se realizara´, la l´ınea 12 establece cuantos estados
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cua´nticos se reportara´n en el archivo de salida, la l´ınea 13 asigna la librer´ıa de me´todos
DVR que se utilizara´; finalmente las l´ıneas 14 y 15 son para´metros que controlan la
te´cnica de diagonalizacio´n y truncamiento sucesivo.
2. Vı´a interfaz gra´fica.
Dado que la representacio´n en variables discretas es una herramienta que provee in-
formacio´n de los estados cua´nticos en sistemas moleculares de baja dimensionalidad,
Figura 2-5.: Diagrama de componentes de PYPEAR.
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su utilidad tanto en el a´rea de la qu´ımica como la f´ısica es alta, por lo cual, se con-
struyo´ una interfaz gra´fica en base al framework web Django [15, 10] que ofrece una
forma amigable de realizar los ca´lculos en un servidor desde el navegador web que el
usuario prefiera (ver Figura 2-6).
Figura 2-6.: Interfaz gra´fica de PYPEAR.
3. Superficies de potencial ab-initio para
los sistemas IHI · Arn con n = 0 - 6
La calidad de la superficie de potencial del sistema molecular es uno de los factores ma´s re-
levantes para el ca´lculo del espectro de fotoeyeccio´n, ya que esta codifica la informacio´n que
permite obtener de los estados nucleares que definen las transiciones que muestra el espectro
fotoelectro´nico. En este cap´ıtulo presentamos los potenciales utilizados en las simulaciones
espectrosco´picas.
3.1. Seleccio´n del nivel de teor´ıa para las superficies de
potencial
Para seleccionar el nivel de teor´ıa con el cual calcular las superficies de potencial del sistema
IHI, se realizaron ca´lculos de los estados cua´nticos nucleares del IHI mediante potenciales
obtenidos con los me´todos Hartree-Fock (HF), teor´ıa del funcional de la densidad (DFT) y
Møller-Plesset (MP2) utilizando bases tipo Pople[18] y Dunning[8] incluyendo pseudopoten-
ciales para representar los electrones internos de los a´tomos de yodo.
En la figura 3.1 se presentan los resultados obtenidos empleando potenciales HF//6-311G(d,p),
MP2//6-311G(d,p) - SBKJC y MP2//aug-cc-pVTZ - ECP28MDF. Los resultados muestran
que el potencial HF no logra describir curvas adiaba´ticas con algu´n pozo sobre ellas, por
lo cual no se obtuvieron estados cua´nticos localizados en entre 6.8 y 7.8 a0, regio´n sobre la
cual se da el solapamiento efectivo con la funcio´n de onda del IHI– para obtener factores
de Franck-Condon diferentes de cero. Mediante MP2 con el uso del pseudopotencial SBKJC
para los a´tomos de yodo se logro´ una descripcio´n buena, aunque la primera curva adiaba´tica
no aloja estados cua´nticos sobre la regio´n de intere´s, las curvas 2 y 3 si los presentan. Final-
mente usando MP2//aug-cc-pVTZ - ECP28MDF, se obtuvieron curvas adiaba´tica con pozos
ma´s profundos que en el resto de niveles de teor´ıa, siendo el me´todo que permite alojar mayor
cantidad de estados nucleares pertenecientes a los a´tomos de halo´geno, lo cual sugiere que
el espectro simulado tendra´ mayor nu´mero de detalles.
A pesar de obtener mejores curvas adiaba´tica usando MP2//aug-cc-pVTZ - ECP28MDF,
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Figura 3-1.: Curvas adiaba´ticas del ca´lculo bidimensional para el sistema IHI usando: a)
potencial HF//6-311G(d,p), b) potencial MP2//6-311G(d,p) - SBKJC y c)
potencial MP2//aug-cc-pVTZ - ECP28MDF.
un ca´lculo de punto sencillo para el sistema IHI con MP2//aug-cc-pVTZ - ECP28MDF en
un computador con procesador Intel Xeon E5420 a 2.50GHz y memoria RAM de 16GB
demoro´ ≈ 2.5 minutos, este tiempo es demasiado alto para crear superficies de potencial
de ma´s de 10000 puntos. Por esta razo´n, aunque MP2//aug-cc-pVTZ - ECP28MDF fue el
mejor nivel de teor´ıa que encontramos, no se tuvo en cuenta para los ca´lculos.
El resumen de los resultados obtenidos con otros niveles de teor´ıa se presentan en la tabla 3.1.
Esta muestra que potenciales calculados a niveles de teor´ıa Hartree-Fock y DFT no permiten
obtener una descripcio´n suficientemente buena para las funciones de onda asociadas con la
curva adiaba´tica de menor energ´ıa, mientras con MP2 se consiguio´ una buena descripcio´n
de las primeras curvas adiaba´ticas.
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Los resultados permitieron establecer que el nivel de teor´ıa MP2//6-311G(d,p)-SBKJC
permite la construccio´n de superficies de potencial con las que se logro´ obtener funciones de
onda localizadas en las primeras curvas adiaba´ticas para los a´tomos de halo´geno, sin tener
que hacer un gasto grande en el tiempo que toma la determinacio´n de la energ´ıa sobre cada
punto de la rejilla espacial (∼ 1 min). Dadas estas dos razones, de aqu´ı en adelante, todos
los resultados presentados se llevaron a cabo utilizando este nivel de teor´ıa.
3.2. M´ınimos locales
Previo a la construccio´n de las superficies de energ´ıa potencial, se determinaron las estruc-
turas optimizadas de cada uno de los sistemas moleculares de intere´s. Para el sistema IHI−
se encontraron resultados similares a los reportados por Adamovic y Gordon[1] mostrando
que el mı´nimo local encontrado en las superficies de potencial queda bien representado por
el nivel de teor´ıa seleccionado para las simulaciones espectrosco´picas. Tal y como se presenta
en la tabla3.2, todas las geometr´ıas optimizadas mostraron que el a´tomo de hidro´geno se
encuentra ubicado equidistante a cada a´tomo de yodo.
La tabla 3.2 tambie´n permite observar que los sistemas IHI− · Arn preservan la colinealidad
entre los a´tomos de yodo y el hidro´geno sin importar el nu´mero de argones que solvaten
al sistema triato´mico, otra caracter´ıstica mostrada por estas mole´culas es la baja influen-
cia que tiene la solvatacio´n sobre la distancia yodo-hidro´geno (RI−H) que cambia menos de
0.03A˚. Estos dos resultados permiten intuir que las interacciones que estabilizan el sistema
triato´mico con a´tomos argones son muy de´biles.
El resultado geome´trico ma´s relevante es la ubicacio´n que toman los a´tomos de argo´n que
solvatan al IHI−, estos generan una capa alrededor del hidro´geno o centro de masa de la
mole´cula IHI− como se muestra en la figura 3-2, sugiriendo que los a´tomos de argo´n pre-
fieren rodear el sistema triato´mico en zonas donde la repulsio´n electrosta´tica sea menor, es
decir lejos de los a´tomos de yodo.
3.3. Ca´lculo de las superficies de potencial
La determinacio´n nume´rica de las rejillas de potencial ab-initio necesarias para el ca´lculo de
los espectros de fotoeyeccio´n se realizo´ con los para´metros que se muestran en la tabla 3.3.
Los rangos escogidos para cada coordenada en el sistema yodado se basaron en para´met-
ros publicados en literatura[27]. El nu´mero de puntos en cada coordenada se establecio´ de
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Nivel de Teor´ıa Resultado
HF//6-311G(d,p) Las curvas adiaba´ticas no permitieron obtener fun-
ciones de onda para los a´tomos de yodo localizadas
en la regio´n que se espera (6.8 a 7.8 a0)
MP2//6-311G(d,p) Estados cua´nticos adiaba´ticos obtenidos entre 6.8
y 7.8 a0 para las curvas nu´mero 2 y 3.
MP2//6-311G(d,p) - SBKJC Estados cua´nticos adiaba´ticos obtenidos entre 6.8
y 7.8 a0 para las curvas nu´mero 2 y 3.
MP2//6-311G(d,p) - ECP28MDF Estados cua´nticos adiaba´ticos obtenidos entre 6.8
y 7.8 a0 para la curva nu´mero 3.
MP2//6-311G(d,p) - ECP46MDF Estados cua´nticos adiaba´ticos obtenidos entre 6.8
y 7.8 a0 para la curva nu´mero 3.
MP2//6-311G(d,p) - ECP46MWB Estados cua´nticos adiaba´ticos obtenidos entre 6.8
y 7.8 a0 para la curva nu´mero 3.
MP2//6-311G(d,p) - ECP46SDF El ca´lculo de los puntos de potencial presenta prob-
lemas de convergencia en el ciclo SCF.
DFT//6-311G(d,p)-B3LYP Las curvas adiaba´ticas 1, 2 y 3 no permitieron
obtener funciones de onda para los a´tomos de yodo
localizadas en la regio´n que se espera (6.8 a 7.8 a0)
DFT//6-311G(d,p)-B3PW91 El ca´lculo de los puntos de potencial presenta prob-
lemas de convergencia en el ciclo SCF.
DFT//6-311G(d,p)-B97-2 El ca´lculo de los puntos de potencial presenta prob-
lemas de convergencia en el ciclo SCF.
DFT//6-311G(d,p)-BHHLYP El ca´lculo de los puntos de potencial presenta prob-
lemas de convergencia en el ciclo SCF.
DFT//6-311G(d,p)-X3LYP Las curvas adiaba´ticas 1, 2 y 3 no permitieron
obtener funciones de onda para los a´tomos de yodo
localizadas en la regio´n que se espera (6.8 a 7.8 a0)
MP2//aug-cc-pVTZ - ECP28MDF Se obtuvieron estados cua´nticos entre 6.8 y 7.8 a0
para las curvas 1, 2 y 3.
MP2//aug-cc-pVDZ - ECP46SDF El ca´lculo de los puntos de potencial presenta prob-
lemas de convergencia en el ciclo SCF.
MP2//aug-cc-pVQZ - ECP28MDF Se obtuvieron estados cua´nticos entre 6.8 y 7.8 a0
para las curvas 1, 2 y 3.
Tabla 3-1.: Resultados obtenidos para las curvas adiaba´ticas 2D utilizando diferentes niveles
de teor´ıa. Las curvas adiaba´ticas son enumeradas desde la curva con menor
energ´ıa hasta la de mayor energ´ıa.
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Sistema Molecular RI−H (A˚) RH−Ar (A˚) ∠ Ar−H−Ar (o) ∠ I−H−I (o)
[IHI]– 1.8923 —— —— 180.0
Ar · [IHI]– 1.9084 4.3337 —— 179.9
Ar2 · [IHI]– 1.9084 4.3320, 4.2888 59.3 179.9
Ar3 · [IHI]– 1.9083 4.3299, 4.3308, 4.3301 59.2, 59.2 179.9
Ar4 · [IHI]– 1.8864 5.2430, 4.3160, 4.3086,
4.3265
63.4, 60.8, 69.3 179.7
Ar5 · [IHI]– 1.9066 3.7455, 3.7153, 3.7681,
3.7457, 3.7185
61.7, 58.9, 60.1,
59.2
180.0
Ar6 · [IHI]– 1.9066 3.7455, 3.6657, 3.7681,
3.7457, 3.6956, 3.7034
60.3, 60.5, 60.1,
59.6, 61.0
180.0
Tabla 3-2.: Geometrias optimizadas para los sistemas IHI− · Arn a nivel MP2//6-311G(d,p).
Figura 3-2.: Estructuras optimizadas para el IHI– y sus complejos con argo´n.
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Sistema Coordenada N Puntos Punto Inicial (A˚) Punto Final
x 11 -2.275 2.275
IHI– y 11 -2.250 2.250
z 18 -3.325 3.325
R 36 3.500 4.410
Tabla 3-3.: Parametros de la rejillas espacial calculada usando GAMESS-US.
manera que se lograra calcular una rejilla de potencial en un tiempo razonable (≤ 5 d´ıas),
esto genero´ que el espaciamiento en las coordenadas fuese mayor que en simulaciones espec-
trosco´picas reportadas por otros autores[27, 29]. Dado este problema se aplico´ un me´todo de
interpolacio´n multidimensional con funciones de base radial para aumentar la densidad de
puntos en las rejillas.
Para el caso de los sistemas solvatados con argo´n, cada a´tomo de argo´n fue fijado en su
coordenada de equilibrio determinada en las optimizaciones.
La simulacio´n de cada espectro requirio´ el ca´lculo de dos rejillas de potencial, una asociada
al sistema neutro y otra asociada al sistema anio´nico. De esta forma al final se calcularon
14 rejillas de potencial, 7 para los sistemas neutros y 7 para los sistemas anio´nicos. Una sola
rejilla de potencial calculada se compuso de 78408 puntos de energ´ıa, la determinacio´n de
estos puntos fue realizada utilizando el programa GAMESS US[43, 13], teniendo que cons-
truir 78408 entradas y extraer la energ´ıa de cada una de las salidas correspondientes.
3.3.1. Paralelismo en el ca´lculo de rejillas de potencial
Considerando que cada ca´lculo de punto sencillo en GAMESS US para el IHI toma aproxima-
damente 1 minuto en una maquina con procesador Intel Xeon E5420 a 2.50GHz y memoria
RAM de 16GB, si se ejecuta la construccio´n de la rejilla de potencial de forma sucesiva
(un ca´lculo tras otro) en una sola ma´quina, el tiempo que se demora la construccio´n de la
rejilla es 78408 minutos o 54.5 d´ıas. Este tiempo es demasiado grande para el ca´lculo de
una sola rejilla, por lo cual se implemento´ una solucio´n computacional que automatizo´ y
paralelizo´ todo el proceso de construccio´n de la rejilla.
La solucio´n implementada se baso´ en un aplicacio´n tipo cliente-servidor orientada a objetos,
programada con la ayuda del paquete python-socket, de esta manera utilizando sockets, el
cliente y el servidor se comunicaban v´ıa protocolo TCP/IP luego de establecer un puerto
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espec´ıfico para dicha comunicacio´n (ver Figura 3.3.1).
Figura 3-3.: Esquema del programa cliente-servidor.
La aplicacio´n funciona de la siguiente manera: en un equipo (el cliente) se establecen la lista
de ma´quinas que funcionara´n como servidores ya sea por ip o por nombre, los para´metros
de la rejilla y un templete de las entradas para GAMESS US, con esta informacio´n el cliente
genera la rejilla espacial y la divide haciendo que cada seccio´n cuente con 300 puntos, luego
para cada uno de los servidores crea las 300 entradas que le correspondan y le env´ıa al
servidor la lista con los ca´lculos que debe realizar, cuando ya ha mandado trabajos a todos
los servidores, el cliente queda latente preguntado a cada servidor si ya ha terminado con la
construccio´n de su parte de la rejillas, si algu´n servidor contesta de forma positiva, el cliente
genera las siguientes 300 entradas y le env´ıa al servidor su nueva tarea de ca´lculo.
Por otra parte, el servidor al recibir el trabajo ejecuta en paralelo hasta 8 ca´lculos de
GAMESS US en todo momento, extrae la energ´ıa de cada salida y genera un archivo de
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registro con dicha informacio´n, este archivo es enviado al cliente y todos los archivos aso-
ciados a los ca´lculos de GAMESS US son borrados del servidor. Finalmente el cliente tras
recibir todos los archivos de registro construye la rejilla de potencial final.
Esta herramienta de co´mputo permitio´ contar con un me´todo controlado con el cual se efec-
tuo´ la construccio´n de las rejillas de potencial de manera pra´ctica, reduciendo el tiempo
de construccio´n de cada rejilla de 54.5 d´ıas a menos de 2 d´ıas para el caso IHI utilizando
15 servidores. La construccio´n de la superficie de potencial para el sistema ma´s pesado que
trabajamos IHI · Ar6 tomo ≈ 7 d´ıas.
El cliente
Es la parte del programa que se encargo´ de dirigir los servidores de ca´lculo y obtener la rejilla
de potencial final. Este ha sido implementado usando 5 clases en donde la ma´s importante
es el KernelParallel que se encarga de la paralelizacio´n de la rejilla (ver Figura 3.3.1).
Las caracter´ısticas del cliente son la siguientes:
Generacio´n de rejillas espacial en las dimensiones indicadas.
Cargar plantillas de la entrada de GAMESS US que se desea calcular.
Estructurar paquetes de secciones de la rejilla a calcular.
Generar las entradas necesarias para el procesamiento en cada servidor.
Controlar a cada uno de los servidores de ca´lculo.
Armar y ordenar los bloques de rejillas de potencial entregadas por cada servidor.
Escribir el archivo que contiene la rejilla de potencial final.
El servidor
El programa servidor, es el encargado de ejecutar los ca´lculos de estructura electro´nica
regular que el programa cliente requiera. Esta tarea fue programada sobre una u´nica clase
designada como Server GamessProcess (ver Figura 3.3.1). Las caracter´ısticas asociadas al
programa servidor son:
Estar a la espera del llamado del cliente.
Leer el archivo que contiene la lista de ca´lculos que debe llevar a cabo.
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Figura 3-4.: Diagrama de clases para el programa cliente.
Calcular de manera secuencial las entradas que el cliente le ha pedido (tiene la habilidad
de lanzar uno o ma´s ca´lculos a la vez).
Extraer la energ´ıa de cada ca´lculo.
Generar un archivo de informacio´n con las energ´ıas que ha calculado.
Eliminar los archivos tanto entradas como salidas que ha utilizado GAMESS.
Comunicarle al cliente que el trabajo ha sido terminado y enviarle el nombre del archivo
que ha creado con las energ´ıas calculadas.
Todo el proceso de ca´lculo para las diferentes rejillas de potencial fue efectuado con el uso
de una ma´quina cliente y 15 servidores de ca´lculo, estos equipos cuentan con un procesador
Intel Xeon E5420 a 2.50GHz y memoria RAM de 16GB.
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Figura 3-5.: Diagrama de clases para el programa servidor.
Sistema Coordenada Num. Puntos Punto Inicial Punto Final
x 22 -2.275 2.275
IHI– y 22 -2.250 2.250
z 35 -3.325 3.325
R 36 3.500 4.410
Tabla 3-4.: Parametros de la rejillas espacial interpolada.
3.3.2. Interpolacio´n
Las rejillas ab-initio calculadas que describen las superficies de potencial se caracterizaron
por ser poco densas (pocos puntos en el rango de la rejilla), por ello se utilizo´ el un me´todo
de interpolacio´n multidimensional con funciones de base radial[3] de grado 5, ofrecido por el
paquete scipy[17].
Haciendo uso de este me´todo se generaron superficies de potencial con mayor nu´mero de
puntos en los rangos espaciales de cada coordenada tal y como se muestra en la tabla 3.3.2.
Estas superficies fueron las que se utilizaron en los ca´lculos de las simulaciones espectrales
que se presentan en el cap´ıtulo 4.
3.4. Estructura de las superficies de potencial
Los potenciales MP2 obtenidos para los sistemas sin a´tomos de argo´n son presentados a
continuacio´n como cortes de las superficies de potencial, donde se ha tenido en cuenta las
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dos coordenadas ma´s representativas para estos, la coordenada interato´mica entre los a´to-
mos de halo´geno y la coordenada z o distancia del a´tomo de hidro´geno al cero del marco de
referencia cartesiano mostrado en el cap´ıtulo 2.
3.4.1. Potencial del biyoduro de hidro´geno
El sistema IHI− se caracteriza por el potencial que aparece en la figura 3-6, este muestra
que el sistema es representado por un gran pozo de potencial, ubicando una gran zona de
estabilidad entre 7.0 y 7.7 a0 para la distancia entre los a´tomos de yodo y -0.5 a 0.5 a0 para
la coordenada z. Esta gra´fica tambie´n muestra que aunque el potencial no es completamente
sime´trico si llega a tener gran similitud a un potencial armo´nico, hecho que corrobora porque
asociar el sistema IHI− con un potencial de oscilador armo´nico ha permitido obtener buenos
resultados en simulaciones previas[46].
Figura 3-6.: Potencial MP2//6-311G(d,p)-SBKJC asociado al IHI−.
En la figura 3-7 se presenta el potencial ab-initio y LEPS-C asociado al sistema neutro IHI,
lo primero que podemos identificar es que la estructura del potencial ya no representa un solo
pozo de potencial como en el sistema anio´nico, este potencial representa un doble pozo sobre
la coordenada z. Tambie´n podemos identificar dos canales de reaccio´n, estos son secciones
diagonales donde la energ´ıa de potencial es baja y se ubican tanto para el potencial LEPS-C
como MP2 en los rangos 6.7 y 8.5 a0 para distancia yodo-yodo y en el caso del primer canal
de reaccio´n la coordenada z va desde de 0 a 1.5 a0, mientras que para el segundo canal de
reaccio´n este va de 0 a -1.5 a0. Estos canales de reaccio´n son ma´s amplios en el potencial MP2.
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Figura 3-7.: Gra´fica de contornos de potencial para: a) LEPS-C y b) MP2//6-311G(d,p)-
SBKJC en las coordenadas colineales del sistema IHI.
Comparando la barrera de potencial determinada para cada uno de los potenciales luego de
haber ajustado el cero al canal de reaccio´n, se observa que el potencial Ab-Initio presenta
una barrera 2.15 veces mayor que el potencial LEPS-C. Otra caracter´ıstica que diferencia
ampliamente a los dos potenciales es que los cambios energe´ticos entre dos puntos de la
superficie de potencial son mayores para el potencial MP2 que para el potencial semiemp´ırico.
En cuanto a la estructura, la regio´n entre 6.5 y 7.5 a0 para la distancia interato´mica entre
yodos y -0.5 a 0.5 a0 para la coordenada del cero al hidro´geno resultan ser sustancialmente
diferentes.
Efecto de la solvatacio´n con a´tomos de argo´n sobre el potencial
En la figura 3-8 se muestra la influencia que tiene la solvatacio´n con a´tomos de argo´n sobre
los sistemas yodados en la coordenada colineal (z), en esta se observa que la influencia de los
argones sobre el potencial es pequen˜a (menor a 1x10−4 hartrees). A pesar de esto, se puede
evidenciar una tendencia clara en las curvas de potencial calculadas. Primero, el pozo que
caracteriza el potencial de la especie anio´nica reduce su ancho al ser solvatado con argo´n
(ver Figura 3-8 a)), esto indica que el a´tomo de hidro´geno se ve favorecido a permanecer
localizado en la mitad de los dos yodos gracias a las interacciones Ar−H. Y segundo, en el
caso del sistema neutro, la altura de la barrera que presenta el potencial se reduce cuando
el sistema es solvatado por a´tomos de argo´n (ver Figura 3-8 b)), lo cual se puede explicar
usando el mismo argumento que en el primer caso, dado que los argones forma una circunfe-
rencia que rodea a la mole´cula y esta se ubica justo en el pico de la barrera del sistema, este
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pico disminuye su altura al incluir la interaccio´n Ar−H que favorece la estabilizacio´n de la
mole´cula.
Figura 3-8.: Curvas de potencial para los sistemas: a) IHI− y b) IHI solvatados con 0, 2,
4 y 6 a´tomos de argo´n. El mı´nimo de los potenciales se ajusto´ para que fuera
cero.
Finalmente para ambos sistemas tanto neutro como anio´nico, se identifica que los cambios
en las curvas de potencial son mayores cuando al sistema triato´mico aislado se le adiciona un
a´tomo de argo´n, que cuando se sigue solvatando con ma´s a´tomos de argo´n, mostrando que
los cambios entre los sistemas de 2, 4 y 6 argones son muy pequen˜os y que en la coordenada
principal del hidro´geno la inclusio´n de un solo a´tomo de argo´n es suficiente para ver el efecto
de la solvatacio´n.
4. Espectros fotoelectro´nicos para
Arn·[IHI]− con n = 0 - 6
Mediante el uso de las superficies de potencial al nivel de teor´ıa seleccionado en el cap´ıtulo
3 y aplicando el me´todo presentado en el cap´ıtulo 2 se realizo´ la simulacio´n de los espectros
fotoelectro´nicos o de fotoeyeccio´n para el sistema [IHI]− aislado y solvatado con hasta 6
a´tomos de argo´n.
Los espectros determinados se componen de parejas ordenadas de intensidades y energ´ıas,
para representar mejor cada uno de los picos del espectro en las figuras que se presentan en
este cap´ıtulo, se aplico´ convolucio´n gaussiana a los datos calculados, representando as´ı cada
pico con una funcio´n gaussiana caracterizada por un ancho de 20 meV, este proceso es
frecuentemente aplicado en la simulacio´n no dina´mica de los espectros fotoelectro´nicos[11].
4.1. Espectro bidimensional
En la figura 4-1 presentamos el espectro fotoelectro´nico del sistema IHI− restringiendo la
dimensionalidad a dos coordenadas, la distancia interato´mica entre los a´tomos de yodo (R)
y la distancia entre el hidro´geno y el centro de masa del sistema manteniendo la colinealidad
entre los tres a´tomos (z). Este espectro muestra tres picos muy bien definidos, los cuales
presentan corrimientos que coinciden muy bien con los corrimientos principales del espectro
experimental, indicando que la aproximacio´n adiaba´tica empleada para la simulacio´n espec-
trosco´pica es suficientemente buena para el tratamiento teo´rico del biyoduro de hidro´geno.
El espectro 2D permite identificar que las principales transiciones observadas en el experimen-
to esta´n asociadas con los movimientos vibracionales colineales, indicando que el movimiento
del a´tomo de hidro´geno sobre las coordenadas x y y no es tan importante.
4.2. Espectros a dimensionalidad completa
Habiendo mostrado la validez del uso de la aproximacio´n adiaba´tica en el sistema IHI− con
potencial MP2, en la figura 4-2 se presenta el espectro simulado en cuatro dimensiones, en
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Figura 4-1.: Espectro de fotoeyeccio´n colineal 2D del sistema IHI−.
este se observa nuevamente que el espectro simulado concuerda muy bien con el espectro
experimental, a diferencia de la simulacio´n 2D al incluir las coordenadas x y y aparecen
pequen˜os picos sate´lites a los tres picos principales del espectro que esta´n directamente re-
lacionados al movimiento de flexio´n del sistema molecular y que tambie´n pueden observarse
en el espectro experimental.
Para la comparacio´n del espectro simulado con los espectros experimentales se corrieron los
picos simulados ∼30 meV a valores menores de eKE haciendo coincidir los picos de mayor
intensidad entre los tres espectros de la figura 4-2, esto solamente indica que la distancia
energe´tica entre las curvas de potencial IHI− y IHI MP2 se encuentran 30 meV ma´s cer-
canas de lo que el experimento indica, este resultado es bastante bueno, ya que simulaciones
anteriores que utilizan potenciales anal´ıticos con las correcciones energe´ticas a las alturas
relativas entre las dos superficies de potencial han requerido realizar corrimientos en los pi-
cos simulados de alrededor de 40meV[27]. Esto sen˜ala que el uso del potencial calculado con
programas de estructura electro´nica regular representa mejor a los dos sistemas triato´mi-
cos que los potenciales anal´ıticos comu´nmente usados y las correcciones energe´ticas sobre el
ca´lculo del eKE.
La comparacio´n del espectro simulado con respecto al espectro experimental determinado
por espectroscopia fotoelectro´nica de frecuencias construidas muestra que todos los picos
predichos en la simulacio´n se encuentran en el espectro experimental. Sin embargo al com-
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parar el espectro simulado con el espectro determinado por espectroscopia ZEKE (te´cnica
que se caracteriza por tener mayor resolucio´n), existen dos picos pequen˜os uno en 0.857 eV
y otro en 0.574 eV que no coinciden con el espectro experimental (ver figura 4-2), esto se
puede atribuir a que la aproximacio´n adiaba´tica aunque logra establecer muy bien los picos
principales del espectro, puede incluir pequen˜os errores como ya se ha demostrado en traba-
jos anteriores[29].
Figura 4-2.: Espectro de fotoeyeccio´n del sistema IHI−.(Azul) espectro simulado, (Negro)
espectro experimental ZEKE, (Negro punteado) espectro experimental usando
espectroscopia fotoelectro´nica de frecuencias construidas.
La diferencia ma´s apreciable entre el espectro calculado y el experimental son las intensidades
que guardan los picos. El ca´lculo utiliza la aproximacio´n de Franck-Condon para determinar
las intensidades de los picos, sin embargo esta aproximacio´n solo permitio´ predecir cuales
son los picos relevantes en el espectro simulado, no da cuenta de la intensidad real de cada
pico, ya que esto depende de la distribucio´n estad´ıstica con la cual se logran poblar los es-
tados vibracionales del sistema IHI y esta informacio´n no se incluye dentro del modelo que
se utilizo´ en este trabajo.
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4.2.1. Efecto de la solvatacio´n con a´tomos de argo´n
Las simulaciones de los espectros solvatados con argo´n fueron llevadas a cabo considerando
que la superficie de potencial asociada a cada sistema molecular depende exclusivamente de
las coordenadas de los a´tomos que constituyen el biyoduro, por tanto los a´tomos de argo´n
representaron una caja r´ıgida en donde el sistema triato´mico fue introducido.
Los espectros calculados son presentados en la figura 4-3, en esta se muestra que la solvat-
acio´n con a´tomos de argo´n no produce cambios dra´sticos en la estructura del espectro de
fotoeyeccio´n, resultado razonable dado que la interaccio´n del biyoduro con los a´tomos de
argo´n es de´bil, o en otras palabras, las interacciones Ar−IHI generan cambios pequen˜os en
las superficies de potencial del sistema tal y como se mostro´ en el cap´ıtulo cuatro.
A pesar de las interacciones de´biles entre el IHI− y los a´tomos de Ar, experimentalmente se
han encontrado dos caracter´ısticas muy claras del efecto de la solvatacio´n con argo´n sobre
los biyoduros. La primera muestra que a medida que el sistema IHI− se solvata con a´tomos
de Ar, los picos del espectro presentan corrimientos hacia valores menores de eKE. Estudios
teo´ricos sobre la solvatacio´n de IHI con argo´n mediante potenciales anal´ıticos como el LEPS-
C y la adicio´n de te´rminos de interacciones de tres cuerpos han reproducido este efecto del
corrimiento[27, 7, 30].
Los espectros simulados en este trabajo utilizando el potencial MP2 tambie´n lograron dar
cuenta de este feno´meno, para mayor claridad, en la tabla 4-1 se presentan los valores de
los corrimientos de los tres picos principales encontrados en las simulaciones de los espectros
fotoelectro´nicos para el biyoduro y su solvatacio´n con argo´n. En la tabla 4-1 se observa
que la adicio´n de un a´tomo de argo´n sobre el sistema triato´mico causa que los picos de su
espectro fotoelectro´nico se corran entre 2 y 13 meV a valores de energ´ıa cine´tica de electro´n
menores, valores que son menores a los cambios encontrados en los espectros experimentales
que oscila entre los 18 a 20 meV[25], teniendo un error en los corrimientos de los picos menor
al 10 %. Sin embargo lo ma´s relevante fue que el potencial MP2 seleccionado para describir
los sistemas moleculares, logro´ reproducir la tendencia experimental.
El cambio en el corrimiento de los picos en los espectros fotoelectro´nicos a menores valores
de eKE a medida que se solvata el sistema triato´mico con argo´n se explica teniendo en
cuenta la carga que negativa del sistema IHI–, esta hace que la interaccio´n carga - dipolo
inducido del biyoduro de hidro´geno con los a´tomos de argo´n sea ma´s fuerte que la inter-
accio´n argo´n-mole´cula neutra IHI, obteniendo como resultado que la superficie de energ´ıa
de potencial asociada a los sistemas Arn·[IHI]− sea mejor estabilizada o disminuya ma´s sus
valores energe´ticos que en los sistemas Arn·[IHI], por lo cual la distancia energe´tica entre
las dos superficies de potencial aumenta, generando corrimiento de los picos del espectro a
valores menores de eKE.
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Figura 4-3.: Espectro de fotoeyeccio´n del sistema IHI− solvatado hasta con 6 a´tomos de
argo´n.
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Num. Ar V3=0 V3=2 V3=4
0 0.717415 0.518179 0.315469
1 0.704693 0.509682 0.310804
2 0.701194 0.506096 0.307187
3 0.697456 0.502524 0.303580
4 0.693949 0.498975 0.299995
5 0.690349 0.495705 0.298504
6 0.686669 0.492095 0.292973
Tabla 4-1.: Picos principales en los espectros de fotoeyeccio´n para el sistema Arn·[IHI]−
(eV).
La segunda caracter´ıstica encontrada al solvatar el biyoduro con a´tomos de argo´n, es la dis-
minucio´n sucesiva de la distancia entre los picos V3=0 y V3=2 con la adicio´n progresiva de
a´tomos de argo´n al sistema IHI. En la figura 4-4 se presentan los cambios en las distancias
que separan los picos V3=0 y V3=2 en funcio´n del nu´mero de a´tomos de Ar para los espectros
calculados. Se observa que nuestros resultados logran reproducir la tendencia experimental,
lo cual es un resultado muy importante, ya que hasta el momento ninguna de las simulaciones
previas[27, 29] ha logrado reproducir esta segunda caracter´ıstica asociada con el efecto de
solvatacio´n con argo´n.
En la figura 4-4 se registra que el cambio ma´s pronunciado en el acercamiento de los picos,
se encuentra entre el sistema sin solvatar y el que contiene un a´tomo de argo´n, mientras
que el acercamiento de los picos entre los sistemas solvatados es muy pequen˜o, esto puede
ser explicado gracias a los cambios que sufre el potencial de los sistemas IHI−− y IHI al
introducir a´tomos de argo´n en e´l, tal y como se presento´ en el cap´ıtulo 3 en la figura 3-8,
los cambios ma´s dra´sticos en la disminucio´n de la barrera de potencial para el sistema IHI
o la disminucio´n del ancho del pozo en el caso del IHI−− se presentan cuando al sistema
aislado se le adiciona un a´tomo de argo´n. Esto permite evidenciar una clara relacio´n entre la
importancia que tienen los pequen˜os detalles de la superficie de potencial de los sistemas de
biyoduro de hidro´geno al momento de obtener resultados que permiten reproducir los efectos
de la solvatacio´n con argo´n en los espectros experimentales.
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Figura 4-4.: Disminucio´n de la distancia entre los picos V3=0 y V3=2 en funcio´n del nu´mero
de a´tomos de argo´n.
5. Conclusiones y recomendaciones
5.1. Conclusiones
Los resultados de este trabajo confirman la hipo´tesis de algunos autores quienes han reali-
zado simulaciones de los espectros de fotoeyeccio´n del sistema IHI− · Arn, la cual establece
que el potencial anal´ıtico LEPS ampliamente usado para representar al sistema IHI tiene
algunas deficiencias, las cuales por ejemplo no permiten la correcta descripcio´n del sistema
IHI de´bilmente enlazado con a´tomos de argo´n cuando en este se incluyen pequen˜as modifi-
caciones como te´rminos de tres cuerpos.
El uso de superficies de potencial calculadas con programas de estructura electro´nica regular
mediante pseudopotenciales y teor´ıa de perturbaciones de segundo orden, permitio´ obtener
una muy buena descripcio´n de los espectros fotoelectro´nicos del sistema IHI− · Arn, logrando
reproducir las tendencias tanto en el corrimiento de los picos como en las distancias que sepa-
ran los picos V3=0 y V3=2, simulando correctamente por primera vez ambas caracter´ısticas
del efecto de la solvatacio´n con a´tomos de argo´n en el biyoduro de hidro´geno.
Se logro´ crear una plataforma flexible para el computo tanto de estados cua´nticos como
de espectros de fotoeyeccio´n mediante representacio´n en variables discretas a partir de una
rejilla de potencial, con esta herramienta de fa´cil manejo para el usuario se podra´n realizar
futuras investigaciones a nivel molecular con mayor facilidad.
La metodolog´ıa empleada para la construccio´n de las superficies de potencial fue suficiente-
mente eficiente para obtener rejillas de potencial superiores a los 600000 puntos, sin que el
tiempo requerido para su obtencio´n fuese un obsta´culo para la simulacio´n de los espectros
fotoelectro´nicos.
Los espectros bidimensionales y tetradimensionales obtenidos permiten afirmar que la aprox-
imacio´n adiaba´tica es suficientemente buena para la descripcio´n del sistema IHI− y la obten-
cio´n de las caracter´ısticas espectrales de este sistema, por lo cual no se requiere la inclusio´n
de efectos no adiaba´ticos en el ca´lculo de los estados cua´nticos nucleares del sistema como
algunos autores lo hab´ıan sugerido[29].
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5.2. Recomendaciones
Los resultados obtenidos sobre las curvas adiaba´ticas bidimensionales sugieren que el uso de
potenciales a nivel MP2//aug-cc-pVTZ-ECP28MDF proporcionar´ıa una mejor descripcio´n
sobre los estados cua´nticos del sistema IHI. La simulacio´n del espectro de fotoeyeccio´n uti-
lizando este potencial podr´ıa generar un espectro con mayores detalles.
Habiendo logrado reproducir las dos caracter´ısticas que representan el efecto de la solvatacio´n
con a´tomos de argo´n sobre el espectro fotoelectro´nico del biyoduro de hidro´geno mediante el
uso del potencial MP2//6-311G(d,p)-SBKJC, se sugiere que en futuras investigaciones
como el estudio de la dina´mica de la reaccio´n Arn·IHI− −→ Arn·IHI + e− −→ Arn·IH + I +
e− sean realizadas con potenciales de estructura electro´nica regular en vez de potenciales
anal´ıticos para lograr una buena descripcio´n de las interacciones de´biles entre los a´tomos
de argo´n y el sistema colineal IHI−, con el fin de obtener resultados ma´s cercanos a los
experimentales.
A. Anexo: Representacio´n en variables
discretas (DVR)
El me´todo DVR que fue inicialmente propuesto por Harris, Engerholm y Gwinn contiene los
siguientes pasos:
1. Con polinomios ortogonales y aplicando cuadratura de Gauss se discretiza el espacio.
2. Mediante una transformacio´n se encuentran las funciones DVR (o bases localizadas).
3. Se transforma cualquier operador no linealmente dependiente de Xˆ, de la base de
polinomios ortogonales a la base de las funciones DVR.
Comenzando con la propiedad de ortogonalidad de los polinomios se tiene que:
δln =
∫ x=b
x=a
w(x)Cl(x)Cn(x) (A-1)
Donde Cl(x) es un polinomio en x de l-e´simo grado.
Una funcio´n base queda expresada como:
φn(x) =
√
w(x)Cn(x) (A-2)
Mediante el uso de una cuadratura de Gauss, la relacio´n de ortonormalidad entre los poli-
nomios queda escrita como:
δln =
∫ x=b
x=a
φ∗l (x)φn(x)dx
=
N∑
α=1
wα
w(xα)
φ∗l (xα)φn(xα)
(A-3)
discretizando el espacio.
Dado lo anterior, los elementos matriciales de la coordenada x pueden escribirse como:
Xln =
∫ b
a
dxφ∗l (x)xφn(x)
=
N∑
j
wj
w(xj)
φ∗l (xj)xjφn(xj)
(A-4)
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Se puede demostrar que existe una transformacio´n T tal que se puede generar un cambio de
base desde los polinomios hasta el espacio DVR.
X = T TXDV RT (A-5)
Dicha transfomacio´n Tjk tiene la siguiente forma:
Tjk =
√
wj
w(xj)
φk(xj) (A-6)
Dado que en las bases DVR el operador X es diagonal, entonces la forma del operador de
energ´ıa potencial que depende linealmente de x tambie´n es diagonal.
V DV R = V (X)Diag (A-7)
Para el caso del operador de energ´ıa cine´tica hay que aplicar la transformacio´n T .
KDV R = T K T T (A-8)
Finalmente un hamiltoniano queda expresado como:
HDV R = KDV R + V DV R (A-9)
B. Anexo: Esquema DVR de Colbert y
Miller
Considerando una sola dimensio´n (x) restringida al intervalo (a, b), el operador de energ´ıa
cinetica esta descrito por:
K = − }
2
2m
d2
dx2
(B-1)
Se establece que la rejilla definida en x debe ser igualmente espaciada, lo que implica que el
punto xi esta determinado por:
xi = a+ (b− a)i/N, i = 1, 2, ..., N − 1 (B-2)
donde a y b son los limites superior e inferior del rango en la coordenada x que aloja los
puntos DVR.
Finalmente se asocia al espacio discreto funciones base tipo Fourier (vectores propios de una
particula en una caja):
φn(x) = (
2
b− a)
1/2sin
[
npi(x− a)
b− a
]
, n = 1, ..., N − 1 (B-3)
La representacio´n DVR del operador de energ´ıa cine´tica esta dada por:
Kij = − }
2
2m
∆x
N−1∑
n=1
φn(xi)φ
′′
n(xj) (B-4)
donde ∆x = (b− a)/N es el espaciamiento de la rejilla.
Utilizando las ecuaciones B-3 y B-4, se obtiene que el operador de energ´ıa cine´tica queda
expresado como:
Kij = − }
2
2m
(
pi
b− a
)2
2
N
N−1∑
n=1
n2sin
(
npii
N
)
sin
(
npij
N
)
(B-5)
Realizando el ca´lculo anal´ıtico sobre la sumatoria, se obtiene que
Tij = − }
2
2m
(−1)i−j
(b− a)2
pi2
2
{
1
sin2[pi(i− j)/2N ] −
1
sin2[pi(i+ j)/2N ]
}
(B-6)
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para i 6= j y
Tij = − }
2
2m
(−1)i−j
(b− a)2
pi2
2
{
(2N2 + 1)/3− 1
sin2[pii/N ]
}
(B-7)
para i = j.
Ahora estableciendo los limites de a y b como infinito ((−∞,∞)) se tiene que: a → −∞,
b→∞, entonces para mantener una rejilla finita, N →∞ tambien. Con la definicion de xi
en la ecuacio´n B-2 se tiene que i+ j →∞ pero i− j es finito. Mediante estas consideracio´nes
se llega a que el operador de enrg´ıa cine´tica queda descrito por:
Ki,j =
}2(−1)i−j
2m∆x2
{
pi2
3
, i = j
2
(i−j)2 , i 6= j
(B-8)
donde i y j son ı´ndices que numeran los puntos de la rejilla, ∆x es el espaciamiento de la
rejilla que es constante, xi representa la posicio´n i dentro de la rejilla (xi = i∆x) y m es la
masa del sistema.
C. Anexo: DVR Multidimensional
Para el caso en el que las coordenadas sean ortogonales, es decir que el operador de energ´ıa
cine´tica no incluya terminos cruzados en las segundas derivadas, el hamiltoniano tridimen-
sional puede escribirse como:
H =Kxα,α′δβ,β′δγ,γ′ + Kyβ,β′δα,α′δγ,γ′ + Kzγ,γ′δα,α′δβ,β′
+ V(xα, yβ, zγ)δα,α′δβ,β′δγ,γ′
(C-1)
los puntos DVR en x, y y z son etiquetados como α, β y γ respectivamente.
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