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As discussed in chapter 1, neural networks have been endowed with certain 
special features, which make them an interesting subject for research on early 
wam ing. lust like the statistical classification methods discussed in the prev-
ious chapter, neural networks are mathematical models. In fact, neural net-
works can be seen as a special type of a specific class of statistical classifica-
tion methods, as will be discussed in section 4.4. The background of neural 
networks is, however, different. Neural networks originated from the field of 
Artificial Intelligence. The application of a neural network to the current 
problem domain is the subject of chapter 7. This chapter contains a brief 
introduction into the theory of neural networks and it presents a number of 
earlier applications of neural networks to related subjects. 
Neural Networks are composed of elements that perform in a manner 
analogous to the most elementary functions of the biological neuron. These 
elements are organized in a way that may (or may not) be related to the anat-
omy of the brain. Despite this superficial resemblance, neural networks re-
semble the brain to a surprising extent. For example, they can learn from ex-
perience, generalize from previous examples to new ones, and abstract essen-
ti al characteristics from inputs containing irrelevant data [Wasserman, 1989, 
pp. 1-2]. Neural networks are, however, not suited for every possible task. A 
lot of tasks, like calculating the payroll, can be handled better by conventional 
computer software. It appears, however, th at neural networks are better 
suited for a large class of pattem recognition tasks [Wasserman, 1989, p. 3]. 
The first neural networks were built in the 1950s and 1960s. These net-
works consisted of a single layer of artificial neurons 1. Often called percep-
trons, they were applied to pattem recognition and signal processing tasks 
such as weather prediction, electrocardiogram analysis, and artificial vis ion 
[Wasserman, 1989, p. 5]. However, Minsky and Papert [1969] proved that the 
single-Iayer networks used at the time were theoretically incapable of solving 
1 The ncxt section will discuss the architecture of neural nctworks in more detail. 
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many simple problems2. After this publication, neural network research came 
to a virtual balt for nearly two decades. Only a few dedicated scientists con-
tinued tbeir efforts. Gradually, a tbeoretical foundation emerged, on wbicb 
today's more powerful multi-layer networks are constructed. This has led to a 
renewed interest in neural network technology and an explosive increase in 
tbe amount of researcb activity. Multi-layer networks will be treated in more 
detail in tbe following sections. 
4.1 ARCHITECfURE 
According to Rumelhart, Hinton & McClelland (1992, pp. 56-63], there are 
eigbt major aspects of a neural network: 
1. A set of processing units or neurons. 
2. The state of activation of eacb unit (ACfJ 
3. An output function for each unit tbat maps its state of activa ti on into 
an output (OUTj = f (ACfj)). 
4. A pattern of connectivity among units, tbat is, tbe weigbts for eacb of 
tbe connections in tbe system (wj ;). 
5. A propagation rule for propagating patterns of activities through the 
network of connectives (NETj = L wji OUT;) . 
6. An activation function for combining tbe inputs impinging on a unit 
witb tbe current state of tbat unit in order to produce a new level of 
activation for the unit (ACTj = a (NETj )). 
7. A learning rule whereby patterns of connectivity are modified by 
experience. 
8. An environment witbin wbicb tbe system must operate. 
ad 1: a set of processing units or neurons 
In some models tbe processing units may represent particular concepts sucb 
as features, letters, or words; in otbers the concepts are simply abstract ele-
ments over wbich meaningful patterns can be defined. In the latter case, it is 
2 Single-layer networks can only solve problems if the different classes in a sample 
can be separated by a linear (discriminant) function. The XOR (exclusive or) 
problem is a classical example of the problem types th at cannot be solved by 
single-Iayer networks. 
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the pattern as a whole that is the meaningful level of analysis. The current 
application as presented in chapter 7 is an example of this. Especially the 
units in the hidden layer (see bel ow) do not represent clear concepts or 
meaningful entities. 
All the processing of a neural network is carried out by the units. There 
is na executive or other overseer. There are only relatively simple units, each 
doing its own relatively simple job. A unit's job is simply to receive input 
from other units and, as a function of the inputs it receives, to compute an 
output value which it sends to other units. The system is inherently parallel in 
that many units can carry out their computations at the same time. Figure 4.1 
shows a model of a processing unit. 
Figure 4.1 A PROCESSING UNIT 
a 
/ 
processing unit j 
It is useful to characterize th ree types of units: input, output, and hidden. In-
put units receive inputs from sources extemal to the system under study. The 
output units send signals out of the system. The hidden units are those whose 
only inputs and outputs are within the system. They are not visible outside the 
system. 
The units in a neural network are usually arranged in layers. Multi-layer 
networks may be formed by simply cascading a group of single layers: the out-
put of one layer provides the input to the subsequent layer. The literature 
shows little agreement on how to count the number of layers within a net-
work. The point of discussion is whether or not to include the first, input, 
layer in the layer count. The input layer does na summation: the input units 
serve only as fan-out points to the first set of weights and do not affect the 
computational capability of the network. For this reason, the input layer is 
frequently excluded from the layer count. The weights of a layer are assumed 
- - --- ----
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to be associated with the units that follow. Therefore, a layer consists of a set 
of weigbts and the subsequent units th at sum the signals they carry [Wasser-
man, 1989, p. 22]. Figure 4.2 illustrates the basic structure of a simple two-
layer neural network witb n input units, k bidden units (first layer), and m 













The number of processing units within a layer will depend on tbe problem to 
be solved. The choice of the number of input- and output units for a specific 
problem will usually be quite straight-forward because each variabIe with 
input data may be Iinked to a separate input unit, and each possible outcome 
of tbe output variabIe may be Iinked to a separate output unit. The cboice of 
tbe number of units in tbe bidden layer(s) is, bowever, more difficult. There 
are only rules of thumb to belp a researcher with this choice. 
For most applications, only one hidden layer is needed. If there is na 
good reason to have more than one hidden layer, then you sbould stick to 
one. The training time of a network increases rapidly with the number of lay-
ers [Caudill , 1991 , p. 59]. 
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ad 2: the state of activation (ACTj ) 
The level of activation of the units taken collectively represents the state of 
the system. It is convenient to consider the processing carried out by the sys-
tem as the evolution of the system state. Activation of any particular unit 
induces or hinders the activation of units it is connected to, depending on 
whether the interconnection is excitatory or inhibitory. The notion of activa-
tion per se may be viewed in two different ways [Khanna, 1990, p. 13]. First, a 
unit's activation value indicates its degree of confidence that its associated 
feature is present or absent, as opposed to merely providing a positive or a 
negative answer regarding the presence or absence of a feature . Alternatively, 
the activation value of a unit may suggest the quantity of a feature that is 
present. The activation value is passed through a function to produce an out-
put value. 
ad 3: output function (OUTj = f (ACT). 
Units interact by transmitting signals to other units. The strength of their sig-
nals, and therefore the degree to which they affect other units, is determined 
by their degree of activation. The output value can be seen as passing through 
a set of unidirectional connections to other units in the system. Associated 
with each unit is an output function J, which maps the current state of activa-
tion to an output signa\. Sometimes, the output level is exactly equal to the 
activation level of the unit. In other cases, the output function is a type of 
threshold function, sa that a unit does not affect other units unless its activa-
tion exceeds a certain value. Alternatively, the output function may be a sto-
chastic function in which the output of the unit depends on its activation val-
ues in a probabilistic fashion . 
ad 4: the pattern of connectivity (wjJ 
Units are connected to one another. It is th is pattern of connectivity that con-
stitutes what the system knows and that determines how it will respond to any 
arbitrary input. In a neural network, specifying the system and the knowledge 
encoded therein is a matter of specifying this pattern of connectivity among 
tbe processing units . The total pattern of connectivity can be specified by 
defining tbe weigbts for eacb of the connections in tbe system . The weight or 
strength w ji of a connection determines the extent of tbe effect tb at unit i bas 
on unitj . 
Depending on tbe pattern of connectivity, two types of networks can be 
distinguished: nonrecurrent or JeedJorward networks and recun'ent networks. 
FeedJorward networks bave na feedback connections, that is, tbey bave no con-
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nections through weights extending from the outputs of a layer to the inputs 
of the same or previous layers. With feedforward networks, the output is 
solely determined by the current inputs and the values of the weights. Recur-
rent networks do contain feedback connections. In some configurations, recur-
rent networks recirculate previous outputs back to inputs; hence, their output 
is determined both by their current input and by their previous outputs 
[Wasserman, 1989, pp. 19-20]. 
ad 5: the rule of propagation (NETj = 1: Wjj OUT) 
All inputs to a unit are multiplied by tbeir associated weights and summed up 
to get tbe net input to that unit. Tbe net input to a unit along with its current 
activation value determine its new activation value. 
ad 6: activation function (ACfj = a (NET) 
Tbe activation function a combines the net input and the current state of the 
unit to pro duce a new state of activation. In the simplest cases, when a (x) = 
x, and wben all connections are of tbe same type, the activation value equals 
tbe net input into a partieular unit. Sometimes a is a threshold function so 
tbat tbe net input must exceed some value T before contributing to tbe new 
state of activation: 
AC7j = g jf NET. > T J 
otheJWJse 
Wbenever tbe activation value is assumed to take on continuous values, it is 
common to assume tbat a is a kind of sigmoid (i.e. S-sbaped) function . In that 
case, an individual unit can saturate and reacb a minimum or maximum acti-
vation value. Tbe logistie function is often cbosen in tbis case. Tbus, 
ACT = ___ 1__ _ 
J 1 + exp( - NET) 
Tbe logistie function compresses the range of NETj so that ACfj lies between 
zero and one. Anotber popular continuous activation function is tbe hyper-
bolie tangent: 
ACT = tanh(NET.) 
J J 
- exp( - 2 * NET.) 
. J 
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With the hyperbolic tangent function , the limits are -1 and l. 
Apart from being differentiable, the logistic and hyperbolic tangent func-
tions have the additional advantage of providing a form of . automatic gain 
control: for small signals (NETj ne ar zero) the slope of the activation curve is 
steep, producing high gain . As the magnitude of the signal becomes greater in 
absolute sense (i.e. positive as weil as negative), the gain decreases. Thus, 
small as weil as large signals can be accommodated by the netwark. 
Usually, the activation function is assumed to be deterministic, but 
sometimes a stochastic activation function is assumed. A1so, activations are 
sometimes assumed to decay slowly with time so that even with no extemal 
input the activation of a unit will simply decay and not go directly to zero. 
ad 7: the learning or training rule 
The weights can undergo modification as a function of experience. Thus, the 
system can evolve. What a unit represents can change with experience, and 
the system may perfarm in substantially different ways over time. 
Changing the knowledge encoded in a neural network involves modify-
ing the pattems of connectivity. In principle, this can involve th ree kinds of 
modifications: the development of new connections, the loss of existing con-
nections, and the modification of the strengths of connections that already 
exist. The first two can be considered a special form of the third. Whenever 
the strength of a connection is changed away from zero to a positive or neg-
ative value, it has the same effect as developing a new connection. Whenever 
the strength of a connection is changed to zero, this will have the same effect 
as losing an existing connection. The next section wil! deal with several ways 
to modify strengths of connections through experience. 
ad 8: the environment 
The input pattems, which form a mapping of the real world, can be consid-
ered to farm one outcome of a drawing from a probability distribution over 
the set of possible input pattems. That is, at any point in time, there is a 
probability that any of the possible set of input patterns is impinging on the 
input units . In general , this probability function may depend on the history of 
inputs to the system as weil as outputs of the system . In the (simpIe) case of a 
stabIe probability distribution independent of past inputs and past responses 
of the system, the environment can be characterized by a set of probabilities, 
Pi , for each possible input to the system . A key advantage of neural networks 
is the fact that simple yet powerful learning procedures can be defined, which 
allow the systems to adapt to the environment [Rumelhart, 1989, p. 148]. 
68 Chapter 4 
4.2 TRAINING A NEURAL NETWORK 
One does not program a neural network, one rather "teaches" it [Tazelaar, 
1989, p. 214]. A network is trained (or taught) so that application of a set of 
inputs produces the desired (or at least a consistent) set of outputs. Such an 
input or output set is referred to as a vector. Training is accomplished by 
sequentially applying input vectors, while adjusting network weights according 
to a predetermined procedure [Wasserman, 1989, p. 22]. Training algorithms 
can be categorized as supelVised, reinforcement, and unsupelVised training. 
There is a reduction in training responsibility for the developer of the net-
work as one goes from supervised training, through reinforcement training, to 
unsupervised training. 
SupelVised training requires the pairing of each input vector with a target 
vector representing the desired output; together these are called a training 
pair. Usually a network is trained over a number of such training pairs. An 
input vector is applied, the output of the network is calculated and compared 
to the corresponding target vector, and the difference or error is fed back 
through the network, and weights are changed according to an algorithm that 
tends to minimize the error. The vectors of the training set are applied 
sequentiaIly, and errors are calculated and weights are adjusted for each vec-
tor, until the error for the entire training set is at an acceptably low level 
[Wasserman, 1989, p. 23]. 
In case of graded or reinforcement training, the network is given data 
inputs but is not supplied with the desired outputs. Instead, it occasionally 
receives a "grade" or "performance score", which tells how weIl it has per-
formed overall since the last time it was graded [Hecht-Nielsen, 1990, p. 7]. 
The system attempts to maximize positive reinforcement and minimize neg-
ative reinforcement. Reinforcement training is more complex than either 
supervised or unsupervised training, because it is not clear wh at the correct 
output is for each input. Reinforcement training may be further complicated 
by missing or delayed feedback [Mehra & Wah, 1992, p. 151]. 
In unsupelVised training or clustering, the training set consists of input 
vectors solely. The training algorithm modifies network weights to produce 
consistent output vectors; that is, both the application of one of the training 
vectors or the application of a sufficiently similar vector will produce the 
same pattern of outputs. The training process, therefore, extracts the statisti-
cal properties of the training set and groups similar vectors into classes 
[Wasserman, 1989, p. 23]. 
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Most of today's training algoritbms bave evolved from tbe Hebbian leaming 
rule suggested by Hebb [1961]. Hebb proposed a model for unsupervised 
leaming in whièh the weight (wji) was increased if botb tbe source (i) and des-
tination (j) unit were activated. In tbis way, frequently used patbs in tbe net-
work are strengthened. This is related to the phenomena of habit and lear-
ning through repetition [Wasserman, 1989, p. 24]. A neural network applying 
Hebbian leaming will increase its network weigbts according to the product of 
the output value of the source unit (OUTj ) and the destination unit (OUTj). 
In syrnbols: 
wbere Arepresents tbe difference between tbe new and tbe old value of a 
variabIe (in tbis case tbe change in tbe value of the weight), and TI is the lear-
ning-rate coefficient. The latter is used to allow control of the average size of 
weigbt cbanges (i.e. tbe step size). 
A common variation to this rule for supervised training is the delta mie 
or Widrow-Hoff rule. In the delta rule, tbe amount of learning is proportional 
to the error signa!, i.e. the difference between the actual output achieved 
(OUTD and the target (desired) output (TARGETJ This difference is called 
the delta value for unit j (Sj ). This leads to: 
The delta rule appropriately modifies weigbts for target and actual outputs 
and for both continuous and binary inputs and outputs. This rule is a gra-
dient-descent method. In fact, tbe delta rule can be seen as a recursive ver-
sion of stee pest descent (see Cheng and Titterington [1994, p. 15]). 
In the most successful of the current neura! network algorithms, back-
propagation, an extension to the delta rule is used, in which learning proceeds 
by back-propagation of error signais. The network used in tbis study (see 
chapter 7) is also a back-propagation network. Back-propagation networks 
will be discussed in the next section. 
With respect to adequate training, it is usually necessary to present the same 
training set several times. The most essential point in training a network is to 
know when to stop the training process. This is usually decided by the devel-
oper of the network. If the training process is continued for too long, the net-
work may use the noise in the data to generate a perfect fit . In such case, the 
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generalization capacity will be low. In this case, the network is said to be over-
fitted or overtrained. The network has started to memorize the individual 
input-output pairs rather than settling for weights which gene rally describe 
the mapping for all cases. If, however, the training process is stopped too 
early, the error rate may still be too large. That is, the network has not had 
enough training time to determine correct or adequate weights for the spe-
cifie situation. If the data do not contain noise, overfitting will not be a prob-
Iem. However, in most applications noisy data are the only on es available. 
Early training will allow the network to fit the significant features of the 
data. It is only at later times that the network tries to fit the noise. A solution 
to the problem of overfitting is to stop training just before the network begins 
to fit the sampling noise. The problem is to determine when the network has 
extracted aH useful information and starts to extract noise. Weigend, 
Huberman, and Rumelhart [1990, p. 197] employ two methods. The first 
method involves spJitting the entire available data set into three parts. The 
first part of the data set is divided into two sets: a training set, used for deter-
mining the values of the weights, and a validation set, used for deciding when 
to stop. As long as the performance on the validation set improves, training 
continues. When it ceases to improve, training is stopped. The last part of the 
data set, the prediction set, is strictly separated and never used in training. lts 
only legitimate use is to estimate the expected performance in the future . 
The second method that addresses the problem of overfitting assumes 
that the network that generalizes best is the smallest network to still fit the 
training data3. This method, called minimal networks through weight-elimina-
/ion, involves the extension of the gradient descent method to a more com-
plex function . The idea is to begin with a network that is too large for the 
given problem but to associate a cost with each con neet ion in the network. 
In th is study the first method will be used, i. e. the available data set will 
be split into th ree parts. 
3 The rule that a simpier c1ass ifier with the same sample performance as a more 
complex c1 ass ifie r will a lmost a lways make better predictions on ncw data because 
of the like lihood of overspecia lization to the sample data with the more complex 
structure, is also generally acccpted in statistics (sec for instanee We iss and 
Kulikowski [1991 D. 
Neural networks 71 
4.3 BACK-PROPAGATION 
The method of back-propagation (also called the generalized delta rule) pro-
vides a systematic means for training multi-Iayer feedforward networks. Back-
propagation is a method to minimize the observed sum of squared errors 
[Geman et al., 1992, p. 5]. As with the delta ruIe, back-propagation is a 
gradient-descent method. The back-propagation metbod chooses the direction 
of steepest des ce nt to adjust the weights of the network [Ripley, 1993, p. 49]. 
A back-propagation network starts out with a random set of weights. 
The network adjusts its weights each time it spots an input-output pair. Each 
pair requires two stages: a forward pass and a backward pass. The forward 
pass involves presenting a sample input to the network and letting the activa-
tion of the units flow until they reach the output layer. The logistic and 
hyperbolic tangent functions are of ten used as activation functions. There are, 
however, many functions that can be used; the back-propagation algorithm 
requires only that the function be differentiable everywhere [Cheng & 
Titterington, 1994, p. 17] as the derivative of the function is used to deter-
mine the weight changes. The logistic function meets this requirement, as 
does the hyperbolic tangent function. Below, alogistic activation function is 
assumed. For the sake of simplicity, it is also assumed that the output level 
equals the activation level of the unit (which is the most common situation). 
During the backward pass, the network's actual output vector from the 
forward pass (OUTo ) is compared with the target output vector (TARGETo) 
and error estimates are computed for the output units. The weights of the 
connections between the (last) hidden layer q and the output layer 0 can be 
adjusted in order to reduce these errors . This adjustment is accomplished 
using a modification of the delta rule in which the error signal (i.e. the target 
minus the actual output) is multiplied by the derivative of the activation func-
tion. In case of alogistic activation function, this derivative equals OUT, (1 -
OUT). The delta value (8jo) for unit j in the output layer 0 is caIculated as: 
Next, the delta value is multiplied by the output value from the source unit i 
in (hidden) layer q (OUT;q) for the weight in question . This product is then 
multiplied by a learning rate coefficient (typically between 0.01 and 1.0), and 
the result is added to the weight from unit i in layer q to unit j in the output 
layer (0) : 
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Since hidden layers have no target vector, the training process described 
above cannot be used for adjusting the weights between subsequent hidden 
layers (if more than one hidden layer exists), and for adjusting the weights 
between the input layer and the (first) hidden layer. Instead, back-propaga-
tion trains the hidden layers by propagating the output error back through the 
network layer by layer, adjusting weights at each layer. These weights now 
operate in reverse, passing the delta value from the output layer back to the 
hidden layer(s). Each of these weights is multiplied by the delta value of the 
unit to which it connects in the subsequent layer. The delta value needed for 
unit i in layer p (8ip) is produced by summing up all such products for the 
subsequent layer q and multiplying th is by the derivative of the activation 
function: 
For each unit in a given hidden layer, the deltas must be calculated, and all 
weights associated with that layer must be adjusted. This is repeated, moving 
back towards the input layer by layer, until all weights are adjusted. 
The back-propagation algorithm usually updates its weights increment-
ally, after seeing each input-output pair. Af ter it has seen all input-output 
pairs (and adjusted the weights this many times), one epoch is completed. 
Training a back-propagation network usually requires many epochs. One 
method for improving the training time, while enhancing the stability of the 
training process, is to add a momentum term to the weight adjustment, which 
is proportional to the amount of the previous weight change: 
for the weight (wjiq) connecting unit i in layer p with unit j in layer q, where a , 
the momentum coefficient, is commonly set to around 0.9 . 
Despite the many successful applications of back-propagation, the method is 
not without problems. Most troublesome is the long and uncertain training 
process. For complex problems it may take a very long time to train the net-
work, and it may not leam at all. Long training time can be the result of a 
nonoptimum step size. Outright training failures gene rally rise from two SOUf-
ces: network paralysis and local minima [Wasserman, 1989, p. 56]. AIternative 
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algorithms to solve (some of) these problems have been designed4, but most 
of them suffer from an even langer training time or tbey bave other prob-
lems. Until now, none of the alternatives has known so many successful appli-
cations as the back-propagation algorithm. 
Network paralysis. As tbe network trains, the weights can be adjusted to 
very large values. This can force all or most of the units to operate at large 
output values, in a region where the derivative of the activation function is 
very smalI. Since the error sent back for training is proportional to this deriv-
ative, the training process can come to a virtual standstill. 
Local minima. Back-propagation employs a type of gradient descent; 
that is, it follows the slope of the error surface downward, constantly adjusting 
the weights toward a minimum. The network can get trapped in a local min-
imum, even when there is a much deeper minimum nearby. From the limited 
viewpoint of the network, all directions are up, and there is no escape. There 
is empirical evidence that with respect to many applications, local minima 
occur relatively infrequently and are not a significant problem [Weiss & 
Kulikowski, 1991, p. 100]. However, when they do occur, one main line of 
defense is to replicate the experiment with a different random initial state. 
Instead of training once, one can train several times on the same network and 
select the best solution. 
The leaming-rate coefficient 1/ determines the average size of the weight 
changes (i.e. the step size). Convergence of the algorithm can only be proved 
if infinitesimally sm all weight changes are assumed. Of course, this is imprac-
tical since it implies infinite training time. It is necessary to select a finite step 
size, and there is very little to guide this decision other than experience. If 
step size is too smalI, convergence can be very slow; if it is too large, paralysis 
or continuous instability may be the result. 
4.4 NEURAL NETWORK AND STATISTICS 
According to White [1989, p. 51], "neural network output functions corres-
pond precisely to specific families of regression curves. The network inputs 
are the explanatory variables, and the weights are the regression curve param-
eters. Back-propagation and nonlinear regression can be viewed as alternative 
4 For a description of some alternative algorithms, see for instanee [Hecht-
Nielsen, 1990; Khanna, 1990; Wasserman, 1989]. 
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statistical approaches to solving the least squares problem". FeedfolWard 
neural networks trained by back-propagation are examples of nonparametric 
regres sion estimators [Geman et al., 1992, p. 1] . Neural networks, just like 
nonparametric statistical methods, do not start with an a priori model of the 
relationships between input and output. They discover the relationship 
between the input and the output themselves. This may be an advantage com-
pared to the traditional parametric statistica 1 methods, in which an a priori 
model of the relationship between input and output is assumed, and in which 
the parameter estimations depend on the postulated model. 
A major difference between neural networks and statistical methods is, 
that, in contrast to statistical methods, most applications of (back-propaga-
tion) neural networks do not explicitly mention randomness. Instead, the aim 
is function approximation [Cheng & Titterington, 1994, p. 5] . With neural 
networks, a problem regarding the quantification of uncertainty in the param-
eters and predictions is that they tend to have very large numbers of param-
eters relative to the number of training cases. Furthermore, the parameters 
are not meaningful, so error statements for the weights are less useful than 
for parameters in (non-linear) regressions [Ripley, 1993, pp. 59-60]. Recently, 
however, several authors embedded back-propagation in a statistica 1 frame-
work, for example Ripley [1993, pp. 60-61] . The assumptions that have to be 
made are, howevér, (still?) quite restrictive. Consequently, by means of statis-
tical methods point estimates can be given as weil as confidence intervals, 
whereas this is (still) hardly possible with neural networks. 
Neural networks have been successfully applied to a large number of 
classification and prediction tasks. In the following section, same of the 
applications of neural networks to the classification of financial institutions 
will be presented. In most applications, the neural network (NN) outper-
formed parametric statistical methads like logit and MOA and the nonpara-
metric method of recursive partitioning (RP) . 
4.5 APPLICATIONS 
Tam and Kiang [1990, 1992] used an NN-approach to predict bank failures 
and to compare this approach with other c\assification and prediction 
methods. The sample consisted of 81 banks tbat failéd in 1985-1987 and 81 
matching nonfailed banks, all from the state of Texas, USA. Nineteen var-
iables were included in tbe modeIs. Using the leaving-one-out technique, the 
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NN scored the lowest total misc1assification rat es both one and two years 
before failure (90 and 89 per cent cIassified correctly). This was followed by 
MDA, logit, and RP. The relative ranking between the approaches remained 
virtually the same in both periods. In both periods, the NN also scored the 
lowest misclassification rate of failed banks (91 per cent correctly classified in 
both periods), followed by logit (88 and 85 per cent correctly cIassified). 
Hansen and Messier [1991] applied an NN-approach to support the 
audit process of manufacturing companies. The data set consisted of manu-
facturing companies exhibiting financial distress signals that did and did not 
receive a going concern audit report. The sample consisted of 80 companies, 
40 from each group. Twelve variables were inc1uded in the model. On aver-
age, the NN (89 per cent correctly cIassified) performed slightly better than 
RP and logit (both classified correctly 86 per cent) . 
Sa\chenberger, Cinar, and Lash [1992] developed an NN to predict the 
probability of failure among saving and loan associations (S&Ls) using five 
financial variables as inputs. The sample consisted of 100 S&Ls that had 
failed during 1986-1987. These were matched with 100 nonfailed S&Ls. The 
NN outperformed logit. Each S&L correctly classified by logit was also cor-
rectly classified by the NN; more S&Ls were correctly classified by the NN 
than by logit. Of the S&Ls 96.8 per cent was correctly classified by the NN, as 
compared to 94.3 per cent by logit. 
Coats and Fant [1993] compared NN performance to MDA performance 
in order to identify financially troubled firms. To identify such firms, auditors' 
reports we re used rather than the traditional bankruptcy filings . To be classi-
fied to the distressed group, a firm must have received a going concern opin-
ion from the auditor. The data set consisted of 94 distressed and 188 viabIe 
firms, covering the 1970-1989 period. This data set was randomly divided into 
two equally sets: a training set and a test set. The authors used the same five 
ratios as Altman [1968]. The NN models correctly predicted auditors' findings 
of distress from 81 per cent (four years prior) to 89 per cent (one year prior) 
of the cases considered. A statistical comparison of the results showed that 
the neural networks always outperformed MDA models with respect to iden-
tifying firms, which would eventually receive going concern opinions. As 
regards classification of financially healthy firms , no significant difference 
existed. 
Brockett et al. [1994] used an NN as an early warning system for predic-
ting property-casualty insurer bankruptcy. The sample consisted of 243 com-
panies, 60 of which failed (all US property-liability insurers that went bank-
rupt in 1991 and 1992). Data referring to two years prior to bankruptcy were 
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used. This data set was split into three samples: a training sample (145 com-
panies), a testing sample (49), and a prediction sample (49). The NN used 
eight financial variables as inputs and correctly predicted 86.3 per cent of the 
insurance companies in the test sample with respect to their eventual bank-
ruptcy two years later. For the entire sample of 243 companies, this percent-
age equaled 89.3 per cent (73.3 per cent of bankrupt firms and 94.5 per cent 
of nonbankrupt firms classified correctly) . An MDA model based on the same 
variables correctly classified 85 per cent of the bankrupt and 89.6 per cent of 
the nonbankrupt firms, and the IRIS system correctly classified 43.3 per cent 
of bankrupt and 96.7 per cent of nonbankrupt firms. 
WiJson and Sharda [1994] compared tbe predictive capacities of NN and 
MDA for firm bankruptcy. Their models used the same financial ratios as 
Altman [1968]. Wilson and Sharda used a matched sample consisting of 129 
industrial firms, 65 of which faiJed in the period 1975-1982. The authors com-
pared the NN and the MDA models for several training and testing sets with 
differing compositions (bankrupt-nonbankrupt) of the sets. NN outperformed 
MDA. Especially in classifying bankrupt firms , the difference was significant. 
The authors also tested whether NN prediction results were better than what 
could be expected by pure chance - which was the case: NN (and also MDA) 
gave a significant improvement as compared to pure cbance. 
4.6 SUMMARY 
Neural networks are mathematical models that have evolved from the field of 
Art ifici al Intelligence. They are especially good at pattern recognition tasks. 
Neural networks consists of a (large) number of relatively simple processing 
units, wbicb are usually arranged in layers . The most common number of 
layers is two: one input-to-bidden layer and one bidden-to-output layer. The 
output of a neural network is determined by the strengths (the weights) of the 
connections between the units and by the activation function which transforms 
the input into a specific unit into the output from this unit. 
In order to obtain the desired characteristics, a neural network has to be 
trained. During training the weights are adjusted until the performance is 
satisfactory. The most common training method is called back-propagation. 
Back-propagation is a gradient descent method, applied to minimize the ob-
served sum of squared errors. It adjusts the weights in the direction of the 
steepest descent. 
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Neural networks trained by back-propagation can be considered a spe-
cial type of nonparametric statistical cIassification metbods. Neural networks, 
like nonparametric statistica 1 c1assification metbods, do not start witb an a 
priori model of the relationships between input and output. Instead, they dis-
cover tbe relatiosbip between input and output tbemselves. Neural networks 
have been successfully applied to a large number of c1assification and predic-
tion tasks. The application of a two-layer back-propagation neural network to 
tbe current problem domain will be tbe subject of chapter 7. 

