It has repeatedly been shown that most classification methods suffer from an imbalanced distribution of training instances among classes. Most learning algorithms expect an approximately even distribution of instances among the different classes and suffer, to different degrees, when that is not the case. Dealing with the class-imbalance problem is a difficult but relevant task, as many of the most interesting and challenging real-world problems have a very uneven class distribution. In this paper we present a new approach for dealing with class-imbalanced datasets based on a new boosting method for the construction of ensembles of classifiers. The approach is based on using the distribution of the weights given by a given boosting algorithm for obtaining a supervised projection. Then, the supervised projection is used to train the next classifier using a uniform distribution of the training instances. We tested our method using 35 class-imbalanced datasets and two different base classifiers: a decision tree and a support vector machine. The proposed methodology proved its usefulness achieving better accuracy than other methods both in terms of the geometric mean of specificity and sensibility and the area under the ROC curve.
Introduction
A classification problem of K classes and n training observations consists of a set of instances whose class membership is known. Let S = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )} be a set of n training samples where each instance x i belongs to a domain X . Each label is an integer from the set Y = {1, . . . , K }. A multiclass classifier is a function f : X → Y that maps an instance x ∈ X ⊂ R D into an element of Y .
The task is to find a definition for the unknown function, f (x), given the set of training instances. In a classifier ensemble framework we have a set of classifiers F = { f 1 , f 2 , . . . , f T }, each classifier performing a mapping of an instance vector x ∈ R D into the set of labels Y = {1, . . . , K }. The design of classifier ensembles must face two main tasks: constructing the individuals classifiers, f k , and developing a combination rule that finds a class label for x based on the outputs of the classifiers { f 1 (x), f 2 (x), . . . , f T (x)}.
One of the distinctive features of many common problems in current data-mining applications is the uneven distribution of the instances of the different classes. In extremely active research areas, such as artificial intelligence in medicine, bioinformatics or intrusion detection, two classes are usually involved: a class of interest, or positive class, and a negative class that is overrepresented in the datasets. This is usually referred to as the classimbalance problem [28] . In highly imbalanced problems, the ratio between the positive and negative classes can be as high as 1:1,000 or 1:10,000. In recent years much attention has also been given to class-imbalanced multiclass problems [13] .
It has repeatedly been shown that most classification methods suffer from an imbalanced distribution of training instances among classes [5] . Many algorithms and methods have been proposed to ameliorate the effect of class imbalance on the performance of learning algorithms. There are three main approaches to these methods:
• Internal approaches acting on the algorithm. These approaches modify the learning algorithm to deal with the imbalance problem. They can adapt the decision threshold to create a bias toward the minority class or introduce costs in the learning process to compensate the minority class.
• External approaches acting on the data. These algorithms act on the data instead of the learning method. They have the advantage of being independent from the classifier used. There are two basic approaches: oversampling the minority class and undersampling the majority class.
• Combined approaches that are based on ensembles of classifier, and most commonly boosting, accounting for the imbalance in the training set. These methods modify the basic boosting method to account for minority class underrepresentation in the dataset.
There are two principal advantages of choosing sampling over cost-sensitive methods. First, sampling is more general, as it does not depend on the possibility of adapting a certain algorithm to work with classification costs. Secondly, the learning algorithm is not modified, which can cause difficulties and add additional parameters to be tuned.
Data-driven algorithms can be broadly classified into two groups: those that undersample the majority class and those that oversample the minority class. There are also algorithms that combine both processes. Both undersampling and oversampling can be achieved randomly or through a more complicated process of searching for least or most useful instances. Previous works have shown that undersampling the majority class usually leads to better results than oversampling the minority class [5] when oversampling is performed using sampling with replacement from the minority class. Furthermore, combining undersampling of the majority class with oversampling of the minority class has not yielded better results than undersampling of the majority class alone [41] . One of the possible sources of the problematic performance of oversampling is the fact that no new information is introduced in the training set, as oversampling must rely on adding new copies of minority class instances already in the dataset. Sampling has proven a very efficient method of dealing with class-imbalanced datasets [11, 56] .
Removing instances only from the majority class, usually referred to as one-sided selection [34] , has two major problems. Firstly, reduction is limited by the number of instances of the minority class. Secondly, instances from the minority class are never removed, even when their contribution to the models performance is harmful.
The third approach has received less attention. However, we believe that the approaches based on boosting are more promising because these methods have proven their ability to improve the results of many base learners in balanced datasets. Furthermore, when the imbalance ratio is high it is likely that the only way of obtaining good performance is by means of combining many classifiers.
An ensemble of classifiers consists of a combination of different classifiers, homogeneous or heterogeneous, to perform a classification task jointly. Ensemble construction is one of the fields of machine learning that is receiving more research attention, mainly due to the significant performance improvements over single classifiers that have been reported with ensemble methods [1, 3, 25, 32, 55] .
Techniques using multiple models usually consist of two independent phases: model generation and model combination [44] . Most techniques are focused on obtaining a group of classifiers which are as accurate as possible but which disagree as much as possible. These two objectives are somewhat conflicting, since if the classifiers are more accurate, it is obvious that they must agree more frequently. Many methods have been developed to enforce diversity on the classifiers that form the ensemble [8] .
In this paper we propose a new ensemble for classimbalanced datasets based on boosting. Boosting trains a classifier on a biased distribution of the training set to optimize weighted training error. However, for some problems, optimizing this weighted error may harm the overall performance of the ensemble, because too much relevance is given to incorrectly labelled instances and outliers. Our approach is based on optimizing the weighted error in a less aggressive way. We use the biased distribution of instances given by boosting algorithm to obtain a supervised projection of the original data into a new space where the weighted error is improved. Then, the classifier is trained using this projection and with an uniform distribution of the training instances. In this way, the view of the data the classifier sees is biased towards difficult instances, as the supervised projection is obtained using the biased distribution of instances given by the boosting algorithm, but without putting too much pressure on correctly classifying misclassified instances. Informally, a supervised projection is a projection constructed using both the inputs and the label of the patterns and with the aim of improving the classification accuracy of any given learner.
The projections are constructed using a real-coded genetic algorithm (RCGA). The use of such a method allows a more flexible approach than other boosting methods. Standard boosting methods focus on optimizing weighted accuracy. However, as it is well known, accuracy is not an appropriate method for class-imbalanced datasets. In our approach, the RCGA evolves using as fitness value a measure that is specific of class-imbalanced problems, the geometric mean of specificity and sensitivity (the so-called G-mean). The presented method is named Genetically Evolved Supervised Projection Boosting, GESuperPBoost, algorithm.
A final feature is introduced to account for the class-imbalanced nature of the datasets. Before obtaining the supervised projection by means of the RCGA, we randomly undersample the majority class. With this process we obtain three relevant benefits. Firstly, we make the algorithm faster; secondly, we obtain better performance due to the balanced datasets used for the RCGA; thirdly, we introduce diversity in the ensemble from the use of the random undersampling.
Unsupervised [49] and supervised projections [22, 23] has been used before for constructing ensembles of classifiers. However, the use of genetically evolved supervised projections is new, and most of the previous approaches were devoted to indirect methods to obtain what we could call semi-supervised projections.
This paper is organized as follows: Sect. 2 describes in detail the proposed methodology and its rationale; Sect. 3 explains the experimental setup; Sect. 4 shows the results of the experiments performed; and finally Sect. 5 states the conclusions of our work.
Supervised projection approach for boosting classifiers
In order to avoid the stated harmful effect of maximizing the margin of noisy instances, we do not use the adaptive weighting scheme of boosting methods to train the classifiers, but to obtain a supervised projection. The supervised projection is aimed at optimizing the weighted error given by the boosting algorithm. However, instead of optimizing accuracy, we use the G-mean measure common in class-imbalanced datasets. Other mechanisms were used to account for the class-imbalance nature of the problems that are described below. The classifier is trained using the supervised projection obtained with the RCGA and with an uniform distribution of the instances. Thus, we obtain a method that benefits from the adaptive instance weighting of boosting but that is also able to improve its drawbacks. We are extending the philosophy of a previous paper [23] where we showed that the performance of ensembles of classifiers can be improved using non-linear projections constructed with only misclassified instances.
The most widely used boosting method is AdaBoost [15] and its numerous variants. It is based on adaptively increasing the probability of sampling the instances that are not classified correctly by the previous classifiers. For more detailed descriptions of ensembles the reader is referred to [8, 10, 44, 55] , or [12] . Several empirical studies have shown that AdaBoost is able to reduce both bias and variance components of the error [1, 2, 50] . Boosting methods "boost" the accuracy of a weak classifier by repeatedly resampling the most difficult instances. Boosting methods construct an additive model. In this way, the classifier ensemble F(x) is constructed using T individual classifiers, f k (x):
where the α k are appropriately defined, and [[π ]] is 1 if π is true and 0 otherwise. The basis of boosting is assigning a different weight to each training instance depending on how difficult it has been for the previous classifiers to classify it. Thus, for AdaBoost, each instance x i receives a weight w k i for training the kth classifier. 1 Initially, all the instances are weighted equally w 1 i = 1/n, ∀i. Then, for classifier (k +1)th the instance is weighted following:
where
k being the weighted error of classifier k when the weight vector is normalized
Once the classifiers are trained, the function F(x) is given by (1) with the weight of each classifier given by α k = ln
The popularity of boosting methods is mainly due to the success of AdaBoost. However, AdaBoost tends to perform very well for some problems but can also perform very poorly for other problems. One of the sources of the bad behavior of AdaBoost is that although it is always able to construct diverse ensembles, in some problems the individual classifiers tend to have large training errors [9] . Moreover, AdaBoost usually performs poorly on noisy problems [1, 9] . Schapire and Singer [51] identified two scenarios where AdaBoost is likely to fail: (i) When there is insufficient training data relative to the "complexity" of the base classifiers; and (ii) when the training errors of the base classifiers become too large too quickly. Unfortunately, these two scenarios are likely to occur in real-world problems. Several papers have attributed the failure of boosting methods, especially in the presence of noise, to the fact that the skewed data distribution produced by the algorithm tends to assign too much weight to hard instances [9] . In class-imbalanced datasets this problem may be even harder because the distribution of the patterns in the classes is uneven.
As we have stated, in a general classification problem, we have a training set S = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )} of n training samples where each instance x i belongs to a domain X . Let us assume that we also have a vector w that assigns a weight w i to each instance x i . In a general sense, a supervised projection is a projection constructed using both the inputs and the label of the patterns. More specifically, in our framework, a supervised projection, , is a projection into a new space where the weighted error
for a certain classifier f (x) trained on the projected space is improved with respect to the error using the original variables. Thus, the idea is searching for a projection of the original variables that is able to improve the weighting error even when the learner is trained using a uniform distribution of the patterns. This supervised projection, which is calculated using inputs and pattern labels, leads to an informed or biased feature space, which will be more relevant to the particular supervised learning problem [58] .
As it is the case for AdaBoost, the constructed model using this supervised projection is also additive:
where z k = P k (x) and P k is a non-linear projection constructed using the weights of the instances given by the boosting algorithm. In this way, classifier k is constructed using the instances projected using P k and all of them equally weighted.
To illustrate the method, let us explain the differences with a boosting algorithm for step k. In a boosting algorithm after adding k − 1 classifiers, we obtain the instance weight vector for training kth classifier, w k . Then, kth classifier is trained associating to each instance i a weight w k i , which is used directly by the classifier, if it admits instance weights, or used to obtain a biased sample from the training set if not. The aim is obtaining a classifier that optimizes the weighted
Once trained, classifier kth is added to the ensemble, and the process is repeated for adding classifier (k + 1)th. In our method, after adding k − 1 classifiers, we obtain the instance weight vector for training kth classifier, w k , using the weighting scheme of a certain boosting algorithm of our choice. However, this weight vector is not used to train the new classifier. Instead, a supervised projection, P k , of the inputs is constructed with the objective of minimizing a certain accuracy criterion that considers that the problems is class-imbalanced. Then, the original instances x i are projected using this supervised projection to obtain a new training set Z k = {z i :
Classifier k is trained on Z k using a uniform distribution. Once trained, it is added to the ensemble and the process is repeated.
The proposed method shares the philosophy of our previous method based on non-linear projections [23] . In that method new classifiers were added to the ensemble considering only the instances misclassified by the previous classifier.
To avoid the large bias of using only those instances to learn the classifier, they were not used for training the classifier but for constructing a projection where their separation by the classifier was easier. In the present method, we do not use misclassified instances, but the distribution of instances given by a boosting method. This method has several advantages over the previous one. We can use the theoretical result about convergence of training error of boosting to assure the convergence to perfect classification with similar conditions as for AdaBoost. The weights assigned by boosting and used for constructing the non-linear projection summarizes the difficulty in classifying the instance as the ensemble grows, instead of using just the last classifier. The method in [23] does not use instance weights, and it is inspired more in random subspace method (RSM) [30] , using non-linear projections instead of subspace projection. The difference in the philosophy is that, while RSM uses random projections, the method in [23] uses non-linear projections using only misclassified instances. Furthermore, part of the theory developed for boosting is applicable to the new approach but not for the previous one. In addition, the proposed model constructs an additive model as boosting, and the previous one used a simple voting scheme to obtain the final output of the ensemble.
Constructing supervised projections using a RCGA
We have stated that our method is based on using a supervised projection to train the classifier at round k. But, what exactly do we understand by a supervised projection? The intuitive meaning of a supervised projection using a weight vector w k , is a projection into a space where the weighted error achieved by any classifier trained using the projection is minimized. In a previous work [21] we defined the concept of supervised projection as follows: 2 y 2 ) , . . . , (x n , y n )} be a set of n training samples where each instance x i belongs to a domain X , and w a vector that assigns a weight w i to each instance x i . A supervised projection is a projection into a new space where the
for a certain classifier f (x) trained on the projected space is improved with respect to the error using the original
The definition is general, as we do not restrict ourselves to any particular type of classifier. The intuitive idea is to find a projection that improves the weighted error of the classifier.
We can consider this problem similar to feature extraction. In feature extraction a mapping g transform the original variables x 1 , . . . , x d of a d-dimensional input space into a new set of variables z 1 , . . . , z m of a m-dimensional projected space [38] , in such a way that a certain criterion J is optimized. The mapping g is chosen among all the available transformations G as the one that optimizes J . Considering a projection that depends on a vector of parameters the problem can be stated as minimizing the following cost function:
where classifier f is trained on the projection (x), and is the vector of values to optimize.
Although most methods for projecting data are focused on the features of the input space, and do not take into account the labels of the instances, as most of them are specifically useful for non-labelled data and aimed at data analysis, methods for supervised projection, in the sense that class labels are taken into account, do exist in the literature. For instance, S-Isomap [27] is a supervised version of Isomap [53] projection algorithm which uses class labels to guide the manifold learning. Projection pursuit, a technique initially developed for exploratory data analysis [33] , has been also applied to supervised projections [46] where projections are chosen to minimize estimates of the expected overall loss in each projection pursuit stage. Lee et al. [36] introduced new indexes derived from linear discriminant analysis that can be used for exploratory supervised classification. However, all of these methods do not contemplate the possibility of assigning a weight to each instance measuring its relevance.
As we have said, developing a method for obtaining a supervised projection, we face a similar problem as feature selection/extraction. There are two basic approaches for feature selection/extraction: The filter approach separates feature selection/extraction and the learning of the classifier. Measures that do not depend on the learning method are used. The wrapper approach considers that the selection of inputs (or extraction of features) and the learning algorithm cannot be separated. Both approaches are usually developed as an optimization process where certain objective function must be optimized.
Filter methods are based on performance evaluation metrics calculated directly from the data, without direct reference to the results of any induction algorithm. Such algorithms are usually computationally cheaper than those that use a wrapper approach. However, one of the disadvantages of filter approaches is that they may not be appropriate for a given problem. In previous works we have used indirect methods [23] or supervised linear projections [22] . However, none of these methods is able to obtain a supervised projection aimed at optimizing the weighted error given by the boosting resampling scheme.
Thus, in this work we propose the use of a real-coded genetic algorithm to directly optimize the weights of the nonlinear projection. The process of obtaining the supervised projection is shown in Algorithm 1. Thus, our solution is based on a wrapper approach by means of an evolutionary computation method.
The input vector x is projected into a vector z using a non-linear projection of the form:
The whole dataset is then transformed according to:
The RCGA must evolve the coefficient matrix, C, and constants B. Our aim is obtaining the coefficients that produce the optimum accuracy when used to train a classifier using an uniform distribution. For the initialization of individuals the values of the coefficients are randomly distributed in [−1, 1].
To avoid over-fitting we introduce additional diversity into the ensemble using random subspaces. Before obtaining the supervised projection using the RCGA the input space is divided into subspaces of the same size and each subspace is projected separately. In our experiments a subspace size of five features is used. We evolve the whole projection with all the subspaces using the same RCGA. From the practical point of view the only difference when using subspaces is that many of the elements of matrix C are fixed to zero during the evolution.
The main problem of the method described above is the scalability [24] . When we deal with a large dataset, the cost of the RCGA is high. To partially avoid this problem we combine our method with undersampling. Thus, before the construction of each supervised projection is started we undersample the majority class to obtain a balanced distribution of both classes. Then we construct the ensemble as it has been described above. The final version of the method is shown in Algorithm 2.
The RCGA genetic algorithm used is an standard generational genetic algorithm. Initially each individual is randomly obtained. Each individual represents the coefficient matrix, C, of the non-linear projection plus the constants, B. Then the evolution is carried out for a number of generations where new individuals are obtained by non-uniform mutation [45] and standard BLX-α [29] crossover with α = 0.5.
Non-uniform mutation mutates and individual X t in generation t to produce another individual X t+1 . Each element of the individual, x t+1 k is obtained from x t k using:
where ρ is a uniform random value in The fitness function should measure the performance of each projection. To obtain this fitness value we train a classifier with the projection that the individual represents and evaluate the classifier. However, accuracy is not a useful measure for imbalanced data, especially when the number of instances of the minority class is very small compared with the majority class. If we have a ratio of 1:100, a classifier that assigns all instances to the majority class will have 99 % accuracy. Several measures have been developed to take the imbalanced nature of the problems into account. Given the number of true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN) we can define several measures. Perhaps the most common are the true positive rate (TP rate ), recall (R) or sensitivity (Sn):
which is relevant if we are only interested in the performance on the positive class and the true negative rate (TN rate ) or specificity (Sp), as:
From these basic measures, others have been proposed, such as the F-measure or, if we are concerned about the performance of both negative and positive classes, the G-mean measure: G − mean = √ Sp · Sn. However, this measure does not take into account patterns weights. Thus we modified the standard specificity and sensibility measures using the patterns weighs instead of just counting the numbers of true positive, true negatives, false positives and false negatives. This weighted G-mean is used as the fitness function of the individuals.
The source code used for all methods is in C and is licensed under the GNU General Public License. The code, the partitions of the datasets and the detailed numerical results of all the experiments are available from the authors upon request and from http://cib.uco.es.
Experimental setup
We used a set of 35 problems to test the performance of the proposed method, which is shown in Table 1 . The datasets breast-cancer, cancer, euthyroid, german, haberman, hepatitis, ionosphere, ozone1hr, ozone8hr, pima, sick and tic-tac-toe are from the UCI Machine Learning Repository [14] . The remaining datasets were created following García et al. [20] from UCI datasets. To estimate the accuracy we used tenfold cross-validation.
As base learners for the ensembles we used two classifiers: a decision tree using the C4.5 learning algorithm [47] and a support vector machine (SVM) [6] using a Gaussian kernel. The SVM learning algorithm was programmed using functions from the libsvm library [4] . We used these two methods because they are arguably the two most popular classifiers in the literature.
For the RCGA we used a population of 100 individuals evolved during 100 generations. To avoid extremely long running times, an arbitrary maximum running time of 100 seconds was imposed for the RCGA. Once this time limit was reached the best individual so far was used as the nonlinear projection.
Statistical tests
We used the Wilcoxon test as the main statistical test for comparing pairs of algorithms. This test was chosen because it assumes limited commensurability and is safer than parametric tests because it does not assume normal distributions or homogeneity of variance. Furthermore, empirical results [7] show that it is also stronger than other tests. The formulation of the test [57] is the following: Let d i be the difference between the error values of the methods in ith dataset. These differences are ranked according to their absolute values; in The attributes of each dataset can be C (continuous), B (binary) or N (nominal) . Imbalance ratio (IR) is also shown case of ties an average rank is assigned. Let R + be the sum of ranks for the datasets on which the second algorithm outperformed the first, and R − the sum of ranks where the first algorithm outperformed the second. Ranks of d i = 0 are split evenly among the sums:
and
Let T be the smaller of the two sums and N be the number of datasets. For a small N , there are tables with the exact critical values for T . For a larger N , the statistics
is distributed approximately according to N (0, 1) .
In our experiments, we will also compare groups of methods. In such a case it is not advisable to use pairwise statistical tests such as Wilcoxon test. Instead, we first carry out an Iman-Davenport test to ascertain whether there are significant differences among methods. The Iman-Davenport test is based on the χ 2 F Friedman test, which compares the average ranks of k algorithms, but is more powerful than the Friedman test. Let r j i be the rank of jth algorithm on ith dataset, where in case of ties, average ranks are assigned, and let R j = 1 N i r j i be the average rank for N datasets. Under the null hypothesis, all algorithms are equivalent, the statistic:
is distributed following a χ 2 F with k − 1 degrees of freedom for k and N sufficiently large. In general, N > 10 and k > 5 is enough. Iman and Davenport found this statistic to be too conservative and developed a better one:
which is distributed following a F distribution with k −1 and (k − 1)(N − 1) degrees of freedom. After carrying out the Iman-Davenport test, we should not perform pairwise comparisons with the Wilcoxon test, because it is not advisable to perform many Wilcoxon tests against the control method. We can instead use one of the general procedures for controlling the family-wise error in multiple hypotheses testing. The test statistic for comparing the ith and jth classifier using these methods is as follows:
The z value is used to find the corresponding probability from the table of normal distribution, which is then compared with an appropriate α.
Step-up and step-down procedures sequentially test the hypotheses ordered by their significance. We will denote the ordered p values by p 1 , p 2 , . . ., so that p 1 ≤ p 2 ≤ · · · ≤ p k−1 . One of the simplest such methods was developed by Holm. It compares each p i with α/(k − i). Holms step-down procedure starts with the most significant p value. If p 1 is below α/(k −1), the corresponding hypothesis is rejected, and we are allowed to compare p 2 with α/(k −2). If the second hypothesis is rejected, the test proceeds with the third, and so on. As soon as a certain null hypothesis cannot be rejected, all remaining hypotheses are retained as well. We will use for all statistical tests a significance level of 0.05.
Evaluation measures
As we have stated, accuracy is not a useful measure for imbalanced data. Thus, as a general accuracy measure we will use the G-mean defined above.
However, many classifiers are subject to some kind of threshold that can be varied to achieve different values of the above measures. For that kind of classifiers receiver operating characteristic (ROC) curves can be constructed. A ROC curve, is a graphical plot of the TP rate (sensitivity) against the FP rate (1− specificity or FP rate = FP TN+FP ) for a binary classifier system as its discrimination threshold is varied. The perfect model would achieve a true positive rate of 1 and a false positive rate of 0. A random guess will be represented by a line connecting the points (0, 0) and (1, 1) . ROC curves are a good measure of the performance of the classifiers. Furthermore, from this curve a new measure, area under the curve (AUC), can be obtained, which is a very good overall measure for comparing algorithms. AUC is a useful metric for classifier performance as it is independent of the decision criterion selected and prior probabilities.
In our experiments we report both G-mean, which gives a snapshot measure of the performance of each method, and AUC which gives a more general vision of its behavior.
Methods for the comparison
The first method used for comparison is undersampling the majority class until both classes have the same number of instances. We have not used oversampling methods because most previous works agree that as a common rule undersampling performs better than oversampling [40] . However, a few works have found the opposite [11] . Furthermore, methods that add new synthetic patterns, such as SMOTE [5] , have also shown a good behavior. Undersampling method was used because it is very simple and offers very good performance. Thus, it is the baseline method for any comparison. Any algorithm not improving over undersampling is of very limited interest.
Random undersampling consists of randomly removing instances from the majority class until a certain criterion is reached. In most works, instances are removed until both classes have the same number of instances. Several studies comparing sophisticated undersampling methods with random undersampling [31] have failed to establish a clear advantage of the formers. Thus, in this work we consider first random undersampling. However, the problem with random undersampling is that many, potentially useful, samples from the majority class are ignored. In this way, when the majority/minority class ratio is large the performance of random undersampling degrades. Furthermore, when the number of minority class samples is very small, we will also have problems due to small training sets.
To avoid these problems, several ensemble methods have been proposed [18] . Rodríguez et al. [48] proposed the use of ensembles of decision trees. AdaCoost [52] has been proposed as an alternative to AdaBoost for imbalanced datasets.
Liu et al. [42] proposed two ensemble methods combining undersampling and boosting to avoid that problem. This methodology is called exploratory undersampling.
EasyEnsemble is an unsupervised strategy to explore the set of negative instances, N , as the sampling is made without using information from the classification performed by the previous members of the ensemble. On the other hand, BalanceCascade method explores N in a supervised manner, removing from the majority class those instances that have been correctly classified by the previous classifiers added to the ensemble. BalanceCascade is shown in Algorithm 4.
As an additional method we also used in our experiments standard AdaBoost. Thus, our algorithm was compared against four state-of-the-art class-imbalanced methods: undersampling, EasyEnsemble, BalanceCascade and AdaBoost.
Experimental results
In this section we present the comparison of GESuperPBoost with the standard methods described above. We also present a control experiment to rule out the possibility that the good performance of GESuperPBoost is due to the introduction of a non-linear projection regardless how the projection is obtained.
Comparison with standard methods
The aim of these experiments was testing whether our approach based on non-linear projections was competitive when compared with the standard methods. Thus, we carried out experiments using the two base learners and the methods described in Sect. 3.3. The results, in terms of G-mean and AUC, for C4.5 are shown in Table 2 . The results for SVM are shown in Table 3 . The Iman-Davenport test obtained a p value of 0.0000 for the four comparisons, meaning that there were significant differences among the methods. Figures 1 and 2 show average Friedman ranks for C4.5 and SVM respectively. These ranks are, by themselves, a good measure of the relative performance of a group of methods. In terms of rankings, using a decision tree, GESuperPBoost was the best method both for AUC and G-mean. Undersampling achieved good results for G-mean but its performance in terms of AUC was poor. From the standard methods, BalanceCascade achieved the most balanced behavior, with good results for both measures.
The results using a SVM as base learner had some sensible differences. In terms of AUC, GESuperPBoost was better than the remaining methods. However, in terms of G-mean, all methods, with the exception of AdaBoost, showed a similar behavior. AdaBoost had the worse combined behavior of the five methods. This is not an unexpected result as AdaBoost is an stable method with respect to sampling. This feature makes AdaBoost less efficient when using a SVM as base learner.
The results of the four standard methods against GESuperPBoost are illustrated in Figs. 3 and 4 , for C4.5 and SVM, respectively. The figures show results for accuracy using both AUC and G-mean. This graphic representation is based on the κ-error relative movement diagrams [43] . However, here we use the AUC and G-mean differences instead of the κ difference value and the accuracy. These diagrams use an arrow to represent the results of two methods applied to the same dataset. The arrow starts at the coordinate origin, and the coordinates of the tip of the arrow represent the difference between the AUC and G-mean of our method and those of the standard methods. These graphs are a convenient way to summarize the results. A positive value in either AUC and Gmean means that our method performed better. Thus, arrows pointing up-right represent datasets for which our method Table 2 Accuracy results, measured using the G-mean and AUC, for all the methods and C4.5 as base learner outperformed the standard algorithm in both AUC and Gmean. Arrows pointing up-left indicate that our algorithm improved G-mean but had worse AUC, whereas arrows pointing down-right indicate that our algorithm improved AUC but had a worse G-mean. Arrows pointing down-left indicate that our algorithm performed worse in both values. If we inspect the results, we see that most of the arrows are pointing up-right. This behavior is specially common when using C4.5 as base learner. For SVM, there is a clear advantage in terms of AUC, most arrows are pointing right, but the differences in terms of G-mean are most homogeneously distributed.
However, the differences showed in the figures must be corroborated by statistical tests to assure the advantage of GESuperPBoost. We performed a Holm procedure to ascertain the differences between our methods and the four Table 3 Accuracy results, measured using the G-mean and AUC, for all the methods and a SVM as base learner Figures 5 and 6 show the results of the Holm test using our approach as control method and a decision tree and an SVM as base learners, respectively. For C4.5, the test shows that GESuperPBoost was better than all the other methods for both AUC and G-mean. The differences are significant at a confidence level of 95 %. These results corroborate the differences showed by the ranks in Fig. 1 . The case for a SVM as base learner is somewhat different. The differences are significant in favor of our method for all the standard methods and AUC as accuracy measure. However, Holm test fails to find significant differences between our method and undersampling, EasyEnsemble and BalanceCascade for G-mean measure. However, as explained above, AUC is a more reliable measure than G-mean. It is noticeable that AdaBoost obtained very bad results for G-mean for both base learners. There is an explanation of these results. AdaBoost improved as a rule the specificity values while worsening sensitivity. As AdaBoost is focused on overall error it invested its effort in the negative class, because it is more numerous and thus has a major impact on the overall error. This feature, useful for balanced datasets, is a serious drawback for class-imbalanced datasets.
Control experiment
It is well known that classifier diversity is an important feature [35] for the construction of any ensemble of classifiers. It is also the case for class-imbalanced datasets [54] . It may be argued that the performance of our approach was due to the diversity introduced by the non-linear projection itself, and not by the supervised projection obtained by means of the RCGA. To test this possibility we performed a control experiments. We constructed ensembles with an additional non-linear projection, as in GESuperPBoost, but the coefficients of the projection were randomly distributed in the interval [−1, 1]. That way, we could compared whether the mere introduction of a random projection was able to obtain the same results as our method. Table 4 shows the comparison between GESuperPBoost and this random projection method using Wilcoxon test.
The table shows that the source of the good performance of GESuperPBoost was not due to the projection of the inputs alone, as the random projection method was worse than GESuperPBoost for both base learners and according to both measures.
Conclusions and future work
In this paper we have presented a new method for constructing ensembles based on combining the principles of boosting and the construction of supervised projections by means of a real-coded genetic algorithm. The idea of using a supervised projection, instead of the standard way of resampling or reweighting of boosting, seems appropriate for class-imbalanced datasets. We combine this method with Our experiments have shown that the proposed method achieved better results than undersampling and three different boosting methods. Two of these methods are specifically designed for class-imbalanced datasets and have shown their performance in previous papers [26] .
The main drawback of our method is the scalability of the approach. Although this problem is ameliorated introducing undersampling in a previous step, it may be still a serious handicap if we deal with large datasets. In this way, our current research line is focused on improving the scalability of the method by means of the paradigm of the democratization [19] of learning algorithms.
