Abstract. We show that in the space of nuclear operators from q (Λ) to p (J) the two natural ways of measuring weak non-compactness coincide. We also provide explicit formulas for these measures. As a consequence the same is proved for preduals of atomic von Neumann algebras.
Introduction
There are several natural ways how to measure weak non-compactness of bounded subsets of Banach spaces. One possible way was introduced in [9] where it was used to prove stronger and more precise versions of some results on weak compactness, including a fixed-point theorem. Another approach was used to prove a quantitative version of the Krein theorem -it was done independently in three papers [11, 13, 8] using different methods. The second approach inspired a fruitful research, the applications include quantitative versions of several classical theorems on weak compactness (Eberlein-Šmulyan theorem [2] , Gantmacher theorem [3] , James compactness theorem [7, 14] ), a characterization of subspaces of weakly compactly generated spaces [12] or a quantitative view on several properties of Banach spaces (Dunford-Pettis property [17] , reciprocal Dunford-Pettis property [19] , Banach-Saks property [5] etc.).
It turns out that there are two essentially nonequivalent ways of measuring weak non-compactness -the one introduced in [9] and the one used in all the other above-quoted papers. The nonequivalence of the two approaches follows from [4] as it was explicitly noted in [3] . The counterexample is constructed as the c 0 -sum of a sequence of Banach spaces obtained by a suitable renorming of the space c 0 . On the other hand, in certain classical spaces the two approaches are equivalent [17] . So, it seems to be an interesting problem whether there is some natural classical space in which the two approaches are not equivalent.
In the present paper we show that the two ways of measuring weak non-compactness coincide in certain spaces of nuclear operators. Let us start by recalling the basic definitions and giving precise formulations of some of the above-mentioned results and problems.
Let X be a Banach space and A, B ⊂ X two nonempty sets. We set d(A, B) = sup{dist(a, B); a ∈ A}.
This quantity measures how much the set A sticks out from the set B and sometimes it is called the excess of A from B. Note, that the order of A and B does matter and that max{ d(A, B), d(B, A)} is the Hausdorff distance of the sets A and B.
The quantity d is used to define several measures of (weak) non-compactness. Although we focus on weak non-compactness, we begin by the Hausdorff measure of (norm) non-compactness which is defined by the formula χ(A) = inf{ d(A, F ); F ⊂ X finite} = inf{ d(A, K); K ⊂ X compact} for a bounded set A ⊂ X. It is clear that χ(A) = 0 if and only if A is relatively norm compact.
De Blasi measure of weak non-compactness introduced in [9] is defined by ω(A) = inf{ d(A, K); K ⊂ X weakly compact}.
It is a natural modification of the Hausdorff measure of non-compactness. Further, ω(A) = 0 if and only if A is relatively weakly compact. As remarked in [9] this was proved already by Grothendieck [15, p. 401] .
Another measure of weak non-compactness inspired by the Banach-Alaoglu theorem is defined by wk X (A) = d(A w *
, X).
Here A w * is the closure of A in the space (X * * , w * ), where X is considered to be canonically embedded into its bidual. It is a direct consequence of the BanachAlaoglu theorem that a bounded set A ⊂ X is relatively weakly compact if and only if wk X (A) = 0. This measure was used, explicitly or implicitly and using different notations, in the above-quoted papers [11, 13, 2, 12, 7] . It was established in these papers that it is equivalent to several other measures of weak non-compactness. We will mention and use only one more measure inspired by the Eberlein-Šmulyan theorem and defined by wck X (A) = sup{dist(clust w * (x n ), X); (x n ) is a sequence in A}, where clust w * (x n ) denotes the set of all the weak * -cluster points of the sequence (x n ) in the bidual X * * . It follows easily from the Eberlein-Šmulyan theorem that wck X (A) = 0 whenever A is relatively weakly compact. The converse follows from the quantitative version of the Eberlein-Šmulyan theorem proven in [2] . It consists in the inequalities wck X (A) ≤ wk X (A) ≤ 2 wck X (A) which hold for any bounded subset A ⊂ X. Further, the following inequalities are easy to check:
The quantities wk X (·) and ω(·) in general are not equivalent. As mentioned above, this was proved in [4, 3] . On the other hand, in some classical spaces the two quantities coincide. Let us recall these results.
The first one concerns the Lebesgue spaces of integrable functions.
Theorem A. [17, Lemma 7.4 and Theorem 7.5] Let X = L 1 (µ) where µ is any nonegative σ-additive measure (not necessarily σ-finite). Then
The next result concerns a special case of the previous one, namely the space 1 (Γ). In this case the formula is easier and, moreover, due to the Schur property the measures of weak non-compactness coincide also with the Hausdorff measure of norm non-compactness.
The last result concerns the space c 0 (Γ). Although it was essentially proven in the quoted papers, it is not explicitly formulated in this form. Therefore we provide a proof, for the sake of completeness.
Theorem C. Let X = c 0 (Γ) for an arbitrary set Γ. Then
Proof. The equality ω(A) = wk X (A) is proved in [17, Proposition 10.2] , the equality wk X (A) = wck X (A) follows from [7, Theorem 6.2] . It remains to show that the formula gives wck X (A). To this end first observe that the bidual of c 0 (Γ) is the space ∞ (Γ) and that the weak * topology on bounded sets coincides with the topology of pointwise convergence.
The inequality '≥' follows from the fact that for any bounded sequence (
Indeed, fix a bounded sequence (x k ) in c 0 (Γ) and any c > dist(clust w * (x k ), c 0 (Γ)). So, there is some y ∈ clust w * (x k ) such that dist(y, c 0 (Γ)) < c. It follows that there is a finite set F ⊂ Γ such that sup γ∈Γ\F |y γ | < c. Since y γ is a cluster point of the sequence (x k γ ), we get lim inf k→∞ x k γ ≤ |y γ | for any γ ∈ Γ. It follows that the quantity on the right-hand side is smaller than c. It completes the proof of the inequality '≥'.
To prove the inequality '≤' fix any c < wck X (A). It follows that there is a sequence (
Since each x k has at most countably many nonzero coordinates, there is a subsequence (x kn ) which pointwise converges on Γ. Denote the limit y. Then y ∈ ∞ (Γ) and the sequence (x kn ) weak * converges to y. So, y ∈ clust w * (x k ) and hence dist(y, c 0 (Γ)) > c. Since
In view of the three above-mentioned results and of the counterexample of [4, 3] the following problem seems to be natural and quite interesting.
In the present paper we prove, among others, a partial positive answer to the last problem. The precise formulation of the results is given in the following section.
Main results
Our main results are two theorems on coincidence of measures of weak noncompactness. The first one deals with certain spaces of nuclear operators and the second one with preduals of atomic von Neumann algebras. In this section we recall the necessary definitions and give precise formulations of the results.
Recall that, a linear operator T : X → Y between Banach spaces is said to be nuclear provided there are sequences (x * n ) in X * and (y n ) in Y such that
n (x)y n for x ∈ X. Further, the nuclear norm T N is defined to be the infimum of the values ∞ n=1 x * n · y n < ∞ over all possible such representations. The space of all the nuclear operators from X to Y equipped with the nuclear norm is denoted by N (X, Y ). The main result on nuclear operators is the following theorem.
Theorem 2.1. Let J and Λ be infinite sets and p, q ∈ (1, ∞).
(a) If p > q, then N ( q (Λ), p (J)) is reflexive and hence all the measures of weak non-compactness vanish for any bounded subset of N (
is not reflexive and for any bounded set
is the canonical projection annihilating coordinates outside C and Q D is the analogous projection on
This theorem will be proved in the next section. The assertion (b) can be viewed as a non-commutative version of Theorem B, as the nuclear operators are, in a sense, a noncommutative version of 1 (Γ) (this is illustrated by Lemma 3.5(b) below). The assertion (c) is easy and is included for the sake of completeness. It also illustrates the difference between the non-commutative and commutative cases. Indeed, unlike the space of nuclear operators, the space 1 (Γ) has the Schur property (hence ω = χ in this space). The comparison of the formulas in (b) and (c) reveals the different nature of the non-commutative case. Furhter, the assertion (c) does not provide a precise formula for χ, only the two inequlaties. This pair of inequalities cannot be easily replaced by an equality by Example 3.10. We do not know whether the constant 2 is optimal.
The second main result deals with atomic von Neumann algebras. Recall that a von Neumann algebra is a * -subalgebra M ⊂ L(H) of the space of bounded linear operators on a complex Hilbert space H which is equal to the double commutant of itself. An element p ∈ M is a projection if p * = p = p 2 (i.e., if it is an orthogonal projection when considered as an operator). A projection p ∈ M is called atomic if the subalgebra pM p has dimension one or, what is the same, if p is an atom in the projection lattice P (M ). A von Neumann algebra M is called atomic if the unit of M is the sum of atomic projections. Theorem 2.2. Let M be an atomic von Neumann algebra and A ⊂ M * a bounded set. Then ω(A) = wk M * (A) = wck M * (A) . Moreover, let (p α ) α∈Λ and (q j ) j∈J be two families (possibly but not necessarily the same) of pairwise orthogonal atomic projections, both with sum one. Then all the measures of weak non-compactness are equal to
We see that the formulas in two main results have similar form. In fact, the two results are related -both of them cover the case of N (H), the space of nuclear operators on a complex Hilbert space (which is the predual of the atomic von Neumann algebra L(H)). Theorem 2.2 will be proved in the last section as a consequence of Theorem 2.1.
The case of nuclear operators
The aim of this section is to prove Theorem 2.1. To this end we will need several results on nuclear operators. Recall that, given Banach spaces X and Y , N (X, Y ) is the space of nuclear operators from X to Y equipped with the nuclear norm (see Section 2), L(X, Y ) is the space of bounded linear operators from X to Y equipped with the operator norm and K(X, Y ) is the subspace of L(X, Y ) formed by compact operators. The first result we need is the following one on trace duality. It is essentially well known as it is clear from the below-given proof. We will need mainly the assertion (a). For p ∈ (1, ∞) we will denote by p * its dual exponent, i.e., the number p * ∈ (1, ∞) satisfying
and let J and Λ be nonempty sets.
(
, where the duality is given by
, where the duality is given by 
) and the nuclear norm coincides with the integral one. Finally, as the spaces q (Λ) and p (J) are reflexive, an old result of A.Grothendieck [16] recalled in [10, p. 123] Corollary 3.2. Let p, q ∈ (1, ∞) and let J and Λ be infinite sets. The following assertions are equivalent:
Recall that for C ⊂ J and D ⊂ Λ we have defined in the statement of Theorem 2.1 projections
. Then the following holds:
Lemma 3.3. For any nonempty sets C ⊂ J and D ⊂ Λ the following holds:
. If C and D are finite, then it is a finite rank operator.
. This completes the proof of (b). The assertion (c) follows by the same computation.
The next lemma shows how the projections Φ C,D can be used to approximate identity by finite-rank operators in spaces of operators. The important case is 1 < p ≤ q < ∞, but it holds also for 1 < q < p < ∞. In the latter case the assertion (c) is superfluous, as (a) gives a stronger result (due to Corollary 3.2).
Lemma 3.4. Let p, q ∈ (1, ∞) and let J and Λ be infinite sets. Let
Then Σ is an up-directed set. Moreover, the following assertions hold:
Proof. It is clear that Σ is an up-directed set. So, the limits used in the statements (a)-(c) have sense.
(a) Let T ∈ K( p (J), q (Λ)) and ε > 0. Since T is compact, there is a finite set
The above argument can be applied to (Q D T ) * and we can find a finite set
which completes the proof of the convergence.
(b) We will use the description of Φ *
) and ε > 0. By the definition of nuclear operators there are sequences (x n ) in p (J) and (y * n ) in
Fix N ∈ N such that n>N x n · y * n < ε. Further, we can find a finite set C ⊂ J such that N n=1 y * n · x n − P C x n < ε. Finally, we choose a finite set D ⊂ Λ such that 
The assertion (b) of the following lemma says, roughly speaking, that blockdiagonal nuclear operators have an 1 structure. This will be used as an essential step to prove Theorem 2.1. The assertion (a) shows that block-diagonal bounded operators have an ∞ structure and, moreover, block diagonal compact operators have a c 0 structure. It is an interesting counterpart of (b) and, moreover, it is used in the proof of (b). The assertion (a) will be further used in the next section in the proof of Theorem 2.2.
Lemma 3.5. Let 1 < p ≤ q < ∞. Let Γ be a nonempty set, let (C γ ) γ∈Γ be a system of nonempty pairwise disjoint subsets of J and (D γ ) γ∈Γ be a system of finite nonempty pairwise disjoint subsets of Λ.
where the series converges unconditionally in the weak operator topology. Moreover,
If T is moreover compact, then the series converges unconditionally in the operator norm andT is compact as well.
where the series converges absolutely in the nuclear norm. Moreover,
Proof. (a) Let us first suppose that Γ is finite. Then the convergence is obvious. It remains to compute the norm ofT . First observe that for any γ ∈ Γ we have
Let us prove the converse inequality. Denote M = max γ∈Γ Q Dγ T P Cγ and fix any x ∈ p (J) with x ≤ 1. Then
Note that the assumption p ≤ q was used in the second inequality on the second line of the computation. We have showed that T = M . Since clearly M ≤ T , we deduce that T ≤ T .
Next suppose that Γ is general (possibly infinite). Similarly as above set M = sup γ∈Γ Q Dγ T P Cγ . Clearly M ≤ T . Fix any x ∈ p (J). For any finite set F ⊂ Γ we have (by the same computation as above)
the Bolzano-Cauchy condition shows that the series γ∈Γ Q Dγ T P Cγ (x) converges unconditionally in the norm. If we denote the limit T (x), it is clear thatT is a linear operator and T ≤ M . The converse inequality is obvious.
Finally, let us assume that T is moreover compact. We will show the unconditional convergence by verifying the Bolzano-Cauchy condition. Fix ε > 0. By Lemma 3.4(a) there are finite sets C ⊂ J and D ⊂ Λ such that T − Q D T P C ≤ ε. Let H ⊂ Γ be finite such that Cγ ∩ C = ∅ and D γ ∩ D = ∅ for γ ∈ H. Then for any γ ∈ H we have
This completes the proof of the Bolzano-Cauchy condition and hence the proof of the unconditional convergence of the series.
(b) Let us first suppose that Γ is finite. Then the convergence is obvious andT is clearly a nuclear operator. It remains to compute the norm ofT . By the triangle inequality we get
Let us show the converse inequality. To this end we will use (a) and Proposition 3.1. Fix ε > 0. Denote by M the cardinality of Γ. For each γ ∈ Γ we can find S γ ∈ K( p (J), q (Λ)) such that S γ ≤ 1 and
Then S is a compact operator and by (a) we deduce S ≤ 1. Thus
This completes the proof of the second inequality. Moreover, a similar computation
shows that T N ≤ T N . To prove the statement for a general Γ it is enough to prove the absolute convergence of the series. The rest then follows easily. We will show the absolute convergence by verifying the Bolzano-Cauchy condition. Fix ε > 0. By Lemma 3.4(b) there are finite sets C ⊂ J and D ⊂ Λ such that
This completes the proof of the Bolzano-Cauchy condition and hence the proof of the absolute convergence of the series.
The next lemma identifies certain reflexive subspaces of spaces of operators and will be used to compute the quantity ω(·).
Proof. 
n , where n is the cardinality of C, hence it is reflexive as well.
(b) This can be proved similarly as (a) or, alternatively, it can be deduced from (a) using the observation that N C,D ( q (Λ), p (J)), being the range of the projection (I − Φ J\C,Λ\D ) * , is canonically isomorphic to the dual of K C,D ( p (J), q (Λ)), which is the range of the projection I − Φ J\C,Λ\D .
The following easy abstract lemma will be used together with the previous one. Proof. Let R = sup{ x ; x ∈ A}. Given x ∈ A and y ∈ Y with y > 2R, then
which completes the proof.
The next lemma compares measures of weak non-compactness in a Banach space and in a 1-complemented subspace.
Lemma 3.8. Let X be a Banach space and Y ⊂ X a 1-complemented subspace of X. Let P : X → Y be a norm-one projection of X onto Y .
Proof. (a) We start by observing that
Indeed, given x * * ∈ X * * and x ∈ X we have
Let us continue by proving the first inequality. Since A is bounded and P * * is weak * -to-weak * continuous, we see that P * * (A
. Therefore, given any y * * ∈ P (A)
, there is x * * ∈ A w * with P * * (x * * ) = y * * . By (1) we see that dist(y * * , Y ) ≤ dist(x * * , X). Since y * * was arbitrary, we deduce wk Y (P (A)) ≤ wk X (A).
To prove the second inequality fix a sequence (y k ) in P (A). We can find a sequence (x k ) in A with y k = P x k for each k ∈ N. For any weak * -cluster point x * * of (x k ) its image P * * x * * is a weak * -cluster point of (y k ) and, by (1), we see
Since this holds for any sequence (y k ) in P (A), we conclude wck Y (P (A)) ≤ wck X (A). Finally, fix any c > ω X (A). It follows that there is a weakly compact set K ⊂ X with d(A, K) < c. Then P (K) is a weakly compact subset of Y . Moreover, given a ∈ A and x ∈ K, we have
, thus ω Y (P (A)) < c. This completes the proof.
(b) The inequalities '≥' in all the three cases are obvious and holds also without the complementability assumption. The convese inequalities follow from (a).
The last ingredient is the following result from [17] . 
we deduce that
To complete the proof it suffices to show that inf sup
If the left-hand side is zero, it is trivial. Suppose that the left hand-side is strictly positive and choose any numbers c such that
and an arbitrary ε ∈ (0, c). By induction we can construct a sequence (T n ) in A and a sequence of finite sets C n ⊂ J and D n ⊂ Λ with the following properties:
The construction can be done easily by an iterated use of the assumptions and Lemma 3.4(b). For n ∈ N set C n = C n+1 \ C n and D n = D n+1 \ D n . Let Ψ : T →T be the mapping provided by Lemma 3.5(b) . By the quoted lemma we see that Ψ is a normone projection. Hence, by Lemma 3.8 we see that wck Z (A) ≥ wck Ψ(Z) (Ψ(A)). Moreover, by Lemma 3.5(b) the range Ψ(Z) is canonically isometric to the 1 -sum of the finite-dimensional spaces P Cn ZQ Dn . So, we deduce by Lemma 3.9 that
For any m ∈ N we have
Hence, wck Ψ(Z) (Ψ(A)) ≥ c − ε and therefore wck Z (A) ≥ c − ε. Since c and ε were arbitrary, this completes the proof.
) is a nonempty bounded set. Fix any finite sets C ⊂ J and D ⊂ Λ. Then B = {P C T Q D ; T ∈ A} is a bounded subset of a finite-dimensional subspace, so it is relatively normcompact. Therefore
This completes the proof of the first inequality.
To prove the second inequality, fix any ε > 0. Then there is a finite set
Then there is S ∈ F with T − S N < χ(A) + ε. Therefore
Since ε > 0 is arbitrary, the second inequality follows. 2 ) such that
Proof. (a) For n ∈ N define the operator
and set A = {T n ; n ∈ N}. It is clear that T n N = 1 for each n ∈ N (cf. [ 2 ). Therefore it is obvious that inf sup
It remains to show that χ(A) ≥ 1 (the converse inequality follows from Theorem 2.1(c).) To this end fix any finite set F ⊂ N ( 2 ) and ε > 0. By Lemma 3.4(b) there are finite sets C, D ⊂ N such that S − P C SQ D N < ε (and, a fortiori,
It follows χ(A) ≥ 1 − ε. Since ε > 0 is arbitrary, we deduce χ(A) ≥ 1.
(b) For n ∈ N define the operator
and set B = {U n ; n ∈ N} ∪ {10T 1 }, where T 1 is the operator from (a). Since U n N = 2 for each n ∈ N (this follows again from [21, Proposition 2.1]), we have d(B, {0,
Set U = U n − P C U n Q D and compute its nuclear norm. We have
Then U is selfadjoint, hence
An easy computation shows that the eigenvalues of U * U are 0, 
It follows that inf sup
Preduals of atomic von Neumann algebras
In this section we provide a proof of Theorem 2.2. The proof will be done using Theorem 2.1 and some facts on von Neumann algebras. The mere coincidence of the measures of weak non-compactness easily follows from Theorem 2.1 using known results. Indeed, if M ⊂ L(H) is an atomic von Neumann algebra, by [6, Theorem 4.2.2] there is a norm-one projection P : L(H) → M which is also weak * -to-weak * continuous. It follows that the predual of M is 1-complemented in N (H), which is the predual of L(H). So, the equality of measures of weak non-compactness follows from Theorem 2.1 and Lemma 3.8.
If we wish to prove not only the coincidence of the measures of weak noncompactness, but also the formula given in the statement of Theorem 2.2, we need a more detailed description of P and a representation of M . Such a representation is mentioned (without proof) in [1, p. 3] . We give a complete elementary proof for the sake of completeness and, further, in order to obtain the formula easily. Proposition 4.1. Let H be a complex Hilbert space and M ⊂ L(H) an atomic von Neumann algebra separating points of H. Let (p α ) α∈Λ be a family of pairwise orthogonal atomic projections in M with sum equal to the unit (i.e., to the identity operator). For any C ⊂ Λ denote p C = α∈C p α . Then there is a partition (Z γ ) γ∈Γ of Λ to nonempty subsets such that (i) p Zγ belongs to the center of M for each γ ∈ Γ,
(ii) M = T ∈ L(H); T = γ∈Γ p Zγ T p Zγ , where the sum is taken in the weak operator topology. Moreover, the family of projections {p Zγ ; γ ∈ Γ} does not depend on the particular choice of the family (p α ) α∈Λ .
Proof. Since M separates points of H, any atomic projection p ∈ M is, when considered as an operator on H, an orthogonal projection to a one-dimensional subspace. So, there is an orthonormal basis (e α ) α∈Λ of H such that, for each α ∈ Λ, p α is the projection onto the linear span of e α . For any α ∈ Λ set
It is clear that Z α is a well defined set containing α (hence nonempty) and that p Zα belongs to the center for each α ∈ Λ. Moreover, for α, β ∈ Λ either Z α = Z β or Z α ∩ Z β = ∅. So, we have a decomposition Λ = γ∈Γ Z γ to pairwise disjoint nonempty sets such that for each γ ∈ Z γ the projection p Zγ belongs to the center, but for ∅ = C Z γ the projection p C does not belong to the center. It follows that (i) is satisfied. It is clear that for any T ∈ M we have
the sum being taken in the weak operator topology. Hence, the inclusion '⊂' of the equality from (ii) is valid.
To prove the converse inclusion we will use the fact that M is a von Neumann algebra, hence M equals its double-commutant M . Therefore, it is enough to show that the commutant of M equals
The inclusion '⊃' is obvious, let us show the converse. Let T ∈ M . Given α ∈ Λ, we have p α ∈ M so p α T = T p α . It follows that T is a diagonal operator, i.e.,
for a bounded set of coefficients (c α ). It remains to show that c α = c β if α, β ∈ Z γ for some γ. So, fix γ ∈ Γ and α ∈ Z γ . Set C = {β ∈ Z γ ; c β = c α }. If C Z γ , then the projection p C does not belong to the center of M . It follows that there is S ∈ M with p C S = Sp C . Hence at least one of the spaces p C H and p Λ\C H is not invariant for S. On the other hand, p Zγ H and p Λ\Zγ H are invariant for S (as p Zγ belongs to the center). It follows that there are two distinct points β 1 , β 2 ∈ Z γ such that exactly one of them belongs to C and Se β1 , e β2 = 0. Since T ∈ M , we have ST = T S, hence c β1 Se β1 , e β2 = S(c β1 e β1 ), e β2 = ST e β1 , e β2 = T Se β1 , e β2 = c β2 Se β1 , e β2 .
Since Se β1 , e β2 = 0, we deduce c β1 = c β2 , a contradiction. This completes the proof of (ii).
It remains to show that the family {p Zγ ; γ ∈ Γ} does not depend on the particular choice of the family (p α ) α∈Λ . To see this observe that the projections p Zγ are precisely the minimal central projections. Indeed, let q ∈ M be a central projection. It follows from the description of M in (2) that there is a subset Γ ⊂ Γ such that q = γ∈Γ p Zγ . So, it is clear that the minimal central projections are precisely the projections p Zγ . Now we are ready to prove the theorem.
Proof of Theorem 2.2. Let (p α ) α∈Λ and (q j ) j∈J be two families (possibly but not necessarily the same) of pairwise orthogonal atomic projections, both with sum one. For C ⊂ Λ let p C have the same meaning as in Proposition 4.1. For D ⊂ J let q D have the analogous meaning. Let us find the decomposition Λ = γ∈Γ Z γ using Proposition 4.1. Let us further find the analogous decomposition J = δ∈∆ V δ (using the same proposition). By Proposition 4.1 there is a bijection θ : Γ → ∆ such that p Zγ = q V θ(γ) for γ ∈ Γ. Therefore we can assume that ∆ = Γ and that we have So, Φ * * (L( 2 (Λ), 2 (J))) = M , therefore M * can be canonically identified with Φ * (N ( 2 (J), 2 (Λ)). Since this is a 1-complemented subspace of N ( 2 (J), 2 (Λ)), the measures of weak non-compactness with respect to M * and with respect to N ( 2 (J), 2 (Λ)) coincide by Lemma 3.8, hence we conclude using the formulas from Theorem 2.1(b).
Remark 4.2. Proposition 4.1 is a more precise version of the representation result mentioned in [1, p. 3] . A large part of the proof can be done using some results given in [18] . Firstly, the assignment p α → p Zα corresponds to the assignement from [18, Proposition 6.4.3] . Secondly, the fact that p Zγ M is canonically isomorphic to L(p Zγ H) is related to the combination of [18, Proposition 6.4.3] (which yields that p Zγ M is a factor of type I) with [18, Proposition 6.6.1] (which says that a type I factor is * -isomorphic to L(H) for a Hilbert space H). Anyway, for the proof of our result we needed an explicit and canonical version of these representation results. 
