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In the real world problems occur that can be regarded as 
travelling salesman problems in which the solution must have 
some predeseribed structure. For example itcan be obliga- 
tory that some cities must be visited before others or some 
cities must be visited contiguously. Exact branch and bound 
procedures will de described for solving eneral travelling 
salesman problems with additional constraints. 
The travelling salesman problem is expanded to include 
the following situations: 
1. A subset (or subsets) of cities - called a cluster - must 
be visited contiguously. 
2. Precedence relations are imposed on some points. 
3. Situation 1 and precedence relations are imposed on 
some clusters. 
Some real world applications of these constrained travell- 
ing salesman problems are mentioned. 
I. Introduction 
The classical travelling salesman problem is defined 
as finding the least distance (cost or time) tour through 
a given set of cities. The distance between any pair of 
cities, say city i and city/, is given as dij in a distance 
matrix. 
Applications of the travelling salesman problem 
are not confined to conditions which involve physical 
travelling. In general the travelling salesman problem 
is a problem in which a cost ei/(distance di/or time 
tij) is associated with all couples of elements i and / 
and a least cost, distance or time permutation of 
these elements must be found. The distance matrix 
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can be symmetric (Vij;dii = dji) or asymmetric (3t/; 
aij4:dj ). 
Mathematically the travelling salesman problem 
can be formulated as follows: 
Def'mition. eli~ = distance to be travelled when going 
from point i to point ] ( /~  j). 
xij = 1 if one travels from point i to point j, 
= 0 otherwise. 
N = set of points that must be visited. 
INi = number of points in set N. 
N*= subset of N. 
Minimize 
INI INI 
D d,/x,j 
i=~ /=t 
subject o 
INI 
xi/= l 
/ = I 
INI 
xil= l 
i = I 
(1) 
for /= 1,2,...,INI; i~ j  (2) 
(each point must be exit point ones) 
for /= 1,2,...,INI; i :#] (3) 
(each point must be arrival point ones) 
~ xe<~*l-1;  N*CN; ~'i>11 (4) 
i~N* ]~N* (no subtours allowed). 
Optimal solutions of traveUing salesman problems 
can be found using branch and bound procedures. 
For instance a symmetric problem can be solved by 
the method of Held arid Karp [3]. For the general 
case - the distance matrix can be both symmetric or 
asymmetric - an algorithm developed by Little et at. 
[2] is frequently used. 
In practice problems occur that can be ~egarded as 
travelling salesman problems in which the solution 
must have some predescribed structure. For example 
it can be obligatory that some cities must be visited 
before some other cities or some cities must be visited 
contiguously. 
In the foUowing sections (2, 3 and 4) branch and 
bound procedures will be described for solving general 
travelling salesman problems with additional con. 
straints. 
The travelling salesman problem is expanded to 
include the following situations: 
1. A subset (or subsets) of points (cities) called 
a cluster - must be visited contiguously. 
2. Precedence r lations are imposed on some 
points. 
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3. Situation I and precedence r lations are im- 
posed on some clusters. 
Some real world applications of these constraint 
travelling salesman problems are mentioned in Sec- 
tion 5. 
2. The clustered trave!J'_m~ salesman problem 
In a travelling salesman tour a subset (or subsets) 
of points (cities) must be visited contiguously. Such 
a subset of points is called a cluster. The order in 
which points of a cluster are visited is not prede- 
scribed. The mathematical formulation of Section 1 
can be extended with the following constraint to im- 
pose the clustering rest~,~tion 
= lakl - ] ;  (s) 
i ~Cl  k ] ~Cl  k 
Ok c N; IC/kl I> 1 
fork= 1,2, ...,K 
in which: K = set of clusters 
IKI = number of clusters 
C/k = subset of points belonging to cluster k. 
Through all points of cluster k a Hamiltonian path 
is required. Because of the fact that a Hamfltonian 
path through n points consists of (n - 1) links, for- 
mulation (5) says that a Hamfltonian path of length 
IClkl - 1 must go through the IC/kl points of duster k. 
The length of a path is defined as the number of 
links in the path. 
Fig. 1 shows how the input matrix, which can be a 
distance, cost or time matrix, can be seen as partiti. 
oned to ider~tify fi,e various dusters Ok. 
The submatrix Cii contains the cost elements 
within cluster i. The submatfix Lti contains the cost 
CLI 
CL,2 
CL~ 
I 
Fig. 1. Partitioned input matrix. 
k~K 
t 
elements for linking points from cluster i to points 
in cluster ]. 
2.1. Hamtling the clustering restn'ction 
The clustered travelling salesman problem can be 
arranged in the form of the classical travelling sales- 
man problem by incorporating the clustering restric- 
tion into the input matrix. The input matrix is re. 
structured in such a way, that the solution of the 
travelling salesman problem has the clustered char- 
acter. 
In the following we shall speak al~out Cwelements 
and Lij-elements. Cu-elements ;~re the elements in the 
submatrices Cu, while the elements in the submatrices 
L# are denoted L#-elements. 
By addition of a large number M (M >> max d#, 
Vij) to all Lirelements in the input matrix, or by 
subtraction of M from each Cwelement, he relative 
attractiveness i  enhanced for linking points within 
clusters, see Chisman [1 ]. 
We have found that the branch and bound method 
of Little et al. [2] is very ineffective to solve the tra- 
velling salesman problem with the special restructured 
input matrix for guaranteeing clustering. The method 
of Held and Karp [3] could be used in such a way,but 
only for symmetric input matrices. The reason behind 
the bad performance of the Little procedure isthat 
foreward branching in the same direction is going on 
until sufficient L#-elements are chosen. The unattrac- 
tiveness of the Lo.elements means that Qrelements 
will preferably bc chosen. 
Wh~.n all Cu-elements of a cluster i have been 
chosen, then an Lifelement comes in the solution 
from that cluster i to another cluster/. So the last 
L#-eleme_~t will be taken at the end of the foreward 
branching. Only me value of this last Li/-element may 
lead to a lowerbound value exceeding the upper. 
bound. 
The effectiveness of the branch and bound (B + B) 
method of Little et al. depend greatly on the struc- 
ture of the input cost matrix. 
To make the bounding more effective for clustered 
travelling salesman problems it is better to use a 
variable upperbound depending on previously chosen 
Lij-elements. 
For example when there are 8 clusters (so [K[ = 8) 
and in a certain stage of the B + B procedure 3 L#- 
elements are already chosen in foreward branching 
then the f'mal solution must contain 5 more L#-ele- 
ments. The lowerbound value, mainly built up from 
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3 Lo-element values (L e 1> M >> max d#), can be 
tested against anew upperbound value that equals 
the real upperbound value minus 5 times M. 
Yet the restructured input may be such that the 
(13 + B) procedure with varying upperbound oes not 
perform very well. This is the case when one or more 
clusters are very attractive to several other clusters. 
Then it is very. likely that L/Felements will be chosen, 
which link several clusters to the same attractive clus- 
ter *. But beforehand it is known Lhat there must be 
only o n~ link towards each cluster and oniy one link 
outwards. 
When all points in cluster A (see Fig. 2) are linked 
such that in cluster A no more linkage can be per- 
formed, an outward link is chosen from point p in 
cluster A to a point q in another cluster, say B. Now 
it is possible that, when a link from r must be chosen 
(last point in cluster C without a successor) to a point 
s in another cluster, that point s will also be a mem- 
ber of cluster B. 
In choosing the link (r - s) when (p - q) is al- 
ready chosen, foreward branching will proceed in a 
bad direction that cannot lead to a feasible clustered 
tour. A B + B procedure is developed for solving 
the clustered travelling salesman problem in which 
the clustering condition is incorporated optimally in 
the B + B method. The input matrix is the o~ginal 
not restructured matrix. 
The procedure is based on the same idea as the 
method of Little et al. [2]. In Little's method a lhtk is 
chosen from the input matrix. Then a new matrix is 
derived by scratching a row and a column and by 
giving one element the value ~0 to avoid the link 
which can form a subtour being chosen (constraint 
(4)). 
The matrix is reduced and the reduction constant 
gives rise to a new lower bound value. After choosing 
a new link the iowerbound is tested against he upper- 
bound. If the value of the !owerbound is less than the 
upperbound value, branching continues in a forward 
direction. Again a new matrix is formed and a new 
link is chosen. If the lowerbound exceeds the upper- 
bound forward branching is stopped and backtracking 
takes place. 
The B + B procedure for solving the clustered 
travelling salesman procedure works as follows: 
1 A cluster A is attractive to a cluster B ff there are points i
in A and points/ in B, such that the value d(i, 13 in the un- 
restructured input matrix is such that linkage of i to ] is 
attractive. 
c D 
Fig. 2. 
O 
o°o  o 
0 
- If a link is chosen within a cluster (a Cwelemont) 
the next step is in accordance with the Little proce- 
dure. 
- If a link is chosen from a point p in cluster A 
to a point q in cluster B, then the new matrix is ad- 
justed by giving some L/felements the value oo to 
compete with the following situations: 
1. In forward branching no link may be chosen 
from cluster B to cluster A. A subtour with respect 
to clusters is not allowed. This means that the follow. 
hag constraint may not be violated. 
~ xq<~jK*l- I ;K*CK;  IK*J~>I(6} 
t eCth /~Ctm h = 1,2, .... IKI 
CIhE.K * Clm~.K *
m = l, 2, ..., IKi. 
The values of Lii-elements (i E C/m / E C/A ) are set 
to infinity. 
2. In forward branching it must be made impossi- 
ble that again a link is chosen outwards from cluster 
A or towards cluster B. Because there must be one 
link outwards and one link towards each cluster (se~ 
also Fig. 2). This means that the following constraints 
must always be obeyed. 
IKI 
D ~ x / /= l  m = 1, 2, ..., IKD 
t,= I i ~oh i ~Ctm (one link outwards) 
(7) 
IKI 
= Z} Z) 1 h=l,2,...,sm 
m=l i~C! m iECI h (one link towalds). 
(8) 
The values of Lifeiements (i E CIA, / q~ CIA) and Li/- 
elements (i ~ £1z, / E C/B) are set to inf'mRy. 
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0 0 
0 
0 ~-B 0 
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© 
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© 
Fig. 3. 
0 
0 
0 
tended to the following form: 
INi I/v1 
~_j ~ dqxq (1) 
i=1 i=1 
subject to: 
INI 
xo= 1 i f l ,2 , . . . ,~ ;  i~] ,  (2) 
]=l 
IN1 
xo= 1 j= 1,2, ..., lr4; i=/=/, (3) 
l - I  
3. After choosing the link from point p in cluster 
A to point q in cluster B, R is known that point p is 
the last point of the Hamiltonian path in cluster A 
~d q is the first point of the Hamiltonian path in 
cluster B. 
If there are links already chosen in A such that a 
chain (v, ..., p) of length m, exists, and IAI - 1 ex- 
ceeds m 1, then the predecessor fv must be a point 
in cluster A. 3o it i~ made ir.!possible in forward 
branching that a Ll~,-element will be chosen. If in 
cluster B the chain (q .... , u) of length m2 exists then 
the successor of point u must lie in cluster B, if 
IBt - 1 > m2. The value oo is assigned to all Luj 
elements. 
Example. After choosing link (p - q), first row p and 
column q will be scratched from the matrix. Then 
the above described adjustments will be made. The 
resulting matrix that is used in forward branching is
the one given in Fig. 4. 
The mathematical formulation of the clustered 
travelling salesman problem now can be seen as ex- 
v 
m 
CLA[ 
I 
CLg [4 . . . .  oo /. 
Fig. 4. 
CL. 
cx2) 
Lq (~ct~,l~ciA ~ 
oo 
]L,il"a4 oo oo lita,,/ 
L i 
t-,j (qa.,~Ct.) 
~ xq<~* i -  1; N*CN;~I~>I  (4) 
i~V*/~__N* 
~ x 0 = IC/kl- 1; C/k C N; IC/~l f> 1 (5) 
i~Ctk iEClu k = 1, 2, ..., IKI, 
i EC1 h JECl m 
ClhEK* CImEK* 
x 0 g IK*i - 1; K* c K; IK*l >1 1 (6) 
h = 1, 2, ..., IKL 
m = 1, 2, ..., IK[, 
IKI 
h=l i~Ci  h i~Ci m 
m = l, 2, ..., IKI, (7) 
IKI 
m=l i~CI m ]~CI h 
h = l,  2, ..., IKI. (8)  
3. The travelling salesman problem with precedence 
relations 
Extra precedence r lations between points can be 
imposed on the travelling salesman problem. If point 
i must be visited before point/(not necessarily 
directly) then it is written as i -</. In handling prece- 
dence restrictions the travelling salesman tour must 
be specified by a start and a fm~ point. The start 
and finish point can be the same, but this is not nec. 
essary. So the problem can be the determination f a 
minimum cost (distance or time) Hamiltonian path 
or circuit. A zero-one matrix P indicates the prece- 
dence relations between the points. 
Definition. 
pq= 1 
=0 
ff point i must be visited before point ]
ff point i need not necessarily be visited 
before visiting point ]. 
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F~. s. 
® 
® ) 
61...~ 
If matrix P does not explicitly give all transitive 
precedence r lations, a matrix Q can be derived in 
which all these transitive relations occur. When 
Pat, = 1, Pve = 1 and Pac = 0 in the P matrix, then in 
the Q matrix qac = 1. Matrix Q can easily be derived 
from matrix P by boolean matrix multiplication ofP. 
If after a certain stage ~, the matrix pX-I _ 0 and 
Px  = O, then the matrix Q equals PX- l .  
3.1. Handling the precedence r lations 
In the developed B + B procedure, also based on 
the method of [2], the matrix will be restructured 
at each stage, so that it becomes impossible in for- 
ward branching to take a link such that precedence 
relations are violated. For instance after a certain 
stage the situation occurs as shown in Fig. 5. 
If the relation 13 -< 5 must hold, the following 
links must be forbidden in the next stages in forward 
branching: (14-8), (2-4), and (6-11). These three 
links will get the value infinity in the matrices of the 
next stages in the (B + B) procedure in order to be 
sure that they will not be chosen. 
If also 15 -< 3 must hold then the links (15-8), 
(3-15) and (2-3) must be forbidden as well. Link 
(2-8) may not be chosen because of constraint (4). 
So at each stage of the (B + B) procedure lements 
are given the value infinity based on the precedence 
relations uch that in selecting links for a feasible 
solution these precedence r strictions are always 
obeyed. 
Fig. 6. 
!oc l  
 cd: 
t CLe 
man problem of clusters. When the clusters are inter- 
preted as points a new problem with precedence r la- 
tions between points arises. This problem can now be 
treated as shown in Section 3.1. 
For instance after a certain stage the situation 
shown in Fig. 6 occurs. 
When C/7 must precede C/3 (07 "< C/3) then C/8 
cannot be coupled to C/a. C/1 cannot be linked to 
02 and also a linkage of C/3 to C16 must be forbidden 
in forward branching.Because subtours between clus- 
ters are not allowed it cannot be tolerated that points 
in C/l will be liv&ed to points in C14. 
The main idea of handling aclustered travelling 
salesman problem with precedence r lations between 
clusters is described in the above mentioned example. 
Further details with regard to all other situations 
that can occur and all matrix adjustments that must 
be carried out to be sure that no e ~tra restriction 
clustering and/or precedence r lation - will be rio. 
lated are not discussed here. 
5. Applications 
There are a number of applications for all three 
types of constrained travelling salesman problems: 
4. The clustered travelling salesman problem with 
precedence r lations between clusters 
The travelling .salesman problem with the above- 
mentioned constraints can be regarded as a twofold 
travelling salesman problem. At each stage in the 
branching tree the first part of the (B + B) procedure 
is for the clustered travelling salesman i  which the 
clustering restrictions are handled as in Section 2.1. 
The second part deals with a smaller travelling sales- 
ad. 1: In a warehouse system customer orders for 
goods will arrive, which will contain several com- 
modities, each of which will call for different 
stock numbers. A motorized truck will be dis- 
patched through the warehouse to pick up the 
commodities. The restriction is that a customer 
order must be completely satisfied before the 
next customer orderpicking is started. The order 
of picking commodities within each customer 
order and the sequencing in the customer orders 
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are to be such, that total orderpicking time is a 
m'mimum. 
The location of a commodity can be seen as a 
city and a customer order as a cluster of cities. 
ad. 2: Starting from a factory a truck must deliver a 
number of depots. From certain depots the truck 
must pick up goods to be delivered to some other 
depots. The tour the truck will travel must be of a 
minimum length (cost or time), but certain depots 
must be visited before others. 
ad. 3: In application (ad. 1) certain customer orders 
must be picked before others. 
A problem originating from a mechanical work- 
shop using Numerically Controlled machines has 
given ~se to development of the (B + B) procedure 
for solving the clustered travelling salesman problem 
with precedence r lations between clusters. 
Problem description: On a plane surface of a block of 
metal a number of coordinates are given where one or 
more operations with different ools must be per- 
formed. See Fig. 7. 
la Table 1 the operations are mentioned and the 
points where they must take place. 
The Numerically Controlled machine can handle 
one tool at a time. The start and finish is (0, 0). After 
finishing the operations with one tool another tool is 
put into the machine spindle automatically without 
going back to position (0, 0). 
If a tool is in the spindle all operations with that 
specific tool must be performed because toolchanging 
takes a long time. 
The points that must be visited by a specific tool 
form the cluster. As certain points in different clus- 
ters are geographically the same - for example point 
Y 
I 
0 
F~. 7. 
- - - - ,  X 
Table 1 
Operations Point no. 
Centering ~ 2,smm 2 ,3 ,4 ,6 ,7 ,8 ,9  
Drilling @ 4,0 nun 2, 10 
Drilling ~ 6,Omm 4,6 ,7 ,  10 
Ika~g ~ 8,5 mm 1, 3, 5, 8, 9 
Reaming ~ g,O mm I, 5 
Tapping M 10,0 mm 3, 8, q 
3 in cluster drilling (~ 8,5 ram) and in tapping (M 
10,0 mm) technological conditions can impose prece- 
dence relations on several operations. In point 3 
drilling must have been performed before the thread 
can be tapped. Because of the clustering condition 
all drilling (~ 8,5 ram) operations must precede all 
tapping (M 10,0 ram) operations. 
A tour must be found that starts from (0, 0) goes 
a/ong all points (here 23) ia clusters and obeyes the 
technological cluster precedence r lations. The fmish 
point must be (0, O) and ~e total travel time between 
points, called positioning time, must be minimal. 
Suppose a rectilinear distanc~ measure between 
points and the positioning time is a power function 
of the distance, as ibllows: 
: xj) + yi) 
~r i l l  ~ 4.0 mm 
br i l l  ~ 6.0 ~ran 
DriLl ~ 8.5 z~ 
~am ~ 9.0 ~m 
Tap ~ i0.0 m~ 
Fig. 8. 
0 
0 0 u'b 0 • 
0 ~ I I 0 I 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 | I 
0 0 0 0 0 0 
0 0 0 0 0 0 
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where xt and Yt are the coordinates of point i, and 
positioning time t# = x/~#. 
Using the precedence r lations matrix P given in 
Fig. 8, we get, after first having produced the matrix 
Q with all transitive precedence r lations, the follow- 
ing path with minimal positioning time of 187.510 
seconds: origin 0 - centerpoints: 3 -2 -4 -6 -7 -8 -9  
drill ~ 8.5 mm points: 9 -8 -5 -3 -1  ream ~ 9.0 mm 
points: 1-5-drill ¢1 6.0 mm points: 4 -6 -7 -10-  
drill ~ 4.0 mm points: 10 -2 -  tap M 10.0 nun points: 
9 -8 -3 -  origin 0. 
The B + B procedure programmed in Algol-60 for 
the clustered travelling salesman problem with prece- 
dence relations between clusters takes a C.P.U. time 
of 12.6 seconds on a DEC-IO system to solve the 
above problem. 
When we omit the duster precedence r lations 
the problem can be handled as a clustered travelling 
salesman problem, The developed (13 + B) procedure, 
as described in Section 2.1 solves the problem in 
11.4 seconds on the DEC-10 computer. 
By chance the optimal solution is the same as the 
one originating when precedence r lations are pre- 
described as in Fig. 8. This clustered travelling sales- 
man problem cannot be solved with the original 
Little pro~dure using a restructured input matrix 
(of size 24 × 24) indicated in Section 2.1 within 30 
mismtes. The branching tree becomes very large. 
Even when the restructured tii matrix is given an 
asymmetric character by assigning aft inward links to 
cluster centering the values .o except hose from the 
origin, the optimal solution still cannot be produced 
within 30 minutes. 
The effectiveness of the branch and bound proce- 
dure (and so the computation time and memory 
requirements) for solving travelling salesman prob- 
lems depends on the size of the problem as well on 
the structure of the problem (the ratio's of the input 
values and the way these values are arranged in the 
input matrix). That's why a problem of size 24 with 
a special input matrix (the restructured matrix) can 
hardly be tackled with the original method of Little 
c.s. 
In solving additionally constrained travelling sales- 
man problems the number of clusters and the num- 
ber of precedence r lations are two more factors 
influencing the branch and bound performance. So it 
would be misleading to give a list of testruns in order 
to judge the solution procedure only with regard to 
the size of the problems it ca,'1 solve. 
6. Conclusion 
For travelling saleslnan problems with additional 
constraints B + B procedures are developed based 
on the same idea as Litfle's method. In the original 
travelling salesman problem without additional con- 
straints at each stage in the branching tree Little gives 
one element in the matrix the value infinity to ascer- 
tain that no subtour occurs. 
In the additionally constrained travelling salesman 
problem elements are given a value oo to be sure also 
that the extra restrictions - clustering and/or prece- 
dence relations - are not violated. The computer pro- 
grams are based on the branch and bound version of 
the Little procedure given by Lenstra [4]. 
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