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A CAUCHY PROBLEM FOR MINIMAL SPACELIKE
SURFACES IN R42
ALEXANDRE LYMBEROPOULOS, ANTOˆNIO DE PA´DUA FRANCO FILHO,
AND ANUAR ENRIQUE PATERNINA MONTALVO
Abstract. We give a definition of isoclinic parametric surfaces
in R4
2
and prove that such an isoclinic conformal immersion comes
from two holomorphic functions. A Cauchy problem is proposed
and solved, namely: construct an isoclinic and minimal positive
(negative) spacelike surface in R4
2
, containing a given positive (neg-
ative) real analytic curve. At last, we study the important and
well-known Bjrling problem, illustrating with some examples given
in the last section.
1. Introduction
In this work we study spacelike surfaces in R42 aiming to solve well-
known classical problems. Given any two planes P 2 and P
2
in R4, we
consider the angle between a unit vector v in P 2 and its orthogonal
projection v¯ in P
2
. When v describes a circumference of radius 1
centred at the origin, that angle varies, in general, between two distinct
extreme values or, equivalently, that unit circumference in P 2 projects
as an ellipse in P
2
with axes corresponding to the extreme values of
the above angle.
In [16], Wong developed a curvature theory for surfaces in R4 based
on angles between two tangent planes of the surface. When the angle
remains constant, i.e., the ellipse is also a circumference, we say that
the planes are isoclinic to each other. An interesting connection with
functions of one complex variable is the well-known theorem establish-
ing that a 2-dimensional surface of class C2 in R4 has the property
that all of its tangent 2-planes are mutually isoclinic if, and only if the
surface is a R-surface, that is, a surface given in suitable rectangular
coordinates (x, y, u, v) in R4 by u = u(x, y), v = v(x, y), where u(x, y)
and v(x, y) are the real and imaginary parts of a complex analytic
function f(x+ iy). In the higher dimensional case, Wong shows in [17]
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that the only n-dimensional surfaces of class C2 in R2n (n > 2) whose
tangent n-planes are all mutually isoclinic are the n-planes.
In the same way, we can consider two planes positive (negative)
planes in R42 and take the angle that a unit vector in one of those planes
makes with its orthogonal projection in the other plane, depending on
causal character of the plane spanned by those vectors. In Definition 2.2
we define positive (negative) planes in R42 to be isoclinic to each other,
and using the operator L given by (4) we provide a characterization
of such planes. Then we present a definition of isoclinic parametric
surfaces in R42, which will be objects of study of our work.
In Section 3, we propose and solve a Cauchy problem which asks
about the existence of an isoclinic and minimal positive (negative)
spacelike surface in R42 containing a given positive (negative) real ana-
lytic curve.
In Section 4, we deal with the well-known Bjo¨rling problem, in this
case for positive (negative) spacelike surface in R42. It consists of con-
structing a minimal positive (negative) spacelike surface in R42 contain-
ing a given real analytic strip. This problem was proposed in Euclidean
space R3 by Bjo¨rling in 1844 and its solution obtained by Schwarz in
1890 through an explicit formula in terms of initial data. Thereafter,
the Bjo¨rling problem has been considered in other ambient spaces, in-
cluding in larger codimension or with indefinite metrics. Some works
in the literature are [1, 2, 3, 4, 6, 7, 13].
2. Some algebraic and analytic preliminary facts
The 4-dimensional pseudo-Euclidean space R42 is the 4-dimensional
vector space R4 equipped with the pseudo-Riemannian metric
(1) ds2 = −(dx1)2 − (dx2)2 + (dx3)2 + (dx4)2,
oriented by the volume form
ω = dx1 ∧ dx2 ∧ dx3 ∧ dx4.
The inner product associated to the quadratic form ds2 is given by
(2) 〈v, w〉 = −v1w1 − v2w2 + v3w3 + v4w4.
The elements of the canonical basis of the vector space R4 will be de-
noted by ei, i = 1, 2, 3, 4. The six coordinate planes πij = span{ei, ej},
for i, j = 1, 2, 3, 4, are such that π12 is a negative Euclidean plane, this
means that −ds2(π12) = (dx1)2+(dx2)2 and thus it has a negative defi-
nite induced metric; π34 is a positive Euclidean plane, since ds
2(π34) =
(dx3)2 + (dx4)2; whereas the other four coordinate planes π13, π14, π23
and π24 are Lorentzian planes, for example ds
2(π13) = −(dx1)2+(dx3)2.
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A positive (respec. negative) spacelike plane is a 2-dimensional sub-
space V 2 ⊂ R42 such that the induced metric ds2(V 2) is positive (respec.
negative) definite. Given a positive (respec. negative) spacelike plane
V 2, we say that a basis {v1, v2} for V 2 is a ǫλ-isothermic basis if, and
only if,
(3) 〈vi, vj〉 = ǫλ2δij , for i, j = 1, 2 and ǫ = 1 (respec. ǫ = −1).
The geometry of a given negative plane V 2 with an orthonormal
basis {v1, v2} is Euclidean, since the induced metric is
−ds2(vi, vj) = −〈vi, vj〉 = δij .
,
If {v, w} is a (−1)-orthonormal set, we say that the negative plane
V 2 = span{v, w} has positive induced orientation if, and only if, the
projection from R42 onto π12 defined by
pr12(v
1, v2, v3, v4) = v1e1 + v
2e2
give us a positive basis relative to {e1, e2}, in this order. Analogously,
we define the positive induced orientation for positive planes with the
projection pr34. If it is given a negative plane V
2 = span{v1, v2} and a
positive plane W 2 = span{w1, w2}, both positively oriented, such that
the set B = {v1, v2, w1, w2} is an orthonormal set, then B is a positive
orthonormal basis of R42.
When necessary, we will use the following notation for the projections
onto the planes π12 and π34:
pr12(v) = vˆ and pr34(v) = v˜,
thus v = vˆ + v˜.
Two useful elements of the orthogonal group of R42 are given, in
matrix form, by
(4) L =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 and N =


0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0

 .
Notice that detL = detN = 1, −L2 = N2 = I and LN + NL = 0,
where I is the identity matrix.
If v = (v1, v2, v3, v4) is a positive (respec. negative) vector of R42,
then L(v) = (−v2, v1,−v4, v3) is another positive (respec. negative)
vector such that {v, L(v)} is a ǫ|v|-isothermic basis for the positive (re-
spec. negative) plane spanned by these vectors. We have an analogous
statement for the transformaton N .
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2.1. Spheres in R42. The positive (ǫ = 1) sphere of radius r > 0, the
negative (ǫ = −1) sphere of radius r > 0 and the null (ǫ = 0) null
sphere in R42 are defined by
S32(ǫr) = {v ∈ R42 : 〈v, v〉 = ǫr2}.
We give a parametrization for unit spheres (r = 1) as follows:
If w = (a, b, x, y) ∈ S32(−1), then a2+ b2 = 1+x2+y2 so we can take
the parametric hypersurface
F (ϕ, θ, η) = (coshϕ cos θ, coshϕ sin θ, sinhϕ cos η, sinhϕ sin η),
satisfying F (R× [0, 2π]2) = S32(−1).
In the same way, if w = (a, b, x, y) ∈ S32(1), then a2+b2+1 = x2+y2
and
G(ϕ, θ, η) = (sinhϕ cos θ, sinhϕ sin θ, coshϕ cos η, coshϕ sin η),
is a parametrization such that G(R× [0, 2π]2) = S32(1).
For the null sphere S32(0), if w = (a, b, x, y) ∈ S32(0), then a2 + b2 =
x2 + y2 and we take the parametric hypersurface
H(ϕ, θ, η) = (eϕ cos θ, eϕ sin θ, eϕ cos η, eϕ sin η),
such that H(R× [0, 2π]2) = S32(0).
Let pr12(w) = wˆ and pr34(w) = w˜ be, respectively, the orthogonal
projections of a vector w ∈ R42 onto the coordinate planes π12 and π34.
In terms of the above parametrizations, if w ∈ S32(−1) then 〈wˆ, w〉 =
− cosh2 ϕ, and if w ∈ S32(1) then 〈w˜, w〉 = cosh2 ϕ. The following
proposition is the key for our definition of isoclinic planes.
Proposition 2.1. Let {v, w} be a (−1)-isothermic basis of a negative
spacelike plane V 2 in R42. The orthogonal projection of the negative
Euclidean circumference x(θ) = cos θ v + sin θ w onto the plane π12
is a negative Euclidean circumference of radius r if and only if the
hyperbolic angle function ϕ(θ) given by
(5) ϕ : θ → 〈xˆ(θ), x(θ)〉 = − cosh2 ϕ(θ)
is the constant −r2.
Proof. Let E, F and G defined by E = −〈vˆ, vˆ〉, F = −〈vˆ, wˆ〉 and
G = −〈wˆ, wˆ〉. Then cosh2 ϕ(θ) = E cos2 θ+2F cos θ sin θ+G sin2 θ and
π12(x(θ)) is a circumference if, and only if E = G and F = 0, leading
to E = cosh2 ϕ(θ) = r2. Moreover, ϕ 6= 0 implies V 2 ∩ π12 = {0} and
ϕ = 0 implies V 2 = π12. 
MINIMAL SPACELIKE SURFACES IN R42 5
Note that we have an analogous result if we consider positive space-
like planes in R42 and the orthogonal projection onto the plane π34.
In this case, we deal with the Lorentzian spacelike angle between two
positive vectors than span a timelike plane (see [15]).
Definition 2.2. Let V 2 be a negative spacelike plane in R42. Consider
a (−1)-isothermic basis of V 2. We say that the negative planes V 2
and π12 are isoclinic to each other if, and only if the hyperbolic angle ϕ
between V 2 and π12 is constant. In a similar way we define isoclinicness
between a positive spacelike plane W 2 and π34.
A parametric surface f : M → R42 is an isoclinic surface if all of
its tangent planes are positive (respec. negative) spacelike planes and
isoclinic to π34 (respec. π12).
The following proposition characterizes the isoclinic planes using the
transformation L given in (4).
Proposition 2.3. Let L : R42 → R42 be the linear transformation given
in (4). Then:
(1) x ∈ S32(−1) if, and only if L(x) ∈ S32(−1) and, x ∈ S32(1) if,
and only if L(x) ∈ S32(1).
(2) If x ∈ S32(−1), then span{x, L(x)} is a negative plane isoclinic
to π12.
(3) If x ∈ S32(1), then span{x, L(x)} is a positive plane isoclinic to
π34.
Reciprocally, if the negative planes V 2 = span{x, y} and π12 in R42 are
isoclinic to each other, then y = L(x). Analogously, if the positive
planes W 2 = span{x, y} and π34 in R42 are isoclinic to each other, then
y = L(x).
Proof. We only need to show the reciprocal. For this, if {xˆ, yˆ} is a
(− coshϕ)-isothermic basis for π12, where xˆ = x1e1 + x2e2 and yˆ =
y1e1 + y
2e2, then y
1 = −x2 and y2 = x1. To preserve orientation and
(−1)-isothermality, we must have y3 = −x4 and y4 = x3. 
Now, using the transformation N , also given in (4), it follow the:
Corollary 2.4. Let V 2 = span{v1, v2} be a negative spacelike plane in
R42 isoclinic to π12. Then, the orthogonal complement of V
2 in R42 is
the positive spacelike plane span{N(v1), N(v2)}. It is isoclinic to π34,
and the Lorentzian spacelike angle between them equal to the hyperbolic
angle between V 2 and π12.
Our first example of an isoclinic surface in R42 is the following:
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Example 2.5. Let f : R2 −→ R42 be the parametric surface given by
f(u, v) = (u, v, (u2 − v2)/2, uv).
If U = {w = u+ iv ∈ C : |w| < 1} and Ω = C \ U , then:
(1) S− = f(U) and is a 2-dimensional negative submanifold of R
4
2,
with induced metric −ds2 = (1− u2 − v2)dudv.
(2) S+ = f(Ω) is a 2-dimensional positive submanifold of R
4
2, with
induced metric ds2 = (1− u2 − v2)dudv.
Both surfaces are non-flat (non-vanishing Gauss curvature) and iso-
clinic ones.
In fact, for w ∈ U ∪ Ω, note that
E = 〈fu, fu〉 = −1 + u2 + v2 = 〈fv, fv〉 = G and F = 〈fu, fv〉 = 0.
Consider the (±1)-isothermic negative basis {a, b} of Tf(w)S±, where
a = 1√
±E(w)
fu(w) and b =
1√
±G(w)
fv(w). The hyperbolic angle ϕ(w)
satifies
cosh2 ϕ(w) = 〈cos θ aˆ+ sin θ bˆ, cos θ a+ sin θ b〉 = 1
1− u2 − v2 ,
and we note that ϕ(w)→∞ when |w| → 1.
On the other hand, we have that a basis for the normal bundle with
positive induced orientation is given by
N1(w) =
1√
±E(w)(u,−v, 1, 0) and N2(w) =
1√
±G(w)(v, u, 0, 1),
showing that the normal plane at each point is an positive plane iso-
clinic to π34.
The second quadratic form of S± are given by Bij = B
1
ijN1 + B
2
ijN2
where
B1ij = 〈Dijf,N1〉 =
1√±E
[
1 0
0 −1
]
and B2ij = 〈Dijf,N2〉 =
1√±G
[
0 1
1 0
]
.
Therefore, the Gauss curvatures are:
KS
−
(w) = KS+(w) =
detB1ij + detB
2
ij
det gij
= − 2
(1− u2 − v2)3 .
2.2. On CP 3. Let us extend the symmetric bilinear form 〈 , 〉 of index
2 in R42 to the following symmetric bilinear form in the 4-dimensional
complex vector space C4 ≡ R4 ⊕ iR4:
(6)
≪ x1 + iy1, x2 + iy2 ≫= (〈x1, x2〉 − 〈y1, y2〉) + i (〈x1, y2〉+ 〈y1, x2〉) .
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As usual, we denote complex projective space of complex dimension
3 by CP 3, which corresponds to the space of all the complex lines
through the origin of C4.
Now, given any positive plane V 2 = span{v, w} ⊂ R42, where {v, w}
is a λ-isothermic basis, and any complex number µ 6= 0, we have that
{Re(µ z), Im(µ z)}, with z = v + iw, is a |µ|λ-isothermic basis for
the plane V 2. Therefore, we can identify the plane V 2 with the point
[v + iw] ∈ CP 3, and define the Grassmannian of the positive planes as
a quadric in CP 3 (See [9] for details). Then we define the Grassmannian
of the positive planes in R42 as the complex subquadric of CP
3:
(7) Q2pos =
{
[z] ∈ CP 3 : ≪ z, z ≫= 0 and ≪ z, z¯ ≫> 0} .
In same way, the Grassmannian of the negative planes in R42 is the
complex subquadric of CP 3:
(8) Q2neg =
{
[z] ∈ CP 3 : ≪ z, z ≫= 0 and ≪ z, z¯ ≫< 0} .
Remark. In R42 there is pair of null vectors x and y such that 〈x, y〉 = 0,
but they are linearly independent. More generally, the metrics in-
dex is the maximum dimension of a null subspace. For example,
x = (1, 0, 1, 0) and y = (0, 1, 0, 1). In this case, writing z = x + iy
we have
≪ z, z ≫=≪ z, z¯ ≫= 0.
This remark shows that
Q2null =
{
[z] ∈ CP 3 : ≪ z, z ≫=≪ z, z¯ ≫= 0}
is not empty. Therefore,
Q2 =
{
[z] ∈ CP 3 : ≪ z, z ≫= 0}
is the disjoint union of the subquadrics Q2pos, Q
2
neg and Q
2
null.
Theorem 2.6. Let C = C ∪ {∞} be the Riemann sphere. The map
(9) Φ([z]) =
(
z1 + iz2
z3 − iz4 ,
z1 − iz2
z3 − iz4
)
is a homeomorphism from Q2 onto C× C.
Proof. We will provide a homogeneous coordinate system on Q2. To
this end, we see that [z] ∈ Q2 if and only if −(z1)2 − (z2)2 + (z3)2 +
(z4)2 = 0, that is
(z1 + iz2)(z1 − iz2) = (z3 + iz4)(z3 − iz4).
Suppose, for a moment, that z3 − iz4 6= 0. Then we obtain
z1 + iz2
z3 − iz4
z1 − iz2
z3 − iz4 =
z3 + iz4
z3 − iz4 .
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Defining the complex numbers x = z
1+iz2
z3−iz4
and y = z
1−iz2
z3−iz4
, we get
(10) z = µ(x+ y,−i(x− y), 1 + xy, i(1− xy)), with µ = z
3 − iz4
2
.
If z3 = ±iz4 6= 0, then z1 = ±iz2. Hence, we can write
z = η(x,±ix, 1,±i), for x = z1
z3
and η = z3.
Finally, if z3 = iz4 = 0, then z = z1(1,±i, 0, 0) is a complex repre-
sentation of the plane π12 ∈ Q2neg.
On the other hand, since [z(x, y)] = [xy z(1/x, 1/y)] it follows the:
Claim 2.7. If [z(x, y)] = [x+ y, i(x− y), 1 + xy, i(1− xy)], then
lim
y→∞
[z(x, y)] = [1,−i, x,−ix], lim
x→∞
[z(x, y)] = [1, i, y,−iy]
and lim
(x,y)→(∞,∞)
[z(x, y)] = [0, 0, 1,−i].
Finally, we note that ≪ z, z ≫= 2µµ(1 − xy)(1 − xy) = 0 if, and
only if [z] ∈ Q2null, that corresponds to ds2|[z] = 0, the induced metric
of these null planes. 
Definition 2.8. Let M ⊆ C be an open and connected set and f : M →
R42 be a conformal immersion. We say that f is a positive (respec.
negative) spacelike immersion if it is a parametric surface such that
fw =
∂f
∂w
=
1
2
(
∂f
∂u
− i∂f
∂v
)
satisfies [fw] ∈ Q2pos (respec. Q2neg), where w = u + iv is a conformal
parameter for M .
Remark. When the complex 1-form β = fwdw has no real periods or,
if M is a simply connected open subset of C, the integral
2Re
∫ w
w0
β =
∫ w
w0
2Re(β) =
∫ (u,v)
(u0,v0)
fudu+ fvdv.
is path independent. On the other hand, each real valued exact 1-
form dφ = φudu+ φvdv can be written, in complex variables, as dφ =
φwdw + φwdw = 2Re(φwdw).
As a consequence we have the following integral representation for
conformal immersions:
Proposition 2.9 (Weierstrass integral formula). Let f : M → R42 be
a positive (respec. negative) spacelike conformal immersion. For any
w ∈M , we have that
(11) f(w) = f(w0) + 2Re
∫ w
w0
µ(ξ)W (x(ξ), y(ξ))dξ,
MINIMAL SPACELIKE SURFACES IN R42 9
for some [W (x(w), y(w))] ∈ Q2pos
(
[W (x(w), y(w))] ∈ Q2neg
)
. The re-
ciprocal is also true.
Definition 2.10. Let f : M → R42 be a parametric surface. We say
that f is a minimal surface if its mean curvature vector Hf vanishes
identically.
Lemma 2.11. Suppose that f : M → R42 is given by (11). Then, f is
a minimal surface if, and only if µ(w), x(w) and y(w) are holomorphic
functions from M into C.
Proof. The induced metric of such immersions is±ds2(f) = λ2δijduiduj,
since f is a conformal parametric surface with [fw] ∈ Q2pos (or Q2neg
if negative). The mean curvature vector is defined by the Laplace-
Beltrami equation (See [9] for details), hence
±Hf = 2
λ2
∆Mf =
2
λ2
fww =
1
2λ2
(fuu + fvv) = 0.
That is Hf = 0 if, and only if (µW (x, y))w = 0. It follows from (10)
that µw = 0, xw = 0 and yw = 0. 
2.3. The cross product in R42. Given three vectors x, y, z ∈ R42, we
define their cross product as the unique vector X(x, y, z) such that, for
each vector v ∈ R42, the following equation holds:
(12) ω(x, y, z, v) = −ω(v, x, y, z) = 〈X(x, y, z), v〉.
Defining the real numbers ∆ijk, for i < j < k and i, j, k = 1, 2, 3, 4,
by
∆ijk =
∣∣∣∣∣∣
xi xj xk
yi yj yk
zi zj zk
∣∣∣∣∣∣ ,
we obtain the formal determinant defined by Laplace expansion on the
first line
X(x, y, z) = −
∣∣∣∣∣∣∣∣
−e1 −e2 e3 e4
x1 x2 x3 x4
y1 y2 y3 y4
z1 z2 z3 z4
∣∣∣∣∣∣∣∣
.
In coordinates, it takes the form
X(x, y, z) = (∆234,−∆134,−∆124,∆123).
Moreover, we have that
ω(x, y, z,X(x, y, z)) = −ω(X(x, y, z), x, y, z) =
∑
i<j<k
(∆ijk)
2 ≥ 0.
10 A. LYMBEROPOULOS, A. P. FRANCO FILHO AND A. E. PATERNINA
Let f : M → R42 be a (positive or negative) spacelike conformal im-
mersion with normal bundle given by an orthonormal basis {A,B}.
From fw =
1
2
(fu − ifv), we have
X(fu, A, B) = fv and X(fv, A, B) = −fu,
assuming the positive orientation of the frame {A,B, fu, fv}. Hence,
X(fw, A, B) =
1
2
(X(fu, A, B)− iX(fv, A, B)) = 1
2
(fv + ifu) = ifw.
2.4. A Bernstein-type problem. The example 2.5 suggests the con-
struction of spacelike parametric surfaces in R42 that are graphs of holo-
morphic functions Z(w) = φ(w) + iψ(w), defined in all complex plane.
In this case, the surface is given by
(13) f(w) = (u, v, φ(u, v), ψ(u, v)) .
The induced metric for those positive (negative) spacelike conformal
surfaces is such that λ2(f) = −1 + |Z ′(w)|2. By the small Picard
Theorem of complex analysis, to obtain λ2 > 0 in all C, the holo-
morphic function Z ′(w) need omits more than two points, thus it is a
constant function. Note that the mean curvature vector Hf vanishes,
once fww(w) = 0 for each w ∈ C.
Proposition 2.12. Let f : C → R42 to be the graph of a holomorphic
function Z(w). If it is a (positive or negative) spacelike parametric
surface in R42, then Z(w) = aw + b for some constants a, b ∈ C.
Now, we will give an example of a non-trivial conformal parametric
surface in R42, which has mean curvature vector H ≡ 0, defined in all
of the complex plane and it is free of singularities.
Example 2.13. Let x(w) = w and y(w) = iw, w ∈ C in the formula
(11). Then, we obtain
f(w) = 2Re
(
w2 − iw2
2
, i
w2 + iw2
2
,
3w − iw3
3
, i
3w + iw3
3
)
and fw = (w− iw, i(w+ iw), 1− iw2, i(1+ iw2)). A direct computation
shows that ≪ fw, fw ≫= 0, ≪ fw, fw ≫= 1 + |w|4 ≥ 1 and fww = 0.
Therefore, [fw] ∈ Q2pos and Hf = 0.
2.5. The normal bundle. We have the following algebraic results:
Lemma 2.14. Let [v] = [v1 + iv2] ∈ Q2neg be and [u] = [u1 + iu2] ∈
Q2pos. The set {v1, v2, u1, u2} is an orthogonal basis of R42 if, and only
if ≪ v, u≫=≪ v, u≫= 0.
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Proof. From
≪ v, u≫= (〈v1, u1〉 − 〈v2, u2〉) + i(〈v1, u2〉+ 〈v2, u1〉) = 0
and
≪ v, u≫= (〈v1, u1〉+ 〈v2, u2〉) + i(〈v1, u2〉 − 〈v2, u1〉) = 0
it follows that
〈v1, u1〉 = 0, 〈v1, u2〉 = 0, 〈v2, u1〉 = 0 and 〈v2, u2〉 = 0.
Therefore, each vector of [v] is orthogonal to any vector of [u]. In
symbols, [v] ⊥ [u]. 
Lemma 2.15. The planes [u], [v] ∈ Q2, given by
[u] = [x+ y,−i(x− y), 1 + xy, i(1− xy)] and
[v] = [1 + ab, i(1− ab), a + b,−i(a− b)],
are mutually orthogonal if, and only if either
a = x and b = y or a =
1
x
and b =
1
y
.
Proof. It follows from
≪ u, v ≫ = −(x+ y + abx + aby)− (x− y − abx+ aby)
+ (a+ b+ axy + bxy) + (a− b− axy + bxy)
= −2(x− a)(1− by),
and
≪ u, v ≫ = −(x+ y + a¯b¯x+ a¯b¯y) + (x− y − a¯b¯x+ a¯b¯y)
+ (a¯+ b¯+ a¯xy + b¯xy)− (a¯− b¯− a¯xy + b¯xy)
= −2(y − b¯)(1− a¯x).

Let [w] = [x+ y,−i(x − y), 1 + xy, i(1− xy)] ∈ Q. Considering the
operator J˜ : Q2 → Q2 defined by
J˜ ([w]) = [1 + xy, i(1− xy), x+ y,−i(x− y)]
we note that J˜([z]) ⊥ [z] and have the
Proposition 2.16. The normal operator J˜ is a smooth injective map
from Q2 onto Q2 satisfying:
J˜(Q2neg) = Q
2
pos, J˜(Q
2
pos) = Q
2
neg and J˜(Q
2
null) = Q
2
null.
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Furthermore, if we take [W (x, y)] = [x+ y,−i(x− y), 1+xy, i(1−xy)]
then
J˜([W (x, y)]) = [W (x, 1/y)].
As expected, it is an idempotent operator on Q2, that is, J˜ ◦ J˜ = Id.
3. A Cauchy problem for isoclinic spacelike surfaces in R42
From now on, we will assume that I = (−r, r) is a non-empty interval
in the real line R ⊂ C andM ⊂ C is a simply connected and connected
open subset such that I ⊂M .
We would like to recall the following facts of complex analysis:
(1) Let x, y : M → C be two holomorphic functions such that
x(y) = y(y), forall t ∈ I. Since I has accumulation points,
we have that x(w) = y(w), forall w ∈ M .
(2) Given any real analytic function x : I → R, the line integral
x(w) = x(0) +
∫ w
0
x′(t)dt
is a holomorphic function x : M → C, which is the unique holo-
morphic extension of the real valued function x(t).
Now, if c(t) = (c1(t), c2(t), c3(t), c4(t)) is a real analytic curve from I
into R42, the holomorphic function C(w) = (c1(w), c2(w), c3(w), c4(w))
from M into C4, where ci(w) is the holomorphic extension of the func-
tion ci(t), is the unique holomorphic extension of the curve c(t).
We propose the following Cauchy problem, which consists of con-
structing an isoclinic surface under certain conditions.
Problem 3.1. Given a positive (respec. negative) real analytic curve
c : I → R42, thus 〈c′(t), c′(t)〉 > 0 (respec. < 0), construct a conformal
immersion f : M → R42 satisfying the following conditions:
(1) f(t, 0) = c(t) for each t ∈ I (extension condition),
(2) Hf (w) = 0 for each w ∈M (minimality condition),
(3) [fw(w)] ∈ Q2pos (respec. [fw(w)] ∈ Q2neg) and f(M) is isoclinic
to π34 (respec. pi12), for each w ∈M .
From the first condition, considering a conformal parameter w =
u+ iv for M , a solution will satisfy fu(t, 0) = c
′(t) and hence it should
have the vector field fv(t, 0) to be pointwise orthogonal to c
′(t), with
〈fv(t, 0), fv(t, 0)〉 = 〈c′(t), c′(t)〉.
Using the linear transformation given by (4), we define an isoclinic
distribution, along our curve c(t), by
D(t) = [c′(t)− iL(c′(t))] , t ∈ I.
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With the usual extension of the operator L to the complex vector space
C
4, also denoted by L, we have the following map f : M → R42:
f(w) = c(0) +Re
∫ w
0
(C ′(ξ)− iL(C ′(ξ)))dξ,
where C(w) is the unique holomorphic extension of c(t).
Since C(t, 0) = c(t) we have that f(t, 0) = c(t). It follows from
fw(w) =
1
2
(C ′(w) − iL(C ′(w))) that fww = 0. To see that this map
satisfies the conditions in our problem, we need of the following alge-
braic lemma:
Lemma 3.2. Let z = x + iy ∈ C4 be with x and y positive (respec.
negative) vectors in R42. Then
w = z + iL(z) = x− L(y) + i(L(x) + y)
satisfies ≪ w,w ≫= 0 and ≪ w,w≫> 0 (respec. ≪ w,w≫< 0).
Proof. Since
〈L(y), L(y)〉 = 〈y, y〉, 〈L(x), L(x)〉 = 〈x, x〉
and 〈x, L(y)〉 = −〈L(x), y〉,
direct computations show that
≪ w,w≫= 0 and ≪ w,w≫= 2(〈x, x〉+ 〈y, y〉).
Thus, being x and y positive (respec. negative) vectors in R42, we have
≪ w,w≫> 0 (respec. ≪ w,w≫< 0). 
Remark. We see from the example 2.5 that we may need to restrict the
domain of the solutions of our problem, since we can obtain positive
or negative isoclinic surfaces with metric singularities when we extend
the given functions.
We can establish the following result:
Theorem 3.3. Let c : I → R42 be a positive (respec. negative) real
analytic curve. There exists a connected and simply connected open
subset M ⊂ C with I ⊂M and f : M → R42 give by
(14) f(w) = c(0) +Re
∫ w
0
(C ′(ξ)− iL(C ′(ξ)))dξ,
such that its image is a positive (respec. negative), isoclinic and mini-
mal conformal immersion, without metric singularities, such that f(t, 0) =
c(t). Moreover, this is the unique solution of the Cauchy problem3.1.
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Proof. The prevoius Lemma ensures that (14) is a conformal immersion
satisfying the conditions (2) and (3) of our problem. Now, if g : M →
R42 is another solution, then g satisfies the condition (1), thus f and g
coincide on the interval I. Hence, they must coincide on the domain
M . 
Example 3.4. Let Ψ(z) and Φ(z) be two holomorphic functions from
M into C. The map
f(w) =
(
Ψ(w) + Ψ(w)
2
,
Ψ(w)−Ψ(w)
2i
,
Φ(w) + Φ(w)
2
,
Φ(w)− Φ(w)
2i
)
,
parametrizes an isoclinic minimal surface. When |Ψ′| < |Φ′| we have
a positive parametric surface and when |Ψ′| > |Φ′| it is a negative one.
Furthermore, the set of metric singularities is
Sing(f) = {w ∈M : |Ψ′| = |Φ′|} ⊂ S42(0).
In fact, straightforward calculations shows that 〈fw, fw〉 = 0 and
the minimality of the surface. Also, since 2fw = (Ψ
′,−iΨ′,Φ′,−iΦ′) it
follows that L(fv) = −fu and L(fu) = fv. Thus, by Proposition 2.3,
the tangent plane at each point of the surface is isoclinic to π34 (respec.
π12).
Theorem 3.5. Let f : M → R42 be an isoclinic conformal immersion.
Then, there exists two holomorphic functions Ψ(z) and Φ(z) from M
into C such that
(15) f(w) = (ReΨ(w), ImΨ(w),ReΦ(w), ImΦ(w)) .
Proof. Since the positive (negative) plane span{fˆu, fˆv} is given by an
isothermic basis, we must have, from Proposition 2.3, that fv = L(fu).
Writing f = (f 1, f 2, f 3, f 4) this implies, f 1u = f
2
v and f
1
v = −f 2u , that
is, Ψ = f 1+ if 2 is a holomorphic function onM . Analogously, we have
that Φ = f 3 + if 4 is holomorphic and the result follows. 
In particular, for Ψ(w) = w and Φ(w) = w2 we recover example 2.5.
Recall that, for an abstract Riemannian surface endowed with metric
tensor ±ds2 = λ2(u, v)(du2 + dv2), the Gauss curvature is given by
K(w) = − 1
λ2
((
λu
λ
)
u
+
(
λv
λ
)
v
)
.
Hence we have the:
Corollary 3.6. Any isoclinic conformal immersion, f : C→ R42 (with-
out metric singularities), is flat: K(w) = 0 for all w ∈ C.
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Proof. If 0 ≤ |Ψ′| < |Φ′|, then by Liouville Theorem there exists a ∈ C,
with |a| < 1, such that |Ψ′/Φ′| = |a|. Hence, ǫds2 = |Φ′|2(|a|2−1)(du2+
dv2). Since Φ′ is holomorphic and then ∆ ln |Φ′| = 0, the surface is
flat. 
4. The Bjo¨rling Problem
In this section we will deal with the following problem, known as the
Bjo¨rling Problem.
Problem 4.1. Let I = (−r, r) be an open interval and, for any t ∈ I,
(c(t), A(t), B(t)) a given traid, where c(t) is a positive (respec. nega-
tive) real analytic curve in R42 and {A(t), B(t)} is a family of orthonor-
mal sets such that [A(t) + iB(t)] ∈ Q2neg (respec. [A(t) + iB(t)] ∈ Q2pos
and defines a real analytic distribution along the curve c(t) pointwise
orthogonal to the tangent vector T ′(t) = c′(t)/‖c′(t)‖.
Our aim is to construct a positive (resepc. negative) spacelike con-
formal immersion f : M → R42, with I ⊂ M , satisfying the following
conditions:
(1) f(t, 0) = c(t) for all t ∈ I,
(2) The normal bundle of the surface, along the curve c(t), satisfies
Nc(t)f(M) = [A(t) + iB(t)] for all t ∈ I,
(3) Hf (w) = 0 for all w ∈M .
To set and solve this problem we need to assume some good con-
ditions for the curve c(t). We need, pointwisely, that the orthogonal
complement to the tangent vector c′(t) is isomorphic to R32, when the
curve is positive, or isomorphic to R31, when the curve is negative.
Example 4.2. The curve
c(t) =
(
cos t, sin t, 2 cos
(
t/
√
2
)
, 2 sin
(
t/
√
2
))
in R42 is a positive curve such that 〈c′, c′〉 = 1, 〈c′′, c′′〉 = 0 and 〈c′′′, c′〉 =
〈c′′′, c′′〉 = 0. Moreover, for k = 3, 4, ... it follows that 〈c(k), c(k)〉 < 0.
There is no positive vector orthogonal to c′, c′′ and c′′′, hence no positive
spacelike surface containing the curve.
Definition 4.3. Let c : I → R42 be a positive regular curve. We say
that c is a good curve, if there exists a frame
{T (s), N(s), B(s), R(s)}s∈I
which is an orthonormal positive basis of the space R42, satisfying the
following conditions:
(i) c′(s) = v(s)T (s) and 〈c′(s), c′(s)〉 = (v(s))2 > 0,
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(ii) N(s) ∈ span{c′(s), c′′(s)}, |〈N(s), N(s)〉| = 1,
(iii) B(s) ∈ span{c′(s), c′′(s), c′′′(s)} and |〈B(s), B(s)〉| = 1 and
(iv) R(s) = X(T (s), N(s), B(s)).
In the same way, a definition for good negative curves can be given.
To solve the Problem 4.1, we will use the so called Schwarz integral
equation.
Proposition 4.4. (Schwarz integral equation) Let I = (−r, r) be an
open interval and (c(t), A(t), B(t))t∈I the triad as in Problem 4.1. If
M ⊂ C is an open, connected and simply connected set containg I, let
the f :M → C to be the map given by
(16) f(w) = c(0) +Re
∫ w
0
(C ′(ξ)− iX(C ′(ξ), A(ξ), B(ξ)))dξ,
where C(w), A(w) and B(w) are the (unique) analytic extensions of
the curve c(t) and the vector fields A(t) and B(t), respectively.
Then it follows from (11) that f define a minimal conformal immer-
sion such that f(t, 0) = c(t), such that its normal bundle along c is
Nc(t)f(M) = [A(t) + iB(t)].
Setting d′(w) = X(C ′(w), A(w), B(w)), from fw =
1
2
(C ′(w)−id′(w)),
it follows that fw(t, 0) =
1
2
(c′(t) + id′(t) and, since c′ and d′ are vector
fields in R42 along the curve, we obtain:
∂f
∂u
(t, 0) = c′(t) and
∂f
∂v
(t, 0) = d′(t).
The following result will be useful:
Lemma 4.5. Suppose that, in the above setting, the elements of the
triad (c(t), A(t), B(t))t∈I are such that c is a good curve and the frame
{A(t), B(t)} ⊂ span{N(t), B(t), R(t)}. If we set the complex vector
field
(17) d′(w) = X(C ′(w), A(w), B(w)),
then [C ′(w)− id′(w)] ∈ Q2pos.
Proof. Since d′(w) is the analytic extension of the real vector field
d′(t) = X(c′(t), A(t), B(t)) and the cross product is a 3-linear oper-
ator, let X(C ′(w), A(w), B(w)) be its extension to C4, that restricted
(t, 0) give us d′(t). Hence the equation (17) holds. By Lemma 3.2 we
also have [C ′(w)− id′(w)] ⊂ Q2pos. 
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Lemma 4.6 (Existence). Given a triad (c(t), A(t), B(t))t∈I on the in-
terval I = (−r, r), satisfying the conditions in Problem 4.1 such that
[A(t) + iB(t)] ∈ Q2neg ([A(t) + iB(t)] ∈ Q2pos, if the curve in negative)
Then the map f : M → R42, defined on a certain complex domain M
containing I, given by
(18) f(w) = c(0) +Re
∫ w
0
(C ′(ξ)− iX(C ′(ξ), A(ξ), B(ξ)))dξ,
is a conformal immersion such that Hf = 0 and
f(t, 0) = c(t) and
∂f
∂w
(t, 0) = c′(t)− iX(c′(t), A(t), B(t)).
Proof. Taking d′(w) given by (17) and using the operator given in
Proposition 2.16, we have that
J˜([A(w) + iB(w)]) = [C ′(w)− id′(w)] = [z]
and the holomorphic functions from M into C given by (11) in The-
orem 2.9: µ(w), x(w) and y(w). These functions define the unique
holomorphic extension
f ′(w) = C ′(w)− id′(w)
= C ′(w)− iX(C ′(w), A(w), B(w))
= 2µ(w)W (x(w), y(w)).
Hence, (18) is a solution of our problem. 
Lemma 4.7 (Uniqueness). Assume that (M ′, g(z)) and (M, f(w)) are
two solutions of Problem 4.1 such that c(I) ⊂ f(M) ∩ g(M ′), and
[gw(w(t))] = [fz(z(s))] for all (s, t) ∈ I × I ′ also satisfying g(w(t)) =
f(z(s)) = P (t) ∈ C(I). Then, the subset f(M) ∩ g(M ′) ⊃ c(I) is an
open subset of the both surfaces f(M) and g(M ′).
Proof. Define the real valued function s = ρ(t) such that w(t) =
z(ρ(t)), we have that g(w(t)) = f(z(ρ(t))). Since g and f are the
real parts of holomorphic fields in C4, the function ρ is a real analytic
function. Let η(w) be a local holomorphic extension of the function
ρ(t), that is η(t, 0) = ρ(t).
Setting h(w) = f(z(w)), we have that h(U) ⊂ f(M) and hw(w) =
z′(w)fz(z(w)). Since, by hypothesis,
[gw(w(t))] = [fz(z(ρ(t)))] = [hw(z(ρ(t)))] = [W (x(t), y(t)],
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along the curve c(I) we have:
gw(t, 0) = µ(t)W (x(t), y(t))
= χ(t)z′(ρ(t))W (x(t), y(t)) = β(t)W (x(t), y(t))
= hw(t, 0).
Therefore, µ(t) = χ(t)z′(ρ(t)) = β(t) and then we obtain, by unicity
of the holomorphic extensions,
h(w) = P + 2ℜ
∫ w
w0
β(ξ)W (x(ξ), y(ξ))dξ
= P + 2ℜ
∫ w
w0
µ(ξ)W (x(ξ), y(ξ))dξ
= g(w)
in a neighborhood of c(I). 
Summarizing, we have the:
Theorem 4.8. Leti I = (−r, r) be an open interval and assume given
the analytic triad (c(t), A(t), B(t))t∈I , composed by a positive (respec.
negative) regular curve and a family of orthonormal sets such that
span{A,B} ⊂ span{N,B,R} and [A+ iB] ∈ Q2 is a negative (resepc.
positive) distribution along this curve.
The integral Schwarz formula
f(w) = c(0) + ℜ
∫ w
w0
(
cw(ξ)− iX(cw(ξ), A(ξ), B(ξ))
)
dξ,
where the complex triad (cw(w), A(w), B(w)) is the (unique) holomor-
phic extension of the triad (c′(t), A(t), B(t)), is a maximal solution of
the Problem 4.1, without metric singularities.
5. Constructions and examples
Example 5.1. As our first example consider the regular curve
c(t) =
(
t, 0, t2/2, 0
)
, t ∈ I = (−1, 1).
This is a negative curve with c′(t) = (1, 0, t, 0). The two remaining
elements of the triad are
A(t) =
1√
1− t2 (t, 0, 1, 0) and B(t) = −
1√
1− t2 (0, t, 0, 1), t ∈ I.
A direct computation gives d′(t) = X(c′(t), A(t), B(t)) = (0, 1, 0, t). The
holomorphic extension of d′(t) is
d′(w) = X(c′(w), A(w), B(w)) = (0, 1, 0, w) .
MINIMAL SPACELIKE SURFACES IN R42 19
Hence,
f(w) = Re
∫ w
0
((1, 0, ξ, 0)− i(0, 1, 0, ξ))dξ
= Re
((
w, 0, w2/2, 0
)− i (0, w, 0, w2/2)) .
Therefore, the solution of the Bjo¨rling problem for the given data is
f(u, v) = (u, v, (u2 − v2)/2, uv), with w ∈ C and |w| < 1,
which is the surface of example 2.5.
5.1. Periodic curves in the Lorentzian Torus of the null sphere.
Let T 21 be the Torus in the null sphere S
3
2(0) ⊂ R42, parametrically given
by
T (u, v) = (cosu, sin u, cos v, sin v),
for (u, v) ∈ R2. The induced metric on this surface is ds2(T 21 ) = −du2+
dv2, so it is a compact Lorentz surface in R42 isometric to the Lorentz
plane R21.
Now, for a real number k > 0, we take the parametric curve c(t) =
T (t, kt). For this curve, 〈c′, c′〉 = −1 + k2 and 〈c′′, c′′〉 = −1 + k4.
Therefore, if k > 1 we obtain a positive parametric curve.
Claim 5.2. For any integer n ≥ 2, we have that
cn(t) = T (t, nt) = (cos t, sin t, cosnt, sin nt) = a(t) + b(nt),
where a(u) = T (u, 0) and b(v) = T (0, v), is a periodic positive good
curve.
Now, we take the parametric surface given by
Xn(r, θ) = (r cos θ, r sin θ, r
n cos nθ, rn sinnθ) .
Its induced metric is
ds2 = (−1 + n2r2(n−1))dr2 + r2(−1 + n2r2(n−1))dθ2.
The parametric surface Xn(r, θ) is, for r > 1/n and n > 1, a positive
surface for such that X(1, t) = cn(t).
Claim 5.3. The periodic positive parametric curve cn(t) traces the cy-
cle of T 21 : c([0, 2π]) = T
2
1 ∩ S, where S ⊂ R42 is the graph of the
holomorphic function φ(z) = zn, for |z| > 1/n.
With the following unit and mutually orthogonal curves
a(t) = (cos t, sin t, 0, 0), x(t) = a′(t),
b(t) = (0, 0, cos t, sin t) and y(t) = b′(t)
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we have
c′(t) = x(t) + ny(nt), c′′(t) = −a(t)− n2b(nt)
and c′′′(t) = −x(t)− n3y(nt).
Hence, the negative vector field V (t) = n2a(t) + b(nt) is orthogonal to
c′, c′′ and c′′′. Considering V ′(t) = n2x(t)+ny(nt), we obtain a negative
plane span{V ′(t), V (t)}, that is orthogonal to the plane [c′(t), c′′(t)]).
By construction V = αX(c′, c′′, c′′′), for a some α ∈ R. Therefore the
Frenet frame for the curve c(t) is
T (t) =c′(t), N1(t) = ηc
′′(t), N3(t) = ξV (t)
and N2(t) = X(T (t), N3(t), N1(t)),
for some real numbers η and ξ.
Claim 5.4. The surface S = graph(zn) has
X(r, θ) = (r cos θ, r sin θ, rn cosnθ, rn sin nθ)
as a parametrization, hence its normal plane at each point is given by
[A(r, θ) + iB(r, θ)], where
A(r, θ) =
1√−1 + n2r2n−2 (nr
n−1 cosnθ, nrn−1 sinnθ, cos θ, sin θ)
B(r, θ) =
1
r
√−1 + n2r2n−2 (−nr
n sinnθ, nrn cosnθ,−r sin θ, r cos θ).
Therefore, along the curve r = 1 and θ = t we obtain:
A(t) =
1√
n2 − 1(na(nt)+b(t)) and B(t) =
1√
n2 − 1(nx(nt)+y(t)).
For the triad (c(t) = X(1, t), A(t), B(t)) we obtain
c′(t) = Xθ(1, t) = x(t) + ny(nt) and
d′(t) = Xr(1, t) = X(c
′, A, B) = −a(t)− nb(nt).
Example 5.5. For the triad (c(t), A(t), B(t)), where
c(t) = a(t) + b(nt),
A(t) =
1√
n2 − 1(na(nt) + b(t)) and
B(t) =
1√
n2 − 1(nx(nt) + y(t)),
the unique solution of Problem 4.1 is given by
f(w) = Re(eiw,−ieiw, einw,−ieinw)
= Re(z,−iz, zn,−izn), if z = eiw.
MINIMAL SPACELIKE SURFACES IN R42 21
In fact, note that:
f(t, 0) = Re(eit,−ieit, eint,−ieint) = c(t) and
∂f
∂w
(t, 0) = i(eiw,−ieiw, neinw,−ineinw)|(t,0) = c′(t)− id′(t).
We need to check if this d′(t) has the right signal. It suffices to verify
this at t = 0:
(n2−1)X(c′(0), A(0), B(0)) =
∣∣∣∣∣∣∣∣
e1 e2 −e3 −e4
0 1 0 n
n 0 1 0
0 n 0 1
∣∣∣∣∣∣∣∣
= (n2−1)(e1+ne3).
So we have d′(t) = −(a(t) + nb(nt)), as expected.
Remark. It is well know that an arc-length parametric regular and good
curve c(t) = f(u(t), v(t)) of a positive (respec. negative) parametric
surface (M, f) is a (pre-)geodesic line if, and only if, its normal vector
field lies on the normal bundle Ncf(M) along this curve. For asymp-
totic lines, its normal vector fields is positive (respec. negative) and
lies on the tangent bundle along the curve.
On Example 2.5, the negative curve
α(t) =
1
2
(
cos t, sin t,
cos 2t
2
,
sin 2t
2
)
is such that 〈c′′(t), c′′(t)〉 = 0, for all t ∈ R. This curve corresponds to
u2 + v2 = 1/4. Condintions for a curve c(t) in the triad for the Bjrling
problem to be a geodesic or an asymptotic line are in the
Theorem 5.6. Let c(t) be a positive arc-length parametric good curve
with Frenet frame {T (t), N1(t), N2(t), N3(t)}. If the first normal N1(t)
and V (t) ∈ {N2(t), N3} are negative vector fields along this curve, then
the solution (M, f) of the Problem 4.1 for the triad (c(t), N1(t), V (t))
has the curve c(t) = f(t, 0) as a geodesic line.
On the other hand, if N1(t) is a positive vector field along the curve
c(t), then the solution (M, f) of the Problem 4.1 for the triad (c(t), N2(t), V (t))
has the curve c(t) = f(t, 0) as an asymptotic line.
Considering the cycles given in Claim 5.2, that is c(t) = a(t)+ b(nt),
and the normal distribution D(t) = [N2(t), N3(t)] we have
Example 5.7. The parametric surface given by
f(w) = c(0) +Re
∫ w
0
(
c′(ξ)− i 1√
1 + n2
c′′(ξ)
)
dξ
is a solution of the Problem 3.3 such that the curve c(t) = f(t, 0) is a
asymptotic line of this new surface f(M).
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5.2. A class of Helices. For positive real numbers 0 < b < a <
√
b,
we take in R42 the curve
α(s) =
(
b cos
s√
a2 − b2 , b sin
s√
a2 − b2 , cos
as√
a2 − b2 , sin
as√
a2 − b2
)
.
Since 〈α′, α′〉 = 1 and 〈α′′, α′′〉 = a
4 − b2
(a2 − b2)2 < 0, this is a positive
curve with negative normal vector field along α(s). Let t =
s√
a2 − b2
to shorten notation. We have
T (s) =
1√
a2 − b2 (−b sin t, b cos t,−a sin at, a cos at) ,
N(s) =
−1√
b2 − a4
(
b cos t, b sin t, a2 cos at, a2 sin at
)
,
N ′(s) =
−1√
b2 − a6
(−b sin t, b cos t,−a3 sin at, a3 cos at) .
Let us define the following set of unit and mutually orthogonal
curves:
x(t) = (cos t, sin t, 0, 0), y(t) = x′(t),
η(t) = (0, 0, cos at, sin at), and ξ(t) =
1
a
η′(t).
In this way we write
α′ = by(t) + aξ(t), α′′ = −bx(t) − a2η(t) and α′′′ = −by(t)− a3ξ(t).
The exterior product of these vectors give us
V (t) =
∣∣∣∣∣∣∣∣
x(t) y(t) −η(t) −ξ(t)
0 −b 0 −a
b 0 a2 0
0 b 0 a3
∣∣∣∣∣∣∣∣
= (ba3(1−a2)x(t)+(b2a(1−a2)η(t).
obtaining the third normal vectorV (t) =
√
b2 − a4N3 = a2x(t) + bξ(t).
Example 5.8. For 0 < b < a <
√
b. Given the positive helix
α(s) =
(
b cos
s√
a2 − b2 , b sin
s√
a2 − b2 , cos
as√
a2 − b2 , sin
as√
a2 − b2
)
,
and taking the positive field given by its third normal
N3(s) =
1√
b2 − a4
(−a2 sin t, a2 cos t,−b sin at, b cos at) ,
the parametric surface given by
f(w) = Re
∫ w
0
(T (ξ)− iN3(ξ))dξ
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is a solution of the Problem 4.1 such that the curve α(s) = f(s, 0) is a
geodesic of f(M).
Ou last example is an isoclinic “bi-helix”:
Example 5.9. Let b > 0 be and, let m and n be two distinct natural
numbers. Considerer the negative curve
c(t) =
√
1 + b2
m
(cosmt, sinmt, 0, 0) +
b
n
(0, 0, cosnt, sinnt).
The parametric isoclinic minimal surface is given by
f(w) = c(0) +
∫ w
0
(c′(ξ)− iL(c′(ξ)))dξ,
where L is the linear operator given in (4).
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