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Abstract—In recent decades, digital images have become 
increasingly important. With many modern applications use 
image graphics extensively, it tends to burden both the storage 
and transmission process. Despite the technological advances in 
storage and transmission, the demands placed on storage and 
bandwidth capacities still exceeded its availability. Compression 
is one of the solutions to this problem but elimination some of 
the data degrades the image quality. Therefore, the Standard 
Deviation-Based Thresholding Algorithm is proposed to 
estimate an accurate threshold value for a better-compressed 
image quality. The threshold value is obtained by examining the 
wavelet coefficients dispersion on each wavelet subband using 
Standard Deviation concept. The resulting compressed image 
shows a better image quality with PSNR value above 40dB. 
 
Index Terms—Compression; Image Quality; Standard 
Deviation; Thresholding.  
 
I. INTRODUCTION 
 
In recent decades, with the rapid development in the 
multimedia world, digital images have become important. For 
instance, a 24-bit pixel can specify up to 224 ≈ 16.78 million 
colour, resulting in a 786 432 bytes image size just for a 512 
x 512 image resolution. With many modern applications 
employing image graphics extensively, it tends to burden the 
storage as well as the transmission process. Therefore, there 
is a need to reduce the image size and compression is one of 
the more promising techniques [1]   
Compression is a process of reducing the amount of 
redundant data while maintaining the good quality of the 
reproduced image [2], [3]. Compression is essential 
particularly to reduce storage space, transmission time, 
bandwidth utilization and to enable rapid browsing and 
retrieval of images from the database [4]. 
Recently, there is a growing interest among researchers 
focusing on compression of various types of images and data. 
There are many examples of existing research on standard 
grey scale images [5]–[8], medical images [9]–[11] and ECG 
signals [12], [13]. Amongst various compression algorithms, 
transform-based compression is one of the promising 
algorithms [14]. 
 
II. LITERATURE REVIEW 
 
There are a huge number of approaches proposed in the 
literature, mainly focusing on developing an algorithm that 
able to compact an image as much as possible to a smaller 
size. From the reading, it is identified that wavelet is the most 
prominent tool used in compression as proved by a number 
of algorithms suggested [11], [15]–[17]. 
Eliminating unwanted information is a major aspect in 
compression. This can be achieved by performing 
thresholding process [18]–[22] as well as quantization [14], 
[23]–[26]. Digital images generally contain significant 
amounts of spatial and spectral redundancy. Spatial 
redundancy is due to the correlation between neighbouring 
pixel values, while spectral redundancy is due to the 
correlation between different colour planes. In image 
processing, the original domain is referred to as a spatial 
domain, whereas the result depends on transform domain 
[27]. 
Thresholding is a process of shrinking the small absolute 
coefficients value while retaining the large absolute 
coefficient value [28]. The small absolute coefficients value 
are usually caused by noise while large absolute coefficients 
value are triggered by significant features. Generally, most of 
the wavelet coefficients are concentrated at near zero with a 
small value. But the tendency differs at each particular 
subband as it associated to its resolution [29]. 
Threshold value estimation is very crucial in image 
compression. If the threshold value is set too small, it will 
adopt noise into data and compression ratio is not decreased. 
Whereas, if the threshold value is set too high, it will increase 
the compression ratio, but the value of the important 
coefficient will be screened out, leading to a destructive data 
condition [30]. 
One of the interesting threshold work can be found in [31].  
In this work, the psychovisual experiment is used to detect 
the threshold value on image subband. The experiment was 
done manually by recursively search the highest possible 
threshold value where Human Visual System (HVS) cannot 
detect any changes or degradation of image quality. Then, 
each image coefficient is compared to this value, where 
coefficients with a higher value than the psychovisual 
threshold value will be retained while the rest will be 
discarded. Although this algorithm can suggest a good 
threshold value below visual noticeable change, it suffers 
from time-consuming because of manual testing. 
In research done by [29], a unique thresholding algorithm 
was proposed by measuring the energy in decomposition 
subband. The energy of subband was obtained by calculating 
the dominant coefficient that contributes maximum energy. 
This dominant coefficient value is then set as the threshold 
value and it is eliminated.  The algorithm presents a 
satisfactory compression ratio but it only tested on texture 
image which had a largely similar characteristic. 
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III. PROPOSED ALGORITHM 
 
Generally, the wavelet coefficients are concentrated at near 
zero value. By a proper estimation of these near-zero value, 
the elimination of these coefficients can be done. Here, more 
space can save up, thus increasing the compression ratio. In 
this research, a concept of estimating the near-zero 
coefficients using Standard Deviation concept is introduced 
and later this value is used for thresholding purposes. 
Firstly, the wavelet coefficients were obtained by 
transforming the original image using Discrete Wavelet 
Transform (DWT). Discrete Wavelet Transform is used as 
transformation tool as it can provide energy compaction 
besides the coefficients are grouped based on its 
characteristic or resolution.  
The original image will pass the analysis filter to split the 
original image to several spectral components. The image 
also passes a low pass filter for approximation coefficients 
outputs. Then, it will pass through the high pass filter to 
enhance the details [32]. 
In analysis filter, some points need to be eliminated. This 
operation is called downsampling. The process is done to 
maximize the amount of necessary detail. This process will 
give a smoothing effect to the image. This analysis was done 
repeatedly until it reaches the desired scale. 
As a result, wavelet coefficients in four subbands are 
generated. The approximate coefficients are placed in 
approximate subband (low-resolution approximate image) 
while the detail coefficients are placed in horizontal subband 
(intensity variation along the column, horizontal edge), 
vertical subband (intensity variation along the row, vertical 
edge) and a diagonal subband (intensity variation along 
diagonal) [33].  
Next, the wavelet coefficients obtained from the DWT 
process are used to provide dispersion information of 
subband. It contains various value starting from 0 till xmax 
where xmax is the maximum coefficients in the respective 
subband [34]. 
Here, the Standard Deviation-Based Thresholding 
Algorithm is proposed by introducing an improved 
thresholding algorithm that can estimate the suitable 
threshold value by measuring the dispersion trend on wavelet 
coefficients in each detail subband using standard deviation 
concept. The Standard Deviation-Based Thresholding 
Algorithm can signify and eliminate as much as possible 
near-zero valued coefficients to increase compression ratio 
without harming the significant coefficients. 
For each detail subbands (Horizontal, Vertical and 
Diagonal subband), the individual threshold value λ, is 
calculated and then applied to detail coefficients value 
respectively. The retained coefficients are only the significant 
valued coefficients that sufficient enough in reconstructing 
back a good quality image. The threshold value for diagonal 
subband is represented by λD. While λV and λH are representing 
the threshold value for vertical and horizontal subbands 
respectively. 
For diagonal subband, to obtain the threshold value, the 
mean value for the diagonal subband, MD is calculated first. 
Then the threshold value, λD is calculated based on standard 
deviation value of wavelet coefficient at diagonal subband. 
This value is then being used to estimate the near-zero 
coefficient value for an efficient coefficient elimination. 
 
                                      (1) 
 
  
 
(2) 
 
 
By using the calculated threshold value for diagonal 
subband λD, as obtained in Equation (2), the thresholding 
process is then performed. If the decoder found that 
are larger than the calculated λD, then it 
knows that the coefficient is significant and the coefficient is 
retained. Otherwise, if  is lesser than λD, it is 
classified as near-zero coefficients and these coefficients are 
discarded. So, the new remaining diagonal detail coefficients 
can be obtained by expressing the thresholding equation as in 
Equation (3). 
 
               
(3) 
                                           
 
This thresholding process remains until the test was done 
to all single wavelet coefficients in the diagonal subband. The 
Equation (3) will effectively zero down the near-zero 
coefficients without harming the significant coefficients since 
the significant one was kept unchanged. The same process 
also is done to Horizontal and Vertical subbands 
concurrently. 
 
IV. RESULTS AND ANALYSIS 
 
Using these equations, the standard deviation value as 
stated in Table 1 were generated. From Table 1, it can be seen 
that the Horizontal, Vertical and Diagonal subbands for all 
images are having low standard deviation value while the 
Approximate subband having a higher standard deviation 
value.  
 
Table 1 
Standard Deviation Value for Each Subband in Test Images 
 
Image 
Standard Deviation Value 
Horizontal Vertical Diagonal Approximate 
Lena 3.4745 5.5370 2.7679 47.0973 
Cameraman 4.9974 7.0070 2.4080 61.2227 
Barbara 6.4231 6.7286 2.3291 52.0756 
Mandrill 10.7944 8.0879 5.8885 36.5870 
 
The low standard deviation value obtained at Horizontal, 
Vertical and Diagonal subbands is an indication that most of 
the value of the coefficient is low and it scattered around near 
zero value. These near-zero coefficients are actually 
representing the smooth region of an image. 
In contrast, the high standard deviation value for 
coefficients in Approximate subband means that the 
coefficients in this subband spread in a very wide range. Most 
of them are high-valued coefficient that carries significant 
coefficients. Thus, thresholding is not suitable to be applied 
at this subband as it may harm the significant coefficients and 
lead to degradation of image quality.  
So, at this point, the standard deviation value obtained at 
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Horizontal, Vertical and Diagonal subbands will be used as 
the threshold value for each respective subband. Table 2 
shows the threshold value obtained for Horizontal, Vertical 
and Diagonal subbands of each test image. 
 
Table 2 
The Threshold Value Obtained for Horizontal, Vertical and Diagonal 
Subbands of Each Test Image 
 
Image 
Threshold value 
Horizontal, λH Vertical, λV Diagonal, λD 
Lena 3 6 3 
Cameraman 5 7 2 
Barbara 6 7 2 
Mandrill 11 8 6 
 
It also can clearly be seen in Figure 1 that by using the 
proposed Standard Deviation-Based Wavelet Coefficients 
Threshold Estimation Algorithm, only the near-zero valued 
coefficients were discarded, while the significant valued 
coefficients that carry the significant data such as fine details 
and edges were preserved 
To indicate that the significant fine details and edges of the 
image were not distracted, the edge map analysis was done. 
The edge map of an image will reflect the strength of the 
edge. As can be seen in Figure 1, the threshold value for 
Horizontal subband, λH of Barbara image is 6. So, all values 
whose magnitude are less than absolute 6 have been set to 0 
and they appear as a uniform black background in image.  
However, the wavelet coefficients valued higher than 6 was 
retained and is represented as a white stripe in edge map 
image. Here, the only background of the image affected after 
the thresholding process where a larger area of a black 
background has produced an indication of the larger number 
of zero valued coefficients formed caused by the thresholding 
process. 
 
 
  
 
(a) Horizontal Edgemap Before Thresholding 
 
 
(b) Horizontal Wavelet Coefficient Before Thresholding 
 
  
 
(c) Horizontal Edgemap After Thresholding 
 
 
(d) Horizontal Wavelet Coefficient After Thresholding 
 
Figure 1: Edgemap and Wavelet Coefficient representation before and after thresholding on Barbara’s Horizontal Subband. 
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To prove the performance of visual appearance of the final 
reconstructed images, the PSNR analysis was done. Table 3 
shows the result of PSNR analysis on the test images. From 
the test done, the images compressed using the proposed 
compression algorithm shows an excellent PSNR value 
which is more than 40 dB for all images. Compared to the 
image reconstructed by using EZW, SPIHT, WDR and 
ASWDR compression algorithms, the PSNR value obtained 
was lesser than 40 dB. 
 
Table 3 
 PSNR Value Comparison Between Wavelet-Based Compression 
Algorithms with Proposed Compression Algorithm 
 
Image EZW SPHIT WDR ASWDR Proposed 
Lena 32.84 32.11 32.84 32.84 46.14 
Cameraman 37.58 32.57 37.58 37.58 45.43 
Barbara 33.95 28.86 33.95 33.95 46.53 
Mandrill 29.72 28.79 29.72 29.72 44.36 
 
Higher PSNR value indicates the improvement of image 
quality. Besides, images with a PSNR value of more than 
40dB is considered as very good (Yadav et al., 2012) because 
at this point, the normal human eyes observation cannot 
virtually differentiate between the original and reconstructed 
image [31]. This PSNR value also indicates that no blurring 
or image quality degradations appear on the reconstructed 
image.   
This result also confirms that even though the proposed 
Standard Deviation-Based Thresholding Algorithm 
eliminates some of the coefficients, it does not degrade the 
image quality since the significant coefficients were still 
retained, thus preserving the significant data needed in 
reconstructing back the image. Moreover, it enhanced the 
image quality since the image contrast is enhanced because 
of the larger difference between zero and significant 
coefficients. 
 
V. CONCLUSION 
 
In this research, a Standard Deviation-Based Thresholding 
Algorithm is proposed by introducing an improved 
thresholding algorithm that can estimate the suitable 
threshold value by measuring the dispersion trend or 
characteristic of wavelet coefficients in each detail subband 
using standard deviation concept. Throughout the 
experiments done, it was found that suppressing the near-zero 
coefficients using the proposed Standard Deviation-Based 
Thresholding Algorithm benefited in eliminating as much as 
possible near zero coefficients to increase compression ratio 
without harming the significant coefficients. 
 
ACKNOWLEDGMENT 
 
The authors would like to thank the Universiti Tun Hussein 
Onn Malaysia (UTHM), Research, Innovation, 
Commercialization and Consultancy Management (ORICC) 
office and Malaysian Ministry of Education for facilitating 
this research activity under Research Supporting Grant 
Scheme (RSGS) Vot U109.  
 
REFERENCES 
 
[1] K. Ahmadi, A. Y. Javaid, and E. Salari, “Signal Processing : Image 
Communication An efficient compression scheme based on adaptive 
thresholding in wavelet domain using particle swarm optimization,” 
Signal Process.  Image Commun., pp. 1–7, 2015. 
[2] H. Rekha and P. Samundiswary, “Image compression using multilevel 
thresholding based Absolute Moment Block Truncation Coding for 
WSN,” Proc. 2016 IEEE Int. Conf. Wirel. Commun. Signal Process. 
Networking, WiSPNET 2016, pp. 396–400, 2016. 
[3] I. Enesi and E. Zanaj, “Wavelet Image Compression Method 
Combined with the GPCA,” in 2011 14th International Conference on 
Network-Based Information Systems, 2011, pp. 559–564. 
[4] S. Hashemi-berenjabad, A. Mahloojifar, and A. Akhavan, “Threshold 
Based Lossy Compression of Medical Ultrasound Images Using 
Contourlet Transform,” 18th Iran. Conf. Biomed. Eng., no. December, 
pp. 14–16, 2011. 
[5] Y. S. Bekhtin, “Adaptive wavelet codec for noisy image 
compression,” in 2011 9th East-West Design & Test Symposium 
(EWDTS), 2011, pp. 184–188. 
[6] M. Horng, “Expert Systems with Applications Vector quantization 
using the firefly algorithm for image compression,” Expert Syst. Appl., 
vol. 39, no. 1, pp. 1078–1091, 2012. 
[7] M. S. Savic, Z. H. Peric, and N. Simic, “Expert Systems with 
Applications Coding algorithm for grayscale images based on Linear 
Prediction and dual mode quantization,” Expert Syst. Appl., vol. 42, 
pp. 7285–7291, 2015. 
[8] A. J. Hussain, D. Al-Jumeily, N. Radi, and P. Lisboa, “Hybrid Neural 
Network Predictive-Wavelet Image Compression System,” 
Neurocomputing, vol. 151, pp. 975–984, Mar. 2015. 
[9] P. Ayu, I. Savitri, D. T. Murdiansyah, and W. Astuti, “Digital Medical 
Image Compression Algorithm Using Adaptive Huffman Coding and 
Graph Based Quantization Based on IWT-SVD,” in Fourth 
International Conference on Information and Communication 
Technologies, 2016, vol. 4. 
[10] P. K. Tiwari, B. Devi, and Y. Kumar, “Compression of MRT images 
using daubechies 9/7 and thresholding technique,” Int. Conf. Comput. 
Commun. Autom. ICCCA 2015, pp. 1060–1066, 2015. 
[11] S. D. Thepade, “Extended Performance Comparison of tiling based 
Image Compression using Wavelet Transforms & Hybrid Wavelet 
Transforms,” in IEEE Conference on Information and 
Communication Technologies, 2013, no. Ict, pp. 1150–1155. 
[12] M. Abo-Zahhad, A. F. Al-Ajlouni, S. M. Ahmed, and R. J. Schilling, 
“A new algorithm for the compression of ECG signals based on 
mother wavelet parameterization and best-threshold levels selection,” 
Digit. Signal Process., vol. 23, no. 3, pp. 1002–1011, May 2013. 
[13] R. Kumar,  a. Kumar, and R. K. Pandey, “Beta wavelet based ECG 
signal compression using lossless encoding with modified 
thresholding,” Comput. Electr. Eng., vol. 39, no. 1, pp. 130–140, Jan. 
2013. 
[14] H. Jiang, Z. Ma, Y. Hu, B. Yang, and L. Zhang, “Medical image 
compression based on vector quantization with variable block sizes in 
wavelet domain,” Comput. Intell. Neurosci., vol. 2012, 2012. 
[15] R. Loganathan and Y. S. Kumaraswamy, “Active Contour Based 
Medical Image Segmentation and Compression Using Biorthogonal 
Wavelet and Embedded Zerotree,” Indian J. Sci. Technol., vol. 6, no. 
April, pp. 4390–4395, 2013. 
[16] D. a. Karras, “Improved Video Compression Schemes of Medical 
Image Sequences based on the Discrete Wavelet Transformation of 
Principal Textural Regions and Intelligent Restoration Techniques,” 
2007 IEEE Int. Symp. Intell. Signal Process., pp. 1–6, 2007. 
[17] J. Li, “An improved wavelet image lossless compression algorithm,” 
Opt. - Int. J. Light Electron Opt., vol. 124, no. 11, pp. 1041–1044, Jun. 
2013. 
[18] H. Om and M. Biswas, “MMSE based map estimation for image 
denoising,” Opt. Laser Technol., vol. 57, pp. 252–264, Apr. 2014. 
[19] D. Zhou and X. Shen, “Image Denoising Using Block Thresholding,” 
in Congress on Image and Signal Processing, 2008, pp. 335–338. 
[20] Y. Xing-hai, “The Application Of An Improved Wavelet Threshold 
Denoising Method In Heart Sound Signal,” in Cross Strait-Regional 
Radio Science and Wireless Technology Conference, 2011, pp. 1115–
1117. 
[21] C. U. I. Huimin, Z. Ruimei, and H. O. U. Yanli, “Improved Threshold 
Denoising Method Based on Wavelet Transform,” vol. 33, pp. 1354–
1359, 2012. 
[22] M. Nasri and H. Nezamabadi-pour, “Image denoising in the wavelet 
domain using a new adaptive thresholding function,” 
Neurocomputing, vol. 72, no. 4–6, pp. 1012–1025, Jan. 2009. 
[23] L. Kaur, S. Gupta, R. C. Chauhan, and S. C. Saxena, “Medical 
ultrasound image compression using joint optimization of 
thresholding quantization and best-basis selection of wavelet 
packets,” Digit. Signal Process., vol. 17, no. 1, pp. 189–198, Jan. 
2007. 
[24] A. A. Abdulla, “Combining of Spatial and Frequency Domain 
Transformation With The Effect of Using and Non-Using Adaptive 
The Effect on Compressed Image Quality using Standard Deviation-Based Thresholding Algorithm 
 e-ISSN: 2289-8131 Vol. 9 No. 3-8 43 
Quantization for Image Compression,” IJCSI Int. J. Comput. Sci. 
Issues, vol. 7, no. 6, pp. 278–284, 2010. 
[25] V. Velisavljević, B. Beferull-Lozano, and M. Vetterli, “Space-
Frequency Quantization for Image Compression With Directionlets,” 
IEEE Trans. Image Process., vol. 16, pp. 1761–1773, 2007. 
[26] S. M. Hosseini and A.-R. Naghsh-Nilchi, “Medical ultrasound image 
compression using contextual vector quantization.,” Comput. Biol. 
Med., vol. 42, no. 7, pp. 743–50, Jul. 2012. 
[27] J. Marin, L. Betancur, and H. Arguello, “Compression Ratio Design 
in Compressive Spectral Imaging,” 2016 Data Compression Conf., pp. 
619–619, 2016. 
[28] S. A. Lashari and R. Ibrahim, “De-noising Analysis of Mammogram 
Images in the Wavelet Domain using Soft Thresholding,” in 
Information and Communication Technologies (WICT), 2014, pp. 
353–357. 
[29] A. Mulla, J. Baviskar, P. Borra, S. Yadav, and A. Baviskar, “Energy 
thresholding based sub-band elimination DWT scheme for image 
compression,” Proc. - 2015 Int. Conf. Commun. Inf. Comput. Technol. 
ICCICT 2015, 2015. 
[30] C. Zhen and Y. Su, “Research on Wavelet Image Threshold De-
noising,” 2010 Int. Conf. Futur. Power Energy Eng., pp. 3–6, Jun. 
2010. 
[31] G. Sreelekha and P. S. Sathidevi, “An HVS based adaptive 
quantization scheme for the compression of color images,” Digit. 
Signal Process., vol. 20, no. 4, pp. 1129–1149, Jul. 2010. 
[32] C. Hsia, J. Guo, and J. Chiang, “A fast Discrete Wavelet Transform 
algorithm for visual processing applications,” Signal Processing, vol. 
92, no. 1, pp. 89–106, 2012. 
[33] N. S. A. M. Taujuddin, R. Ibrahim, and S. Sari, “AN IMPROVED 
TECHNIQUE TO WAVELET THRESHOLDING AT DETAILS 
SUBBANDS FOR IMAGE COMPRESSION,” ARPN Journal of 
Engineering and  Applied Sciences, vol. 11, no. 18, pp. 10721–10726, 
2016. 
[34] A. Swarnkar, A. Kumar, and P. Khanna, “Performance of wavelet 
filters for ECG compression based on linear predictive coding using 
different thresholding functions,” 2014 Int. Conf. Devices, Circuits 
Commun. ICDCCom 2014 - Proc., no. 4, 2014. 
 
 
 
