In this paper, we introduce a family of bivariate α, q-Bernstein-Kantorovich operators and a family of GBS (Generalized Boolean Sum) operators of bivariate α, q-Bernstein-Kantorovich type. For the former, we obtain the estimate of moments and central moments, investigate the degree of approximation for these bivariate operators in terms of the partial moduli of continuity and Peetre's K-functional. For the latter, we estimate the rate of convergence of these GBS operators for B-continuous and B-differentiable functions by using the mixed modulus of smoothness.
Introduction
Since the famous Bernstein polynomial was proposed in 1912, the study of Bernstein type operators has not ceased. In 2017, Chen et al. [1] introduced and studied the monotonic, convex properties and also some other important properties of a new generalized positive linear Bernstein operators with parameter α which are defined as
where f ∈ C [0,1] , x ∈ [0, 1] , n ∈ N, f i = f i n , n ∈ N, α ∈ [0, 1] , and p α n,i (x) is defined by
In the same year, Mohiuddine et al. [2] constructed the Kantorovich type of these family of Bernstein operators (1) . These operators they introduced are K n,α ( f ; x) = (n + 1)
n,i (x) for i = 0, 1, ..., n are defined in Equation (2) . Very recently, Cai and Xu [3] proposed the α, q-Bernstein operators as
where α ∈ [0, 1] , q ∈ (0, 1], x ∈ [0, 1] , f ∈ C[0, 1] and
Note that the first term on the right-hand side of the above equation equals 0 when i = n − 1, n, and the second term on the right-hand side of the above equation equals 0 when i = 0, 1. As we know, the application of q-integers in approximation theory has been a hot topic in recent decades. Even recently, there have also been many papers mentioned about the q-analogue of Bernstein type operators, such as [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] .
Motivated by the research above, in the next section, we will introduce bivariate α, q-Bernstein-Kantorovich operators K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 ( f ) and GBS operators of bivariate α, q-Bernstein-Kantorovich type UK α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 ( f ). In Section 3, we compute the moments and central moments of K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 ( f ). In Section 4, we investigate the degree of approximation for K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 ( f ). In Section 5, we estimate the convergence of UK α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 ( f ) for B-continuous and B-differentiable functions.
We evoke some definitions based on q-integers; details can be seen in [15, 16] . q-integers by [s] q are denoted for any fixed real number 0 < q ≤ 1 and each nonnegative integer s, where In addition, q-factorial and q-binomial coefficients are defined as follows:
Construction of Operators
For the convenience, we denote q i := {q n i }, (i = 1, 2). We introduce the bivariate α, q-Bernstein-Kantorovich operators as follows: for f ∈ C(I 2 ), 1] , 0 < q 1 , q 2 < 1 and α 1 , α 2 are any fixed real numbers in [0, 1],
where p
The GBS operators of the bivariate α, q-Bernstein-Kantorovich type are as in the below:
where
Auxiliary Results
In order to prove the main conclusion of this paper, the following lemmas are given:
The following equalities hold:
. Lemma 2. Let e i,j = t i s j , i, j = 0, 1, 2, and we give the following equalities:
n 1 ,n 2 ,q 1 ,q 2 (e 00 ; x, y) = 1;
K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 10 ; x, y) =
K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 01 ; x, y) = y
K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 20 ; x, y) = x 2 − 2q n 1 1
[n 1 +1] q 1
Proof. From Equation (5), we have K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 00 ; x, y)
Next, with the help of q-Jackson integrals, we obtain
Using the above Equation (5), and Lemma 1, we obtain K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 10 ; x, y)
Similarly, we get Equation (9) easily. Finally, by via q-Jackson integrals and [k
From the above Equation (5), and Lemma 1, we get
n 1 ,n 2 ,q 1 ,q 2 (e 20 ; x, y)
We can obtain Equation (11) using the same method. Lemma 2 is proved.
Corollary 1.
With the help of Lemma 2, we obtain
The (α, q)-Bernstein operators may be expressed as follows:
(ii) The higher-order forward difference of g i may be expressed as follows:
Lemma 4. For T n,q,α ( f ; x), the following equalities are hold
Proof. For f (t) = t 3 , by using Lemma 3, we have the following statements:
By (i) of Lemma 3, Equations (16)- (20) , and some necessary computations, we have
Hence, we obtain Equation (14), using the similar methods, we can get Equation (15) . Lemma 3 is proved.
Lemma 5. Let e i,j = t i s j , i, j = 3, 4 be the bivariate test functions. Then, we have the following equalities:
K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 03 ; x, y) = ϕ q 2 , q n 2 ±· 2 , [n 2 ± ·] q 2 , α 2 ; y ;
K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 40 ; x, y)
n 1 ,n 2 ,q 1 ,q 2 (e 04 ; x, y) = ψ q 2 , q n 2 ±· 2 , [n 2 ± ·] q 2 , α 2 ; y ,
where · ∈ N.
Proof. Using q-Jackson integrals, we get
Then, we have K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 30 ; x, y)
Then, Equation (21) can be obtained by Lemma 1, Lemma 4, and some computations. In addition, we can get Equation (22) . Similarly, we have
Then, K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (e 40 ; x, y)
using Lemmas 1 and 4, we can obtain Equations (23) and (24).
Corollary 2.
For fixed real α 1 , α 2 in [0, 1], from Corollary 1, Lemma 5, and, by some computations, we can get
where C i , (i = 1, ..., 4) are some positive constants. 
Approximation Properties for K
For f ∈ C I 2 , δ 1 , δ 2 > 0, the complete modulus of continuous for the bivariate case is as below:
Furthermore, ω( f ; δ 1 , δ 2 ) satisfies the following features:
With respect to x and y, the partial modules of continuity are given by
For more information about these definitions, see [17] . Let C 2 I 2 be the space of all functions
The norm on the space C 2 I 2 is as below:
We have
where C is a constant and independent of δ and f , ω 2 f ; √ δ is the second modulus of continuity of bivariate function f . Now, the estimate of the rate of convergence of K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ) is obtained.
Theorem 1. For f ∈ C(I 2 ), the following inequality is given
where δ (α 1 ) n 1 (x) and δ (α 2 ) n 2 (y) are as in Equations (12) and (13) .
Proof. By the linearity of K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ), using Corollary 1 and the above property (ii), we have
n 1 ,n 2 ,q 1 ,q 2 (1; x, y) + K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (|t − x|; x, y)
Then, from the linear property of K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ) and Cauchy-Schwarz inequality, one can obtain Theorem 1 by the fact that K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (|t − x|; x, y) ≤ K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ((t − x) 2 ; x, y) K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (1; x, y)
n 1 ,n 2 ,q 1 ,q 2 (|s − y|; x, y) ≤ K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ((s − y) 2 ; x, y) K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (1; x, y) = δn 2 (α 2 ) (y).
Theorem 1 is proved.
Theorem 2. For f ∈ C(I 2 ), the following inequality is obtained
n 2 (y) are as in Equations (12) and (13).
Proof. With the help of partial moduli of continuity above and Cauchy-Schwarz inequality, we get
Theorem 2 is proved.
Theorem 3. For f ∈ C(I 2 ), the following inequality is derived:
where C is a positive constant, δ (α 1 ) n 1 (x), and δ α 2 n 2 (y) are defined in Equations (12) and (13).
Proof. For (x, y) ∈ I 2 , the auxiliary operators are as follows:
Then, we get K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (t − x; x, y) = K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (s − y; x, y) = 0 (26) by using Lemma 2. Let g ∈ C 2 (I 2 ). By Taylor's expansion,
Applying K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 on both sides of the above equation and using Equation (25), we get K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (g; x, y) − g(x, y)
On the one hand, by Equations (5) and (25), and Lemma 2, we obtain K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ; x, y)
Now, Equation (25) and Inequality (28) imply
n 1 ,n 2 ,q 1 ,q 2 (g; x, y) − g(x, y)
Finally, by the relationship between Peetre's K-functional and second modulus of continuity, we have
where C is a positive constant, δ (α 1 ) n 1 (x) and δ α 2 n 2 (y) are defined in Equations (12) and (13) . Theorem 3 is proved.
Finally, we derive the rate of convergence of K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ; x, y) via functions of Lipschitz class
Theorem 4. Letting f ∈ Lip M (ζ, η), the following inequality holds:
where M is a positive constant, δ (α 1 ) n 1 (x), and δ α 2 n 2 (y) are as in (12) and (13).
Proof. Since K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ) are positive linear operators and f ∈ Lip M (ζ, η), then we have
n 1 ,n 2 ,q 1 ,q 2 |t − x| ζ ; x, y K (α 1 ,α 2 ) n 1 ,n 2 ,q n 1 ,q n 2 (|s − y| η ; x, y) , with the help of the Hölder's inequality, respectively, we get K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ; x, y) − f (x, y)
n 1 ,n 2 ,q 1 ,q 2 (t − x) 2 ; x, y ζ 2 K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (1; x, y)
n 1 ,n 2 ,q 1 ,q 2 (s − y) 2 ; x, y η 2 K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 (1; x, y)
where M is a positive constant, δ (α 1 ) n 1 (x), and δ α 2 n 2 (y) are as in Equations (12) and (13).
Approximation Properties for UK
α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 ( f ) Let X and Y be compact real intervals, we give the following definitions, which can be referred to [18] [19] [20] .
f is B-differentiable function in (x 0 , y 0 ) ∈ X × Y and denoted by D B f (x 0 , y 0 ) if it exists, and the following limit is finite:
is called the GBS operator.
In order to estimate the rate of convergence of UK (α 1 ,α 2 ) n 1 ,n 2 ,q n 1 ,q n 2 ( f ; x, y), we give the following known results. 
be a linear positive operator and UL :
Now, the rate of convergence of UK (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ) to f ∈ C b (I 2 ) is given.
Theorem 7. For f ∈ C b (I 2 ), the following inequality holds:
where M 1 is a positive constant.
Proof. Using Corollary 2, we have K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 (t − x) 2 (s − y) 2 ; x, y = K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 (t − x) 2 ; x, y K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 (s − y) 2 ; x, y = C 1 C 2 [n 1 + 1] q 1 [n 2 + 1] q 2 , applying Theorem 5, we get UK (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ; x, y) − f (x, y)
Therefore, Theorem 7 can be derived by choosing
Finally, the rate of convergence of UK (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ) to f ∈ D b (I 2 ) is given.
, (x, y) ∈ I 2 and n 1 , n 2 > 1, the following inequality holds: 
where M 2 is a positive constant.
Proof. For (x, y), (t, s) ∈ I 2 and i, j ∈ {1, 2}, we have K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 (t − x) 2i (s − y) 2j ; x, y = K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 (t − x) 2i ; x, y K α 1 ,α 2 n 1 ,n 2 ,q 1 ,q 2 (s − y) 2j ; x, y .
Then, using Theorem 6 and Corollary 2, we have UK (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ; x, y) − f (x, y)
, we obtain the desired result of Theorem 8.
Conclusions
In the present paper, a family of bivariate α, q-Bernstein-Kantorovich operators K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ; x, y) and a family of GBS operators of bivariate α, q-Bernstein-Kantorovich type UK (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f (t, s); x, y) are introduced, the degree of approximation for K (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f ; x, y) is investigated by using the definitions of partial moduli of continuity and K-functional, and the rate of convergence of UK (α 1 ,α 2 ) n 1 ,n 2 ,q 1 ,q 2 ( f (t, s); x, y) for B-continuous and B-differentiable functions is also estimated. 
