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Suppose hðzÞ is a holomorphic function of one variable deﬁned on some
rectangle
Q ¼ ða; aÞ  ð0; bÞ
with a weak boundary value at y ¼ 0. It is well known that if the boundary
value bh 2 Lpða; aÞ for some 14p41 then
(1) for any 05c5a, the norms of the traces hð: ; yÞ in Lp½c; c	 are
uniformly bounded as y/ 0þ:Z c
c
jhðxþ iyÞjp dx4C; y & 0;1Work supported in part by CNPq, FINEP and FAPESP.
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ON BOUNDARY PROPERTIES OF SOLUTIONS 447(2) hðxþ iyÞ converges pointwise and nontangentially to bhðxÞ for
almost every x 2 ða; aÞ;
(3) hðxþ iyÞ vanishes identically if bh vanishes on a set of positive
measure;
(4) conversely, if (1) holds, bh 2 Lpðc; cÞ for any 05c5a.
These are just the local versions of very classical properties for
holomorphic functions on the unit disk D. Fatou proved in 1906 [F] that
any bounded holomorphic function f on D has an a.e. nontangential limit
that cannot vanish identically on an arc of @D unless f is identically zero and
that the Poisson integral of a ﬁnite measure has a.e. nontangential limit.
Then Hardy [Ha] initiated the theory of the spaces HpðDÞ in 1915, proving
that the logarithm of the Lp½p;p	 norm of y/ f ðreiyÞ is a convex function
of ln r; 05r51. The weak compactness of the unit ball of Lp implies easily
the validity of (4) for p > 1 but for p ¼ 1}where this argument only yields
that bf is a measure}it is a consequence of the famous F. and M. Riesz
theorem presented in [RR] in 1916 where it is also shown that any f 2 H 1ðDÞ
has an a.e. nontangential limit that cannot vanish identically on a subset of
@D of positive measure unless f is identically zero.
Holomorphic functions are solutions of a complex vector ﬁeld and in this
paper we explore generalizations of these properties for solutions of more
general smooth complex vector ﬁelds in the plane. Our main result, Theorem
3.1 extends the uniform boundedness of the Lp norms (1) to traces of
continuous solutions of any locally solvable, smooth complex vector ﬁeld in
the plane while Theorems 5.1 and 6.1 address, mutatis mutandis, properties
analogous to (2) and (3). The analog of (4) for the relevant value p ¼ 1 was
the subject of [BH1].
The uniform control of Lp norms (1) is a distinctive feature of Hardy
spaces that was preserved in spite of the extraordinary development
undergone by the theory along the century. Present in the original
formulation in connection with boundary values of holomorphic and
harmonic functions, this property was not lost in the real variable
deﬁnition of Hardy spaces HpðRnÞ in terms of maximal functions by Stein
and Weiss, where the Poisson kernel plays a key role. Indeed, the spaces
so deﬁned coincide with the boundary values of solutions of appropriate
elliptic systems deﬁned on Rn  ð0;1Þ for which uniform control in t 2
ð0;1Þ of the LpðRnÞ norm holds}we refer the reader to the books [GR, St]
on this subject}and it seems fair to say that uniform control of norms
for solutions of elliptic equations is not a surprising fact. On the other
hand, uniform control of norms for solutions of equations which
are not necessarily elliptic or even far from elliptic, when integral
representation of solutions in terms of boundary values are not available,
seems new.
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classical tools. Among the former we should mention techniques from
microlocal analysis, speciﬁcally the FBI transform in the fashion developed
in [BCT,T1], the Baouendi–Treves approximation formula [BT] and results
from the L2 theory of operators with Calder !on–Zygmund kernels such as the
boundedness of the Cauchy integral and its related maximal operator. For
instance, in the proof of Theorem 3.1, the Baouendi–Treves formula reduces
the problem to the study of (1) for a sequence of holomorphic functions on
planar domains whose boundaries are not smooth due to the presence of
cusps. At this stage, the more classical theory of Jordan domains with
rectiﬁable boundary as described in Chapter 10 of [Du] comes at hand.
For a holomorphic function h deﬁned on Q as above, the existence of a
distribution trace at y ¼ 0, i.e., the existence of a weak distribution limit for
the traces hð: ; yÞ is equivalent to the property that h be of tempered growth,
i.e., that for some integer N ,
hðxþ iyÞ ¼ OðyN Þ
uniformly for x in compact subsets of ða; aÞ. For continuous solutions of a
general, smooth complex vector ﬁeld
L ¼
@
@y
þ bðx; yÞ
@
@x
this equivalence is no longer valid. Indeed, the equivalence fails even for the
subclass of locally integrable vector ﬁelds (see the examples in Section 1). In
Section 1, we prove that if
L ¼
@
@t
þ
Xn
j¼1
ajðx; tÞ
@
@xj
is a smooth complex vector ﬁeld in U ¼ Bð0; aÞ  ð0; bÞ in Rnþ1; Bð0; aÞ a
ball in Rn; f 2 L1locðU Þ; Lf 2 L
1ðU Þ, and the integralsZ
K
jf ðx; tÞj dx ¼ OðtN Þ
for every K compact in Bð0; aÞ, then limt/ 0þ f ðx; tÞ exists and deﬁnes a
distribution trace at t ¼ 0. Analog of this trace result under more stringent
conditions on f were proved in [BH1, Br]. In Section 2, we study pointwise
convergence of solutions to their Lp boundary values for the class of locally
integrable vector ﬁelds. We recall that a nowhere vanishing planar vector
ﬁeld L is called locally integrable in an open set O if each p 2 O is contained
in a neighborhood which admits a smooth function Z with the properties
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ﬁelds include nonzero real-analytic vector ﬁelds and locally solvable vector
ﬁelds. Note, however, that the class of locally integrable vector ﬁelds is
much larger and we refer the reader to the treatise [T1] for more examples.
For solutions of locally integrable vector ﬁelds, as a substitute for radial
convergence, we describe curves along which a.e. pointwise convergence
holds on the noncharacteristic portion of the boundary. Examples
demonstrate that in general, one cannot get larger sets of approach than
these curves. However, when L is a locally solvable vector ﬁeld, we will show
in Section 5 that the sets of approach for convergence are open sets at the
points where L does not behave like a real vector ﬁeld in the sense made
precise in that section. Finally, in Section 6, we prove a uniqueness result
analogous to the Riesz uniqueness theorem.
1. A THEOREM ON THE EXISTENCE OF TRACES
In this section, we present conditions that guarantee the existence
of a boundary value for solutions of a complex vector ﬁeld. It is well known
(see [H .o, Theorem 3.1.14]) that if h is holomorphic in a rectangle
Q ¼ ða; aÞ  ð0; bÞ, then the traces hð: ; yÞ converge as y/ 0 to a
distribution bhðxÞ iff there exists an integer N such that
jhðxþ iyÞj ¼ OðyN Þ
uniformly for x in compact sets. In the work [Br] the author generalized one
direction of this result to a smooth complex vector ﬁeld
L ¼
@
@t
þ
Xn
j¼1
ajðx; tÞ
@
@xj
as follows:
Theorem (Brummelhuis [Br, Theorem 3.4]). Let X  Rn be open, U an
open neighborhood of X  f0g in Rnþ1; Uþ ¼ U \ R
nþ1
þ . Let L ¼
@
@t þ
Pn
j¼1
ajðx; tÞ @@xj; aðx; tÞ 2 C
1 on X  f0g [ Uþ. Let f 2 C1ðUþÞ such that
(i) Lf 2 L1ðUþÞ;
(ii) for any compact set K  X there exists N ¼ N ðKÞ 2 N, and C ¼
CðKÞ > 0 such that
jf ðx; tÞj4
C
tN
; and jDxf ðx; tÞj4
C
tN
:
Then limt!0 f ðx; tÞ ¼ bf exists in D0ðX Þ.
BERHANU AND HOUNIE450This result in [Br] was improved in our work [BH1] by dropping the
growth condition on Dxf ðx; tÞ and weakening the regularity of f to
continuity. In both references, the function f was assumed to be of
tempered growth as t/ 0þ. In the next theorem, we relax this condition and
assume instead that the integrals of jf ð: ; tÞj over compact subsets are of
tempered growth. We also weaken the regularity assumptions on f and Lf .
This stronger trace result allows us to improve the F. and M. Riesz theorem
we proved in [BH1] (see Corollary 1.3).
Theorem 1.1. Let X  Rn be open, U an open neighborhood of X  f0g
in Rnþ1; Uþ ¼ U \ R
nþ1
þ . Let L ¼
@
@t þ
Pn
j¼1 ajðx; tÞ
@
@xj
; aðx; tÞ 2 C1 on
X [ Uþ. Let f be a locally integrable function on Uþ such that
(i) Lf 2 L1ðUþÞ;
(ii) for any compact set K  X there exists N ¼ N ðKÞ 2 N, and C ¼
CðKÞ > 0 such that Z
K
jf ðx; tÞj dx4
C
tN
; as t! 0:
Then limt!0 f ðx; tÞ ¼ bf exists in D0ðX Þ. Furthermore, if X  ð0; T 	  Uþ,
then the distributions ff ð: ; tÞ : 04t4T g are uniformly bounded in D0ðX Þ.
Before we prove Theorem 1.1, we present two examples where this
theorem can be applied. In both cases, the solution f is not of tempered
growth and so the results of [BH1, Br] quoted above cannot be applied to
deduce the existence of a boundary value.
Example 1.1. Consider the operator with smooth coefﬁcients
L ¼
@
@y
 i
2 expðy2Þ
y3
@
@x
in O ¼ ð1; 1Þ  ð1; 1Þ  R2, set Zðx; yÞ ¼ xþ i expðy2Þ and deﬁne for
y > 0 the function f ðx; yÞ ¼ Z1=2, where we have used the fact that IZ > 0
for y > 0 to deﬁne the fractional power (we take the branch of z/ z1=2 that
is real for z real and positive). For y > 0 we have Lf ¼ 0 and
Z 1
1
jf ðx; yÞj dx4
Z 1
1
1ﬃﬃﬃﬃ
jxj
p 4C
so, by Theorem 1.1, limy!0 f ðx; yÞ ¼ bf exists and it is easy to check that in
fact bf ðxÞ ¼ jxj1=2. On the other hand, jf ð0; yÞj ¼ expðy2=2Þ so f does not
have tempered growth as y ! 0.
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L ¼
@
@y
 i
expðy1Þ
y2
@
@x
in O ¼ ð1; 1Þ  ð1; 1Þ  R2, set Zðx; yÞ ¼ xþ i expðy1Þ and deﬁne for
y > 0 the function f ðx; yÞ ¼ Z1. For y > 0; Lf ¼ 0 andZ 1
1
jf ðx; yÞj dx ¼ Oðy1Þ
so, by Theorem 1.1, limy!0 f ðx; yÞ ¼ bf exists (in fact, bf ðxÞ ¼ pvð1=xÞ
ipdðxÞ). However, jf ð0; yÞj ¼ expð1yÞ.
For a holomorphic function h on the rectangle Q ¼ ða; aÞ  ð0; bÞ, the
function hðxþ iyÞ is of tempered growth as y/ 0þ if and only if the
integrals Z
K
jhðxþ iyÞj dx
are of tempered growth. For solutions of a general complex vector ﬁeld, the
preceding examples indicate that such equivalence is no longer valid. In the
proof of Theorem 1.1, we will use Lemma 1.2. Consider a vector ﬁeld with
smooth coefﬁcients
L ¼
@
@t
þ
Xn
j¼1
ajðx; tÞ
@
@xj
;
deﬁned in a cylinder DðR; T Þ ¼ BRð0Þ  ðT ; T Þ  R
n
x  Rt, where BRð0Þ
denotes the ball fx 2 Rn : jxj5Rg. Let f ðx; tÞ and gðx; tÞ be two measurable
functions in L1locðDðR; T ÞÞ related by
Lf ¼ g in DðR; T Þ ð1:1Þ
in the sense of distributions.
Lemma 1.2. Let L; f ; g be as above. Then there exist a continuous function
F ðtÞ : ðT ; T Þ ! D0ðBRð0ÞÞ and a set E ðT ; T Þ of Lebesgue measure jEj ¼
0 such that
hF ðtÞ;ci ¼
Z
f ðx; tÞcðxÞ dx; t =2 E; c 2 C1c ðBRð0ÞÞ:
Proof. After shrinking slightly DðR; T Þ we may assume that f ; g 2
L1ðDðR; T ÞÞ and, in view of Fubini’s theorem, after modifying f and g on a
BERHANU AND HOUNIE452set of measure zero we may also assume that
R
jf ðx; tÞj dx51 andR
jgðx; tÞj dx51 for all jtj4T . Fix c 2 C1c ðBRð0ÞÞ. For any fðtÞ 2 C
1
c ðT ; T Þ,
(1.1) means that
Z T
T
Z
f ðx; tÞcðxÞ dx
 
f0ðtÞ dt
¼ 
Z T
T
Z
gc
Xn
j¼1
@ðajcÞ
@xj
f ðx; tÞ dx
 !
fðtÞ dt:
The expression between parentheses in the right-hand-side integral is well
deﬁned and deﬁnes for each t a distribution V ðtÞ 2 D0ðBRð0ÞÞ of order one
such that
d
dt
Z
f ðx; tÞcðxÞ dx ¼ hV ðtÞ;ci
in the sense of distributions in ðT ; T Þ. The function t/ hV ðtÞ;ci is
integrable and setting
hW ðtÞ;ci ¼
Z t
0
hV ðsÞ;ci ds;
it follows that
d
dt
Z
f ðx; tÞcðxÞ dx hW ðtÞ;ci
 
¼ 0
in the sense of distributions. Thus, there is a set EðcÞ of measure jEðcÞj ¼ 0
such that Z
f ðt; xÞcðxÞ dx hW ðtÞ;ci ¼ cðcÞ; t =2 EðcÞ: ð1:2Þ
We will now show that c/ cðcÞ is a distribution of order one. It is
easy to see that c/ cðcÞ is linear and if fcjg is a sequence converging
to zero in C1c ðBRð0ÞÞ then hW ðtÞ;cji ! 0 as j!1. Using (1.2) for some
t =2
S
j EðcjÞ we see that cðcjÞ ! 0 when j!1. We may now deﬁne
F ðtÞ by
hF ðtÞ;ci8hW ðtÞ;ci þ cðcÞ ¼
Z t
0
hV ðsÞ;ci dsþ cðcÞ
and it is clear that the right-hand side deﬁnes a distribution of
order one in BRð0Þ that depends continuously on t. Now (1.2) may be
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Z
f ðx; tÞcðxÞ dx ¼ hF ðtÞ;ci; t =2 EðcÞ: ð1:3Þ
We now ﬁx a countable collection of test functions fcjg that is dense in
C1c ðBRð0ÞÞ and conclude that (1.3) holds pointwise for every c 2 C
1
c ðBRð0ÞÞ
and every t =2 E ¼
S
EðcjÞ. This proves the lemma. ]
The fact that F ðtÞ is continuous allows us to deﬁne the trace of f ðx; tÞ at
t ¼ t0 as F ðt0Þ. This trace will, in general, be just a distribution of order one
(a sum of derivatives of order 41 of locally ﬁnite measures) not
representable by a locally integrable function but, for almost all values of
t; F ðtÞ is given by the locally integrable function x/ f ðx; tÞ.
Example 1.3. Consider the Mizohata operator L ¼ @t  it@x in O ¼
ð1; 1Þ  ð1; 1Þ  R2 and set Z ¼ xþ it2=2; f ðx; tÞ ¼ Z1. It is easy to
check that f 2 L1ðOÞ and that Lf ¼ 0 in the sense of distributions. For
t=0; F ðtÞ 2 L1ð1; 1Þ  L1ð1; 1Þ but for t ¼ 0 we have F ð0Þ ¼
pvð1=xÞ  ipdðxÞ =2 L1locð1; 1Þ.
The discussion above shows that f ðx; tÞ and F ðtÞ may be identiﬁed as
distributions in DðR; T Þ. In the sequel, we will write just
R
f ðx; tÞcðxÞ dx for
any value of t, even when the real meaning is hF ðtÞ;ci.
In the next lemma we will need an observation concerning regularizations
of f . Let f ðx; tÞ 2 L1ðDðR; T ÞÞ and consider a bump function c 2 C10 ðBÞ,
where B denotes the ball of radius 1 centered at the origin in Rnþ1, of the
form cðx; tÞ ¼ aðxÞbðtÞ. Assume
R
aðxÞ dx ¼
R
bðtÞ dt ¼ 1, and for d > 0, set
cdðx; tÞ ¼ d
n1cðx=d; t=dÞ ¼ dnaðx=dÞd1bðt=dÞ ¼ adðxÞbdðtÞ. Extending f
as zero outside DðR; T Þ the convolution f *cdðx; tÞ converges to f in
L1ðDðR; T ÞÞ. Furthermore, for any Fðx; tÞ 2 C1c ðDðR; T ÞÞ we have
Z
f *cdðx; tÞFðx; tÞ dx ¼ hF *
ðtÞ
bdðtÞ;Fð; tÞ *
ðxÞ
adi;
where the symbols *
ðxÞ
and *
ðtÞ
indicate convolution in the variables x
and t, respectively. Since F *
ðxÞ
ad converges in C1c ðBRð0ÞÞ to x/Fðt; xÞ
uniformly in t and *
ðtÞ
bd ! F uniformly in the appropriate norm, we may
conclude that
lim
d!0
Z
f *cdðx; tÞFðx; tÞ dx ¼ hF ðtÞ;Fð ; tÞi ¼
Z
f ðx; tÞFðx; tÞ dx
BERHANU AND HOUNIE454Proof of Theorem 1.1. We will use Lemma 1.2 to modify the proof of
Lemma 1.2 in [BH1]. Let f 2 C10 ðX Þ, and T > 0 such that
supp f ½0; T 	  X [ Uþ:
Shrinking T we may assume, without loss of generality, that f and Lf are
integrable on supp f ½e; T 	 for all e > 0. For e50 sufﬁciently small, set
Le ¼
@
@t
þ
Xn
j¼1
ajðx; t þ eÞ
@
@xj
:
Let k 2 N. We will choose fe0; . . . ;f
e
k 2 C
1ðUþÞ such that if
Fk;eðx; tÞ ¼
Xk
j¼0
fejðx; tÞ
tj
j!
;
then
(1) Fk;eðx; 0Þ ¼ fðxÞ, and
(2) jðLeÞ *Fk;eðx; tÞj4Ctk,
where C > 0 depends only on the size of the derivatives of f up to order
k þ 1. In particular, C will be independent of e. Deﬁne fe0ðx; tÞ ¼ fðxÞ. For
j51, write
Le ¼
@
@t
þ Qe x; t;
@
@x
 
and deﬁne
fejðx; tÞ ¼ 
@
@t
fej1ðx; tÞ þ ðQ
eÞ *fej1:
One easily checks that (1) and (2) above hold with these choices of the fej.
We will next use the integration by parts formula of the formZ
uðx; T Þwðx; T Þ dx
Z
uðx; 0Þwðx; 0Þ dx ¼
Z T
0
Z
Rn
ðwPu uP *wÞ dx dt
which is valid for P a vector ﬁeld, u and w in C1ðRn  ½0; T 	Þ and the x-
support of w contained in a compact set in Rn. Note that the x-support of
Fk;eðx; tÞ is contained in the support of fðxÞ. Let c 2 C10 ðB1ð0ÞÞ; cðx; tÞ ¼
aðxÞbðtÞ with
R
a dx ¼
R
b dt ¼ 1, as above, and for d > 0, let cdðx; tÞ ¼
1
dnþ1
c xd;
t
d
 
. For e > 0, set feðx; tÞ ¼ f ðx; t þ eÞ. Observe that if d5e, then
the convolution fe *cdðx; tÞ is C
1 in the region t > 0. In the integration by
parts formula above set uðx; tÞ ¼ fe*cdðx; tÞ; wðx; tÞ ¼ F
k;eðx; tÞ and P ¼ Le.
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X
fe *cdðx; 0ÞfðxÞ dx
¼
Z
X
fe *cdðx; T ÞF
k;eðx; T Þ dx
Z T
0
Z
X
Leðfe *cdÞF
k;e dx dt
þ
Z T
0
Z
X
fe *cdðL
eÞ*Fk;e dx dt: ð1:4Þ
Fix e > 0. Let d! 0þ. Note that fe *cdðx; tÞ converges in L
1 to feðx; tÞ on a
relatively compact neighborhood W of suppf ½0; T 	. Hence
Leðfe *cdÞ ! L
efe
in D0ðW Þ as d! 0þ. Moreover, Lefeðx; tÞ ¼ Lf ðx; t þ eÞ 2 L1. Hence by
Friedrichs’ lemma,
Leðfe *cdÞ ! L
efe
in L1ðW Þ as d! 0þ. Finally, the limit as d! 0 for the ﬁrst integral on the
right-hand side of (1.4) was already discussed. We thus getZ
X
f ðx; eÞfðxÞ dx
¼
Z
X
f ðx; T þ eÞFk;eðx; T Þ dx
Z T
0
Z
X
Lefeðx; tÞFk;eðx; tÞ dx dt
þ
Z T
0
Z
X
feðx; tÞðLeÞ*Fk;eðx; tÞ dx dt: ð1:5Þ
In the third integral on the right, we may integrate ﬁrst with respect to x,
thus obtaining a function of t50; GeðtÞ which is bounded by
jGeðtÞj4
Z
X
jfeðx; tÞðLeÞ*Fk;eðx; tÞj dx4Ctkðt þ eÞ
N4CtkN ;
where C depends only on the derivatives of f up to order k þ 1 and on the
size of its support K ¼ suppðfÞ. Furthermore, for t > 0 we have
lim
e!0
GeðtÞ ¼ lim
e!0
Z
X
feðx; tÞðLeÞ *Fk;eðx; tÞ dx ¼
Z
X
f ðx; tÞL*Fk;0ðx; tÞ dx:
Choose k ¼ N þ 1. By the dominated convergence theorem, as e! 0, this
third integral converges to lime!0
R T
0 GeðtÞ dt ¼
R T
0
R
X fL*F
k;0 dx dt. In the
second integral on the right, note that since Lf 2 L1ðK  ð0; T ÞÞ, as e! 0,
the translates Lefe ¼ ðLf Þe ! Lf in L
1ðK  ð0; T ÞÞ while Fk;e ! Fk;0
BERHANU AND HOUNIE456uniformly. We thus get
hbf ;fi ¼
Z
X
f ðx; T ÞFkðx; T Þ dx
Z T
0
Z
X
LfFk dx dt þ
Z T
0
Z
X
fL *Fk dx dt;
where Fk8Fk;0. From formula (1.5), we also see that there is C > 0
independent of e such that
jhf ð: ; eÞ;fij4C
X
jaj4kþ1
jj@afjjL1 : ] ð1:6Þ
Corollary 1.3. Suppose L ¼ @@t þ aðx; tÞ
@
@x is a smooth locally integrable
vector field in a neighborhood U of the origin in the plane. Let Uþ ¼ U \ R
2
þ,
and suppose f 2 C0ðUþÞ satisfies Lf ¼ 0 in Uþ and for some integer N ,Z
K
jf ðx; tÞj dx ¼ OðtN Þ:
If the trace bf ¼ f ðx; 0Þ is a measure, then it is absolutely continuous with
respect to Lebesgue measure.
The conclusion in this corollary was proved in [BH1] under the stronger
assumptions that jf ðx; tÞj ¼ OðtN Þ and f 2 C1ðUþÞ. However, inspection of
the proof shows that thanks to the formula we have for the trace bf , the
proof in [BH1] goes through with the weaker growth assumption on f , at
least when f 2 C1ðUþÞ. To prove it when f is just continuous, we need to
make some modiﬁcations in the proof of Theorem 3.1 in [BH1]. Using the
notations in [BH1], we will next indicate the changes needed brieﬂy here and
refer the reader to [BH1] for the details. Recall from [BH1] that for z and
z 2 Cn,
Eðz; z; x; tÞ ¼ iz  ðz Zðx; tÞÞ  khziðz Zðx; tÞÞ2:
Modifying the notation in [BH1], for h a continuous function, deﬁne
ghðz; z; x; tÞ ¼ fðxÞhðx; tÞeEðz;z;x;tÞ;
where ðz; zÞ are parameters. If h is C1, then for 05s5t1, we have the analog
of (3.6) in [BH1]:Z
B
ghðz; z; x; sÞ dxZðx; sÞ ¼
Z
B
ghðz; z; x; t1Þ dxZðx; t1Þ þ
Z t1
s
Z
B
dðghdZÞ; ð1:7Þ
where dðghdZÞ ¼ ðhðLfÞ þ ðLhÞfÞeEdt^ dZ. Suppose now f is continuous
and Lh ¼ 0 for t > 0. Then if hj is a sequence of smooth functions converging
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Lf ¼ 0, by Friedrich’s lemma Lhj/ 0 in L2 and hence (1.7) will also be
valid for f ¼ h leading toZ
B
gðz; z; x; sÞ dxZðx; sÞ ¼
Z
B
gðz; z; x; t1Þ dxZðx; t1Þ þ
Z t1
s
Z
B
dðg dZÞ; ð1:8Þ
where
gðz; z; x; tÞ ¼ fðxÞf ðx; tÞeEðz;z;x;tÞ
and
dðg dZÞ ¼ fLfeE dt^ dZ:
Suppose now the integrals
R
K jf ðx; tÞj dx have a tempered growth as in
Theorem 1.1. Then as s/ 0, the integral on the left in (1.8) converges toR
B gðz; z; x; 0Þ dxZðx; 0Þ. We claim that for the directions z of interest in
Theorem 3.1, as s/ 0, the second integral on the right in (1.8) converges toZ t1
0
Z
B
dðg dZÞ:
Indeed, the latter follows from Theorem 1.1 which tells us that the
distributions f ð: ; tÞ are uniformly bounded which in our situation implies an
exponential decay in the x integral. One can then use the dominated
convergence theorem to prove the assertion.
2. ON POINTWISE CONVERGENCE OF SOLUTIONS
TO THEIR TRACES
Suppose L is a never vanishing smooth vector ﬁeld on a domain D in the
plane and f is a smooth solution of Lf ¼ 0 in D with tempered growth as
one approaches a noncharacteristic boundary piece g. Assume that on g the
function f has a weak boundary value bf which is locally integrable. Unlike
the case of the Cauchy Riemann operator, simple examples show that even
when L is real analytic, f may not converge nontangentially to bf . Indeed,
consider the Mizohata vector ﬁeld
L1 ¼
@
@t
 2it
@
@x
:
Let F ðzÞ be a holomorphic function in the semi-disk fz ¼ xþ iy : jzj51; y >
0g with a weak L1 boundary value bF on the x-axis. If F is chosen so that it is
bounded and on a set of full measure in ð1; 1Þ it has no limit in parabolic
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converge nontangentially to its weak limit bF as t tends to 0. The existence
of such F follows from the following more general theorem in [Z].
Theorem 7.44 (Zygmund [Z]). Let C0 be any simple closed curve passing
through z ¼ 1, situated, except for that point, totally inside the circle jzj ¼ 1,
and tangent to the circle at that point. Let Cy be the curve C0 rotated around
z ¼ 0 by an angle y. There is a Blaschke product BðzÞ which, for almost all y0,
does not tend to any limit as z/ expðiy0Þ inside Cy0 .
The preceding theorem shows that even for the C1 and analytic
hypoelliptic vector ﬁeld
L2 ¼
@
@t
 3it2
@
@x
;
we can get bounded solutions f ðx; tÞ ¼ F ðxþ it3Þ with F holomorphic in a
semi-disk in the upper half-plane, bf 2 L1 but f ðx; tÞ does not converge
nontangentially on a subset of full measure in ð1; 1Þ. For both examples L1
and L2, the solutions f ðx; tÞ converge to their boundary values a.e. in certain
cuspidate regions containing the vertical segments fðx; tÞ : t > 0g. However, if
we consider the vector ﬁeld L3 ¼ @@t, and take f ðx; tÞ ¼ bf ðxÞ ¼ the
characteristic function of a Cantor set C of positive measure in an interval
ða; bÞ, the only sets of approach for which f ðx; tÞ ! bf ðxÞ for a.e. x 2 C are
the vertical segments. Therefore, for a general locally integrable vector ﬁeld,
we cannot get sets of approach for convergence larger than curves. In this
section, we prove a.e. convergence along vertical segments to L1 boundary
values for locally integrable vector ﬁelds of the form
L ¼
@
@t
þ aðx; tÞ
@
@x
:
In Section 5, we will prove that when L is a locally solvable vector ﬁeld, at
appropriate points, the sets of approach for a.e. convergence are open sets.
To state our result in an invariant form, let O be a smooth domain in the
plane, L ¼ X þ iY a locally integrable vector ﬁeld near each point of a piece
S of the boundary and f a continuous solution of Lf ¼ 0 in O. Assume that
for some deﬁning function r of O, there exists an integer N such that the line
integrals Z
r¼t
jf j dst ¼ OðtN Þ:
Suppose S is noncharacteristic for L. Then by Theorem 1.1, f has a trace bf
on S. Assume that bf 2 L1ðSÞ. After contracting S around one of its points,
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the restriction of RZ on S has a nonzero differential. For p 2 S,
the set
SðpÞ ¼ fw :RZðwÞ ¼ RZðpÞg
is a curve near p which is transversal to S. Let SþðpÞ denote the part of this
curve lying in O. We will prove:
Theorem 2.1. For almost all p 2 S,
lim
SþðpÞ ] q/p
f ðqÞ ¼ bf ðpÞ:
To prove Theorem 2.1, we ﬁrst ﬂatten S in new coordinates. By
hypotheses, x ¼ RZ and t ¼ r form a change of coordinates near a ﬁxed
point p 2 S which we may assume is mapped to the origin. In these
coordinates, S and L are given by
t ¼ 0; L ¼ lðx; tÞ
@
@t
þ aðx; tÞ
@
@x
 
;
respectively, for some nonvanishing smooth factor l, and the ﬁrst integral
takes the form
Zðx; tÞ ¼ xþ ijðx; tÞ
for some real-valued j. Therefore, Theorem 2.1 follows from
Theorem 2:10. Let
L ¼
@
@t
þ aðx; tÞ
@
@x
be a smooth locally integrable complex vector field in the subset U ¼
ðr; rÞ  ðT ; T Þ of the plane. Assume f is continuous on Uþ ¼ ðr; rÞ 
ð0; T Þ and Lf ¼ 0 in Uþ. Suppose for any compact set K  ðr; rÞ there
exists N ¼ N ðKÞ 2 N, and C ¼ CðKÞ > 0 such thatZ
K
jf ðx; tÞj dx4
C
tN
as t! 0þ
and the boundary value bf 2 L1ðr; rÞ. Then
lim
t!0
f ðx; tÞ ¼ bf ðxÞ
a.e. in ðr; rÞ:
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necessarily locally integrable vector ﬁeld.
Lemma 2.2. Let
L ¼
@
@t
þ
Xn
j¼1
bjðx; tÞ
@
@xj
be smooth on a neighborhood U ¼ Bð0; aÞ  ðT ; T Þ of the origin in Rnþ1 with
Bð0; aÞ ¼ fx 2 Rn : jxj5ag. We will assume that the coefficients bjðx; tÞ; j ¼
1; . . . ; n vanish on F  ½0; T Þ, where F  Bð0; aÞ is a closed set. Assume that f
is continuous on Uþ ¼ Bð0; aÞ  ð0; T Þ, satisfies Lf ¼ 0 in Uþ and for any
compact set K  Bð0; aÞ, there exists N ¼ N ðKÞ 2 N, and C ¼ CðKÞ > 0
such that Z
K
jf ðx; tÞj dx4
C
tN
as t! 0þ
and bf 2 L1ðBð0; aÞÞ. Then pointwise,
lim
t!0
f ðx; tÞ ¼ bf ðxÞ a:e: on F :
Remark. The existence of a distribution boundary value bf was proved
in Theorem 1.1.
In the proof of this lemma, we will use another lemma which we will ﬁrst
prove.
Lemma 2.3. Let
L ¼
@
@t
þ
Xn
j¼1
ajðx; tÞ
@
@xj
be a smooth complex vector field on an open set U ¼ Bð0; rÞ  ð0; T Þ in Rnþ1.
Assume f is continuous in U and satisfies Lf ¼ 0 in U . Suppose ajð0; tÞ ¼ 0
for all j and for all t 2 ð0; T Þ. Then f ð0; tÞ is constant.
Proof. Let fðxÞ 2 C10 ðBð0; 1ÞÞ such that the sequence feðxÞ ¼
1
en fð
x
eÞ
forms an approximate identity family. Using Lf ¼ 0 and integration by
parts, for any 05a5b5T , we have
Z
f ðx; bÞfeðxÞ dx
Z
f ðx; aÞfeðxÞ dx ¼ 
Z b
a
Z
Rn
f ðx; tÞLtfeðxÞ dx dt: ð2:1Þ
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therefore sufﬁces to show that the right-hand side converges to 0. We writeZ b
a
Z
Rn
f ðx; tÞLtfeðxÞ dx dt ¼
Z b
a
Z
Rn
ðf ðx; tÞ  f ð0; tÞÞLtfeðxÞ dx dt
þ
Z b
a
Z
Rn
f ð0; tÞLtfeðxÞ dx dt:
Note that
Z b
a
Z
Rn
f ð0; tÞLtfeðxÞ dx dt ¼ 
Z b
a
f ð0; tÞ
Xn
j¼1
Z
Rn
@
@xj
ðajfeðxÞÞ dx
 !
dt ¼ 0
since feðxÞ has compact support. We now estimate the other termZ b
a
Z
Rn
ðf ðx; tÞ  f ð0; tÞÞLtfeðxÞ dx dt


4
Z b
a
Z
Rn
ðf ðx; tÞ  f ð0; tÞÞ divðaÞfeðxÞ dx dt


þ
X
j
Z b
a
Z
jxj4e
ðf ðx; tÞ  f ð0; tÞÞaj
@fe
@xj
dx dt


4CoðeÞ þ CoðeÞ
1
enþ1
Z
jxj4e
jxj dx
4C1oðeÞ;
where in the second inequality we have used the vanishing of the ajð0; tÞ and
used the notation oðeÞ ¼ sup jf ðx; tÞ  f ð0; tÞj on Bð0; eÞ  ½a; b	. Since f is
continuous, it follows that oðeÞ ! 0 and hence f ð0; tÞ is constant. ]
Proof of Lemma 2.2. By Lemma 2.3, for any x 2 F ; f ðx; tÞ ¼ f ðx; T Þ. We
therefore have to show that bf ðxÞ ¼ f ðx; T Þ a.e. in F . We recall from [BH1]
(see the proof of Lemma 3.3) that for any f 2 C1c ðBð0; aÞÞ, and any k 2 N, we
can choose smooth functions f0; . . . ;fk with the properties that if
Fjðx; tÞ ¼
Xj
l¼0
flðx; tÞ
tl
l!
for j4k;
then
(1) Fjðx; 0Þ ¼ fðxÞ, and
(2) LtFjðx; tÞ ¼
fjþ1
j!
tj.
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form
fjðx; tÞ ¼
X
jaj4j
caðx; tÞDaxfðxÞ;
where the ca are smooth and satisfy the estimate
jcaðx; tÞj4Cdðx; F Þ
jaj; ð2:2Þ
where dðx; F Þ denotes the distance from x to F . The constant C in (2.2) is
independent of the fj since the ca are obtained from the coefﬁcients bjðx; tÞ
of L by means of algebraic operations and differentiations. The proof of
Theorem 1.1 also shows us that
hbf ;fi ¼
Z
Bð0;aÞ
f ðx; sÞFkðx; sÞ dxþ
Z s
0
Z
Bð0;aÞ
f ðx; tÞLtFkðx; tÞ dx dt ð2:3Þ
if we choose k ¼ N þ 1. Let K  F be a compact set. Choose smooth
functions 04feðxÞ41 in C
1
c ðBð0; aÞÞ satisfying: (1) feðxÞ ¼ 1 for x 2 K; (2)
feðxÞ ¼ 0 if dðx;KÞ > e; and (3) jD
a
xfeðxÞj4Aae
jaj. Thus feðxÞ converges
pointwise to the characteristic function of K and for jaj > 0; DafeðxÞ ! 0.
Let c 2 C1c ðBð0; aÞÞ and apply (2.3) to f ¼ fec to get
hbf ;feci ¼
Z
Bð0;aÞ
f ðx; sÞFk;eðx; sÞ dxþ
Z s
0
Z
Bð0;aÞ
f ðx; tÞLtFk;eðx; tÞ dx dt: ð2:4Þ
Since the sequence fec is uniformly bounded, converges pointwise
to cðxÞwK ðxÞ, and bf is integrable, by the dominated convergence theorem,
hbf ;feci !
Z
K
bf ðxÞcðxÞ dx as e! 0:
We consider next the ﬁrst integral on the right in (2.4):
Z
Bð0;aÞ
f ðx; sÞFk;eðx; sÞ dx ¼
Xk
j¼0
Z
Bð0;aÞ
f ðx; sÞfejðx; sÞ
sj
j!
dx: ð2:5Þ
Recall that
fejðx; sÞ ¼
X
jaj4j
caðx; sÞDaxðfeðxÞcðxÞÞ
¼
X
jaj4j
X
b4a
ca;bðx; sÞDbxfeðxÞD
ab
x cðxÞ: ð2:6Þ
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jca;bðx; sÞDbxfeðxÞD
ab
x cðxÞj4Cdðx; F Þ
jajjDbxfeðxÞj
4Cdðx;KÞjajjDbxfeðxÞj
4Cejajjbj: ð2:7Þ
Hence such terms go to 0 as e! 0. Therefore, we only need to look at the
contribution of X
jaj4j
caðx; sÞðDaxfeðxÞÞcðxÞ:
In this latter sum, when jaj51, the term
caðx; sÞðDaxfeðxÞÞcðxÞ ! 0
pointwise and the sequence is uniformly bounded independently of e.
Therefore, by the dominated convergence theorem,Z
caðx; sÞDaxfeðxÞcðxÞf ðx; sÞ dx! 0 as e! 0:
It follows that when j51,
lim
e!0
Z
Bð0;aÞ
f ðx; sÞfejðx; sÞ
sj
j!
dx ¼ lim
e!0
Z
Bð0;aÞ
f ðx; sÞfeðxÞcðxÞc0ðx; sÞs
j dx
¼
Z
K
f ðx; sÞcðxÞc0ðx; sÞ dx
 
sj
¼
Z
K
f ðx; T ÞcðxÞc0ðx; sÞ dx
 
sj; ð2:8Þ
where we used Lemma 2.3 in the last equation. Since fe0ðx; sÞ ¼ feðxÞcðxÞ,
from (2.5) and (2.8) we see that
lim
e!0
Z
Bð0;aÞ
f ðx; sÞFk;eðx; sÞ dx ¼ lim
e!0
Z
Bð0;aÞ
f ðx; T ÞfeðxÞcðxÞ dxþ OðsÞ
¼
Z
K
f ðx; T ÞcðxÞ dxþ OðsÞ: ð2:9Þ
Consider next the double integral in (2.4). Since
LtFk;eðx; tÞ ¼
fekþ1t
k
k!
; k ¼ N þ 1
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0
Z
Bð0;aÞ
f ðx; tÞLtFk;eðx; tÞ dx dt ¼ Oðs2Þ: ð2:10Þ
Finally from (2.4), (2.9), and (2.10), we getZ
K
bf ðxÞcðxÞ dx ¼
Z
K
f ðx; T ÞcðxÞ dxþ OðsÞ:
Letting s! 0 in the latter, we conclude that bf ðxÞ ¼ f ðx; T Þ a.e. in K and
hence in F . ]
Proof of Theorem 2:10. We may assume that L has a smooth ﬁrst integral
Z with the property that LZ ¼ 0 in U and the differential dZðx; tÞ=0 at every
point in U . We may in fact assume that Zðx; tÞ ¼ xþ ifðx; tÞ, where f is real
valued, fð0; 0Þ ¼ 0; Dxfð0; 0Þ ¼ 0 and D2xfð0; 0Þ ¼ 0. Let
E ¼ fx 2 ðr; rÞ : 9 e > 0 with fðx; tÞ  fðx; 0Þ 8t 2 ½0; e	g:
Then by Lemma 2.2, for almost all points in E; limt!0 f ðx; tÞ ¼ bf ðxÞ.
Consider therefore a point x0 =2 E, say x0 ¼ 0 =2 E. Then there exists a
sequence tj decreasing to zero such that fð0; tjÞ=0. After decreasing r and T ,
by the boundary analog of the Baouendi–Treves approximation theorem
(see [T2, Theorem 3.1]), there is a sequence of entire functions Pk such that
PkðZðx; tÞÞ ! f ðx; tÞ in the sense of distributions on Uþ ¼ ðr; rÞ  ð0; T Þ. If
there are two sequences fsjg and fykg both converging to 0 with fð0; sjÞ > 0
and fð0; ykÞ50, then the image ZðUþÞ will contain a ball B centered at
Zð0; 0Þ ¼ 0 on which the entire functions Pk will converge uniformly to a
holomorphic function H and so f ðx; tÞ ¼ H ðZðx; tÞÞ will in fact be smooth up
to t ¼ 0. Indeed, this latter assertion follows for a C1f since Theorem 3.1 in
[T2] guarantees uniform convergence on compact subsets of Uþ ¼ ðr; rÞ 
ð0; T Þ for such solutions. In the general case, we can use the representation
formula of Theorem 6.4 in [T2] to express f as Qh where h is a C1 solution
and Q is a second-order elliptic differential operator which maps solutions
to solutions. We can then get a holomorphic function G on the ball B such
that hðx; tÞ ¼ GðZðx; tÞÞ and so from the form of the operator Q; f will also
equal P ðZðx; tÞÞ for some holomorphic function P on B. We may therefore
assume that fð0; tÞ does not change sign on some interval ½0; T 	. Without loss
of generality, we may assume that
fð0; tÞ50 for t 2 ½0; T 	: ð2:11Þ
We also have a sequence tj converging to 0 where now fð0; tjÞ > 0 for all j.
By Theorem 3.1 in [BH1], it follows that at the origin, the FBI transform
ON BOUNDARY PROPERTIES OF SOLUTIONS 465(with Zðx; 0Þ as phase) of bf ðxÞ decays exponentially in a complex conic
neighborhood of the convector ð0;1Þ. By Theorem 2.2 in [BCT], there
exists an interval centered at the origin which we will continue to denote by
ðr; rÞ, a number d > 0 and a holomorphic function F of tempered growth
deﬁned on the open set
Q ¼ fZðx; 0Þ þ iZxðx; 0Þv : x 2 ðr; rÞ; 05v5dg
such that for any c 2 C1c ðr; rÞ,Z
bf ðxÞcðxÞ dx ¼ lim
v!0
Z
F ðZðx; 0Þ þ iZxðx; 0ÞvÞcðxÞ dx:
Since bf is a locally integrable function, as is well known, the holomorphic
function F converges nontangentially to bf ðxÞ almost everywhere (see for
example, [BH2, Corollary 1.1]). We may assume that 0 is a point where this
convergence holds. Let M be a vector ﬁeld for which the function
Z1ðx; tÞ ¼ Zðx; 0Þ þ iZxðx; 0Þt is a ﬁrst integral. Note that the function
F ðZ1ðx; tÞÞ is a solution of M for x near 0 and t > 0. We can therefore apply
the boundary version of the approximation theorem both to M with the
solution F ðZ1ðx; tÞÞ and to L with the solution f ðx; tÞ to deduce the following:
for ðx; tÞ 2 ða; aÞ  ð0; rÞ; a and r sufﬁciently small, in the distribution
sense:
f ðx; tÞ ¼ lim
t!1
t
p
 1=2 Z
W
etðZðx;tÞZðy;0ÞÞ
2
bf ðyÞgðyÞ dZðy; 0Þ
and likewise
F ðZ1ðx; tÞÞ ¼ lim
t!1
t
p
 1=2 Z
W
etðZ1ðx;tÞZðy;0ÞÞ
2
bf ðyÞgðyÞ dZðy; 0Þ;
where g is a smooth function supported in some neighborhood of 0,
identically equal to 1 near 0. In the above limits, we have taken advantage of
the fact that Zðx; 0Þ  Z1ðx; 0Þ. We observe that the second limit is valid since
the x derivative of Z1ðx; 0Þ at 0 is 1 (see [T2, Theorem 3.1]). These formulas
show that there exist entire functions PtðzÞ such that in the distribution sense,
f ðx; tÞ ¼ lim
t!1
PtðZðx; tÞÞ and F ðZ1ðx; tÞÞ ¼ lim
t!1
PtðZ1ðx; tÞÞ:
We observe that since the vector ﬁeld M is elliptic near the origin, PtðZ1ðx; tÞÞ
converges uniformly on compact subsets of ða; aÞ  ð0; rÞ to F ðZ1ðx; tÞÞ.
Recall now that
lim
t!0
F ðZ1ð0; tÞÞ ¼ lim
t!0
F ðitÞ ¼ bf ð0Þ:
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jF ðifð0; tÞÞ  bf ð0Þj5e:
Let 05s5d. We consider two cases on ftð0; sÞ. Assume ﬁrst that ftð0; sÞ=0.
Then the vector ﬁeld L is elliptic at ð0; sÞ and hence the sequence PtðZðx; tÞÞ
converges uniformly to f ðx; tÞ near ð0; sÞ. In particular,
lim
t!1
PtðZð0; sÞÞ ¼ f ð0; sÞ:
If in addition, fð0; sÞ > 0, then
f ð0; sÞ ¼ lim
t!1
PtðZð0; sÞÞ ¼ lim
t!1
PtðZ1ð0;fð0; sÞÞÞ ¼ F ðifð0; sÞÞ:
Hence,
jf ð0; sÞ  bf ð0Þj5e:
If fð0; sÞ ¼ 0, then since ftð0; sÞ=0, there exists y arbitrarily close to s
where fð0; yÞ > 0 and ftð0; yÞ=0 and so as we already saw, we will still
have jf ð0; sÞ  bf ð0Þj5e. Suppose now ftð0; sÞ ¼ 0. If s is in the closure
of
fy : 05y5d;ftð0; yÞ=0g;
then by the ﬁrst case and continuity of f ; jf ð0; sÞ  bf ð0Þj5e. If s is not in
the closure of this set, then since there is a sequence tj ! 0 where fð0; tjÞ > 0
and fð0; 0Þ ¼ 0, we can ﬁnd y 2 ð0; sÞ such that ftð0; tÞ ¼ 0 on the interval
ðy; sÞ, and y the minimum such. By Lemma 2.3, we will then have
f ð0; sÞ ¼ f ð0; yÞ. Hence, in this case too we get
jf ð0; sÞ  bf ð0Þj ¼ jf ð0; yÞ  bf ð0Þj5e: ]
3. LOCALLY SOLVABLE VECTOR FIELDS AND HARDY SPACES
We recall ﬁrst the class of locally solvable vector ﬁelds (see [NT, T1]):
Definition 3.0. Let L be a smooth vector ﬁeld deﬁned on an open set
O  R2; p 2 O. L is said to be locally solvable at p if there exists a
neighborhood U ¼ U ðpÞ such that for every f 2 C1ðOÞ there exists u 2
D0ðOÞ such that the equation Lu ¼ f holds in U . If L is locally solvable at
every point p 2 O we say that L is locally solvable in O.
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L ¼
@
@y
þ aðx; yÞ
@
@x
which is locally solvable on a neighborhood of the rectangle
Q ¼ ½a; a	  ½b; b	. Since our viewpoint is local and locally solvable
vector ﬁelds are known to be locally integrable [T1], we will assume without
loss of generality that there is a smooth real function jðx; yÞ deﬁned on a
neighborhood of Q such that Zðx; yÞ ¼ xþ ijðx; yÞ is a ﬁrst integral of L, i.e.,
LZ ¼ 0 or, equivalently, aðx; yÞ ¼ ijyðx; yÞ=ð1þ ijxðx; yÞÞ. Furthermore,
it is convenient for technical reasons to assume as well that jð0; 0Þ ¼
jxð0; 0Þ ¼ 0 and
j xðx; yÞj5
1
2
on a neighborhood of Q: ð3:1Þ
It is well known that the local solvability of L is equivalent to the fact that L
satisﬁes the Nirenberg–Treves condition ðPÞ [NT, T1] and this reﬂects on the
behavior of j in the following way:
for every x 2 ½a; a	 the map ½b; b	 ] y/jðx; yÞ is monotone:
We can now state the main result of this paper:
Theorem 3.1. Suppose L is locally solvable on ða0; a0Þ  ðb0; b0Þ; f is
continuous and is a weak solution of Lf ¼ 0 in the rectangle ða0; a0Þ  ð0; b0Þ
for some a0 > a; b0 > b. Assume that there is a positive integer N such that
for each K compact in ða0; a0Þ;
R
K jf ðx; yÞj dx ¼ Oðy
N Þ. Suppose the
boundary value of f at y ¼ 0; bf 2 Lpða0; a0Þ for some 14p41. Then
for any a5a0, the norms of the traces f ð: ; yÞ in Lp½a; a	 are uniformly
bounded as y/ 0þ.
The proof of Theorem 3.1 will occupy most of the rest of the paper. We
begin by deﬁning
mðxÞ ¼ min
04y4b
jðx; yÞ; MðxÞ ¼ max
04y4b
jðx; yÞ; a4x4a:
Thus, the function Zðx; yÞ takes the rectangle Q ¼ ½a; a	  ½0; b	 onto
ZðQÞ ¼ fxþ iZ :  a4x4a; mðxÞ4Z4MðxÞg:
The interior of ZðQÞ is
fxþ iZ :  a5x5a; mðxÞ5Z5MðxÞg;
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x 2 ða; aÞ. The case of an empty interior corresponds to the uninteresting
and trivial case in which j is independent of y and L ¼ @y so we will assume
from now on that jy does not vanish identically for y > 0 which in
particular implies that ZðQþÞ has nonempty interior. Every connected
component U of the interior of ZðQþÞ is of the form
U ¼ fxþ iZ : a5x5b; mðxÞ5Z5MðxÞg;
where ða;bÞ is a connected component of the open set fx 2 ða; aÞ :
MðxÞ > mðxÞg. Notice that, by the very deﬁnition of U , it follows that
MðaÞ ¼ mðaÞ unless a ¼ a, andMðbÞ ¼ mðbÞ unless b ¼ a. We will focus our
attention on the case where a5a5b5a, soMðaÞ ¼ mðaÞ andMðbÞ ¼ mðbÞ.
Notice that, because for every x 2 ða; bÞ the map y/jðx; yÞ is monotone
and not constant, it is clear that either jyðx; yÞ50 for all x 2 ða; bÞ and jyj4b
or jyðx; yÞ40 for all x 2 ða; bÞ and jyj4b. From now on we will assume that
the ﬁrst possibility occurs, i.e., that jy50 on ½a;b	  ½b; b	. Hence,
MðxÞ ¼ jðx; bÞ and mðxÞ ¼ jðx; 0Þ; a4x4b:
Thus, U is a bounded region lying between two smooth graphs and its
boundary @U is smooth except at the two endpoints ða;MðaÞÞ and ðb;MðbÞÞ.
Note that U has a rectiﬁable boundary of length bounded by
j@U j4
Z b
a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ j2xðx; bÞ
q
dxþ
Z b
a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ j2xðx; 0ÞðxÞ
q
dx
4 2ðb aÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ sup
Q
jrjj2
r
¼ Kðb aÞ:
We will ﬁrst show that our solution f determines a holomorphic function
F on U such that f ðx; yÞ ¼ F ðZðx; yÞÞ. In order to see this we set, for small
e > 0 and big t > 0,
Et;ef ðx; yÞ ¼ ðt=pÞ
1=2
Z
R
et½Zðx;yÞZðx
0;eÞ	2f ðx0; eÞhðx0ÞZxðx0; 0Þ dx0: ð3:2Þ
Here hðx0Þ 2 C1c ða
0; a0Þ is a test function identically equal to 1 on a
neighborhood of ½a; a	. Thanks to assumption (3.1), the proof of the
Baouendi–Treves approximation theorem [BT] implies that, for ﬁxed e; Et;e
f ðx; yÞ ! f ðx; yÞ uniformly on the rectangle Re given by jxj4a; e4y4b,
provided b is small enough (to be more speciﬁc, provided b supjrjj  1)
which we could have assumed from the start. Formula (3.2) may be written
as Et;ef ðx; yÞ ¼ Ft;eðZðx; yÞÞ where Ft;e is an entire function. If we take a
sequence tk !1, we conclude that Ftk ;e is uniformly Cauchy on compact
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Fe which is holomorphic on
Ue ¼ fðxþ iZÞ : a5x5b; jðx; eÞ5Z5MðxÞg
and continuous on
fðxþ iZÞ : a5x5b; jðx; eÞ4Z4MðxÞg:
Thus, FeðZðx; yÞÞ ¼ f ðx; yÞ on a5x5b; e4y5b, and Fe is an extension of Fe0
if 05e5e0 are small. As e& 0 we obtain a holomorphic function F deﬁned
on ZðU Þ such that f ðx; yÞ ¼ F ðZðx; yÞÞ. We will study the boundary limits of
F in U . Since F is continuous on the graph G of MðxÞ; a5x5b, it is
apparent that the boundary value bF of F in G is given by bF ðxþ iMðxÞÞ
¼ bF ðxþ ijðx; bÞÞ ¼ f ðx; bÞ and we need only worry about the behavior of F
when approaching the lower part g of @U given by the graph Z ¼ jðx; 0Þ. We
now recall the deﬁnition of a Hardy space (see [Du]) for a domain with
rectiﬁable boundary.
Definition 3.1. For 14p51, a holomorphic function g on a bounded
domain D with rectiﬁable boundary is said to be in EpðDÞ if there exists a
sequence of rectiﬁable curves Cj in D tending to bD in the sense that the Cj
eventually surround each compact subdomain of D, such thatZ
Cj
jgðzÞjp j dzj4M51:
The norm of g 2 EpðDÞ is deﬁned as
jjgjjpEpðDÞ ¼ inf sup
j
Z
Cj
jgðzÞjp j dzj;
where the inf is taken over all sequences of rectiﬁable curves Cj in D tending
to @D.
Lemma 3.2. Let F be holomorphic on U such that f ðx; yÞ ¼ F ðZðx; yÞÞ.
Then F is in the Hardy space EpðU Þ.
Proof. Deﬁne a function h on @U by setting it as
hðxþ ijðx; bÞÞ ¼ f ðx; bÞ; hðxþ ijðx; 0ÞÞ ¼ bf ðxÞ:
Observe that F 2 E1ðU Þ if there is H 2 E1ðU Þ such that almost everywhere on
@U , the nontangential limit of H equals h. Indeed in that case, by Privalov’s
theorem, H will agree with F . According to Theorem 10.4 in [Du],
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bU
znhðzÞ dz ¼ 0; n ¼ 0; 1; 2; . . . : ð3:3Þ
In our case, it is clear that (3.3) will hold if we show it holds for n ¼ 0. The
case n ¼ 0 is equivalent to showing thatZ
bA
f ðx; yÞ dZðx; yÞ ¼ 0; ð3:4Þ
where Zðx; yÞ is the ﬁrst integral of L deﬁned above, and
A ¼ ða;bÞ  ð0; bÞ:
In integral (3.4), we have set f ðx; 0Þ ¼ bf . Note next that (3.4) holds if in the
path bA the segment ða;bÞ  0 is replaced by ða;bÞ  feg, for some e > 0. In
particular, this means that the integralsZ
ða;bÞ
f ðx; eÞ dZ
have a limit as e! 0. Moreover, we also conclude that (3.4) will hold
provided that
lim
e!0
Z
ða;bÞ
f ðx; eÞ dZ ¼
Z
ða;bÞ
bf ðxÞ dZ: ð3:5Þ
Thus in order to prove that F 2 E1ðU Þ, it is sufﬁcient to prove (3.5). Since
jða; tÞ is constant for t > 0, we know that f ða; tÞ is constant. Without loss of
generality, we may assume that f ða; tÞ  0. Deﬁne then gðx; tÞ ¼ f ðx; tÞ when
x > a and gðx; tÞ ¼ 0 when x4a. The function g is continuous, Lg ¼ 0 and for
K compact in x-space,Z
K
jgðx; tÞj dx ¼ OðtN Þ as t! 0þ:
By Theorem 1.1, limt!0þ gðx; tÞ ¼ bg exists in the sense of distributions on
ða; aÞ. We will next show that
bg ¼ waðxÞbf ðxÞ;
where waðxÞ denotes the characteristic function of ða; aÞ. Fix f 2 C
1
0 ða; aÞ.
Recall from the proof of Theorem 1.1 that there is a smooth function
FN ðx; tÞ such that
FN ðx; 0Þ ¼ fðxÞ; jLtFN ðx; tÞj4CtN
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hbg;fi ¼
Z a
a
f ðx; bÞFN ðx; bÞ dx
Z b
0
Z a
a
f ðx; tÞLtFN ðx; tÞ dx dt: ð3:6Þ
For each e > 0, let ceðxÞ 2 C
1
0 ða e; aÞ such that
(1) ceðxÞ  1 on supp f\ ða; aÞ;
(2) jDkceðxÞj4
ck
ek
.
Clearly, Z a
a
bf ðxÞfðxÞ dx ¼ lim
e!0
Z a
a
bf ðxÞceðxÞfðxÞ dx: ð3:7Þ
For the integrals on the right of (3.7) we can use Theorem 1.1 to getZ a
a
bf ðxÞceðxÞfðxÞ dx ¼
Z a
a
f ðx; bÞFNe ðx; bÞ dx

Z b
0
Z a
a
f ðx; tÞLtFNe ðx; tÞ dx dt: ð3:8Þ
In the preceding expression, the function FNe ðx; tÞ is chosen using the
proof of Lemma 3.3 in [BH1]. Indeed we recall from that lemma that for
each e > 0 and k a nonnegative integer, there are smooth functions fejðx; tÞ
such that
fe0ðx; tÞ ¼ ceðxÞfðxÞ
and if
Fke ðx; tÞ ¼
Xk
j¼0
fejðx; tÞ
tj
j!
;
(1) LtFjeðx; tÞ ¼ f
e
jþ1ðx; tÞ
tj
j! and
(2) fejðx; tÞ ¼
P
m4j cmðx; tÞD
m
x ðceðxÞfðxÞÞ,
where cmðx; tÞ are smooth functions independent of e and cmðx; tÞ ¼
Oððx aÞmÞ. We also have smooth functions fjðx; tÞ such that
f0ðx; tÞ ¼ fðxÞ
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Fkðx; tÞ ¼
Xk
j¼0
fjðx; tÞ
tj
j!
;
then
(1) LtFjðx; tÞ ¼ fjþ1ðx; tÞ
tj
j! and
(2) fjðx; tÞ ¼
P
m4j cmðx; tÞD
m
x ðfðxÞÞ.
We consider now the ﬁrst integral on the right in (3.8).Z a
a
f ðx; bÞFNe ðx; bÞ dx
¼
XN
j¼0
Z a
a
f ðx; bÞfejðx; bÞ
bj
j!
dx
¼
XN
j¼0
X
m4j
Z a
a
f ðx; bÞcmðx; bÞDmx ðceðxÞfðxÞÞ
bj
j!
dx
¼
XN
j¼0
X
m4j
X
k4m
m
k
 !Z a
a
f ðx; bÞcmðx; bÞDkxceðxÞD
mk
x fðxÞ
bj
j!
dx:
In the terms above, when k > 0,
jcmðx; bÞDkxceðxÞD
mk
x fðxÞj4Ce
mk
and the support of the integrand is contained in the interval ða e; aÞ.
Hence, as e! 0þ, such terms go to 0 while the term with k ¼ 0 converges
to
XN
j¼0
X
m4j
Z a
a
f ðx; bÞcmðx; bÞDmx ðfðxÞÞ
bj
j!
dx ¼
XN
j¼0
Z a
a
f ðx; bÞfjðx; bÞ
bj
j!
dx
¼
Z a
a
f ðx; bÞFN ðx; bÞ dx:
Therefore, we get
lim
e!0
Z a
a
f ðx; bÞFNe ðx; bÞ dx ¼
Z a
a
f ðx; bÞFN ðx; bÞ dx ð3:9Þ
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second integral on the right in (3.8).
Z b
0
Z a
a
f ðx; tÞLtFNe ðx; tÞ dx dt
¼
Z b
0
Z a
a
f ðx; tÞfeNþ1ðx; tÞ
tN
N !
dx dt
¼
X
m4Nþ1
Z b
0
Z a
a
f ðx; tÞcmðx; tÞDmx ðceðxÞfðxÞÞ
tN
N !
dx dt
¼
X
m4Nþ1
X
k4m
Z b
0
Z a
a
f ðx; tÞcmðx; tÞ
m
k
 !
DkxceD
mk
x f
tN
N !
dx dt:
Again note that when k > 0,
jcmðx; bÞDkxceðxÞD
mk
x fðxÞj4Ce
mk ;
the x-support of the integrand is contained in ða e; aÞ, and recall that
f ðx; tÞtN is integrable. It follows that as before, as e! 0þ such terms go to 0
and we get
lim
e!0
Z b
0
Z a
a
f ðx; tÞLtFNe ðx; tÞ dx dt ¼
Z b
0
Z a
a
f ðx; tÞLtFN ðx; tÞ dx dt; ð3:10Þ
which is the same as the second integral on the right in (3.6). From
(3.8)–(3.10) we concludeZ a
a
bf ðxÞfðxÞ dx
¼
Z a
a
f ðx; bÞFN ðx; bÞ dx dt þ
Z b
0
Z a
a
f ðx; tÞLtFN ðx; tÞ dx dt: ð3:11Þ
We have thus shown that bgðxÞ ¼ waðxÞbf ðxÞ which implies that for any
f 2 C1c ða; aÞ,
lim
e!0
Z a
a
f ðx; eÞfðxÞ dx ¼
Z a
a
bf ðxÞfðxÞ dx:
Since jðb; tÞ  0 for t > 0, similar arguments imply that
lim
e!0
Z a
b
f ðx; eÞfðxÞ dx ¼
Z a
b
bf ðxÞfðxÞ dx:
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proved that F 2 E1ðU Þ. Hence by Theorem 10.4 in [Du], F has a
nontangential limit bF almost everywhere on @U and that it can be
expressed as the Cauchy transform, F ¼ CþðbF Þ. But bF ¼ h 2 Lpð@U Þ.
Therefore, F 2 EpðU Þ. ]
4. END OF THE PROOF OF THEOREM 3.1
4.1. Bell-Shaped Regions and Hardy Spaces
Consider a bounded region O C satisfying the condition that there is
a ¼ aðOÞ > 0 with the property that almost every point p in the boundary
admits a nonempty nontangential approach subregion
GaðpÞ ¼ fz 2 O : jz pj5ð1þ aÞ distðz; @OÞg; ð4:1Þ
that is, for a.e. p 2 @O; GaðpÞ is open and p is in the closure of GaðpÞ. This
condition is satisﬁed, for instance, if O is a bounded, simply connected
region with rectiﬁable boundary. For this class of regions it is possible to
deﬁne a class of Hardy spaces as follows [L]:
Definition 4.1. Let O  C be a bounded domain with a rectiﬁable
boundary and let u be a function deﬁned on O. The nontangential maximal
function of u; u* and the nontangential limit of u; uþ are deﬁned as follows:
u* ðpÞ ¼ sup
z2GaðpÞ
juðzÞj a:e: p 2 @O;
uþðpÞ ¼ lim
z!p;z2GaðpÞ
uðzÞ a:e: p 2 @O;
provided that the above limit exists.
Definition 4.2. For 14p51 the Hardy space is deﬁned by
HpðOÞ ¼ ff 2 OðOÞ : f * 2 Lpð@OÞg;
where OðOÞ denotes the holomorphic functions on O.
Our aim is to prove that EpðOÞ ¼ HpðOÞ for a particular class of domains
O that includes the domain U of Lemma 3.2. Let us point out that if O is the
unit disk it is classical that both classes of Hardy spaces coincide and this
fact implies}by the Riemann mapping theorem}that the same happens
when O has smooth boundary. More generally, it is proved in [L] that
EpðOÞ ¼ HpðOÞ also holds if O has a Lipschitz boundary and 15p51.
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curves C1 and C2 that cross each other at two points A and B where they
meet at angles 04yðAÞ; yðBÞ5p. If yðAÞ; yðBÞ > 0 then U has a Lipschitz
boundary and by the result mentioned before we know that EpðU Þ ¼ HpðU Þ
for p > 1. Our methods will show that this equivalence still holds when the
values yðAÞ ¼ 0; yðBÞ ¼ 0 and p ¼ 1 are allowed. By a conformal map
argument we may assume that
(1) A ¼ 0 and B ¼ 1;
(2) the part C1 in the boundary of U is given by ½0; 1	 ] t/ t;
(3) the part C2 in the boundary of U is given by ½0; 1	 ] t/ xðtÞ þ iyðtÞ
where xðtÞ; yðtÞ are smooth real functions such that xð0Þ ¼ yð0Þ ¼ yð1Þ ¼ 0;
xð1Þ ¼ 1.
Notice that the conformal map is smooth upto the boundary and so U has
the same boundary regularity as the original domain.
To prove that HpðU Þ  EpðU Þ, we can proceed as in the Lipschitz case
(p > 1) by using an approximation scheme introduced by Necas [N]. This
scheme shows that any Lipschitz curve can be approximated uniformly and
nontangentially by a sequence of smooth curves with a good control on the
tangent vectors, which results in a useful ‘‘change of variables’’ formula for
integrals over such curves (see for instance formula (2.3) in [L, V]). In our
case, although the boundary of U is not Lipschitz, it still admits a similar
approximation. To see this, construct for large integral j a curve Cj as
follows. To every point z 2 C2 \ @U we assign the point gj;2ðzÞ ¼ zþ j
1 nðzÞ
where nðzÞ is the inward unit normal to C2 at z. For large j; C2 ] z/ gj;2ðzÞ
is a diffeomorphism and
distðgj;2ðzÞ;C2Þ ¼ jgj;2ðzÞ  zj ¼
1
j
: ð4:2Þ
Observe that the set
Dj ¼ z : distðz; ½0; 1	  f0gÞ4
1
j
 
has a C1 boundary @Dj formed by 2 straight segments and 2 circular arcs.
Fix a point z0 2 C2, choose j such that z0 =2 Dj and consider the connected
component of
gj;2ðzÞ : distðgj;2ðzÞ;DjÞ5
1
j
 
that contains z0. Thus, we obtain a curve Cj;2 given by ½0; 1	  ½aj; ; bj	 ] t
/ gj;2ðxðtÞ þ iyðtÞÞ  U that meets @Dj at its endpoints Aj;Bj and remains
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curve Cj;2 with the portion Cj;1 of @Dj contained in U that joins Aj to Bj.
Because we are assuming that yðAÞ; yðBÞ5p we see that, for large j;
Cj;1 is a horizontal segment at height 1=j. It is clear that all points in Cj have
distance 1=j to the boundary. Furthermore, if q 2 Cj;2; q=Aj and q=Bj
then distðq; @U Þ ¼ distðq;C2Þ ¼ 1=j because of (4.2) and the fact that
distðq; ½0; 1	  f0gÞ > 1=j. Similarly, if q 2 Cj;1; q=Aj and q=Bj then
distðq; @U Þ ¼ distðq;C1Þ ¼ 1=j. Thus, every point q 2 Cj is at a distance 1=j
of @U , we can always ﬁnd z 2 @U such that jq zj ¼ distðq; @U Þ and z is
uniquely determined by q except when q ¼ Aj or q ¼ Bj (in which case the
distance may be attained at two distinct boundary points). In particular,
whatever the value of a > 0; q 2 GaðzÞ for all q 2 Cj and jgðqÞj4g* ðzÞ for any
function g deﬁned on U .
Given g 2 HpðU Þ, we can now argue as in the Lipschitz case to get
sup
j
Z
Cj
jgðzÞjp jdzj4M51: ð4:3Þ
To prove the other inclusion we ﬁrst assume that 15p51. Given f 2 Ep
ðU Þ  E1ðU Þ it has an a.e. deﬁned boundary value fþ ¼ bf 2 Lpð@U Þ and
the Cauchy representation
f ðzÞ ¼
1
2pi
Z
@U
bf ðzÞ
z z
dz; z 2 U ;
is valid [Du, Theorem 10.4]. Furthermore, jjf jjEpðU Þ ’ jjf
þjjLpð@U Þ.
Following [L] we deﬁne
T
*
fþðzÞ ¼ sup
e>0
Z
@U
jzzj>e
1
z z
fþðzÞ dz

; z 2 @U ;
and the maximal Hardy–Littlewood function
MfþðzÞ ¼ sup
1
jI j
Z
I
jfþðzÞj jdzj; z=A;B;
where the sup is taken over all subarcs I  @U that contain z and jI j denotes
the arclength of I . Next, we recall Lemma 2.9 in [L] that gives the
estimate
f * ðzÞ4T
*
fþðzÞ þ CMfþðzÞ; z 2 @U =fA;Bg: ð4:6Þ
It is well known that M is bounded in Lpð@U Þ. Furthermore, T
*
is also
bounded in Lpð@U Þ (this is a deep theorem when U has just Lipschitz
boundary [C, CMcM,D] but is much simpler here because @U is smooth
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jjf jjHpðU Þ ¼ jjf * jjLpð@U Þ4Cjjf
þjjLpð@U Þ4C
0jjf jjEpðU Þ:
This proves the inclusion EpðU Þ  HpðU Þ for 15p51 but the method
breaks down for p ¼ 1. So we recall that if f 2 EpðU Þ; 14p51; f has a
canonical factorization f ¼ GB where G has no zeros, and jBj41. This is
classical for the unit disk D, where B is obtained as a Blaschke product and
the general case is obtained from the classical result. Indeed, if w : D! U is
a conformal map, it follows that *f ðzÞ ¼ f ðwðzÞÞðw0ðzÞÞ1=p is in HpðDÞ by the
corollary of Theorem 10.1 in [Du]. Denote by *BðzÞ the Blaschke product
associated to the zeros of *f counted with multiplicity. Then, j *BðzÞj41 has the
same zeros as f1 ¼ f 8w with the same multiplicity and if 05rj % 1 it
follows that
sup
j
Z 2p
0
jf1ðrjeiyÞjp
j *BðrjeiyÞjp
jw0ðrjeiyÞj dy
¼ sup
j
Z 2p
0
jf1ðrjeiyÞjp jw0ðrjeiyÞj dy4C: ð4:7Þ
The proof of (4.7) is classical. It is clear that the supremum on the right-
hand side of (4.7) is bounded by the left-hand side sup, because j *Bj41. To
prove the reverse inequality one considers the ﬁnite product *BN of the ﬁrst N
Blaschke factors. These partial products *BN ðzÞ ! *BðzÞ normally in D as
N !1; j *BN ðzÞj ¼ 1 for jzj ¼ 1 and *BN is continuous on jzj41, so
sup
j
Z 2p
0
jf1ðrjeiyÞjp
j *BN ðrjeiyÞjp
jw0ðrjeiyÞj dy ¼ sup
j
Z 2p
0
jf1ðrjeiyÞj
p jw0ðrjeiyÞj dy:
Then, using Fatou’s lemma,
sup
j
Z 2p
0
lim
N!1
jf1ðrjeiyÞj
p
j *BN ðrjeiyÞjp
jw0ðrjeiyÞj dy
4 sup
j
lim inf
N!1
Z 2p
0
jf1ðrjeiyÞjp
j *BN ðrjeiyÞj
p jw
0ðrjeiyÞj dy
4 lim inf
N!1
sup
j
Z 2p
0
jf1ðrjeiyÞj
p
j *BN ðrjeiyÞjp
jw0ðrjeiyÞj dy
4 sup
j
Z 2p
0
jf1ðrjeiyÞj
p jw0ðrjeiyÞj dy:
Thus, if we set BðzÞ ¼ *Bðw1ðzÞÞ we see that jBj41 in U ; G8f=B does not
vanish in U ; Gp=2 is well deﬁned and (4.7) implies that G 2 EpðU Þ (use as a
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Hence, Gp=2 2 E2ðU Þ and, by the case already proved, Gp=2 2 H2ðU Þ. This
implies that ½Gp=2	* ¼ ½G* 	p=2 2 L2ð@U Þ so G* 2 Lpð@U Þ and also, because
jBj41; f * ¼ ðGBÞ* 2 Lpð@U Þ which is what we wanted to prove. Summing
up, EpðU Þ ¼ HpðU Þ for 14p51.
Remark. We notice for application in Section 4.3 that the arguments
above show that any f 2 E1ðU Þ may be written as f ¼ g2B with jBj41; g 2
E2ðU Þ; jbf j ¼ jbgj2 and jjf jjE1 ¼ jjgjj
2
E2 . We also remark that the equality
EpðU Þ ¼ HpðU Þ will be used in Sections 4.3, 5 and 6.
4.2. Uniform Bounds for Traces
We return to our solvable vector ﬁeld with smooth coefﬁcients
L ¼
@
@y
þ aðx; yÞ
@
@x
:
We will assume, without loss of generality, that there is a smooth real
function with compact support jðx; yÞ deﬁned on R2 such that
Zðx; yÞ ¼ xþ ijðx; yÞ is a ﬁrst integral of L, i.e., LZ ¼ 0 or, equivalently,
aðx; yÞ ¼ ijyðx; yÞ=ð1þ ijxðx; yÞÞ. Furthermore, we will also assume that
jð0; 0Þ ¼ jxð0; 0Þ ¼ 0 and that j xðx; yÞj is uniformly small throughout (this
requirement will eventually become more precise). Because L satisﬁes the
Nirenberg–Treves condition ðPÞ [NT, T1] it follows that
for every x 2 R the map R ] y/jðx; yÞ is monotone:
We will also consider a homogeneous weak solution f ðx; yÞ of class C0
deﬁned on a rectangle
ða0; a0Þ  ð0; b0Þ
for some a0 > 0; b0 > 1 where it satisﬁes the equation Lf ¼ 0; we will also
assume that for K compact,
R
K jf ðx; yÞj dx has tempered growth as y & 0
and this implies that f ðx; yÞ possesses a weak boundary value at y ¼ 0 that
will be denoted by bf ðxÞ. We assume that the boundary value bf is in
Lpða0; a0Þ for some 14p41. We wish to explore whether the norms of the
traces f ð: ; yÞ in Lp½a; a	 are bounded uniformly in y for some 05a5a0.
The cases p ¼ 1;1 will be handled separately so we assume henceforth that
15p51.
Consider the graphs C0;C1 of the functions y ¼ jðx; 0Þ and jðx; 1Þ,
respectively. They cross at the origin and may cross many more times in the
strip jxj5a0. If they cross again for jxj5a0 to the right and to the left of x ¼ 0
we restrict our attention to the interval ½a1; a2	  ½a0; a0	 where 05a1;
ON BOUNDARY PROPERTIES OF SOLUTIONS 479a25a0 satisfy jða1; 0Þ ¼ jða1; 1Þ; jða2; 0Þ ¼ jða2; 1Þ. We will assume
initially that a1 and a2 exist. Deﬁne
S ¼ fx 2 ½a1; a2	 : jðx; 0Þ ¼ jðx; 1Þg:
Recall from Lemma 2.3 that ð0; 1	 ] y/ f ðx; yÞ is independent of y for a.e.
x 2 S. Thus, Z
S
jf ðx; yÞjp dx ¼
Z
S
jf ðx; 1Þjp dx ð4:8Þ
and we only need to study the integralsZ
½a1;a2	=S
jf ðx; yÞjp dx:
Since S is closed, ½a1; a2	=S ¼
S
k ðak ; bkÞ with jðak ; 0Þ ¼ jðak ; 1Þ; jðbk ; 0Þ
¼ jðbk ; 1Þ and jðx; 0Þ=jðx; 1Þ for ak5x5bk. Thus, the curves C0 and C1
cross at the points Ak ¼ ðak ;jðak ; 0ÞÞ; Bk ¼ ðbk ;jðbk ; 0ÞÞ and determine a
region Uk  fxþ iy : ak5x5bk ;jðx; 0Þ5y5jðx; 1Þg between them. From
Lemma 3.2 and the fact that j xj is sufﬁciently small there is a function
Fk 2 EpðUkÞ such that f ¼ Fk 8 Z for ak5x5bk ; 05y51. Furthermore,
the boundary values of Fk are given by bFkðxþ ijðx; 0ÞÞ ¼
bf ðxÞ; bFkðxþ ijðx; 1ÞÞ ¼ f ðx; 1Þ.
We forget momentarily the region Uk and consider the Cauchy transforms
associated to C0 and C1:
CjuðxÞ ¼
1
2pi
Z 1
1
1þ ijxðx; jÞ
x x0 þ iðjðx; jÞ  jðx0; jÞÞ
uðx0Þ dx0; j ¼ 0; 1: ð4:9Þ
It is a celebrated and deep theorem, ﬁrst proved in full generality in
[CMcM], that Cj is bounded in Lp (15p51) if x/jðx; jÞ is Lipschitz,
although we should mention that today there exist rather short and
elementary proofs of it (cf. [CJS]) and anyway the result is fairly simple
when x/jðx; jÞ has bounded derivatives up to order 2 (in our case all
derivatives are bounded) as it can be reduced to the continuity of the
standard Hilbert transform. It is a general fact concerning operators
associated to standard kernels}as is the case of Cj}that the operator norm
of the truncated operators
Cj;euðxÞ ¼
1
2pi
Z
jxx0 j>e
1þ ijxðx; jÞ
x x0 þ iðjðx; jÞ  jðx0; jÞÞ
uðx0Þ dx0; j ¼ 0; 1
is uniformly bounded in LðLpðRÞÞ for 05e51. The truncated operators
are also associated to standard kernels (with bounds uniform in e > 0) which
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operator
Tj;* uðxÞ ¼
1
2p
sup
e>0
Z
jxx0 j>e
1þ ijxðx; jÞ
x x0 þ iðjðx; jÞ  jðx0; jÞÞ
uðx0Þ dx0


j ¼ 0; 1 ð4:10Þ
is also bounded in Lp; 15p51, by a classical result of Caldero´n, Cotlar
and Zygmund (see, e.g., [CM, Chap. IV]). We may also consider the
Hardy–Littlewood maximal operators associated to C0;C1,
MjuðxÞ ¼ sup
1
‘jðIÞ
Z
I
juðx0Þj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jxðx0; jÞ
2
q
dx0; j ¼ 0; 1;
where the sup is taken over all intervals that contain x and
‘jðIÞ ¼
Z
I
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jxðx; jÞ
2
q
dx; j ¼ 0; 1:
Fixing j and p ¼ xþ jðx; jÞ 2 Cj we consider regions of approach above and
below Cj
Gj;aðpÞ ¼ fz =2 Cj : jz pj4ð1þ aÞ distðz; @CjÞg ð4:11Þ
and by the arguments that led to (4.6), we have an analogous estimate
sup
z2Gj;aðpÞ
1
2pi
Z
Cj
uðzÞ
z z
dz

4Tj;* ðu 8P1j ÞðxÞ þ CðaÞMjðu 8P1j ÞðxÞ; ð4:12Þ
where u 2 LpðCjÞ; CðaÞ depends only on the aperture a and P1j is the
inverse of the projection Pj :Cj ! R given by xþ ijðx; jÞ/ x. We ﬁx a
from now on so that for all p 2 Cj; j ¼ 0; 1, the vertical line passing through
p is contained in Gj;aðpÞ with the obvious exception of the point p itself.
This is possible because the curves that bound Gj;aðpÞ meet at p forming
with the normal at p an angle y ¼ !cos1ð1=ð1þ aÞÞ, and the normal is
bounded away from the horizontal direction.
Returning to the region Uk and the function Fk 2 EpðUkÞ, we may
represent Fk as a Cauchy integral in terms of its boundary values bFk
on @Uk. We may write bFk ¼ bF0;k þ bF1;k according to the decomposition
@Uk ¼ ð@Uk \ C0Þ [ ð@Uk \ C1Þ. We may extend bFj;k to Cj; j ¼ 0; 1, setting
it equal to zero off @Uk \ Cj so it becomes an element of LpðCjÞ with
compact support.
Consider a point q 2 Uk and let q0 and q1 be the points in C0 and C1,
respectively, that lie above q, i.e., Rq ¼ Rq0 ¼ Rq1. Our choice of a then
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q 2 G0;aðq0Þ \ G1;aðq1Þ:
Assuming that C1 is above C0 on Uk we have
2piFkðqÞ ¼
Z
@Uk
bFkðzÞ
z q
dz ¼
Z
C0
bF0;kðzÞ
z q
dz
Z
C1
bF1;kðzÞ
z q
dz: ð4:13Þ
We may invoke (4.12) with j ¼ 0 and p ¼ q0 to estimate the ﬁrst integral on
the right-hand side of (4.13) by 2p times
T0;* ðbF0;k 8P
1
0 ÞðRq0Þ þ CðaÞM0ðbF0;k 8P
1
0 ÞðRq0Þ ð4:14Þ
and there is an analogous estimate for the second integral. Fix now 05y
51; ak5x5bk and take q ¼ xþ ijðx; yÞ so (4.14) reads as
T0;* ½bFkðxþ ijðx; 0ÞÞ	ðxÞ þ CðaÞM0½bFkðxþ ijðx; 0ÞÞ	ðxÞ:
Summing up, for ak5x5bk, we have an estimate
jFkðxþ ijðx; yÞÞj4K0½bFkðxþ ijðx; 0ÞÞ	ðxÞ þ K1½bFkðxþ ijðx; 1ÞÞ	ðxÞ;
where K0 and K1 are bounded operators in Lp independent of k. Thus,Z
½a1;a2	=S
jf ðx; yÞjp dx ¼
X
k
Z bk
ak
jf ðx; yÞjp dx
¼
X
k
Z bk
ak
jFkðxþ ijðx; yÞÞjp dx
4C
X
k
Z bk
ak
ðjK0½bf 	ðxÞjp þ jK1½f ðx; 1Þ	ðxÞjpÞ dx
4Cp
X
k
Z bk
ak
ðjbf ðxÞjp þ jf ðx; 1ÞjpÞ dx: ð4:15Þ
Thus, (4.8) and (4.15) yieldZ a2
a1
jf ðx; yÞjp dx
4C
Z a2
a1
ðjbf ðxÞjp þ jf ðx; 1Þjp dxÞ; 05y51: ð4:16Þ
So far we have assumed that the curves C0 and C1 cross each other both to
the right and to the left of the origin. To ﬁnish the proof of the case 15p
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and we obtain a region U1 given by 05x5a0; jðx; 0Þ5y5jðx; 1Þ, we may
consider instead the subregion *U1 given by 05x5a00; jðx; 0Þ5y5jðx; 1Þ,
for some 05a005a0. An application of the pointwise convergence result
Theorem 2.10 to L on x > 0 shows that for a.e. a00, the function ð0; 1Þ ] y/
f ða00; yÞ is bounded and hence in Lpð0; 1Þ. Finally, we may modify further *U1
by smoothing out the corner in a neighborhood of the point ða00;jða00; 1ÞÞ
obtaining a bounded region with 2 cusps of the type considered before and
carry out our analysis there. The details are left to the reader.
4.3. The Cases p ¼ 1 and 1
Assume p ¼ 1. Keeping the notation of the previous subsection, it is clear
that (4.8) holds for p ¼ 1 and we need only estimate
Z
½a1;a2	=S
jf ðx; yÞj dx ¼
X
k
Z bk
ak
jf ðx; yÞj dx
uniformly in y. Using once again Lemma 3.2 we ﬁnd functions Fk 2 E1ðUkÞ
such that f ¼ Fk 8 Z on ðak ; bkÞ  ð0; 1Þ and bFkðxþ ijðx; 0ÞÞ ¼ bf ðxÞ;
bFkðxþ ijðx; 1ÞÞ ¼ f ðx; 1Þ. In view of the remark at the end of Subsection
4.1 there are holomorphic functions Gk 2 E2ðUkÞ and Bk bounded by 1 in Uk
such that Fk ¼ G2kBk and jbFk j ¼ jbGk j
2 a.e. The boundary of Uk is bounded
by the graphs of jðx; 0Þ and jðx; 1Þ so let us denote by b0 and b1 the
corresponding boundary operators. Hence, invoking once more the
operators K0 and K1 which are continuous in L2, we getZ bk
ak
jf ðx; yÞj dx ¼
Z bk
ak
jFkðxþ ijðx; yÞÞj dx4
Z bk
ak
jGkðxþ ijðx; yÞÞj2 dx
4C
Z bk
ak
ðjK0½b0Gk	ðxÞj2 þ jK1½b1Gk	ðxÞj2Þ dx
4C2
Z bk
ak
ðjb0Gkðxþ ijðx; 0ÞÞj2 þ jb1Gkðxþ ijðx; 1ÞÞj2Þ dx
¼C2
Z bk
ak
ðjb0Fkðxþ ijðx; 0ÞÞj þ jb1Fkðxþ ijðx; 1ÞÞjÞ dx
¼C2
Z bk
ak
jbf ðxÞj þ jf ðx; 1Þj dx:
Thus, (4.15) is also valid for p ¼ 1 and so is (4.16) which takes care of the
case p ¼ 1.
Finally, we discuss the case p ¼ 1. By Lemma 2.3 y/ f ðx; yÞ is
independent of y for a.e. x 2 S, and so by Lemma 2.2, bf ðxÞ ¼ f ðx; 1Þ. Since
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The complement of S is a union of intervals ðak ;bkÞ associated to regions Uk
as described before. Since L1½a; a	  L1½a; a	, the case p ¼ 1 implies that
f ¼ Fk 8 Z on Uk for some Fk 2 E
1ðUkÞ and (assuming that jy50 for
ak5x5bk) bFk is, respectively, given by bf ðxþ ijðx; 0ÞÞ and f ðxþ ijðx; 1ÞÞ
on the two graphs that bound Uk. Thus, the boundary value bFk of Fk is
essentially bounded byM ¼ jjbf jjL1½a;a	 þ jjf ð; 1ÞjjL1½a;a	 which implies that
Fk itself is bounded by M by the generalized maximum principle. Thus
jf ðx; yÞj4M for ak5x5bk. Since k is arbitrary we conclude that M is a
bound for f ðx; yÞ.
Combining Corollary 1.3 and Theorem 3.1 for p ¼ 1 we get the following:
Corollary 4.1. Suppose L ¼ @@t þ aðx; tÞ
@
@x is locally solvable in Q ¼
ða; aÞ  ðb; bÞ; f ðx; tÞ a continuous function in ða; aÞ  ð0; bÞ such that
Lf ¼ 0 and for some N , Z
K
jf ðx; tÞj dx ¼ OðtN Þ
on compact subsets K of ða; aÞ. Then the following are equivalent:
(a) bf ðxÞ is a locally finite measure.
(b) bf ðxÞ is a locally integrable function.
(c) N can be taken equal to 0 for any K  ða; aÞ.
Proof. Indeed, by Corollary 1.3, (a) implies (b), and Theorem 3.1
tells us that (b) implies (c). Finally, if (c) holds, then we can apply
Banach–Alaoglu’s theorem to deduce (a). ]
5. CONVERGENCE REGIONS FOR LOCALLY SOLVABLE
VECTOR FIELDS
Suppose O is a smooth planar domain, L ¼ X þ iY a locally solvable
vector ﬁeld deﬁned near each point of a compact connected portion S of the
boundary to which it is transversal, f continuous on O; Lf ¼ 0 where L is
deﬁned, and for some deﬁning function r, there exists an integer N such that
the line integrals Z
r¼t
jf j dst ¼ OðtN Þ;
where st denotes arc length on the curve r ¼ t. By Theorem 1.1, and the fact
that S is noncharacteristic, we know that f has a boundary trace bf .
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noncharacteristic for L ¼ X þ iY , by multiplying by i if necessary, we may
assume that X is transversal to S and points toward O. For each q 2 S,
consider the integral curve gq of X through q and its positive half g
þ
q which
enters O. We shall distinguish below between two types of points q 2 S:
(I) There exists a positive arc fgþq ðtÞ : 05t5eg along which X and Y
are linearly dependent.
(II) There is a sequence of points qk 2 gþq converging to q such that the
vector ﬁeld L is elliptic at each point of the sequence.
We wish to attach to every point p 2 S a subset GðpÞ  O such that:
(1) p is an accumulation point of GðpÞ;
(2) if q 2 S is an accumulation point of GðpÞ then q ¼ p;
(3) GðpÞ contains an arc of gþp ;
(4) for a.e. p 2 S
lim
GðpÞ ] q!p
f ðqÞ ¼ bf ðpÞ:
Since we are only interested in the behavior of GðpÞ in arbitrary small
neighborhoods of p, it would be more appropriate to consider the germ of
GðpÞ at p as well as of other related sets like gþp or Sa;bðpÞ deﬁned below.
However, to simplify the notation, this will be done only implicitly and we
shall not distinguish between sets and their germs. It will be enough to carry
out the construction of GðpÞ for p in a small neighborhood in S of a given
point of S. In order to deﬁne GðpÞ, ﬁx p 2 S and consider a ﬁrst integral Z of
L deﬁned in a neighborhood of p, such that the restriction of RZ on S has a
nonzero differential. For ða; bÞ a real vector close to ð1; 0Þ, deﬁne
Sa;bðpÞ ¼ fw :Rðaþ ibÞZðwÞ ¼ Rðaþ ibÞZðpÞg:
For ða; bÞ in a small disk V  R2 centered at ð1; 0Þ these curves are
transversal to S. Let Sþa;bðpÞ denote the part of Sa;bðpÞ that is in O and set
GðpÞ ¼
[
ða;bÞ2V
Sþa;bðpÞ:
We now discuss whether GðpÞ enjoys properties (1)–(4). It is clear by
construction that (1) and (2) are satisﬁed because GðpÞ is a union of curves
entering O transversally. To check (3) we observe that if p is of type (I)
Sþa;bðpÞ  g
þ
p ; ða; bÞ 2 V , in particular, GðpÞ ¼ S
þ
1;0ðpÞ ¼ g
þ
p locally. If p is of
type (II), we may choose the coordinates so that in a neighborhood
ON BOUNDARY PROPERTIES OF SOLUTIONS 485of the origin S ¼ ft ¼ 0g; O ¼ ft > 0g; Zðx; tÞ ¼ xþ ifðx; tÞ; fð0; 0Þ ¼ fx
ð0; 0Þ ¼ 0; X ¼ @t  ½fxft=ð1þ f
2
xÞ	@t and p ¼ ðx0; 0Þ. Hence, g
þ
p can be
parametrized as ðx1ðsÞ; sÞ where x1 satisﬁes the ODE
dx1
dt
¼ 
ftfx
1þ f2x
; x1ð0Þ ¼ x0;
while Sþa;bðpÞ is given by the graph of x ¼ x2ðtÞ where x2 satisﬁes the implicit
equation
x2 ¼
b
a
fðx2; tÞ; x2ð0Þ ¼ x0:
We now look at the images of Sþa;bðpÞ and g
þ
p under the map
ðx; tÞ/ ðx; ZÞ; x ¼ x; Z ¼ fðx; tÞ, and call this images *S
þ
a;bðpÞ and *g
þ
p ,
respectively. With a slight abuse of notation this map can be denoted by
Z. So *S
þ
a;bðpÞ ¼ ZðS
þ
a;bðpÞÞ is an interval of the line aðx x0Þ  bðZ Z0Þ ¼ 0;
Z0 ¼ fðx0; 0Þ, and *g
þ
p ¼ Zðg
þ
p Þ may be parametrized as ðxðZÞ; ZÞ where x ¼
xðZÞ is seen to satisfy, after a short computation:
dx
dZ
¼ fx; xðZ0Þ ¼ x0: ð5:1Þ
Since L satisﬁes condition ðPÞ and the origin is of type (II), f has a
consistent sign in a neighborhood of the origin, say f50. From standard
estimates for positive functions [Di,Gl] it follows that jfxj4C
ﬃﬃﬃ
f
p
. Thus,
(5.1) shows that *gþp satisﬁes the differential inequality
dx
dZ

4C ﬃﬃﬃZp ; xðZ0Þ ¼ x0:
Therefore, it is contained in the sector bounded by the straight lines
x ¼ x0 ! bðZ Z0Þ; Z > Z0, for any positive b and Z05Z4Z1ðbÞ if Z0ðx0Þ and
Z1ðbÞ are taken small enough, and it follows that *g
þ
p is contained in the unionS
*S
þ
a;bðpÞ, or
Zðgþp Þ 
[
ða;bÞ2V
ZðSþa;bðpÞÞ:
On the other hand, since t/fðx; tÞ is monotone, the inverse image of a
point q ¼ ðx; ZÞ; Z1fqg, is of the form fxg  ½c; d	 where ftðx; ZÞ ¼ 0 for
Z 2 ½c; d	. It is then easy to conclude that if Z1fqg intersects gþp (resp. S
þ
a;bðpÞ)
it is totally contained in gþp (resp. S
þ
a;bðpÞ) which implies that g
þ
p ¼ Z
1ðZðgþp ÞÞ
and Sþa;bðpÞ ¼ Z
1ðZðSþa;bðpÞÞÞ. Then the above inclusion implies that a small
arc of gp is contained in
S
Sþa;bðpÞ.
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type (I) then GðpÞ ¼ gþp ¼ S
þ
1;0ðpÞ in a neighborhood of p and we may
apply Theorem 2.1 to obtain the desired convergence result. More
generally,
Theorem 5.1. For almost all p 2 S
lim
GðpÞ ] q/p
f ðqÞ ¼ bf ðpÞ:
Proof. We may assume that p is of type (II) by the preceding
comments. The hypotheses tell us that x ¼ RZ and t ¼ r form a change
of coordinates near a point, say p 2 S. We may assume p is mapped
to the origin. In these new coordinates, S is mapped to t ¼ 0; L takes the
form
@
@t
þ aðx; tÞ
@
@x
except for a nonvanishing factor. The ﬁrst integral Zðx; tÞ ¼ xþ ifðx; tÞ.
We now recall that for some rectangle Qr ¼ ðr; rÞ  ð0; rÞ, there is a
holomorphic function F 2 HpðU Þ; U ¼ ZðQrÞ, such that f ðx; tÞ ¼ F ðZðx; tÞÞ.
We focus on the boundary piece of U given by S0 ¼ Zðx; 0Þ. We know that
there is a > 0 such that if
#GaðqÞ ¼ fz 2 U : jz qj4ð1þ aÞdðz; @U Þg;
then for almost all q 2 S0,
lim
#GaðqÞ ] z/ q
F ðzÞ ¼ bF ðqÞ:
Fix q ¼ x0 þ ifðx0; 0Þ where this limit exists. For ða; bÞ 2 V , consider the
curve
Sa;bðx0Þ ¼ fðx; tÞ : ax bfðx; tÞ ¼ ax0  bfðx0; 0Þg:
Let Sþa;bðx0Þ be the part of Sa;bðx0Þ where t > 0. Observe that the theorem will
be proved if we show that ZðSþa;bðx0ÞÞ is contained in #GaðqÞ. Let
ðy; sÞ 2 Sþa;bðx0Þ. Then bðfðy; sÞ  fðx0; 0ÞÞ ¼ aðy  x0Þ, and so
jy þ ifðy; sÞ  qj2 ¼ 1þ
b2
a2
 
jfðy; sÞ  fðx0; 0Þj2: ð5:2Þ
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dðy þ ifðy; sÞ; @U Þ2
¼ jy  xj2 þ jfðy; sÞ  fðx; 0Þj2
5 jy  xj2 þ ð1 e2Þjfðy; sÞ  fðx0; 0Þj2 þ 1
1
e2
 
jfðx; 0Þ  fðx0; 0Þj2
5 jy  xj2 þ ð1 e2Þjfðy; sÞ  fðx0; 0Þj2  2jjDxfjj jx x0j2
for e close to 0. Here jjDxfjj denotes the sup norm which may be taken to be
as small as we wish from the outset. We now consider two cases. Suppose
ﬁrst jy  x0j4jy  xj. Then jx x0j42jy  xj, and so
dðy þ ifðy; sÞ; @U Þ2
5 jy  xj2 þ ð1 e2Þjfðy; sÞ  fðx0; 0Þj2  2jjDxfjj jx x0j2
5 j1 8jjDxfjj jy  xj2 þ ð1 e2Þjfðy; sÞ  fðx0; 0Þj2: ð5:3Þ
Comparing (5.2) with (5.3), if we take e small enough and ða; bÞ is
sufﬁciently close to the vector ð1; 0Þ, then Zðy; sÞ 2 #Gq. Suppose next
jy  x0j5jy  xj. Then jx x0j42jy  x0j. Hence
dðy þ ifðy; sÞ; @U Þ25 ð1 e2Þjfðy; sÞ  fðx0; 0Þj2  8jjDxfjj jy  x0j2
¼ 1 e2  8jjDxfjj2
b2
a2
 
jfðy; sÞ  fðx0; 0Þj2;
which again shows that by choosing ða; bÞ close enough to ð1; 0Þ, we get
Zðy; sÞ 2 #Gq. The assertion of the theorem has thus been proved. ]
Summing up, we may think of the regions of convergence GðpÞ as ‘‘cusps’’
stemming from p and entering O that contain gþp . If p is of type (I), GðpÞ
reduces to gþp but when p is of type (II), GðpÞ contains a neighborhood of g
þ
p
in O.
Example 5.1. Let
L ¼
@
@t
 2it
@
@x
; O ¼ fðx; tÞ : t > 0g; Z ¼ xþ it2:
Here, for any p ¼ ðx0; 0Þ, we may take GðpÞ as the cusp bounded by two
parabolas
GðpÞ ¼ fðx; tÞ : x0  ct25x5x0 þ ct2; t > 0g:
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We keep the notation of Section 5 and consider a smooth planar domain
O, a locally integrable vector ﬁeld L ¼ X þ iY deﬁned near each point of a
closed subinterval S of the boundary to which it is transversal, a function
f 2 C0ðOÞ satisfying Lf ¼ 0 where L is deﬁned and such that for some
deﬁning function r, there exists an integer N such that the line integralsZ
r¼t
jf j dst ¼ OðtN Þ;
where st denotes arc length on the curve r ¼ t. We thus know that f has a
trace bf deﬁned in a neighborhood of S. Assume that this boundary value is
a ﬁnite measure m. If we denote by s the arc length measure on @O,
Corollary 4.1 shows that m is absolutely continuous with respect to s. A
moment’s reﬂection about the example L ¼ @t; O ¼ ft > 0g, shows that, in
general, the converse is not true, i.e., s need not be absolutely continuous
with respect to jmj (the total variation of m), even if m is not identically zero.
On the other hand, this phenomenon is not possible at points where the
behavior of L at the boundary of O is removed from that of a real vector
ﬁeld. More precisely, consider a Borel set E  S such that jmjðEÞ ¼ 0 and let
p 2 E be a point of type (II). Then, in local coordinates, we may assume that
p ¼ ð0; 0Þ; S ¼ ft ¼ 0g; O ¼ ft > 0g; Zðx; tÞ ¼ xþ ifðx; tÞ is a local ﬁrst
integral satisfying fð0; 0Þ ¼ fxð0; 0Þ ¼ 0. Since ð0; 0Þ is of type (II), there is
a sequence tj/ 0 such that fð0; tjÞ=0. Without loss of generality, we may
assume that fð0; tjÞ > 0. We can then apply Theorem 3.1 in [BH1] as in the
proof of Theorem 2.10 to get a holomorphic function F of tempered growth
deﬁned on
Q ¼ fZðx; 0Þ þ iZxðx; 0Þv : x 2 ðr; rÞ; 05v5dg
such that for any c 2 C1c ðr; rÞZ
bf ðxÞcðxÞ dx ¼ lim
v/ 0
Z
F ðZðx; 0Þ þ iZxðx; 0ÞvÞcðxÞ dZðx; 0Þ;
where bf ¼ m. Since bf is a locally integrable function, as is well known, the
holomorphic function F converges nontangentially in the region Q to bf ðxÞ
a.e. on the part fZðx; 0Þg of the boundary of Q. Then, by the Riesz
uniqueness theorem, either F vanishes identically in Q or the zero set of bF is
a subset of @U with null linear measure. In other words, there is a
neighborhood V of p in R2 such that either f  0 in V \ O or sðV \ EÞ ¼ 0.
We now denote by S1  S (resp. S2  S) the set of points of S of type (I)
(resp. of type (II)) and assume that
ON BOUNDARY PROPERTIES OF SOLUTIONS 489(*) for any p 2 S2 and any neighborhood V in R
2 of p, f does not
vanish identically on V \ O;
Then, we have shown that if ð* Þ holds jmjðEÞ ¼ 0 implies that sðE\ S2Þ ¼ 0
or, equivalently, that E  S1 except for a s-null set. This can be restated by
saying that on S2; s and jmj are mutually absolutely continuous with respect
to each other. In fact, the argument shows more. Let us recall that p 2
E  S is called a s-density point of E if sðV \ EÞ > 0 for any neighborhood
V of p. We have
Theorem 6.1. Let L;O; f 2 C0ðOÞ and S as above and assume that
(1) Lf ¼ 0 on W \ O for some open W*S;
(2) bf 2 L1ðSÞ;
(3) p 2 S2 is a s-density point of the set E ¼ fbf ðxÞ ¼ 0g.
Then, there is an open disk D ¼ Dðp; rÞ such that f vanishes identically on
D\ O.
Suppose next that L;O; f 2 C0ðOÞ and S are as above except that we no
longer make the growth assumption on the line integrals of jf j. In particular,
we do not assume that f has a trace on S. We then get the following
convergence result generalizing to locally integrable vector ﬁelds a classical
result for holomorphic functions:
Corollary 6.2. Assume that Rf50. Then for almost all p 2 S2;
limgþp ] q/pf ðqÞ exists and is finite. If L is locally solvable, the limit can
be taken in the set GðpÞ.
In the corollary, we are using notations introduced in Section 5.
Proof. Let F ¼ 1
1þf . Observe that LF ¼ 0, and F is bounded. Therefore,
we can apply Theorem 2.1 or the results in Section 5 to deduce convergence
for F . Since f ¼ 1F  1, if p 2 S2 is a point of convergence for F , it is also a
point of convergence for f , unless bF ðpÞ ¼ 0. Since F does not vanish
identically, by Theorem 6.1, such points p form a set of measure zero. ]
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