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Abstract
Wind turbines components are subject to considerable stresses and fatigue due to extreme envi-
ronmental conditions to which they are exposed, especially those located offshore. Also, the most
common faults present in wind turbine components have been investigated for years by the re-
search community and that has led to propose a fault diagnosis and fault tolerant control wind
turbine benchmark which include a set of faults that affect the sensors and actuators of several
wind turbine components.
This thesis presents some contributions to the fields of fault diagnosis, fault-tolerant control,
prognostics and its integration with wind turbine control which leads to proposing a control ap-
proach called health-aware model predictive control.
For wind turbine fault diagnosis, the work presented in this thesis proposes a model-based
fault diagnosis approach for wind turbines and its application to a realistic wind turbine fault di-
agnosis benchmark proposed by the scientific community. The proposed approach combines the
use of analytical redundancy relations (ARRs) and interval observers. Interval observers consider
an unknown but bounded description of the model parametric uncertainty and noise using the
so-called set-membership approach. This leads to formulate the fault detection test by means of
checking if the measurements fall inside the estimated output interval, obtained from the math-
ematical model of the wind turbine and noise/parameter uncertainty bounds. Fault isolation is
based on considering a set of ARRs obtained from structural analysis of the wind turbine model
and a fault signature matrix that considers the relation of ARRs and faults. The obtained results
are presented and compared with other approaches proposed in the literature.
In recent years, individual pitch control (IPC) has been developed for wind turbines, with the
purpose of reducing blade and tower loads. Such algorithms depend on reliable sensor informa-
tion. The azimuth angle sensor, which positions the wind turbine rotor in its rotation, is quite
important. This sensor has to be correct as blade pitch actions should be different at different az-
imuth angle as the wind speed varies within the rotor field due to different phenomena. A scheme
detecting faults within this sensor has previously been designed for the application of a high-end
fault diagnosis and fault tolerant control of wind turbines benchmark model. In this thesis, the
fault diagnosis scheme is improved and integrated with a fault accommodation scheme which
enables and disables the individual pitch algorithm based on the fault detection. In this way, the
blade and tower loads are not increased due to the individual pitch control algorithm operating
with faulty azimuth angle inputs.
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Wind turbine blades are under significant gravitational, inertial and aerodynamic loads which
cause their fatigue and degradation during the wind turbine operational life. A fatigue problem
is often present at the blade root due to the considerable bending moments applied to this zone.
With the aim to investigate the damage loads and degradation in the blades, the present work
explores two different approaches to fatigue damage estimation and remaining useful life predic-
tions of wind turbine blades. The first approach uses the rainflow counting algorithm. The second
approach comes from a stiffness degradation model that describes the propagation of damage at
a microscopic scale due to matrix cracks which manifest in a macroscopic scale as stiffness loss.
Interest in the integration of control with fatigue damage minimization or RUL predictions
maximization has increased in recent years. The integration of a fatigue-damage and RUL pre-
dictions based system health management module with model predictive control is proposed.
This provides a mechanism for the wind turbine to operate safely and optimize the trade-off be-
tween blades life and energy production. In particular, this work proposes the control approach
named health-aware model predictive control that integrates the fatigue damage and prognostics
approaches to minimize the damage or increase RUL of wind turbine blades. Control oriented
models based on the fatigue-damage using the rainflow counting algorithm and RUL predictions
using a stiffness degradation model are proposed to obtain online information of the blades dam-
age and RUL predictions that can be integrated with MPC. Then, the controller objective function
is modified by adding an extra criterion that takes into account the damage and RUL predictions
of the blade.
The proposed fault diagnosis, fault-tolerant control, prognostics and health-aware model pre-
dictive control approaches presented in this thesis have been validated on a wind turbine bench-
mark based on a 5MW reference utility-scale wind turbine implemented in the high fidelity wind
turbine simulator FAST.
Resum
Els components dels aerogeneradors estan sotmesos a considerable estre`s i fatiga, degut a les
condicions ambientals extremes a les quals estan exposats, especialment els localitzats en alta
mar. Per aquest motiu, al comunitat cientı´fica durant els u´ltims anys ha investigat les averies me´s
comunes presents en els aerogeneradors, fet que ha portat a proposar un cas d’estudi de diagnosi
i control tolerant de fallades que inclou un conjunt de fallades que afecten a diversos components
dels aerogeneradors.
Aquesta tesi presenta algunes contribucions en els camps de la diagnosi de fallades, el control
tolerant de fallades i la prognosi, aixı´ com la seva integracio´ amb el control d’aerogeneradors, fet
que ha portat a proposar una te`cnica de control anomenada control predictiu basada en models
conscients de la salut del sistema (HAMPC).
En la diagnosi de fallades d’aerogeneradors, el treball presentat en aquesta tesi proposa una
te`cnica de diagnosi de fallades basada en models i s’aplica a un cas d’estudi realista de diagnosi de
fallades d’aerogeneradors proposat per la comunitat cientı´fica. La te`cnica proposada combina la
utilitzacio´ de relacions de redunda`ncia analı´tica (ARRs) i observadors intervalars. Els observadors
intervalars parteixen d’una descripcio´ desconeguda pero` acotada de la incertesa en els para`metres
del model i el soroll. La te`cnica de pertinenc¸a a conjunts permet detectar avaries en els components
de l’aerogenerador. L’aı¨llament de la fallada es fa en base el conjunt d’ARRs obtinguts de l’ana`lisi
estructural i de la matriu de signatures de fallades que relaciona les ARRs amb les fallades. En la
tesis es mostren els resultats obtinguts i es comparen amb altres te`cniques descrites a la literatura.
Recentment i amb la finalitat de disminuir les ca`rregues de les pales i la torre, s’han desen-
volupat noves te`cniques de control, una d’elles e´s el control individual de la inclinacio´ de les pales
(IPC). Aquest algorisme depe`n de que la informacio´ que arribi del sensor d’inclinacio´ de l’angle
de les pales (conegut com a azimuth) sigui correcte. En aquesta tesi es proposa un esquema de
control tolerant a fallades que integra la deteccio´ de fallades amb un algorisme d’acomodacio´ de
fallades, i te´ per objectiu evitar l’augment de ca`rregues en la pala i la torre quan es produeix una
fallada en el sensor azimuth.
Les pales dels aerogeneradors estan sota importants ca`rregues gravitacionals, aerodina`miques
e inercials que causen fatiga i degradacio´ durant la vida operacional de l’aerogenerador. La
fatiga e´s un problema molt frequ¨ent de l’arrel de la pala degut als moments de torsio´ als que
esta` sotmesa. Amb la finalitat d’investigar la fatiga i la degradacio´ de les pales, en aquesta tesis
s’exploren dos me`todes diferents, un basat en l’estimacio´ de la fatiga i l’altre en la prediccio´ de la
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vvida u´til restant (RUL). El primer me`tode utilitza el algorisme denominat ”rainflow counting”. El
segon me`tode fa servir un model de degradacio´ de la rigidesa del material que descriu la propa-
gacio´ del dany a escala microsco`pica degut a les esquerdes del material, aquest dany es manifesta
originant una pe`rdua de rigidesa del material de la pala.
Durant els darrers anys ha crescut l’intere`s per dissenyar que controladors que tinguin en
compte la minimitzacio´ de la fatiga o la maximitzacio´ de les prediccions de RUL dels components.
En aquesta tesis es proposa integrar la gestio´ de la salut del sistema basat en danys per fatiga o
prediccions de RUL amb control predictiu basat en models (MPC). Aquesta aportacio´ proveeix a
l’aerogenerador d’un mecanisme per operar amb seguretat i, al mateix temps, permet optimitzar el
compromı´s que hi ha entre reduir el dany o incrementar les prediccions de RUL amb la produccio´
d’energia. En particular, aquest treball proposa una te`cnica de control HAMPC per minimitzar
el dany o incrementar les prediccions de RUL en les pales dels aerogeneradors. Per a la seva
implementacio´ s’ha integrat els models de fatiga basats en l’algorisme del rainflow counting i els
de prediccions de RUL basats en la degradacio´ de la rigidesa que permeten obtenir informacio´
en temps real sobre el dany i les prediccions de RUL de les pales amb el MPC. La integracio´ s’ha
realitzat incorporant en la funcio´ objectiu un criteri addicional que te´ en compte el dany i les
prediccions de RUL de la pala.
Les contribucions presentades en aquesta tesi per la diagnosi de fallades, el control tolerant
de fallades, la prognosi i la te`cnica de control HAMPC han sigut validades en un cas d’estudi
d’aerogeneradors basat en un aerogenerador de refere`ncia de 5MW de pote`ncia implementat en
el simulador d’aerogeneradors d’alta fidelitat conegut amb el nom de FAST.
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Chapter 1
Introduction
1.1 Introduction and Motivation
Wind Turbines are one of the fastest growing sources of power production in the world today
being a constant need to reduce the costs of maintenance and operation. System health monitoring
is commonly employed for the early detection of faults/failures so as to minimize downtime and
maximize productivity.
The arrival of new sensors/actuators in the complex technological systems and processes
made possible the development of several sophisticated monitoring and control applications where
a large amount of real-time data about the monitored environment is collected and processed to
activate the appropriate control actions and to achieve the desired control objectives. However, the
probability of failure of some of these components will increase exponentially with their number.
Thus, the safe and reliable operation must take into account mechanisms for early fault detection
avoiding performance degradation and damage to the machinery or human life.
Maintaining the health of a complex system is a difficult task that requires the in-depth analy-
sis of the target system, principles involved and their applicability and implementation strategies.
According to Ofsthun (2002), a System Health Monitoring (SHM) module once implemented in
the target system will be able to: diagnose the root cause of a system failure, furnish data and
recommend solutions in real time, provide prognostic capability to identify potential issues be-
fore they become critical and capture and retain knowledge for predictive maintenance and new
designs.
To this aim, an SHM system consists of instrumentation components, a fault detection, iso-
lation and response module, diagnostic and prognostic software, as well as processes and pro-
cedures responsible for information gathering about systems health and corresponding decision-
making.
Fault diagnosis (FD) and fault tolerant control (FTC) of wind turbines are important issues
in order to decrease the operation and maintenance costs and increase penetration into electrical
grids because the enhanced reliability those techniques can provide. However, the complexity of
large modern wind turbines makes difficult to transfer advanced FD and FTC methods from the
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theory to application.
Prognostics is another important aspect of the wind turbine system health monitoring. The
prognostics system must have the ability to forecast the future conditions or failure risk of a com-
ponent or system given the past operating environment and how the system is expected to be
operated in the future.
As discussed in Garcı´a et al. (2012), in the wind turbine industry, Condition Monitoring Sys-
tems (CMS) are commonly used for early detection of faults in order to minimize downtime and
maximize productivity. CMS comprises a signal processing equipment/algorithms and a set of
sensors that provide continuous indications of component (and, consequently wind turbine) con-
dition. There have been a few literature reviews on wind turbine condition monitoring such as
Garcı´a et al. (2012).
As the wind energy has gained increasing attention from industries and academia since 2006,
many new research works have been reported towards integrating advanced fault diagnosis al-
gorithms in the CMS. Currently, most of the CMS in wind turbines are data-based and utilize e.g.
vibration and acoustic emission measurements (Liu et al., 2012), frequency domain analysis (Yang
et al., 2010), time domain analysis (Chen, 2010) and support vector machines (Zeng et al., 2013).
Only recently, some work has been done on model-based fault diagnosis in wind turbines. For
example, an observer based scheme to detect sensor faults in the pitch system was presented in
Chen et al. (2011) and a parity equations based scheme for fault detection in wind turbines was
proposed in Karimi et al. (2008).
Some of the wind turbine components are more likely to fail or have a higher cost than others,
and because of this reason, many works found in the literature are focused in some of the compo-
nents rather than others. Some works for the following components were found in the literature:
gearbox (Chen, 2010) (Kia et al., 2009), bearings Gong et al. (2010), pitch system (Schulte et al.,
2012) and electrical system (Karimi et al., 2008; Campos-Gaona et al., 2013; Parker et al., 2013;
Bernal-Perez et al., 2013; Freire et al., 2013; Vedren˜o Santos et al., 2014).
Fatigue as a critical loading pattern has been identified by the scientific community as the
cause of the majority of structural failures in both composite and conventional structures such
as wind turbine blades (Vassilopoulos, 2013). Due to the high number of load cycles that occur
during the life of the turbine, fatigue considerations are of particular importance in wind turbine
control. Fatigue can be understood as the breakdown of the material subject to stress, especially
when repeated series of stresses are applied. It is a phenomenon that occurs on a microscopic
scale, manifesting itself as deterioration or damage. Consequently, it has been widely and exhaus-
tively studied from different perspectives (Musallam and Johnson, 2012). The awareness of wind
turbines as fatigue critical machines has led to a significant amount of research that covers several
fatigue analysis techniques for different wind turbine components. A widely used damage rule
to formulate fatigue analysis in wind turbines is the Palmgren-Miner linear damage rule (Miner,
1945). This rule commonly called the Miner’s rule is being currently used throughout the indus-
try and in the academia (Sutherland, 1999; Marı´n et al., 2008). In addition to Miner’s rule based
damage analysis, linear crack propagation models had been used for the fatigue analysis of wind
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turbines with successful applications (Lampman, 2009; Gray and Watson, 2010).
Fatigue and stiffness degradation for wind turbine rotor blades has been studied in depth in
the work of Nijssen (2006), where the term ’damage’ is generally used for all kinds of physical
deterioration of the material, despite its effects on material performance. In Miner’s sum, which
is said to describe a linear accumulation of ’damage’ the nature of this damage is not specified,
neither is its effect on material performance, such as stiffness or strength. In practice, ’damage’
should be application-related (Nijssen, 2006). In this work, both Miner’s rule and a stiffness degra-
dation model for wind turbine rotor blades are considered as approaches to estimate damage and
remaining useful life (RUL) predictions of wind turbine blades.
With the increasing size and complexity of wind turbines, the need for more sophisticated load
control techniques has induced the interest for locally distributed aerodynamic control systems
with build-in intelligence. Thus, there is a need for more advanced control systems emerging
from the health condition of modern wind turbines and current load reduction control capabilities.
Therefore there is an important motivation to diagnose the most common faults present in wind
turbines as well to design advanced control systems that take into account these faults and the
’damage’ or degradation occurring in wind turbines for safe operation and to optimize the trade-
off between power production, wind turbine system performance and degradation of the wind
turbine components.
1.2 Thesis Objectives
The objectives of this Thesis are the following:
• To collect from the literature a wind turbine model suitable for fault diagnosis, prognostics
and control.
• To propose a fault diagnosis scheme for a wind turbine benchmark proposed by the research
community that is capable of diagnosing the proposed fault scenarios and improving the
performance respect to other approaches.
• To design a fault tolerant control approach for the wind turbine that considers one of the
fault scenarios proposed in the wind turbine benchmark.
• To investigate fatigue estimation techniques and degradation models that can be used to
calculate remaining useful life (RUL) predictions of wind turbine blades and integrate these
models and techniques with the information available on the high fidelity wind turbine sim-
ulator FAST.
• To propose and validate a control approach that integrates fatigue and RUL information
considering the trade-off between power production and fatigue damage reduction or RUL
extension on the wind turbine.
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1.3 Outline of the Thesis
The Thesis manuscript is organized in seven chapters. Chapter 2 presents the background the-
ory and bibliography review. Chapter 3 describes the wind turbine modeling which is used for
diagnosis, prognostics and control purposes. Chapter 4 proposes the fault diagnosis and fault
tolerant control schemes applied to a wind turbine benchmark. Chapter 5 explain two methods
to estimate fatigue and calculate remaining useful life (RUL) predictions in wind turbine blades
the application to the case study. Chapter 6 proposes the health-aware model predictive control
(MPC) approaches that integrate the methods described in the previous chapter. Finally, the con-
clusions are outlined in Chapter 7.
The outline of the thesis is detailed below:
• Chapter 2: This chapter presents the collected literature about the current health monitor-
ing practice, fault diagnosis, prognostics and the integration of control and prognostics. The
techniques that have been applied for fault diagnosis of wind turbines such as model-based,
data-based and the ones that come from the artificial intelligence (AI) discipline are shown.
It is also presented the prognostics approaches that have been found in wind turbine ap-
plications such as physical model-based, experience based, data-based and artificial intelli-
gence (AI) approaches. Finally, previous efforts and works in the integration of control and
prognostics approach are presented.
• Chapter 3: The wind turbine modeling is detailed in this chapter. The 5-MW reference wind
turbine model and the high fidelity simulator FAST are used as the real plant system in this
Thesis are described. Then, the nonlinear models for each of the subsystems that form the
wind turbine are defined. In the last part of the chapter, a linear reduced order model is
derived for control purposes.
• Chapter 4: A fault diagnosis (FD) and fault tolerant control (FTC) wind turbine benchmark
presented by the research community (Odgaard and Johnson, 2013) is explained. Then, a
model-based fault diagnosis approach that combines analytical redundant relations (ARRs)
and interval observer is proposed for the set of ten fault scenarios introduced in the wind
turbine benchmark and the results are compared to those obtained with other methodolo-
gies used by other authors. Also, a fault tolerant control scheme integrated with the fault
diagnosis scheme which enables and disables the individual pitch control algorithm based
on the fault detection of the fault in the rotor azimuth angle sensor is proposed.
• Chapter 5: Two approaches for fatigue estimation and calculation of remaining useful life
(RUL) predictions with the respective application to the case study are investigated. The first
approach is called Rainflow Counting which considers the fatigue cycles and amplitudes
that together with Palmgren-Miner rule allow to calculate the accumulated fatigue damage
in the blade. The second approach comes from the composites stiffness degradation theories,
1.3. OUTLINE OF THE THESIS 5
a stiffness degradation model from the literature is used to describe the damage growth in
the blade and this model is later on embedded in a prognostics algorithm to calculate the
remaining useful life (RUL) predictions of the blade. Both of the approaches are analyzed
and compared using as inputs the flapwise blade root moment loads, which can be obtained
as it is one of the sensors available in the wind turbine simulator FAST.
• Chapter 6: The health-aware model predictive control (HAMPC) approach is proposed.
The proposed controller integrates the fatigue damage and RUL information from the ap-
proaches described in the previous chapter and considers the existing trade-off between
power production and damage reduction or remaining useful life (RUL) increase. The con-
troller is tested for realistic wind scenarios using the high fidelity wind simulator FAST.
• Chapter 7: The main contributions and conclusions of the Thesis are outlined as well some
ideas for future work and research.
Chapter 2
Bibliography Review
This chapter presents a bibliography review of the areas of fault diagnosis, fault tolerant control
and the integration of control with prognostics and fatigue applied to wind turbines where this
thesis will contribute.
2.1 Current Health Monitoring Practice
Today wind turbines contribute to an important part of the world’s power production, at the same
time the size of the standard turbine is increasing.
An important part of system health management for wind turbines is to introduce advanced
fault detection, isolation and accommodation systems. In the state-of-the-art industrial wind tur-
bines, fault detection and accommodation schemes are simple and are often conservative. Con-
sequently, the use of advanced fault detection, isolation and accommodation methods could im-
prove the reliability of the turbine, even though it might result in production with limited power
for some faults.
Wind turbines in the megawatt size as most often installed at present, are expensive. A major
issue with wind turbines systems is the relatively high cost of operation and maintenance (OM),
especially those located offshore. Wind turbines are hard-to-access structures, and they are often
located in remote areas. These factors alone increase the OM cost for wind power systems.
According to General Electric (GE) Energy, a $5,000 bearing replacement can easily turn into a
$250,000 project involving cranes, service crew, gearbox replacements, and generator rewinds, not
to mention the downtime loss of power generation (Hatch, 2004). For a turbine with over 20 years
of operating life, the OM and part costs are estimated to be 10-15% of the total income for a wind
farm (Walford, 2006). Although larger turbines may reduce the OM cost per unit power, the cost
per failure is increased. The OM cost for an offshore wind turbine is estimated to be 20-25% of the
total income (Wilkinson et al., 2006; McMillan and Ault, 2007). Thus there is a growing research
interest in developing automatic maintenance systems for offshore wind turbines which aim to
reduce the costs detailed before, see for example (Pe´rez et al., 2011).
The ISET (Institut fu¨r Solare Energieversorgungs Technik, Germany) in (Ensslin et al., 2005)
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reported that electrical components have the highest failure rates, but drive-trains and blades
cause the greatest down time and are the most expensive to repair. Thus, drivetrain and blade
reliability is more important to monitor than the other components. Early knowledge of their
impending failures allows maintenance planning and often can reduce repair costs dramatically.
Growing concern over failure rates of wind turbine gearboxes has caused many new megawatt-
scale turbines to offer condition monitoring systems as standard equipment. In some cases, insur-
ance companies require their installation. The condition monitoring systems usually include some
type of vibration monitoring in multiple locations (Sheng et al., 2009). Some include lubrication
particle counting. They potentially can provide the greatest insight and earliest detection of gear
and bearing anomalies.
Other health monitoring techniques are not as mature. The next most important large compo-
nent is the blade. Cracks can originate in a variety of locations such as the trailing edge and near
structural transition regions (Butterfield et al., 2009).
Detecting such cracks is very difficult and is usually done by visual inspection. Fortunately,
they usually grow rather slowly, which allows annual inspections to track and maintain them
before they grow to catastrophic dimensions. However, they can occur in locations that are im-
possible to inspect visually. Furthermore, the blade has a tremendous surface area. So detection
techniques that focus on one small region are likely to miss cracks in other areas of the blade, and
it is impossible to know in advance where the cracks may originate. Finally, manual inspection
is imperfect and can miss critical cracks in their incubation stage. Thus the need for a reliable,
inexpensive, automated technique for detecting cracks over large areas of the blade. This is a ma-
jor challenge that may require strategies that apply comprehensive techniques to one or two lead
turbines in each wind plant (Butterfield et al., 2009).
2.2 Fault Diagnosis of Wind Turbines
Fault diagnosis covers several steps: fault detection (decide whether a fault has occurred and the
time of occurrence), fault isolation (determining in which component a fault has occurred) and
fault identification and estimation (identify the fault and estimate its magnitude). In general, fault
detection is based on mathematical signal and process models and on methods of system theory
and process modeling to generate fault indicators.
Fault-isolation methods use causal fault-symptom relationships by applying methods from
a statistical decision, artificial intelligence and soft computing. Therefore, efficient supervision,
fault detection and diagnosis is a challenging field encompassing physical-oriented system theory,
experiments and computations (Isermann, 2011).
Condition monitoring has emerged as a tool for deciding the optimal interval between two
maintenance inspections, which improves the system availability (Saranga, 2002). Condition mon-
itoring is defined as the continuous or periodic measurement and interpretation of an item to
determine the need for maintenance (British Standards, 1984).
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Fault diagnosis is a sophisticated adaptation of condition monitoring systems (CMS) that in-
corporate intelligent algorithms suitable for early detection of incipient faults providing an insight
into the corresponding level of criticality (Ma´rquez et al., 2010).
Condition monitoring and fault diagnosis of wind turbines provide an important economic
benefit since they allow the scheduled maintenance, reduces the downtime of the wind turbine
and are capable of predicting a catastrophic failure of the wind turbine. In addition, wind tur-
bine repair and maintenance that require extensive usage of cranes and lifting equipment create
a highly capital-intensive operation as well as delayed services due to lack of crane availability
and needs for optimal weather conditions. Also, the trend that has currently emerged to dampen
prospects is a lack of personnel available to perform the consistent OM required to keep turbines
functioning and efficient. Therefore, the reliability of these turbines is important. Their off time
should be as little as possible.
Some literature reviews on wind turbine condition monitoring have been found, such as Ham-
meed et al. (2009); Amirat et al. (2007); Hyers et al. (2006); Wilkinson et al. (2007). However, as the
renewable energies have gained dramatically increasing attention from industries and academia
since 2006, many new research works have been reported in the condition monitoring and fault
diagnosis areas.
Most condition monitoring and fault detection systems in wind turbines are signal-based and
utilize e.g. vibration analysis to detect and isolate faults. This has enabled successful condition
monitoring of bearings in the gearbox and the generator among others. Only a few model-based
fault diagnosis approaches exist for wind turbines; among these are fault diagnosis systems for
pitch sensors and actuators (Wei and Verhaegen, 2008; Donders, 2002). These diagnosis systems
estimate some parameters in the pitch system and determine if a fault has occurred based on these
estimates.
Side effects on other components such as the gearbox, bearings, blades pitch, rotor, generator,
the braking system and several system sensors can be reduced significantly with online condi-
tion monitoring and diagnosis. Many faults can be detected while the defective component is
still operational. Therefore, necessary repair actions can be planned in time and do not need to
be taken immediately. This is important especially for offshore plants, where bad weather con-
ditions (storms, high tides, etc) can prevent any repair actions for several weeks. Also, condition
monitoring and fault diagnosis can detect extreme external conditions, such as icing or water in-
duced tower oscillations of offshore plants, and can trigger appropriate control actions to prevent
damage of wind turbine components.
Alternatively, autonomous online condition monitoring systems with integrated fault detec-
tion algorithms allow early warnings of mechanical and electrical faults to prevent major compo-
nent failures.
Some work has been done recently on model-based fault detection, isolation and accommoda-
tion on wind turbines. In Wei et al. (2008), an observer based scheme to detect sensor faults in the
pitch system were presented. A parity equations based scheme for fault detection on wind tur-
bines was presented in Dobrila and Stefansen (2007), an unknown input observer was proposed
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for detection of sensor faults around the wind turbine drive train (Odgaard et al., 2009).
Fault detection of electrical conversion systems can be found in Poure et al. (2007). In Negre
(2010), a fault diagnosis system for a wind turbine was designed using model-based fault diag-
nosis methods, real field data from a 3MW wind turbine was used to identify a nominal model
and Linear Parameter Varying (LPV) models were used to do fault diagnosis in a wide range of
operating points. Condition monitoring is used as well to monitor some mechanical components
such as e.g. gearboxes, see Hammeed et al. (2009).
Modern wind turbine control systems are equipped with condition monitoring and fault de-
tection systems. These systems detect and isolate faults and determine the current operating con-
ditions of the wind turbine. The available information can then be utilized for predictive mainte-
nance, which basically predicts when maintenance should be performed to avoid failures.
In Esbensen and Sloth (2009), a structural analysis of a wind turbine system was done and
several analytical redundant relations were found to perform fault detection. The fault diagnosis
system consists of fault detection and isolation algorithms that determine the current state of the
system and reconfigure an extended Kalman filter, which is able to provide a fault-corrected state
estimate at all times. This last work was taken as an important reference in the development of
this master thesis.
Some recent research coming both from the academia and the industry motivated a benchmark
model proposal of a wind turbine at a system level. This benchmark contained the most common
faults present in sensors, actuators and system, and it was presented in Odgaard et al. (2013). This
benchmark model was based on a realistic generic three blade horizontal variable speed wind
turbine with a full converter coupling. In the spring of 2010, kk-electronic together with other
partners (MathWorks and Aalborg University) launched an international competition on Fault
Detection and Isolation of Wind Turbines based on this benchmark model of the wind turbine.
The competition consisted on finding the best schemes to detect and handle the different faults
proposed, and the results of the competition were presented in Odgaard and Stoustrup (2012).
The competition drew enough high-quality papers to fill two sessions at the IFAC World Congress
2011 and also several proposals were published at the IFAC Safeprocess in 2012.
After the announcement of results of the first benchmark, a second challenge was presented
in Odgaard and Johnson (2013), this new benchmark differed from the previous challenge in sev-
eral ways. The second benchmark wind turbine model is modeled in FAST simulator (Manjock,
2005). In this case, there are no sensor models available and the whole wind turbine dynamics are
implemented in the simulator differing from the first benchmark in which all the subsystem mod-
els were provided. Some solutions were presented for this second benchmark in Sheibat-Othman
et al. (2013) where two methods were employed to isolate faults of different types at different loca-
tions: Support vector machines (SVM) and a Kalman-like observer. SVM could isolate most faults
with the used data and characteristic vectors, except for high varying dynamics. In that case, the
use of an observer, which is model-based, was found necessary.
Fault diagnosis methods can be model-based or model-free based depending upon the way
process knowledge is incorporated within the signal processing unit (Garcı´a et al., 2012).
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2.2.1 Model based techniques
These techniques utilize a mathematical model of the monitored machine. Based on this explicit
model, residual generation methods are used to obtain signals, called residuals, which are used to
indicate fault presence in the system. Finally, the residuals are evaluated to provide fault detection,
isolation and identification. Model-based approaches can be more effective than other model-free
approaches if a correct and accurate model is built. However, explicit mathematical modeling
may not be feasible for complex systems since it would be very difficult or even impossible to
build mathematical models for such systems (Jardine et al., 2006).
Two different communities (FDI community in the Automatic Control area and DX community
in the Artificial Intelligence area) have developed their own methodologies for model-based fault
diagnosis, one independently from the other. The FDI community has its roots in the classical
theory of systems and automatic control (Gertler, 1998). On the other hand, the DX community
has its roots in consistency-based diagnosis developed by Reiter (1987). The type of models used
to describe the dynamic process is mainly based on qualitative models described by qualitative
differential equations. Recently, the BRIDGE community (Biswas et al., 2004), based on the work
of Cordier et al. (2004) has provided to researchers of both fields with a common framework for
sharing results and techniques.
Using different techniques both communities have developed several algorithms that combin-
ing the measurement model with the process model obtain a set of analytical redundancy relations
(ARR) (Staroswiecki et al., 2000; Blanke et al., 2006; Krysander et al., 2008) or potential conflicts
(Pulido and Alonso, 2004), which are defined as relations between known variables. Another
important issue in fault diagnosis is the optimal sensor placement problem to guarantee fault de-
tectability and isolability (Bagajewicz, 2000; Nejjari et al., 2007; Rosich et al., 2007; Sarrate et al.,
2007). Fault diagnosis has been incorporated as a tool for System Health Management (SHM)
(Singh and Ahmed, 2003; Fu et al., 2004; Garcia et al., 2006).
The use of the Kalman filter supports estimations of past, present and future states, even when
the exact parameters of the modeled system are unknown (Entezami et al., 2012).
Another method of obtaining residuals is to compare the redundant information about the
system if the system has some physical redundancy built on it (Ozdemir et al., 2011).
Table 2.1 shows a list of the model-based techniques that have been applied to wind turbines
fault diagnosis.
In the aerospace and related control engineering literature, the input-output model-based
residual generators are usually dynamic and are referred to as parity equations, since residu-
als are obtained from these parity equations and are widely used in FDI (Fault Detection and
Isolation) systems (Gertler and Singer, 1990).
2.2.2 Data-based techniques
In data-based techniques no mathematical or physical models are used, they are based on data
acquisition and data processing in which the analysis and handling of the data are performed in
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Table 2.1: Model based approaches applied to wind turbines
Technique Reference
Observers (Schulte et al., 2012), (Odgaard et al., 2009), (Casau et al., 2012), (Chen
et al., 2011)
Kalman Filters (Donders, 2002), (Karami et al., 2010), (Sheibat-Othman et al., 2013)
Parity Equations (Ozdemir et al., 2011), (Blesa et al., 2011)
Parameter estimation (Rose and Hiskens, 2008)
Support Vector Machine (Laouti et al., 2011), (Sheibat-Othman et al., 2013)
order the detect and diagnose faults in the system.
In Garcı´a et al. (2012), different data-driven techniques used for fault diagnosis of wind tur-
bines are explained: statistical methods, frequency analysis, time domain analysis, wavelet trans-
formation.
In the statistical methods, the data signals from various sensors in wind turbines are analyzed.
Common statistical measures such as root mean square (RMS), skewness, kurtosis, are widely
used for fault diagnosis(Garcı´a et al., 2012).
Time-domain analysis is directly based on the time waveform itself. The traditional time-
domain analysis calculates characteristic features from time waveform signals as descriptive statis-
tics such as mean, peak, peak-to-peak interval, standard deviation, crest factor, etc. These features
are usually called time-domain features (Jardine et al., 2006).
Frequency-domain analysis is based on the transformed signal in frequency domain. The
advantage of frequency-domain analysis over time-domain analysis is its ability to easily identify
and isolate certain frequency components of interest. The most widely used conventional analysis
is the spectrum analysis by means of fast Fourier transform (FFT) (Jardine et al., 2006).
One limitation of the frequency-domain analysis is its inability to handle non-stationary wave-
form signals, which are very common when machinery faults occur. Thus, time−frequency analy-
sis, which investigates waveform signals in both time and frequency domain, has been developed
for non-stationary waveform signals (Jardine et al., 2006).
Wavelet transformation is a time–frequency representation of a signal. The wavelet analysis
of a waveform signal expresses the signal in a series of oscillatory functions with different fre-
quencies at a different time by dilations via the scale parameter a and translations via the time
parameter b as follows
W (a, b) =
1√
a
+∞∫
−∞
x(t)ψ∗
(
t− b
a
)
dt (2.1)
In the Table 2.2 the different techniques found in the literature are listed with their respective
references.
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Table 2.2: Data Driven Techniques applied to Wind Turbines
Technique Reference
Statistical methods (Zimroz et al., 2012), (Dong and Verhaegen, 2011), (Niknam et al., 2013),
(Li and Frogley, 2013)
Time domain analysis (Futter, 1995), (Miller, 1999), (Cheng et al., 2010)
Frequency analysis (Wilkinson et al., 2007), (Yang et al., 2008a), (Liu et al., 2012), (Hatch,
2004), (Hammeed et al., 2009), (Caselitz and Giebhardt, 2005), (Zhang
et al., 2011), (Shuting et al., 2006), (Liu et al., 2012), (Amirat et al., 2011),
(Lei et al., 2010), (Ebersbach et al., 2006), (Qu et al., 2013), (Tamilselvan
et al., 2013)
Wavelet transformation (Huang et al., 2008), (Gong et al., 2010), (Yang et al., 2008b), (Lei et al.,
2010), (Loutas et al., 2009), (Tsai et al., 2006), (Yang et al., 2009), (Tang
et al., 2014), (Changzheng et al., 2005), (Chen, 2010), (Guo et al., 2010),
(Yang et al., 2008a), (Miller, 1999), (Chase et al., 2013)
2.2.3 Artificial Intelligence techniques
Artificial intelligence (AI) is essentially employed to reproduce human reasoning as accurately as
possible, the reasoning process is based on the behavior of the system, and written down in terms
of rules (Garcı´a et al., 2012).
In the review Jardine et al. (2006) are mentioned two popular AI techniques for machine diag-
nosis are artificial neural networks (ANNs) and expert systems. Other AI techniques used include
fuzzy–logic systems, fuzzy–neural networks (FNNs), neural–fuzzy systems and evolutionary al-
gorithms (EAs). Some works found in the literature where AI techniques are applied to wind
turbines are listed in Table 2.3.
Table 2.3: Artificial Intelligence techniques applied to Wind Turbines
Technique Reference
Neural Networks (Zhe and Qingding, 2007), (Rafiee et al., 2007), (Kusiak and Verma, 2012)
Fuzzy Logic (Simani et al., 2011), (Kamal et al., 2011), (Schlechtingen et al., 2013)
Evolutionary Algorithms (Kusiak and Verma, 2011)
Expert Systems (Zhi-Ling et al., 2012), (Godwin and Matthews, 2013)
2.3 Prognostics of Wind Turbines
Wind turbines are subject to considerable stresses due to unpredictable environmental conditions
resulting from rapidly changing local dynamics. In that context, systems health management has
the aim to assess the state-of-health of components within a wind turbine, to estimate remaining
useful life, and to aid in autonomous decision-making to minimize turbine damage. As a conse-
quence, recently the interest in prognostics and predictive maintenance has been emerged. The
goal is to be able to predict the remaining useful life of a wind turbine and to schedule main-
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tenance prior to the failure of a component. This will reduce downtime and even increase the
lifetime of the wind turbine itself.
There is little disagreement in the published literature that prognostics is related and highly
reliant upon diagnosis. However, although widely discussed, the exact demarcation between the
two fields is not well defined. In the work of Sikorska et al. (2011), it is proposed a simple delin-
eation: diagnosis involves identifying and quantifying the damage that has occurred (that is thus
retrospective in nature), while prognostics is concerned with trying to predict the damage that is
yet to occur. Although diagnosis may provide useful business outputs on its own, prognostics
relies on diagnosis outputs (e.g. fault indicators, degradation rates, etc.).
One of the aspects that are desirable from operators and original equipment manufacturers
(OEMs) perspective is to have information about the damage and remaining useful life predic-
tions provided by condition or health monitoring systems (Frost et al., 2013). Structural health
information is necessary for the wind turbine to continue operating and producing power with-
out exceeding some damage thresholds resulting in unscheduled downtime.
The challenge is thus to decide maintenance actions on components on the way to continuously
reduce and eliminate costly unscheduled downtime and unexpected breakdowns, see Iung et al.
(2008).
For offshore wind turbines, the higher operation and maintenance costs represent a larger
overall proportion of the cost of energy than for onshore turbines, even when the large initial
investment required for the installation of offshore turbines is included. One of the reasons that
these costs are likely to be higher offshore is that the offshore environment will bring increased
work loading which is relatively uncharacterized (Myrent et al., 2013).
Fatigue can be understood as the breakdown of the material subject to stress, especially when
repeated series of stresses are applied. It is a phenomenon that occurs on a microscopic scale,
manifesting itself as deterioration or damage. Consequently, it has been widely and exhaustively
studied from different perspectives (Musallam and Johnson, 2012). The awareness of wind tur-
bines as fatigue critical machines has led to a significant amount of research that covers several
fatigue analysis techniques for different wind turbine components. A damage rule used to for-
mulate fatigue analysis in wind turbines is the Palmgren-Miner linear damage rule (Miner, 1945).
This rule commonly called the Miner’s rule is being currently used throughout the industry and
in academia (Sutherland, 1999; Marı´n et al., 2008). In addition to Miner’s rule based damage anal-
ysis, linear crack propagation models had been used for the fatigue analysis of wind turbines with
successful applications (Lampman, 2009; Gray and Watson, 2010).
An understanding of the fatigue behavior of a wind turbine rotor blade is also valuable for
the improvement of product development practices. Product development practice up to now has
been based on an iterative process whereby a prototype rotor blade is built and tested against real,
or realistic, loading patterns. However, this process is costly and time-consuming. The ability to
simulate the fatigue behavior of the material, the blade structural component and/or the wind
turbine rotor blade reduces the cost and allows the development of a wider range of products
without the need for increasing the number of physical prototypes (Vassilopoulos, 2013).
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In this thesis, fatigue in the blade root is analyzed. This component has been identified as a
critical area for fatigue in several works such as Sutherland (1999) which shows, that the edge-
wise blade root bending moment frequency distribution from a small turbine contains two peaks;
one originating from the wind loading, the other as a result of the blade being loaded by its own
weight. In Caprile et al. (1995), histograms of mid-size wind turbine blade edgewise and flapwise
blade root moments showing the same peak for the edgewise loading are presented. For larger ro-
tor blades, the edgewise gravity fatigue loading becomes increasingly relevant for life prediction.
In Kensche and Seifert (1990), typical root bending moments are estimated from measurements on
wind turbine blades, both in flap and edgewise direction.
Experimental evidence (Nijssen, 2006) has shown that typical composite materials used in
wind turbine rotor blades exhibit strength degradation trends. The degradation of those mate-
rials in fatigue conditions has been thoroughly studied in Vassilopoulos and Nijssen (2010).
Different methods have been proposed to characterize the degradation of composite materials
used in the wind turbine blades. Some of them are based on phenomenological life predictions
while others consider the actual mechanical damage modeling. In this work, one phenomenolog-
ical method and one fatigue damage model are analyzed for the life prediction of wind turbine
blades: the rainflow counting and a fatigue stiffness degradation model, respectively. Both meth-
ods are tested in a high fidelity wind turbine simulator.
Prognostics for SHM try to solve, mainly, two problems. First, to determine the time win-
dow over which maintenance must be performed without compromising the system’s operational
integrity. And, second estimating the time-to-failure and providing information to an operator
whether it is possible to continue operating or an immediate shutdown for maintenance is re-
quired. The first shows if it is possible to reduce needed maintenance through optimized main-
tenance intervals and at the same time unplanned maintenance and associated costs as well as to
improve safety and reduce environmental impacts. The second tries to provide advice on how to
change operating conditions (speed, load, stress) to reduce damage as well to provide information
about whether the equipment has high probability of safe operation for the planned mission.
Over recent years a significant amount of research has been undertaken to develop prognostic
models that can be used to predict the remaining useful life of engineering assets over a pre-
diction horizon. This horizon is selected, for example, according to the necessary time to plan
maintenance actions.
Prognostics approaches have been classified by several authors in the paper of Sikorska et al.
(2011).
Industrial implementations have only had limited success. By design, models are subject to
specific assumptions and approximations, some of which are mathematical, while others relate
to practical implementation issues such as the amount of data required to validate and verify a
proposed model. Therefore, appropriate model selection for successful practical implementation
requires not only a mathematical understanding of each model type but also an estimation of how
a particular business intends to utilize a model and its outputs (Sikorska et al., 2011).
Prognostics and health management (PHM) is a method that allows the reliability of a system
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to be evaluated in its actual application conditions. Thus, by determining the advent of failure,
procedures can be developed to mitigate, manage and maintain the system (Vichare, 2006).
Different approaches have been considered for prognostics and similar to diagnosis, the ap-
proaches to prognostics fall into three main categories: physical model-based techniques, stochas-
tic/statistical approaches, data-based and artificial intelligent approaches (Welte and Wang, 2013).
Physical Model-Based Approaches
In the physical model based techniques, models based on physical laws are used to compute
an estimated output for the remaining useful life of a component/machine from a mathematical
representation of the physical behavior of the degradation processes (Sikorska et al., 2011).
Under this category the stress-based approaches which consider the environmental stresses
(temperature, load, vibration, etc.) on the component can be found. These approaches are based
on the estimation of the life of an average component under specific usage conditions.
On wind turbine applications, most applied physical models are the ones used for fatigue
lifetime prediction. Two of the basic material fatigue models are Miner’s rule and Paris law, where
the former can be classified as a failure model, and the latter as a degradation model (Welte and
Wang, 2013).
S-N-curves and the Palmgren-Miner rule (also simply called Miner’s rule) are failure models
for fatigue life assessment of many types of materials. If a material is subject to a sufficient number
of stress cycles that are above the fatigue limit, a fatigue crack or damage will develop, leading
finally to failure (Dowling, 1999).
Paris law is a physical degradation model that describes the growing of a fatigue crack. The
model can be used to predict the further growing of a fatigue crack and estimate the remaining
life until fracture of the material. More details about the approach can be found in Dowling (1999).
Paris law, the S-N-curves approach and related approaches have frequently been applied to fatigue
life analysis of wind turbine rotor blades (Welte and Wang, 2013).
Experience Based Approaches
These approaches determine the life expectancy of individual machine components with respect
to the expected risk of deterioration under known operating conditions. In Sikorska et al. (2011),
two types of models used for the RUL prediction, which can be put in this classification: stochastic
models and statistical/reliability models, are established.
Stochastic models are based on probability theory and statistical methods. If a model is
”purely” stochastic it does not represent a physical process or mechanism but is used to estab-
lish a relation between model inputs and outputs using any mathematical equation or expression
that provides a good fit given the data (Loucks et al., 2005).
Parameter estimation in stochastic modeling is based on the observation of the model output.
Thus, observations of the model output, such as observations of lifetime or degradation, are usu-
ally collected as a basis for parameter estimation. When possible, one should fit different stochastic
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models to the data and choose the model that gives the best prediction. Many techniques exist to
choose the best model and to check the goodness of fit (e.g. p-value, confidence intervals, com-
parison of maximum likelihood values and various graphical methods such as probability plots).
Statistical/reliability models consider the historical time to failure data which are used to
model the failure distribution. They estimate the life of an average component under average
usage conditions as in Heng et al. (2009); Ramachandran et al. (2010). Forecasting of future dete-
rioration is often undertaken by comparing the results of previous inspection results with models
representing ’good’ behavior. They typically utilize temporal data such as condition or process
monitoring outputs and are also often categorized as ’data based’ models (Sikorska et al., 2011).
According to Welte and Wang (2013), most of the statistical/reliability models are of general
nature and can be applied to many different problems. An advantage of these models applied to
lifetime prediction is that they provide an estimate of the mean lifetime and several measures of
the associated uncertainty, such as the variance of the lifetime, confidence intervals for parameters
and predictions, etc.
Fu2004
Data-based and Artificial Intelligent approaches
Data-based techniques utilize monitored operational data related to system health. They can be
beneficial when understanding of first principles of system operation is not straightforward or
when the system is so complex that developing an accurate alternative model is prohibitively
expensive.
Many data-based models can be classified as black-box models because the relation of input
and output variables and the model parameters is unclear in such types of models. Parameter
estimation in black-box models is often based on learning and training. Thus, the models require
data, and often data covering a time period where a failure was observed, in order to make a
prediction of the lifetime (Welte and Wang, 2013).
Artificial intelligence includes subfields and groups such as machine learning, pattern recog-
nition, computational intelligence (CI), expert systems, etc. Computational intelligent algorithms
include artificial neural networks (ANN), evolutionary computation (EC), swarm intelligence (SI),
artificial immune systems (AIS) and fuzzy systems (FS).
Since there are many models and methods in the field of AI, that in addition often are quite
different, it is difficult to make general statements about models properties and the ways of pa-
rameter estimation. Many models can be considered as black-box models. Some others, as for
example expert systems, are white-box models where the internal model logic is based on expert
knowledge (Welte and Wang, 2013).
AI techniques applied to RUL estimation have been considered by some researchers. In Zhang
and Ganesan (1997) self-organizing neural networks for multi–variable trending of the fault de-
velopment are used to estimate the residual life of a bearing system. In the work of Wang and
Vachtsevanos (2001), dynamic wavelet neural networks are applied to predict the fault propaga-
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tion process and estimate the RUL as the time left before the fault reaches a given value. In Yam
et al. (2001), a recurrent neural network for predicting the machine condition trend is applied. In
Dong et al. (2004), a grey model and a BP neural network to predict machine condition is uti-
lized. In Wang et al. (2004), the results of applying recurrent neural networks and neural-fuzzy
inference systems to predict the fault damage propagation trend are compared. In Chinnam and
Baruah (2004), a neural-fuzzy approach for estimating RUL is proposed for the situation where no
failure data and no specific failure definition model are available, but domain experts with strong
experience-based knowledge are available (Jardine et al., 2006).
Applications of AI models to wind turbine lifetime prediction are difficult to find. Case stud-
ies using real SCADA and condition monitoring data from wind turbines showed that the models
presented are capable of providing warnings of potential failures several hours before they actu-
ally occur. Some of the models and methods that have been applied in these studies are ANNs,
support vector machines, principle component analysis, auto-associative neural networks and
self-organizing feature maps. In Table (2.4), the applications to wind turbines of the prognostics
approaches explained in this section are summarized.
Table 2.4: Prognostics approaches applied to wind turbines
Approach Reference
Model based (Sutherland, 1999), (Nijssen, 2006), (Marı´n et al., 2008),
(Ronold et al., 1999), (Sutherland and Mandell, 1996), (An-
drawus et al., 2007)
Statistical/reliability (Guo et al., 2009), (Spinato et al., 2009), (Coolen et al., 2010),
(Tavner et al., 2005), (Tavner et al., 2007), (Hameedand and
Vatn, 2011), (Byon and Ding, 2010), (Nielsen and Sørensen,
2010), (Zhu et al., 2013), (Nielsen and Sørensen, 2011)
Data-based
and Artificial Intelligence
(AI)
(Samanta and Nataraj, 2008), (Hussain and Gabbar, 2013)
2.4 Integration of Prognostics with Control Techniques
Two key technology drivers for turbine manufacturers are: increasing turbine up-time and reduc-
ing maintenance costs. What is desirable from operators and original equipment manufacturers
(OEMs) perspective is to have a turbine controller that is capable of adapting to damage and re-
maining useful life predictions provided by condition or health monitoring systems.
Actuator systems are employed widely in aerospace, transportation and industrial processes,
wind energy sector. There have been several efforts found in the literature to integrate prognostic
information of components, i.e. Remaining Useful Life (RUL) predictions with control schemes
that use prognostic information of the monitored component to reconfigure the control scheme
in order to increase the RUL of the component by trading off system performance. In the work
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of Brown et al. (2009), a reconfigurable model predictive controller is proposed for an Electro-
Mechanical Actuator (EMA) system that performs a trade-off between the RUL of the subsystem
and the performance.
In the literature review, the integration of control strategies and load mitigation applied for two
scenarios is found: one for a unique wind turbine and the second one where there are several wind
turbines working at the same time (i.e. a wind farm). These two cases are rather similar. However,
the case of wind farms has some other aspects to be considered such as the total wind farm power
production demand, the different amount of loads suffered by the wind turbines, depending on
their location in the wind farm, etc. Furthermore, by integrating the health of each turbine into
the operation and control of the wind farm using a damage mitigating control strategy, the overall
economic profit of the wind farm could be increased.
In Soleimanzadeh and Wisniewski (2011), the aim is to develop a wind farm controller which
looks for the optimal distribution of power references among wind turbines controllers, while it
lessens the fatigue-structural loads. Integrating the health of each turbine into the operation and
control of the wind farm using a damage mitigating control strategy leads to an increase in the
overall economic profit of the wind farm. Some other control strategies applied to wind turbine
load mitigation can be found in (Parker and Johnson, 2009; Eide, 2011; Hand and Balas, 2007).
Predictions of the remaining useful life of the system may then be used to schedule mainte-
nance actions (Banjevic, 2009). Eventually, it may be required to anticipate the maintenance action
if PHM system indicates that the degradation level is approaching to the safe operation threshold.
If such an anticipation is impractical or too costly, the operating conditions could be derated in
order to mitigate degradation. For instance, if the degradation involves an actuator in a specific
closed-loop system, the control effort could be re-distributed among the remaining actuators, so
as to maintain the performance (Du et al., 2010). In Bento-Pereira et al. (2010), a model predic-
tive control (MPC) approach is proposed being capable of distributing the control effort among
actuators on the basis of PHM information and to exploit relations between control effort and
actuator degradation. Another application of model predictive control in wind turbines load mit-
igation can be found in Spudic et al. (2012). According to Lio et al. (2014), in the recent years,
many advanced control strategies have been proposed for the operational control of wind tur-
bines. Unfortunately, they have not been adopted by the industry. However, the application of
model predictive control (MPC) to wind turbines has started to attract the attention of academia
and the industry (Odgaaard and Hovgaard, 2015a,b; Odgaard et al., 2016), because of the possi-
bility of dealing with the conflicting power optimization and fatigue load reduction problem, as
it has been shown in a number of publications. For example, the use of MPC for switching be-
tween partial and full load operation of the wind turbine while reducing tower fore-aft fatigue
loads was reported in Adegas et al. (2013), which also addresses pole placement based objective
functions, and a discussion of implementation structures for the MPC solution with the existing
wind turbine controller as well.
A Full Load Control (FLC) with wind speed predictions based on light detection and ranging
(LIDARS) have been proposed in Soltani et al. (2011). Control for floating and solid foundation
2.4. INTEGRATION OF PROGNOSTICS WITH CONTROL TECHNIQUES 19
wind turbines has been investigated in Henriksen (2007), where the application of MPC control
for different wind speeds and modes of operation has been addressed. Feedback-Feedforward
MPC control applied to the wind turbine collective pitch and torque control problem in full load
operation is presented in Koerber and King (2013). This work concludes that the use of state
constraints in the MPC formulation is useful to avoid unnecessary shutdowns of the wind turbine
due to violations of the over the speed limit.
Switchless control considering tower fore-aft displacement by means of MPC is the focus of
Evans et al. (2014) considering a data-driven prediction model. Nonlinear MPC has been used
to tackle the non-linearities in the wind turbine (Dang et al., 2008) and also has been applied in
Schlipf et al. (2013), where LIDAR systems are used to provide information of wind disturbances
in various distances in front of the wind turbine. The performance of the proposed nonlinear MPC
control is assessed in terms of fatigue loads reduction and power production. A data-based MPC
strategy that incorporates fatigue estimation was presented in Barradas-Berglind et al. (2015). In
Odgaard et al. (2015a), an approach including dynamic inflow into MPC control is proposed to
reduce fatigue loads in wind turbine tower.
Following the idea of proposing control strategies for mitigating loads and damage in wind
turbines, some authors propose strategies focused in different wind turbine components. In Grif-
fith et al. (2012), the Miners rule is used to estimate the fatigue life of wind turbine blade, by using
a model to determine the number of cycles to failure. This approach is based on that informa-
tion in order to apply different prognostic control techniques to derate the wind turbine when the
damage peaks are reached. If the structural loads in the blade can be reduced in the presence of
damage, then the propagation of damage can be slowed. One means to reduce loads in the blade
is to reduce the energy capture of the turbine, i.e. to derate the turbine. With derating, the turbine
experiences lower aerodynamic and structural loads. The result is a decrease in production, but
it may be more advantageous to sacrifice some production capacity in the near term in favor of
greater benefits in the long term.
In Frost et al. (2013), the integration of condition monitoring of wind turbine blades with con-
tingency control to balance the trade-offs between maintaining system health and energy capture
is explored. The objective of the work presented in Frost et al. (2013) was to keep the wind tur-
bine operating and producing power without exceeding some damage threshold resulting in un-
scheduled downtime. An observer was developed that predicts potentially damaging operating
conditions. Using this information, the contingency controller is able to derate the turbine, that is,
reducing the generator operating set-point which results in lower loads on the turbine blades. It
is also provided information about blade health, operator goals, and operating conditions, which
were linked in parametric form to determine when the contingency controller will derate the gen-
erator to mitigate further damage to turbine blades. The results presented in Frost et al. (2013)
were demonstrated using FAST, which is a high fidelity simulator based on a utility-scale wind
turbine (Jonkman and Buhl, 2005).
In Langeron et al. (2013), the actuator RUL based prognostics is used to online reconfigure an
LQR control law. The main aim of the integration of PHM with the control law is to find a satisfac-
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tory trade-off between conflicting requirements i.e. system performance and system components
health. This has become a topic of interest during the last years and researchers are exploring new
paradigms and approaches, see for example Balaban et al. (2013); Farrar and Lieven (2007); Tang
et al. (2008).
The main objective of operational control of wind turbines is to maximize the extracted wind
power from the wind. However, wind turbines components are subject to considerable fatigue
due to extreme environmental conditions to which are exposed, especially those located offshore.
For this reason, interest in the integration of control with fatigue-based prognostics of components
has increased in recent years. In the work of Frost et al. (2013), wind turbine blade state health
information is integrated with contingency controls to mitigate damage in this component.
Chapter 3
Wind Turbine Modeling
The purpose of this chapter is to give the general description of the wind turbine and set up a
mathematical model of the considered wind turbine. The model should be detailed enough in
order to understand the system behavior.
3.1 System Description
This section briefly describes the components of the wind turbine considered in this work, and
it was taken as a reference the work of Esbensen et al. (2008). The wind turbine components are
showed in Figure 3.1.
The figure is taken as reference Layton (2006). The components and their purposes are de-
scribed below in alphabetic order (Darling, ONLINE; Bianchi et al., 2007).
• Anemometer is used to measure the wind speed. The wind turbine is started when the wind
speed reaches a lower limit, while operation is cut-out when wind speeds become too high.
• Brakes can be applied mechanically, electrically, or hydraulically and function as parking
brakes.
• Gearbox connects the low-speed shaft to the high-speed shaft, thus increasing the rotational
speed to a level required by the generator to produce electric energy.
• Generator converts rotational energy into electric energy.
• High-speed shaft drives the generator.
• Hub and rotor blades together make up the rotor of the wind turbine. The hub connects the
rotor blades to the low-speed shaft. Pitching the blades is used to maximize the efficiency in
low winds and reduce efficiency in high winds to protect the wind turbine from structural
damage.
• Low-speed shaft connects the rotor to the gearbox.
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Figure 3.1: Main components of a horizontal-axis wind turbine.
• Nacelle is located at the top of the tower and contains the gearbox, low- and high-speed
shafts, generator, and brakes.
• Tower carries the nacelle and the rotor. Since the wind speed increases with the height, a
taller tower generally enables a wind turbine to generate more electric energy.
• Wind vane is used to measure the direction of the wind. The wind direction is used by the
yaw mechanism to orient the wind turbine perpendicular to the wind.
• Yaw mechanism uses electrical motors to orient the wind turbine rotor perpendicular to the
direction of the wind.
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3.2 FAST 5MW Wind Turbine Simulation Model
FAST is an aeroelastic wind turbine simulator designed by the U.S. National Renewable Energy
Laboratory (NREL) National Wind Technology Center and widely used for studying wind tur-
bine control systems Jonkman and Buhl (2005). The code was verified by Germanischer Lloyd
WindEnergie and found it suitable for ”the calculation of onshore wind turbine loads for design
and certification” (Manjock, 2005).
Several FAST models of real and composite wind turbines of varying sizes are available in
the public domain. FAST can model a three bladed horizontal axis wind turbine with 24 degrees
of freedom. This three-bladed, variable speed wind turbine with full span blade pitch control is
available in both onshore and offshore versions, including four variations of off-shore structures.
The specifications of a representative utility-scale multimegawatt turbine now known as the
NREL offshore 5-MW baseline wind turbine was developed by Jonkman et al. (2009). This wind
turbine is a conventional three-bladed upwind variable blade-pitch-to-feather-controlled variable-
speed turbine. To create the model, it was obtained some broad design information from the pub-
lished documents of turbine manufacturers, with a heavy emphasis on the 5-MW power machine.
However, because detailed data was unavailable, they also used the publicly available properties
from the conceptual models in the WindPACT, RECOFF, and DOWEC projects. A composite from
these data was created, extracting the best available and most representative specifications.
The report presented in Jonkman et al. (2009) documents the specifications of the NREL off-
shore 5-MW baseline wind turbineincluding the aerodynamic, structural, and control-system prop-
ertiesand the rationale behind its development. The model has been, and will likely continue to
be, used as a reference by research teams throughout the world to standardize baseline offshore
wind turbine specifications and to quantify the benefits of advanced land- and sea-based wind
energy technologies. The parameters of the 5-MW reference wind turbine (Jonkman et al., 2009)
used for characterizing the wind turbine subsystems in this thesis are shown below.
Table 3.1: Parameters NREL 5 MW Wind Turbine
Parameter Description Value Units
Jg Generator inertia about the high speed shaft 534.116 kg.m2
Bdt Drive train torsion damping coefficient 6.125× 106 Nm×(rad/s)−1
Ng Gear box ratio 97 -
Jr Hub inertia about rotor axis 115.926× 103 kg m2
R The distance from the rotor apex to the blade tip 63 m
FAST can utilize either uniform or full-field turbulent wind input files, with the turbulent files
generated by the NREL software TurbSim (Jonkman, 2009). TurbSim generates turbulence using
one of several atmospheric turbulence models and implements the wind field by creating the
requested number of grids of 3-dimensional wind turbine velocity components, where the grids
march forward toward the turbine in time based on the average wind speed. In the wind input
files different wind speeds can be generated. Constant and variable wind inputs files with gusts
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can be generated as well by NREL software IECWind (Buhl and Jonkman, 2007).
As explained in Jonkman and Buhl (2005), Simulink has the ability to incorporate custom For-
tran routines in a block called an S-Function. The FAST subroutines have been linked with a
MATLAB standard gateway subroutine in order to use the FAST equations of motion in an S-
Function that can be incorporated in a Simulink model. This introduces tremendous flexibility in
wind turbine controls implementation during simulation. Generator torque control, nacelle yaw
control, and pitch control modules can be designed in the Simulink environment and simulated
while making use of the complete nonlinear aeroelastic wind turbine equations of motion avail-
able in FAST. The wind turbine block, as shown in Figure 3.2, contains the S-Function block with
the FAST equations of motion. It also contains blocks that integrate the accelerations to get veloc-
ities and displacements. Thus the equations of motion are formulated in the FAST S-function but
solved using one of the Simulink solvers.
Figure 3.2: FAST Non Linear Wind Turbine
The inputs of the Simulink block are shown in Figure 3.2. These are the control signals applied
to the system such as the applied generator torque, the pitch angle and the yaw position and rate
in the case that this variable is controlled. The outputs can be any selection of the sensors that are
available for the wind turbine, see Jonkman and Buhl (2005). The group of sensors that are used
in this work is shown in Table 3.2. These sensors are the ones considered in a benchmark case
study proposed by the scientific community for fault diagnosis and fault tolerant control of wind
turbines (Odgaard and Johnson, 2013).
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Table 3.2: Available sensors
Sensor Type Symbol Unit
Anemometer - Wind speed at hub height υw,m m/s
Rotor Speed ωr,m rad/s
Generator Speed ωg,m rad/s
Generator Torque τg,m Nm
Generated Electrical Power Pg,m W
Pitch angle of ith Blade βi,m deg
Azimuth angle low speed side θr,m rad
Blade root moment ith blade MB,i,m Nm
Tower top acceleration (x and y directions) measurement
[
x¨x,m
x¨y,m
]
m/s2
Yaw error Ξe,m deg
3.3 Non Linear Wind Turbine Model
In the following section the structure of the wind turbine model is presented in a block diagram.
Afterwards, each sub-model of the wind turbine is presented and combined to obtain a complete
model of the wind turbine. The overall wind turbine system model is divided into appropriate
sub-models suitable of being modeled separately. The International System of Units (SI) is the the
one used for the variables and magnitudes described by the models.
Figure 3.3: Subsystems models interaction of the wind turbine system model.
The wind speed vw(t) is the driving force of the system. As the wind blows over the turbine’s
blades they create ”lift”, much like an airplane wing, and begin to turn. Most turbines have
three large blades that are aerodynamically designed to turn as easily as possible when the wind
blows on them. These turning blades spin a shaft normally to some 30 to 60 times every minute
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(low-speed shaft). The gearbox connects the low-speed shaft with a high speed shaft that drives
the generator. The gears also boost the rotation speed of the high-speed shaft to 1000 to 1800
rotations per minute. This rapidly spinning shaft drives the generator to produce electric power.
The generator’s electrical output is connected to a electrical grid.
The aerodynamic properties of the wind turbine are affected by the pitch angles of the blades,
the speed of the rotor, and the wind speed. On this basis, an aerodynamic torque is transferred
from the rotor to the generator through the drive train, and an aerodynamic thrust affects the
rotor and thereby the tower. The output of the wind turbine is electric power which comes from
the converter. To operate the wind turbine according to the set of operating requirements, the
pitch angles of the blades and the generator torque are adjusted. A pitch system controls the pitch
angles of the blades, while a converter controls the generator torque. In this section, the wind
turbine model has been divided into six sub-models, in order to be individually modeled and
combined afterwards.
3.3.1 Drive Train Subsystem
The function of the drive train is to step up the speed of the low-speed shaft (rotor) to a suitable
value for the generator in order to produce electrical power.
As mentioned in Burton et al. (2011), in general, a drive train model consists of the following
elements connected in series:
- A body with rotational inertia and damping (representing the turbine rotor).
- A torsional spring (representing the gearbox).
- A body with rotational inertia (representing the generator rotor).
- A torsional damper (modeling the resistance produced by slip on the induction generator).
Based on the physical laws, the authors from the consulted literature proposed different drive
train models and three of them are analyzed in this section. These three models come from the
main references encountered. The first one of them is developed in Bianchi et al. (2007), and
consists in a single shaft drive train. The second one is proposed by Esbensen and Sloth (2009)
and consists in two shafts linked together by a gearbox with its respective gear ratio. The third
one is the drive train model proposed in the benchmark introduced in Odgaard et al. (2013). The
drive train models can be obtained using Lagrange’s energy equations or Newton’s equations as
will be showed in the next subsections.
Single Shaft Model
In Bianchi et al. (2007), the drive train subsystem is modeled as two rigid bodies linked by a flexible
shaft, as shown in Figure 3.4.
The drive train is modeled as two rigid bodies linked by a flexible shaft. The rigid bodies
encompass all the mechanical devices and parts of them located at each side of the effective shaft.
Accordingly, the terms moment of inertia of the rotor (Jr), moment of inertia of the generator (Jg),
3.3. NON LINEARWIND TURBINE MODEL 27
torsion stiffness of the drive train (Kdt) and torsion damping coefficient of the drive train (Bdt)
denote model parameters, rather than physical ones.
Figure 3.4: Drive-train
A mechanical system of arbitrary complexity can be described by the equation of motion
Mq¨ + Cq˙ +Kq = Q(q˙, q, t, u), (3.1)
where M , C and K are the mass, damping and stiffness matrices and Q is the vector of forces
acting on the system. For mechanical structures having few degrees of freedom, the Lagrange’s
equation
d
dt
(
∂Ek
∂q˙i
)
− ∂Ek
∂qi
+
∂Ed
∂q˙i
+
∂Ep
∂qi
= Qi, (3.2)
offers a systematic procedure to derive mathematical models. Ek, Ed and Ep denote the kinetic,
dissipated and potential energy, respectively. Besides, qi is the generalized coordinate and Qi
stands for the generalized force.
For the model of equation (3.2), the following generalized coordinates has been adopted:
q = [θr θg]
T , (3.3)
where: θr = q1 and θg = q2 are the angles of the rotor and generator, respectively. After these
definitions, the energy terms Ek, Ed and Ep can be written as:
Ek =
Jr
2
ω2r +
Jg
2
ω2g , (3.4)
Ed =
Bdt
2
(ωr − ωg)2, (3.5)
Ep =
Kdt
2
(θr − θg)2, (3.6)
where ωr and ωg are the rotational speeds of the rotor and generator, respectively, both of them
referred to the low-speed side of the wind turbine.
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The vector of generalized loads is:
Q = [Ta − Tg]T , (3.7)
where Ta(t) is the aerodynamic torque applied to the rotor and Tg(t) is the generator torque.
Then, replacing the equations in the Lagrange’s equation yields the motion equation(3.1) and
applying the Lagrange’s equation (3.2) to each of the the corresponding energy terms (3.4)-(3.7),
the following equations are obtained.
For the first generalized coordinate (θr = q1), the derivative is denoted as q˙1 = ωr. The La-
grange terms for q1 are developed below.
∂Ek
∂q˙1
= Jrωr, (3.8)
∂Ek
∂q1
= 0, (3.9)
∂Ed
∂q˙1
= Bdt (ωr − ωg) , (3.10)
∂Ep
∂q1
= Kdt (θr − θg) , (3.11)
d
dt
(
∂Ek
∂ωr
)
= Jrω˙r, (3.12)
Q1 = Ta. (3.13)
Substituting the equations (3.8)-(3.13) in the Lagrange equation (3.2), the dynamic of the rotor
is obtained
Jrω˙r +Bdt (ωr − ωg) +Kdt (θr − θg) = Ta(t). (3.14)
For the second generalized coordinate (θg = qg), the derivative is denoted as q˙2 = ωg. The
Lagrange terms for q2 are as follows
∂Ek
∂q˙2
= Jgωg, (3.15)
d
dt
(
∂Ek
∂ωg
)
= Jgω˙g, (3.16)
∂Ek
∂θg
= 0, (3.17)
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∂Ed
∂ωg
= Bdt (ωg − ωr) , (3.18)
∂Ep
∂q2
= Kdt (θg − θr) , (3.19)
Q2 = −Tg. (3.20)
Substituting the equations (3.15)-(3.20) in the Lagrange’s equation (3.2), the dynamic of the
generator is obtained
Jgω˙g +Bdt (ωr − ωg)−Kdt (θr − θg) = −Tg(t). (3.21)
In order to reduce the formulas complexity, the absolute angular positions of the shafts θr and
θg were replaced with a single state variable shown in (3.22), denoting the torsion angle of the
drive train
θ∆ = θr − θg. (3.22)
The rotor dynamics can be obtained using the Newton’s equations as expressed follows
Jrθ¨r(t) = Ta(t)− T1(t), (3.23)
where the torsion of the drive train is modeled using a torsion spring and a friction coefficient
model according to
T1(t) = Kdtθ∆(t) +Bdtθ˙∆(t). (3.24)
Substituting (3.24) in (3.23), the following expressions are obtained
Jrθ¨r(t) = Ta(t)−Kdtθ∆(t)−Bdtθ˙∆(t), (3.25)
θ¨r(t) =
1
Jr
Ta(t)− 1
Jr
Kdtθ∆(t)− 1
Jr
Bdtθ˙∆(t). (3.26)
The following change to denote the angular speed of the rotor and generator is made
θ˙r = ωr,
θ˙g = ωg.
(3.27)
Finally the dynamic of the rotor is defined as
ω˙r(t) =
1
Jr
Ta(t)− 1
Jr
Kdtθ∆(t)− 1
Jr
Bdt (ωr − ωg) . (3.28)
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The same method is used to obtain the dynamics of the generator
Jg θ¨g(t) = Tl(t)− Tg(t). (3.29)
The torsion of the drive train is the same for the rotor and the generator, therefore
Tl(t) = Kdtθ∆(t) +Bdtθ˙∆(t), (3.30)
Then, substituting (3.30) in (3.29) the following equation is obtained
Jgω˙g(t) = Kdtθ∆(t) +Bdtθ˙∆(t) − Tg(t). (3.31)
The dynamics for the generator is the following
ω˙g(t) =
Kdt
Jg
θ∆(t) +
Bdt
Jg
(ωr − ωg)− Tg(t)
Jg
. (3.32)
Two Shafts Model
A two shafts model consisting of a high speed shaft and a low speed shaft linked by a gearbox is
proposed by Esbensen and Sloth (2009). The aerodynamic torque is transferred to the generator
through the drive train in order to upscale the rotational speed of the rotor, to a higher speed
required by the generator.
The drive train model includes a low-speed shaft and a high-speed shaft, each composed of
a moment of inertia and a frictional coefficient as illustrated in Figure 3.5. The shafts are linked
together by a gearbox modeled as a gear ratio without any loss. To describe the flexibility of the
drive train, a torsion spring is included in the model.
Figure 3.5: Drive-train model divided into four components
The inertia of the low-speed shaft also includes the inertia of the rotor, while the friction com-
ponent includes bearing frictions. The dynamics of the low-speed shaft is
Jrθ¨r(t) = Ta(t)− Tl(t)−Brθ˙r(t), (3.33)
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where: Br is the viscous friction of the low-speed shaft, Jr is the moment of inertia of the low-
speed shaft, Tl(t) is the torque acting on the low-speed shaft, θr(t) is the angle of the low-speed
shaft [rad] and Ta(t) is the aerodynamic torque applied to the rotor.
The inertia of the high-speed shaft also includes the inertia of the gearbox and the generator rotor.
The friction coefficient covers bearing and gear frictions. The dynamics of the high-speed shaft is
Jg θ¨g(t) = Th(t)− Tg(t)−Bg θ˙g(t), (3.34)
where: Bg is the viscous friction of the high-speed shaft, Jg is the moment of inertia of the high-
speed shaft, Tg(t) is the generator torque, Th(t) is the torque acting on the high-speed shaft and
θg(t) is the angle of the high-speed shaft.
The remaining part of the gearbox modeling is to apply a gear ratio, as defined below
Th(t) =
Tl(t)
Ng
, (3.35)
where Ng is the drive train gear ratio.
The torsion of the drive train is modeled using a torsion spring and a friction coefficient model,
described according to:
Tl(t) = Kdtθ∆(t) +Bdtθ˙∆(t), (3.36)
θ∆(t) = θr(t)− θg(t)
Ng
, (3.37)
where Bdt is the torsion damping coefficient of the drive train, Kdt is the torsion stiffness of the
drive train, and θ∆(t) is the torsion angle of the drive train.
With the exception of the torsion angle, θ∆(t), absolute angles of the shafts are not of interest
for modeling the drive train dynamics. Therefore, the replacement ωr(t) = θ˙(t) is utilized in the
following rewriting, where a state space model of the drive train is pursued. The states of the
model are ωr(t), ωg(t), and θ∆(t). First, Eq. (3.37) is substituted into Eq. (3.36) to obtain
Tl(t) = Kdtθ∆(t) +Bdt
(
ωr(t)− ωg(t)
Ng
)
, (3.38)
where ωg(t) is the generator speed.
Substituting (3.38) into (3.33) results in (3.39). A similar approach is used to derive (3.40);
however, in this case (3.38) first has to be substituted into (3.35) before inserting it in (3.34). Lastly,
(3.37) is differentiated to obtain (3.41).
Three first order differential equations have been derived in this section in order to describe
the behavior of the drive train
Jrω˙r(t) = Ta(t)−Kdtθ∆(t)− (Bdt +Br)ωr(t) + Bdt
Ng
ωg(t), (3.39)
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Jgω˙g(t) =
Kdt
Ng
θ∆(t) +
Bdt
Ng
ωr(t)−
(
Bdt
N2g
+Bg
)
ωg(t)− Tg(t), (3.40)
θ˙∆(t) = ωr(t)− 1
Ng
ωg(t). (3.41)
Benchmark Drive Train Model
The next drive train model proposed in the benchmark Odgaard et al. (2013) follows the same line
of the previous one.
It is basically the same model proposed in Esbensen and Sloth (2009) with the addition of the
drive-train’s efficiency which gives a more realistic approach to the model
Jrω˙r(t) = Ta(t)−Kdtθ∆(t)− (Bdt +Br)ωr(t) + Bdt
Ng
ωg(t), (3.42)
Jgω˙g(t) =
ηdtKdtNg
θ∆
(t) +
ηdtBdt
Ng
ωr(t)−
(
ηdtBdt
N2g
+Bg
)
ωg(t)− Tg(t), (3.43)
θ˙∆(t) = ωr(t)− 1
Ng
ωg(t), (3.44)
where ηdt is the generator efficiency.
Simplified Drive Train Model
A simplification of drive train model can be obtained from equations (3.39)-(3.41) omitting the
torsion angle and friction. In this case the simplified equations are
Jrω˙r(t) = Ta(t), (3.45)
Jgω˙g(t) = −Tg(t), (3.46)
ωr(t) =
1
Ng
ωg(t). (3.47)
Combining these equations the simplified model is
Jω˙r(t) = Ta(t)−NgTg, (3.48)
with J = Jr +N2g Jg.
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3.3.2 Pitch Subsystem
Following Odgaard and Johnson (2013), the hydraulic pitch system is modeled as a second order
transfer function between the pitch angle β and the pitch reference angle βref
β(s)
βref (s)
=
ω2n
s2 + 2ζωns+ ω2n
. (3.49)
There is a transfer function associated to each of the three pitch systems. In normal operation,
the system has the following parameters ζ = 0.6 and ωn = 11.11 leading to an under-damped
system.
Also, constraints on the values of pitch angles and rate are implemented. The pitch angle
values are restricted to the interval [-2, 90] deg and pitch rate is restricted to the interval [-8, 8]
deg/s.
Similarly to this approach, the pitch system is modeled by Esbensen and Sloth (2009) with a
same transfer function to each of the three pitch systems in the wind turbine. However, in this
model a time delay corresponding to the communication delay to the pitch actuator is added to
the second order transfer function described as
β(s)
βref (s)
=
e(−tds)ω2n
s2 + 2ζωns+ ω2n
. (3.50)
A different pitch actuator model is suggested in Bianchi et al. (2007). Here the model is a
first-order dynamic system with saturation in the amplitude and derivative of the output signal
β˙ = − 1
τp
β +
1
τp
βref , (3.51)
where τp is the time constant.
Applying the Laplace transform we obtain the corresponding first order transfer function
β(s)
βref (s)
=
1/τp(
s+ 1/τp
) . (3.52)
In this model, the pitch angle varies in the interval [-2,30] deg and the rate in the interval
[-10,10] deg/s.
The first two models presented in Esbensen and Sloth (2009) and in Odgaard and Johnson
(2013), considered an under-damped behavior of the pitch actuator. In the third model presented
in Esbensen and Sloth (2009), an over-damped dynamic was modeled using a first order differen-
tial equation.
We consider that the time delay of the system is not very high in this case and can be neglected
still obtaining a realistic representation of the system.
The first order system presented in Bianchi et al. (2007) is very simple and we consider that an
over-damped dynamic does not represent in a realistic way the behavior of a pitch actuator.
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3.3.3 Tower Subsystem
The tower of a wind turbine, as any flexible structure, exhibits many vibration modes. Some oscil-
latory movements inherent to these modes are illustrated in Figure 3.6. Particularly, simple models
are very helpful for a comparative analysis of different control strategies and for the controller de-
sign, whereas the unmodeled dynamics can be treated as uncertainties. For this reason, the model
presented here will include the first mode of tower bending and the first mode of flapping.
In this thesis, it is assumed that the thrust on the rotor acts in the direction of the wind speed.
In reality this is not completely the situation since there is also the side-to-side mode of tower
bending. This is produced by forces from the blades and a counter torque from the drive train and
generator, which make the tower to swing sideways as well (Esbensen and Sloth, 2009).
Figure 3.6: Mode shapes for horizontal-axis wind turbines.
The model presented in Figure 3.7 has two degrees of freedom, which are the axial tower
bending and the flapping. For this model the following generalized coordinates are adopted
q = [dt ζ ]
T , (3.53)
where dt is the axial displacement of the nacelle from the equilibrium position and ζ is the angular
displacement out of the plane of rotation of the blades.
To obtain the model of the tower, the Lagrange energy method is used. The energy terms Ek,
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Figure 3.7: Schematic diagram of the tower.
Ed and Ep in (3.2) can be written as
Ek =
mt
2
d˙2t +
N
2
mb
(
d˙t + rbζ˙
)2
, (3.54)
Ed =
Bt
2
d˙2t +
N
2
Bb
(
rbζ˙
)2
, (3.55)
Ep =
Kt
2
dt
2 +
N
2
Kb(rbζ)
2, (3.56)
and the vector of generalized loads is:
Q = [NFT NFT rb ]
T . (3.57)
For the first generalized coordinate q1 = dt, the Lagrange terms are:
∂Ek
∂q˙1
= mtd˙t +Nmbd˙t +Nmbrbζ˙, (3.58)
d
dt
(
∂Ek
∂d˙t
)
= (mt +Nmb) d¨t +Nmbrbζ¨, (3.59)
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∂Ek
∂dt
= 0, (3.60)
∂Ed
∂q˙1
= Btd˙t, (3.61)
∂Ep
∂q1
= Ktdt, (3.62)
Q1 = NFT . (3.63)
Substituting (3.58)-(3.63) in the Lagrange equation (3.2), the dynamic of the tower bending is
(mt +Nmb) d¨t +Nmbrbζ¨ +Btd˙t +Ktdt = NFT . (3.64)
For the second generalized coordinate q2 = ζ, the Lagrange terms are the following
∂Ek
∂ζ˙
=
N
2
mb
(
2rbd˙t + 2r
2
b ζ˙
)
, (3.65)
d
dt
(
∂Ek
∂ζ˙
)
= Nmbrbd¨t +Nmbr
2
b ζ¨, (3.66)
∂Ek
∂ζ
= 0, (3.67)
∂Ed
∂ζ˙
= NBbr
2
b ζ˙, (3.68)
∂Ep
∂ζ
= NKbr
2
bζ, (3.69)
Nmbrbd¨t +Nmbr
2
b ζ¨ +NBbr
2
b ζ˙ +NKbr
2
bζ = NFT rb. (3.70)
After simplifying (3.70), the dynamic of the blade flap-wise is
mbrbd¨t +mbr
2
b ζ¨ +Bbr
2
b ζ˙ +Kbr
2
bζ = FT rb. (3.71)
Tower Model Simplification
In order to obtain a simplified model of the tower for further purposes, the blades are assumed to
be stiff but in fact the blades are flexible as explained before. This simplification eliminates all the
bending modes of the blades and transfers all forces acting on blades directly to the tower.
The tower top acceleration is typically the only measured variable in the tower model. There-
fore, the movement of the tower is now described by a linear displacement of the tower top (Es-
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bensen and Sloth, 2009). An illustration of this model is given in Figure 3.8.
Figure 3.8: The movement of the flexible tower is modeled using a spring-damper system.
Using a spring-damper terminology, the tower model is rewritten as
Mtd¨t(t) = Ft(t)−Btd˙t(t)−Ktdt(t), (3.72)
where Bt is the tower damping coefficient, Kt is the tower torsion coefficient, Mt is the top mass
of the tower and dt(t) is the displacement of the nacelle from its equilibrium position. The replace-
ment d˙t = vt is utilized in the following notation, where a state space model of the wind turbine
is pursued.
3.3.4 Blade Root Moment Dynamics
This section is based on the work of Van Engelen et al. (2007) from which the Blade Root Moment
Dynamics can be obtained.
It is assumed that the wind speed signal, when it acts on the whole rotor blade, causes blade
root loads that are similar to those that arise when a rotating rotor blade samples a turbulent
wind field, affected by wind shear and tower shadow. This concept allows for describing the
wind influence on the blade (root) loads via a single input signal while yet taking into account the
properties of the rotationally sampled wind field.
The aerodynamic conversion in the simplified model taken from Burton et al. (2011); dynamic
wake effects and unsteady aerodynamics are not taken into account. The aerodynamic conversion
characteristics are translated into multipliers that map a variation in the flapwise relative wind
speed vflapi to variations in the flap and leadwise blade root moments and forces (aerodynamic
gains). Aerodynamic gains are also derived for the linearized influence of a variation in the pitch
angle. The pitch angle variation βi and relative wind speed variation vflapi for the i
th blade thus
cause variations in the aerodynamic loads on the blade root described by:
MB,i(t) = k1
(
υr(t)− vt + 9Rb
8H
vt sin(ψi(t))
)
+ k2βi(t), (3.73)
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where MB,i(t) is the blade root moment on blade i, ψi(t) is the azimuth angle of blade i, vr(t) is
the wind speed, vt is the translation speed of the nacelle from its equilibrium position, Rb is the
distance from the hub to where the thrust acts on the blade and H is the hub height.
The gains k1 and k2 are derived from the power and thrust coefficient data under the assump-
tion of equal aerodynamic efficiency over the rotor radius in a chosen working point.
For azimuth angle ψi equal to 0, the ith blade is in the horizontal position while it is rotating
downward. The azimuth angle of the blade equals the rotor azimuth angle θr, which means
θr = ψ1(t). (3.74)
The rest of the azimuth blade angles can be calculated as shown below:
ψ2(t) = θr +
2
3
pi, (3.75)
ψ3(t) = θr +
4
3
pi. (3.76)
3.3.5 Aerodynamic Model
In this section, basic aerodynamic principles exploited by wind turbines are described, and a
model describing the transfer from wind energy to rotational motion of the rotor is presented.
The power available from the wind passing through the entire rotor swept area can be ex-
pressed as Bianchi et al. (2007):
Pw(t) =
1
2
ρAv3r (t), (3.77)
where Pw(t) is the power available from the wind, A is the rotor swept area, vr(t) is the rotor
effective wind speed, ρ is the air density, which is assumed to be constant.
From the available power in the wind, the power on the rotor is given based on the power co-
efficient, Cp(λ(t), β(t)), which depends on the tip-speed ratio and the pitch angle. The Cp-surface
for the wind turbine used in the FDI benchmark (Odgaard and Johnson, 2013) is provided by kk-
electronic a/s and is shown in the left subplot of Figure 3.9. Notice that the Cp-description implies
that the aerodynamic model is static, which is a simplification.
The power captured by the rotor is:
Pa(t) = Pw(t)Cp (λ(t), β(t)) , (3.78)
where Pa(t) is the power captured by the rotor, Cp (λ(t), β(t)) is the power coefficient and λ(t) is
the tip-speed ratio.
The tip-speed ratio is defined as the ratio between the tip speed of the blades and the rotor
effective wind speed
λ(t) =
ωr(t)R
vr(t)
, (3.79)
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Figure 3.9: The Cp and Ct-coefficients as function of the pitch angle and the tip-speed ratio. Notice
that negative values have been set to zero.
where ωr(t) is the rotor speed and R is the rotor radius.
The aerodynamic torque applied to the rotor defined in Esbensen and Sloth (2009), can be
expressed as:
Ta(t) =
Pa(t)
ωr(t)
. (3.80)
Substituting the equations (3.77) and (3.78), in (3.80) the torque applied to the rotor is expressed
as:
Ta(t) =
1
2ωr(t)
ρAv3r (t)Cp (λ(t), β(t)) , (3.81)
where Ta(t) is the aerodynamic torque applied to the rotor.
The wind acting on the rotor of the wind turbine also results in a thrust on the rotor. This
thrust is calculated as shown below (Bianchi et al., 2007).
Ft(t) =
1
2
ρAυ2r (t)Ct(λ(t), β(t)), (3.82)
where: Ct(λ(t), β(t)) is the thrust coefficient and Ft(t) is the thrust exerted by the wind on the
rotor.
To use the aerodynamic model when the wind speed is assumed to be non-identical on the
three blades, the equations have to take into account different blade effective wind speeds. This
is accomplished by averaging the thrust and torque introduced at each of the three blades, as
illustrated below
Ft,1(t) =
1
2
ρAυ2r (t)Ct(λ(t), β1(t)), (3.83)
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Ft,2(t) =
1
2
ρAυ2r (t)Ct(λ(t), β2(t)), (3.84)
Ft,3(t) =
1
2
ρAυ2r (t)Ct(λ(t), β3(t)), (3.85)
Ta,1(t) =
1
2ωr(t)
ρAv3r (t)Cp (λ(t), β1(t)) , (3.86)
Ta,2(t) =
1
2ωr(t)
ρAv3r (t)Cp (λ(t), β2(t)) , (3.87)
Ta,3(t) =
1
2ωr(t)
ρAv3r (t)Cp (λ(t), β3(t)) , (3.88)
Ta(t) =
1
3
3∑
i=1
Ta,i(t). (3.89)
Substituting (3.86), (3.87) and (3.88) in (3.89), the following equation for the aerodynamic
torque is obtained
Ft(t) =
1
3
3∑
i=1
Ft,i(t), (3.90)
where Ft,i(t) is the thrust exerted by the wind on blade i, Ta,i(t) is the aerodynamic torque applied
to the rotor by blade i.
It is assumed that the thrust Ft,i(t) exerted on Blade i attacks where the thrust components
towards the hub and towards the blade tip are equal. Since the thrust is dependent on R2 the
following equation can be set up to calculate the point where the thrust attacks
rb∫
0
r2dr =
R∫
rb
r2dr,
rb = 2
−1/3R,
(3.91)
where rb is the distance from the hub to where the thrust acts on the blade and R is the radius of
the rotor.
Having determined where the thrust acts on the blades, it is possible to derive the torque which
makes the tower move. This is a function of the azimuth angle of each blade and can be realized
as a force acting on the tower at hub height
Fth(t) = Ft,1(t)
(
1 + rth cos (ψ1(t))
)
+ Ft,2(t)
(
1 + rth cos (ψ2(t))
)
+Ft,3(t)
(
1 + rth cos (ψ3(t))
)
,
(3.92)
where Ft,i(t) is the thrust acting on blade i, Fth(t) is the force acting on the tower at hub height
and Fth,i(t) is the force transferred to the tower from blade i at hub height.
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Figure 3.10: Sketch of a rotor and a wind turbine, showing parameters utilized in the wind model.
The basic aerodynamic principles of a wind turbine have been described, and models for the
aerodynamic torque and the aerodynamic thrust acting on the rotor have been set up.
3.3.6 Power Subsystem Model
The power system as modeled in Odgaard and Johnson (2013) and Esbensen and Sloth (2009) is
considered a standard first order system which is very similar in both cases.
Electric power is generated by the generator, and to enable variable-speed operation, currents
in the generator are controlled using power electronics. Therefore, power electronic converters
interface the wind turbine generator output with the utility grid. It is assumed that the converter
consists of four similar units sketched in Figure 3.11, each having an internal controller. These
units together load the generator with a certain torque, which depends on the currents drawn from
the generator. Since torque and electric power are the only variables of interest in the simplified
model of the energy conversion system, currents and voltages are not considered at all.
Since the converter consists of several converters having equal characteristics, this section de-
scribes only one of these.
On a system level of the wind turbine, the generator and converter dynamics can be modeled
by a first order transfer function:
Tg(s)
Tg,ref(s)
=
1
τg s+ 1
, (3.93)
where Tg,ref(t) is the reference for the generator torque and τg is the time constant of the first order
system.
The power produced by the generator depends on the rotational speed of the rotor and of the
applied load, as described in the equation below. The following equation explains the mechanical
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Figure 3.11: The converter consists ofNc units capable of loading the generator by a certain torque,
specified by a torque reference.
power since the electronic system is not modeled:
Pg(t) = ηgωg(t)Tg(t), (3.94)
where Pg(t) is the power produced by the generator, ηg is the efficiency of the generator.
In the wind turbine FDI benchmark (Odgaard and Johnson, 2013), the parameter values for
the efficiency and the time constant are ηg = 0.98 and τg = 150 , respectively.
3.4 Control Oriented Model
The FAST-NREL 5 MW is a detailed and high fidelity wind turbine model with 24 degrees of free-
dom, this model is appropriate for testing control schemes and use the sensors information either
for prognostics or fault diagnosis. However, a reduced-order dynamic model is more suitable for
the purpose of control design, which is defined in this section.
To derive the control oriented model, the equations from the different sub-models described
in section 3.3 are used, it is taken the reference model proposed by Knudsen and Bak (2013) and
used as well for MPC control in Odgaard et al. (2015a). The drive-train simplified model (3.48),
the tower (3.72), the pitch (3.51) and the generator/converter (3.93) can now be gathered into a
nonlinear state space model, which is used later by the MPC after linearization

ω˙r
d˙t
v˙t
β˙
T˙g
 =

1
J (Ta −NgTg)
vt
1
Mt
(Ft −Ktdt −Btvt)
1
τp
(βref − β)
1
τg
(Tg,ref − Tg)
 , (3.95)
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while the output equations are given by:
 Pg,mvt,m
ωr,m
 =
 ηgNgωrTgvt
ωr
 . (3.96)
Control of wind turbines deals with a number of objectives and tasks. Many of these are
conflicting in nature, in this work a subset of these objectives is considered. The idea is to design an
MPC which deals with the conflicting objectives of generating nominal power, while minimizing
the blade root fatigue state and the tower fore-aft fatigue loads when operating the wind turbine
at above-rated wind speed.
In order to have a model that can be used with an MPC controller, the nonlinear model needs
to be linearized. The linearized model is derived from (3.95) and (3.96) applying the Jacobian
linearization around a particular operating point.
Given the nonlinear system described by (3.95) and (3.96), an equilibrium point of the states,
denoted as x¯, obtained when the inputs u = u¯ and disturbances w = w¯, the linear discrete-time
state space representation has the form
x(k + 1) =Ax(k) +Bu(k) + Ew(k), (3.97)
y(k) =Cx(k). (3.98)
From the nonlinear model (A.1)-(A.2) the derivatives to obtain the linear model (3.97) are as
follows
The model includes states representing the rotor speed ωr, the tower fore-aft displacement dt,
the tower fore-aft velocity vt, the generator torque Tg and the pitch angle β. The controlled inputs
are generator torque and pitch references, respectively Tg,ref and βref . The wind speed vw is a
measured non-controlled input. The model outputs are the generated power Pg, the tower fore-
aft velocity vt and the rotor speed ωr. The new inputs u, disturbances w, states x, and outputs y
represent the variation of u, y, w and x from the equilibrium value
u =
[
Tg,ref − T¯g,ref βref − β¯ref
]T
, (3.99)
w =
[
vw − v¯w
]
, (3.100)
x =
[
ωr − ω¯r dt − d¯t vt − v¯t β − β¯ Tg − T¯g
]T
, (3.101)
y =
[
Pg,m − P¯g vt,m − v¯t ωr,m − ω¯r
]T
. (3.102)
On the other hand, the state space matrix A, input matrix B, disturbance matrix E and output
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matrix C are
A =

1 + TsJ
∂Ta
∂ωr
0 −TsJ ∂Ta∂vt TsJ ∂Ta∂β − TsNg J
0 1 + Ts 0 0 0
Ts
Mt
∂Ft
∂ωr
−KtTsMt 1 + TsMt
(
−Bt − ∂Ft∂vt
)
Ts
Mt
∂Ft
∂β 0
0 0 0 1− Tsτp 0
0 0 0 0 1− Tsτg

, (3.103)
B =

0 0
0 0
0 0
0 Tsτp
Ts
τg
0
 , (3.104)
E =
[
Ts
J
∂Ta
∂vω
0 TsMt
∂Ft
∂vω
0 0
]T
, (3.105)
C =

∂Pg
∂ωr
0 0 0
∂Pg
∂Tg
0 0 1 0 0
1 0 0 0 0
 , (3.106)
where Ts is the sampling time.
The control scheme is implemented to operate in region 3. Therefore, the following operating
point is chosen:
v¯w = 14 m/s,
ω¯r = 1.2671 hz,
T¯g = 43093.5 Nm,
β¯ = 4◦,
(3.107)
where the matrices linearized on the operating point (3.107) and taking the system parameters
from the work of Odgaard et al. (2015a) are the following
A =

−0.0556 0 −0.0263 −0.008 −2.300× 10−6
0 0 1 0 0
0.815 −4.240 −0.2094 −0.1427 0
0 0 0 −50 0
0 0 0 0 −50
 , (3.108)
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B =

0 0
0 0
0 0
0 50
50 0
 , (3.109)
E =
[
0.0263 0 0.1871 0 0
]T
, (3.110)
C =
 3.946 0 0 0 0.000120 0 1 0 0
1 0 0 0 0
 , (3.111)
Chapter 4
Fault Diagnosis and Fault Tolerant
Control of Wind Turbines
The content of this chapter is based on the following works:
• Sanchez et al. (2015a) Sanchez, H., Escobet, T., Puig, V., and Odgaard, P. (2015a). Fault diag-
nosis of advanced wind turbine benchmark using interval-based ARRs and observers. IEEE
Transactions on Industrial Electronics, 62(6), 3783–3793.
• Odgaard et al. (2015b) Odgaard, P., Sanchez, H., Escobet, T., and Puig, V. (2015b). Fault
diagnosis and fault tolerant control with application on a wind turbine low speed shaft en-
coder. In 9th IFAC Symposium on Fault Detection, Supervision and Safety for Technical Processes,
volume 48, 1357–1362. Paris, France.
Fault diagnosis (FD) and fault tolerant control (FTC) of wind turbines is an important issue
in order to decrease the operation and maintenance costs and increase penetration into electrical
grids because the enhanced reliability those techniques can provide. However, the complexity
of large modern wind turbines makes difficult to transfer advanced FD and FTC methods from
the theory to application. The approaches proposed are applied to the wind turbine benchmark
defined in Odgaard and Johnson (2013) and described in Section 4.1. On of the contributions
of this chapter is to propose a model-based fault diagnosis approach for wind turbines and its
application to a realistic wind turbine FD and FTC benchmark proposed in Odgaard and John-
son (2013). The proposed fault diagnosis approach combines the use of analytical redundancy
relations (ARRs) and interval observers. Interval observers consider an unknown but bounded
description of the model parametric uncertainty and noise using the so-called set-membership
approach (Puig, 2010). This approach leads to formulate the fault detection test by means of check-
ing if the measurements fall inside the estimated output interval, obtained from the mathematical
model of the wind turbine and noise/parameter uncertainty bounds. Fault isolation is based on
considering a set of ARRs obtained from structural analysis of the wind turbine model and a fault
signature matrix that considers the relation of ARRs and faults. Finally, the proposed fault diag-
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nosis approach has been validated on a 5MW wind turbine using the NREL FAST simulator. The
obtained results are presented and compared with other approaches proposed in the literature.
4.1 Overview of the FD-FTC Wind Turbine Benchmark
As discussed in the introduction of this thesis, the growing interest in wind turbines, coming from
both the academia and the industry, motivated the proposal of a wind turbine benchmark for FD
and FTC, containing the most common faults reported in practice (see (Odgaard et al., 2013)). This
benchmark was based on a realistic generic three blade horizontal variable speed wind turbine
with a full converter coupling. In the Spring of 2010, kk-electronic together with other partners
(MathWorks and Aalborg University) released an international competition on Fault Detection
and Isolation (FDI) in Wind Turbines based on this benchmark model of the wind turbine. The
competition consisted on finding the best schemes to diagnose and handle the different faults
proposed and the results were presented in (Odgaard et al., 2013).
After the announcement of results of the first benchmark, a second challenge was presented in
(Odgaard and Johnson, 2013) that differs from the previous challenge in the wind turbine model
that is modeled using the 5MW wind turbine reference model (Jonkman et al., 2009) on the high
fidelity aeroelastic FAST simulator (Jonkman and Buhl, 2005), previously explained in Chapter
3. This simulator is able to consider the wind turbine flexible modes that are present in practice
making FD more difficult when simple models neglecting these modes are used, as was the case
in (Odgaard et al., 2013).
Figure 4.1 presents a block diagram of the wind turbine simulation model, provided with the
benchmark, including the feedback loops corresponding to the pitch, yaw and torque variables.
In this figure, it also appears the components which are affected by the set of faults and the fault
diagnosis block that will be designed in this paper.
The wind turbine benchmark defines a set of ten fault scenarios mainly introduced in sensors
and actuators (see Fault Generator in Figure 4.1). The types of faults are offsets, scaling, stuck,
changes in the system dynamics and bit errors, as shown in Table 4.1. These faults are motivated
by research in both public domain and proprietary sources (Odgaard and Johnson, 2013).
4.2 Fault Diagnosis Approach
The model based fault diagnosis methods are based in assessing the consistency between obser-
vations of a system and the outputs of a model. The behavior of the real process and the behavior
of a model are compared, if the output of the system and the models output are different then a
fault is detected. This idea is summarized in Figure 4.2.
A residual is a variable used for evaluating consistency and it is defined as:
r(t) = y(t)− yˆ(t), (4.1)
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Figure 4.1: Block diagram of wind turbine simulation model
Table 4.1: Fault Scenarios
No. Faults Type
f1 Blade root bending moment sensor Scaling
f2 Accelerometer Offset
f3 Generator speed sensor Scaling
f4 Pitch angle sensor Stuck
f5 Generator power sensor Scaling
f6 Low speed shaft position encoder Bit error
f7 Pitch actuator Abrupt
f8 Pitch actuator Slow
f9 Torque offset Offset
f10 Yaw drive Stuck drive
where y(t) is the real process output and yˆ(t) is the predictor output.
Real and predicted outputs are always different due to the uncertainty. Uncertainty in indus-
trial processes makes difficult the fault detection task.
Ideally residuals are 0 when there are no faults and not 0 when there are faults. But in many
cases there are modeling errors, non-modeled dynamics, disturbances and noise which cause that
residuals are not 0 even when there are no faults.
Model-based fault detection tests are based on the evaluation of a set of fault indication signals
(residuals), obtained through analytical redundancy relations (ARRs). ARRs are defined as rela-
tions between known variables and can be derived combining the measurement model (known
variables) with the system model (unknown variables). Also, each ARR is sensitive to a set of
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Figure 4.2: Model Based Fault Detection Scheme
faults.
A fault detection task decides if an ARR is violated at a given instant or not, generating a set
of fault indicators, si according to:
si(k) =
{
0, if τlower < ri(k) < τupper (no fault),
1, if ri(k) ≤ τlower or ri(k) ≥ τupper (fault),
(4.2)
where τlower and τupper are the limits of the threshold associated to the ARR ri. The comparison of
fault indicators patterns allows to diagnose the fault.
4.2.1 ARR Generation
The design of the fault diagnosis system is based on deriving a set of ARRs by combining the
model equations (associated to the subsystems presented in Chapter 3) with the available sensors.
This is the standard procedure to design a fault diagnosis system using model based approaches
(for more details see Blanke et al. (2006)). Some of the model equations come directly from the
benchmark model while the remaining are obtained using data-based techniques. In the case
study used in this work, the set of available sensors to determine the ARRs are those presented in
Table (3.2). Combining the model equations with the available sensors by means of the structural
analysis approach and perfect matching algorithm (Blanke et al., 2006), the resulting set of ARRs
is presented in the following.
ARR 1 is obtained directly from the power equation presented in (3.94)
Pg,m(t) = ηgωg,m(t)Tg,m(t), (4.3)
since the power generated Pg,m(t), the generator speed ωg,m(t) and the generator torque Tg,m(t)
are all measured variables.
ARR 2 is obtained from the generator/converter model described in (3.93) as follows
τg
dTg,m(t)
dt
+ Tg,m(t) = Tg,ref (t). (4.4)
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During the simulation tests performed with the benchmark based on the FAST simulator, it
was noticed that the blade root moment behavior observed in the simulations did not correspond
to the one described by (3.73). After analyzing the blade root moment behavior and considering
the influence of the wind speed and blades pitch angle on this variable, an experimental model
was proposed to be used. This experimental model is based on the mean values of the blade
root moment and pitch angle signals in steady state to filter the flexible modes. Several tests with
different constant wind speeds ranging from 12 m/s to 30 m/s were performed obtaining different
pitch angle values. Then, a relation between the different pitch angles and the mean value of the
blade root moment in steady state was found. As it can be seen in Figure 4.3, first, second and
third order polynomials were considered to represent the mean blade root moment as function of
the pitch angle.
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Figure 4.3: Estimated Blade Root Moments models
Finally, the proposed model for the blade root moment dynamics was the third order blade
root moment mean model
M¯B,j,m(t) = a3,jβj,m(t)
3 + a2,j βj,m(t)
2 + a1,j βj,m(t) + a0,j , (4.5)
where M¯B,j(t) is the mean blade root moment and βj is the pitch angle on blade j. The values of
the coefficients ai,j for blade root moment mean models for each blade, corresponding to experi-
ments of winds higher than 12 m/s, are shown in Table 4.2.
Table 4.2: Blade Root Moment Mean Model Coefficients
Mean BRM model a3 a2 a1 a0
M¯B,1(t) -0.0778 9.3204 -469.4313 96482
M¯B,2(t) -0.0777 9.3159 -469.3210 99720
M¯B,3(t) -0.0776 9.3228 -469.6690 96495
Thus, ARRs 3, 4 and 5 are obtained from the blade root moment model (4.5).
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ARRs 6, 7 and 8 are obtained from the pitch subsystems derived directly from the model (3.49)
d2βj,m(t)
dt2
+ 2ζωn
dβj,m(t)
dt
+ ω2nβj,m(t) = ω
2
nβref (t). (4.6)
From the drive train model (3.39)-(3.40), the following relations can be established in steady
state that filter the flexible modes. First, a relation between ωg(t) and Tg(t) can be established as
explained below
Bgωg(t) = −Tg(t) +K, (4.7)
where the constantK is the torsion angle in steady state. In a similar way, a relation between ωg(t)
and ωr(t) through Ng can also be derived
ωg(t) = Ngωr(t). (4.8)
Then ARR 9 and ARR 10 are derived from equations (4.8) and (4.7), as follows
Bgωg,m(t) = −Tg,m(t) +K, (4.9)
ωr,m(t)− 1
Ng
ωg,m(t) = 0. (4.10)
Using the input/output equations of the drive train model presented in (3.39)-(3.40), with the
dynamics of the torsion angle neglected because there is no sensor available for this variable in
the benchmark, ARR 11 (eq. 4.11) and ARR 12 (eq. 4.12) are obtained as follows
f1
(
ω˙r,m(t), ωr,m(t), Tˆa(t), Tg,m(t)
)
= 0, (4.11)
f2
(
ω˙g,m(t), ωg,m(t), Tˆa(t), Tg,m(t)
)
= 0, (4.12)
where the aerodynamic torque Tˆa(t) can be computed by the following expression
Tˆa(t) = f (ωr,m(t), vm(t), βm(t)) . (4.13)
The rotor speed ωr,m(t) and the azimuth angle φr,m(t) of the low speed shaft are both known
variables. Therefore, the ARR 13 derived from (3.27) can be proposed as a relation between rotor
speed and the derivative of the low speed shaft angle
ωr,m(t) =
dφr,m(t)
dt
. (4.14)
ARR 14 is derived from the yaw controller model proposed in Odgaard and Johnson (2013).
The controller has the measured yaw error Ξe,m(t) as an input and the yaw reference angular
velocity ωy,r as an output, which are both known variables. The yaw rate is modeled as in Odgaard
and Johnson (2013) with a delay respect to the yaw reference angular velocity. Therefore, the
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following ARR can be obtained
f(Ξe,m(t), ωy,r(t)) = 0. (4.15)
Wind tower deflects because of the loads and wind tower flexibility leading to the nacelle mo-
tion. This motion can be characterized by means of a deflection in wind direction (fore-aft) xt and
perpendicular to wind direction (sidewards) yt. Some models in the literature were proposed such
as the one proposed by Van Engelen et al. (2007). However, in order to perform fault diagnosis
using this tower model, a tower bottom strain gauge is needed. This sensor is not an industrial
standard in wind turbines, and therefore is not included in the FD benchmark. To overcome the
lack of this sensor, an experimental model with the purpose of fault diagnosis is proposed for the
tower system. From the simulation tests performed with the benchmark based on FAST simulator,
a relation between the tower top accelerations and the blade root moments in steady state was ob-
served. The proposed model establishes an ARR containing the signals of the blade root moment
and tower top acceleration in the x direction (fore-aft), which are among the benchmark available
sensors presented in Table 4.1.
The proposed model is the following
MB,j,m(t) = at1 x¨x,m(t) + bt1 , (4.16)
whereMB,j,m(t) is the blade root moment on blade j, x¨x,m(t) is the accelerometer in the x direction,
bt1 is the mean value of MB,j,m(t) and at1 is a parameter used to scale the acceleration signal.
The ARRs 15, 16 and 17 are obtained from the model (4.16).
As a summary of the derived ARRs related with the wind turbine components is shown in
Table 4.3.
Table 4.3: ARRs with the respective wind turbine components
ARR Component
ARRs 1,2 Generator/converter
ARRs 3,4,5 Blades
ARRs 6,7,8 Pitch systems
ARRs 9,10,11,12,13 Drivetrain
ARR 14 Yaw system
ARR 15,16,17 Tower,blades
4.2.2 Interval Models
The presence of flexible modes in the wind turbine (simulated with the aeroelastic FAST simu-
lator) and the modeling errors inherent to the approximation of some model relations discussed
in Section 4.2.1, lead to the necessity of using a robust fault detection algorithm able to handle
uncertainty (Chen and Patton, 1999). One of the most developed families of approaches that deal
with model uncertainty, called active, are based on generating residuals, which are insensitive to
uncertainty (modeling errors and disturbances), while at the same time sensitive to faults using
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some decoupling method (Chen and Patton, 1999). On the other hand, there is a second family
of approaches, called passive, which enhances the robustness of the fault detection system at the
decision-making stage using an adaptive threshold (Puig et al., 2008). In this approach, the un-
certainty will be located in the parameters bounding their values by intervals using the so-called
interval models (Puig et al., 2008). The robustness in fault detection is achieved by means of the
passive approach at the decision-making stage using an adaptive threshold generated by con-
sidering the set of model responses obtained by varying the uncertain parameters within their
intervals.
Static and dynamic interval predicted models
ARRs introduced in Section 4.2.1 will be used to create residuals to detect and isolate faults. These
residuals will be generated in order to check the consistency between the observed and the pre-
dicted process behavior. Looking at the obtained ARRs, they can be divided in two groups: static
and dynamic. The static ARRs are: ARR1, ARR3, ARR4, ARR5, ARR9, ARR10, ARR13 and
ARR14, while the remaining are dynamic. The generation of residuals is straightforward in case
of static ARRs since they follow directly from the mathematical expressions. On the other hand,
in case of dynamic ARRs several options for generating residuals are possible ranging from parity
equations to observers. In this paper, interval observers are used because they handle in a natural
way the effect of the uncertainty by generating adaptive thresholds used for fault detection. The
model of each dynamic ARR is rewritten in observer canonical form as follows
x(k + 1) = A(θ˜)x(k) +B(θ˜)u(k), (4.17)
y(k) = C(θ˜)x(k) + v˜(k), (4.18)
where u(k) ∈ Rnu is the system input, y(k) ∈ Rny is the system output, with x(k) ∈ Rnx is the
state-space vector, v˜(k) ∈ Rny is the output noise that is assumed to be bounded |v˜i(k)| < σi,
with i = 1, . . . , ny, A(θ˜), B(θ˜), C(θ˜), are matrices of appropriate dimensions where θ˜ ∈ Rnθ is the
parameter vector. Uncertainty in the parameters is considered as follows
θ ∈ Θ = {θ ∈ Rnθ | θi ≤ θi ≤ θ¯i, i = 1, . . . , nθ} . (4.19)
Then, from the dynamic ARR expressed in state space form (4.17)-(4.18), a interval linear observer
with Luenberger structure can be derived as follows (Meseguer et al., 2010):
xˆ(k + 1, θ) = (A(θ)− LC(θ)) xˆ(k, θ) +B(θ)u(k) + Ly(k)
= A0(θ)xˆ(k, θ) +B(θ)u(k) + Ly(k), (4.20)
yˆ(k, θ) = C(θ)xˆ(k, θ),
where xˆ(k, θ) is the estimated system state vector, yˆ(k, θ) is the estimated system output vector and
A0(θ) = A(θ)− LC(θ) is the observer matrix. The observer gain matrix L ∈ Rnx×ny is designed to
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stabilize the matrix A0(θ) and to guarantee a desired performance regarding fault detection for all
θ ∈ Θ using the LMI pole placement approach (Chilali and Gahinet, 1996).
The input/output form of the observer (4.20) is expressed as follows
yˆ(k, θ) = G(q−1, θ)u(k) +H(q−1, θ)y(k), (4.21)
with:
G(q−1, θ) = C(θ)(qI −A0(θ))−1B(θ), (4.22)
H(q−1, θ) = C(θ)(qI −A0(θ))−1L. (4.23)
The effect of the uncertain parameters θ on the observer temporal response yˆ(k, θ) will be
bounded using an interval satisfying
yˆ(k, θ) ∈ [yˆ(k), yˆ(k)] . (4.24)
Such interval can be computed independently for each output i = 1, . . . , ny, neglecting cou-
plings among outputs, as follows
yˆi(k) = min
θ∈Θ
yˆi(k, θ) and yˆi(k) = max
θ∈Θ
yˆi(k, θ), (4.25)
subject to the observer equations given by (4.21). The optimization problems (4.25) could be solved
using numerical methods as in Puig et al. (2003) or, more efficiently by means of the zonotope
approach presented in Alamo et al. (2005).
Finally, taking into account that the additive noise in the system (4.18) is bounded, the follow-
ing condition should be satisfied
yi(k) ∈
[
yˆi(k)− σi, yˆi(k) + σi
]
i = 1, . . . , ny, (4.26)
in a non-faulty scenario.
Parameter uncertainty estimation
One of the key points in passive robust model based fault detection is how models and their un-
certainty bounds are obtained. Classical system identification methods are formulated under a
statistical framework. Assuming that the measured variables are corrupted by additive noises
with known statistical distributions and that the model structure is known, a parameter estima-
tion algorithm will provide nominal values for the parameters together with descriptions of the
associated uncertainty in terms of the covariance matrix or confidence regions for a given proba-
bility level (Kendall and Stuart, 1961), (Dalai et al., 2007). However, this type of approaches can-
not be applied when measurement errors are described as unknown but bounded values and/or
modeling errors exist. The problem of bounding the model uncertainty has been mainly stated
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in many references coming from the robust control field. Recently, some methodologies that pro-
vide a model with its uncertainty have been developed, but always thinking of its application to
control (Reinelt et al., 2002). One of the methodologies assumes the bounded but unknown de-
scription of the noise and parametric uncertainty. This methodology is known as bounded-error
or set-membership estimation (Milanese et al., 1996), which produces a set of parameters consistent
with the selected model structure and the pre-specified noise bounds. Uncertainty in the parame-
ters is considered as follows
θ ∈ Θ = {θ ∈ Rnθ | θi ≤ θi ≤ θ¯i, i = 1, . . . , nθ} , (4.27)
where θ is a vector of uncertain parameters and nθ is the number of uncertain parameters consid-
ered.
Given an input/output static equation expressed as
yˆ(k, θ) = G(θ)u(k) +H(θ)y(k), (4.28)
where G(θ) and H(θ) are uncertain parameters. The goal of the parameter estimation algorithm
is to characterize the parameter set Θ (here a box) consistent with the data collected in a fault-
free scenario and estimate the output yˆ(k, θ). Given N measurements of system inputs u(k) and
outputs y(k) from a scenario free of faults and rich enough from the identifiability point of view,
the parameters tolerance α, and a nominal model described by a vector of nominal parameters θn
obtained using a standard least-square parameter estimation algorithm Ljung (1998), the uncertain
parameter estimation algorithm proceeds by solving the following optimization problem
min α
subject to :
yi(k) ∈
[
yˆ
i
(k)− σi, yˆi(k) + σi
]
i = 1, ..., ny k = 1, ..., N
yˆ
i
(k) = min
θ∈Θ
yˆi(k, θ) i = 1, ..., ny k = 1, ..., N
yˆi(k) = max
θ∈Θ
yˆi(k, θ) i = 1, ..., ny k = 1, ..., N
yˆ(k, θ) = G(q−1, θ)u(k) +H(q−1, θ)y(k) k = 1, ..., N
Θ = [θn(1− α), θn(1 + α)] ,
(4.29)
where yˆ
i
(k) and yˆi(k) are the bounds of the system output estimation computed component-wise
using the static input/output equation (4.28) and obtained according to (4.29), ny are the number
of measurements.
It is assumed that a priori theoretical or practical considerations allow to obtain useful intervals
associated to measurement noises, leading to an estimation of the noise bound σ.
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4.2.3 Fault Detection
Fault detection is based on generating a nominal residual comparing the measurements of physi-
cal system variables y(k) with their estimation yˆ(k) provided by the observer (4.20)
r(k) = y(k)− yˆ(k, θn), (4.30)
where r(k) ∈ Rny is the residual set and θn the nominal parameters. According to Gertler (1998),
the form of the nominal residual generator, obtained using (4.21), is
r(k) =
(
I −H(q−1, θn)
)
y(k)−G(q−1, θn)u(k), (4.31)
that has been derived taking into account the input/output form of the observer.
When considering model uncertainty located in parameters, the residual generated by (4.30)
will not be zero, even in a non-faulty scenario. To cope with the parameter uncertainty effect, a
passive robust approach based on adaptive thresholding can be used (Puig et al., 2006), as previ-
ously discussed. Thus, using this approach, the effect of parameter uncertainty in the components
ri(k) of residual r(k) (associated to each system output yi(k)) is bounded by the interval (Puig
et al., 2003):
ri(k) ∈ [ri(k)− σi, ri(k) + σi], i = 1, ..., ny, (4.32)
where
ri(k) = yˆi(k)− yˆi(k, θn) and ri(k) = yˆi(k)− yˆi(k, θn). (4.33)
The bounds yˆ
i
(k) and yˆi(k) of the system output estimation are computed component-wise using
the interval observer (4.21). Then, the fault detection test is based on checking if the residuals
satisfy or not the condition given by (4.32). In case that this condition does not hold, a fault can be
indicated. Notice that checking condition (4.32) is equivalent to check condition (4.24).
As discussed in Meseguer et al. (2010), fault detection based on interval observers presents
non-detected faults (missed alarms) because of the uncertainty. This is due to the fact that there
exists a minimum fault size that guarantees the activation of the fault detection test (4.32) despite
the uncertainties. On the other hand, interval observers guarantee that there are no false alarms
since uncertainty bounds are determined to explain all the data collected in non-faulty scenarios
used for interval parameter estimation by means of (4.29).
4.2.4 Fault Isolation
Fault isolation consists in identifying the faults affecting the system. It is carried out on the basis
of fault signatures, generated after the detection process, and their relation with all the considered
faults. Robust residual evaluation presented in Section 4.2.3 allows obtaining a set of observed
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fault signatures φ(k) = [φ1(k), φ2(k), . . . , φnr(k)], where each fault indicator is given by
φi(k) =
{
0 if ri(k) ∈ [ri(k)− σi, ri(k) + σi],
1 if ri(k) /∈ [ri(k)− σi, ri(k) + σi].
(4.34)
Standard fault isolation reasoning exploits the knowledge about the binary relation between
the set of fault hypothesis and the set of residuals that is stored in the so called Fault Signature
Matrix (FSM), denoted as M . An element mnr,nf (nr indicates rows, nf indicates columns) of M
is equal to 1 if the fault fnf affects the computation of the residual rnr ; otherwise, the element
mnr,nf is zero-valued. A column of M is known as a theoretical fault signature and indicates which
residuals are affected by a given fault. A set of faults is isolable if all the columns in M are different
(two columns that are equal indicate two faults that can not be distinguished).
Based on the use of FSMs, different reasoning procedures have been proposed in the literature,
see for instance (Cordier et al., 2004). The procedure accepted as standard by the FDI community
involves finding a matching between the observed fault signature and one of the theoretical fault
signatures. However, this reasoning is not appropriate in an unknown but bounded context. Due
to the uncertainty, when a fault is present in the system, an undefined number of the residuals af-
fected by the fault can be found inconsistent, mainly depending on the sensitivity of each residual
with respect to the fault and on the fault magnitude. In this case, if the column-matching pro-
cedure is used, then the particular fault will not be identified. An appropriate reasoning which
comes from the DX community only considers the residuals that are inconsistent when searching
for the fault (that is, inconsistency is relevant, consistency is not). Based on the proposed frame-
work by Cordier et al. (2004), the fault signature matrix is interpreted in DX CBD (Consistency-
based Diagnosis) approach to fault isolation considering separately each line corresponding to a
violated ARR, (i.e., a set of components that are to be considered abnormal in order to be consis-
tent with the observed fault signature) before searching for a common explanation, i.e., follows a
row view of the fault signature matrix.
Analyzing the effects of the faults presented in Odgaard and Johnson (2013), listed in Table
4.1, in the set of static and dynamic residuals obtained from the ARRs presented in Section 4.2.1,
the fault signature matrix shown in Table 4.4 is obtained. This table shows the sensitivity of the
obtained residuals in presence of the considered fault scenarios, where the sub-index j takes the
following values j = 1, 2, 3.
Based on the information of FSM presented in Table 4.4, the logical test that allows isolating the
faults has been generated. Tables 4.5 and 4.6 list the logical reasoning test in the case of applying
column and row reasoning approaches respectively, where ∆Nri indicates an abnormal behavior
of ith residual.
4.2.5 Fault Diagnosis Results
In the following section, some representative results considering the fault scenarios defined in the
wind turbine benchmark (see Section 4.1) will be presented. The wind speed sequences used in
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Table 4.4: Theoretical signature matrix
f1−MB,j,m f2 f3 f4 f5 f6 f(7−8) f9 f10
r1 x x x
r2 x
rj+2 x x x x
rj+5 x x
r9 x x
r10 x
r11 x
r12 x x
r13 x
r14 x
rj+14 x x
Table 4.5: Column reasoning approach
Logical Test Diagnostic
∆Nr2+j f1−M,B,j,m
∆Nr1 ∧∆Nr9 ∧∆Nr10 ∧∆Nr12 f3
∆Nr2+j ∧∆Nr5+j f4−βj ∨ f(7−8)−PAj
∆Nr1 f5
∆Nr1 ∧∆Nr2 ∧∆Nr9 ∧∆Nr11 ∧∆Nr12 f3
∆Nr13 f6
∆Nr14 f10
∆Nr15 ∧∆Nr16 ∧∆Nr17 f2
Table 4.6: Row reasoning approach
Logical Test Diagnostic
∆Nr1 f3 ∨ f5 ∨ f9
∆Nr2 f9
∆Nr2+j f1−M,B,j,m ∨ f4−βj ∨ f7−PAj ∨ f8−PAj
∆Nr5+j f4−βj ∨ f7−PAj ∨ f8−PAj
∆Nr9 f3 ∨ f9
∆Nr10 f3
∆Nr11 f9
∆Nr12 f3 ∨ f9
∆Nr13 f6
∆Nr14 f10
∆Nr14+j f1−M,B,j,m ∨ f2
the tests were some of the uniform mean wind speeds of 11 m/s, 14 m/s and 17 m/s, which are
provided with the benchmark (Odgaard and Johnson, 2013). Additionally, a mean wind speed of
14 m/s with direction changes to test the detection of fault f10 in the yaw actuator was used.
Using the algorithm 4.29 to determine the uncertainty parameter α for each ARR, where the
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obtained values are shown in Table 4.7. The sub-index j takes the following values j = 1, 2, 3.
Table 4.7: Residuals with the uncertainty parameter value
ARR Value of α
r1 8.34× 10−4
r2 3.4× 10−4
r3 0.0343
r4 0.0351
r5 0.0353
rj+5 1× 10−4
r9 3.8× 10−4
r10 8.3× 10−5
r11 1.5× 10−4
r12 2× 10−4
r13 1.46× 10−2
r14 1× 10−9
rj+14 1× 10−6
In Figure 4.4, fault scenarios f5 and f2 are shown. Fault f5 occurs in the generator power sensor
scaled by a factor of 1.1 and it is present in the time interval from 240s to 265s. Fault scenario f2
occurs in tower top accelerometer sensor in the x direction corresponding to an offset of -0.5m/s2
present in the time period from 75s to 100s. In Figure 4.5, fault scenarios f3 and f4 are shown.
Fault 3 causes the generator speed to be scaled by a factor of 0.95 and it is present between 130s
and 155s. Fault 4 results in blade 1 having a stuck pitch angle sensor, which holds a constant value
of 1 degree. Fault 4 is active from 185s to 210s. All of the faults defined in the benchmark (Odgaard
and Johnson, 2013) are only present during a determined period of time.
In the fault scenarios shown in Figures (4.4)-(4.5), it can be observed that the measurement
goes out of the detection thresholds and that the fault indicator activates during the interval of
time in which the fault is present, either permanently or intermittently.
In Table 4.8, it is shown which residuals were activated for each one of the considered fault
scenarios during the simulation tests. From this table, it can be observed that during the tests not
all of the residuals are activated according to the FSM shown in Table 4.4.
The fault detection results are resumed in Table 4.9. The values for the required detection time
(tD) are those specified in the benchmark. The real time detection (tD real) is the one obtained
for the first residual activated in presence of the fault, where Ts is the sampling period. The per-
formance of the FDI scheme (summarized in Table 4.9) is assessed with wind realizations which
are inside the zone 3 (constant power production) of the wind turbine benchmark control scheme,
i.e. wind speed in the range 12 m/s - 25 m/s, (see Odgaard et al. (2013) for more details). The re-
sults obtained show that the FDI performance presented in this paper are not highly affected when
wind velocity change within this range of wind velocities. For the control zone 2 (power optimiza-
tion or partial load), i.e. wind speed in the range 3 m/s - 12 m/s, the pitch actuators are not active
meaning that the faults regarding to this subsystem are not detectable. Moreover, a complete dif-
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Figure 4.4: Fault scenarios f5 and f2: (up) measurement and detection thresholds and (down) fault
indicator
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Figure 4.5: Fault scenarios f3 and f4: (up) measurement and detection thresholds and (down) fault
indicator
ferent set of models would be needed in order to perform FDI for the rest of the faults neglecting
the pitch subsystem model. In Table 4.9, the results of performing tests with smaller fault sizes
with scaling and offset types of faults are shown. It is observed that the approach presented here
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Table 4.8: Activated residuals for each fault
Fault No. Activated Residuals
f1 r3, r4, r5
f2 r15, r16 and r17
f3 r1, r9 and r10
f4 r3, r4, r5, r6, r7 and r8
f5 r1
f6 r13
f7, f8 r3, r4 and r5
f9 r2 and r9
f10 r14
is capable of detecting smaller faults than the nominal ones proposed in the benchmark (Odgaard
and Johnson, 2013), showing a good resolution of the proposed approach.
Table 4.9: Fault Detection Results
Fault No. tD required tD real Nominal Value Minimum Fault
f1 <10 Ts 3 Ts 0.95 0.997
f2 <10 Ts 18 Ts -0.5 -0.145
f3 <10 Ts 3 Ts 0.95 0.9999
f4 <10 Ts 3 Ts - -
f5 <10 Ts 3 Ts 1.1 1.00035
f6 <10 Ts 6 Ts - -
f7 <8 Ts 375 Ts - -
f8 <100 Ts 33 Ts - -
f9 <3 Ts 3 Ts 1000 25
f10 <50 Ts 3 Ts - -
Isolation based on Column Reasoning
Comparing the activated residuals in Table 4.8 with the logic conditions described in Table 4.5, it
is noticed that faults f5, f6 and f10 can be isolated.
Faults f4, f7 and f8 correspond to faults that occur in the sensors and actuators of the pitch
subsystems, presenting the same fault signature. Consequently, they cannot be isolated between
each other. The same occurs with faults f1 and f2. Faults f3 and f9 signatures do not match exactly
with its theoretical ones because not all its residuals were activated, see Table 4.8. Therefore in
a strict reasoning, these faults scenarios are not isolable because do not match with any of the
signatures in the theoretical signature matrix. However, in the case these fault scenarios occur, it
is possible to calculate which of the fault signatures is the one that adjust the best to the current
observation.
62CHAPTER 4. FAULTDIAGNOSISANDFAULT TOLERANTCONTROLOFWINDTURBINES
Isolation based on Row Reasoning
Comparing the activated residuals in Table 4.8 with the logic conditions described in Table 4.6, the
following diagnosis results could be obtained. In the case of activation of r1, the possible faults
would be f3, f5 or f9. In the case of r3 or r6 activation, the fault would be f4−β1 ∨ f7−PA1 ∨ f8−PA1 ,
detecting a fault in pitch subsystem 1 but not being able to isolate whether the faulty is the sensor
or the actuator. The same diagnosis is obtained in case that r4 or r7 and r5 or r8 activates, the
fault would be in pitch subsystem 2 or 3 either in the sensor or in the actuator. If r2 activates, f9
would be isolated. In the case of r9 activation, the possible faults would be f3 or f9. If r15, r16 or
r17 activates, a fault f1−MB,j,m with j = 1, 2, 3 or the fault f2 could be indicated. The case of r11
activation would result in f9 isolation. If r10 activates, the isolated fault would be f3. In the case
of r13 or r14 activation, the isolated faults would be f6 and f10, respectively.
Comparison with other approaches
Reviewing the literature, the advanced wind turbine benchmark case study used in this paper
has been considered for model-based FDI in Sheibat-Othman et al. (2013), Zeng et al. (2013) and
Svetozarevic et al. (2013). The different approaches and results are briefly presented and discussed
next:
• Support Vector Machines and Observers (SVMO): In Sheibat-Othman et al. (2013), two meth-
ods were employed to isolate faults of different types at different locations: Support vector
machines (SVM) and a Kalman-like observer. SVM could isolate most faults with the used
data and characteristic vectors, except for high varying dynamics. In that case, the use of
an observer, which is model-based, was found necessary. The results obtained in Sheibat-
Othman et al. (2013) are compared with those obtained with the approach proposed in this
paper. From this comparison, it can be seen that the approach introduced here outperforms
results obtained in Sheibat-Othman et al. (2013).
• Support Vector Machines and Residuals Based Method (SVMR): In Zeng et al. (2013), support
vector machines (SVM) and residual-based methods (RBM) are used to detect and isolate
faults proposed in the benchmark. From the total set of ten faults, nine are treated in Zeng
et al. (2013). For the detection and isolation of four of the faults, SVM is employed. On the
other hand, for the remaining five faults, RBM is used. The thresholds in the RBM methods
proposed in Zeng et al. (2013) are generated by means of a time-variant variable function of
the residuals and their mean values while the ones introduced here are adaptive thresholds
determined by the effect of the uncertainty in the residuals parameters.
• Fault Detection and Isolation Filter (FDIF): the fault detection and isolation filter presented
in Svetozarevic et al. (2013) based on an optimization-based approach is proposed to deal
with measurement noises in the residual generator. There are two approaches considered
in Svetozarevic et al. (2013) for the FDI filter design. The first approach does not take into
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account measurement noise while the second approach considers the effect of the noise in the
residual, determining the transfer function and then formulating an optimization problem
with the objective of minimization of the H2 norm of the calculated transfer function. The
way of dealing with measurement noise in the work presented here can be related to the
second approach proposed in Svetozarevic et al. (2013) because an optimization algorithm
is used to consider the variance of the noise and the approach introduced in this work uses
an optimization algorithm considering the standard deviation of noise measurements. In
Svetozarevic et al. (2013), only four faults (f3, f4, f7 and f8) of the total set of ten faults
were considered. The fault detection times for the considered faults were not provided in
Svetozarevic et al. (2013), therefore the comparison with FDIF approach is not included in
Table 4.10.
Table 4.10: Comparison of Fault Detection Results
Fault No. tD required tD real
IBAO SVMO SVMR
f1 <10 Ts 3 Ts NC NC
f2 <10 Ts 18 Ts 3 Ts 6 Ts
f3 <10 Ts 3 Ts 22 Ts 1 Ts
f4 <10 Ts 3 Ts 44 Ts 6 Ts
f5 <10 Ts 3 Ts 11 Ts 2 Ts
f6 <10 Ts 6 Ts 34 Ts 6 Ts
f7 <8 Ts 375 Ts - 2 Ts
f8 <100 Ts 33 Ts 12 Ts 2 Ts
f9 <3 Ts 3 Ts 35 Ts 3 Ts
f10 <50 Ts 3 Ts NC 36 Ts
In the Table 4.10, a comparison in terms of fault detection times and the benchmark specifica-
tions is carried out for the different approaches analyzed above, where NC means not considered.
The approach proposed in the present work is denoted in this table as IBAO from Interval Based
ARRs and Observers. It can be seen that the IBAO approach improves the detection times for
the faults f4 and f10. Moreover, it is the only approach from the analyzed works which considers
and detects fault f1 within the time detection requirements. Fault f1 corresponds to a fault in the
blade root moment sensor. From this result, it can be concluded that the model proposed for the
blade root moment dynamics used for fault detection provided a good performance. The IBAO
approach proposed in this work can detect all the fault scenarios presented in the benchmark
challenge (Odgaard and Johnson, 2013). It obtains a good detection performance in the majority
of them except for the fault f7 that corresponds to an abrupt change in the pitch actuator dynam-
ics. This is due to the fact that the observer adapts very fast to the dynamics that is tracking and
consequently a considerable period of time is needed to detect fault f7.
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4.3 FTC applied to Wind Turbine Low Speed Shaft Encoder
In recent years, individual pitch control has been developed for wind turbines, with the purpose
of reducing blade and tower loads. Such algorithms depend on reliable sensor and the azimuth
angle sensor, which positions the wind turbine rotor in its rotation, is quite important. This sensor
has to be correct as blade pitch actions should be different at different azimuth angle as the wind
speed varies within the rotor field due to different phenomena. A scheme detecting faults in this
sensor has previously been designed for the application of a high end fault diagnosis and fault
tolerant control of wind turbines benchmark model.
Here, the fault diagnosis scheme is improved and integrated with a fault accommodation
scheme which enables and disables the individual pitch algorithm based on the fault detection.
In this way, the blade and tower loads are not increased to due and individual pitch control al-
gorithm operating with faulty azimuth angle inputs. The proposed approach is evaluated on a
wind turbine benchmark model, which is based on the FAST aero-elastic code provided by NREL
(Jonkman and Buhl, 2005).
The problem of fault tolerant control (FTC) and fault detection (FD) in wind turbines is still
an open issue. A number of benchmark models have been developed to facilitate research in this
problem, see Odgaard et al. (2013) and Odgaard and Johnson (2013), the later is based on FAST
wind turbine simulator from NREL, USA. One of the faults in the second benchmark model is a
fault in the azimuth angle sensor, which is the interest of this paper. An scheme detecting faults
within this sensor has previously been designed (Odgaard et al., 2015b) and integrated on the
previously mentioned benchmark model.
The fault diagnosis scheme proposed in Odgaard et al. (2015b) was extended and integrated
with a fault accommodation scheme which enables and disables the individual pitch algorithm
based on the fault detection, such that blade and tower loads are not increased to due and indi-
vidual pitch control algorithm operating with faulty azimuth angle inputs.
4.3.1 Individual Pitch Control
The standard baseline industrial wind turbine controller operates in two modes:
- power optimization, in which the blades are kept at their optimal position, and the generator
torque is set to keep the wind turbine at the optimal rotational speed, and
- constant power in which the generator torque is kept at its nominal value, and the blade are
pitch to regulate the rotor speed at the nominal value, see Johnson et al. (2006).
The constant power mode, results in a collective pitch reference to all blade pitch actuators.
The wind speeds in the rotor fields are non uniform, due to a number of reasons, like turbulence,
wind shear, etc. Therefore, it is relevant to adjust the blade pitch angles to mitigate the structural
loads induced by these differences in the rotor field to due to the different wind speeds.
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The Individual Pitch Controller (IPC) is a scheme proposed to deal with this problem. It is
based on computing a component on the pitch reference signals which are non collective, meaning
that the each pitch actuator are feed with a pitch reference signals consisting of a sum of the
collective pitch reference and the specific reference to the specific pitch actuator computed by the
IPC scheme. A conceptual scheme can be seen in Fig. 4.6 The generator torque controller uses
the generator speed and power ωg and P as inputs, and determines a power reference as output,
Pr. The collective pitch controller takes ωg as input and gives the collective pitch reference β as
output. The IPC scheme utilizes the three blade root bending moments τb1, τb2 and τb3 and the
azimuth angle φ as inputs, it computes the IPC pitch references βb1, βb2 and βb3 as output.
Figure 4.6: Conceptual representation of the IPC scheme.
The IPC scheme has developed for controlling loadings on the wind turbine structures. It
can be developed for different oscillation modes of the wind turbine. Typically, it is designed
for dealing with the so-called 1P frequency which corresponds to the rotational frequency of the
wind turbine, and therefore it is not constant. It uses sensor inputs from the blade root bending
moments. The control scheme uses Coleman transformation to transfer these moments from a
3 dimensional rotating coordinate system to a 2 dimensional fixed coordinate system describing
the tower moments. In this dimension, PID controllers are used to control the moments such that
the computed control signal are subsequently transferred back to the 3 blades. These computed
control signals are added onto the collective pitch control signal which is computed for control-
ling the speed of the wind turbine, see Bossanyi (2003) and Bossanyi et al. (2013). The following
description of the IPC scheme is based on these references. A block diagram of the IPC scheme is
illustrated by Fig. 4.7.
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Figure 4.7: Illustration of the wind turbine control structure including the IPC scheme.
The used transformations are defined as given below. From (τb1, τb2, τb3) to (τ1, τ2), denoted
the Coleman transform.
[
τ1
τ2
]
=
2
3
[
cos(φ) cos(φ+ 2·pi3 ) cos(φ+
4·pi
3 )
sin(φ) sin(φ+ 2·pi3 ) sin(φ+
4·pi
3 )
]τb1τb2
τb3
 . (4.35)
Two PID controllers are used to control the values of τ1 and τ2, the computed control signal
from these controllers denoted as β1 and β2 are subsequently transferred back to the three pitch
actuator control signals βb1, βb2 and βb3, using the following transformation, which is denoted as
the inverse Coleman transformation.βb1βb2
βb3
 =
 cos(φ) sin(φ)cos(φ+ 2·pi3 ) sin(φ+ 2·pi3 )
cos(φ+ 4·pi3 ) sin(φ+
4·pi
3 )
[β1
β2
]
. (4.36)
The collective pitch reference computed in order to control the generator speed is added to the
individual pitch control signals. (βb1, βb2 and βb3).
4.3.2 Application to Study Case
A model-based scheme for detecting faults in this sensor has previously been designed for the
application of a high end fault diagnosis and fault tolerant control of wind turbines benchmark
model, see Sanchez et al. (2015a). This fault diagnosis scheme is improved and integrated with
a fault accommodation scheme which enables and disables the individual pitch algorithm based
on the fault detection. Proceeding in this way, the blade and tower loads are not increased due to
an individual pitch control algorithm operating with faulty azimuth angle inputs. The azimuth
diagnosis scheme detects faults as bit errors in the binary signal from the encoder. This detection
cannot directly be used for fault accommodation as the IPC scheme needs to be able to rely on
the azimuth angle and not on/off values. The solution is to feed the detection signal to a new
decision function which provides a persistent fault indication signal if a fault (e.g. bit error) has
been detected in a window of length L, which in this case is equal one rotation of the rotor. This
bit error is modeled by randomly adding an offset to the measurement that corresponds to the bit
on which the error is present (Odgaard and Johnson, 2013). In case this decision function provides
an active fault indication, the IPC schemes component to the pitch references are set to 0, as they
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are based on a faulty azimuth sensor signal.
The next step is to integrate the results of the fault diagnosis scheme shown in 4.14 with the
proposed fault tolerant control scheme detailed below.
A function mapping from γ(k) to α(k) is defined.
α(k) =
1 if
∑
i∈k−L···k γ(i) > 0,
0 otherwise,
(4.37)
where L is set equal to the number of samples found in the time signal of one rotor revolution,
covering all errors on all bits.
In case α(k) is equal 1, the IPC pitch reference components are ignored. The new pitch refer-
ences to each blade β1, β2, β3 are given as
β1(k) = β(k) + (1− α) · βb1(k), (4.38)
β2(k) = β(k) + (1− α) · βb2(k), (4.39)
β3(k) = β(k) + (1− α) · βb3(k). (4.40)
A general scheme showing the integration of the fault diagnosis and fault tolerance for IPC is
presented in Fig. 4.8.
Figure 4.8: General Scheme of FD and FTC for IPC
4.3.3 Fault Tolerant Approach results
In this work an individual pitch controller tuning for the NREL 5 MW reference turbine has been
used, see Dunne et al. (2012). In Figure 4.1 presents a block diagram of the wind turbine simulation
model, provided with the benchmark, including the feedback loops corresponding to the pitch,
yaw and torque variables.
According to Odgaard and Johnson (2013), the fault in the azimuth encoder consists of a bit
error which is modeled by randomly adding an offset to the measurement that corresponds to the
bit on which the error is present. This fault occurs in the time period from 295s to 320s.
In Fig. 4.9 it can be seen the detection signal resulting from the analytical redundant relation
(4.14) and the function mapping defined in (4.37). It is observed that a persistent detection signal
is obtained, this is useful for integrating the fault diagnosis scheme with the fault tolerant scheme
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because the new persistent detection signal is used to activate and deactivate the IPC components
when the fault is present.
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Figure 4.9: Detection signal obtained from the ARR and the mapping function
The Fault Tolerant scheme for IPC is shown in Fig. 4.10, it is observed how the IPC component
for blade 1 is deactivated when the fault in the azimuth encoder is present. It is also shown that
the tower loads are not increased when the fault is present as a result of the deactivation of the
IPC component avoiding that IPC algorithm reads faulty azimuth angle values from the sensor.
4.4 Conclusions
In this chapter, a model based diagnosis approach using interval based ARRs (static and dynamic)
and observers has been applied to an advanced wind turbine benchmark, in which a set of fault
scenarios was defined. In most of the cases, the obtained ARRs proved to be able to detect the
different fault scenarios of different types (scaling, offset and stuck) taken into account the un-
certainty in the models parameters and the noise in the sensors proposed in the benchmark. The
quality of the models used for fault detection is of primary importance. In case that theoretical
models do not present a good approximation of the observed dynamics, an experimental model
can be used if it is correctly estimated using data.
The fault isolation techniques based on column and row reasoning applied to the signature ma-
trix obtained from the simulation tests, have shown that only some of the faults were completely
isolable. The limitation of column reasoning is that in case that not all the residuals activate, no ex-
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Figure 4.10: Fault Tolerant Control scheme for IPC and the tower loads when the scheme is acti-
vated and deactivated
act match with theoretical FSM is obtained and therefore the isolation is not very robust. Instead,
the DX row based reasoning is more robust since it allows to isolate faults even though not all the
theoretical residuals are activated.
Also a diagnosis and fault tolerant scheme for IPC of wind turbines has been proposed. The
proposed scheme uses the azimuth angle sensor readings, to activate and deactivate the IPC com-
ponent for the blades in the wind turbine control strategy. The schemes were tested on the FAST
aero-elastic code provided by NREL where it was shown that the programmed fault tolerant
scheme could achieve a persistent fault detection signal that is useful for the IPC control strat-
egy. The correct detection signal read by the IPC scheme during the presence of the fault allowed
the system to deactivate the IPC component during the fault avoiding wrong lectures from the
faulty sensor signal and therefore achieving that loads such as the tower ones were not increased.
Chapter 5
Fatigue Estimation and Prognostics of
Wind Turbines
The content of this chapter is based on the following works:
• Sanchez et al. (2016) Sanchez, H., Sankararaman, S., Escobet, T., Puig, V., Frost, S., and
Goebel, K. (2016). Analysis of two modeling approaches for fatigue estimation and remain-
ing useful life predictions of wind turbine blades. In Third European Conference of the PHM
Society - PHME16, 451–461. Bilbao, Spain.
Wind turbine blades are components that are subject to highly irregular loading and extreme
environmental conditions, especially those located offshore.
One of the aspects that are desirable from operators and original equipment manufacturers
(OEMs) perspective is to have information about the damage and remaining useful life predic-
tions provided by condition or health monitoring systems (Frost et al., 2013). Structural health
information is necessary for the wind turbine to continue operating and producing power with-
out exceeding some damage thresholds resulting in unscheduled downtime.
The challenge is thus to decide maintenance actions on components on the way to continuously
reduce and eliminate costly unscheduled downtime and unexpected breakdowns, see Iung et al.
(2008).
For offshore wind turbines, the higher operation and maintenance costs represent a larger
overall proportion of the cost of energy than for onshore turbines, even when the large initial
investment required for the installation of offshore turbines is included. One of the reasons that
these costs are likely to be higher offshore is that the offshore environment will bring with it
increased work loading which is relatively uncharacterized due to the lack of existing offshore
installations (Myrent et al., 2013).
An understanding of the fatigue behavior of a wind turbine rotor blade is also valuable for
the improvement of product development practices. Product development practice up to now has
been based on an iterative process whereby a prototype rotor blade is built and tested against real,
or realistic, loading patterns. However, this process is costly and time-consuming. The ability to
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simulate the fatigue behavior of the material, the blade structural component and/or the wind
turbine rotor blade reduces the cost and allows the development of a wider range of products
without the need for increasing the number of physical prototypes (Vassilopoulos, 2013).
In this work, fatigue in the blade root is analyzed. This component has been identified as a
critical area for fatigue in several works such as Sutherland (1999) which shows, that the edgewise
blade root bending moment frequency distribution from a small turbine contains two peaks; one
originating from the wind loading, the other a result of the blade being loaded by its own weight.
Caprile et al. (1995) present histograms of mid-size wind turbine blade edgewise and flapwise
blade root moments, showing the same peak for the edgewise loading. For larger rotor blades, the
edgewise gravity fatigue loading becomes increasingly relevant for life prediction. Kensche and
Seifert (1990) gives typical root bending moments from measurements on wind turbine blades,
both the flap and edgewise direction. Several methods for fatigue estimation in wind turbines
have been analyzed in Barradas-Berglind and Wisniewski (2016) where the methods are classified
into four general groups: cycle counting, spectral, stochastic and hysteresis.
Experimental evidence (Nijssen, 2006) has shown that typical composite materials used in
wind turbine rotor blades exhibit strength degradation trends. The degradation of those mate-
rials in fatigue conditions has been thoroughly studied in Vassilopoulos and Nijssen (2010).
Different methods have been proposed to the degradation of composite materials used in the
wind turbine blades. Some of them are based on phenomenological life predictions while others
consider the actual mechanical damage modeling. In this work, one phenomenological method
and one fatigue damage model are analyzed for wind turbine blades life predictions, these are the
rainflow counting and a fatigue stiffness degradation model respectively. Both methods are tested
in a high fidelity wind turbine simulator.
5.1 Fatigue Estimation Background for Wind Turbine Blades
This section provides a brief theory background for both of the analyzed techniques. The first
subsection explains the rainflow counting method and the second subsection explains the stiffness
degradation theories from which is proposed the fatigue damage model used in this work to study
the stiffness degradation of the blade.
5.1.1 Rainflow Counting Method
Fatigue is the damage accumulation process on a component produced by cyclic loading. Ex-
posing a material to cyclic loading of constant amplitude will cause fatigue failure after a certain
number of cycles. In reality amplitudes of cyclic loading are rarely constant. Most components
are exposed to random load fluctuations. A common method to quantify the fatigue impact of
fluctuating loads is the combination of a rainflow counting algorithm and a damage equivalent
load approach, enabling the relative comparison of different load samples (Martinen et al., 2014).
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Rainflow counting (RFC) method, first introduced by Endo et al. (1967), has a complex sequen-
tial and nonlinear structure in order to decompose arbitrary sequences of loads into cycles. The
rainflow cycle distributions (often simply called cycle distributions or rainflow spectra) represent
the occurrence probability of load cycles with different ranges. Usually, to compute a lifetime esti-
mate from a given stress input signal, the RFC method is applied by counting cycles and maxima,
jointly with the Palmgren-Miner rule to calculate the expected damage. The input signal is ob-
tained from time history of the loading parameter of interest, such as force, torque, stress, strain,
acceleration, or deflection Lee et al. (2005). The Fig. 5.1 depicts the described procedure.
Figure 5.1: Rainflow counting damage estimation procedure
Different types of RFC algorithms have been proposed in the literature (Downing and Socie,
1982; Rychlik, 1987). The algorithm used in this paper is introduced in Niesłony (2009), and is
implemented as a Matlab code. A previous applications of this code to integrate fatigue estima-
tion with model predictive control has been performed in Sanchez et al. (2015b). This algorithm
calculates the stress for each rainflow cycle in four steps:
• the stress history is converted to an extremum sequence of alternating maxima and minima;
• for each local maximum Mj , the left and right region where all stress values are below Mj is
identified, denoted respectively as m−j and m
+
j ;
• the minimum stress value is computed as:
mj = min{m−j ,m+j };
• the equivalent stress per rainflow cycle sj associated with Mj is given by the amplitude
sj = Mj −mj or the mean value sj = Mj+mj2 .
The damage,D, at each stress cycle is computed using S-N curve Hammerum et al. (2007). The
S-N curve is a graphical representation of the stress, s, versus the number of stress cycles, N . An
often-used model for the S-N curve is
scWN = K, (5.1)
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where the quantities K and cW are material properties, being cW the Wo¨hler-coefficient. The
damage imposed by a stress cycle with a range sj is computed as
Dj ≡ 1
Nj
=
1
K
scWj . (5.2)
The linear damage accumulation after N cycles can be computed using the Palmgren-Miner’s
damage rule, given by
Dac =
N∑
j=1
1
K
scWj . (5.3)
The algorithm steps are illustrated with an example shown in Figure 5.2. On the top left of
Figure 5.2 the time signal of the input stress is shown. Then the signal is converted into a sequence
of maxima and minima (turning points) shown in the top right. In the bottom left part it is shown
the calculated damage for each rainflow cycle individually. Finally, the accumulated damage is
shown on bottom right part.
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Figure 5.2: Example of the application of rainflow counting procedure on blade root moment stress
signal
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A common criterion accepted to determine failure when using Palmgren-Miners rule is when
the cumulative damage expressed in the equation 5.3 reaches the value Dac = 1.
In previous works has been explored how to calculate life predictions using the rainflow count-
ing method, see Baek et al. (2008). The way to calculate life for a repeated stress signal imple-
mented in this work is be given by:
Life = Nf
1− N∑
j=1
1
K
scWj
 , (5.4)
whereNf is the lifetime in cycles. The approach presented in equation to calculate the life in cycles
is valid only when a constant load is applied and the accumulated damage expressed in equation
(5.3) is in the range of [0,1].
5.1.2 Stiffness Degradation Fatigue Theories
As explained in Vassilopoulos (2013) strength and stiffness degradation fatigue theories have been
introduced in order to model and predict the fatigue life of composite materials by taking into ac-
count the actual damage state, expressed by a representative damage metric of the material status.
The damage metric is usually the residual strength or the residual stiffness. Failure occurs when
one of these metrics decreases to such an extent that a certain limit is reached (Brondsted and
Nijssen, 2013). Stiffness degradation theories are not linked to the macroscopic failure (rupture)
of the examined material but rather to the prediction of its behavior in terms of stiffness degra-
dation. Failure can be determined in various ways, e.g. when a predetermined critical stiffness
degradation level is reached; or when stiffness degrades to a minimum stiffness designated by
the design process in order to meet operational requirements for deformations; or even as a mea-
sure of the actual cyclic strains, e.g. failure occurs when the cyclic strain reaches the maximum
static strain (Zhang et al., 2008). Methods that are able to assess the development of the remain-
ing stiffness degradation of a material or a structural component during fatigue life are valuable
for damage tolerant design considerations. In situations like this, the effect of local failure and
the stiffness degradation caused by the failure must be investigated to ensure structural integrity
under the given (acceptable) damage. Life prediction schemes for composite laminates have been
developed based on these concepts (Eliopoulos and Philippidis, 2011). In addition, this effective
medium description requires the gradual strength and stiffness degradation assessment due to
cyclic loading. It is obvious that important experimental effort is necessary for the parameter
estimation of such a hybrid (strength and stiffness degradation) modeling process.
According to Van Paepegem and Degrieck (2002), it is commonly accepted that for the vast
majority of fibre-reinforced composite materials, the modulus decay can be divided into three
stages: initial decrease, approximately linear reduction and final failure (see Figure 5.3), where E0
is the undamaged stiffness, E is the stiffness at a certain moment in fatigue life, N is the number
of testing cycles and Nf is the fatigue life in cycles.
In the work of Schulte (1984) three distinctive stages are distinguished:
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• The initial region (stage I) with a rapid stiffness reduction of 2-5%. The development of
transverse matrix cracks dominates the stiffness reduction ascertained in this first stage.
• An intermediate region (stage II), in which an additional 1-5% stiffness reduction occurs in
an approximately linear fashion with respect to the number of cycles. Predominant damage
mechanisms are the development of the edge delaminations and additional longitudinal
cracks along the fibres.
• A final region (stage III), in which stiffness reduction occurs in abrupt steps ending in speci-
men fracture. In stage III, a transfer to local damage progression occurs, when the first initial
fibre fractures lead to strand failures.
Figure 5.3: Typical stiffness degradation curve for a wide range of fibre-reinforced materials
5.2 Application to Wind Turbine Blade Prognostics
This section analyzes the application of the rainflow counting algorithm and the fatigue stiffness
degradation model for fatigue estimation and remaining useful life prediction of a wind turbine
blade. Figure 5.4 shows the process of applying the rainflow counting algorithm and the fatigue
stiffness degradation model to estimate fatigue and calculate remaining useful life predictions for
the wind turbine blade using the blade root moment sensor information from the high fidelity
wind turbine simulator FAST (Fatigue, Aerodynamics, Structures and Turbulence), (Jonkman and
Buhl, 2005).
To analyze the two approaches three different blade root moment bending loads are obtained
from the wind turbine simulator working on three different constant wind speeds of 14, 16 and
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Figure 5.4: Scheme of the application of the analyzed approaches for wind turbine blade remaining
useful life predictions
18 m/s. Figure 5.5 presents three different blade root moment (BRM) bending loads (obtained
from FAST simulator) corresponding to the different wind speeds. The blade root moment signals
present a sinusoidal wave due to the cyclic behavior of wind turbines and with different mean
values because of the different wind speeds considered. These loads are converted in stresses di-
viding by the appropriate section modulus in order to be used as inputs for the rainflow counting
algorithm and the fatigue degradation damage model.
5.2.1 Life prediction approach based on rainflow counting algorithm
For real-time applications, applying the traditional rainflow counting algorithm is very challeng-
ing and computationally heavy. Significant amounts of data must be stored and processed peri-
odically to obtain a magnitude of the data in equivalent regular cycles. In addition, the algorithm
must be applied to a stored set of data.
Loads in wind turbine structure arise from several factors (Jelavic et al., 2008), being the main
cause the spatial variations of wind speed caused by the turbulent nature of wind.
The paper of Jelavic et al. (2008) concludes that the most pronounced contribution to the blade
root loading happens at the frequency given by the blades speed, and this loading is the main
source of fatigue at the blades.
Using the RFC method the accumulated damage is obtained as a function of the cycles of the
blade root moment stress signal. In case that the input signal is expressed as bending moments it is
necessary to convert the fatigue load to fatigue stress dividing by the appropriate section modulus
(Burton et al., 2011). Some previous works such as Burton et al. (2011) and Vassilopoulos (2013)
for wind turbine blade fatigue assessment and life prediction that describe the rainflow counting
algorithm have been reviewed. A number of subproblems must be solved sequentially in order to
produce the final result, the steps applied in this work are the following:
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Figure 5.5: Blade root moment bending loads obtained in FAST for constant wind speeds of 14, 16
and 18 m/s
1. Derive the individual fatigue load spectra for each mean wind speed and for each radius. In
this work, the wind and load information is obtained from the wind turbine FAST simulator.
2. Synthesize the complete fatigue load spectrum at each radius from the separate load spectra
for each mean wind speed.
3. Convert the fatigue load cycles (expressed as bending moments) to fatigue stresses by divid-
ing by the appropriate section modulus. The section modulus with respect to a particular
principal axis is defined as Second Moment of Area of the cross-section about that axis di-
vided by the distance of the point under consideration from the axis. The blade root bending
moments are divided by the section corresponding to a wind turbine blade root.
4. Find an appropriate S-N curve for the material considered.
5. Cycle counting. This is done by applying rainflow counting algorithm.
6. Adoption of the fatigue failure criterion.
7. Calculate the cumulative damage according to Miners rule and obtain the fatigue life pre-
diction. In section 5.3.2, is explained the damage assessment and assumptions that result in
a prediction in the scope of this work.
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5.2.2 Prognostics approach based on fatigue stiffness degradation model
This section analyzes a fatigue stiffness damage model application based on the model proposed
by Van Paepegem and Degrieck (2002). In order to apply this model, it is assumed that the blade
is a solid beam. This assumption simplifies the application of the stiffness damage model which
is derived for a specific material fiberglass which is commonly used in wind turbine blades. The
blade root bending moment sensor information from the high fidelity simulator as the input load
which translates in compressive stress. The damage model is used to obtain remaining useful life
predictions subject to different wind speed scenarios generated by the wind turbine high fidelity
simulator FAST.
The model proposed in Van Paepegem and Degrieck (2002) defines the model as the sum of
an initiation function and a propagation function based on theoretical considerations and a sound
modeling of the observed fatigue damage mechanisms, it proposes models for the tensile and
the compressive stresses. The model used in this work is the one proposed for the compressive
stresses since the damage loads considered for this study are the ones that come from the flapwise
bending moments at the blade root. Therefore, choosing the flapwise bending moments as the
considered damage loads involves the use of the model for compressive stresses. This model has
been tested for bending fatigue experiments in Van Paepegem and Degrieck (2002). The impact of
control contingency strategies for reducing flapwise blade root moment damage loads have been
previously studied in the work of Frost et al. (2013), which makes these type of loads interesting for
future research work in damage reduction and the increase of remaining useful life of wind turbine
blades. The damage initiation function fi simulates the sharp decline of the stiffness in the first
stage of fatigue life. Matrix cracking is the predominant mechanism in this stage and according
to Van Paepegem and Degrieck (2002). The damage propagation function fp is a function that
describes the second and third stage of damage propagation and final failure, respectively.
The damage initiation function fi is defined as
fi (σ,D) =
[
c1
∑
(σ,D) exp
(
−c2 D√∑
(σ,D)
)]3
, (5.5)
and the damage propagation function fp is defined as
fp (σ,D) = c3DΣ(σ,D)
2
[
1 + exp
(c5
3
(Σ (σ,D)− c4)
)]
, (5.6)
where
∑
(σ,D) is the failure index which is a function of the damage variable D defined as a
measure for the stiffness reduction in the considered material element due to matrix cracks and σ
is the stress measure.
The fatigue failure index for the purposes of this work is given by∑
(σ,D) =
σ
(1−D)XC . (5.7)
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Practical implementations of equations 5.5 and 5.6, requires to make a distinction on the level
of the damage growth rate equation dD/dN , because the damage increment is calculated after
each cycle and this damage increment is extrapolated to the next simulated cycle. The final layout
of the fatigue damage model states as follows
dD
dN =
[
c1Σ exp
(
−c2 D√Σ
)]3
+ c3DΣ
2
[
1 + exp
(
c5
3 (Σ− c4)
)]
, (5.8)
where the damage variable, XC is the ultimate compressive static strength, the constant c1 deter-
mines the amplitude of the damage initiation rate, while the exponential function is a decreasing
function of damage D. Constant c2 together with c1 are used to model the first stage decrease
of the stiffness. Once a certain damage value has been reached, the contribution of the damage
initiation function becomes negligible. c3 is the damage propagation rate, c4 is a sort of threshold
below which no fibre initiates and c5 is a model parameter used to keep the exponential function
strongly negative as long as failure index
∑
(σ,D) remains below the threshold c4, but switches to
a large positive value once the threshold has been crossed. In Van Paepegem and Degrieck (2002)
the model is tested for different values of the damage propagation rate c3, which shows that final
failure occurs much earlier if this parameter is increased. In the case of the simulations shown in
this chapter, the value for the parameter was chosen as c3 = 4× 10−4 (1/cycle).
Table 5.1: Material and model parameters
Material parameters Model parameters
Xc = 341.5 (MPa) c1 = 0.002 (1/cycle)
c2 = 30 (−)
c3 = 4× 10−4 (1/cycle)
c4 = 0.85 (−)
c5 = 93 (−)
5.2.3 Damage prognostics
For predicting remaining useful life (RUL) of a composite structure such as a wind turbine blade,
we are interested in predicting the time when the damage grows beyond a predefined acceptable
threshold (Saxena et al., 2010). The time or cycle at which it occurs is known as the expected end
of life (EOL).
The wind turbine is expected to continue operating and producing power without exceeding
the end of life (EOL) threshold for the blade given by the accumulated stiffness fatigue damage
D = 0.8 provided by equation 5.8, which is set as the maximum stiffness reduction allowed for
the purpose of this work.
Once the (EOL) threshold is determined, the remaining useful life can be readily obtained as
RULn = EOL− n, where n stands for the current time or cycle.
A simplified algorithmic description for the RUL prediction is provided below.
1. The stiffness damage at the current cycle and the future loads are required.
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2. Calculate damage for the next cycle provided by equation (5.8).
3. Increase the number of cycles to failure.
4. If the current damage is less than EOL repeat steps 2-4.
5. If the current damage is greater than EOL the RUL is equal to the number of cycles to failure
accumulated.
5.3 Application to Case Study
In this section, both methods are tested to estimate fatigue damage accumulation and calculate
remaining useful life predictions using the blade root bending loads given by the wind turbine
simulator FAST, in three different constant wind speeds scenarios. In section 5.3.1 is simulated the
damage progression with the fatigue stiffness degradation model which is later embedded into a
prognostics algorithm to calculate remaining useful life predictions. Section 5.3.2 tests the rainflow
counting method with the same blade root moment loads used in the stiffness degradation model,
the cumulative damage for the three wind scenarios is obtained as well.
5.3.1 Fatigue stiffness degradation model
Figure 5.6 shows the damage progression for different wind speeds using the stiffness degradation
damage model of equation 5.8. The parameters used for simulation are the ones shown in Table
5.1.
From Figures 5.7-5.9, it can be observed the curves for remaining useful life predictions for
the wind turbine blade on three different wind scenarios of constant wind speeds of 14, 16 and
18 m/s. The remaining useful life predictions shown are the mean value of 500 samples and the
value α = 0.9.
The results show that the damage progression is faster for lower wind speeds, resulting in the
reach of the end of life threshold earlier as it can be seen in the Figure 5.6. This is due to the fact
that wind turbine is operating in control region 3. In region 3, the wind turbine rotational speed is
maintained constant at the rated speed by pitching the turbine blades (Frost et al., 2013). In lower
wind speeds the angle of attack of the blades against the wind is higher and that translates into
higher flapwise blade root bending loads. When the wind speed is higher the angle of attack of
the blades needs to be lower to maintain the wind turbine rotating at the rated speed, therefore
the flapwise damage loads are lower. When the flapwise damage loads are lower at the blade root
(i.e. lower stress input to the stiffness degradation model) and consequently in Figures 5.7-5.9 it is
observed that the RUL predictions for lower wind speeds in control region 3 are shorter while the
RUL predictions for higher wind speeds are higher.
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Figure 5.6: Damage progression in the stiffness degradation model for different loads due to three
different wind speed scenarios
5.3.2 Rainflow counting algorithm
In the Figure 5.10, it is shown the cumulative damage obtained applying the rainflow counting
algorithm for the case of three different loads due to three different wind speeds scenarios of 14,
16 and 18 m/s. The parameters used in this work are cw = 10 which is a common value for glass
fibre composite materials Burton et al. (2011). Wind turbine rotor blades will probably be required
to sustain 109 fatigue cycles during the 25 years of their expected operational life (Vassilopoulos,
2013) which translates in N = 109, assuming K = 7.0173× 1076, see eq. 5.1.1.
Figure 5.10 shows that the slope of damage is higher for lower winds which have a higher
mean stress values, this translates into a faster damage accumulation, i.e. a shorter life of the
blade. It is assumed that future wind speed will remain constant for the purpose of the rainflow
counting application in this work. The results are presented in Table 5.2, showing the calculated
life predictions for each wind scenario.
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Figure 5.7: Remaining useful life predictions for different cycles on a wind speed of 14 m/s
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Figure 5.8: Remaining useful life predictions for different cycles on a wind speed of 16 m/s
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Figure 5.9: Remaining useful life predictions for different cycles on a wind speed of 18 m/s
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Figure 5.10: Cumulative Damage obtained with rainflow counting algorithm for different loads
due to three different wind speed scenarios
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Table 5.2: Results of life predictions using the rainflow counting method
Wind speed (m/s) Life prediction (cycles)
14 9.77× 108
16 9.96× 108
18 9.99× 108
5.3.3 Comparison of the approaches
There is extensive research that has been performed analyzing rainflow counting algorithm and
the stiffness degradation models (see Nijssen (2006); Vassilopoulos and Nijssen (2010); Vassilopou-
los (2013)).
In this section, a brief summary collected from the mentioned literature for both of the ap-
proaches analyzed in this work is provided based on the input information that they require,
the output information we get from them and the advantages and disadvantages that each one
presents.
Advantages and Disadvantages of Rainflow Counting Method
The main advantage of rainflow counting method is that the estimation of the model parame-
ters is based on linear regression analysis that can be performed by simple hand calculations.
The rainflow counting method presents the following disadvantages:
• Needs experimental data for the specific material in order to have an S-N curve for the
specific material.
• Different model parameters should be determined for different loading conditions.
• Do not take into account any of the failure mechanisms that develop during the failure pro-
cess.
• As an empirical method, its predictive ability is strongly affected by the selection of a num-
ber of parameters that must be estimated or even, in some cases, assumed.
• The linear behavior observed in cumulative damage methods based on Miner’s rule such
as the rainflow counting is not an accurate representation fit to the behavior observed in
realistic scenarios.
Advantages and Disadvantages of the Fatigue Stiffness Degradation Model
Among the advantages of fatigue stiffness degradation model can be mentioned the following:
• The ability to quantify the stiffness reduction at any point during realistic loading applied
to the structure constitutes the major advantage of stiffness degradation methods for life
prediction.
• Modeling the loss of stiffness of a material after cyclic loading can be a powerful tool in the
development of life prediction schemes, especially when dealing with variable amplitude
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or spectrum loading, since it offers a meaningful physical alternative to empirical damage
accumulation rules such as the Palmgren-Miner rule.
• The remaining useful life can be assessed by nondestructive evaluation since the stiffness
degradation theories are based on a damage metric that does not need the failure of the
material in order to derive it.
• Stiffness degradation exhibits greater changes during the entire fatigue life.
One of the disadvantages of stiffness degradation models is the important experimental effort
that is necessary for the parameter estimation of the fatigue damage model.
In Table 5.3 is summarized the input and output information for both of the approaches ana-
lyzed in this work.
Table 5.3: Input-output information for Rainflow Counting Algorithm and the Fatigue Stiffness
Degradation Model
Approach Input Information Output Information
Rainflow -Numbers of cycles to failure Calculated damage for each
Counting on current load condition. load cycle.
-Strain or stress measure for each cycle.
Stiffness - Current state of stiffness damage. Stiffness damage increment for
Degradation -Stress measure for the current cycle. the current cycle and
Model this damage increment is
extrapolated to the next
simulated cycle.
5.4 Conclusions
Two approaches for fatigue estimation and remaining useful life predictions for wind turbine
blades were analyzed and tested in this paper. The advantages and disadvantages of both meth-
ods were investigated and both methods were tested using a blade root moment bending signal
given by a high fidelity wind turbine simulator.
The damage definition used in the two methods is different. In the fatigue stiffness damage
model, the damage is defined as the stiffness reduction in the material due to cyclic loading while
the damage in the case of the rainflow counting algorithm it is not explicitly related to a phys-
ical characteristic of the material or the considered structure. Therefore, the numerical results
obtained for each one of the methods cannot be directly compared or analyzed. However both
of the approaches demonstrated that the higher is the mean stress value due to wind speed, the
damage accumulation occurs faster which translates in shorter life and RUL predictions for the
wind turbine blade.
As a future work, other methods such the ones proposed by Bendat (1964) or Dirlik (1985)
could also be considered for comparison. Moreover, the results of the analysis and tests done
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in this work can be used to assess the design of a wind turbine controller that can be capable of
adapting the damage and remaining useful life predictions provided by the models in order to
enable a damaged turbine to operate in a reduced capacity and optimize the trade-off between the
remaining useful life predictions of a wind turbine blade and energy production demands.
Chapter 6
Health Aware Model Predictive Control
The content of this chapter is based on the following works:
• Sanchez et al. (2017) Sanchez, H., Escobet, T., Puig, V., and Odgaard, P. (2017). Health-aware
model predictive control of wind turbines using fatigue prognosis. Int J Adapt Control Signal
Process. URL https://doi.org/10.1002/acs.2784.
• Sanchez et al. (2015b) Sanchez, H., Escobet, T., Puig, V., and Odgaard, P. (2015b). Health-
aware model predictive control of wind turbines using fatigue prognosis. In 9th IFAC Safe-
process, 1363–1368. Paris, France.
This chapter describes the proposed approach named health-aware model predictive control
(HAMPC) which integrates the approaches to calculate fatigue and remaining useful life (RUL)
predictions of the blade explained in chapter 5 with the proposed HAMPC. Considering the trade-
off between power production and reduction of damage or extension of the RUL for the analyzed
component, the blade.
The main contribution relies on the development of HAC approach based on MPC with appli-
cation to wind turbines. This approach integrates fatigue-based prognostics with the aim of mini-
mizing the damage of wind turbine components (the blades) while still maximizing the extracted
wind power from the wind. The integration of a system health management module with MPC
control is done by developing a fatigue-based model using the rain-flow counting approach and
adding an extra criterion in the control objective function that takes into account the accumulated
damage. This provides the wind turbine a mechanism to operate safely and optimize the trade-off
between components life and energy production. The proposed approach is implemented and
tested using a high fidelity simulator of a utility-scale wind turbine called FAST.
The main objective of operational control of wind turbines is to maximize the extracted wind
power from the wind. However, wind turbines components are subject to considerable fatigue due
to extreme environmental conditions to which are exposed, especially those located offshore. For
this reason, interest in the integration of control with the fatigue-based prognostics of components
has increased in recent years, as described in Section 2.4.
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The research presented in this chapters contributes to a new control paradigm, named ”health-
aware control” (HAC) that considers the information about the system health to adapt the objectives
of the control law to extend the system remaining useful life (RUL) (Escobet et al., 2012). In this
way, the control actions are generated to fulfill the control objectives/constraints but at the same
time to extend the life of the system components. So, HAC tries to achieve maximum perfor-
mance while not degrading the system so much. In case that the controller is implemented using
MPC, the trade-off is based on modifying the control objective function including new terms that
take care of the system health. This leads to solve a multi-objective optimization problem where
a trade-off between system health and performance should be established (Bento-Pereira et al.,
2010). The health-aware control has been investigated for an application to a subsea gas com-
pression system, where information of the compressor degradation has been included in the MPC
control (Verheyleweghen and Ja¨schke, 2016). Controllers designed with standard procedures aim
to maximize performance without caring about whether the resulting action will deteriorate very
fast the system life (Bento-Pereira et al., 2010).
6.1 Model Predictive Control
6.1.1 Standard MPC
MPC uses a mathematical model to calculate the optimal control actions according to a given
cost function (Maciejowski, 2002). In this Thesis, it is assumed that the system behavior can be
described at each time instant k ∈ Z by the discrete-time model (3.97).
It is also considered that the system is subject to state and input constraints, which can be
posed as
x(k) ∈ X , {x(k) ∈ Rnx | x ≤ x(k) ≤ x, ∀k}, (6.1a)
u(k) ∈ U , {u(k) ∈ Rnu | u ≤ u(k) ≤ u, ∀k}. (6.1b)
The control goal is to minimize a convex (possible multi-objective) cost function `(x, u) : X ×
U → R, which might bear any functional relationship to the operating cost of the system. From
the model in (3.97), let wˆ(k : k+Hp−1) , (wˆ(k), wˆ(k + 1|k), . . . , wˆ(k +Hp − 1|k)) be the sequence
of disturbances over a fixed time prediction horizon Hp ∈ Z+. The first element of the sequence is
measured, while the rest of the elements, i.e., wˆ(k + i|k), denote estimates of future disturbances
computed by an exogenous system and available at each time instant k. Hence, the MPC controller
design is based on the solution of the following finite horizon optimization problem (FHOP)
min
uk
Hp−1∑
i=0
[‖e(k + i|k)‖2We + ‖u(k + i|k)‖2Wu + ‖∆u(k + i|k)‖2W∆u ], (6.2a)
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subject to
x(k + i+ 1|k) = Ax(k + i|k) +Bu(k + i|k) + Ewˆ(k + i|k), (6.2b)
e(k + i+ 1|k) = r(k + i+ 1|k)− Cx(k + i|k), (6.2c)
∆u(k + i|k) = u(k + i|k)− u(k + i− 1|k), (6.2d)
u(k + i|k) ∈ U, (6.2e)
x(k + i|k) ∈ X, (6.2f)
(x(k|k), u(k − 1|k), wˆ(k|k)) = (xk, uk−1, wk), (6.2g)
for all i ∈ Z[0,Hp−1], where uk = {uk+i|k}i∈Z[0,Hp−1] are the decision variables, with uk being
the sequence of controlled inputs. Moreover, rk+i|k are the set-points for the controlled vari-
ables and wˆk+i|k are the forecasted disturbances for the i-step ahead from k. Weighting matrices
We ∈ Rny×ny+ , Wu ∈ Rnu×nu+ and W∆u ∈ Rnu×nu+ are used to establish the priority of the different
control objectives, that are, tracking error, control effort and smoothness, respectively. Constraint
(6.2g) represents the measurements available at time step k.
From the optimal solution of (6.2), u?k, at time step k, only the first optimal control action is
applied, i.e., uk = u?k|k, following the MPC receding horizon philosophy. Then, the new mea-
surements are collected to initialize initial conditions (6.2g) and the optimization problem (6.2) is
solved again. This procedure is repeated at each time step k.
6.2 Health-aware MPC using Rainflow Counting approach
In this section, the rainflow counting algorithm explained in section 5.1.1 is integrated with MPC
control of the wind turbine. The wind turbine stress information is included in the model used by
the MPC law as an additional output of the system.
6.2.1 Application to the wind turbine case study
The case study used to illustrate both of the approaches proposed in this chapter are based on
the wind turbine benchmark model introduced in Odgaard and Johnson (2013). The wind turbine
model is implemented in FAST simulator and it is based on a 5 MW three-bladed variable speed
wind turbine developed by NREL for scientific research (Jonkman and Buhl, 2005). This model
has been used to establish the reference specifications for a number of research projects supported
by the U.S. DOEs Wind and Hydropower Technologies Program, the integrated European Union
UpWind research program and the International Energy Agency (IEA).
For real-time applications, applying the traditional rainflow counting algorithm is very chal-
lenging and computationally expensive. Significant amount of data must be stored and processed
periodically to obtain a magnitude of the data in equivalent regular cycles. In addition, the algo-
rithm must be applied to a stored set of data. To address this challenge, an approach based on the
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rainflow counting algorithm that can operate in real time has been proposed. In previous works,
efficient rainflow counting implementations have been proposed, see for example (Musallam and
Johnson, 2012).
Loads in wind turbine structure arise from several factors (Jelavic et al., 2008), being the main
cause the spatial variations of wind speed caused by the turbulent nature of wind. This spatial
difference in wind speeds upon blades results in different loading of the wind turbine blades
depending on their intermittent position. Jelavic et al. (2008) concludes that the most pronounced
contribution to the blade root loading happens at the frequency given by the blades speed, and
this loading is the main source of fatigue at the blades and the hub. In case that the input signal is
expressed as bending moments, it is necessary to convert the fatigue load to fatigue stress dividing
by the appropriate section modulus Burton et al. (2011).
Using the RFC method, the accumulated damage is obtained as a function of the cycles of the
blade root moment stress signal. In order to have available an accumulated damage variable that
can be integrated with a linear MPC model, a simplified approach to calculate fatigue using a
time series signal is proposed based on RFC theory explained in Section 5.1.1. The result of this
approach is such that the accumulated damage is obtained as a function of time instead of the
number of cycles. The proposed approach detects the changes of sign which corresponds to a
cycle in the stress time signal. The obtained function at each sample step k is the following
D(k) =
{
0 if I(k) = I(k − 1),
1
K (s(k))
cW if I(k) 6= I(k − 1), (6.3)
where s(k) is the stress at time k
s(k) =
1
L
k∑
p=k−L
MB,i(p), (6.4)
I(k) is the signal adapted to detect cycles
I(k) = MB,i(k)− s(k), (6.5)
L is the number of samples per cycle and MB,i is the blade root moment of blade i.
The accumulated damage is calculated as follows
Dˆacc(k) = Dˆacc(k − 1) +D(k). (6.6)
In this chapter, the RFC method applied to the wind turbines considers the blade root moment
as the time stress signal in (6.3). Figure 6.1 shows the accumulated damage value obtained with
the RFC method and by means of (6.6). Notice that at the end of the scenario the accumulated
damage is almost the same. The difference as explained before relies on the fact that the damage
obtained by RFC method is expressed as a function of the cycles count while the method that uses
(6.1) considers the damage as a function of time.
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Figure 6.1: Accumulated Damage Comparison
Figure 6.2 presents a block diagram of the wind turbine simulation model, provided with the
benchmark, including the feedback loops corresponding to the pitch, yaw and torque variables. It
is shown the fatigue model block which provides a damage estimate used to feedback the MPC
controller.
Figure 6.2: Block diagram of wind turbine simulation and fatigue model
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6.2.2 Health-aware MPC formulation
As described in Section 6.2.1, the degradation process of the wind turbine blade can be evaluated
using the blade root moment sensor information. In order to include a new objective in the MPC
that aims to reduce the accumulated damage, the RFC model is approximated by means of a linear
model.
As a first approximation, after observing that the proposed approach gives a very close ap-
proximation of the accumulated damage obtained by the RFC method (Figure 6.1), the slope m of
the accumulated damage curve in function of time is calculated. This function is approximated by
means of a linear fatigue damage model.
In a preliminary work Sanchez et al. (2015a), after conducting several tests performed on the
wind turbine benchmark implemented in FAST simulator, an experimental model that relates the
mean values of the blade root moment and pitch angle signals in steady state was proposed. In a
subsequent work Sanchez et al. (2016), the maximum values of the blade root moment signal were
used as inputs to a stiffness degradation model and the rainflow counting to calculate fatigue and
remaining useful life of wind turbine blades.
Equation (6.7) proposes a linear model between the maximum blade root moment as a function
of the generated power and the wind. The power is a function of the generator speed and torque,
therefore the proposed model considers the influence of the rotor speed, a control variable which
is the applied torque and the wind in the blade root moment. The proposed model for the blade
root moment dynamics is a first order blade root moment model with the parameters a0, a1 and
a2 as follows
MB,i(k) = a0 + a1Pg,m(k) + a2vw(k), (6.7)
after the substitution of the linear expression for the power (6.15) the proposed model is
MB,i(k) = a0 + a1
∂Pg
∂ωr
ωr(k) + a1
∂Pg
∂Tg
Tg(k) + a2vw(k). (6.8)
The model parameters are estimated applying least squares algorithm, for wind speeds in the
control region 3 and different rated powers obtaining the following values for the parameters
a0 = 6468.48, a1 = 757.52 and a2 = −248.83.
Assuming a cycle with a constant wind speed and knowing the sampling time Ts, the number
of samples per cycle L can be determined. The proposed linear fatigue damage model establishes
a relation between a control signal Tg, the system state ωr and a disturbance vw with the damage
of the blade root moment:
z(k) =
m
L
(a0 + a1
∂Pg
∂ωr
ωr(k) + a1
∂Pg
∂Tg
Tg(k) + a2vw(k)), (6.9)
Zacc(k + 1) = Zacc(k) + z(k), (6.10)
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where z(k) and Zacc(k) are the estimated damage and accumulated damage of the blade root
moment, respectively. Equation (6.9) can be included in the MPC as a new output of the state
space model and an additional objective is added to the MPC cost function (6.2a) to minimize the
damage.
Figure 6.3 presents the fitting between the RFC approximation as a function of time presented
in Section 6.2.1 and the linear Zacc approximation model introduced in (6.10). According to Vas-
silopoulos (2013), it is expected that a wind turbine blade would be required to sustain 109 fatigue
cycles in 25 years of operational life. Figure 6.3 shows the accumulated damage for a time frame
that is of interest for the MPC controller in terms of the prediction and control horizon, the slope
of the curves shown would be maintained until the end of the fatigue life if the wind turbine
continues to operate with the loads for the wind scenario considered in the simulation.
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Figure 6.3: Accumulated damage RFC as a function of time and Zacc damage approximation
Figure 6.4 shows the proposed linear damage model formulated in 6.9 as function of the pro-
duced power Pg and the mean wind speed vw. This model is proposed for winds speeds in control
region 3 and it can be observed than the maximum damage is obtained when the wind turbine
is operating at the maximum rated power of 5MW and at the lower mean wind speed of 13 m/s.
The minimum damage is obtained when the wind turbine is operating in a derated power of 2.75
MW and the higher mean wind speed of 25 m/s.
Taking into account (6.9), the MPC problem (6.2) can be formulated as follows
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Figure 6.4: Damage z(k) as a function of produced power and mean wind speed
min
uk
Hp−1∑
i=0
[‖e(k + i|k)‖2We + ‖u(k + i|k)‖2Wu + ‖∆u(k + i|k)‖2W∆u + ‖z(k + i|k)− zref‖2Wz ], (6.11a)
subject to
x(k + i+ 1|k) = Ax(k + i|k) +Bu(k + i|k) + Ewˆ(k + i|k), (6.11b)
e(k + i+ 1|k) = r(k + i+ 1|k)− Cx(k + i|k), (6.11c)
z(k + 1) =
m
L
(a0 + a1
∂Pg
∂ωr
ωr(k) + a1
∂Pg
∂Tg
Tg(k) + a2vw(k)) (6.11d)
∆u(k + i|k) = u(k + i|k)− u(k + i− 1|k), (6.11e)
u(k + i|k) ∈ U, (6.11f)
x(k + i|k) ∈ X, (6.11g)
(x(k|k), u(k − 1|k), wˆ(k|k)) = (xk, uk−1, wˆk), (6.11h)
where an additional objective with the corresponding weight Wz is added to the MPC cost func-
tion (6.2a) to track the reference zref and minimize the damage.
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6.2.3 Implementation of MPC with damage objective
The health-aware MPC is implemented using Matlab MPC toolbox considering the reduced wind
turbine linear model introduced in Section 3.4 and adding the linear damage model (6.9) as a new
output.
x(k + 1) =Ax(k) +Bu(k) + Edwd(k), (6.12)
yd(k) =Cdx(k) + Fdwd(k), (6.13)
where the new output vector is given by yd =
[
Pg,m − P ∗g vt,m − v∗t ωr,m − ω∗r z
]T and the distur-
bance vector is wd = [vw − v∗w a0]T . The new matrices are defined as
Ed =
[
Ts
J
∂Ta
∂vω
0 TsMt
∂Ft
∂vω
0 0
0 0 0 0 0
]T
, (6.14)
Cd =

Ts
∂Pg
∂ωr
0 0 0 Ts
∂Pg
∂Tg
0 0 1 0 0
1 0 0 0 0
m a1
LTs
∂Pg
∂ωr
0 0 0 m a1LTs
∂Pg
∂Tg
 , (6.15)
Fd =
[
0 0 0 m a2LTs
0 0 0 mLTs
]T
. (6.16)
MPC has been implemented using prediction horizon Hp = 200 with a sampling time of Ts =
0.05 s. The MPC objective function (6.20a) considers the following objectives: track the reference
power Pg,ref , rotor speed ωr,ref , damage reference zref while the damage evaluated as (6.9) is
minimized.
6.2.4 Health-aware MPC using RFC Results
The health-aware MPC controller results are presented when the wind turbine is operating in the
pitch control region 3 for several wind speeds and varying the weight of associated to the blades
damage Wz .
In figure 6.5 is shown the evolution of the accumulated damages for a turbulent wind of 14
m/s mean speed and the performance of the system assessed in terms of different wind turbine
variables such as the rotor speed, the pitch angle and the generated power.
When a higher emphasis is placed on the damage term z the health-aware MPC derates the
wind turbine producing less power, rotating at a lower speed and pitching the blades to a higher
angle. A higher blade pitch angle is equivalent to a lower angle of attack of the blades against
the wind which leads to reduced blade root moment loads and therefore a reduced accumulated
damage is obtained. The inclusion of the fatigue objective mitigates the damage (assessed with
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the blade root moment and the rain-flow counting approach).
Figure 6.6 shows the evolution of the accumulated damage Zacc in more detail and the Pareto
front when varying the weight corresponding to the damage term z. It can be observed that
the maximum accumulated damage, as well as the maximum extracted power, is obtained when
the minimum weight (Wz) is assigned to the damage term of the health-aware MPC controller
(see Figure 6.6.a). When the damage term is gradually augmented, the accumulated damage is
reduced at the same time that the extracted power in the wind turbine is reduced. The Pareto
front (Figure 6.6.b) shows the trade-off between maximizing the extracted power and minimizing
the accumulated damage in the blades.
It is an open research topic to find the best trade-off between maximum power while reducing
the accumulated damage.
Tables 6.1 and 6.2 summarize the values of different wind turbine variables altogether with the
accumulated damage Zacc for different values on the damage weight Wz (0, 2×108 and 3×108) of
the MPC controller and two different wind speed scenarios (14 m/s and 17 m/s) on a 900 seconds
simulations are analyzed.
From these tables, it can be observed that increasing the value of weight Wz the accumulated
damage is reduced but at the price of decreasing the generated power.
Table 6.1: Table showing the results of the accumulated damage and system performance variables
for different weights of the MPC control for a turbulent wind with mean speed of 14 m/s.
Weight Wz BRM (kN m) Power (MW) Rotor speed (rpm) Accumulated Damage
0 8247 5 12.1 1.465× 10−5
2× 108 7694 4.73 11.43 1.424× 10−5
3× 108 7229 4.43 10.71 1.377× 10−5
Table 6.2: Table showing the results of the accumulated damage and system performance variables
for different weights of the MPC control for a turbulent wind with mean speed of 17 m/s.
Weight Wz BRM (kN m) Power (MW) Rotor speed (rpm) Accumulated Damage
0 7135 5 12.1 1.302× 10−5
2× 108 6726 4.75 11.51 1.267× 10−5
3× 108 6266 4.50 10.87 1.255× 10−5
6.3 Health-aware MPC with RUL predictions approach
In this section, the remaining useful life (RUL) predictions calculated as explained in section 5.2.3
are integrated with MPC control of the wind turbine. The wind turbine stress information is
included as an input of the stiffness degradation model which is embedded in a prognostics algo-
rithm to calculate the remaining useful life (RUL) predictions of the blade. An approximated RUL
model is formulated as an additional output of the system in the MPC controller.
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6.3.1 Application to the wind turbine case study
Using the stiffness degradation model shown in (5.8) that is embedded into a prognostics algo-
rithm as the one described in Section 5.2.3, the RUL predictions of the blade are obtained as a
function of the blade root moment stress signal. In order to have available an RUL variable that
can be integrated with a linear MPC model, a simplified approach to calculate RUL predictions
using the blade root moment time signal is proposed. The result of this approach is such that
approximated RUL predictions are obtained as a function of time instead of the number of cycles.
In this section, the stiffness degradation model 5.8 applied to the wind turbine considers the
blade root moment stress signal as the input of the model as it can be seen in Figure 5.4.
Figure 6.7 presents a block diagram of the wind turbine simulation model, provided with the
benchmark, including the feedback loops corresponding to the pitch, yaw and torque variables. In
the figure 6.7 is shown the block diagram with the prognostics architecture block that includes the
approximated RUL model 6.18 which calculates the approximated RUL that is used to feedback
the MPC controller.
6.3.2 Health-aware MPC formulation
As described in Section 6.2.1, the degradation process of the wind turbine blade can be evalu-
ated using the blade root moment sensor information. In order to include a new objective in the
MPC that aims to extend the remaining useful life (RUL) of the blade, a RUL prediction model is
approximated by means of a linear function.
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Figure 6.7: Block diagram of wind turbine simulation and prognostics architecture
As a first approximation, it was observed that the proposed approach gives a very close ap-
proximation of the RUL predictions obtained using the actual damage model 5.8.
In a the work of Sanchez et al. (2016), the maximum values of the blade root moment sig-
nal were used as inputs to the stiffness degradation to calculate the remaining useful life (RUL)
predictions of wind turbine blades.
Equation (6.17) proposes a linear model between RUL predictions as a function of the gener-
ated power and the wind. The power is a function of the generator speed and torque, therefore
the proposed model considers the influence of the rotor speed, a control variable which is the ap-
plied torque and the wind speed at the hub height. The proposed model to approximate the RUL
predictions is a first order model with the parameters a0, a1 and a2 as follows
RUL(k) = a0 + a1Pg,m(k) + a2vw(k), (6.17)
after the substitution of the linear expression for the power (6.15) the proposed model is
RUL(k) = a0 + a1
∂Pg
∂ωr
ωr(k) + a1
∂Pg
∂Tg
Tg(k) + a2vw(k). (6.18)
The model parameters are estimated applying least squares algorithm, for wind speeds in the
control region 3 and different rated powers obtaining the following values for the parameters
a0 = 9.1094× 109, a1 = −2.1451× 109 and a2 = 2.4323× 108.
Assuming a cycle with a constant wind speed and knowing the sampling time Ts, the number
of samples per cycle L can be determined. The proposed linear RUL prediction model establishes
a relation between a control signal Tg, the system state ωr and a disturbance vw with the RUL
prediction of the blade
RUL(k)∗ =
m
L
(a0 + a1
∂Pg
∂ωr
ωr(k) + a1
∂Pg
∂Tg
Tg(k) + a2vw(k)), (6.19)
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where RUL(k)∗ is the approximated RUL prediction and m is a scaling factor used in the im-
plementation of the linear approximated model in the MPC formulation. Equation (6.19) can be
included in the MPC as a new output of the state space model and an additional objective is added
to the MPC cost function (6.2a) to increase the remaining useful life (RUL). Figure 6.8 shows the
proposed linear RUL prediction model formulated in (6.17) as function of the produced power Pg
and the mean wind speed vw. This model is proposed for winds speeds in control region 3 and
it can be observed than the minimum RUL prediction is obtained when the wind turbine is oper-
ating at the maximum rated power of 5MW and at the lower mean wind speed of 13 m/s. The
maximum RUL prediction is obtained when the wind turbine is operating in a derated power of
2.75 MW and at the higher mean wind speed of 25 m/s. The figure is obtained for RUL predictions
calculated at starting damage D = 0, end of life threshold EOL = 0.2 representing a 20% stiffness
reduction where the parameters of the stiffness degradation model are shown in Table 5.1 with
c3 = 4× 10−6.
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Figure 6.8: Remaining useful life RUL(k) as a function of produced power and mean wind speed
Taking into account (6.19), the MPC problem (6.20) can be formulated as follows:
min
uk
Hp−1∑
i=0
[‖e(k + i|k)‖2We + ‖u(k + i|k)‖2Wu + ‖∆u(k + i|k)‖2W∆u + ‖RUL∗(k + i|k)−KRUL‖2WRUL ],
(6.20a)
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subject to
x(k + i+ 1|k) = Ax(k + i|k) +Bu(k + i|k) + Ewˆ(k + i|k), (6.20b)
e(k + i+ 1|k) = r(k + i+ 1|k)− Cx(k + i|k), (6.20c)
RUL∗(k) =
m
L
(a0 + a1
∂Pg
∂ωr
ωr(k) + a1
∂Pg
∂Tg
Tg(k) + a2vw(k)) (6.20d)
∆u(k + i|k) = u(k + i|k)− u(k + i− 1|k), (6.20e)
u(k + i|k) ∈ U, (6.20f)
x(k + i|k) ∈ X, (6.20g)
(x(k|k), u(k − 1|k), wˆ(k|k)) = (xk, uk−1, wˆk), (6.20h)
where an additional objective of tracking a higher constant value KRUL for the RUL∗(k) is de-
fined with the corresponding weight WRUL added to the MPC cost function (6.2a) to increase the
remaining useful life (RUL).
6.3.3 Implementation of MPC with RUL objective
The health-aware MPC is implemented using Matlab MPC toolbox considering the wind turbine
linear model introduced in Section 3.4 and adding the linear RUL prediction model (6.19) as an
output of the system.
x(k + 1) =Ax(k) +Bu(k) + Edwd(k), (6.21)
yd(k) =Cdx(k) + Fdwd(k), (6.22)
where the new output vector is given by yd =
[
Pg,m − P ∗g vt,m − v∗t ωr,m − ω∗r RUL∗
]T and the
disturbance vector is wd = [vw − v∗w a0]T . The new matrices are defined as
Ed =
[
Ts
J
∂Ta
∂vω
0 TsMt
∂Ft
∂vω
0 0
0 0 0 0 0
]T
, (6.23)
Cd =

Ts
∂Pg
∂ωr
0 0 0 Ts
∂Pg
∂Tg
0 0 1 0 0
1 0 0 0 0
m a1
LTs
∂Pg
∂ωr
0 0 0 m a1LTs
∂Pg
∂Tg
 , (6.24)
Fd =
[
0 0 0 m a2LTs
0 0 0 mLTs
]T
. (6.25)
MPC has been implemented using prediction horizon Hp = 200 with a sampling time of Ts =
0.05 s. The MPC objective function (6.20a) considers the following objectives: track the reference
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power Pg,ref and rotor speed ωr,ref , while the RUL as (6.19) is maximized.
6.3.4 Health-aware MPC using RUL Results
This section presents the results of the health-aware MPC approach using RUL predictions pro-
posed in section 6.3.
In the following the health-aware MPC controller results are presented for the RUL predictions
approach when the wind turbine is operating in the pitch control region 3 for several wind speeds
and varying the weight of associated to the blade health WRUL.
Figure 6.10 presents the approximated RUL approximated predictions in a turbulent wind
of 14 m/s mean speed and the performance of the system assessed in terms of different wind
turbine variables such as the rotor speed, the pitch angle and the generated power. When a higher
emphasis is placed on the RUL term RUL∗(k) the health-aware MPC derates the wind turbine
producing less power, rotating at a lower speed and pitching the blades to a higher angle. A higher
blade pitch angle is equivalent to a lower angle of attack of the blades against the wind which leads
to reduced flapwise blade root moment loads and therefore the RUL of the blade is increased. The
inclusion of the RUL objective extends the remaining useful life of the blade (assessed with the
blade root moment and the RUL predictions using a stiffness degradation model). Figure 6.11
shows the Pareto front when varying the weight corresponding to the RUL term WRUL. It can be
observed that the minimum remaining useful life (RUL) as well as the maximum extracted power,
is obtained when the minimum weight (WRUL) is assigned to the RUL term of the health-aware
MPC controller (see Figure 6.11). When the RUL term is gradually augmented, the remaining
useful life is extended at the same time that the extracted power in the wind turbine is reduced.
The RUL predictions shown in Figures 6.10-6.11 are obtained assuming no initial damage in the
blade and future loads obtained when operating around mean wind speeds values of 14 m/s. The
same assumptions for the RUL predictions obtained in mean wind speeds scenarios of 17 m/s.
From Figures 6.9.(a)-6.9.(c), it can be observed the curves for remaining useful life predictions
for the wind turbine blade for three different weights of the RUL term WRUL (0, 6.25 and 10)
of the MPC controller where the parameter α = 0.9 is used to set the confidence level of the RUL
predictions bounds at 95% confidence. The figures show that higher RUL predictions are obtained
when the weight of the RUL term is increased.
The Pareto front (Figure 6.11) shows the trade-off between maximizing the extracted power
and minimizing the remaining useful life predictions of the blades. It is an open research topic to
find the best trade-off between maximum power while reducing the accumulated damage.
Tables 6.3 and 6.4 summarize the values of different wind turbine variables altogether with
the remaining useful life RUL for different values on the weight WRUL (0, 6.25 and 10) of the MPC
controller. Two different wind speed scenarios (14 m/s and 17 m/s) on a 900 seconds simulations
are analyzed. From these tables, it can be observed that increasing the value of the weight WRUL
the remaining useful life of the blade is increased but at the price of decreasing the generated
power.
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Figure 6.9: Remaining useful life predictions for different weight values of the RUL term in the
cost function of the MPC controller. WRUL = 0,WRUL = 6.25 and WRUL = 10 shown in (a,b,c)
respectively
Table 6.3: Table showing the results of the RUL predictions and system performance variables for
different weights of the MPC control for a turbulent wind with mean speed of 14 m/s.
Weight WRUL BRM (kN m) Power (MW) Rotor speed (rpm) RUL(cycles)
0 8249.47 5 12.1 2.1087× 109
6.25 6894.5 4.28 10.32 3.0860× 109
10 5494.52 3.31 7.88 4.9927× 109
Table 6.4: Table showing the results of the the RUL predictions and system performance variables
for different weights of the MPC control for a turbulent wind with mean speed of 17 m/s.
Weight WRUL BRM (kN m) Power (MW) Rotor speed (rpm) RUL(cycles)
0 7008.58 5 12.1 2.9804× 109
6.25 6033.30 4.31 10.36 4.0950× 109
10 4960.04 3.36 8.11 6.2008× 109
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6.4 Conclusions
The research presented in this chapter has explored the integration of MPC with fatigue-based
prognostics to minimize the damage and increase the remaining useful life of wind turbine blades.
The integration of a systems health management module with MPC control has provided the wind
turbine with a mechanism to operate safely and optimize the trade-off between the blades life and
energy production. The controller objective has been modified by adding an extra criterion that
takes into account the damage and the remaining useful life predictions of the blade. The scheme
has been satisfactorily implemented and tested using a high fidelity simulator of a utility-scale
wind turbine. The results obtained show that exists a trade-off between maximum power and the
minimization of the accumulated damage or maximization of the RUL of the blade.
Chapter 7
Conclusions and Future Work
This chapter summarizes the work and contributions made on this Thesis to the fields of fault
diagnosis (FD), fault tolerant control and prognostics applied to wind turbines. It also summarizes
the proposed advanced control approach named health-aware model predictive control (HAMPC)
and explores the possibilities of future research.
7.1 Conclusions
The main contributions and conclusions of each chapter are set out below.
In Chapter 3 the high fidelity FAST simulator and the 5MW wind turbine reference model
which are used as the realistic plant system has been explained. The nonlinear model models for
each of the wind turbine sub-systems have been structured and detailed. In the end of the chapter
a reduced linear control oriented has been derived around an operating point, which has later
been used in the health-aware model predictive control formulation.
In Chapter 4, a model based diagnosis approach that utilizes interval based ARRs and ob-
servers has been applied to the wind turbine benchmark proposed by the scientific community
that includes a set of the most common faults found in sensors and actuators of wind turbines.
Static and dynamic ARRs have been derived, and uncertainty parameters for the bounds of the
interval based observers have been estimated in order to diagnose the faults. Theoretical models
from the literature have been used as the base to propose the ARRs to detect and isolate the faults.
It has been observed that in some cases, the theoretical models did not adjust to the observed dy-
namics in the simulator and because of that, experimental models have been proposed using the
data obtained from the wind turbine simulator FAST.
Fault isolation techniques based on column and row reasoning that were applied to the sig-
nature matrix shown that only a subset of the faults presented in the benchmark was completely
isolable. The column reasoning approach has shown to be less robust compared to the row rea-
soning approach, while the first one needs that all the residuals activate to completely isolate the
faults, the DX row reasoning approach has shown more robustness since it allows the isolation
without the necessity of all the theoretical residuals activation.
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Fault tolerant control has been investigated where a fault tolerant scheme based on individual
pitch control (IPC) has been proposed. This scheme uses the azimuth angle sensor readings, to
activate and deactivate the IPC component for the blades in the wind turbine control strategy.
The fault tolerant scheme needed a persistent fault indication signal when the fault in azimuth
angle sensor was detected. To achieve it, a decision function has been proposed to provide a
persistent fault indication signal when the fault is detected in a window of determined length.
The results have shown that when wrong lectures were detected in the azimuth angle sensor, the
IPC component was deactivated resulting that tower loads were not increased. The schemes were
tested on the FAST aero-elastic code provided by NREL where it has been demonstrated that the
programmed fault tolerant scheme could achieve a persistent fault detection signal that is useful
for the IPC control strategy.
In Chapter 5, two approaches for fatigue estimation and remaining useful life predictions for
wind turbine blades have been analyzed and tested using the high fidelity wind turbine simula-
tor FAST. The advantages, disadvantages, as well the input and output information they require
have been analyzed for both methods. The approaches have been tested using the flapwise blade
root moment bending signal as the input load where estimations of accumulated damage and
remaining useful life (RUL) predictions have been obtained.
After extensive research, literature review and discussions, two different methods to obtain
damage estimation and RUL predictions for wind turbine blades have been selected to analyze
and to be implemented in the health-aware model predictive control proposed in this Thesis. The
methods are the rainflow counting approach and a stiffness degradation model. The nature of
the damage defined in the two methods is different, in the cumulative damage approach used on
rainflow counting there is no physical meaning to the damage while in the stiffness degradation
model the damage accounts for stiffness reduction of the blade material. The stiffness degradation
model has been later embedded in a prognostics algorithm to calculate remaining useful life (RUL)
predictions of the blade.
In the stiffness degradation model, the damage is defined as the stiffness reduction in the
material due to cyclic loading while the damage in the case of the rainflow counting algorithm it
is not explicitly related to a physical characteristic of the material or the considered structure.
The two approaches have been tested on different wind speed scenarios in control region 3,
showing that reduced damage or increased RUL is obtained when the wind turbine is operating at
higher wind speeds since the angle of attack of the blades is smaller for higher wind speeds. Three
different wind scenarios have been used for testing both approaches on the wind turbine simulator
FAST. The application to the wind turbine blades prognostics was achieved because both of the
methods could use the flap-wise blade root moments loads measurements available in the wind
turbine simulator FAST. The numerical results obtained for each one of the methods cannot be
directly compared since the nature of the damage different in each one of them. However, both
of the approaches demonstrated that the higher is the mean stress value due to wind speed, the
damage accumulation occurs faster which translates in shorter life and RUL predictions for the
wind turbine blade.
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The results and analysis derived in Chapter 5 have been useful to design the health-aware
model predictive controller proposed in Chapter 6 since the controller needs to derate the wind
turbine (i.e. setting the wind turbine to operate in a reduced power respect to the maximum rated
power that is capable of operating). The de-rating strategy causes the wind turbine to pitch the
blades to a higher angle similarly as when it is operating in high wind speeds which result in
reduced loads at the blade root, and that translates into reduced fatigue damage and increased
RUL of the blade.
In Chapter 6, the integration of MPC with fatigue-based prognostics to minimize the damage
and extend the remaining useful life of wind turbine blades has been explored.
The health-aware model predictive control (HAMPC) proposed in this work has been designed
to include information from the two different damage estimation approaches, the rainflow count-
ing approach and a stiffness degradation model that was used to calculate RUL predictions of the
blade, both analyzed in Chapter 5.
The HAMPC uses an augmented state space model of the wind turbine adding the RUL pre-
dictions and damage as new outputs of the system which are included in the cost function with
the objective of being reduced (damage) or increased (RUL).
Linear damage and RUL predictions models that fit the original approaches (rainflow counting
and RUL predictions using a stiffness degradation model) have been proposed in order to be
formulated in the HAMPC definition. These approximated models have shown a good fit respect
to the original ones and have been proposed as functions of relevant variables of the wind turbine
such as the generator power (i.e. generator torque and rotor speed) and the mean wind speed
measured at the hub height. The trade-off between energy production and damage accumulation
or RUL has been reflected in the HAMPC definition.
The results obtained have demonstrated the feasibility of the proposed HAMPC in terms of
reducing damage or increasing the RUL predictions of the blades considering the trade-off with
power production and have been validated using the wind turbine high fidelity simulator FAST
subject to realistic wind scenarios with different gusts included.
7.2 Future Work
In this section are presented some ideas or possible extensions that can be done in the future
regarding the efforts this Thesis has presented in the problems and challenges that exist in the
fields of fault diagnosis, prognostics and the integration of control with prognostics and fault
diagnosis of wind turbines.
In the fault diagnosis scheme proposed for the fault diagnosis and fault tolerant control wind
turbine benchmark challenge in order to improve the fault isolation and robustness, it would be
necessary to propose additional ARRs that could lead to a more complete fault signature matrix
(FSM).
For fatigue damage estimation of wind turbine blades, other methods such the ones proposed
by Bendat (1964) or Dirlik (1985) could also be considered for analysis and comparison. The
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health-aware model predictive controller (HAMPC) can be extended to include information about
real-time energy costs in the optimization function, in order to have the cost of energy as an addi-
tional variable in the cost function and to assess the profitability in the trade-off that exists between
power and fatigue damage reduction or increases in the remaining useful life of the blade. This
additional variable would add another element to the optimization, trade-offs and consequently
the decision-making process of the HAMPC. Also, a way to find the optimal tuning of this trade-
off could be investigated using multi-objective optimization techniques with the inclusion of a
business model that considers the cost of energy.
This thesis proposed some first efforts in including fatigue and remaining useful life predic-
tions (RUL) information of the wind turbine blade in the MPC controller. Approximated linear
models for the the rainflow counting approach and the calculation of RUL predictions were used
to provide the HAMPC with the damage and RUL information respectively. Future efforts could
be done in order to use the rainflow counting algorithm online and to find more efficient ways to
calculate the blade RUL predictions using the actual stiffness degradation model in order to have
the closed loop system composed by the FAST nonlinear wind turbine model, the HAMPC and
the rainflow counting or the prognostics working online in an efficient manner.
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Appendix A
Linearization of Wind Turbine Model
The nonlinear model can be described as
x˙ = f(x, u), (A.1)
y = h(x, u), (A.2)
where the derivatives are as follows
f1(x, u) = ω˙r =
Ta −NTg
J
, Ta =
1
2ωr
ρv3wACp(λ, β) (A.3)
∂Ta
∂ωr
= − 1
2ω¯2r
ρv¯3wACp(λ¯, β¯) +
1
2ω¯r
ρv3wA
∂Cp(λ, β¯)
∂λ
∂λ
∂ωr
(A.4)
∂Ta
∂β
=
1
2ω¯r
ρv¯3wA
∂Cp(λ¯, β)
∂β
(A.5)
∂Ta
∂vw
=
1
2ω¯r
ρv¯2wACp(λ, β)−
1
2ω¯r
ρv¯3wA
∂Cp(λ, β¯)
∂λ
∂λ
∂vw
(A.6)
f2(x, u) = d˙t = vt (A.7)
f3(x, u) = v˙t =
Ft −Ktdt −Btvt
Mt
, Ft =
1
2
ρv2wACt(λ, β) (A.8)
∂Ft
∂ωr
=
1
2
ρv2wA
∂Ct(λ, β¯)
∂λ
∂λ
∂ωr
(A.9)
∂Ft
∂β
=
1
2
ρv¯2wA
∂Ct(λ¯, β)
∂β
(A.10)
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f4(x, u) = β˙ =
1
τp
βref − 1
τp
β (A.11)
∂β˙
∂βref
=
1
τp
(A.12)
∂β˙
∂β
= − 1
τp
(A.13)
f5(x, u) = T˙g =
1
τg
Tg,ref − 1
τg
Tg (A.14)
∂T˙g
∂Tg,ref
=
1
τg
(A.15)
∂T˙g
∂Tg
= − 1
τg
(A.16)
h1(x, u) = Pg = ηgNgωrTg (A.17)
∂Pg
∂ωr
= ηgNgT¯g (A.18)
∂Pg
∂Tg
= ηgNgω¯r (A.19)
h2(x, u) = vt (A.20)
h3(x, u) = ωr (A.21)
