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1 Contexte de l’étude et cadre général 
Toute démarche scientifique se trouve, à un certain moment, confrontée à une étape d'analyse des 
données ou de l'information nécessaire à l'atteinte de l'objectif assigné. Cette analyse peut prendre 
plusieurs formes (analyse d'exploration ou de vérification, analyse qualitative ou quantitative, analyse 
directe ou indirecte, etc.). Mais, parmi les différentes classes des méthodes d'analyse de données, les 
techniques de représentation visuelle ou de traitement graphique de l'information tiennent une place 
toute particulière. Les outils graphiques sont intéressants par de nombreux aspects. La vision est en 
effet le sens dominant de l'homme. De par ces aspects psychovisuels et cognitifs, elle représente un 
outil naturel d'observation et de compréhension des phénomènes entourant l'individu. Les 
représentations graphiques servent donc tout naturellement d'outil d'exploration et d'analyse de 
données. Les facultés cognitives à concevoir des analogies entre phénomènes pourtant dissemblables 
sont également utilisées par l'outil graphique pour permettre une construction mentale et donc faciliter 
la compréhension de l'organisation, de la structuration et des dynamiques décrites par les données. 
Tout naturellement, la représentation graphique possède également une faculté à résumer et donc à 
réduire fortement la quantité de données tout en préservant son information. L'association étroite 
entre vision et mémoire à long terme facilite également la mémorisation des phénomènes dépeints par 
les données. Ces aspects font que le langage graphique a également un rôle de communication et 
expliquent la place relativement importante des représentations graphiques dans la démarche 
scientifique (en tout cas en occident). Grâce à l'ordinateur, le traitement de l'information s'est 
développé prodigieusement avec, comme corollaire, de besoins nouveaux en outils de représentation 
mais également de solutions nouvelles proposées par l'outil informatique. La conjonction de ces deux 
phénomènes a donné naissance à une nouvelle discipline scientifique appelée tout d'abord 
"visualisation en informatique scientifique" puis plus simplement "visualisation scientifique". L'acte 
de naissance de cette discipline est généralement associé à un rapport du Comité sur l'infographie, le 
traitement d'images et les stations de travail du National Science Foundation [McCormick 1987]. 
En médecine, le rôle de l'image est primordial. Depuis la renaissance, l'image a été un des vecteurs 
principaux de la transmission du savoir (il suffit de feuilleter les manuels d'anatomie pour s'en rendre 
compte). Plus récemment, l'essor des techniques d'imageries tridimensionnelles (Tomodensitométrie 
dans les années 70, IRM dans les années 80) n'a fait qu'étendre l'importance de l'image à la plupart des 
disciplines et des procédures médicales. Tout naturellement donc, la médecine a représenté un des 
domaines d'application privilégiés de la visualisation scientifique. 
Les travaux de recherche exposés dans ce document de synthèse s'inscrivent directement dans cette 
discipline de la visualisation scientifique et se présentent sous la forme de solutions de représentations 
originales apportées et associées à certaines problématiques médicales. 
Toute personne, qui un jour s'est retrouvée à utiliser un logiciel de présentation, a pu constater d'une 
part l'abondance des solutions de représentation proposées par ce logiciel mais également a été 
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confrontée devant la difficulté de choisir la ou les solutions les mieux adaptées et les plus 
performantes à satisfaire son objectif. De ce fait, et hormis certaines tentatives de formalisation ou  de 
stratégies systématiques d’élaborations de systèmes de visualisation (voir par exemple [Roth 1990, 
Robertson 1991, Senay 1994]), le domaine de la recherche en visualisation s'est rapidement transformé 
en une collection de solutions juxtaposées et définies de manière ad hoc.  
Pour ma part, j'ai essayé, dans un premier temps, de définir les axes majeurs permettant d’élaborer un 
outil de visualisation répondant à un besoin précis émis par un utilisateur. La première partie de ce 
document de synthèse se rapporte donc essentiellement à une réflexion sur l'outil de visualisation, sur 
les points principaux qui sont à prendre en compte lors de sa conception et sur les domaines de 
compétences nécessaires aux développeurs. Cette réflexion, si elle ne formalise pas directement 
l'ensemble des aspects de la visualisation, a quand même pour conséquence de proposer un cadre bien 
défini qui, je l'espère, puisse guider l'élaboration d'un outil de représentation répondant à une 
discipline et à une problématique particulière. Le point le plus original de cette réflexion concerne un 
essai de formalisation de l’évaluation de la performance des outils de visualisation, travail mené 
conjointement avec le professeur Beatriz Sousa Santos de l’université d’Aveiro, Portugal. 
 
Deux grands domaines d'application ont justement permis de démontrer la pertinence du cadre général 
de la visualisation (Figure 1) : 1) la visualisation générale de l'anatomie et 2) la visualisation en 
épileptologie clinique.  
Cadre général  pour 
l'élaboration d'un outil de 
visualisation 
De la visualisation de l'anatomie à l'imagerie 
interventionnelle










Visualisation en épileptologie clinique
Représentation de 
signaux en SEEG 
et transformées 
Projet en cours 
Évaluation de la 
visualisation





Élaboration d'outils complémentaires 




Figure 1 : Synthèse des travaux de recherche passés, en cours et projets. 
− Le premier sujet d'application a débuté par la conception d'un outil générique de visualisation de 
données médicale, le lancer de rayons multifonctions. Cet outil a été dans un premier temps 
validé sous la forme de quatre petites applications spécifiques puis adapté à la représentation de 
données 3D dans le domaine de la visualisation en embryologie, ce dernier projet étant toujours 
en cours. Le lancer de rayons a été ensuite étendu selon deux axes de recherche, d'une part 
l'intégration de modèles de connaissances dans la procédure de synthèse d'images et d'autre part, 
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et cela concerne le grand projet de recherche émergeant de mon travail, l'imagerie 
interventionnelle et plus particulièrement des applications en urologie. 
− Le second domaine d'application concerne les apports de la visualisation pour l'interprétation des 
données recueillies sur le patient épileptique. Ces travaux, menés dans le cadre de projets 
transversaux avec notre équipe travaillant sur l’épileptologie clinique, ont été orientés selon quatre 
axes qui s'inscrivent dans l'élaboration d'outils complémentaires permettant une analyse 
progressive des mécanismes et structures impliqués dans la crise : 1) des nouveaux types de 
représentation de signaux en SEEG et de leurs transformées, 2) la fusion et la visualisation de 
signaux EEG et SEEG dans leur cadre anatomique, 3) la visualisation des processus 
paroxystiques montrant non seulement l'activité dans les structures cérébrales mais également les 
relations entre ces structures et, afin de parachever le processus de visualisation, 4) une tentative 
d'évaluation d'une des solutions proposées. 
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2 Élaboration d'un outil de visualisation 
2.1 Définition de la visualisation scientifique, 
La vision humaine, par ces aspects psychovisuels et cognitifs, représente un outil naturel d'observation 
et de compréhension des phénomènes entourant l'individu. L'idée principale de la visualisation 
scientifique est d'exploiter les propriétés inhérentes de la vision pour l'analyse des différents types de 
données ou de connaissances du monde scientifique et même de communautés plus généralistes. 
Le domaine de recherche de la visualisation scientifique peut être défini par l'ensemble des techniques 
qui permettent d'explorer, d'extraire, de transcoder ou de modéliser des données, des phénomènes ou 
structures complexes, à grand nombre de variables et de dimensions élevées sous une forme graphique 
compréhensible par le système psychovisuel et cérébral humain, pour permettre à l'observateur de 
construire un modèle mental des processus décrits dans la scène complexe. Elle peut donc être 
considérée comme l’ensemble des processus de transcription d'informations où tant les données de 
départ que l'observateur humain et ses processus psychovisuels mentaux interfèrent. 














Vision, analyse par le 
système psychovisuel, 
 




Figure 2 : Processus global du traitement de l’information par la visualisation scientifique 
Si le domaine technique proprement dit de la visualisation scientifique ne concerne que les procédés 
de transcription de l’information, cette dernière doit intégrer et prendre en compte tous les différents 
aspects du processus global de traitement de l’information et en particulier les aspects psychovisuels et 
cognitifs des observateurs. Ceci explique l’intégration de l’observateur dans le processus de 
visualisation. 
2.2 Cadre général de l'élaboration d'un outil de visualisation 
Dans ce paragraphe, nous nous efforcerons de définir les axes majeurs permettant d’élaborer un outil 
de visualisation répondant à un besoin précis émis par un utilisateur.  
Globalement, il existe deux stratégies qui permettent de répondre à ces besoins. D’une part, 
l’observateur peut se servir d’un logiciel généraliste de visualisation (AVS par exemple [Upson 
1989]). Ces logiciels sont soit développés de manière généraliste par des chercheurs en visualisation, 
soit étendus à partir d’une application d’un domaine particulier. Ils proposent une palette de 
traitements et de modèles de représentation. Le rôle de l’utilisateur consiste alors à choisir et à 
combiner les différents outils lui semblant les plus pertinents à son application. L’autre possibilité 
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consiste à élaborer un outil directement dédié au domaine précis de l’utilisateur. Cette solution 
demande une collaboration étroite entre le futur utilisateur et le chercheur en visualisation afin de 
définir au mieux les besoins et les méthodes de représentation. 
Dans les deux cas, que cela soit fait de manière intuitive ou de manière plus formelle, l’élaboration 
d’un outil de visualisation scientifique dépasse l'acte seul de représentation graphique. Trois points 
principaux sont à prendre en compte (Figure 3) : 
− La connaissance de la nature des données (dimension, nature et topologie spatiale des données) et 
surtout des objectifs interprétatoires de l’utilisateur (intérêt de certaines variables, corrélation entre 
données). 
− La transposition ou conceptualisation sous une forme schématique et visuelle de l’information 
contenue dans les données et devant être représentée [Bertin 1988, Brodlie 1992, Keller 1993]. 
Cette étape peut être divisée en deux sous-parties : 1) la construction d’un modèle général à partir 
des données et pouvant servir de représentation des phénomènes et 2) la transcription de ce 
modèle en entités graphiques ou indices visuels. 
− La représentation graphique et la manipulation des éléments graphiques en fonction des objectifs 
interprétatoires. Ce dernier point concerne essentiellement les aspects de synthèse d’images. Cet 
aspect n’est qu’un des éléments de la chaîne de visualisation même si dans la communauté de 









ou indices visuels 






Figure 3 : Étapes de l'élaboration d'un outil de visualisation 
Ces trois étapes définissent la structure de base de la visualisation scientifique et sont à prendre en 
compte lors de son élaboration. 
2.2.1 Objectifs de l’utilisateur et nature des données 
Ces deux aspects, même s’ils ne semblent intervenir qu’en amont de l’outil de visualisation, 
constituent les points clés qui vont contraindre en grande partie la stratégie de la représentation et les 
constituants de sa conception. 
 
Objectifs de l’utilisateur. L’élaboration d’un outil visualisation doit passer par une première phase qui 
consiste à interroger les futurs utilisateurs sur les différents aspects des données qu’ils veulent analyser 
et sur la manière dont ils exploitent ou souhaitent exploiter ces données. Cette étape constitue déjà une 
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véritable analyse de l’information1 qui sera transcrite par le processus de visualisation. Cette démarche 
permet d'intégrer la connaissance du domaine scientifique (ou médical dans notre cas), les demandes 
spécifiques de l’utilisateur (ses motivations, ses objectifs définis et attendus et même ses objectifs 
cachés) et les "habitudes" du domaine (les procédures habituelles, les conventions du domaine). 
 
Nature des données. Il s'agit tout d'abord d'isoler strictement le contenu (l’information) de la 
visualisation de son contenant (les moyens du système de visualisation). L'analyse de ce contenu 
constitue ensuite la base de laquelle découlent les étapes de transcodage de l'information. Les données 
de départ peuvent être de nature totalement différente en fonction du domaine et même de 
l’application scientifique dont elles sont issues. Cependant toutes ces informations partagent des 
propriétés communes qui permettent dans un premier temps de les classer puis de les transcrire. Ces 
propriétés peuvent être cataloguées entre quatre constituants [Bertin 1988] : 
− La notion d’invariants opposée à celle de composantes (les variables). L’information visualisée 
sera formée par la correspondance entre chaque composante de cette information avec une 
composante (une variable) visuelle. 
− La détermination du nombre de composantes de l’information. Celle-ci est obligatoire car elle 
permet de définir : 
− Le nombre de questions posées par les composantes (et donc le nombre de réponses que devra 
apporter la visualisation),  
− La nature du composant. Généralement, le composant se partage dans trois grandes 
catégories : des grandeurs variant avec le temps et mesurées dans des lieux bien spécifiques. 
Cette séparation en trois classes distinctes est justifiée par le fait que chacune d’elle suscite des 
catégories de méthodes relativement spécifiques de transcodage en variables visuelles. 
− Le nombre de variables visuelles nécessaires à la représentation de l’information. Ce nombre 
est généralement au moins égal au nombre de composantes de l’information. 
− Le niveau d’organisation des composantes. Ce niveau d'organisation concerne les trois grandes 
catégories définissant les données à savoir les grandeurs liées à l'information (variables 
qualitatives, ordonnées ou quantitatives), le support spatial (la dimension du domaine de mesure et 
la géométrie et la topologie des points de mesure dans le domaine) et le temps (horizon temporel 
de la mesure, de sa portée, de la synchronisation des différents événements ou de la causalité entre 
les différents événements). La connaissance de ces niveaux d’organisation est primordiale car les 
éléments graphiques devant coder les données devront présenter des niveaux d’organisation 
analogues. 
                                                     
1 Par information, nous entendons le contenu traduisible des relations entre divers concepts qui ont été reconnus et isolés. 
Visualisation Scientifique en médecine 
 
− La résolution des composantes. Cette notion intervient dans tous les aspects des données, que cela 
soit par le nombre de catégories qu’elles permettent d’identifier, que par leurs dispersions spatiales 
ou temporelles. 
2.2.2 Conceptualisation de la scène 
La seconde étape, la conceptualisation de la scène, correspond à la partie centrale du processus de 
visualisation. Cette étape correspond à la transcription sous une forme schématique et graphique de 
l’information contenue dans les données.  
Plusieurs auteurs [Brodlie 1992, Nielson 1993] séparent le processus de conceptualisation de la scène 
en deux étapes2 (Figure 4) : d'une part, la construction d'un modèle général de l'information utile et, 
d’autre part, la transcription des éléments de ce modèle en des entités graphiques ou indices visuels. 
L’observateur intervient à des degrés divers dans les choix adoptés durant ces étapes, mais également, 


















Figure 4 : Conceptualisation de la scène 
2.2.2.1 Construction du modèle général 
L'information devant être visualisée peut être composée de données qui ont des natures, des 
localisations et des comportements temporels relativement variés, car mesurés par des sources 
différentes. La confrontation de ces données nécessite au préalable une fusion dans un même repère 
spatial et temporel. De même, les localisations spatiales des données sont fréquemment 
échantillonnées et éparpillées dans l'espace. La répartition de l'information sur tout le domaine spatial 
réclame l'utilisation d'outil d'interpolation ou d'extrapolation. L'information utile peut être diffuse 
dans le domaine ; des techniques de segmentation sont souvent nécessaires afin de l'extraire. L'étape 
suivante concerne alors la modélisation ou l'approximation de la fonction continue dans son domaine 
                                                     
2 En fait, dans la description des étapes de la visualisation, ces auteurs séparent plus formellement l’étape de construction 
d’un modèle de celle de la transcription graphique. Le choix de les associer en une étape appelée conceptualisation de la 
scène provient du fait que généralement elles sont liées. La construction d’un type de modèle est la conséquence de la 
conception que l’on peut avoir de la scène. De même, le choix d’un certain modèle impose la classe d’entités graphiques. Par 
contre, l’étape de représentation graphique est volontairement séparée de la conception de la scène car elle relève de 
l’infographie. 
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(pour nombre de techniques, l'étape de modélisation ou d'approximation est inhérente à la 
segmentation ; toutefois, la nature de ces opérations est différente). 
L'objectif final de ces opérations consiste à créer un modèle des entités de l'information à partir des 
données, ce modèle pouvant être de nature relativement variée : modèle mathématique continu d'une 
fonction dans l'espace, modèle d'organisation des données (arbre, graphe,...), etc. Ce modèle servira de 
support général à l'étape de la transcription graphique. Nous le voyons, cette étape de construction de 
modèle fait largement appel aux techniques classiques élaborées en analyse d’images. Des références 
de départ peuvent être : [Maintz 1998] pour la fusion, [Thevenaz 2000] pour l’interpolation, 
[Cocquerez 1995] pour la segmentation et [Mencl 1998] pour la modélisation. 
2.2.2.2 Transcription de l’information contenue dans les données 
Le modèle des entités de l'information permet de décrire de manière générale l'information contenue 
dans données. L'étape logique supplémentaire consécutive consiste à transcrire ces modèles en des 
entités graphiques les plus pertinentes possibles. Là encore, plusieurs stratégies sont envisageables : 
− L'association du modèle à des signes graphiques peut suivre les formes de la vision habituelle de 
l'environnement. Dans cette classe de codage, l'outil de visualisation utilise des entités, des signes 
qui reflètent la perception par l'homme de son environnement naturel : surfaces, couleurs, 
textures,… [Robertson 1991]. 
− L'association du modèle à des signes propres à l'expérience de l'observateur (formes symboliques 
propres au domaine scientifique -vecteurs, disques, arcs, lignes de flux…). 
Des descriptions et des classifications des variables visuelles ont fait l'objet d'ouvrages de références 
[Tufte 1987, Bertin 1988, Tufte 1990, Keller 1993] (ouvrages souvent édités avant l'essor de 
l'informatique). Globalement, ces variables sont séparées en trois aspects lors d'une transcription : la 
variable visuelle (appelée variable rétinienne), son implémentation dans la scène et sa variation 
dynamique. 
Le choix de la variable visuelle la mieux adaptée reste délicat. Les logiciels de visualisation générique 
offre généralement à l'utilisateur une palette de codage graphique. L'utilisateur choisit donc un codage 
en fonction de son intuition, de ses affinités, etc. De même les logiciels les plus évolués, s'ils 
proposent des codages censément adaptés au problème posé, ne procurent peut-être pas un codage 
optimal. Dans tous les cas, certaines précautions sont à prendre lors de l'attribution d'un code 
graphique à une des composantes de l'information.  
Une des règles primordiales qui se doit d'être respectée concerne la nature structurelle de la variable 
graphique qui doit présenter la même nature structurelle que celle des données ou du modèle à 
encoder. D'autres critères peuvent intervenir dans le choix d'une variable visuelle : 
− Son efficacité. Elle peut être exprimée selon plusieurs critères (précision, rapidité dans la 
perception, son aptitude à synthétiser une information, etc.). 
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− Sa lisibilité (la densité graphique de l'information imposée par la variable, son pouvoir de 
séparation dans le plan ou dans sa dynamique). 
− Sa dynamique ou plage d'utilisation de la variable. 
− Sa résolution, le nombre de palier sur sa dynamique (nous rejoignons ici la lisibilité). 
− Etc. 
2.2.3 Représentation de l’information 
Dans la dernière étape, les variables visuelles sont représentées sur l'écran à l'aide des techniques de 
l'infographie [Foley 1990, Watt 1998]. Je me suis intéressé avant tout à la représentation de formes 
3D. 
L'objectif de la visualisation 3D est de proposer sur une image plane (l'écran) de représenter un rendu 
des aspects spatiaux d'une information qui au départ est tridimensionnelle. Ce processus est donc le 
pendant inverse de la perception humaine qui effectue une reconstruction mentale des volumes 3D 
perçus par le capteur 2D qu'est l'œil (Figure 5).  
Forme 3D Image plane
Rendu 3D Perception
Observateur Perception des formes
 
Figure 5 : Processus de la visualisation 3D 
La synthèse d'images 3D est donc basée sur la connaissance et l'utilisation des indices perceptuels 
utilisés par le système psychovisuel et qui permet cette reconstruction mentale. La procédure générale 
de la synthèse d'images peut être résumée par la Figure 6  : d'une part la projection de l'information 3D 
sur l'écran 2D en fonction des paramètres de vision (point de vue, etc.) et, d'autres part, la transcription 
de cette information projetée en indices perceptuels pertinents propres à rendre son aspect 3D 
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Figure 6 : Procédure générale de la synthèse d'images 
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Les solutions de synthèse d'images sont assez nombreuses et diverses. Plusieurs critères permettent de 
toutefois de classer ces différentes techniques : 
− La forme de l'information 3D de départ (surfaces –facettes, cuberilles, splines, …-, volumes –
voxels, …-). La dualité représentation de surfaces/représentation de volumes perdure encore en 
représentation 3D en imagerie médicale. 
− La place de la segmentation dans le pipeline de la visualisation. Les représentations de surfaces 
sont basées sur des scènes pré-segmentées. Les représentations de volumes intègrent la 
segmentation plus en aval dans la boucle de visualisation. 
− Le mode de recueil de l'information 3D sur l'écran. Deux stratégies sont habituellement 
employées : les stratégies orientées objets où l'ensemble de l'information 3D est projeté sur l'écran 
(la plupart des logiciels ou bibliothèques spécialisées sont basés sur ce type de projection [Foley 
1990]) et les stratégies orientées écran où le recueil de l'information est effectué à partir de l'œil 
fictif au travers de l'information. Seule l'information directement susceptible d'intéresser le pixel 
de l'écran est traitée en fonction des demandes de l'observateur. Le lancer de rayons fait partie de 
ce type d'approches [Höhne 1987, Levoy 1988, Robb 1989]. 
2.3 Évaluation de la performance de la représentation 
La validation des procédures est un des points cruciaux et une des préoccupations primordiales du 
domaine médical. Ceci reste également vrai en imagerie médicale où des approches relativement 
différentes peuvent apporter des solutions à un même problème. Ce besoin de l'évaluation de la qualité 
concerne tous les domaines (diagnostic, intervention, suivi post-interventionnel, etc.) et toutes les 
étapes de la procédure d'imagerie (acquisition, reconstruction, segmentation, visualisation, etc.) (voir 
par exemple [Van Cleynenbreugel 1997, Buvat 1999, Bowyer 2000] pour une présentation des 
problèmes d’évaluation en imagerie médicale). Il est vrai toutefois que ce souci d'évaluation des 
techniques a surtout concerné le diagnostic et plus particulièrement les étapes de l'acquisition, la 
reconstruction, la segmentation et l'interprétation des images médicales. Par contre, les techniques de 
visualisation ont peu fait l'objet d'études d'évaluations et c'est encore plus particulièrement le cas pour 
l'imagerie 3D où la visualisation des résultats fait couramment appel aux techniques de représentation 
tridimensionnelle. La grande difficulté de cette évaluation vient du fait que le système psychovisuel 
humain fait partie intégrante du processus de visualisation. La communauté de la visualisation 
scientifique semble toutefois prendre cet aspect de plus en plus en compte [Uselton 1994, Nielson 
1996], même si l'inférence des techniques de visualisation 3D sur l'interprétation des images médicales 
reste une question ouverte. 
Depuis 1997, une collaboration de recherche portant sur l'élaboration de techniques d'évaluation de la 
qualité de la visualisation dans le domaine médical s'est établie avec le professeur Beatriz Sousa 
Santos de l'Université d'Aveiro, Portugal. Une réflexion commune nous a conduit à déterminer les 
concepts récurrents de cette évaluation [Sousa Santos 1998]. 
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Un des points clés consiste à poser la question de l'évaluation sous la forme des niveaux dans laquelle 
elle intervient. Ceci nous a amené à effectuer une typologie de l'évaluation de la visualisation. Cette 
typologie, combinée avec une réflexion sur un cadre méthodologique général de l'évaluation, nous 
a permis de proposer une classification des méthodes d'évaluation associées à chaque type ou 
niveau d'évaluation. 
2.3.1 Typologie de l'évaluation de la visualisation en imagerie médicale. 
L'évaluation de la qualité d'une technique de visualisation nous amène tout naturellement à nous poser 
la question suivante : Quelle est l'efficacité d'une image à représenter les phénomènes des données à 
visualiser et comment aide-t'elle l'observateur à comprendre ces phénomènes ? 
Cette question apparemment englobe deux aspects à deux niveaux différents :  
A Une évaluation bas niveau qui concerne les techniques de représentation des phénomènes. Cet 
aspect pourrait être appelé "évaluation de l'efficacité technique" ou "évaluation de l'efficacité 
intrinsèque" de la visualisation.  
B L'évaluation à plus haut niveau de l'efficacité des utilisateurs à accomplir leurs tâches 
d'interprétation, ce qui sous-entend une compréhension des phénomènes. Cet aspect pourrait être 
appelé "évaluation de l'efficacité sémiologique" de la visualisation. Cet aspect peut se rapprocher 
de l'évaluation en termes de diagnostic en imagerie médicale.  
Une autre typologie en termes de niveaux peut concerner les trois étapes de l'élaboration de la scène 
décrites précédemment (1) la construction d’un modèle général à partir des données et pouvant servir 
de représentation des phénomènes, 2) la transcription de ce modèle en entités graphiques ou indices 
visuels et 3) la représentation graphique de ces éléments en fonction des objectifs interprétatoires). Les 
deux niveaux de l'évaluation des techniques de visualisation (bas niveau -efficacité technique- et haut 
niveau -efficacité sémiologique-) peuvent être menés sur les trois niveaux de la représentation de 
données. Ceci nous donne six types différents d'évaluation qui correspondent aux deux triplets de 
questions suivantes : 
Quelle est l'efficacité technique ou la précision : 
A1 du modèle général pour approcher les phénomènes devant être représenté et compris ? 
A2 du modèle de transcription à représenter le modèle général ? 
A3 de l'outil de représentation (tracé de graphe, synthèse d'images) à produire l'image finale ? 
Comment : 
B1 la construction du modèle général, 
B2 la sélection de modèles de transcription, 
B3 l'image finale, 
aident-elles l'observateur à comprendre les phénomènes sous-jacents aux données ? 
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2.3.2 Méthodologies de l'évaluation. 
Toute méthodologie d'évaluation devrait répondre aux points suivants : 
− Le pourquoi de l'évaluation. 
Ce point est crucial pour plusieurs raisons. Tout d'abord, il concoure au choix de l'aspect précis qui 
doit être évalué dans les procédures complexes. Et une fois le sujet de l'évaluation défini, il reste à 
déterminer les variables indépendantes (entrées) et à former des hypothèses des variables qui en 
sont dépendantes (sorties). 
− Les données tests et les sujets utilisés pour l'évaluation. 
De manière générale, l'évaluation implique deux grandes classes de données tests : les données de 
synthèse et les données réelles, avec toutefois des graduations entre ces deux classes sous la forme 
de fantômes digitaux réels ou de fantômes réels. 
− La méthodologie. 
Plusieurs alternatives existent pour la détermination de la qualité de la visualisation, chacune 
adaptée à un certain type d'évaluation (pour un niveau de représentation ou d'évaluation donné). 
Nous pouvons classer toutefois ces méthodes en trois grandes catégories : 
1. Les méthodes faisant intervenir des indices de qualité. 
2. Les méthodes faisant intervenir des observateurs humains. 
3. Les méthodes basées sur des observateurs digitaux. 
− Le type de données collectées lors de l'évaluation. Celui-ci est au minimum le reflet des variables 
dépendantes, quoique, dans certains cas, les mesures ne les représentent que de manière indirecte. 
Nous retrouvons la même classification que pour le type de données à représenter 
(quantitatif/qualitatif, discret/continu, etc.). Le type de données recueilli a un retentissement direct 
sur leur analyse statistique. 
− L'analyse statistique appliquée sur ces données. Ce dernier point reste des plus délicats car si les 
observations statistiques classiques (moyenne, écart type, skewness, kurtosis, etc.) sont bien 
connues et appliquées presque universellement, leur signification n'est pas toujours flagrante. 
L'étude statistique devra être en adéquation avec le type de données (nombre d'échantillons, 
distributions normales ou non, nombres discrets ou réels, etc.) et avec la tâche à évaluer. Cette 
tâche aboutit généralement sur la formation d'hypothèses statistiques qui seront confirmées ou 
infirmées par le traitement statistique. Le choix des techniques d'analyse les plus pertinentes en 
réponse à un problème donné a un grand retentissement sur la crédibilité intrinsèque des résultats 
ou lors de leurs publications. 
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2.3.3 Classification des méthodes. Méthodes et niveaux d'évaluation. 
Différentes dimensions permettent de classer les méthodes d'évaluation de la visualisation. Nous 
pouvons faire une distinction entre méthodes : 
− Quantitatives/qualitatives en fonction du type de résultat obtenu. 
− Subjectives/objectives en fonction de la façon dont l'évaluation est menée (jugement humain 
versus mesures directes). 
− Faisant intervenir ou non le système psychovisuel humain. 
− Évaluant la qualité visuelle/cognitive. Cette distinction reprend notre première typologie de 
l'évaluation (évaluation de l'efficacité technique ou visuelle vs. évaluation de l'efficacité 
sémiologique ou cognitive). 
Si nous regardons cette classification par rapport aux trois méthodes d'évaluation évoquées dans le 
paragraphe précédent (méthodes faisant intervenir des indices de qualité, des observateurs humains ou 
digitaux). Ceci nous donne le Tableau 1 suivant  : 
 
 Quant./Qualit. Subjectif/Objectif Sys vis./Non Visuel/Cognitif 
Indices de qualité oui faible  oui faible oui oui  
Observateurs humains oui oui oui  oui  oui oui 
Observateurs digitaux oui oui  oui oui  oui à faire 
Tableau 1 : Classification des méthodes d'évaluation 
Les trois méthodes d'évaluation doivent pouvoir s'appliquer aux six types d'évaluation définis 
précédemment (A1, A2, A3, B1, B2, B3). Le Tableau 2 nous permet de définir un choix de méthode 
en fonction du type de l'évaluation souhaitée. 
 
 Indices de qualité Observateurs humains Observateurs digitaux 
A1 oui   
B1  oui oui 
A2  oui ? 
B2  oui  
A3 oui oui  
B3  oui oui 
Tableau 2 : Méthodes d'évaluation associées à chaque type d'évaluation 
Nous voyons que les évaluations concernées par ce que nous avons appelé qualité intrinsèque (A1 et 
A3) sont parfaitement menées à l'aide des critères objectifs sous la forme de la mesure d'indices de 
qualité. Les évaluations concernées par la qualité perceptuelle doivent faire appel à des techniques 
mettant en œuvre des observateurs (humains ou digitaux). La qualité perceptuelle présente deux 
aspects distincts, la qualité visuelle et la qualité sémiologique. Le premier aspect est évaluable à l'aide 
de méthodes proches de celles qui sont utilisées pour déterminer la qualité des images. Le second 
aspect se rapproche plus des méthodes déployées pour estimer la performance des observateurs à 
accomplir une tâche donnée (comme les courbes ROC, etc.). 
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3 Visualisation de l'anatomie 
Si nous reprenons le cadre général de l’élaboration d’un outil de visualisation décrit précédemment, il 
convient tout d'abord d'énoncer les objectifs de la visualisation et le type de données qui seront traités.  
3.1 Objectifs et données 
Chaque domaine d'application médicale prétend à son propre objectif de visualisation. De manière 
plus générale, les objectifs de la visualisation de l'anatomie peuvent être classés en différentes 
catégories : la détection de l'anormalité (diagnostic), la compréhension des formes, des volumes 
spécifiques (morphologie particulière, caractérisation d'une anomalie, etc.), la préparation à 
l'intervention (caractérisation de la scène, définition des voies et des gestes, simulation, etc.), l’aide à 
l'intervention (utilisation des données préopératoires durant l'intervention, etc.), le suivi diagnostic ou 
thérapeutique (évolution temporelle de la pathologie, comparaison post et préopératoire, etc.),... 
 
Concernant les données, les techniques d'exploration du corps humain sont relativement nombreuses et 
généralement complémentaires. Si nous les examinons du point de vue de l'information recueillie, ces 
techniques se différencient par la nature du signal, l'échantillonnage ou le recueil spatial du signal, leur 
aspect dynamique ou statique, de l'aspect qu'elles décrivent (anatomie ou fonction physiologique) et de 
leur place dans la chaîne thérapeutique (diagnostic, imagerie peropératoire, suivi thérapeutique, etc.).  
Chacun de ces points aura une incidence directe sur l'outil d'exploration utilisé pour analyser les 
données. Certaines constances demeurent toutefois et sont spécifiques aux problèmes posés à la 
visualisation de données médicales : 
− Les objets ne sont pas décrits de manière explicite. Ils existent par les mesures physiques 
échantillonnées dans l'espace. Les propriétés de ces objets utilisées pour la représentation (volume, 
surface, etc.) doivent être extraites des données. 
− Le volume des données. L'échantillonnage particulier des données tant dans le domaine spatial que 
temporel) fait en sorte que l'outil de visualisation devra traiter un volume de données relativement 
important avec toutefois une partie de cette information qui ne sera pas utilisée dans la 
représentation finale. 
− La complémentarité entre informations. La multimodalité entraîne des étapes de fusion entre les 
différentes acquisitions et des solutions de représentations conjointes de ces informations 
complémentaires. 
− La complexité des objets analysés (par opposition aux objets de synthèse rencontrés dans les 
autres domaines de l'infographie).  
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3.2 Cadre de l’étude 
Historiquement, les techniques de visualisation en imagerie médicale se sont, dans un premier temps, 
focalisées sur la représentation des seules surfaces après segmentation préalable des contours ou objets 
d’intérêts : liste de polygones [Fuchs 1977, Lorensen 1987] (cette description est encore extrêmement 
répandue en infographie) ou d'éléments de surfaces [Herman 1983, Luo 1986], etc. Ce type de codage 
permet un calcul d'images relativement rapide (cartes 3D spécialisées, bibliothèques spécialisées, 
nombre d'éléments graphiques relativement restreints, etc.) et des rendus extrêmement réalistes. Son 
désavantage réside dans la forme figée de l'information disponible. En effet, un souhait de 
représentation d'une information différente de celle déjà codée nécessite toute une nouvelle étape de 
pré-segmentation. Plus récemment des techniques de représentation directe de l’information contenue 
dans le volume ont été proposées : codage par arbre octal [Maegher 1982], voxels –dont le lancer de 
rayons [Höhne 1987, Levoy 1988, Robb 1989]-, etc. Toute l'information reste ainsi disponible dans la 
boucle de visualisation mais au détriment de la taille mémoire et de la rapidité de calcul de l'image. 
Des représentations mixtes ont été développées depuis ([Levoy 1990] par exemple). Les recherches les 
plus récentes concernent essentiellement des améliorations en précision et rapidité des principes 
décrits ci-dessus. 
Pour notre part nous avons essayé (Figure 7) de créer un outil générique de visualisation de données 
médicale se présentant sous la forme d'un volume 3D. Ce système étant suffisamment ouvert pour 
permettre une adaptation à tout objectif thérapeutique précis. La notion sous-jacente de cet outil, le 
lancer de rayons multifonctions, a été dans un premier temps illustrée par quatre applications 
également à caractère générique (au sens de la problématique médicale). Cette notion a été par la suite 
adaptée à la représentation de données 3D dans deux domaines bien précis, la visualisation en 
embryologie (travail de Thèse J.-M. Schleich) et la fusion anatomo-fonctionnelle en épileptologie 
clinique (ce dernier point fait l'objet d'un chapitre particulier). Le lancer de rayons a été ensuite étendu 
selon deux axes de recherche, d'une part l'intégration de modèles de connaissances (travail de Thèse 
de M.-A. Le Merrer) dans la procédure de synthèse d'images et d'autre part, et il s'agit là d'un projet 
émergent, l'imagerie interventionnelle et plus particulièrement à des applications en urologie qui 
seront abordées par le biais de la visualisation de structures anatomiques. 
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Figure 7 : Synthèse des travaux en visualisation de l'anatomie 
 
3.3 Lancer de rayons multifonctions 
L'objectif du travail présenté dans ce paragraphe était avant tout de proposer un outil générique de 
visualisation de données médicale se présentant sous la forme d'un volume 3D. Ce travail, mené 
durant ma thèse, a été réalisé en collaboration avec C. Hamitouche spécialisée plus particulièrement 
dans les opérateurs tridimensionnels [Hamitouche 1991a]. 
Les hypothèses qui sont donc émises concernant les données sont donc minimales : 
− Le volume est formé par un échantillonnage régulier dans les 3 directions, (une matrice de voxels). 
La résolution dans les trois directions n'est pas forcément égale (volume anisotrope). 
− Aucun prétraitement n'est imposé à priori au volume de données. Les objets ne sont décrits que par 
les propriétés physiques mesurées par l'outil d'acquisition. 
− Il existe généralement des fonctions ou des hypothèses heuristiques liant les objets et les 
propriétés physiques échantillonnées dans l'espace. 
Ces hypothèses minimales imposent que les objets et les indices servant à les représenter soient 
détectés et extraits des données durant le processus de visualisation. Ces hypothèses fortes sont 
justifiables car du point de vue de la théorie de l'information, l'ensemble de l'information est contenu 
dans les données, les traitements ultérieurs (visualisation comprise) n'en précisent que certains aspects. 
En prenant en compte ces hypothèses, le schéma représentant les étapes de l'élaboration d'un outil de 
visualisation s'adapte comme suit : 















Outil de représentation de la scène
 
Figure 8 : Généralisation de l'outil de visualisation 
Les techniques de représentation possédant une stratégie de recueil de l'information orientée écran et 
particulièrement le lancer de rayons3 semblent adaptés à notre problématique [Höhne 1987, Levoy 
1988, Robb 1989]. En effet, cette technique de visualisation se caractérise par une phase de recherche 
et de traitement de l'information en fonction des demandes de l'observateur. 
Inspirés par les travaux de Trousset [Trousset 1987], nous proposons un schéma unifié, le lancer de 
rayons multifonctions, pour la visualisation et l'exploitation de base de données à usage médical. 
L'objectif poursuivi est la généralisation, durant le processus de synthèse d'images, des différentes 
fonctionnalités de base qui apparaissent en imagerie médicale (manipulation, dissection, mesures,...) 
[Dillenseger 1991a, Dillenseger 1992b]. La généralisation dont il est question ici sous-entend 
l'implantation, durant la représentation, de différents opérateurs et l'élaboration de stratégies les 
combinant (Figure 9). Diverses caractéristiques permettent de définir complètement les applications 
qui entrent dans ce schéma unifié : 
1. La nature des opérateurs. Ce point regroupe la quasi-totalité des traitements qui interviennent en 
imagerie médicale. Ces opérateurs concernent la réduction de bruit, l'interpolation ou la 
segmentation des données. D'autres traitements sont plus proches de la visualisation tels les 
opérateurs d'ombrage, les techniques de composition. Les opérations de mesures et d'extraction 
des caractéristiques trouvent également leur place dans le schéma généralisé. 
2. La dimension spatiale des traitements. Les opérateurs peuvent être restreints au cas 
monodimensionnel (traitements uniquement restreints aux valeurs le long du rayon) ou étendu à 
des dimensions supérieures (2D, 3D). 
3. La nature des données traitées. Classiquement ces données sont des valeurs échantillonnées dans 
le volume numérique. Toutefois, la fusion de données ou bien la superposition de données de 
synthèse ou analytiques dans le volume numérique (visualisation mixte) engendre des situations 
plus complexes à traiter et visualiser. 
4. La localisation des traitements. Certains traitements ne doivent être appliqués que dans des zones 
bien délimitées de la scène (régions d'intérêt). Les masques logiques qui définissent ces régions 
sont soit liés à la base tridimensionnelle (volumes englobants ou régions d'intérêt déterminés 
                                                     
3 Le "Ray Casting", à ne pas confondre avec la technique d'ombrage traitant les réflexions multiples, le "Ray Tracing". 
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interactivement ou automatiquement), soit à l'écran (zones de l'écran à partir desquelles certains 
rayons sont lancés). 
5. Le mode de progression le long des rayons. Traditionnellement, le rayon est parcouru d'avant en 
arrière de la scène. Certaines situations peuvent imposer un parcours inverse (arrière vers l'avant), 
une marche alternée et même un cheminement itératif. 
6. Les règles de combinaison des différents traitements. Ces règles définissent en fonction de 






Bases de données 3D  
Figure 9 : Principe du lancer de rayons multifonctions 
Une application précise du lancer de rayons se caractérise par le nombre d'opérations distinctes qu'elle 
comporte. Par opérations distinctes, nous entendons un ensemble de fonctions associées afin de 
répondre à un objectif donné. La liste des opérations concernant l'imagerie médicale tridimensionnelle 
contient : la mise en forme des données (interpolation,...), la segmentation (ce terme est pris dans son 
sens le plus général, c'est-à-dire la reconnaissance et la classification des divers éléments d'une scène), 
la représentation de l'information, les mesures topologiques ou physiologiques, etc. Cette liste est loin 
d'être exhaustive, mais elle présente une palette des fonctions intégrables sur le lancer de rayons 
multifonctions. 
3.3.1 Validation du lancer de rayons multifonctions. 
Différentes applications ont été étudiées afin de valider la notion de lancer de rayons multifonctions : 
Réduction du bruit. 
L'objectif de cette application consiste à visualiser les structures d'intérêt contenues dans la base de 
données bruitées, ceci, sans prétraitement global préalable [Hamitouche 1991b]. L'idée centrale 
consiste à appliquer un opérateur de débruitage (filtre médian 3D) durant la progression le long du 
rayon et, une fois l'intersection rayon/objet constatée, sur le voisinage du point de surface afin 
d'estimer l'orientation de la normale à cette surface surface (Figure 10). 
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Figure 10 : Visualisation avec réduction de bruit. a) Base sans bruit, b) Base bruitée (SNR= 5dB) c) Réduction de 
bruit sur le rayon 
Interpolation locale. 
Les techniques d'imagerie médicales fournissent habituellement des données anisotropes. La 
visualisation des objets contenus dans le volume oblige à se replacer dans des conditions 
d'échantillonnage homogène de l'espace à l'aide de techniques d'interpolation. Cette interpolation 
n'apporte aucune nouvelle information et augmente proportionnellement le nombre de voxels à 
mémoriser. Pour y remédier, il nous a paru avantageux de réaliser une visualisation par lancer de 
rayons directement sur les données 3D anisotropes et à procéder à l'interpolation de manière locale 
[Dillenseger 1990, Dillenseger 1991b]. Ce lancer de rayons à interpolation locale est organisé autour 
des fonctions suivantes : 
1. le lancer de rayons à travers la scène anisotrope ; 
2. la détection approximative d'une surface des objets contenus dans la scène ; 
3. le ré-échantillonnage isotrope sur un voisinage volumique du point estimé (opérations 
d'interpolation) ; 
4. la recherche plus fine du point de la surface sur le rayon dans la zone ré-échantillonnée (reparcours 
local et estimation de surface) ; 
5. l'ombrage de la normale à la surface estimée dans la zone isotrope. 
Cette notion de lancer de rayons dans des données présentant des irrégularités d'échantillonnage a été 
par la suite adaptée à la problématique de la représentation de données fortement sous-échantillonnées 
que l'on trouve lors de la navigation dans le volume numérique [Haigron 1996]. 
Détection de surfaces par un schéma de détection-estimation de ruptures. 
Une surface représente une frontière entre deux classes de données dans le volume. Elle se traduit par 
un passage d'un niveau de valeurs (représentant une des classes) à un autre. Nous pouvons faire une 
analogie entre l'estimation d'une telle surface et les méthodes de détection de ruptures utilisées en 
traitement de signal monodimensionnel qui sont basées sur la désignation de marqueurs stochastiques 
indiquant un changement (dans notre cas une frontière) et de règles statistiques. Une surface est alors 
estimée par la détection d'une rupture (d'un saut) de moyenne. Le problème de détection se ramène à 
un test entre les hypothèses de non-changement de moyenne et l'hypothèse de changement de 
moyenne le long du rayon. La décision peut être formulée au sens du maximum de vraisemblance et le 
saut de la moyenne estimé par le critère d'arrêt de Page-Hinkley, appelé également test de somme 
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cumulée (CUSUM) [Hamitouche 1991b]. Cette méthode a été appliquée sur une base de données IRM 
3D représentant une tête. Les objectifs à atteindre étaient l'extraction et la visualisation de la surface 
du cortex. La nature bruitée des données et le faible contraste des tissus rendent difficile une extraction 
automatique des gyri. Certaines structures, comme le diploë du crâne, présentent les mêmes valeurs 
que le cortex. Les paramètres ont été choisis de manière à ignorer ces structures (Figure 11). 
 
Figure 11 : Détection et représentation de la surface du cortex par détection de ruptures 
Détection et estimation de surface par l'opérateur moment. 
Certaines applications (extraction d'objets fins, visualisation de surfaces "difficiles", conditions de 
sous échantillonnage -navigation-, caractérisation géométrique des surfaces, etc.) demandent une 
localisation des surfaces à des niveaux de précision inférieure au voxel. Afin de répondre à cette 
demande, un opérateur 3D basé sur les moments géométriques est utilisé [Luo 1993]. Cet opérateur 
s'appuie sur la définition d'une surface suivante (Figure 12) : près d'un voxel donné, la surface entre 
une structure de valeur a et une autre de valeur b est modélisée localement par un plan orienté selon 
les angles α et β, séparé d'une distance h du centre du voxel. Les structures peuvent représenter des 











Figure 12 : Modèle de surface de l'opérateur moment 
L'opérateur 3D utilisant les moments géométriques d'ordre 2 permet de déterminer par identification, 
pour un voxel donné, les paramètres de ce modèle de surface, c'est-à-dire son orientation (α, β), sa 
localisation sous-voxel (h) et son contraste (c = a-b) en fonction des valeurs des voxels du voisinage 
sphérique. 
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L'opérateur moment est intégré dans le lancer de rayons multifonction de la manière suivante  : 
1. Lancer de rayons à travers la scène ; 
2. Détection approximative d'une surface ; 
3. Estimation ses paramètres du modèle de surface à l'aide de l'opérateur moment ; 
4. Estimation analytique de l'intersection entre le rayon et le modèle de surface ; 
5. Si l'intersection confirme l'hypothèse d'une présence de surface près du voxel, l'ombrage est 
calculé en utilisant la normale estimée sur le modèle. 
Une première évaluation de la précision de l'estimation de la surface et de l'estimation de surface a été 
menée dans des conditions d'échantillonnage identique entre écran et scène 3D. Cette évaluation a 
montré une certaine supériorité en termes de précision de l'opérateur moment par rapport aux 
techniques classiques (estimation par seuil, opérateur de Canny, de Zucker ou le gradient simple). Ces 
résultats doivent être toutefois tempérés dans le cadre d'une différence de résolution comme celle qui 
existe en navigation (essentiellement pour la précision de détection) [Dillenseger 1998a]. 
3.3.2 Visualisation en embryologie 
Le travail de recherche exposé dans ce paragraphe fait partie d'un projet plus global sur l’élaboration 
d’un outil d’aide à l’apprentissage de l’embryogenèse cardiaque, projet proposé puis mené dans le 
cadre d'une Thèse par le Dr Jean-Marc Schleich. L’apprentissage du développement cardiaque est 
essentiel pour la compréhension non seulement de la morphologie et de la physiologie de l’organe 
mais également des causes des cardiopathies congénitales. Le travail mené par Jean-Marc Schleich a 
abouti à l'élaboration d'un outil multimédia d'apprentissage autonome de la formation normale du 
cœur. Cet outil d'apprentissage s'articule autour d’une description illustrée, animée et commentée qui 
présente de façon magistrale, exhaustive et globale la totalité de la morphogenèse cardiaque de la 
conception à la 6ème semaine de vie utérine. Pour cela, les différentes phases du développement ont été 
recréées et visualisées directement à partir d'objets 3D de synthèse [Schleich 2000, Schleich 2002]. 
L'objectif du travail présenté ici concerne la validation de la morphologie et de la géométrie des objets 
virtuels. Pour cela, il a été prévu de reconstruire le volume de cœurs d’embryons humains de 8 à 13 
semaines de grossesse obtenue à partir de prélèvements électifs lors d’interruptions thérapeutiques de 
grossesse. Le problème majeur d’une telle reconstruction, hormis la difficulté à recueillir les cœurs 
d’embryons, provient de la taille de l’organe (de l’ordre de quelques mm). Cette taille se trouve être 
intermédiaire entre les domaines de résolutions offertes par les différents outils d’acquisition. Deux 
techniques sont principalement utilisées : la reconstruction à partir de coupes histologiques acquises 
par microscopie optique [Whiten 1998, Brune 1999] ou l’acquisition directe par microscopie IRM 
(µIRM) [Dhenain 2001]. Sans écarter totalement la deuxième technique, nous avons fait un travail 
préliminaire de faisabilité de reconstruction à partir de coupes histologiques [Dillenseger 2001a]. La 
procédure de reconstruction est schématisée dans la Figure 13. 
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• blocs cardiaques fixés
dans une solution à  10%
de formaldéhyde et
inclus dans de la
paraffine.
• Sections sur un micro-
tome (une section tous
les  1 µm).
• Coloration topographi-
que (Hemalum, éosine,
safran), 1 coupe sur 10.
• Images digitales obte-
nues sur un microscope
optique.
• Calibration des images.
distance inter-coupes :








1) recalage rigide automatique (moment),
2) corrections manuelles
Segmentation et étiquetage :






















Figure 13 : Reconstruction cardiaque 
3.4 Lancer de rayons et bases de connaissances 
Les travaux exposés dans ce paragraphe ont été menés durant le stage de DEA et de la Thèse de M.-A. 
Le Merrer, en collaboration également avec Pascal Haigron pour la mise en œuvre des exemples 
d’applications. 
Les différentes applications du lancer de rayons multifonctions se caractérisent essentiellement par le 
choix des différents modules de traitements et de leur association. Ces choix sont conduits de manière 
ad hoc en fonction des connaissances a priori de l'utilisateur concernant tant l'objectif de la 
visualisation (domaine scientifique spécifique à l'application) que les différentes procédures de 
traitements existants (domaine spécifique au traitement d'image et à la visualisation). Une des voies 
possibles consiste à intégrer, de manière totalement implicite, ces connaissances spécifiques dans le 
processus de visualisation. Pour cela, une architecture multi-spécialistes, identifiant les sources de 
connaissances intervenant dans les processus de vision 3D (traitement numérique, géométrie, 
anatomie), a été proposée [Le Merrer 1991, Dillenseger 1994b, Dillenseger 1995]. 
Plusieurs sources de connaissance sont impliquées dans un système de vision 3D. Leur indépendance, 
leur complexité et leur spécificité conduisent à les identifier sous la forme d'entités physiques 
(matérielles ou logicielles), chacune ayant une compétence particulière et sa propre autonomie, 
coopérant à la résolution du problème général. L'approche retenue ici est fondée sur une architecture 
multi-spécialistes communiquant par partage d'informations et échange de messages (Figure 14). 
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Figure 14 : Architecture générale multi-spécialistes 
Le système comprend : 
− Un spécialiste de "traitement" dit bas niveau qui regroupe les algorithmes de filtrage, détection, 
extraction de primitives. Son rôle est de planifier et de contrôler l'exécution des tâches à réaliser 
dans un objectif donné en définissant les opérateurs, leurs paramètres, leurs séquences 
d'application et en étant capable de mesurer leurs performances et de les reconfigurer en cas 
d'échec. 
− Un spécialiste "géométrique" qui gère l'ensemble des transformations de base impliquées dans le 
lancer de rayon (référentiel et parcours du volume, projections 3D-2D) mais aussi les 
caractérisations des entités extraites (positions, orientations, formes, symétries). 
− Un spécialiste "anatomie", décomposé en deux sous-ensembles : le premier ne possède qu'une 
connaissance globale ou superficielle des structures et de leurs relations (elle peut être assimilée à 
une connaissance de sens commun) ; le second, un modèle profond, relève de l'expertise 
anatomique et intégrera à terme une description de type atlas. 
− Un module d'interface assurant les tâches de visualisation et d'interprétation des commandes 
(choix de points de vue standards, définition des objets recherchés, accès aux informations 
symboliques et numériques, suivi du processus de résolution). 
Deux exemples ont été développés afin de concrétiser la démarche adoptée. Leur objectif est, à partir 
d'une IRM volumique, d'une part de prépositionner un volume 3D de référentiel inconnu à partir de 
l'étiquetage des caractéristiques faciales et d'autre part d'extraire un objet particulier, le cortex en 
exploitant les propriétés physiques et morphologiques des tissus et des surfaces et leurs dispositions 
spatiales relatives. 
Prépositionnement automatique 
Ce prépositionnement consiste à retrouver, dans un volume numérique acquis sur une tête, les notions 
de face, profil ou encore de vues coronale, sagittale, axiale à partir des caractéristiques intrinsèques 
des objets, ceux-ci étant échantillonnés spatialement de manière quelconque. 
L'approche proposée se décompose de la manière suivante [Haigron 1994] : 
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1. Balayage du volume d'intérêt par prise de vues orthogonales arbitraires ou rotation autour de 
l'objet (l'axe étant d'orientation quelconque). 
2. Détection, calcul de courbures et sélection : l'étape de détection de la surface externe est réalisée 
par un simple seuillage. L'estimation des courbures locales fait appel aux outils de géométrie 
différentielle. Ces courbures sont un préalable à une description topologique des structures, 
permettant par la suite de répondre à des objectifs de reconnaissance ou de recalage en particulier 
à partir de lignes de crêtes. Les points répondant les maxima de la courbure principale maximale 
sont ainsi extraits. 
3. Formation et caractérisation des nuages de points : la formation des groupes dépend étroitement 
des critères de sélection des points et de l'étendue de la connexité utilisée. Les objets recherchés, 
pourront selon le cas, correspondre à un seul groupe, être fragmentés en plusieurs nuages, voire 
inclus dans un groupe plus important. Ces nuages seront caractérisés par un ensemble de 
paramètres (tailles, moments d'inertie, positions et orientations). 
4. Génération d'hypothèses d'étiquetage des groupes sur la base de leurs propriétés intrinsèques : la 
distribution des valeurs propres des matrices d'inertie est représentative de la forme des nuages et 
permet d'opérer un premier filtrage d'hypothèses. 
5. Vérification de la cohérence des étiquettes sur la base de relations conjointes : elles sont fondées 
sur les notions de similarité de forme, des dispositions relatives en position et en orientation, des 
symétries (certains objets pouvant être absents si l'acquisition ne recouvre pas la totalité de 
l'organe). Cette phase interagit avec les précédentes soit par modification des critères de sélection 
et de formation des nuages (étapes 2 et 3), soit par concaténation directe des nuages (étape 4). 
6. Prépositionnement du système de référence lié à l'organe : après identification des objets, des 
plans particuliers peuvent être définis par alignement des repères attachés aux objets, puis ré-
estimés de manière précise en exploitant les données du volume. 
La description de ces étapes fait apparaître les contributions de chacun des spécialistes introduits 
initialement : le bas niveau (étape 2), les connaissances géométriques (étapes 1,3,5) et anatomique 
(étapes 4,5 et 6). L'articulation entre le raisonnement guidé par les données (comme 2,3 et 4) et le 
modèle (5) est aussi identifiée. 
Segmentation du cortex 
L'intérêt de l'étape précédente est de fournir un repère géométrique global lié à l'organe qui permet de 
délimiter de manière approchée les supports spatiaux potentiellement occupés par les structures 
anatomiques et les points de vue les plus appropriés pour la recherche d'un objet particulier par lancer 
de rayon. Les algorithmes de traitement d'images ne permettant pas d'atteindre une détection 
automatique complète, il est intéressant de formaliser et d'exploiter la connaissance disponible sur les 
caractéristiques intrinsèques des structures (nature et propriétés des tissus, topologies locales) et leur 
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arrangement spatial le long d'un rayon ou d'un faisceau (relation d'inclusion ou d'ordre). Ceci conduit, 
pour un objectif fixé (ici la segmentation du cortex) à introduire entre autres : 
− les caractéristiques physiques des tissus (intensités absolues ou relatives, valeurs maximales ou 
minimales, variations d'intensité, textures etc...) spécifiées en fonction de la modalité 
d'observation, 
− les propriétés morphologiques locales (épaisseur, profondeur, orientation de la surface, 
singularités topologiques par exemples), 
− les connaissances contextuelles et globales en particulier les notions de proximité, de connexité, de 
séquentialité. 
Un premier modèle, privilégiant les connaissances simples et robustes, a été intégré sur le lancer de 
rayons [Dillenseger 1995]. Il exploite d'une part le fait que les structures traversées sont d'abord la 
peau, puis l'os (avec des ruptures éventuelles), la dure-mère (qui, quand elle apparaît est de faible 
épaisseur), le liquide céphalo-rachidien (LCR) enfin le cortex (matière grise). D'autre part les 
intensités sont qualifiées en IRM : très élevées pour la peau, moyennes à élevées pour le cortex 
(comparables à l'os spongieux et à la dure-mère), très faibles pour le LCR. Enfin, les épaisseurs sont 
utilisées par comptage des points successifs répondant aux critères. 
La démarche consiste à détecter les limites de la première structure (la peau) puis à examiner la 
séquence spatiale de points intermédiaires (dits points d'alerte) vérifiant les conditions locales, en 
laissant le rayon se propager sur une profondeur fixée a priori (horizon de validation du cortex), en 
exploitant la cohérence des étiquetages du voisinage des points de surface candidats. Les tâches de 
détection et de génération de points d'alerte sont réalisées par le module bas niveau, leur analyse par le 
module anatomique (connaissance de surface). 
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4 Visualisation en épilepsie 
4.1 Épilepsie, donnés et objectifs de la visualisation 
L’épilepsie est l’une des premières causes d’hospitalisation en neurologie. Elle concerne entre 0,5 et 
1 % de la population [Thomas 1994]. L'état épileptique est la conséquence d'un déséquilibre d'origine 
synaptique ou cellulaire qui entraîne une modification brutale de l'activité électrique cérébrale. Cette 
activité (appelée activité ictale) naît lorsque des ensembles de neurones se synchronisent de manière 
anormale. Le résultat correspond souvent à des décharges, dites décharges critiques, de fréquence 
élevée et d'amplitude variable. Cette activité paroxystique se propage alors via des connexions 
anormalement facilitées vers d'autres structures à la surface du cortex et vers des relais plus profonds 
provoquant ainsi une activation de ces différentes structures nerveuses. Si les mécanismes entraînant 
une crise d'épilepsie sont encore mal connus, une des hypothèses consiste à dire que les zones 
épileptogènes sont organisées en un réseau de structures ou sous-structures cérébrales dit réseau 
épileptogène dont les interactions (synchronisations, etc.) entraîneraient la crise [Chauvel 1987]. 
La plupart des patients sont traités par voie médicamenteuse. Ce traitement est avant tout un traitement 
des symptômes de la crise mais non de ces causes. Dans le cas d’épilepsies pharmaco-résistantes, sur 
des patients fortement handicapés, un traitement chirurgical est envisageable. Ce traitement consiste 
en la résection d’un volume cérébral défini à partir d’un compromis entre le maintien des capacités 
fonctionnelles et l’information plus ou moins précise obtenue à partir de la corrélation des données 
recueillies sur la zone épileptogène. 
Une typologie de ces moyens d'investigation consiste à les classer dans quatre groupes en fonction du 
type de données qu’elles fournissent : clinique, expertise médicale, anatomique ou physiologique 
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Figure 15 : Les quatre sources fondamentales de l'étude de l'épilepsie 
− Les données cliniques sont fournies par l’analyse détaillée des signes apparaissant au début, 
pendant et après la crise d’épilepsie.  
− Les modèles, dans le domaine anatomique (atlas cérébraux [Talairach 1967, Höhne 1992]) mais 
également dans le domaine fonctionnel (atlas des connexions cortico-corticales), sont utilisés pour 
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la compréhension de phénomènes survenant durant la crise mais également pour la planification 
préopératoire dans le cas de traitement chirurgical. 
− Les données anatomiques sont apportées par les techniques d’imagerie qui permettent, dans 
certains cas, de localiser une lésion (une tumeur par exemple) à l’origine des décharges. D'autres 
techniques d'imagerie, de type fonctionnel (imagerie en médecine nucléaire, IRM fonctionnelle –
IRMf), sont utilisées pour étudier directement la zone épileptique. Ces techniques montrent et 
localisent relativement bien les changements de métabolismes causés par les crises. Par contre, 
leur échantillonnage temporel est insuffisant pour suivre le déroulement d'une crise. 
− Enfin, la magnétoencéphalographie (MEG), l’électroencéphalographie (EEG de surface) et la 
stéréoélectroencéphalographie (SEEG, utilisant des électrodes intracérébrales) fournissent les 
données physiologiques, sous la forme de signaux qui varient en fonction du temps et qui 
constituent des marqueurs "temps réel" de l’activité électrique cérébrale. 
 
L'objectif de la recherche clinique liée à l’épilepsie est d’étudier l’organisation de la zone 
épileptogène en analysant la dynamique spatio-temporelle des processus épileptiques. De manière plus 
précise, elle se focalise 1) sur l'étude de l'existence d'une ou plusieurs zones qui sont sièges d'activités 
indépendantes, 2) sur l'analyse de phénomènes de synchronisation (partielle ou complète) et de retard 
entre activités sur des sous-ensembles de structure et 3) sur les phénomènes de propagations 
d’activités paroxystiques d'une structure à une autre dans une zone plus ou moins étendue. Le résultat 
escompté de cette analyse est de comprendre l'épilepsie d'un malade afin, si cela est possible et 
nécessaire, de la guérir en proposant un schéma d'intervention chirurgical. 
En parallèle, et pour la recherche fondamentale, l'analyse fine des données critiques et intercritiques 
doit permettre de mettre en évidence les différents mécanismes sous-jacents et ainsi valider et 
formaliser la notion de réseau épileptogène. 
4.2 Visualisation en épilepsie  
La visualisation se doit d'apporter des solutions facilitant l'interprétation des données recueillies sur le 
patient en fonction des objectifs annoncés dans le paragraphe précédent. L'outil de visualisation idéal 
serait, comme le montre la Figure 15, celui qui permettrait d'intégrer et de fusionner les différents 
types de données concernant le patient.  
Par souci de simplicité, nous nous sommes intéressés essentiellement à l'analyse des signaux 
électromagnétiques. En effet, seul ce type de données donne une appréciation de l'ensemble de 
l'activité électrique durant la crise et ceci à une résolution temporelle suffisante. L'analyse de ces 
signaux représente donc l'outil principal pour la compréhension fine des phénomènes épileptiques. Or 
la représentation graphique classique, la représentation scalaire des signaux telle que celle indiquée 
dans la case signal de la Figure 16, est en effet rapidement illisible et de surcroît difficilement 
exploitable pour une analyse visuelle fine des synchronisations et propagations. Cette analyse est 
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menée par la mesure et la représentation de certaines statistiques issues des signaux. À notre 
connaissance, peu de travaux se sont pour l'instant intéressés à ce problème spécifique de visualisation 
de données issues de l'analyse de signaux électroencéphalographique. 
Une fusion de ces signaux avec les données anatomiques est toutefois rapidement nécessaire afin 
d'intégrer la notion d'espace anatomique spécifique au patient. Cette fusion est essentielle dans les 
techniques basées sur l'identification de sources d'activités électromagnétiques à partir des données de 
surfaces et a donné lieu à des travaux pouvant être cités dans le domaine de la visualisation [Gevins 
1990, Gevins 1994, Scherg 1994]. 
Un des objectifs à terme serait de pouvoir compléter ces représentations par les informations d'autres 
natures. 
Dans un premier temps, et suivant ainsi les règles de l'élaboration d'un outil de visualisation énoncées 
dans le chapitre "Élaboration d'un outil de visualisation", les caractéristiques des données à représenter 
sont exposées. Cette description paraît nécessaire car certaines des caractéristiques de ces données ont 
directement inspiré les solutions de visualisation. 
Les travaux présentés dans ce mémoire sont ensuite orientés selon 4 axes qui s'inscrivent dans 
l'élaboration d'outils complémentaires permettant une analyse progressive des mécanismes et 
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Figure 16 : Synopsis des techniques de représentation étudiées 
1) des nouveaux types de représentation de signaux en SEEG et de leurs transformées, 2) la fusion et 
la visualisation de signaux EEG et SEEG dans leur cadre anatomique, 3) la visualisation des processus 
paroxystiques montrant non seulement l'activité dans les structures cérébrales mais également les 
relations entre ces structures et, afin de parachever, le processus de visualisation et 4) une tentative 
d'évaluation d'une des solutions proposées. 
Ces techniques possèdent chacune leurs avantages et inconvénients. D'un point de vue clinique, les 
données sont acquises d'un point de vue progressif (EEG et images, puis SEEG) pour être mises en 
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regard avec l'objectif médical poursuivi à un stade donné du protocole de suivi du patient. L'analyse de 
l'information (et donc les outils de visualisation facilitant cette analyse) suit donc naturellement cette 
progression dans l'examen et la compréhension graduelle des mécanismes mis en œuvre durant les 
crises. 
Ces différentes techniques ont été élaborées dans le cadre de la Thèse de C. Rocha, d’un stage de 
reconversion d’un professeur chinois M. Q. Zhou, de travaux de scientifiques du contingent V. Carrico 
et J.-P. Sinteff. Les travaux les plus récents ont fait l’objet de collaboration avec d’autres chercheurs 
de notre équipe ou d’une université étrangère. Ainsi, l’étude de la visualisation des processus 
paroxystiques a été codirigée par F. Wendling et a été réalisée lors du stage de DEA de M. Chavez et 
du stage d’ingénieur de H. Guillaume. L’évaluation d’une technique de visualisation est issue d’une 
collaboration avec le professeur B. Sousa Santos de l'Université d'Aveiro, Portugal. 
4.2.1 Caractéristiques des données étudiées 
Les propriétés des images anatomiques ont été énoncées précédemment, nous nous attacherons à 
décrire plus précisément les particularités spatio-temporelles des signaux EEG et SEEG. 
Au regard d'une analyse menée dans le cadre de l'élaboration d'outil de visualisation, les 
caractéristiques principales des signaux EEG et SEEG sont : 
− Leur arrangement spatial :  
? Pour l'EEG, des montages standards (par exemple le montage 10/20 International, le système 
10/10) sont couramment utilisés ; les électrodes sont distribuées régulièrement sur le scalp (la 
surface de la tête). Leur faible densité ou, autrement dit, l'échantillonnage spatial réduit, va 
conduire à la mise en œuvre de techniques d'interpolation pour restituer des cartographies 
complètes de surface. 
? Les électrodes de profondeur se présentent au contraire sous forme d'aiguilles, c'est-à-dire 
d'arrangements linéaires de plots de mesure de potentiels électriques répartis de manière 
uniforme : ils se situeront dans différentes structures cérébrales. 
− Le nombre de capteurs et leurs caractéristiques propres :  
? Les observations de surface sont généralement limitées à une vingtaine de capteurs, mais les 
travaux menés en identification de sources (sur la base de modèles dipolaires ou autres et 
prenant en compte la géométrie et les propriétés électriques des tissus) tendent clairement vers 
une augmentation significative de ce nombre (une soixantaine voire plus). 
? Les électrodes de profondeur, quant à elles, peuvent comporter une quinzaine de plots et, pour 
lever les ambiguïtés de localisation des foyers épileptiques, en moyenne 5 à 6 électrodes sont 
utilisées. 
− Les fréquences d'échantillonnage : elles sont comprises entre 200 et 500 Hz et vont conduire à des 
volumes considérables de données, dont la majeure partie ne portera pas d'information 
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significative. Ces fréquences d'échantillonnage sont par contre déterminantes lorsqu'il s'agit 
d'estimer des retards entre voies. 
4.2.2 Limites de la représentation classiques des signaux 
La représentation classique des signaux électromagnétiques comme celle de la figure est peu 
satisfaisante : chaque signal est décrit par un tracé scalaire de son amplitude en fonction du temps. 
Cette représentation ne simplifie pas l’inspection visuelle des observations, à cause : 
− Du nombre important de courbes à analyser simultanément (facilement supérieur à 100). La 
représentation graphique devient vite illisible. 
− De la durée des périodes de monitoring (portant sur plusieurs jours) a pour conséquence 
immédiate de rendre difficile l'exploitation des signaux à la fois pour les périodes intercritiques 
(entre crises) et critiques (correspondant aux crises). En effet, l'analyse temporelle fine (l'étude des 
synchronisations ou des propagations qui sont des évènements durant de l'ordre de la ms) devient 
alors extrêmement malcommode du fait de cette différence d'échelle temporelle. 
− De l’absence de repères anatomiques explicites et spécialement pour la SEEG (chaque signal 
n’étant repéré que par la lettre correspondant une électrode - A, B, ...  - suivie du numéro du 
capteur sur cette électrode - 1, 2, ... -). L'absence de relations spatiales explicite entre capteurs, ou 
entre les capteurs et le volume cérébral, est un handicap majeur pour la mise à jour de transitions 
se manifestant à l'échelle de quelques échantillons temporels. 
− Du fait que les signaux bruts contiennent des informations (comme la présence par exemple de 
ressemblance ou de relations de causalités entre signaux) qui ne sont pas accessibles directement 
par l'examen visuel. 
Ces représentations classiques restent toutefois indispensables. Car, en dehors du fait qu'elles font 
partie intégrante des habitudes des neurologues, elles permettent une première vision globale des 
différents phénomènes électriques. C'est autours de cette représentation classique que s'articulent et se 
confrontent les nouvelles techniques de visualisation. 
4.2.3 Visualisation des signaux 
Deux techniques de représentation originales ont été présentées :  
Les cartographies spatio-temporelles planes de signaux SEEG. 
Cette technique a pour objectif de représenter simultanément les signaux mesurés sur les plots de 
mesure d'une même électrode. Elle a été inspirée par les travaux de Badier [Badier 1991] concernant 
les nappes spatio-temporelles. Le principe de base découle de la constatation suivante : 
l'échantillonnage temporel des signaux est largement suffisant, mais la résolution spatiale est par 
contre plus faible. L'idée est alors d'exploiter la topologie spatiale des plots de mesure, leur 
arrangement linéaire le long de l'électrode, afin de proposer une visualisation globale de l'ensemble 
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des signaux [Rocha 1995] (Figure 19a). Si nous reprenons la figure présentant les étapes de 
l'élaboration d'un outil de visualisation, la construction des cartographies spatio-temporelles planes est 
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Figure 17 : Schéma général de la construction des cartographies spatio-temporelles planes 
L'interpolation monodimensionnelle le long de l'axe de l'électrode est faite à l'aide de splines cubiques 
qui permettent d'obtenir une bonne précision pour un temps de calcul raisonnable. Les tensions sont 
ensuite codées à l'aide d'une table des couleurs. L'échelle de couleurs choisie, le spectre des couleurs 
allant du bleu (valeur maximale négative), vert (valeurs proches de zéro) au rouge (valeur maximale 
positive) a été choisie du fait de l'habitude des cliniciens. Cette échelle n'est pas optimale pour la 
discrimination et la perception de grandeurs [Bertin 1988], mais, et si l'on se réfère à l'étude de 
Levkowitz [Levkowitz 1992], les échelles liées à l'observateur par habitude donnent de meilleures 
performances même si elles ne sont pas optimales d'un point de vue perception.  
Ce type de représentation a plusieurs avantages en terme d'interprétation. Il permet une lecture spatiale 
entre les différents plots d'une même électrode et donc de séparer visuellement les événements 
auxquels ils sont sensibles et leurs retards instantanés. Il offre, par l'utilisation d'une fenêtre temporelle 
glissante, la possibilité de suivre la propagation de ces événements dans l'espace linéaire 
correspondant à l'électrode. L'utilisation conjointe d'une partie ou de l'ensemble des électrodes dont les 
nappes respectives sont synchronisées dans le temps, facilite la compréhension des relations spatiales 
dès lors qu'une connaissance implicite reconstitue la topologie des structures cérébrales explorées. Ces 
nappes bidimensionnelles sont également manipulées dans le plan image afin de mieux traduire leurs 
relations spatiales. 
Les cartographies planes spatio-temporelles et analyses temps-fréquences ou temps-échelles. 
Une représentation duale d'observations temporelles peut être obtenue après changement d'espace de 
description. Les transformations appliquées relèvent de la théorie du signal ou de la reconnaissance 
des formes et ont comme caractère commun de modifier la dimension de l'espace de représentation. 
Cette modification conduit à s'interroger sur de nouveaux modes de visualisation. Les développements 
les plus récents, à travers les transformées temps-échelles et temps-fréquences, ont démontré 
l'importance de disposer d'outils de visualisation très élaborés d'autant que, le plus souvent, c'est à une 
interprétation subjective des résultats qu'elles conduisent [Senhadji 1995]. L'intégration de la 
dimension spatiale dans les représentations de transformées temps-échelles et temps-fréquences est 
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problématique. Ce problème se pose pour la représentation des transformées de l'ensemble des signaux 
recueillis le long d'une électrode de profondeur [Rocha 1996a]. La Figure 18 montre une proposition 
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Figure 18 : Schéma général de la construction d'une représentation temps/transformée/espace 
Pour chaque plot de mesure d'une électrode de profondeur, un diagramme 2D de transformées est 
calculé. En prenant en compte l'arrangement linéaire des plots, il est possible d'associer les 
diagrammes et de constituer un volume 3D dont les axes représentent l'échelle (ou la fréquence), le 
temps et la position le long du capteur. Du fait des différences de résolution, il est souvent nécessaire 
d'interpoler selon l'axe de l'électrode. Ce volume est ensuite exploré et visualisé par le lancer de rayons 
multifonctions. La Figure 19b montre un exemple de représentation temps/fréquences/électrode. Les 
surfaces visualisées figurent la répartition dans le volume d'une iso-valeur d'énergie. Ce type de 
description permet l'utilisation de nombreux outils d'analyse (translation, rotation, transparence, 
opérations arithmétiques, superposition d'une information supplémentaire –la phase par ex.-, etc.). 
L'objectif est de visualiser les ruptures ou les glissements en fréquences et donc de saisir les 
cohérences spatio-temporelles entre voies (et donc entre structures). L'interprétation visuelle de ces 
résultats par contre demeure assez difficile, ceci peut être du, entre autres, à une non-familiarité avec 
l'espace de description. 
 
Figure 19 : Cartographies planes spatio-temporelles a) de signaux SEEG et b) d'une représentation 
temps/fréquences/électrode. 
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4.2.4 Fusion anatomo-fonctionnelle 
Les représentations décrites dans le paragraphe précédent sont limitées à une seule électrode sans 
relations directes avec l'anatomie du patient. Or, la connaissance des relations spatiales entre capteurs 
et structures cérébrales est essentielle pour l'analyse de données épileptiques. De même, la 
confrontation entre données issues de capteurs de surface et capteurs de profondeur dépend 
directement de la topologie des points des points de mesure et des structures cérébrales explorées. 
Seule la fusion, symbolique ou explicite, entre signaux et anatomie permet une perception directe des 
processus dans leur cadre anatomique. 
Les relations entre capteurs et structures ne sont que partiellement accessibles à partir de sources 
d'imagerie IRM ou TDM qui fournissent une vue en quelque sorte macroscopique des structures 
anatomiques. Leur intérêt est cependant d'offrir un référentiel qui même simplifié, va fortement 
contribuer à une perception directe des mécanismes prenant naissance dans le cortex. Les relations 
entre capteurs de surface et capteurs de profondeur n'ont, à notre connaissance, pas été traitées au 
moyen de techniques de visualisation tridimensionnelles, or ces relations profondeur-surface sont très 
difficiles à établir à partir des enregistrements scalaires classiques. 
Les travaux présentés dans ce paragraphe concernent des techniques de cartographie 3D de signaux 
EEG, de représentations de signaux SEEG et de répartitions volumiques de potentiels dans leur 
référentiel anatomique. Ces techniques sont toutes basées sur une fusion des potentiels électriques 
dans les données issues de l'imagerie anatomique 3D. 
4.2.4.1 Fusion entre signaux et images 3D anatomiques 
L'information commune entre les deux modalités, et qui permet donc cette fusion, est la position des 
capteurs. Plusieurs stratégies sont possibles pour repérer ou reporter les électrodes sur l'image 3D du 
patient : 
− Le repérage idéal [Dillenseger 1992b]. Cette solution se base sur la répartition idéale des montages 
standards. Ces montages sont référencés à l'aide de points anatomiques (l'inion et le nasion). Le 
repérage interactif de ces points sur la surface de l'image 3D permet de projeter les positions 
idéales des capteurs sur cette surface. L'utilisation de cette solution est même envisageable comme 
aide au placement des électrodes sur le patient réel. 
− Le report des positions des électrodes mesurées sur le patient [Rocha 1997]. Ces positions sont 
mesurées à l'aide d'un numériseur 3D. Le report consiste donc à recaler ces points sur la surface de 
l'image 3D. Cette procédure a été validée sur un crâne sec dont la position des points de mesures 
est mesurée à l'aide du numériseur 3D, puis marquée avec des billes de plombs [Dillenseger 
1994c]. Les billes permettent de repérer la position des capteurs sur l'acquisition TDM et donc de 
quantifier les erreurs de recalage. 
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− Dans le cas du report de la position des électrodes de SEEG dans le volume 3D du patient, nous 
avons considéré ce problème comme résolu et nous nous sommes basés sur des positions des 
électrodes supposées connues. 
4.2.4.2 Cartographie 3D de signaux EEG 
Les cartographies planes de signaux EEG font parties intégrantes des outils mis à la disposition du 
neurologue pour l'étude et le repérage de composante marquant les processus normaux ou anormaux. 
Dans le cas de l'épileptologie, l'étude par exemple de la propagation spatiale d’événements 
paroxystiques intercritiques permet l'émission d'hypothèses concernant les structures impliquées 
ultérieurement dans la crise. Certains travaux font état de la représentation de ces potentiels sur la 
surface 3D de modèle de scalps générique ou spécifique au patient [Soufflet 1991, Gevins 1994]. Nos 
travaux se différentient de travaux similaires par le fait qu'ils n'essayent pas d'adapter des modèles 
géométriques sur les données anatomiques, ne requièrent pas ou peu de segmentation préalable et 
visualisent les signaux directement sur les données [Dillenseger 1992a, Dillenseger 1993]. Le schéma 
général de la cartographie 3D des potentiels de surface est le suivant (Figure 20) : 
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Figure 20 : Schéma général de la cartographie 3D de potentiels de surface 
Les valeurs des potentiels ne sont connues qu'aux positions des électrodes. La restitution des potentiels 
sur l'ensemble de la surface du scalp nécessite de recourir à une étape d'interpolation. Le support 
géométrique de l'interpolation est la surface du scalp. La fonction d'interpolation doit donc répondre à 
cette spécificité topographique. Du fait de la géométrie assez cylindrique du scalp, l'interpolation par 
splines sphériques [Perrin 1989], basées sur des distances angulaires, nous présente un bon compromis 
entre simplicité et précision de l'interpolation.  
Différentes natures d'information sont à représenter :  
− Une information anatomique (la surface de la tête) qui, pour un point de vue donné, est statique. 
− Les positions des capteurs également statiques pour un point de vue donné. 
− La distribution des potentiels qui elle varie en fonction du temps. 
Pour un point de vue donné, le calcul de l'image est effectué en deux temps : 
− Le recueil de l'information anatomique par une adaptation du lancer de rayons multifonctions (cf. 
Chapitre II). Cette étape permet de calculer l'ombrage des surfaces sous le domaine de 
représentation de la cartographie, de dessiner les électrodes sur le scalp et de recueillir les 
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grandeurs anatomiques (positions des points de surface, normale à la surface) nécessaires au calcul 
final de l'image. Cette information est statique. 
− Le calcul dynamique des potentiels. Pour chaque échantillon temporel, la valeur du potentiel à 
chaque point de surface visible est calculée par interpolation. Cette valeur est codée par une 
échelle de couleur (là encore, l'échelle spectrale des couleurs est utilisée et ceci pour les mêmes 
raisons déjà évoquées dans le paragraphe précédent). L'ombrage de la teinte ainsi déterminée 
permet de représenter simultanément l'information de forme 3D et le potentiel.  
Cette décomposition en deux étapes permet un calcul rapide à chaque échantillon temporel.  
Deux modalités d'affichage sont envisagées afin de suivre l'évolution spatio–temporelle du potentiel  : 
− Une suite de d'images ou chacune correspond à un instant temporel particulier (Figure 22). 
− Une animation temporelle où la cartographie évolue en fonction du temps. 
4.2.4.3 Visualisation des signaux de profondeur 
Si pour la cartographie 3D, le support des potentiels est la surface du scalp, dans le cas des signaux de 
profondeur, le support des signaux est ponctuel et donc le schéma général de la représentation se 
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Figure 21 : Schéma général de la visualisation de signaux de profondeur 
Un signal mesuré sur ce support spatial ponctuel doit impérativement être représenté visuellement par 
une forme pour être perçu. Le choix d'une représentation 3D impose une forme tridimensionnelle 
comme glyphe. Pour éviter une influence de la forme sur la représentation, nous avons choisi la sphère 
qui possède la propriété d'être une forme invariante dans l'espace. Concernant l'amplitude des signaux, 
le codage graphique doit posséder le même niveau d'organisation que celle des données à représenter. 
Seule la variation de taille permet une perception quantitative. Le codage des grandeurs se fera donc 
par une échelle de taille de la sphère. La variable taille permet de coder une valeur mais plus 
difficilement son signe. Nous choisissons donc de représenter ce signe à l'aide d'une couleur ou, plus 
précisément, d'une échelle de couleur (l'échelle spectrale des couleurs présentée précédemment). Au 
final, la valeur du signal est codée par une sphère dont la taille est proportionnelle à la valeur absolue 
du signal et la teinte directement proportionnelle à cette valeur. Cette redondance n'est qu'apparente, 
car l'œil globalement n'interprète l'échelle de couleur que de manière qualitative (teintes bleues -
valeurs négatives, teintes rouges –valeurs positives) [Dillenseger 1994a, Dillenseger 1996, Rocha 
1996b] (Figure 22b). 
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Figure 22 : Suite temporelle de cartographies 3D de a) potentiels de surface mesurés par EEG, b) potentiels de 
profondeurs mesurés par SEEG. 
4.2.4.4 Représentation volumique de potentiels 
Il n'y a pas d'accès direct à la distribution volumique des potentiels à partir des enregistrements EEG, 
SEEG ou MEG. De nombreux travaux ont cependant été consacrés à ce qu'il convient d'appeler 
l'identification de sources d'activités électromagnétiques. Leur formulation repose sur des modèles de 
sources dont l'examen dépasse largement le cadre de ce travail (voir [Scherg 1994] par exemple). Ce 
qu'il faut retenir, c'est que les solutions proposées vont s'exprimer sous la forme de dipôles qu'il faudra 
représenter par des vecteurs 3-D (position, orientation, puissance), sous la forme de distributions de 
potentiels estimées sur des surfaces internes pour les méthodes de déconvolution spatiale ou encore 
sous la forme de cartographie volumique régulière (pour des approches fondées sur les différences 
finies par exemple). Dans ce dernier cas, nous avons étudié deux cas de représentation : 
− L'adaptation à une anatomie spécifique du résultat d'un problème direct calculé sur un modèle 
géométrique. Cette adaptation est effectuée par l'ajustement du modèle sphérique concentrique à 
trois couches sur les données réelles [Carrico 1991]. 
−  La représentation des potentiels pour une méthode de résolution du problème direct utilisant les 
différences finies maillées dans des données anatomiques directement issues du volume 3D 
[Hédou 1997]. 
Dans les deux cas, une variable supplémentaire, par exemple le potentiel, est attachée à chaque voxel 
du volume cérébral. C'est cette nouvelle variable qui doit être représentée sans pour autant perdre 
l'information morphologique (Figure 23). Une table de couleurs bivariable est alors utilisée pour coder 
les potentiels (teinte de la couleur) et les propriétés spatiales de l'imagerie morphologique (variation de 
la luminosité de la couleur).  
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Figure 23 : Représentations des potentiels volumiques calculés : a) sur un modèle géométrique ajusté à l'anatomie et 
b) sur un modèle aux différences finies 
4.2.5 Visualisation de processus paroxystiques 
Les différents types de représentation exposés précédemment n’exploitent que des données scalaires et 
non des mesures extraites des signaux. De plus, les relations entre structures cérébrales ne sont perçues 
que de manière implicite lors du déroulement des séquences temporelles. Enfin, la surabondance 
d'informations de nature électrique et anatomique dans une scène unique est une limite à 
l’interprétation claire des phénomènes. 
L'objectif de ces travaux, menés en collaboration avec Fabrice Wendling, est donc de développer un 
système de visualisation d’un réseau de structures cérébrales capable de dégager des caractéristiques 
pertinentes non seulement sur la dynamique des processus mais également sur les relations qui 
s'établissent entre les différentes structures lors des crises d’épilepsie [Dillenseger 1998b, Wendling 
1998]. Cet objectif rend prépondérante la représentation des dynamiques fonctionnelles. 
L'idée est donc d'extraire des signaux SEEG des grandeurs pouvant caractériser au mieux l'activité 
dans les structures mais également effectuer des mesures entre signaux reflétant les relations qui 
s'établissent entre les structures. Parmi les différentes statistiques pouvant être déduites des signaux 
SEEG, certaines grandeurs pertinentes ont été choisies a priori (ces statistiques semblaient le mieux 
correspondre aux signes utilisés par le praticien lors de l'analyse visuelle des signaux SEEG) : 
− L'énergie et la fréquence moyenne des signaux renseignent sur l'activité dans les structures. Ces 
grandeurs caractérisent respectivement l’amplitude et le rythme des signaux enregistrés dans les 
différentes structures cérébrales.  
− Un coefficient d’intercorrélation non linéaire et un indice de direction mesurés sur une paire 
de signaux qui renseignent sur le degré de couplage statistique et sur une causalité éventuelle entre 
les signaux. 
 
Le modèle de représentation doit traiter à la fois de la dynamique des grandeurs liées aux structures et 
des relations entre ces structures. Le modèle proposé (Figure 24) a été le suivant : 










Graphe 2D ou 3D
É ? taille du nœud
R ? couleur du nœud
C ? taille de l’arc
D ? flèche






Figure 24 : Schéma général de la visualisation de processus paroxystiques 
La notion de réseau de structures cérébrales conduit naturellement à s’intéresser aux travaux 
émergeants en visualisation de réseaux (voir [Herman 2000] pour un point de départ). Un réseau peut 
être représenté sous la forme d'un graphe relationnel. La zone explorée par la SEEG est modélisée par 
un graphe codant les relations anatomo-fonctionnelles. Les nœuds correspondent aux structures 
anatomiques ; les liens (arcs entre nœuds) sont représentatifs des relations entre structures. La 
disposition spatiale des nœuds dans la scène se devra de respecter au mieux la topographie cérébrale. 
Des modes de représentation 2D [Chavez 1997] puis 3D [Guillaume 2001] ont été étudiés (Figure 25). 
Le codage graphique des grandeurs a été le suivant : 
− Chaque nœud est représenté par un disque (une sphère). L’énergie mesurée en ce nœud est codée 
graphiquement par la taille -le diamètre- du disque (de la sphère). Le rythme est codé par une 
variation soit de la luminosité soit de la saturation de la teinte du disque (de la sphère). 
− Les relations entre deux structures sont représentées par une droite (un cylindre) reliant les deux 
disques (sphères) correspondant(e)s. L'épaisseur du trait (le rayon du cylindre) est proportionnelle 
au coefficient de corrélation. En 3D, la direction est indiquée sous la forme d’un cône placé au 
centre du cylindre. 
 
Figure 25 : Représentations 2D (a) et 3D (b) de processus épileptiques. 
Ces types de représentations ont permis de montrer des phénomènes difficilement décelable par la 
simple analyse visuelle des signaux représentés en fonction du temps. Un exemple peut en être donné 
par la représentation 3D de la Figure 25b. Les trois sphères de gauche correspondent à trois structures 
internes du lobe temporal. Les trois sphères de droite correspondent aux structures latérales 
néocorticales. La période intercritique (1) renseigne sur les quantités codant une activité cérébrale 
"non critique". Durant la période pré-critique (début de la crise, 2 et 3), on remarque une augmentation 
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notable de l’énergie sur les structures internes ainsi qu’un renforcement des relations. Pendant la crise 
(4, 5), les relations interstructures semblent montrer un "découplage" interne /externe. À la fin de la 
crise (6, 7, 8), on observe un envahissement des structures latérales qui est mis en évidence par une 
élévation de l’énergie et du degré de relation. 
4.2.6 Évaluation de la visualisation 
Dans cette étude, menée en collaboration avec le professeur Beatriz Sousa Santos de l'Université 
d'Aveiro, Portugal, l'objectif est de poser et de faire apparaître de manière formelle les différents 
points qui sont à prendre en compte pour l'évaluation d'une technique de visualisation par rapport à la 
problématique médicale et plus particulièrement pour celle de la représentation 3D de signaux de 
profondeur (voir p. 35). Nous avons voulu insister avant tout sur la rigueur que doit suivre un 
protocole d'évaluation et essentiellement sur la définition de ce protocole d'évaluation et celle de 
l'analyse statistique. 
Par souci de simplicité, dans un premier temps, nous avons restreint notre étude à la tâche suivante : la 
perception quantitative de signaux [Dillenseger 1999, Dillenseger 2000, Dillenseger 2001b, Sousa 
Santos 2002]. L’évaluation porte alors sur l’influence du codage graphique et, plus précisément, de 
l'échelle de codage sur l'interprétation quantitative des signaux SEEG.  
 
Figure 26 : Évaluation de trois types d'échelles de codages. #1 : proportionnalité entre valeur et rayon. #2 : 
proportionnalité entre valeur et surface. #3 : proportionnalité entre valeur et volume. 
L’idée est d'estimer et de comparer les performances de trois échelles de codages proposant trois types 
de proportionnalité entre valeur et taille de la sphère en termes de précision et rapidité. Le type 
d'évaluation nécessite l'emploi d'observateurs humains. L'expérimentation est ensuite définie afin de 
contrôler aux mieux les influences externes sur le plan spatial, sur le plan temporel, sur les variables 
visuelles et la quantité d'information représentée. Un grand soin est apporté sur la pertinence au sens 
statistique du terme du protocole expérimental, de la population interrogée et des méthodes d'analyses 
elles-mêmes afin de les adapter aux mieux au type de données recueillies [Ferreira 2000]. 
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Cette étude a montré qu'une des échelles de codage était plus mauvaise en termes de précision et 
également en termes de rapidité que les deux autres. L'étude de certains paramètres externes a montré 
que la taille des sphères pouvait avoir une influence sur les résultats. Par contre, la préférence des 
observateurs pour une certaine échelle ainsi que la pratique acquise durant l'expérimentation (jugées 
par les observateurs comme influant le test) n'avaient pas de répercussions statistiquement mesurables 
sur les performances des observateurs. 
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5 Projets 
5.1 Visualisation en embryologie. 
La démarche décrite précédemment (p. 21) n'est qu'un travail préliminaire voulant montrer la 
faisabilité d'une telle reconstruction. Ceci explique entre autres la place relativement importante de 
l'expert humain dans la méthodologie. Cette démarche a surtout eu pour mérite de poser les problèmes 
liés à la reconstruction. Ainsi, le microtome déforme les coupes (un nouveau protocole d'acquisition 
est à l'étude et, d'un autre coté, l’acquisition directe par microscopie IRM n'est pas écartée), la fusion 
des coupes est délicate (l'inclusion d'un référentiel externe ou l’acquisition directe de la section avant 
découpe sont à l'étude), la segmentation se doit d'être plus automatisée (une segmentation totalement 
automatique semble toutefois exclue pour l'instant, la voie à suivre semble être la création d’un outil 
de segmentation semi-automatique adapté [Schiemann 1997, Udupa 1998]). 
Au final, outre les aspects de validation des volumes cardiaques, nous espérons que le protocole 
développé pourra également servir, en anatomo-pathologie, d'outil d'analyse d'objets de taille 
similaire. En effet, les méthodes diagnostiques non invasives et invasives sont de plus en plus 
performantes et autorisent des examens de plus en plus précis pendant le premier trimestre de 
grossesse, c’est à dire durant la période embryonnaire et la période fœtale précoce. Afin de contrôler la 
véracité du diagnostic, de rechercher des anomalies associées et parfois à visée étiologique, il est 
absolument nécessaire d’avoir un examen anatomo-pathologique précis et complet au décours de toute 
interruption de grossesse. Les techniques de reconstructions autorisent une analyse précise de niveau 
diagnostique des structures cardiaques embryonnaires. 
5.2 Visualisation de processus paroxystiques 
Dans la version actuelle, la position des structures, bien que respectant certaines relations 
topologiques, reste subjective dans la mesure où elle ne respecte pas fidèlement l'anatomie cérébrale. 
Les travaux futurs vont donc s'orienter vers une amélioration du réalisme anatomique : les formes 
géométriques simples seront remplacées par les structures réelles (obtenues, par exemple, par 
segmentation de bases de données 3D ou d'atlas) et le graphe relationnel reliant ses structures 
dépendra directement de l'anatomie (faisceaux de fibres). À ce niveau, plusieurs difficultés vont se 
présenter, notamment du fait que certaines relations inter-structures sont encore mal connues. 
Dans le système proposé, les relations inter-structures sont caractérisées par une fonction 
d'intercorrélation non linéaire. Bien que celle-ci mette en évidence des modifications du couplage 
statistique sur des paires de signaux, elle ne permet pas d'analyser les relations sur des sous-ensembles 
de trois ou N structures. Dans ce cas, la cohérence partielle pourrait apporter des solutions mais poser 
de nouveaux problèmes de représentations. 
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En ce qui concerne l'horizon d'analyse, le système de visualisation, qui exploite la mémoire court 
terme de l'opérateur, est surtout performant sur un horizon temporel de durée faible. Il ne permet pas 
de rendre compte de l'organisation globale d'une crise d'épilepsie se déroulant sur plusieurs minutes. Il 
se pose donc bien un problème de représentation de phénomènes dynamiques. 
Les notions de retard et de causalités pertinentes dans l'analyse de la propagation d'événements 
transitoires devront être approfondies sur le plan théorique puis définies dans un contexte de 
visualisation. Des outils de représentation des propagations et des relations de causalité devront être 
définis. La représentation de ces notions est en effet délicate. Par exemple, la simple perception d'un 
retard pourrait déjà être simplement liée à la forme des signaux. Une évaluation des composantes de la 
perception de retard par rapport à une définition formelle (au sens signal) doit être envisagée. 
5.3 Évaluation de la visualisation 
Afin de renforcer la première étude décrite p. 39, une nouvelle phase de test est en cours. Le nombre 
d'images à évaluer a été augmenté. Ce nouveau protocole a été proposé sur une population test plus 
étendue tant sur le nombre des participants que sur une plus grande hétérogénéité de leurs profils. Une 
autre phase de test est en cours afin d'évaluer l'influence de l'orientation de la scène sur les 
performances des observateurs. Dans les deux cas, les données ont été recueillies et sont en cours 
d'analyse. 
À plus long terme, il est prévu d'étendre l'évaluation de visualisation à d'autres applications. La 
visualisation de processus épileptiques (p. 37) semble présenter un champ de recherche relativement 
étendu. Cette représentation intègre des notions de représentation de données aussi bien quantitatives 
que dynamique, mais également de notions abstraites comme les retards, les synchronisations ou les 
causalités. Il est clair que les modèles de couplages entre ensembles de neurones élaborés au sein du 
LTSI [Wendling 2001] formeront une bonne base de données tests pour une telle évaluation. 
5.4 Imagerie interventionnelle 
Cette thématique représente le projet émergeant de mon travail de recherche et se déroulera en 
collaboration avec le Dr J.-J. Patard du Service d’Urologie, CHU Pontchaillou, Rennes. 
La notion d'imagerie interventionnelle est relativement récente et concourt à la réalisation du geste 
chirurgical à invasion minimale surtout lorsqu'elle est accompagnée des notions de réalité virtuelle et 
réalité augmentée. L'idée globale de cette notion est de créer un environnement ou un système virtuel 
qui facilite en temps réel la fusion de données complexes et les restitue dans l'environnement réel afin 
de faciliter ou guider le geste interventionnel. Les applications actuelles de ce concept sont : la 
simulation, l’enseignement, l'aide à l'intervention, la télémédecine et l'intervention à distance, etc. Les 
domaines applicatifs sont également nombreux et englobent la presque totalité des champs de 
compétences médicales. Une revue bibliographique des différentes applications réalisées actuellement 
montrerait qu'il existe autant de solutions ou de procédures que de champs applicatifs et médicaux (il 
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suffit de lire les actes des conférences CVRMed ou MICCAI). Il existe en fait deux démarches 
opposées ; d'une part la construction d'un cadre généraliste qui sera adapté à un champ applicatif 
particulier et d'autre part l'approche qui consiste à s'imprégner des spécificités de l'application afin de 
proposer une procédure adaptée. Cette dernière démarche a pour avantage d'être directement 
confrontée à une réalité complexe et de donner des éléments de réponses adaptés au domaine et à cette 
difficulté spécifique. Du fait de cette difficulté, une telle démarche permet classiquement de 
généraliser cette connaissance du particulier vers celle du général. 
Le cadre applicatif prévu concerne certains gestes chirurgicaux en urologie et plus particulièrement 
ceux liés aux traitements du cancer du rein. La néphrectomie élargie est actuellement le traitement de 
référence des tumeurs rénales. Or, dans certains cas comme par exemple la maladie de von Hippel 
Lindau, les sujets atteints de cette maladie font dans 40 à 50% des cas des tumeurs qui sont volontiers 
bilatérales et multifocales [Zambrano 1999]. De plus, le cancer rénal est de plus en plus souvent, 
découvert de manière fortuite. Ceci est du à l’essor de l’échographie qui découvre 80% de ces tumeurs 
latentes et de la tomodensitométrie. Il a été bien démontré que ces tumeurs de découverte fortuite ont 
un meilleur devenir que les tumeurs symptomatiques et que la survie des patients était également très 
nettement meilleure [Belldegrun 1999]. Il est ainsi apparu que la néphrectomie partielle même en 
dehors des options de nécessité (rein unique, tumeur bilatérale, diabète, insuffisance rénale, etc.) 
donne des résultats carcinologiques et fonctionnels satisfaisants qui incitent à proposer aux patients 
une chirurgie conservatrice de principe [Fergany 2000]. Actuellement, une stratégie de chirurgie 
conservatrice de principe pour les petites tumeurs de diamètre inférieur à 4 cm est une option 
raisonnable. Différentes stratégies opératoires sont alors envisageables : la chirurgie ouverte classique, 
la chirurgie à accès minimale en laparoscopie (technique plus récente et présentant une grande 
difficulté technique du geste en utilisant la seule instrumentation laparoscopique) et des techniques 
alternatives non chirurgicales comme la destruction des tumeurs par ultrasons ou par radiofréquence 
[Hall 2000]. 
L’apport d’une recherche menée dans le cadre applicatif de l’imagerie interventionnelle dépend 
directement de la compréhension des gestes opératoires. 
Chirurgie conservatrice 
− Déroulement d’une chirurgie partielle rénale traditionnelle. L’intervention est menée par voie 
thoracoabdominale (lombotomie) ou par voie transpéritonéale (abord sous costal). Dans un 
premier temps la libération de l’ensemble du rein de sa graisse et des vaisseaux rénaux principaux 
est pratiquée et est suivie d’une dissection des vaisseaux de manière la plus élective possible par 
rapport à la tumeur. L’artère et la veine sont clampées. Les artères qui se dirigent de manière 
sélective vers la tumeur si elles ont été identifiées sont liées et sectionnées. La néphrectomie 
partielle est ensuite réalisée avec une marge de sécurité de 1 cm par rapport à la tumeur. Des 
hémostases électives sont réalisées quand des vaisseaux sont vus. De même, il est opéré une 
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fermeture de la voie excrétrice si celle ci a été ouverte. S’ensuit le déclampage et la vérification de 
l’hémostase, puis la fermeture de la tranche de parenchyme après l’examen anatomo-pathologique 
extemporané qui s’assure que la section est passée en zone saine. 
− Chirurgie conservatrice rénale à accès minimale en laparoscopie. En ce qui concerne la chirurgie 
conservatrice rénale, cette technique est encore relativement confidentielle et rarement reporté 
dans les journaux d’urologie [Wolf 2000]. Ceci provient essentiellement de la grande difficulté 
technique du geste en utilisant la seule instrumentation laparoscopique. Ce type de chirurgie 
associe les difficultés de la chirurgie classique à celle du geste à invasion minimale (champ de vue 
réduit, difficulté de repérage, etc.). Cette chirurgie semble toutefois inévitable (récupération post-
opératoire rapide, réduction des temps d'hospitalisation et de convalescence) et présentera une 
bonne alternative dans le cas de tumeurs rénales localisées de manière favorable. 
Des solutions intermédiaires entre ces deux chirurgies (la chirurgie laparoscopique assistée 
manuellement par exemple) doivent également être envisagées à courts et moyens termes. 
Dans ces deux cas (chirurgie partielle rénale traditionnelle ou à accès minimal en laparoscopie), si les 
tumeurs périphériques posent peu de problèmes techniques les tumeurs centrales ou les tumeurs plus 
volumineuses en cas de chirurgie de nécessité sont plus périlleuses étant donnée leurs rapports parfois 
complexes avec la voie excrétrice et surtout la vascularisation rénale.  
Thermocoagulation des tumeurs par radiofréquence. 
Le principe de l’ablation par radiofréquence est d’entraîner une nécrose tissulaire locale par 
thermocoagulation au contact d’une électrode. En percutanée sous guidage échographique ou en 
cœlioscopie [Crowley 2001], l’aiguille radiofréquence est positionnée de telle manière à transfixer la 
lésion par la partie active de l’électrode. Le courant de radiofréquence provoque une élévation de la 
température de 60° à 90° responsable d’une altération cellulaire irréversible. La surveillance de l'acte 
est effectuée sous contrôle par scanner ou échographie. Les problèmes liés à ce geste sont assez 
nombreux. La réalisation de ce geste peut manquer de précision et ne concerne que les localisations 
tumorales superficielles. Il se pose donc comme précédemment la difficulté de la localisation et du 
guidage de l'outil vers la cible, mais d'autres causes d'échecs proviennent d'une part de l'atteinte de 
certaines zones sensibles et d'autre part d'un échauffement non homogène de la zone traitée due 
essentiellement au refroidissement local au voisinage des vaisseaux importants ou des voies urinaires. 
La planification de ce geste nécessite donc non seulement la définition de la voie et de la stratégie 
d'approche de la tumeur mais également l'estimation des paramètres de l'émission du champ 
radiofréquence. 
 
Si les objectifs de ces gestes diffèrent certaines similarités sont toutefois présentes. Dans les trois cas, 
les examens préopératoires avant ces chirurgies sont l’uroscanner et éventuellement l’artériographie 
rénale. Les buts respectifs de ces examens sont de préciser le siège exact de la tumeur dans le 
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parenchyme rénal et la vascularisation de la tumeur par rapport à celle du rein normal. Cependant ces 
données auraient intérêt à être intégrées dans l’espace de manière à planifier de manière extrêmement 
précise la stratégie opératoire. Par ailleurs actuellement en peropératoire il n’y a pas de moyens autres 
que l’expérience et la connaissance de l’anatomie du rein afin d’appliquer de manière précise le plan 
préopératoire fixé en fonction des examens complémentaires. Une amélioration significative des 
gestes opératoires nécessiterait une meilleure connaissance de l’anatomie propre à chaque patient. Si 
l’imagerie médicale permet aujourd’hui une vision interne des patients selon une série de coupes 2D, 
leur interprétation reste cependant complexe et non utilisable en temps réel au bloc opératoire. Le but 
à terme du projet est alors double : 
− En préopératoire, mettre au point des outils informatiques permettant d’analyser de manière très 
précise, dans l’espace, les rapports de la cible avec les vaisseaux, la voie excrétrice et le 
parenchyme adjacent. Cela conduira à une planification simulée de l’intervention et donc à une 
stratégie opératoire idéale. Cette intervention virtuelle pourra être présentée et discutée en staff 
chirurgical préopératoire.  
− Mettre au point un processus de réalité augmentée qui permettra en peropératoire de se recaler sur 
la stratégie prédéfinie. Ces outils informatiques fourniront en salle d’opération une aide permettant 
au chirurgien de réaliser l’intervention anatomiquement idéale.  
En reprenant en détail ces deux points, le projet se structure de la façon suivante (par souci de 
simplicité, l'exemple de projet décrit ci-dessous ne concerne que la chirurgie partielle de rein ; cette 
description fixe les points clés dont certains devront certes être adaptés pour les autres problématiques 
médicales, mais seront toujours présents dans le cadre méthodologique) : 
5.4.1 Élaboration de la stratégie opératoire 
Objectifs 
− Repérer et caractériser spatialement la tumeur. 
− Caractériser les connexions entre la zone tumorale et les branches principales du système 
vasculaire artériel et veineux ainsi que du système collecteur urinaire. 
− Délimiter spatialement la zone opératoire. 
− Élaborer un scénario de l’intervention (voies d’entrée, ligature ciblée de vaisseaux, etc.). 
− Planification simulée de l’intervention. 
Données 
Acquisitions de volumes en TDM ou IRM à différents stades de la propagation de produits de 
contraste (angioscans et uroscans par exemple) afin de caractériser les voies artérielles, veineuses et 
urinaires. Le choix de la technique et du protocole d’acquisition doit être finalisé. 
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Méthodes 
− Élaboration de méthodes de segmentation pour : 1) isoler le rein, 2) identifier puis caractériser 
spatialement la tumeur et 3) extraire les vaisseaux (branches principales) et les voies urinaires. Les 
problèmes 1) et 2) pourront faire l’objet de méthodes classiques de segmentation par approches 
région (basée sur les propriétés des valeurs) ou contour, ceci de manière automatique ou semi-
automatique. Le problème 3) est proche des problématiques d’extraction et de caractérisation de 
vaisseaux en MRA et angiographie. L’opérateur moment appliqué à cette problématique pourrait 
être utilisé [Reuzé 1993, Toumoulin 2001]. La caractérisation peut également être effectuée par 
navigation active. 
− Élaboration d’outil de définition de la zone opératoire (croissance automatique de la tumeur, 
délimitation manuelle, etc.) 
− Élaboration d’outil spécifique de visualisation 2D et 3D de la scène. Fusion de l’information 3D et 
celle de la planification préopératoire. 
5.4.2 Aide à l’intervention. 
Objectif 
Aide au chirurgien permettant de réaliser l’intervention idéale par des processus de réalité augmentée. 
Contexte 
Le chirurgien se trouve à l’interface d’un système mettant en correspondance l’espace opératoire et la 
planification préopératoire au travers de technique de réalité augmentée. Durant l’intervention, les 
informations issues de l’étape de planification seront transmises au chirurgien en fonction de son geste 
par un média et une forme à définir (visuelle, auditive, haptique, etc.) 
Méthodes 
Le schéma général est subdivisé en plusieurs sous-problèmes pouvant être traités en parallèle (cf. 
Figure 27). Les points principaux peuvent être résumés de la façon suivante. L’organe réel et le geste 
du chirurgien doivent pouvoir être reportés dans l’espace virtuel des données préopératoires. Ce report 
nécessite d’une part la mise en correspondance en l’espace physique et l’espace virtuel et d’autre part 
le suivi des gestes et des instruments du chirurgien et des organes du patient dans l’espace virtuel. À 
partir de ce point, les informations de l’espace virtuel doivent être renvoyées au chirurgien au travers 
de médias permettant la réalité augmentée. Cette opération outre le recueil de l’information réelle pose 
le problème de la modélisation des objets dans l’espace virtuel (organes, instruments et informations 
issues de la planification préopératoire) et du codage de cette fusion vers l’espace de la réalité 
augmentée. Mais également de la restitution de cette information vers le chirurgien et l’espace 
opératoire.  
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En détaillant la problématique d'un point de vue méthodologique, ceci donne :  
− Mise en correspondance entre l’espace opératoire et préopératoire. Cette étape consiste mettre en 
correspondance le référentiel 3D de l’environnement spatial de l’espace virtuel (image 3D) et 
l’espace physique du patient. Chronologiquement, cette étape peut avoir lieue après que le rein est 
dégagé des tissus environnants. Cet instant permet d’avoir un champ d’observation relativement 
dégagé. Une hypothèse de départ forte (qui reste à être confirmée) est que le rein est un organe 
suffisamment compact et solide pour que nous puissions utiliser une technique de recalage de type 
rigide. La technique de mise en correspondance à ce niveau est alors étroitement définie par 
l’information mutuelle disponible et/ou mesurable. Sans préjuger de la technique retenue, il peut 
être envisagé d’utiliser : 
− La surface mise à jour du rein qui peut être recalée sur la surface de l’image 3D. Malgré la 
forme relativement lisse du rein, la tumeur peut former un bon amer à ce type de recalage. Le 
problème est alors de recueillir l’information de surface 3D (optique 2D, scanner laser 3D, 
pointeur 3D, etc.). Les surfaces peuvent alors être recalées à l’aide de techniques de 
minimisation de distance (chemfer, ICP,…) 
− La forme globale du rein. Celle-ci peut être recueillie en 2D par une technique de scopie 
(profilométrie 3D de type Rayon X) et mise en correspondance par une méthode de recalage 
2D/3D. 
− Suivi de l’organe durant l’intervention. Le problème est le suivi de l’organe, le rein, durant 
l’intervention. Le geste peut entraîner des changements de natures diverses concernant la position, 
la forme (l’ablation de la tumeur,…) et la visibilité (sang, gestes qui encombrent le champ 
opératoire,…) de l’organe. Une technique spécifique de suivi doit être définie et incluse dans le 
protocole opératoire. Cela peut aller de l’immobilisation totale de l’organe (fixation), à une 
technique de suivi peropératoire (marquage artificiel de l’organe), en passant par des solutions 
intermédiaires (fixation du rein sur un support mobile par exemple). 
− Localisation et suivi des instruments. Le guidage du geste par réalité augmentée nécessite 
généralement de connaître la position des outils chirurgicaux durant l’intervention afin de les 
reporter dans l’espace préopératoire ou l’espace réalité augmentée. Plusieurs familles de 
localisateurs 3D sont disponibles sur le marché. Les grandes familles en sont les localisateurs 3D 
magnétiques (isotrack), par ultrasons, par infrarouges ou purement optiques. Des solutions 
mécaniques sont également envisageables. Chaque technique présente des avantages et des 
inconvénients. La technique choisie pourra également dans certains cas être couplée à la solution 
de suivi de l’organe (pour certains types de marquage de l'organe par exemple).  
− Modélisation des objets dans l’espace virtuel. Nous supposons que les étapes précédentes de mise 
en correspondance entre l’espace réel et l’espace virtuels sont assurées. L’intervention réelle peut 
donc être reportée dans l’espace virtuel afin de bénéficier des informations de la planification 
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préopératoire. La prise en compte des interactions entre instruments et organes nécessite une 
modélisation de ces entités. Le niveau de modélisation (de modèles rigides à des modèles 
élastiques) dépendra du niveau de sécurité et du niveau de réalisme demandé. Si nous considérons 
comme hypothèse que le rein est un organe rigide, seule la position des instruments par rapport à 
la zone à opérer est considérée. Une simple modélisation de surface rigide peut alors être 
envisagée. Dans le cas où le rein serait considéré comme non rigide, des techniques de modèles 
déformables (surfaces élastiques, volumes modélisés par des systèmes masses-ressorts, méthodes 
aux éléments finis) sont utilisables mais là encore à différents niveaux, de la simple interaction 
entre objets à des simulations réalistes de l’opération (cf. simulateurs chirurgicaux). Les 
hypothèses sur les organes et sur le degré de réalisme contraindront fortement le choix de la 
méthode de simulation. 
− Retour de l’information vers l’espace opératoire. Le retour de l’information peut prendre plusieurs 
formes et différents médias. Dans un premier temps, la réflexion doit être menée sur le type 
d’information que doit fournir le système. Cette information peut aller du simple positionnement 
des outils dans l’espace virtuel à un guidage complet de l’outil. Une solution intermédiaire peut 
être la possibilité offerte au chirurgien d’opérer à l’aide d’un guidage visuel ou/et auditif. La 
solution matérielle à envisager est grandement liée au niveau d’information.  
? Dans le cas de la simple localisation des outils dans l’espace virtuel, un simple écran 
présentant des images 2D et 3D peut être envisagé. Des solutions de fusion, sur un écran, 
d’images réelles et d’informations issues de l’espace virtuel peuvent être considérées comme 
des techniques plus élaborées. Ces solutions nécessitent alors le recueil d’images de l’espace 
réel à l’aide de caméra CCD par exemple. 
? Si l’on envisage un guidage visuel plus élaboré, il existe des solutions de reprojection de 
l’information sur l’organe ou bien de vision de la scène au travers de lunettes HMD. Ces deux 
dernières techniques nécessitent également une bonne localisation des instruments de réalité 
augmentée par rapport à l’espace opératoire et l’espace virtuel. 
? D’autres types de retour d’information comme des retours auditifs ou bien des retours visuels 
abstraits (distance outil/zone à enlever, indication de direction, etc.) peuvent également être 
envisagés. 
















































Figure 27 : Cadre général du projet.  
En conclusion, le concept de l'imagerie interventionnelle ouvre de nouvelles voies dans la prise en 
charge chirurgicale conservatrice des tumeurs du rein. Dans un premier temps, nous nous appliquerons 
à développer des outils de planification et de simulation préopératoire. Ces outils seront utiles au 
chirurgien pour préparer son intervention et décider, éventuellement en discussion d’équipe de la 
meilleure stratégie chirurgicale après avoir étudié les différentes stratégies figurées. Une deuxième 
étape plus complexe sur le plan méthodologique et sur le plan des moyens à mettre en œuvre sera 
réalisée après validation de la première étape. Elle consistera à introduire en salle d’opération les outils 
informatiques nécessaires à la réalisation de l’intervention préalablement planifiée en fournissant en 
temps réels les supports d’aide nécessaires au guidage de cette intervention. 
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