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This paper describes an algorithmic procedure for calculating the 
channel capacity of any Moore automaton or of an arbitrarily con- 
nected network of such automata. The procedure yields, in addition 
to C, a source of input symbols o matched to the automaton that 
the full capacity is utilized. 
I. INTRODUCTION 
Consider a finite network of arbitrarily interconnected Moore autom- 
ata, as in Fig. 1, where the circles represent automata nd an arrow 
from one circle to another indicates that the output symbols from the 
first automata re input symbols to the second (Moore, 1956). Further, 
suppose that the network acts as a communication channel from a 
Source to a Receiver, the "input automaton" accepting only Source 
symbols as input and the Receiver observing the output symbols of the 
"output automaton" only. This paper will provide a procedure for 
evaluation of the channel capacity of such a network and of its compo- 
nent automata. 
There is no loss of generality in assuming that only one automaton 
accepts inputs from outside of the network, that there is only one Source, 
that the input automaton accepts only Source symbols as input, or that 
the Receiver observes only one automaton; all other cases may be re- 
duced to this one by nominally combining elements, recoding the de- 
scriptions of elements, and/or introducing one "delay automaton." 
None of these modifications affects the channel capacity of the network. 
The network itself may be viewed as u Moore automaton, of course, so 
that the problem of finding the capacity of a network reduces to that of 
finding the capacity of a single automaton. On the other hand, each arrow 
in Fig. 1 can be thought of as a unidirectional channel and may be la- 
beled with its channel capacity, which is the capacity of the automaton 
from which the arrow emanates. One upper bound for the network ca- 
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Fio.  1. Network  of automata  s a communicat ion channel. 
pacity is the minimum value among all simple cut sets, where the cut 
sets separate the "input automaton" from the Receiver and where the 
value of a cut set is the sum of the capacities of branches in the set (but 
only counting branches directed from input to Receiver) (Elias, 1956). 
Thus the calculation of this upper bound for network capacity also re- 
quires the calculation of capacities of single automata, which will be dis- 
cussed in the next section. 
The procedure to be described is applicable qually for N[oore auto- 
mata which are information-lossless (tIuffman, 1964) and those which 
are not. In Shannon's terms (1957), a Moore automaton is a "finite-state 
channel with state calculable at the transmitter but not necessarily at the 
receiver"; the fact that the transition probabilities are all zero or one, 
however, allows a more explicit calculation scheme to be given here than 
in his paper. 
II. OUTLINE OF THE PROCEDURE 
DEFL~ITION 2.1. An automaton A is a synchronous ystem with a 
finite input alphabet {xl, x2, . . -  , xk} = X, a finite state set {sl, s2, 
• -- , s,~} = S, a finite output set {Yl, y2, • .. , yn} = Y, a state function 
f, and an output function g. When x(t) C X,  s(t) C S, and y(t) C Y 
denote respectively the input symbol, state, and output symbol at time 
t, functions f and g are given by 
s(t + 1) = f[s(t), x(t)] 
y(t) = g[s(t)]. 
We assume that time comes in discrete 1-second intervals, so that capaci- 
ties will be in bits per second. 
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Shannon and Weaver (1949a) provided the following definition for the 
capacity of a discrete channel. 
DEFINITION 2.2. The capacity C of a discrete channel is given by 
C = Lim log2 N(T)  
T~¢0 T 
where N(T) is the number of allowed signals (sequences) ofduration T. 
We denote by N~(T) and N~(T) respectively the number of allowed 
state-sequences and output-sequences of duration T. N~(T) and N~(T) 
yield, through Definition 2.2, capacities C~ and C,, respectively. 
Our object is to calculate C~, the capacity of the automaton. The 
procedure outlined in this paper systematically introduces constrmnts in
the state-transitions, lowering N~(T) until (1/T)log2N~(T) and 
(1/T)log2Nv(T) have the same limit and thus until C~ = C~. The 
value of C, is then found by a method due to Shannon and Weaver 
(1949b). The introduction of constraints in the state-transitions is 
I It llf 
equivalent to substitution for A of new automata A ,  A , A , etc., until 
an automaton A ~ is found which produces all the output sequences of 
which A is capable, but for which a long state-sequence and its corre- 
sponding output-sequence carry the same amount of information. 
III. JUSTIFICATION OF THE PROCEDURE 
Given X, S, Y, ], and g, we define the following matrices: 
DEFINITION 3.1. The state-transition matrix & is defined as follows. 
f l  if Ex E X s.t. ](x, si) = sj 
A \0 otherwise. 
D~FmlTION 3.2. The matrices Ap, 1 ~ p =< n, are defined as follows. 
if g(si) = yp 
otherwise. 
We will refer to the row or column in A corresponding to sk as row s~ or 
column sk • Row s~ of A indicates with a 1 every state-transition s~ -~ s~ 
allowed by f, and A~, 1 =< p -<_ n, copies those rows of A representing 
s~ values which g maps to yp. 
If A represents he allowed state-transitions, I the identity matrix, 
and Wo the largest real root of the determinantal equation 
det [A -- WI] = 0, 
then C~ is given by 
C~ = log2 W0 
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(Shannon and Weaver, 1949b). If g is a one-to-one mapping, each state- 
sequence yields exactly one output-sequence; in such a case N~(T) equals 
N~(T) for all T, C~-- Cv, and the capacity of A may be calculated i- 
rectly from A. If g is not one-to-one the situation is more difficult, be- 
cause the convergence introduced by g will force N~,(T) to be smaller 
than N~ (T). 
D~INITIO~ 3.3. A parallel set P is a set containing two or more state- 
subsequenccs of the form 
s(t) ,  s~, s~, s , ,  . . . ,  s(t + ~) ~ >_ 2, 
all allowed by AI all identical in s(t) and s(t + v), and all of which map 
under g to the same output-subsequence. 
If a parallel set exists, an observer seeing only the corresponding out- 
put-subsequence is unable to determine which state-sequence in the set 
has caused it. Nor does observation preceding or following that subse- 
quence allow him to decide. 
The ambiguity can be minimized as follows. Given A, one can generate 
all the state-sequences of length T allowed by A. If a parallel set P is 
found, the constraints on state-transitions can be increased, eliminating 
members of P until exactly one sequence in P remains allowed; this is 
always possible, and it amounts to the substitution ofa new automaton 
A ~ capable of the same number of output sequences as A but a smaller 
number of state-Sequences. One can next generate all the state-sequences 
of length T allowed for A', and so on. Reiteration of this process will 
eliminate all parallel sets and will lead to a collection of no more than 
m2N~(T) state-sequences, since for each first-state, last-state pair (of 
which there are at most m 2) an observer of the output-sequence [of
which there are Ny(T)] would correctly assign one state-sequence. More- 
over, the collection will contain o fewer than Nu(T) sequences, since the 
elimination proces  always leaves, for each allowed output-sequence of 
A, one state-sequence capable of generating it. This process, then, can 
provide a sequence of numbers, N,*(T), which can be used in Definition 
2.2 to get C~*, and clearly from the relation 
N~/(T) < N~*(T) < m2N~(T) for all T = 1 
it follows that C~ = C~*. C~*, and therefore the capacity of A, is the 
binary log of W0, 
C -- log2 Wo, (3.1) 
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where W0 is the largest real root of the equation 
det [A ~ -- WI]  -= O. (3.2) 
A ~ represents, in (3.2), the state-transition matrix of A ~, embodying the 
original constraints and the ones introduced by the elimination pro- 
cedure at the point where no further elimination is necessary. 
This calls for several comments. First, unless the transition eliminated 
is a first-order one (e.g., sl --~ ss) the states must be recoded and the 
transition matrix redrawn before the elimination can be made. For ex- 
ample, elimination of a third-order transition (e.g., s~, s4, sl "-~ ss) re- 
quires that the states be recoded into triples [e.g., (s2, s4, sl) = s241] and 
that the corresponding matrix be constructed before elimination of the 
transition (e.g., s2~1 --~ s41~). Corresponding changes in the domain and 
range of g must be made. The effect of this relabeling is to increase the 
size of the matrix at each step unless certain simplifications are possi- 
ble; in the Example, some common simplifications will be illustrated. 
Second, if at the Mth iteration of the process the matrix, call it A(M) ,  
has become too large to make continuation feasible, an approximation to
C~* can be obtained by using A(M) in place of A ~ in (3.2) ; such an ap- 
proximation, C~,  satisfies the inequalities 
C~ < C~ < C~ 
and 
C~ < C~-1 
for all M. 
Finally, there exists a procedure, given below, for deciding whether or 
not further eliminations are necessary. 
We proceed next to outline the process in terms of matrix operations. 
IV. THE PROCEDURE IN DETAIL 
Sets X, S, and Y and functions f and g are presumed given. As the 
iterations proceed to substitute new automata for the original, S, Y, f, 
and g will change accordingly. To simplify the notation we will assume, 
however, that S has m elements and Y has n (m > 1, n > 1) at the 
start of each iteration, signaled by a pass through Step 1. 
PRELIMINARY 
If S can be partitioned into disjoint subsets uch that no state in any 
subset has any transition to any state in another subset, then A is a 
merely nominal con]unction of smaller automata, one of which is 
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lected by choice of the initial state. The capacity of A is then the largest 
of the capacities for the smaller automata. 
Transient states, which cannot be reached from any other state, as 
well as persistent s ates, which cannot lead to any state other than them- 
selves, may be dropped from S without affecting the capacity. If S is 
empty after all such states have been dropped, the automaton has a 
capacity of zero. (To drop a state means to reduce the domain o f f  and 
g by excluding that state.) 
Construct A and {Ap: 1 =< p =< n} as previously defined. 
ST~P 1. 
Observe the A~ matrices to see if there exists any column of any Ap 
containing more than a single 1. If so, proceed to Step 2. If not, no fur- 
ther eliminations are necessary, as the comments for Step 2 will explain; 
proceed to Step 5. 
Comment on Step 2. The successive postmultiplications of a row vec- 
tor E5 (with eli equal to 1 and the other elements all zero) by A, Ap2, 
A.~, • • •, ApT correspond to the construction f state-sequences starting 
with sj and passing through states in the sets g-l(yp2), g-~(yp~), . . .  , 
g-l(y~). For t~jA indicates by its nonzero components the set of states 
reached in one step from s~., E~-AAp~ indicates those states reached in 
two steps from sj via some s in g-l(yp~), and so on. If a vector com- 
ponent equal to K > 1 results from the multiplication, there must exist 
a related parallel set containing K sequences. Conversely, if a parallel 
set never occurs, it must be the case that no vectors ever arise from 
the multiplications which, when multiplied by any A~, yield a vector 
component greater than 1. Clearly, if no column of A~ contains more 
than a single 1, multiplication ofa vector of zeroes and ones by Ap can 
give rise only to components of zero and one. 
S~EP 2. 
Define V1 as follows: 
V1 = {vl,v2, . . - ,v~} where v i= [Xi l ,Xi2, . . ' ,X~].  
Start the following substeps with N = 1. 
Step 2a. Generate the set of vectors QN = {v~A~:l -< p _-__ n, v~ C- 
VN}. For N = 1, these vectors are simply the rows of the matrices 
AA1, AA2, . . .  , AA~. If any vector in QN has a component greater 
than 1, go to Step 3. If none has, go to Step 2b. 
Step 2b. Form the set Vz¢+l -- VN IJ Q~. If VN+~ = V~, go to Step 5. 
If V~+I ¢ V~r, increase N by 1 and return to Step 2a. 
Comment on Step 3. Entry to Step 3 results from the production of at 
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least one vector in Q~ containing, in say its j th column, a number K 
greater than 1. The vector, produced on the Nth pass through Step 2a, 
corresponds to the existence of a parallel set P containing K distinct 
state-sequences, ach of length N + 2 and each ending with sj. All but 
one of the sequences in P must be eliminated. To every component 
greater than 1, of every vector in Q~, there corresponds such a parallel 
set requiring eliminations. 
STEP 3. 
Find the parallel sets by retracing the steps of multiplication which 
led to the vectors in question and by consulting the function g. Once 
the sets are known, all but one member in each set must be declared 
examples of illegitimate transitions (of order N + 1). Rewrite the tran- 
sition matrix to show the previously allowed transitions of order 
N + 1 and modify it (by substituting zeros for the ones corresponding to 
the newly illegal transitions) to form the A for Step 4. S, Y, f, and g 
must be modified to reflect he relabeling of states described in Section 
III. 
STEP 4. 
Remove transient, persistent, and isolated states from S as follows. 
If there exists a state s, in S such that row s~ or column sk in A con- 
tains only zeroes, except perhaps on the main diagonal, remove se from 
S and revise 2~ accordingly. Continue removing states and revising A 
until every row and column contains at least one off-diagonal 1. 
From the resulting A and g, construct the Ap matrices and return to 
Step 1. 
Comment on Step 5. Entry to Step 5 indicates that the state-transi- 
tions, as represented by the current A matrix, are sufficiently constrained 
as to guarantee that 
N:( T) ~ N:( T) <= ~r~N~( T)
for all T. 
STEP 5. 
Solve the equation 
det [A - -  WI] = 0 
for its largest real root W0 ; calculate C = log2 W0. 
The state-transition probabilities which maximize the output entropy 
at C bits per second are given by 
Prob (s(t -{- 1) -- s~. I s(t) -- s~) = p~j - Bi W 
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in which B is the eigenvector associated with the eigenvalue W0 in the 
equation 
[A - WI]B = O. 
This result is from Shannon and Weaver (1949b) and leads easily to the 
construction of a source which is optimal for the channel. 
V. EXAMPLE 
This example will illustrate how the process typically proceeds and 
what simplifications are often possible. Let A be an automaton described 
by sets X = {xl, x2, xa}, S = {sl, s2, s3, s4, ss, s~}, Y = {yl, Y2, Y3} 
and functions f and g given in Table 1. 
PI{ELIMINARY. State s~ cannot be entered from any s E S, so it can be 
dropped; with s~ gone, s4 cannot be entered, so it can be dropped. State 
s5 cannot be abandoned once entered, so it can be dropped; note that 
this means that the couple (sl, x3) must never be allowed to arise. With 
S = {Sl, s2, s3} we can proceed. 
Fil!l [ixil fi°!] A = 1 A1 = 0 A2 = 1 
1 0 1 
STEV 1. 
A2 contains columns with more than one 1. 
STEP 2. 
V l={V~,v2 ,v~}wi thv1=v~-[0  1 1 ]andre=[1  1 1]. 
° !lEilil Ii°il 2a. AA1 = 0 1 0 = 0 
1 1 0 1 
-°iilEi°i] Ii il AA2 = 0 1 1 = 2 1 1 1 2 
The rows of AA~ and AA2 are the vectors in Q~. 
S~P 3. 
To each 2 in the matrix product here corresponds a parallel set con- 
taining two sequences, and if the 2 is in the (i, j )  position of AAp,  
the sequences must start with s~, pass through an s in g'-~(yp), and 
end with s~-, since 
[row i of AA~] = E~ AA~. 
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STATE AND OUTPUT ]~UNCTIONS OF A 
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Next-state function Output function 
f x~ x2 x8 g 
81 
82 
83 
84 
8~ 
86 
82 83 88 81 
83 82 88 82 
81 82 88 83 
82 8S 81 84 
85 88 88 85 
81 84 84 86 
yl 
Y~ 
y2 
Yl 
y3 
Y3 
TABLE 2 
s ( t+ 1) 
s(t) 
381 312 S22 332 313 328 388 
s81 0 1 0 0 1 0 0 
8~2 0 0 1 0 0 1 0 
82~ 0 0 1 0 0 1 0 
8a2 0 0 1 o 0 1 0 
s13 1 0 0 1 0 0 1 
8~8 1 0 0 1 0 0 1 
s83 1 0 0 1 0 0 1 
The paral le l  sets, subscr ipted with i 
P12 -~- 
P18 
P22 ~-- 
P28 = { 
P~ - { 
P88 = { 
and j ,  are as follows: 
(~, ~, s~), (s~, s~, s~)} 
(s~, s~, s~), (Sl, s~, s~)} 
(s~, s~, s~), (a ,  s~, s~)l 
(s~, s~, s,), (s~, s~, s~)} 
(ss, s~, s2), (88, ss, s2)} 
(s~, s2, ss), (88, ss, s~)}. 
The second-order t ransi t ion matr ix ,  after relabel ing states as indicated 
in Section I I I ,  is given in tabular  form in Table  2. The  el iminat ion of a 
sequence from a paral le l  set P is accompl ished by  subst i tut ing a zero 
for the corresponding 1 in this matr ix.  The sequence in P to be elimi- 
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TABLE 3 
s(O 
s(t + l) 
331 312 $22 332 S13 323 333 
s31 0 1 0 0 1 0 0 
s12 0 0 1 0 0 1 0 
s~2 0 0 1 0 0 0 0 
ss~ 0 0 1 0 0 0 0 
s13 1 0 0 0 0 0 0 
s23 1 0 0 0 0 0 1 
s~3 1 0 0 0 0 0 1 
TABLE 4 
STATE-TRANSITIONS AND OUTPUT FUNCTION AFTER SIMPLIFICATION 
State transitions 
s(t + 1) Output function 
231 312 313 323 333 g 
s(t) 
831 
312 
813 
823 
833 
0 1 1 0 0 s31 
0 0 0 1 0 s12 
1 0 0 0 0 sl~ 
1 0 0 0 1 s~3 
1 0 0 0 1 s33 
y21 
y~2 
y12 
y22 
y22 
nated may be selected arbitrarily, although a good choice will minimize 
the subsequent computations. We choose in this Example to eliminate 
the following sequences: 
81~83~ 82 ; 81~ 83~ 83 ; 82 ~ 83 ~ 82 
"92 ~ S2 ~ 83 ; 83~ 83~ S2 ; 83~ 82 ~ S3 
(this is in fact not the best choice). The result is given in Table 3. 
S= {s~l , sl~, sse, ss~, s18, s2~, s~3} 
STEP 4. 
Observation of column s~ and row s~2 (Table 3) indicates that s~2 
and s22 can be eliminated from S. Frequently the second-0rder t ansi- 
tion matrix at this point is merely an expanded version of a first-order 
matrix, allowing a further simplification. In this Example, that is not 
the case. Table 4 gives the matrix, in tabular form, resulting from the 
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foregoing diminations and also redefines the output function g on the 
relabeled states. 
= {Sat : &2, 81a, 82a ~ 8aa} 
0 
A2t = 0 
0 
0 
With these matrices we 
STEP 1. 
AA22 contains columns with 
ST~P 2. 
V1 = {vl,v2,va,v~,vs} 
v2= [0 0 0 1 0], 
v~=v~=[1 0 0 0 [ oo 
0 0 
2a. AAI2  = 0 0 
0 0 
0 0 
0 0 i 0 0 i 
0 0 0 AI2 = 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 i ooo ] 
00 000 
0 0 A22 = 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
return to Step 1. 
.A. 21k22 -~- 
more than one 1. 
with v1=[0  1 1 0 0], 
va= [1 0 0 0 0], and 
1]. [oooo 
0 0 0 0 0  
0 AA21 = 0 1 ! 0 
0 0 1 1 0 
0 0 1 1 0 
00O 
0 0 0 
000  
O00 
The rows of these matrices are the vectors in Q1 • 
Q1 = {Vl, v~, v~, vT} with Vl and v~ as above and with 
v~=[1 o o 1 o1, v~=[o  o o o o]. 
28. V2 = V1 U Q1 = {vl , v2 , va , v~ , vs , v~ , vT} ~ V1. 
2a.  Q: = {Vl, v4, v~, vT}. 
2b. V~ = V2 UQ2 = V2 .  
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TABLE 5 
P~J 
s(t + 1) 
S$1 $12 313 $23 Sa3 
s(t) 
s81 o. (Do o. 618 o. 382 o. 000 o. 000 
sl~ 0.000 o.00o 0.000 1.000 0.000 
s,a 1.000 0.000 0.(D0 0.000 0.000 
s2a 0.382 0.000 0.000 0.000 0.618 
sa3 0.382 0.000 0. 000 0.0(D 0. 618 
STEP 5. 
The equation det [A -- WI]  = 0, 
-W 1 1 
0 -W 0 
1 0 -W 
1 0 0 
1 0 0 
o o[ 
1 0 
0 0 
-W 1 
0 1 -W i 
= 0, 
has Wo = 1.618 as its largest real solution. C = log2 1.618 = 0.693 bits 
per second. The eigenvector B is easily calculated to be 
0.618 7 
0.618[ 
B = 0.382[ 
1.000 [ 
1.000] 
The second-order state transition probabilities are given in Table 5. A 
source to realize these transition probabilities can be constructed by 
enabling it to follow the states of A (returning to the original single- 
subscript notation, in which the set of states is S --- {s l ,  s~, sa} ) and 
to emit symbols as follows: 
If preceding state and 
present state of A are Source mits x l ,  x~, m with these probabilities: 
sq -  1) s(O x~ x, xa 
s~ sl 0.618 0.382 0.000 
sl s2 1.000 0.000 0.000 
sl sa 1.000 0.000 0.000 
s~ s~ O. 382 O. 000 O. 618 
s~ sa 0.382 0.000 0.618 
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