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Abstract
The trapped-ion quantum computer is an atom-based implementation of a quantum com-
puter that has successfully demonstrated numerous quantum algorithms and the potential
for scalability. Fundamental to its operation is the short-range Coulombic interaction among
its atomic ion registers, which has led to the development of local, single-chip devices.
In this work, we demonstrate the integration of an optical fiber with a planar ion trap,
and show the physical interaction between fiber light and the trapped-ion qubit. As the
single-mode fiber is well-suited to the transport of single photons, the fiber interface (when
augmented by an optical cavity) represents a means to link distantly located quantum com-
puters through a common optical network. Hence, this work represents a step towards the
paradigm of distributed quantum computing: self-contained, technically-simple processors
may be optically linked together to perform large-scale quantum computation.
This thesis is divided into two parts. In the first, we provide a thorough review of
ion trap design and a detailed numerical analysis of trapped-ion motion. This theoretical
discussion culminates with the development of an electronic technique that permits the
arbitrary, in situ positioning of a trapped atom in the ion trap. The positioning ability
is an enabling technology for optics integration as it allows for complete freedom in the
alignment of the trapped atom with respect to the integrated element.
In the second part, the construction of the experimental setup and the integrated “fiber-
trap” is described. In our experiment, a single 88Sr+ is trapped 670 µm above the end of an
optical fiber in a cryogenic (8 K) surface-electrode ion trap. The fiber serves as an integrated
source of laser light, which drives the quadrupole qubit transition of 88Sr+. Using in situ
translation of the ion, the Gaussian beam profile of the fiber output is imaged, and the fiber-
ion displacement, in units of the mode waist at the ion, is optimized to within 0.13± 0.10
of the mode center despite an initial offset of 3.30± 0.10 arising from fabrication. We also
quantify the perturbative effects of the fiber dielectric on ion trap operation. Light-induced
charging by 125 µWof 674 nm fiber light is measured as an induced electric field of∼ 10 V/m
at the ion, with charging and discharging time constants of 1.6±0.3 s and 4.7±0.6 s. These
measurements are of general importance to trapped-ion quantum computing, where the
scalability of the platform depends crucially on the feasibility of on-chip optics integration.
Thesis Supervisor: Prof. Isaac L. Chuang
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By 1990, man achieved the ability to position individual atoms with atomic precision [ES90].
Beginning with a random distribution of xenon atoms dosed on a nickel surface as shown in
Fig. 1-1(a), the researchers Eigler and Schweizer demonstrated their unprecedented control
over the fundamental building blocks of matter:
To move an atom we follow the sequence of steps. . .We place the tip [of a
scanning tunneling microscope] directly above the atom to be moved. . .We then
increase the tip-atom interaction by lowering the tip towards the atom. . .We
then move the tip under closed-loop conditions across the surface at a speed
of 4 A˚ per second to the desired destination, dragging the xenon atom with it.
The tip is then withdrawn. . . This effectively terminates the attraction between
the xenon and the tip, leaving the xenon bound to the surface at the desired
location.
One-by-one they produce the iconic image of Fig. 1-1(f), where the positions of 35 xenon
atoms have been deliberately and individually manipulated according to human will. This
image foreshadows the possibility for technology assembled at the level of individual atoms.
The technical capability that underlies the vision of “atomic electronics” today is far
more intricate than the basic spatial control of individual atoms. Rather, the level of
physical understanding and experimental control reaches deep into the internal degrees of
freedom of an atomic system. For example, the xenon atoms that make up Fig. 1-1 are
themselves composed of constituent particles – electrons bound to a nuclear core – with
their own set of associated physical coordinates. This is a level of the physical world that is
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Figure 1-1: A sequence of scanning tunneling microscope images demonstrating the po-
sitioning of individual xenon atoms with atomic precision, reproduced from Ref. [ES90].
Individual atoms are “pinched” by the tip of the microscope, and are precisely positioned
on a nickel surface. Each letter is 5 nm from top to bottom.
unambiguously governed by the counterintuitive and fascinating laws of quantum mechanics.
Nonetheless, given the tools available to modern science, the properties of even subatomic
particles can be routinely observed and probed. For instance, we1 will demonstrate in this
thesis our ability to deliberately set, manipulate, and detect the mechanical properties of
a single bound electron and the orientation of its spin. The simultaneous control of both
the internal state and the external position of a single atom is a major achievement of 20th
century science that enables our current discussion of atomic-level electronics.
What are the ultimate implications of bottom-up device assembly from the atomic
scale? Firstly, what useful systems can be designed at all that makes use of the particular
mechanisms exposed by individual atoms (and molecules, and photons)? Secondly, given
the concurrent industrial effort to extend the concepts of conventional electronics to the few
10 nm scale and below, what is the comparative merit of the bottom-up approach relative to
1While the current work reflects my individual contributions (unless otherwise noted), I will utilize the
first-person plural “we” throughout this thesis as a stylistic device.
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the top-down scheme of traditional lithography? And finally, is there a common engineering
framework that integrates all of the technical components necessary for atomic electronics,
so that its unique potential may be realized in practice?
1.1 Quantum information processing
What is the connection between atomic manipulation and technology in general? At the
most fundamental level, all computing is implemented by physical processes: e.g. the
thermal emission of electrons in a vacuum tube, the transverse field effect in a modern
transistor, the representation of binary information in the charge state of a microscopic
capacitor. Each illustrate the ways in which information has been encoded by the physical
world. By utilizing now the states of a bound electron for the representation of information,
a single atom fulfills the functional role of a computational register. Conventionally, the
encoding is chosen such that a single atom represents a single quantum bit of information
which is referred to as a qubit. This way, each of the 35 atoms of Fig. 1-1 could serve as
a single-qubit register from which a general-purpose computer may be assembled. As a
corollary, note that atomic-level electronics envisions device construction at a physical scale
and density that is yet unparalleled by the typical roadmaps of conventional, transistor-
based electronics.
When data is encoded in the internal state of an atomic register, any information pro-
cessing must occur according to the laws of quantum mechanics. Remarkably, the basic
computing logic that emerges from the principles of quantum mechanics is fundamentally
distinct from classical Boolean logic which mathematically represents all computing devices
hitherto explored. For one example of the difference, all basic operations of quantum infor-
mation processing (QIP) possess the mathematical property of reversibility. (Note: we omit
the discussion of quantum measurement for simplicity.) The requirement of reversibility is
in stark contrast to the basic nature of Boolean logic which consists of many irreversible
functions, such as the two-input not-AND (NAND) gate. Nevertheless, it has been shown
that one can efficiently implement a quantum version of the the classical NAND gate by
introducing extra “scratch space” for the computation [Tof80, Ben73]. Since the NAND
gate is functionally complete for Boolean logic, it follows that the computational capability
of a quantum mechanical computer is at least as powerful as classical digital electronics.
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In fact, the computational power of QIP is a strict superset of classical computing. The
quantum mechanical phenomena of superposition, entanglement, and wavefunction collapse
are inextricably woven into the logic of a quantum computer with no counterparts in classical
devices. We are thus left with a compelling premise. A general-purpose computer assembled
at the level of individual atoms will reproduce, in principle, all of the capabilities of a modern
computer at a physical scale and density that exceed the foreseeable limits of semiconductor
technology. But, more profoundly, the atomic computer also introduces fundamentally new
concepts and computing capability at the most primitive level of its operation.
What applications exist, then, that take advantage of the unique and exclusive capabili-
ties of a quantum computer? As it turns out, the logic of quantum information processing is
exceptionally well-suited towards the realm of information security and cryptography. We
cite two prominent examples:
• In 1994, an efficient (polynomial-time) quantum computing algorithm was discovered
for factorizing a large integer into its primes [Sho94], now known as Shor’s algorithm.
The supposed intractability of the prime-factorization problem is responsible for the
security of the ubiquitous RSA public-key cryptosystem [RSA78]. Hence, the realiza-
tion of a practical quantum computer compromises a significant portion of the modern
information security infrastructure.
• On the other hand, the quantum mechanical phenomenon of wavefunction collapse
yields a communication protocol that self-detects the presence of eavesdroppers [BB84].
Such quantum communication channels may be utilized for the secure distribution of
cryptographic keys [a practice known as quantum key distribution (QKD)] that, in
turn, permit absolutely secure communication between two parties guaranteed by the
laws of physics [GRTZ02].
Not long after their theoretical discovery, each of these quantum algorithms were validated
experimentally. Shor’s algorithm, for instance, was demonstrated in a proof-of-principle
system [VSB+01], and quantum key distribution packages are even available commer-
cially [LWW+10] for applications requiring utmost secrecy.
We shall relegate the more extensive discussion of quantum information science to gen-
eral reviews such as Ref. [NC00]. Fascinating historical accounts are also given in the
introductions of Refs. [Sho96, GRTZ02] which are highly recommended. For now, we cite
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two more examples that highlight the surprising applicability of quantum mechanical logic
i.e. superposition and entanglement.
Consider the problem of unstructured search: we seek to identify a unique item in a
database of N -elements that satisfies some search criterion. With no prior organization of
the database (i.e. prior sorting), it is readily apparent that one has to examine on average
N/2 elements against the criterion to obtain the desired item. However, when this problem
of “searching for a needle in a haystack” is formulated for a quantum computer, it is found
that only O(
√
N) comparisons against the criterion are necessary for the solution [Gro97]!
The technological implications of fast quantum search are discussed in Ref. [Bra97]. At its
core, this counter-intuitive result owes to the mechanism of superposition: the initial “search
query” is prepared so that it represents all database elements simultaneously through quan-
tum superposition.
Finally, the quantum mechanical property of entanglement imparts non-local correla-
tions between pairs (or more) of particles. In the current context, if two atomic registers
are prepared in an entangled state, the manipulation and measurement of one of the atoms
has an instantaneous consequence on the entangled partner even when the pair is physically
separated by an arbitrarily large distance. One may then wonder whether such “action at
a distance” can be employed for useful purposes. In accordance with the laws of causality,
however, it is known that entanglement does not permit instantaneous information transfer.
Nevertheless, it was discovered in 1993 that entanglement is a basic resource for achieving
non-instantaneous teleportation of quantum information: a qubit can be transferred from
one node of a distantly-separated entangled pair to another without being physically trans-
mitted through the intervening space [BBC+93]. One natural application of teleportation
lies again in the field of information security. Given a shared pool of entangled pairs, two
communicating parties may transfer the qubit stream of the QKD protocol directly to one
another through teleportation. As a result, not only does the protocol self-detect the pres-
ence of eavesdroppers, it never even exists in the intervening space where the messages are
likely to be intercepted!
These are a few of the remarkable applications that await the realization of a practical
quantum computer – envisioned in this thesis in the form of atomic electronics. Let us
now examine some of the fundamental considerations in the experimental pursuit of an
atom-based quantum processor.
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1.2 Trapped-ion quantum computer
So far, we have motivated the possibility of an atom-based quantum computer based on
our technical capability to regard a single atom as a single-qubit computational register.
However, a general-purpose processor clearly involves many components in addition to
information storage. Throughout this thesis, we will examine many of these additional
requirements in detail, e.g. the tools that allow for detection of single atoms and the
manipulation and readout of their internal states, etc. Here, we introduce the fundamental
concepts of quantum interconnect and decoherence, and explain how the platform of trapped-
ion quantum computing offers a roadmap for the experimental realization of an atom-based
quantum processor.
1.2.1 Quantum interconnect
In both classical and quantum computing, any nontrivial information processing operation
involves more than one (qu)bit. Indeed, the basic physical mechanism that underlies all
existing digital logic is the use of the transistor as a switch, where one gate voltage influences
the value taken by another drain voltage. Similarly, when multiple qubits are encoded in
distinct atoms, we must also devise an inter-atomic physical interaction that mediates the
information content of each atom. If this interaction is consistent with the unitary dynamics
of quantum physics, we shall refer to that physical mechanism as a quantum interconnect.
In the engineering of an atom-based processor, what quantum interconnect is available
to link together the information contained in distinct atomic registers? The list of possible
mechanisms is narrowed by recognizing that the dominant interactions at the atomic scale
are electromagnetic in nature. (This fact is readily apparent by recalling that an atom
is composed of negatively-charged electrons bound electrostatically to a positively-charged
nucleus.) However, while powerful electromagnetic forces are present inside of an atom, the
forces between separate atoms are much weaker since the atom is charge-neutral as a whole.
Thus, to engineer an appreciable physical interaction among the constituent parts of the
proposed processor, we will base our design around atomic ions, in which one of the bound
electrons has been removed (i.e. ionized) to give the atom an overall positive charge.
When every atom possesses a net positive charge, there exists 1/r2-Coulomb interaction
among all pairs that can be used to communicate the information content of one atom
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to another. The paradigm of using the Coulomb force between atomic ions as a quantum
interconnect was proposed in Ref. [CZ95], and further advanced by work such as Ref. [SM99].
The basic concept is as follows: using precise laser pulses, we impart a mechanical vibration
(a “kick”) on an atom that is conditioned on its internal qubit state. The modulated
vibration is transmitted to neighboring atoms through the Coulomb force. This way, a
distant atom can receive mechanically the qubit content of the original, “kicked” atom.
Soon after its theoretical proposal, the Coulombic quantum interconnect has become a
foundation for atom-based quantum information processing [BW08].
The use of ion registers and the Coulombic interaction as a quantum interconnect has
two practical consequences that are relevant to this thesis work. Firstly, since our atomic
registers are positively charged, the atoms will always repel one another and an external
“trapping” force is required to stabilize the overall system. The apparatus that provides
the confining potential is called an ion trap, which will be discussed shortly. Secondly,
given the 1/r2-falloff in the strength of the Coulombic force, all interacting atomic registers
must lie in close spatial proximity. At the time of writing, typical ion-ion distances in the
Coulombic interconnect are on the order of a few micrometers, with a record separation of
50 µm [HLB+11, BOC+11].
1.2.2 Decoherence
What is the fundamental challenge, then, in the experimental construction of a large-scale
quantum computer? Today, it is understood that the core difficulty lies in the extreme
fragility of quantum information [LJL+10]. The ion registers, for instance, interact not only
with one another but with all other charged entities in its vicinity. These extraneous and
uncontrolled interactions can perturb the encoded qubit from its intended computational
role, a phenomenon known as decoherence. As an additional example, an atom in empty
space is perturbed by random fluctuations of the vacuum electromagnetic field, which leads
to decay of a qubit towards the system’s ground state.
In the literature, decoherence is extensively studied both experimentally (e.g. what is
the phenomenology and mechanism of decoherence [TKK+00, DOS+06]; how can its rates
be reduced [LGA+08]) as well as theoretically (e.g. can quantum algorithms be performed in
the presence of finite decoherence [CLSZ95]; are there error-correcting protocols that permit






Figure 1-2: A modern ion trap implemented in a semiconductor chip, reproduced from
Ref. [SHO+06]. The rectangular pads seen in panels (a,b) generate electromagnetic fields
that can confine a charged particle in the gap between the electrodes. Panel (c) shows a
single Cd+ atomic ion trapped halfway in the 60 µm gap between the electrodes.
less susceptible to particular forms of decoherence [LW03]) For this thesis, a much more
primitive view suffices: uncontrolled interactions of a qubit register with its environment
leads to decoherence – i.e. loss of quantum information – which is a clear impediment to
quantum computation. Thus, to realize a practical quantum computer, the ion registers
must be isolated from its environment as much as physically possible.
1.2.3 Microfabricated ion traps
The ion trap is a Nobel prize-winning invention that has led to advances in fundamental
science as well as wide applications in industry as a mass spectrometer [Pau93, Gho95].
More recently, the ion trap has also become the essential hardware for atom-based quantum
computation [SKHG+03].
A modern incarnation of the ion trap, intended for quantum computing, is shown in
Fig. 1-2 [SHO+06]. As shown in panels (a) and (b), the ion trap consists of many electrodes
that generate specifically-shaped electromagnetic fields which are used to “trap” charged
particles in otherwise empty space. In panel (c), a single Cd+ atomic ion is trapped halfway
in the 60 µm gap between the electrodes. (The discussion of the exact trapping mechanism
and ion trap design is a major part of this thesis, and is postponed until Chapter 2.)
Note that the ion trap satisfies the basic requirements noted in our prior discussion of
the Coulombic quantum interconnect and decoherence. Firstly, the device provides the
confining forces that are necessary to stabilize a collection of self-repelling ions. Secondly,








Figure 1-3: The optical fiber as an arbitrary-distance quantum interconnect between phys-
ically separated trapped-ion quantum computers.
where the quantum computer is isolated from material contaminants on the surface that
can contribute to excess decoherence [DOS+06].
A crucial aspect of modern ion trap technology, as implied in Fig. 1-2, is that its con-
struction is compatible with the planar microfabrication techniques originating from the
microelectronics industry. This means, in principle, that the overall size of the trapped-
ion quantum computer may be readily scaled to accommodate arbitrarily many ion reg-
isters [KMW02]. To date, a fully-instrumented “programmable” two-qubit processor has
been demonstrated [HHJ+10], and up to 14 ions have been simultaneously involved in a
single quantum operation [MSB+11].
1.3 An arbitrary-distance quantum mechanical interconnect
In parallel to the efforts in developing localized quantum computers based on the Coulombic
interconnect, the current work is motivated by the vision of a distributed quantum computer
based on an arbitrary-distance optical quantum interconnect.
For the basic intuition, recall that the infrastructure of the modern Internet consists of
a worldwide optical fiber network that routes information between distantly-located com-
puting nodes. As shown in Fig. 1-3, we wish to extend the same concept to QIP, so that
distantly-located trapped-ion quantum computers (we show just two) may communicate to
one another through an optical fiber network. The combination of localized processors with
a long-distance distributed network would not only have immediate applications in afore-
mentioned quantum cryptography and teleportation, but it also provides an organizational
principle for the construction of large-scale systems: i.e. self-contained, technically-simple
processors may be linked together to perform large-scale quantum computation, provided
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that they possess a “networking port” in the form of an optical fiber.
Hence, the basic objective of this work is to develop the necessary hardware for an
optical interconnect, by integrating an optical fiber with a trapped-ion quantum computer
and demonstrating the physical interaction of the fiber light with the trapped ion.
To be more precise, the optical fiber is just one part of a complete optoelectronic system
that implements the optical quantum interconnect. The fundamental physics that underlies
such a network is the transfer of quantum information stored in the ion register into the
quantum mechanical state of a single photon. The unitary conversion between atomic and
photonic qubits may be performed with the aid of state-of-the-art optical cavities that
enhance the atom-photon coupling rate relative to the decoherence channels associated
with such a system [HWS+11]. The fiber provides the means to extract the photonic qubit
from the cavity, and allows it to be routed with high fidelity to distantly-located quantum
computers. Through such an infrastructure, the entanglement generated among local ion
registers in a single trapped-ion quantum computer can be distributed to other nodes of the
network to enable large-scale applications [CZKM97].
Let us make one technical comment regarding optical fibers at the outset. Today, opti-
cal fibers are available in many different types with various waveguiding properties which
owe to their differing physical construction. In this thesis, we shall make a particular dis-
tinction between single-mode and multi-mode fibers. The reason is the following: when
a single photon is being transported along a multi-mode fiber, its quantum information
couples easily to the many optical modes supported by the structure, so that it is gen-
erally impossible to reconstruct the original state following propagation. Conceptually, a
photonic qubit in a multimode fiber suffers high rates of decoherence. In contrast, a single-
mode fiber is ideally suited for the coherent transport of a single photon over kilometer
length-scales [GRTZ02, TBZ+98]. Such kilometer-length optical links may be cascaded and
extended over arbitrary distances by the use of quantum repeaters [BDCZ98, DLCZ01]. On
the other hand, the integration of a single-mode fiber demands significantly greater technical
precision in experimental fabrication, as its feature sizes are generally an order-of-magnitude
smaller than those of multi-mode fibers.
In the remainder of this thesis, we provide a technical documentation of the fiber-
integration project. Before we begin, let us briefly reflect on the historical trajectory that
precedes the quantum optical network envisioned in Fig. 1-3.
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It is well-known that the development of quantum physics in the 20th century was
fraught with controversies and paradoxes regarding the implications of the theory. Histor-
ically, one of the most contentious aspects of quantum mechanics has been the non-local
correlation implied by quantum entanglement. Indeed, in 1935, Einstein and coworkers fa-
mously raised the question “Can Quantum-Mechanical Description of Physical Reality Be
Considered Complete?” in which they argued, assuming a priori the physical impossibil-
ity of non-local correlations, that quantum physics failed to predict knowable properties of
certain (entangled) physical systems. Their logical conclusion was that an alternate theory
must exist that captures the variables that are “hidden” to quantum mechanics [EPR35].
The ensuing debate, now known as the EPR paradox after the original authors, touches
upon many foundational themes in the philosophy of physics: e.g. the locality of a physical
interaction, the causality between events, the nature of wavefunction collapse, and the
possibility of a non-quantum hidden-variable theory. The conceptual breakthrough came
in 1964 when J. S. Bell showed that there are measurable consequences that distinguish
between the non-local quantum theory of entanglement and all other (local) hidden-variable
theories [Bel64]. In the ensuing decades, numerous tests involving “naturally occurring”
entangled systems were performed [KMWZ95, WJS+98] that confirmed the non-locality of
quantum entanglement as a part of physical reality. To resolve the apparent conflict between
non-local “action at a distance” and relativian causality, the analysis of entanglement was
refined to show that one could not perform instantaneous transfer of information through
the non-local correlations. Thus, the non-local nature of quantum entanglement became a
part of the accepted physics paradigm. However, it remained more-or-less a curious fact of
nature: a mechanism to test the validity of quantum physics but little more.
The most recent development of this story is the discovery of the teleportation protocol
in 1993, which demonstrated that remote entanglement is not only a fact of nature but a
means to achieve information processing. This discovery profoundly altered the common-
sense expectations regarding what useful systems can be engineered in the physical world.
Since then, the pursuit of quantum information science has yielded man-made systems
such as the trapped-ion quantum computer in which entangled states can be generated “on
demand.” The distributed quantum network of Fig. 1-3, which motivates the current work,
represents the needed infrastructure to consume such “engineered entanglement” to enable
the purposeful use of quantum mechanical reality.
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1.4 Scope and outline of the thesis
The objective of this thesis is to design and implement a trapped-ion quantum computer
with an integrated optical fiber interface to the trapped atom. To this end, the current
work makes two main contributions:
1. We demonstrate for the first time a planar ion trap with a built-in, single-
mode optical fiber. In our system, the internal qubit state of a trapped ion can be
accessed through the integrated port that appears, at the “input” end, as a conven-
tional optical fiber. When augmented by an optical cavity, the integrated fiber may
serve as part of a long-distance quantum interconnect between physically separated
trapped-ion quantum computers.
2. We implement a novel electronic technique for ion traps that achieves
arbitrary positioning of the trapped atom. The positioning technique is an
enabling technology for general integrated-trap development (such as our fiber-trap
system), as it allows complete freedom in the alignment of the atom with respect to
the integrated element.
In the first part of this thesis, we focus on the theoretical aspects of ion trap design.
We will begin with an basic explanation of the confinement mechanism in an ion trap, then
introduce a series of increasingly sophisticated numerical models that capture the dynamics
of a trapped atomic ion. After developing these foundations, we present an advanced
electronic technique for ion traps that enables arbitrary spatial manipulation of a single
atom in the device. A detailed synopsis of the first part of the thesis is given below:
• In Ch. 2 – Ion trap fundamentals, we explain the basic principle of operation
underlying radiofrequency (RF) ion traps. We acquaint the reader with standard
terminology and concepts used in the field of ion traps. Furthermore, we introduce
the basic point Paul trap design, which is central to our fiber-integration project.
• In Ch. 3 – Atomic motion in the fiber mode, we develop a precise numerical
model for the motion of an atomic ion under laser cooling. A quantitative under-
standing of ion motion is necessary due to the finite spatial extent of the fiber mode.
• In Ch. 4 – RF ion positioning, a novel electronic technique is introduced that
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achieves arbitrary spatial manipulation of an atom in the ion trap. Arbitrary trans-
lation of the ion is an enabling technique for fiber-ion integration, as it allows us to
overcome any alignment errors arising from trap fabrication.
In the second part of the thesis, we discuss the experimental aspects of trapped-ion
quantum computing. We begin with a description of our apparatus which is unique in its
remarkably short turnaround-time (12 h) compared to typical atomic experiments. We then
document the implementation of the fiber-integrated trap.
• In Ch. 5 – Experimental setup, we give a technical account of the experimental
apparatus that enables atomic ion trapping. We have conceptualized the requirements
for successful ion trapping along four main components: vacuum, ion source, electron-
ics, and laser light. We provide an extensive discussion of each of these topics. This
chapter is written as a practical guide for future experimental work.
• In Ch. 6 – Surface-electrode ion trap with an integrated light source,
we report on the design, fabrication, and experimental validation of a surface-electrode
ion trap with an integrated single-mode fiber as an interface to the internal state of a
trapped atom.
Finally, in Ch. 7 – Outlook, we suggest future research directions based on the accom-
plishments of this work.
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The basic principle of operation underlying radiofrequency (RF) ion traps is the use of
oscillating electric fields to confine and isolate charged particles in free space. The origin
of the technique lies in the fields of molecular beam physics, mass spectrometry and par-
ticle accelerator physics, where electromagnetic fields are used to lense and focus charged
particle trajectories [Pau93]. Today, the ion trap is an essential hardware for quantum
metrology [MBH+04] and quantum information science [BW08], as isolated particles in free
space (in vacuum) represent ideal qubit registers in a low-decoherence environment.
In this chapter, we develop a physical intuition for the mechanism of RF ion trapping:
• Ions can have bounded trajectories about the node of an oscillating electric field,
provided that the electric field has a “quadrupole” shape (Section 2.1).
• Ion motion in an RF quadrupole field is given by the Mathieu equation (Section 2.2).
• A suitable arrangement of electrodes on a 2D plane, i.e. a “surface-electrode” design,
can give rise to a quadrupole electric field (Section 2.3).
We also perform a detailed mathematical analysis of a specific surface-electrode design,
known as the point Paul trap, that is central to this thesis (Section 2.4). Early work on the
basic, symmetric point Paul trap was initiated in the Quanta group by Chris Pearson [Pea06]
who verified the design using macroions. I subsequently implemented and published the
design for atomic ion trapping [KHK+10], and developed the asymmetric variants of the


















Figure 2-1: Unbounded motion of an ion in a static quadrupole electric field. (a) An
arrangement of four metal rods (running normal to the page) biased to a DC voltage V
giving rise to a quadrupole electric field (Eq. 2.1) at the center of the assembly. The origin of
the coordinate system is at the nodal point of the quadrupole field. Yellow circle represents
an ion and the blue trace its trajectory in the static field. (b) The ion experiences bounded
harmonic motion along x, but exponential runaway from the node along y.
2.1 Charged particle in an oscillating quadrupole field
Consider a point particle with charge Q and massM in a static, two-dimensional quadrupole
field given by
~Equadrupole(~x) = −V f · (xeˆx − yeˆy) (2.1)
where f is a scalar constant of unit [length]−2 that represents the “slope” of the quadrupole
field per unit voltage, and {eˆi} are basis vectors2. Such a field geometry may originate from
an arrangement of four metal rods, two of which are biased at a DC voltage V as shown in
Fig. 2-1(a). The equation of motion is trivially decoupled into the x- and y-components as
Mx¨ = −QV f · x (2.2)
My¨ = +QV f · y, (2.3)
yielding bounded (i.e. “trapped”) simple harmonic motion in x, but exponentially un-
bounded motion in y as shown in Fig. 2-1(b). The observation that charged particles
cannot be stably trapped in free space by static electric fields is a well-known mathematical
result known as Earnshaw’s theorem. We are thus motivated to examine nonstatic field
configurations in order to achieve stable charge confinement.
Clearly, the quadrupole field of Eq. 2.1 is insufficient for ion confinement because only
2In this thesis, vectors are denoted by an arrow as in ~x, or by a caret xˆ in the case of unit vectors. Dot
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(b)
Figure 2-2: Bounded (“trapped”) motion of an ion in an oscillating quadrupole field. (a)
Applying a sinusoidal source to the previously DC-biased rods will result in oscillation of
the sign of the quadrupole field. Both + and − phases of the field are illustrated. (b)
Possible solution trajectories for the ion in the oscillating field are shown. Note that the
equations of motion along x and y are equivalent up to a time-translation.
one of the two directions x or y may be stable for any given sign of f , leaving the other
statically unstable. Intuitively, we can then attempt to “time-multiplex” the stability be-
tween the x- and y-directions, by rapidly oscillating the sign of the quadrupole coefficient
f , in order to attain possibly a “time-averaged” stability along both x and y. A simple
implementation of this idea is to apply a sinusoidal RF source, again at amplitude V and at
frequency Ω = 2pi× fRF to the two previously DC-biased rods. This physical configuration
is illustrated in Fig. 2-2(a), and essentially constitutes the original quadrupole RF ion trap
invented by Wolfgang Paul in 1953 [PS53]. Writing explicitly the time-variation, we find
that the equations of motion in Eqs. 2.2-2.3 are modified to
Mx¨ = −QV f cos(Ωt) · x (2.4)
My¨ = +QV f cos(Ωt) · y. (2.5)
Conceptually, the RF frequency Ω can be interpreted as a rate at which stability is multi-
plexed between the x- and y-directions. Note that the sign difference between Eqs. 2.4 and
2.5 can now be absorbed into the phase of the sinusoid, and hence the functional form of
solutions along the two directions are expected to be mathematically identical, unlike the
case of the DC quadrupole.
The time-varying differential equations in Eqs. 2.4-2.5 no longer possess trivial solutions.
Indeed, depending on the coefficients Q, V , f and Ω, there can exist both bounded and
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unbounded trajectories. However, these equations are instances of the well-known Mathieu
differential equation, which are known to yield bounded solutions [e.g. Fig. 2-2(b)] in
a small region of parameter space, as we will show in the following section. This is the
essential mechanism underlying RF traps: ions are dynamically confined about the node
of an oscillating quadrupole electric field by stability multiplexing. Hence, any electrode
configuration that gives rise to such a field can potentially be utilized as a RF ion trap.
2.2 The Mathieu equation
The canonical Mathieu equation is given by
d2x
dτ2
+ (ax + 2qx cos 2τ) · x = 0, (2.6)
with nondimensional Mathieu parameters a and q. The x equation of motion (Eq. 2.4) is
shown to be equivalent to the canonical form by defining a nondimensional time τ = Ωt/2,
and by setting ax = 0 and qx =
2QV f
MΩ2
. Note: for all trap designs presented in this thesis,
the Mathieu a-parameter is zero. Also, qy = −qx in the analogous equation for y.
The Mathieu equation has been extensively studied and its mathematical properties
tabulated [AS64], as it describes a large variety of physical phenomena such as the me-
chanical vibration of elliptical membranes. In this thesis, however, we will emphasize a
numerical understanding of the Mathieu equation (Section 2.2.1), as we will quickly build
on Eq. 2.6 to account for additional experimental complications associated with the task
of optics-integration in a surface-electrode, atomic ion trap (Section 2.2.2).
2.2.1 Numerical trajectories
The only independent parameter in the Mathieu equation is qx =
2QV f
MΩ2
. Given a target
ion, the charge-to-mass ratio Q/M is determined. However, one can choose RF parameters
{Ω, V } arbitrarily, as well as the field coefficient f by trap design. Thus the Mathieu
q-parameter is tunable over a wide range, and, in applications of ion trapping, typically
ranges from |q| = 0.05–0.3. It can be mathematically shown, that the Mathieu equation
yields bounded solutions for |q| < 0.9 [WMI+98].
Fig. 2-3 shows solutions to the Mathieu equation for a series of Mathieu q-parameters,
with an initial condition of (x, x˙) = (1, 0). To aid the discussion, the power spectral density
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Figure 2-3: Solutions to the Mathieu equation in both (nondimensional) time and frequency
domains for a variety of Mathieu q-parameters relevant to ion trap experiment. In the time
domain, the trajectory can be conceptually divided into a slow secular motion, and a
superimposed, fast micromotion which occurs at sidebands of the RF frequency 1/pi ≈ 0.32
(dashed red line).
(PSD) of each trajectory is also presented in a log-y plot. Note that the analysis is performed
in nondimensional time τ . We observe the following:
• For q-parameters up to 0.3, the ion trajectory is clearly dominated by a relatively
large-amplitude, “low-frequency” sinusoidal motion, known as the secular motion of
the ion. The secular frequency increases with the q-parameter.
• The trajectory also contains small-amplitude, high-frequency motion, which is known
as micromotion. Micromotion occurs at secular frequency sidebands of the harmonics
of the RF drive. (In nondimensional time τ , the RF drive is represented by cos(2τ)





• The amplitude of the micromotion, relative to the amplitude of the secular motion,
apparently increases with q.
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Figure 2-4: The effect of the stray field term c in the Mathieu equation (Eq. 2.7) for q = 0.2.
Stray field can increase the amplitude of the trajectory by over an order of magnitude at
experimentally observed stray field strengths of few 10 V/m (c ≈ 0.1), contributing to both
secular and micromotion components. PSDs have been highpass-filtered in order to remove
DC offset and highlight the oscillatory components.
The clear dominance of secular motion in the numerical solutions motivates the definition
of a conservative harmonic potential, especially in the regime q  1. We will return to this
mathematical idea in Section 2.4 after we introduce the specific trap design that will be
used throughout the thesis.
2.2.2 DC compensation
In an actual ion trap experiment, the charge environment in the vicinity of the ion cannot be
perfectly controlled. For example, the ion source, in addition to providing the desired ion for
trapping, will in general contaminate the experimental environment with charge [BLW+07].
If the charge environment evolves at a slow timescale, the effect can be modeled by the
inclusion of a DC stray field ~Estray in the ion’s equation of motion as
M~¨r = Q
(




The stray field can be captured in the canonical Mathieu equation (Eq. 2.6) by the inclusion
of a constant driving term c = 4Q
MΩ2
· Estray with units of [x], as in
d2x
dτ2
+ (ax + 2qx cos 2τ) · x = c. (2.8)
As shown in Fig. 2-4 for q = 0.2, a nonzero c can have immense influence on the character
of the solution. In particular, stray field increases the amplitude of the trajectory by over
an order of magnitude at experimentally observed stray field strengths of few 10 V/m
(c ≈ 0.1), contributing to both secular and micromotion components. Note that stray field-
induced, “excess” micromotion occurs at the RF frequency rather than at its sidebands
as was the case for “intrinsic” micromotion that was shown in Fig. 2-3. In the context of
trapped-ion quantum computation, any excess ion motion is extremely detrimental as it
results in broadening of atomic transitions [BMB+98] and, in integrated-traps, contributes
to uncertainty in the interaction strength between the ion and integrated element due
to time variation in their spatial overlap. In other cases, stray fields can even prevent
stable trapping. Surface-electrode trap designs are especially susceptible to stray field-
induced instability due to their significant non-quadrupolar component in the field profile
(see Section 3.4). When the stray field at the ion is nulled by deliberately superposing DC
potentials through additional trap electrodes, the ion is said to be “compensated.”
2.3 Surface-electrode point Paul trap
The traditional ion trap is a three-dimensional structure requiring precise machining in its
construction and careful assembly, such as the four-rod linear Paul trap shown in Fig. 2-5(a).
Recently, however, the four-rod trap has been transformed into a two-dimensional structure,
above which ions can be trapped [CBB+05]. This new class of surface-electrode or planar
ion traps offer a tremendous advantage over their predecessors in that electrodes can be
defined lithographically with extremely high precision, and that construction can leverage
the techniques of microfabrication, with the possibility of directly integrating technologies
such as CMOS electronic devices [KPM+05] and on-chip photonics [KK09]. These aspects
are particularly attractive to trapped-ion quantum information processing where limitations
currently, by a large degree, pertain to the scalability of devices for trapping as well as other








Figure 2-5: Comparison of the traditional four-rod linear Paul trap (a) to the surface-
electrode point Paul trap (b). Arrows indicate electric field. The latter design achieves
quadrupole ion confinement through RF on a single, ring-shaped electrode. Dashed lines
suggest how cylindrical elements, such as optical fibers, may be introduced to the point
Paul geometry.
2.3.1 The generic point Paul trap
Fundamental to this thesis work is a type of surface-electrode trap with a circular symmetry
in its electrode geometry [KHK+10, Pea06]. The generic design of this trap, which we shall
refer to as the point Paul trap, is shown in Fig. 2-5(b) and may consist of any number of
concentric electrodes of arbitrary widths to which different voltages can be applied. The
axial symmetry of the trap is intended to facilitate the integration of optical elements,
such as fibers, that also possess similar symmetry. The optical fiber, for instance, can be
introduced through the electrodes directly beneath the ions with minimal perturbation of
the trapping fields. Another unique feature of the point Paul trap design is that confinement
is achieved in three dimensions using only an RF field [SGA+05] as opposed to linear trap
designs that also require a static DC quadrupole along the axis defined by the nodal line
of the RF quadrupole field [Hou08]. This simplicity enables, as we show in Chapter 4, a
robust electronic method for precise in situ ion positioning and therefore a procedure for
correcting any ion-fiber alignment error that arises from trap fabrication. For now, our
immediate tasks are to:
1. Demonstrate that the electric field profile corresponding to the point Paul geometry
contains a quadrupole node, and
2. Relate the details of the quadrupole field (location, shape, strength, etc.) to the








Figure 2-6: The generic layout of the point Paul trap, which consists of concentric annular
electrodes (denoted by shading) with arbitrary widths.
2.3.2 Electric potential from annular planar electrodes
The generic point Paul trap consists of an arbitrary number of circular electrodes, as shown
in Fig. 2-6. Our first step is to determine the electric potential Φ in the upper half-space
z ≥ 0 for any instantaneous configuration of the voltages {Vi}.
We begin with the general solution to the Laplace equation in charge-free space, ex-
pressed in cylindrical coordinates for z ≥ 0 [Jac99]:





e−kz Jm(kρ) [Am(k) cos (mφ) + Bm(k) sin (mφ)] dk, (2.9)
where Jm(kρ) are the Bessel functions and Am(k) and Bm(k) are coefficients to be deter-
mined based on the boundary conditions of the problem. Based on the azimuthal symmetry





e−kz J0(kρ) A0(k) dk. (2.10)
The expansion coefficient A0 can be related to the physical dimensions of each annular
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accounts for the effect of a single annular electrode i with inner radius αi, outer radius βi
and a voltage Vi which is constant across the electrode. The integral of Eq. (2.11) can be
evaluated using the identity for the Bessel functions
∫ u
0 vJ0(v)dv = uJ1(u) to yield
Ai(k) = Vi [βiJ1(kβi)− αiJ1(kαi)] . (2.12)
This completes the general treatment of the problem. The electric potential above a
surface at z = 0 with n concentric circular electrodes, each with independent voltages Vi and
inner and outer radii of αi and βi respectively, is given by Eq. (2.10) with A0(k) =
∑n
i Ai(k),







e−kz J0(kρ) [βiJ1(kβi)− αiJ1(kαi)] dk. (2.13)
This expression may be numerically integrated to yield the instantaneous electric poten-
tial (and hence also the electric field) in all space corresponding to any arbitrary voltage
configuration {Vi} on the electrodes.
2.3.3 The three-electrode point Paul trap
We now introduce the simplest implementation of the generic point Paul geometry that can
be used to realize a quadrupole trapping field. Consider the simple geometry of only three
electrodes defined by the following boundary conditions:
Φ(z = 0, ρ) =


0 for 0 < ρ < a,
V cos (Ωt) for a ≤ ρ ≤ b,
0 for b < ρ <∞,
(2.14)
where V is the amplitude of the applied voltage and Ω is the frequency. This configuration
will be henceforth referred to as the point Paul trap.
40
According to the results of the previous section, we find the electric potential to be





e−kz J0(kρ) [bJ1(kb)− aJ1(ka)] dk. (2.16)
In general, Eq. (2.16) has to be solved numerically. However, for the case of ρ = 0 the
problem simplifies significantly and an analytic solution can be obtained. Note from the
symmetry of the problem that the radial field Eρ is zero exclusively on the central axis of
the trap. We thus infer that if a nontrivial field zero ( ~E = 0) exists in the z > 0 half-space,
it will be located on the axis defined by ρ = 0 and hence this scenario is worthy of attention.
The on-axis potential is integrated to yield:
κ(z, 0) =
1√
1 + (az )
2
− 1√
1 + ( bz )
2
. (2.17)
Taking the derivative of Eq. 2.17, it can be shown that the three-electrode point Paul trap






above the center of the trap. One experimental implementation of this design, fabricated
on a printed circuit board (PCB), is shown in Fig. 2-7(a), and the corresponding on-axis
electric potential and field profile are shown in panels (b) and (c) respectively. For any
physically-realizable parameterization (a, b) of the point Paul trap, an electric field node
can be found at height z0 above the trap center according to Eq. 2.18.
2.3.4 Three-dimensional field of the point Paul trap
In the vicinity of the node z0, it is possible to derive further analytic insight into the field
geometry by applying basic equations of electromagnetism. In the immediate neighborhood
of the quadrupole node, we may approximate the electric field by a linear form
~E(~r) = A · ~r (2.19)
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Figure 2-7: Experimental implementation of the three-electrode point Paul trap. (a) A
PCB implementation of the design with inner and outer ring radii of a = 0.55 mm and
b = 3.24 mm. The outermost ground has been segmented into four independent electrodes
in order to achieve DC compensation of the ion. (b) The electric potential (Eq. 2.17) along
the axis of the trap (ρ = 0) when the ring is biased to Vrf = 1 V. (c) The on-axis electric
field corresponding to the same potential. The yellow circle indicates the location of the
electric field null at height z0 ≈ 0.9 mm above the surface, where ions may be trapped.
where A is a constant matrix and ~r denotes the displacement vector from the node. Dis-
counting radiation, the electric field must satisfy Faraday’s law ∇ × ~E = 0 that, when
applied to Eq. 2.19, yields Aij = Aji. We conclude that the tensor A is symmetric and can
be diagonalized into three spatially orthogonal directions {eˆ1, eˆ2, eˆ3} as in:
~E(~r) = V · (f1r1eˆ1 + f2r2eˆ2 + f3r3eˆ3) (2.20)
= V · (fρxeˆx + fρyeˆy + f · (z − z0) eˆz) . (2.21)
The diagonalized directions of the quadrupole field (Eq. 2.20) are known as the trap axes
or principal axes of the ion trap. In the case of the point Paul trap, the field is trivially
diagonalized as in Eq. 2.21.




Figure 2-8: Experimental verification of the computed field profile. (a) A numerically
computed field profile about the node of the point Paul trap is shown. Both the electric
field (arrows) and pseudopotential (shading) are depicted. (b) A cloud of lycopodium
particles are loaded into a macroscopic point Paul trap (at Ω = 60 Hz and at V ≈ 1.5 kV).
Mutual repulsion displaces the charged particles from the field null, and each ion is driven
along the direction of the local oscillating field, effectively imaging the field profile. The
diameter of the central electrode is 4 mm.
equation ∇ · ~E = 0. In the diagonal basis of Eq. 2.21, we then find fρ = −12f which reveals
the basic “shape” of the quadrupole field in the point Paul trap. Namely, the field strengths
along the radial directions are exactly 12 that of the z-directional fields.
For large displacements from the nodal point, the field is computed numerically. How-
ever, there is an experimental technique to beautifully visualize the full three-dimensional
field of the point Paul trap, which may then be compared to the numerically simulated fields
as shown in Fig. 2-8. The visualization experiment is performed by constructing a “dust
trap,” which is a properly-scaled “RF” trap that confines macroscopic ions such as corn
starch or lycopodium powder. When a large number of such macroions are loaded into the
trap, their mutual repulsion displaces the particles from the field null, and ions are driven
along the direction of the local oscillating field (i.e. micromotion) and appear enlongated
along that direction, effectively imaging the field profile. The dust trap experiment shown
in Fig. 2-8(b) was performed by Amira Eltony.
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2.4 Approximate models
While the exact motion of a trapped ion is described by the Mathieu equation, it is useful to
develop approximate models that still retain basic features of ion motion, so that important
performance metrics of the ion trap may be easily related to the parameters of the electrode
design. Here, we apply two common approximation models to the point Paul trap:
• In the vicinity of the field node, the trapping field may be approximated by a con-
servative harmonic potential. This secular or harmonic approximation is crucial for
describing both the classical and quantum motion of a low-energy (“cold”) trapped
ion (Section 2.4.1). On the other hand, as this model neglects micromotion, it is
unsuitable for describing the effect of stray fields.
• The pseudopotential model generalizes the harmonic approximation to beyond the
linear regime, while continuing to neglect micromotion (Section 2.4.2). We use the
pseudopotential model to identify key trapping parameters such as trap volume and
depth. The trap design is then optimized with respect to these parameters.
2.4.1 Harmonic approximation
We expand the electric potential Φ(z, t) around the field node z0 and use the resulting
expansion to find the equation of motion for a particle of mass M and charge Q along the
z-axis:







cos (Ωt)× [f(a, b)(z − z0) +O(z − z0)2] .
Provided |z − z0|  z0, which is a reasonable assumption for a trapped ion, terms of
second and higher order can be neglected, and the equation of motion takes the form of the
previously introduced Mathieu equation. With proper rescaling of variables, Eq. 2.22 can
be cast into the canonical Mathieu form:
¨˜z(τ) + 2qz cos (2τ)z˜(τ) = 0, (2.23)
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Here, everything related to the trap geometry is collected into a single function f(a, b) of
unit [length]−2 given, after significant algebra, by
f(a, b) =















Note that in this treatment a denotes the inner radius of the RF electrode and not the Math-
ieu a-parameter, commonly used in the literature on Paul traps. The Mathieu a-parameter,
which corresponds to the inclusion of a DC potential in the equation of motion (Eq. 2.22),
is not necessary for the point Paul trap design as full three-dimensional confinement is
achieved in this geometry by the RF field alone.
When the trap is operated such that |qz|  1, the equation of motion can be readily








This is the usual result, familiar from our prior numerical exploration of the Mathieu equa-
tion in Section 2.2.1, where the motion is comprised of two distinct components: a slow










and a superimposed, fast micromotion, with a (lower) peak-to-peak amplitude of qzσ0,
that occurs at the sidebands of the RF drive frequency Ω. Neglecting the micromotion – a
reasonable approximation for |q|  1 – we can associate an approximate harmonic potential




Mω2z(z − z0)2 =
Q2V 2
4MΩ2
f2(a, b)(z − z0)2, (2.28)
which we generalize to include radial displacements according to our prior analysis of the
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Figure 2-9: Measurements of axial (square markers) and radial (diamond markers) secular
frequencies of the point Paul trap shown in Fig. 2-7(a). Data is taken at z0 = 940 µm
with an RF frequency of Ω = 2pi · 8.07 MHz. Also shown are theoretically expected secular
frequencies (not fits) according to Eq. 2.27. Fits through the measured data yields a ratio
of the radial to axial secular frequencies of ωρ/ωz = 0.51 ± 0.01, in agreement with the
theoretically predicted ωρ/ωz = 1/2.





















The harmonic model can be experimentally corroborated by measuring the secular frequen-
cies of the trapped ion by, for example, tickle spectroscopy. In Fig. 2-9, excellent agreement
is shown between the experimentally measured secular frequencies and the theoretical model
for a 88Sr+ ion in the point Paul trap.
Finally, we note that the harmonic potential is in general related to the trap axes of the
















While the harmonic potential of Eq. 2.29 provides an intuitive connection to the physical,
time-averaged motion of the trapped ion in the vicinity of the RF node, it does not reveal
any information about the dynamics where the inequality |z − z0|  z0 is not satisfied.
For instance, in a real device there is necessarily a finite trapping volume and trap depth.
These quantities originate from the shape of the confinement field significantly beyond the
harmonic region. In the limit q  1, the effective potential energy beyond the harmonic
regime – commonly referred to as the pseudopotential or the ponderomotive potential – may
be expressed directly through the gradient of the electric potential, here written in terms




|∇κ(z, ρ)|2 . (2.32)
The solid line in Fig. 2-10(a) shows the on-axis pseudopotential for the point Paul trap.
Superimposed is the harmonic approximation (dashed line). Inserting the expression for
κ (Eq. 2.17) into the expression for the pseudopotential yields two physically meaningful











a−4/5 − b−4/5 , (2.34)
which denotes the turning-point of the pseudopotential. The difference zmax − z0 can thus
be taken as a a linear measure of the effective trap volume. Furthermore, a corresponding
trap depth can be defined as D = Ψ(zmax) − Ψ(z0). Using Eq. (2.33) and Eq. (2.34), one












We prove that there are no alternative “holes” in the pseudopotential by examining its con-
tour plot in the (ρ, z) plane, shown in Fig. 2-10(b). The inset shows the three-dimensional
trapping volume, defined by the isosurface {~r |Ψ(~r) = D}, in relation to the trap electrodes.
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Figure 2-10: Approximate potentials for motion in the point Paul trap. Trap geometry (a, b)
is chosen as in Table 2.1. (Left) The harmonic potential approximation (Eq. 2.29) and the
pseudopotential (Eq. 2.32) along the z-axis of the trap. The pseudopotential identifies the
trap turn-around point zmax in addition to the trapping height z0. (Right) A 3D contour
plot of the pseudopotential. The inset shows the 3D trapping isosurface in relation to the
outlines of the RF ring electrode (units in z0).
a (z0) b (z0) zmax (z0) q (q4rod) D (D4rod)
0.651679 3.57668 1.957965 0.471565 0.019703
Table 2.1: Results of numerical optimization of the trap depth for a fixed trap height z0.
The optimal ratio of inner to outer circular electrode (i.e. a : b) is 1 : 5.5. The geometric
parameters a, b and zmax scale with the desired ion height z0. The Mathieu q-parameter
and trap depth D are expressed using Eq. 2.36.
The trap depth is a reasonable quantity to be optimized in the design of the point Paul
trap. However, unconstrained optimization of Eq. 2.35 over (a, b) will influence not only
the trap depth but also the trap height z0 above the surface through Eq. 2.33. Often
in experiments, the trap height is a parameter of importance, and so a more reasonable
strategy is to optimize the trap depth for a fixed value of z0. This can in principle be
done analytically; however, the results are more useful in their numerical form. Table
2.1 summarizes the results of this optimization. For the purpose of comparison with the











which corresponds to the q-parameter and the trap depth, respectively, for the three-








Figure 2-11: Variations on the ideal point Paul trap used in this thesis work. The board
dimensions are 1.1 cm × 1.1 cm, electrode gaps are 100 µm, and square corners at pads
allow electrical connection to the center and ring electrodes through vias. Outermost ground
is segmented into four independent electrodes for DC compensation. (a) Design for the
symmetric point Paul trap with a = 0.65 mm and b = 3.24 mm, yielding z0 = 940 µm. (b)
The asymmetric variant of the point Paul trap where the ring electrode is deformed into an
ellipse (minor-to-major ratio of 1/2) and is shifted along y (by 0.5 mm). Asymmetries rotate
the principal axes of the trap about the x-axis, and remove the trap frequency degeneracy
between the x- and y-directions. Ion height is lowered to z0 = 670 µm.
From the optimization results of Table 2.1, it is seen that the q-parameter of the point
Paul trap is roughly a factor 12 of the four-rod linear Paul trap while the trap depth is
about a factor 150 . By comparison, the surface-electrode linear Paul trap that has recently
attracted much attention in the context of quantum computing [SCR+06] has a q-parameter




and 172 respectively of the four-rod
Paul trap. The decrease in trap depth is a one of the primary disadvantages associated with
surface-electrode trap implementations [BCL+07].
2.5 Variations on the point Paul trap
The optimal three-electrode point Paul trap is given by Eq. 2.14 and Table 2.1. However,
there are necessary deviations from the ideal geometry required for practical implementa-
tion. Firstly, the outermost electrode does not extend out to infinity, but is bounded by a
1.1 cm × 1.1 cm square due to the finite dimensions of the chip carrier. And second, the
outermost ground electrode is segmented into four separate electrodes that gives sufficient
degrees of freedom for the compensation of arbitrary stray fields at the ion location along
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all dimensions. These changes are depicted in Fig. 2-11(a), and the resultant design is
referred to in the subsequent chapters as the symmetric point Paul trap.
As we will find in the following chapter, the spatial orientation of the trap axes {eˆ1, eˆ2, eˆ3}
are of crucial importance in optics integration, where the ion motion must be sufficiently
localized with respect to a microscopic mode field of the integrated element. In this respect,
the design in Fig. 2-11(a) is deficient in that (1) the trap frequencies along x and y-directions
are degenerate, and (2) the vertical trap axis along z has no projection on the xy-plane.
Therefore, we show in Fig. 2-11(b) an asymmetric, elliptical variant of the point Paul trap,
for which a numerical simulation reveals the trap axes to be
eˆ1 = eˆx (2.37)
eˆ2 ≈ +cos(30◦) eˆy + sin(30◦) eˆz (2.38)
eˆ3 ≈ − sin(30◦) eˆy + cos(30◦) eˆz (2.39)
i.e. a tilt of 30◦ in the yz-plane from the symmetric case, and a nondegenerate set of secular
frequencies at a ratio ω1 : ω2 : ω3 = 0.6 : 0.4 : 1 (or, equivalently, a ratio of Mathieu q-
parameters: q1 : q2 : q3 = 0.6 : 0.4 : 1). The ion height is lowered to z0 = 670 µm. We
shall henceforth refer to this design as the asymmetric point Paul trap. We will contrast
ion motion in the symmetric and asymmetric designs in Chapter 3.
2.6 Summary
We have explained the principle of operation behind RF ion confinement, and set the frame-
work for performing numerical analyses of ion trajectories based on the Mathieu differential
equation. A detailed mathematical analysis of the surface-electrode point Paul trap was
presented, including the harmonic approximation for describing trapped ion dynamics in the
vicinity of the trapping point. The point Paul trap design is foundational to the ion-fiber
integration efforts of this thesis work.
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Chapter 3
Atomic motion in the fiber mode
In the previous chapter, we developed a general understanding of RF ion trapping by an
oscillating quadrupole field. We now examine the fiber-trap system in detail, and derive
the quantitative trajectory of a trapped atomic ion under typical experimental conditions,
including laser cooling and stray field effects. Such effort in ion modeling is necessary for
the fiber-ion integration project due to the finite, micron-level extent of the fiber mode.
The analysis of trapped atomic motion is developed as follows:
• First, we provide a general overview of the fiber-integrated point Paul trap, empha-
sizing the finite spatial dimensions of the fiber mode (Section 3.1).
• We then review basic laser-ion physics, which gives rise to Doppler cooling and the
photon correlation technique for stray field compensation (Section 3.2).
• Finally, we arrive at the damped Mathieu equation, which models the motion of a
trapped atomic ion under laser cooling. We use numerical simulations to reveal the
effect of cooling and stray field on ion trajectory (Section 3.3).
This work represents the framework that we employed during the development of the fiber-
trap system. The discussion is generally relevant for trap integration projects where three-
dimensional ion localization with respect to a microscopic mode field is sought. Our numer-
ical approach complements analytical treatments of the traditional linear Paul trap found
in the literature (e.g. Ref. [BMB+98]). We also explore how the Mathieu model relates to














Figure 3-1: Illustration of ion trajectory in the fiber-integrated point Paul trap. (a) Basic
schematic of the integrated system, which is based on the asymmetric point Paul trap. The
fiber is embedded in the center electrode, and its output is a Gaussian beam propagating
along eˆz. (b) Detailed ion trajectory ~x(t) relative to the fiber mode, which reveals how
finite ion motion can affect fiber-ion coupling. Key parameters describing the orbit are:
peak-to-peak amplitude xpp and the mean offset 〈~x〉. Both are evaluated with respect to
the fiber waist at ion height of w(z0 = 670 µm) = 50 µm.
3.1 Fiber integration and ion motion
The goal of this thesis is to interface an atomic ion in a surface-electrode ion trap to an in-
tegrated single-mode optical fiber. Fig. 3-1(a) shows the basic geometry, in which the fiber
is embedded within the center electrode of the asymmetric point Paul trap. Our design
intent is to bring a trapped ion to rest directly above the axis of the fiber, which is then
illuminated from below. However, a trapped ion in general will undergo finite-amplitude
motion whose extent may be significant with respect to the fiber mode as illustrated in
Fig. 3-1(b). Because laser-ion interaction is parametrized through the local optical inten-
sity I(~x), fiber-integration demands that the ion orbit ~x(t) be localized relative to the op-
tical mode. Namely, excess ion motion can impart undesired and potentially unpredictable
intensity (and frequency) modulation onto the fiber-ion interaction. Thus, we state the
requirements on ~x as follows:
1. The spatial extent of the ion trajectory, measured by the peak-to-peak amplitude xpp,
must be smaller than the mode waist at the ion height of w(z0 = 670 µm) = 50 µm.
2. The mean position of the ion 〈~x(t)〉 must lie close to the fiber axis. Again, the relevant
(radial) offset is measured in units of w(z0).
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In other words, the correct operation of the fiber-trap system depends crucially on whether
ion trajectories satisfy the spatial constraint:
xpp, 〈x〉ρ  w(z0) ∼ 10 µm. (3.1)
In this chapter, we shall address the former requirement xpp  w(z0). In order to
describe ion motion at the sub-micron scale, we must first elaborate on the basic Mathieu
equation theory of Chapter 2. As we have learned through multiple iterations of experiments
and theoretical modeling, sub-micron localization is not implied by the Mathieu equation
alone, but is crucially dependent on additional experimental factors, in particular:
• The details of the laser cooling implementation, e.g. the orientation of the cooling
beam with respect to the trap axes,
• The presence of stray electric field at the ion which, in practice, should be assumed
to be uncompensated until verified otherwise.
We will develop both topics in physical and quantitative detail, and incorporate them into
our model of the fiber-trap system. By analyzing simulated trajectories of the expanded
model, we derive an accurate understanding of the behavior of {xpp, 〈~x〉}, so that sub-micron
localization and fiber-integration may be reliably implemented in experiment.
3.1.1 The Gaussian fiber mode
As previously noted, the detailed modeling of ion motion is necessitated by the finite spatial
extent of the fiber mode. For completeness, we state its overall physical dimensions. The
integrated single-mode fiber has a core diameter of ∼ 3 µm and a measured mode field
diameter of 2w0 ∼ 5.5 µm at λ = 674 nm at the cleave plane. The free-space output is
well-approximated as a fundamental Gaussian beam, which is described by the formulas:























0.674 = 35 µm is the Rayleigh
range. These numbers yield a 1/e2-intensity mode waist at the ion height of w(z0) = 50 µm.
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3.2 Laser-ion interaction
For the remainder of this thesis, we are concerned with the dynamics of trapped atomic
ions. In contrast to the abstract point particle treated in Ch. 2, an atomic ion provides
additional degrees of freedom in the form of its internal electronic structure, which must be
captured into our conceptual and numerical models.
Of course, the physics of internal and external state manipulation by laser light and other
forms of radiation is fundamental to trapped-ion quantum information, and is extensively
covered in the literature including Refs. [WMI+98, LBMW03]. Here, only an elementary
discussion of laser-ion interaction is given: we focus exclusively on dipole transitions and
Doppler cooling (Section 3.2.1). Our limited scope is warranted since Doppler cooling alone
is sufficient for sub-micron ion confinement – and hence fiber-integration – when carefully
implemented.
For our purposes, the relevant microscopic picture of light-ion interaction is that of
incoherent scattering. When the atomic ion is illuminated by resonant light fields, an
incident photon may be absorbed by the trapped ion, which is subsequently reemitted
through spontaneous emission. The recoil impulse from each scattering event subtly but
finitely alters the ion trajectory – a process that can be configured to reduce the ion velocity
on average in Doppler laser cooling (Section 3.2.2). Additionally, the scattered photon
stream carries information about the ion orbit ~x(t), which may then be used to detect and
correct any excess ion motion (Section 3.2.3).
3.2.1 Dipole interaction
The singly-ionized 88Sr+ atom, which is the target species in this work, has a single valence
electron whose quantum state may be manipulated as the basis of trapped-ion quantum
computing. Fig. 3-2(a) shows the relevant level structure [Gal67]. The time evolution of
the atomic internal state is described by the optical Bloch equations [MvdS99]. Here, we
consider exclusively the dipole transitions (∆j = ±1, where j is the total angular momentum
of the electron) since they exhibit the strongest interaction with incident light and thus
exert the most influence on the ion’s external motion. Along a dipole transition, the photon
scattering rate γ from a single ion (at rest) can be derived from the steady-state solution
of the optical Bloch equations, and is given as a function of laser-ion frequency detuning δ
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Figure 3-2: The internal electronic structure of 88Sr+. (a) The level structure relevant
for this thesis work. The 422 and 1092 nm transitions are dipole transitions (∆j = ±1)
whereas the 674 nm transition (driven by the integrated fiber) is a much weaker non-dipole
transition. (b) Spectroscopy of the 422 nm transition of a single trapped 88Sr+ at rest, as
the red-detuned laser is scanned towards the atomic resonance. Solid red line shows a fit to
the Lorentzian profile of Eq. 3.4. The ion is continuously repumped from the dark 4D3/2
state by concurrent illumination by a 1092 nm laser. The lineshape is clearly broadened
beyond the natural linewidth (FWHM) of Γ = 127 MHz.






















for a given transition, and Γ′ = Γ
√
1 + s is the power-broadened linewidth. In the current
context, Eq. 3.4 makes use of the two-level and ergodic assumptions.
From Eq. 3.4 it is evident that the single-ion scattering rate saturates to Γ/2 under
resonant (δ = 0) and bright (s  1) illumination. Therefore, Γ is a direct measure of the
interaction strength, and we may focus on the 422 nm transition of 88Sr+ (over the 1092 nm
transition) due to its comparatively large decay rate of Γ = 127 MHz. Fig. 3-2(b) shows
the 422 nm scatter from a single trapped ion as the laser frequency is scanned over the
resonance. The peak detected scattering rate of 65 kHz rather than Γ/2 ∼ 60 MHz is due
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to experimental constraints in imaging efficiency. (Note: throughout the scan, the ion is
repumped from the dark 4D3/2 state by simultaneous 1092 nm illumination. We relegate
the explanation of Doppler cooling in a three-level system to Ref. [Lab08].)
In Eq. 3.4, the ion is assumed to be at rest, so the interpretation of the laser-ion detuning
is simply the absolute frequency difference δ = ωl − ωa where ωl and ωa are the laser and
(at-rest) atomic transition frequencies. On the other hand, for an ion with velocity v, the
effective detuning δ′ is computed in the ion’s rest frame as





− ωa = δ − kv, (3.5)
where k = 2piλl is the lab-frame laser wavenumber, and the effective laser frequency has been
Doppler-shifted assuming that the ion is copropagating in the direction of the laser (i.e.
moving away from the source). Even at a fixed absolute detuning δ = ωl − ωa, Eq. 3.5
shows that the scattering rate may still be modulated due to ion motion. It is customary
to separate the contributions from the fixed laser-ion detuning δ and the ion velocity v.
Accordingly, the photon scattering rate by an ion in motion is obtained by replacing the
absolute detuning in Eq. 3.4 as δ → δ − kv, yielding
γ
(












1 + [2(δ − kv)/Γ′]2
)
, (3.6)
which represents a coupling between the internal (scattering, γ) and external (ion velocity,
v) degrees of freedom of an atomic ion. This important physical coupling gives rise to
Doppler cooling, and also a mechanism for deterministic stray field compensation.
3.2.2 Doppler cooling
We now show that the ion can be Doppler cooled according to Eq. 3.6, i.e. that a velocity-
dependent damping force can be engineered in the ion’s equation of motion.
The origin of the damping force lies in each scattering event, which consists of an
absorption and emission of a photon taking place under asymmetric conditions. Namely:
• The incident photon originates from a directional laser beam and thereby possesses
a well-defined momentum h¯~k where ~k is the laser wavevector. Upon absorption, the
photon transfers its momentum onto the atom.
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• Subsequently, the excited atom emits a photon with momentum h¯~k′ by spontaneous
decay. This emission does not have a preferred direction in space, and hence the
wavevector ~k′ is randomized over a 4pi solid angle.
On average, we then conclude that each scattering event will impart an impulse
∆~p = 〈h¯~k − h¯~k′〉 = h¯~k (3.7)
on the atom. Along the ~k-axis, the force on the atom due to scattering of the laser beam is
computed by multiplying the average impulse by the scattering rate of Eq. 3.6
F = h¯kγ (v, δ, s) = F0 − βv, (3.8)
which we have expanded to first order in v, yielding a velocity-independent force F0 and a
velocity-dependent force with an effective coefficient β. The velocity-independent force F0
may be lumped with the “stray field” term c in the equation of motion, which is treated
independently. For the current discussion, we focus on the velocity-dependent term whose
coefficient β is given, after significant algebra, by [MvdS99]
β = −h¯k2 · 4s(δ/Γ)
(1 + s+ (2δ/Γ)2)2
. (3.9)
Note that the sign is determined by the fixed laser-ion detuning δ. When δ < 0, the laser
is said to be red-detuned with respect to the atomic transition, corresponding to β > 0. In
this case, the velocity-dependent force in Eq. 3.8 opposes the instantaneous ion velocity,
leading to dissipation of external motion. [However, the physical force from the laser is
always in the direction of ~k (as captured mathematically by F0 − βv > 0). The “damping
force” simply accounts for the preferential scattering of the red-detuned laser when the ion
is counterpropagating against the beam.]
In general, the damping coefficient β is a complicated function of the illumination inten-
sity s and the laser-ion detuning δ. However, it can be shown that there exists an optimal set





Consistent with its underlying physical basis – momentum transfer by scattering of photons
along a saturable atomic transition – we find that the damping coefficient also saturates at
βmax, which evaluates to 5.8× 10−21 Newton/(m/s) for the 422 nm transition of the 88Sr+
ion. While microscopic, we show later that this cooling force can result in exponential
damping of atomic trajectories with a typical time constant in the sub-millisecond regime.
On the other hand, we note here that since Doppler cooling is based on stochastic photon
scattering, it must yield a nonzero variance in ion momentum (and hence position) in the
limit t → ∞. However, in our numerical simulations, we shall neglect this Doppler cooling
limit which becomes relevant at the length scale of few tens of nanometers. Formally, the
scattering of individual photons is a random event, and thus the overall ion dynamics is
actually described by a stochastic differential equation where the ion position is represented
by a random process X(t). Our deterministic ODE, in contrast, only describes the evolution
of the ensemble mean x(t) = 〈X(t)〉.
Finally, we generalize our discussion to cooling in multiple dimensions. Consider a
trapped ion in three dimensions, whose coordinates are given along the trap axes {eˆ1, eˆ2, eˆ3}.
As shown in Chapter 2, the ion’s equation of motion decouples along each eˆi, and we are
thus motivated to define a set of one-dimensional damping parameters βi. Based on Eq.
3.10, we obtain βi = h¯k
2
i /4 where ki is the projection of the laser wavevector onto the trap
axis eˆi. Notably, it follows that
∑
i βi = h¯k
2/4 = βmax, implying that in multiple dimensions
the maximum achievable damping βmax is divided “zero-sum” among the individual trap
axes. This is indeed the expected result given that the underlying physical mechanism for
Doppler cooling is saturable photon scattering.
3.2.3 Stray field compensation by photon correlation
Previously, we remarked that the charge distribution in the ion’s environment is not a priori
predictable, which gives rise to a stray DC electric field ~Estray at the ion location. The effect
of the field is to incur excess ion motion, which leads to modulation of the scattering rate
through Eq. 3.6. This modulation is observable in the scattered photon stream through
an important technique known as photon correlation [BMB+98]. We use this technique to
deterministically eliminate stray field-induced ion motion.
As will be shown in Section 3.3, steady-state motion of a laser-cooled ion can only occur
in the case of nonzero stray field, which results in excess ion motion in the micromotion
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component. The characteristic frequency of stray field-induced micromotion necessarily
coincides with that of the RF drive Ω = 2pi×fRF. Hence, the basic idea of photon correlation
is to extract the modulation of the scattering rate using a digital lock-in amplifier operating
at the RF frequency. Our implementation (owing to Jarek Labaziewicz) proceeds as follows:
1. The scattered photon stream from the trapped ion is detected by a photomultiplier
tube in counting mode, whose output is digitized at a sampling rate of fs = 300 MHz.
This process yields a digital photon stream s[i] which represents the number of scat-
tered photons collected in the i-th bin of width Ts beginning at time t = Ts · i, where
Ts = 1/fs = 3.3 ns is the sampling period. Because the sampling rate greatly exceeds
the peak 422 nm scattering rate, photons will be sparsely distributed over the digital
stream, which makes direct observation of modulation difficult.
2. The photon stream is correlated against the RF. The digital stream s[i] is segmented
into frames of the driving RF, which are added phase-coherently to produce the RF-








where TRF = 1/fRF is the period of the RF drive, N is the number of RF cycles used
for the correlation (we typically use an “integration time” of TRF ·N = 100 ms), and
k = 0, 1, · · · , TRF/Ts − 1 indicates the subphase φ = 2pi · k/(TRF/Ts) of the RF cycle.










· j + k − i]. (3.12)
Here, δ[i] is the unit impulse and pk[i] is a digital impulse train with periodicity TRF/Ts
(which represents the RF frame) that has been shifted by k units. This alternate form
of Eq. 3.11 makes apparent the mathematical operation of cross-correlation that is
implemented by phase-coherent summation.
By collecting photon statistics over N -cycles, Eq. 3.11 readily reveals whether scattering
by the ion shows a dependence on the subphase of the RF cycle as expected for an ion
exhibiting stray field-induced micromotion. Examples of experimental RF-correlated scatter
c(t) ≡ c[k = bt/Tsc] are shown in Fig. 3-3. The successive rows show decreased modulation
depth as the ion is increasingly brought to rest. A purely DC scattering rate indicates the
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Figure 3-3: Measured modulation in the 422 nm scattering rate induced by the ion velocity.
The modulation contrast c(t) ≡ c[k = bt/Tsc] is produced by summing many properly-
synchronized RF frames of the scattered photon stream (Eq. 3.11). Here, two RF periods
(TRF = 1/(6 MHz) = 167 ns) have been stitched together to yield better frequency resolution
in the FFTs. Each spectrum is normalized by the DC amplitude, and shows the dominant
modulation frequency to coincide with the RF frequency of the ion trap. The ion can be
deterministically compensated against Estray by minimizing the modulation amplitude as
in the final row.
desired condition of a compensated ion at rest. This way, we may use the photon correlation
metric as an error signal for ion compensation.
Keep in mind that the technique will not produce modulation contrast if the ion velocity
is orthogonal to the incident beam, as modulation relies on the first-order Doppler shift.
Therefore, to correctly utilize the photon correlation technique for ion compensation, care
must be taken in experiment to ensure that the ion cannot sustain closed motion in the
plane orthogonal to the cooling laser. Or, equivalently, the beam must be arranged to have
nonzero projections along all trap axes.
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3.3 The damped Mathieu equation
So far, we have reviewed the electronic structure of 88Sr+ and demonstrated that the ion’s
internal structure can affect its external dynamics, giving rise to Doppler cooling: a velocity-
dependent damping term in the ion’s equation of motion. We now formulate the numerical
model that encompasses laser cooling.
The damping force is included in the ion equation of motion along the i-th trap axis as
Mx¨i = −βix˙i +Q (V fi · xi cosΩt+ Estray,i) , (3.13)
where the origin of the coordinate system is the RF quadrupole node. Introducing τ = Ωt/2






+ 2qi cos 2τ · xi = ci, (3.14)
where
• qi = 2QVMΩ2 · fi is the previously defined Mathieu q-parameter,
• bi = 2MΩ · βi is the nondimensional damping parameter from Doppler cooling, and
• ci = 4QMΩ2 · Estray,i is the normalized stray field parameter, in units of [z].
For concreteness, we shall take Ω = 2pi × 6 MHz in the subsequent discussion, which is a
representative RF frequency for the experiments described in this thesis. Under such con-
ditions, the nondimensional damping parameter corresponding to optimal Doppler cooling
(Eq. 3.10) is b = 2MΩ ·
(
5.8× 10−21N · s/m) = 0.0021.
Our analysis of the damped Mathieu equation (Eq. 3.14) proceeds as follows. First,
we present the exact experimental geometry for laser cooling in the asymmetric point Paul
trap, and identify the damping coefficients along each trap axis (Section 3.3.1). We then
choose the axis with the weakest damping, and simulate the ion trajectory in the case of
no stray field (Section 3.3.2) and in the presence of stray fields (Section 3.3.3). Ultimately,
we will see that the effects of Doppler damping and stray field are neatly decoupled into
the secular and micromotion components of the ion trajectory. Given this framework, we
quantitatively summarize the relationship between laser cooling and steady-state secular



















Figure 3-4: Doppler cooling in the fiber-trap system. (a) A schematic depiction of how
the 422 nm Doppler cooling beam (and the 1092 nm repumper) is delivered to the ion in
the asymmetric point Paul trap. As is typical for surface-electrode ion traps, the laser is
confined to be parallel to the plane of the trap, and the cooling beam propagates along
eˆx − eˆy. Inset shows the orientation of the trap axes {eˆi} with respect to the trap xyz-
frame. (b) Photograph of the experimental configuration, showing the cooling beam path
with respect to the orientation of the trap.
3.3.1 The experimental cooling geometry
Surface-electrode ion traps, by their nature, restrict the optical access to the ion to the
half-space above the chip. In order to avoid clipping of the incident beam by the trap
electrodes, laser light is typically delivered parallel to the plane of the trap, i.e. in the xy-
plane as shown in Fig. 3-4. As shown in both schematic and photograph forms, the 422 nm
Doppler cooling beam is delivered to the fiber-trap system along eˆx − eˆy, with essentially
zero projection along eˆz.
Due to such restrictions on the placement of the cooling beam, the trap layout is specif-
ically engineered so that the trap axes {eˆ1, eˆ2, eˆ3} are rotated with respect to the xyz
coordinate frame of the surface-electrode trap. Such design allows the single radial beam to
have finite projections onto all axes of the trap. As noted in Section 2.5 and shown in the
inset of Fig. 3-4(a), the asymmetric point Paul trap achieves a trap axis tilt of ∼ 30◦ in the
yz-plane and a nondegenerate set of secular frequencies at a ratio ω1 : ω2 : ω3 = 0.6 : 0.4 : 1.
Corresponding to this geometry, the damping parameter β is divided among the three axes
according to the ratio
β1 : β2 : β3 = 0.50 : 0.41 : 0.09, (3.15)
showing that the weakest damping is along eˆ3 due to its relatively weak projection kˆ
T · eˆ3.
For this axis, the one-dimensional damping coefficient evaluates to b3,max = 0.09×0.0021 =
1.9× 10−4 assuming optimal Doppler cooling.
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Figure 3-5: Damping of 88Sr+ trajectory (dark blue curve) along the eˆ3 trap axis of the
asymmetric point Paul trap by optimal Doppler cooling. (a) The ion is initialized at the
quadrupole node (x3 = 0) but is given an initial velocity of 200 m/s, which is a reasonable
estimate given a thermal atomic source. The trajectory amplitude tends towards zero with
a damping time constant of approximately Tsec =
4
b3Ω
= 560 µs. By t = 3000 µs, the
trajectory is brought to sub-micron amplitude. The light blue “background” represents
the evolution of the same particle with no Doppler cooling. (b) The effect of laser cooling
depicted qualitatively in the trap reference frame.
3.3.2 Damping of a compensated ion
Let us examine ion motion along the eˆ3 axis, along which Doppler damping is the weakest.






+ 2q3 cos 2τ · x3 = c3, (3.16)
in which x3 denotes the displacement of the ion from the RF node along eˆ3, and optimal
Doppler cooling is assumed (i.e. b3 = 1.9× 10−4). We take a typical value for the Mathieu
q-parameter: q3 = 0.2. For convenience, we will omit the subscripts on the coefficients.
Fig. 3-5(a) shows the effect of the damping term in the Mathieu equation assuming a
compensated ion, i.e. c = 0. The dark blue curve shows the ion trajectory under damping,
where the ion has been initialized at the quadrupole node (x3 = 0) but with an initial
velocity of 200 m/s, which is a reasonable estimate given a thermal atomic source [BLW+07].
(We will take these initial conditions for all trajectories shown in this chapter.) As expected,
the ion amplitude is damped towards zero. The apparent time constant is roughly 600 µs.
Note that, under the harmonic approximation, one can derive an exponential damping
factor of exp (−b3/2 · τ) due to Doppler cooling. The corresponding time constant is T =
4
b3Ω










Figure 3-6: Ineffective Doppler cooling in the symmetric point Paul trap. (a) The cooling
geometry in the symmetric point Paul trap. Given the cylindrical symmetry of the trap, we
diagonalize the radial axes along the direction of the cooling laser. (b) Typical “elongated”
ion orbits observed in the symmetric trap. As the exposure time of the CCD is much longer
than the timescale of trapped ion motion, the ion appears smeared over its trajectory. In
the axis of Doppler cooling, the ion amplitude is xpp ∼ 1 µm. (Note that our imaging
system cannot resolve sub-micron orbits.) In the orthogonal, uncooled axis, the amplitude
is ypp ∼ 30 µm, which is comparable to the mode waist of the integrated fiber.
In contrast, the light blue “background” of Fig. 3-5 shows the evolution of the same
particle with no Doppler cooling. In this case, the peak-to-peak amplitude xpp ≈ 200 µm
is time-invariant and determined entirely by the initial conditions. The amplitude of the
undamped trajectory significantly exceeds the mode waist of the integrated fiber, and is
clearly unsuitable for the integration project. The difference between the two trajectories
is illustrated schematically in the lab xyz-frame in Fig. 3-5(b).
A striking experimental validation of Fig. 3-5 has been obtained in our work with the
symmetric point Paul trap. In this system, as shown in Fig. 3-6(a), a single cooling laser
is delivered radially as is done for the asymmetric trap. However, given the cylindrical
symmetry of the design, we are free to diagonalize the radial axes along the direction of
laser propagation. It then follows that ion motion along eˆx is Doppler cooled, but that
motion along eˆy and eˆz are undamped. In Fig. 3-6(b), we show typical images of one- and
two-ion crystals observed in the symmetric trap, where the ion appears smeared over its
orbit ~x(t) due to the long exposure time of the camera. The calibration is provided by the
inter-ion spacing of 10 µm, which indicates xpp ∼ 1 µm and ypp ∼ 30 µm. We find that the
“elongation” of the ion remains orthogonal to the laser beam as the latter is rotated in the
xy-plane, proving that the amplitude asymmetry originates from the cooling geometry.
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3.3.3 Damping in the presence of stray field
While a compensated ion can be brought to rest by laser cooling, the actual experimental
system is more likely to suffer from finite stray fields. Hence, we must consider the effect
of stray field on the damped Mathieu equation.
We begin by estimating the typical magnitude c of stray field that is consistent with our
experience with the fiber-trap system. Recall that the act of stray field compensation in
experiment consists of searching for a set of DC voltages on supplementary electrodes that
minimize excess ion motion according to the photon correlation signal. By applying a DC
bias, the electric field generated by each electrode is superposed on the intrinsic field profile
associated with the random charge environment. The overall goal is to null the electric
field at the ion through superposition. Hence, it follows that the experimentally relevant
range of intrinsic stray field magnitudes can be inferred by considering the voltages typically
required to compensate an ion.
In the fiber-trap system, the compensation search usually spans several volts on the
compensation electrodes, e.g. ±5 V. The DC potential can be translated into field magni-
tudes at the ion location through numerical computation of the field profile. Based on such
conversion, we find a range of |c| ≤ 5 µm (per Eq. 2.8) to be experimentally reasonable.
Fig. 3-7 shows the resultant ion trajectories as the ion is increasingly miscompensated.
The chosen values for the stray field c lies well within the experimentally relevant range.
Immediately, we observe that the ion is pushed off of the quadrupole node, and that, unlike
the case of Doppler cooling of a compensated ion, a nonzero peak-to-peak amplitude emerges
in the steady-state. By examining in detail a segment of steady-state evolution (namely,
t ∈ [2995, 3000] µs), we note the following features:
• Even in the expanded model, the conceptual division of the trajectory into secular
and micromotion components remains valid.
• Steady-state ion motion lies entirely in the micromotion component, which persists
even in the presence of Doppler damping.
• In contrast, secular motion is exponentially damped, exactly as in the c = 0 case.
We tabulate the mean offset from the RF node 〈x3〉, and peak-to-peak amplitude xpp,3 as
a function of stray field c in Table 3.1.
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Figure 3-7: Effect of increasing stray field c (given in µm) on the simulated trajectories.
There are two effects: (1) the ion is displaced from the quadrupole node, and (2) the
ion experiences steady-state oscillation at the RF frequency of Ω = 2pi × 6 MHz. In the
lower-left panel, the mean offset has been subtracted, in order to emphasize the increase in
peak-to-peak amplitude as the ion is subject to increasing c. The FFT of the trajectories
illustrate that the solution can still be conceptualized as the superposition of secular motion
and micromotion.






Table 3.1: Mean deviation from the quadrupole node and the amplitude of the micromo-
tion shown in the trajectories Fig. 3-7. Values have been rounded to the nearest micron.
Note that both quantities are linearly proportional to the stray field term. Using the har-
monic approximation, the mean displacement is 〈x3〉 = 2cq2 . The peak-to-peak micromotion
























































Figure 3-8: The resilience of stray field-induced micromotion against Doppler cooling. The
simulated micromotion amplitude is invariant to an order of magnitude change in the damp-
ing parameter. Note, however, that the rate of secular damping is controlled by b.
One might now wonder whether stray field-induced micromotion may be better con-
tained by increasing the damping coefficient. Fig. 3-8 shows the variation in ion trajectory
at a fixed stray field of c = 1 µm as the damping coefficient is varied. Note that 10 ·b3,max is
roughly equivalent to the physical cooling limit on the 422 nm transition (i.e. Eq. 3.10). It
is found – perhaps surprisingly – that Doppler cooling has no effect on the micromotion am-
plitude, in contrast to the secular motion. The physical explanation is as follows: the basic
effect of a stray field is to push the ion off of the RF quadrupole node, which enables ion
interaction with the oscillating field. The magnitude of this electromagnetic force greatly
exceeds any damping force realizable through laser cooling. Hence, micromotion induced
by the stray field is essentially unaffected by laser cooling.
In conclusion, we find that steady-state ion motion amplitude can grow to several tens
of micrometers, regardless of Doppler cooling, if the ion is not properly compensated. The
exact relation can be shown to be x3,pp =
2c
q (left as an exercise to the reader!), which
implies that the amplitude per unit stray field is expected to be even greater along the
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eˆ1 and eˆ2 directions of the asymmetric point Paul trap for which the corresponding q-
parameters are smaller. Since micron-level amplitudes are a considerable fraction of the
mode waist of the integrated fiber, explicit compensation of the ion along all three trap
axes is a strictly necessary condition for the fiber-integration project. Fortunately, stray
field-induced motion lies exclusively in the high-frequency micromotion component, which
allows it to be readily detected through the photon correlation technique as long as the
cooling laser has a finite projection on all trap axes.
3.3.4 Summary of the damped Mathieu equation
We have learned that, even after Doppler cooling and stray fields have been added to the
numerical model, ion motion in a RF trap can still be considered a superposition of secular
motion and micromotion. In this framework, the effects of damping and stray field are
neatly decoupled, which we now summarize for the i-th axis:
1. Doppler cooling exponentially dissipates secular motion with a time constant that is





Without damping, secular amplitudes are indeed affected by stray fields; and can easily
exceed 100 µm in steady-state, which is entirely unsuitable for fiber integration.
2. In contrast to secular motion, stray field-induced micromotion is virtually unaffected





which may grow as large as several tens of microns in the fiber-trap system given
typical stray field magnitudes.




Consequently, to obtain sub-micron orbits per the damped Mathieu equation, we require
along each trap axis: (1) Doppler damping of secular motion, and (2) elimination of stray
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field-induced micromotion by ion compensation.
As an aside, note that using Eqs. 3.18 and 3.19 we may directly express the micromotion
amplitude as a function of the offset from the quadrupole node:
xpp,i = qi〈xi〉. (3.20)
This relation emphasizes the importance of the field node in RF ion trapping. Namely, in
Chapter 2, we have found that ions undergo bounded motion in the vicinity of an oscillating
quadrupole node. We now additionally understand that the ion can only be brought to rest
when it is positioned exactly at the RF node.
3.3.5 Implications for the fiber-trap
Our study of the damped Mathieu equation is motivated by our need to achieve sub-micron
localization of the ion in all three dimensions. The sufficient conditions of (1) Doppler
cooling and (2) stray field compensation are achieved by a finite projection of the cooling
laser on all trap axes. This requirement drives the asymmetric redesign of the point Paul
trap, which we take as the basic layout for the fiber-integrated system.
3.4 Beyond the Mathieu equation
Thus far, we have presented the damped Mathieu equation as the governing equation of
motion for a trapped atomic ion under laser cooling. While this model is valid in the
immediate vicinity of the quadrupole node, it is important to realize that the Mathieu
equation is fundamentally based on a linear-field approximation of the RF trapping field
about the node. If the ion samples the electric field further away from the node – as in the
case of large stray fields, for example – we should expect our earlier conclusions based on
the damped Mathieu equation to become increasingly inaccurate.
Given our numerical approach to modeling the motion of trapped ions, we have the
ability to incorporate arbitrary complications to the governing dynamics. The majority of
these elaborations are only relevant when the ion trajectory takes a significant excursion
away from the quadrupole node, and are thus not of particular interest in the context of
sub-micron ion confinement. Nevertheless, we provide a cursory discussion of the “higher-
order” numerical models: we highlight the limitations of the linear-field approximation
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Figure 3-9: Comparison of the true and linearized electric field profiles along the z-axis of
the symmetric point Paul trap. The trap is defined by a = 0.65 mm and b = 3.24 mm,
which corresponds to our experimental sample. In the vicinity of a few 100 µm about
the RF node, the linearized field deviates by about 50% from the actual field magnitude.
Furthermore, note that the linear approximation overestimates the field magnitude for z >
z0, but underestimates for z < z0. The implication is that a large-amplitude orbit z(t) will
be anisotropic about z0 and biased towards z > z0.
embodied in the Mathieu equation (Section 3.4.1) as well as the implications of introducing
noise sources in the equation of motion (Section 3.4.2). The discussion thus seeks to suggest
possible directions for future efforts in advanced trap modeling and design.
3.4.1 Higher-order field curvature
As a concrete example, let us return to the z-axis motion in the symmetric point Paul trap
which was previously discussed in Section 2.4. Although we have identified the oscillating
quadrupole field as the fundamental mechanism that enables ion confinement, we now choose
instead to evaluate ion motion in the exact field profile E0,z(z):
Mz¨ = −βz˙ +Q (V · E0,z(z) · cos(Ωt) + Estray,z) (3.21)
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where we have retained the terms corresponding to Doppler cooling and stray field.
In the case of the symmetric point Paul trap, with an annular RF ring defined by inner













where z = 0 corresponds to the plane of the trap rather than the quadrupole node. We
use z˜ = z − z0 to denote the deviation from the node. The exact profile is illustrated
in Fig. 3-9 for a = 0.65 mm and b = 3.24 mm. Also shown is the linear approximation
for Eq. 3.22, which represents the Mathieu equation. In the vicinity of a few 100 µm
about the RF node, the linearized field already deviates by about 50% from the actual
field magnitude. Therefore, we can expect deviations from the Mathieu model within the
∼ 100 µm neighborhood of the node. Furthermore, note that, due to the asymmetry of the
true field about z0, the ion orbit will also tend to be anisotropic about the RF node.
Deviations from the damped Mathieu equation
Previously, we have asserted that the damped Mathieu equation models the dynamics of a
laser-cooled ion in the immediate vicinity of the quadrupole node. To quantify the notion
of an “immediate vicinity,” we can compare ion evolution in the linearized and true field
profiles. The numerical experiment is as follows: (1) the ion is subject to increasing stray
field, which pushes the ion further away from the node where it samples the increasingly
nonlinear field profile; (2) the error between the “linear” and “true” trajectories is assessed
as a function of the ion-node offset.
We present in Fig. 3-10 the discrepancy in the mean ion positions ∆〈z˜〉 as a function of
the true ion-node offset 〈z˜〉t. (Note that the error in steady-state amplitudes ∆z˜pp could
also serve as a metric for the deviation.) At an ion-node offset of 〈z˜〉t = 28 µm, we find
a percentage error of ∆〈z〉〈z〉t = 11% in the steady-state values. The error introduced by the
linear field approximation increases to 40% when the ion is pushed further to 〈z〉t = 67 µm.
We conclude that the accuracy of the damped Mathieu equation, in the case of the point
Paul trap, is limited to within ±10 µm of the quadrupole node. Clearly, the range of validity
of the Mathieu model depends on the nonlinear character of the exact electric field profile,
which will vary from one trap design to another.
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Figure 3-10: Comparison of ion evolution under the linearized and true fields along the
z-axis of the symmetric point Paul trap with a = 0.65 mm and b = 3.24 mm; z˜ denotes
the deviation from the RF node. The discrepancy between the trajectories is shown as a
function of increasing stray field, which pushes the true position of the ion 〈z˜〉t away from
the node. In these simulations, the RF frequency is Ω = 2pi× 6 MHz, and optimal Doppler
cooling (b = 0.0021) along z˜. The Mathieu q-parameter (in the linear model) is q = 0.2.
The anisotropy of the true trajectory is evident in the c = 1 µm case.
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c = 1.2 µm
Figure 3-11: Demonstration of stray field-induced ion instability in the nonlinear field
model. The system parameters are the same as in Fig. 3-10, while the stray field term
has been slightly increased. Notably, the Mathieu q-parameter is well within the stability
region: 0 < q = 0.2 < 0.9. We find that the true trajectory of the ion is unbounded
along z˜ while the Mathieu model suggests (incorrectly) a confined orbit characterized by
{z˜pp = 12 µm, 〈z〉 = 60 µm}.
Stray field-induced ion instability
We have shown that modeling of the higher-order nonlinearities in the trapping field in-
troduces corrections to the damped Mathieu equation when the ion motion exceeds the
±10 µm neighborhood of the RF node. More remarkably, the inclusion of the nonlinear
field enables qualitatively different types of trajectories to emerge: namely, there is now the
possibility that an ion will escape the quadrupole regime of the trapping field and become
unbounded even when the (equivalent) Mathieu q-parameter lies within the stability region
0 < q < 0.9. Thus, higher-order field modeling compels us to reexamine the notion of ion
stability.
In Fig. 3-11, we increase the stray field beyond the range demonstrated in Fig. 3-10
while keeping all other parameters constant (notably, q = 0.2). It is observed that the true
trajectory of the ion is unbounded, while the Mathieu model predicts a stable ion with a
steady-state orbit characterized by {z˜pp = 12 µm, 〈z〉 = 60 µm}. Here, we have made use
of the formulas from our previous analysis of the damped Mathieu equation (Eqs. 3.17-
3.19) which are mathematically valid regardless of the numerical values taken by the system
parameters. Accordingly, it is impossible to destabilize an ion in a pure quadrupole field as
long as the Mathieu q-parameter lies in the stability region: regardless of the magnitude of
the stray field term, the trajectory will have the general shape as explored in Fig. 3-7 albeit
at an unphysical scale.
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In experiment, no ion trap has an infinite tolerance against stray fields even if the
Mathieu q-parameter is kept well within the stability region. In fact, it is remarkably simple
to destabilize a trapped ion in the point Paul trap in practice by applying an inappropriate
DC field corresponding to a few volts. What is important to realize, then, is that the loss of
the ion is caused by the interaction of the stray field term and the non-quadrupole regions
of the trapping field, since it is mathematically impossible to destabilize an ion in a pure
quadrupole field. To quantitatively reproduce the phenomenon of stray field-induced ion
instability, the numerical model must describe the nonlinear curvature of the trapping field.
Once the dynamical model has been augmented to include the nonlinear features of
the trapping field, the stability of the ion is no longer guaranteed solely by the Mathieu
q-parameter. Instead, it is dependent on other system parameters such as the stray field
term c. Abstractly, the stability condition in the nonlinear model is represented as a volume
in a higher-dimensional phase space that includes the q-parameter and stray field c as two
of its possibly many coordinates, rather than the one-dimensional condition 0 < q < 0.9
corresponding to the Mathieu equation. (The Mathieu a-parameter is assumed to be 0
throughout this discussion.) Unfortunately, the nonlinear case is further complicated by
the fact that the stability of a particle will now depend on the initial conditions, in addition
to the parameters specifying the dynamical model. Hence, the higher-dimensional stability
volume must be defined with respect to a set of initial conditions that physically represents
the experimental loading mechanism.
Despite the numerous complications associated with the computation of the stability
volume, it is this mathematical quantity – rather than the oversimplified Mathieu stability
condition – that is directly relevant to the actual practice of ion trapping.
Higher-order trap design
What theoretical property of an ion trap design guarantees a robust experimental system?
We propose that the design that possesses the greatest tolerance against stray field-induced
instability – i.e. the largest nonlinear stability volume – will be the most reliable in prac-
tice. Our reasoning is as follows: the only quantity in the dynamical model that is totally
unknown to and uncontrolled by the experimentalist is the initial stray field that originates
from the intrinsic charge environment. This random parameter, when sufficiently large, can
prevent trapping altogether in the true nonlinear profile. Thus, we desire a trap design that
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provides the largest nonlinear stability volume so that the trapping attempt is not likely to
be thwarted by random and uncontrolled experimental factors.
Unfortunately, for the reasons cited previously, the direct computation of the stability
volume is challenging. However, since stray field-induced instability originates from the
nonlinear features of the trapping field, an alternate strategy for robust trap design is to
explicitly eliminate or minimize the non-quadrupolar curvature of the trapping field through
electrode layout.
3.4.2 Temporal perturbations: ion heating
In our summary of the damped Mathieu equation, we claimed that the secular motion of an




then, even a vanishingly small projection of the cooling laser on the i-th axis can yield sub-
micron confinement of a compensated ion. This claim is obviously unphysical and does not
correspond to experimental practice, which routinely makes use of more substantial laser
projections. What we have failed to address in our conceptual model are the sources of ion
heating that generate excess ion motion.
In general, “heating” of the ion – randomly-driven ion motion in excess of the steady-
state orbit – occurs when temporal perturbations are injected into the numerical model.
For example, voltage noise on the trap electrodes will result in a random, time-varying
electric field (along the i-th direction) at the ion position ei(t) which is incorporated into
the equation of motion analogously to the stray field. Other sources of error, such as the
mechanical vibration of the experimental setup, the AC dynamics of the charge environment,
or even the Doppler cooling limit, can also be captured as an equivalent electric field noise.
Intuitively, the overall effect of the noise term is to drive random ion motion.
Low-frequency perturbations
If the spectral content of the noise term is concentrated at frequencies below the RF fre-
quency of the trap, we may utilize the secular approximation to derive the equilibrium
ion amplitude under noise-induced heating. In the secular model, the governing equation




that relates the ion trajectory xi(t) to the driving field ei(t). Given the satu-
ration limit on Doppler damping, the transfer function H is always underdamped. It follows
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that the gain at the secular frequency resonance is directly controlled by the magnitude of
the damping parameter bi, which can be shown to be: |Hi(ω0)| ∼ 1bi .
According to the transfer function model, given a noise source with a power spectral
density (PSD) of See(ω), the ion trajectory is also a random process with a PSD given
by Sxx(ω) = |Hi(ω)|2 · See(ω). In other words, the spectral features of the noise term
are transmitted onto the ion motion through a shaping filter |Hi(ω)|2. It is seen that
the magnitude of the damping parameter bi will determine, in conjunction with See, the
nonzero equilibrium amplitude of the ion. For instance, we find at the secular frequency:
Sxx(ω0) ∼ 1b2
i
· See(ω0). Note that, in the case of no Doppler damping bi = 0, the transfer
function H(ω) possesses a pole at the secular frequency. Consequently, the ion trajectory
will not even be bounded in the presence of finite secular-frequency noise if no laser cooling
is provided! The current discussion highlights how our basic understanding of ion motion
can be qualitatively altered by the inclusion of noise sources in the equation of motion.
Ultimately, we find in the experimental system a typical uncooled ion lifetime of ∼ 10 s.
Arbitrary perturbations
While the low-frequency perturbations can be treated analytically through the techniques of
linear signal processing, when the noise content occurs at frequencies exceeding that of the
secular motion, the previous treatment is not appropriate. Fortunately, given our numerical
framework for the analysis of trapped ion motion, we may incorporate arbitrary temporal
perturbations directly into the dynamical system. In this Monte-Carlo approach, an ion
is evolved in time under numerous instantiations of the random noise terms. Statistics are
collected over multiple realizations of the trajectory, which is then analogous to the power
spectrum Sxx(ω).
In the following chapter, we will demonstrate how our numerical framework may be
expanded to study the effects of temporal instabilities in RF amplitude and phase.
3.4.3 The approximation hierarchy
In the previous two chapters, we have described ion motion at various levels of sophistication.
In Fig. 3-12, we organize the various schemes as a succession of approximations.
At the most general level, full dynamics can represent the arbitrary interactions of the









Omission of random processes
Linearization of the RF field
“Time-averaged” motion
Omits: Micromotion
Mx¨i = −βix˙i −Mω
2
i · x˜i +Q · Estray,i
EOM:
Omits: Heating sources
Mx¨i = −βix˙i +Q · {V · E0,i(xi) · cos(Ωt) + Estray,i }
EOM:
Omits: Stray field-induced ion instability
Mx¨i = −βix˙i +Q · {V · fi · x˜i · cos(Ωt) + Estray,i}
EOM:
Mx¨i = −βix˙i +Q · {V · E0,i(xi) · cos(Ωt) + Estray,i + ei(t)}
Equation of motion (EOM):
(Parameters may be time varying)
Figure 3-12: The approximation hierarchy for ion motion in an RF trap. The most general
description – “full dynamics” – is indicated at the top, while the most restrictive model is
at the bottom. For each level, we have indicated the governing equation of motion, and the
aspects of ion trapping that are omitted by assuming a particular approximation.
in the dynamical system can be time-varying, which can be used to represent imperfections
in the experimental system. The drawback of this description, of course, lies in the steep
computational cost associated with a Monte-Carlo computational experiment.
By omitting random processes and temporal perturbations, we obtain ion motion in a
deterministic field. Having adopted a deterministic equation of motion, we lose the ability
to represent sources of ion heating.
By linearizing the field about the RF node, we arrive at the Mathieu equation which is
a common starting point in the study of ion trap dynamics. In this chapter, we have relied
on this level of description to study sub-micron ion confinement in the fiber-trap system.
In comparison to the nonlinear model, the Mathieu approximation neglects the possibility
of stray field-induced ion instability, and replaces the stability condition with a simpler cri-
terion in the Mathieu aq-space that does not accurately represent the experimental system.
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Finally, the secular model approximates ion dynamics as a harmonic oscillator. This
approach is the most restrictive and is only valid for ions that are both compensated (as it
omits micromotion) and cold (so that the linear-field approximation is valid).
3.5 Summary and outlook
We have specialized our understanding of RF ion traps to the confinement of atomic parti-
cles. The electronic structure of 88Sr+ was presented, and we demonstrated that the internal
and external degrees of freedom of a trapped ion are coupled, giving rise to Doppler cooling
of secular motion and the photon correlation technique for stray field compensation. We
then formulated a numerical model for a trapped ion under laser cooling, which allowed us
to analyze the effects of Doppler damping and stray field on the steady-state ion trajectory.
Notably, the RF node was shown to be the unique position in space where sub-micron ion
localization can be achieved.
In general, the development of integrated ion traps will require localization of the ion
in three-dimensions with respect to the mode dimensions of the integrated element. In
this chapter, we have emphasized: (1) the importance of Doppler cooling for dissipation
of secular motion, and (2) the compensation of stray fields which can sustain induced
micromotion even despite laser cooling. In practice, these conditions are satisfied by a
sufficient projection of the cooling beam onto all trap axes.
Finally, we have described several higher-order schemes which extend the validity of
the numerical model beyond the quadrupole region of an ion trap. In particular, by ex-
amining ion motion in the true nonlinear field, it was shown that stray fields can induce
ion instabilities. In contrast, it is theoretically impossible to destabilize a trapped ion in a
pure quadrupole field as long as the Mathieu q-parameter satisfies the stability condition
(0 < q < 0.9). Our discussion of a high-dimensional stability volume offers an alternate




In our analysis of laser-cooled atomic motion in RF ion traps, the quadrupole node was
revealed to be a unique point in space where a trapped ion could be brought to absolute
rest, up to the cooling limit. In this chapter, we introduce a novel technique for the in situ
translation of the node by the use of multiple RF sources in a single trap, which permits
ion translation without micromotion. This positioning ability is shown – through our work
on fiber-integration – to be an enabling technology for the development of integrated traps.
Our exposition of the multiple RF translation method proceeds as follows:
• First, the need for in situ micromotion-free positioning is demonstrated in the context
of fiber-integration (Section 4.1).
• We then analyze RF-based ion height variation along the z-axis of the symmetric
point Paul trap, which provides an analytic model for RF translation (Section 4.2.1).
• Next, radial translation is presented for the asymmetric point Paul trap (Section 4.2.2).
• Lastly, we conduct a numerical study for the susceptibility of ion amplitude to selected
errors in the multiple RF implementation (Section 4.3).
The idea and implementation of height variation and radial translation in the point Paul
trap are my own work, and have been published in Refs. [KHK+10] and [KHC11]. Our
efforts in positioning by multiple RFs may be considered an early implementation for the
more general notion of “Reconfigurable trap arrays” [Chi11], which leverages the versatility
of electrode design to enable new functionalities [VCA+10, HDM+09].
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4.1 Ion positioning in integrated traps
In the previous chapter, we discussed the experimental requirements for the spatial local-
ization of a trapped 88Sr+ with respect to the integrated fiber mode, where it was found
that
1. The secular motion must be Doppler-damped along all trap axes, and
2. Steady-state micromotion amplitude must be eliminated by stray field compensation
through the photon correlation (or some other) technique.
Regarding the latter point, we derived an important relation regarding the peak-to-peak
micromotion amplitude xpp and the offset of the ion 〈x〉 from the quadrupole node
xpp = q · 〈x〉, (4.1)
which shows that sub-micron ion confinement may be achieved only in the immediate vicin-
ity of the quadrupole node where 〈x〉 ≈ 0. In other words, while the mean ion-node offset
〈x〉 may be adjusted by the deliberate addition of DC fields, the resultant ion location will
not coincide with the zero of the RF field and therefore its motion will be driven by the
rapidly changing RF fields, leading to increased micromotion. This “hot” ion motion whose
amplitude is given by Eq. 4.1 makes the trapped ion unfavorable for QIP applications.
Therefore, we take the coincidence of the trapped ion and the quadrupole node as an
absolute necessity. In the context of trap integration, it then follows that the trapping
quadrupole fields must be carefully implemented so that they are precisely aligned with the
integrated element. For instance, in our description of the fiber-trap system, we assumed
that the ultimate ion location is coaxial with the axis of the fiber, which is indeed required
for optimal coupling between the ion and the fiber at any given ion height. Such align-
ment, however, cannot be taken for granted but must be explicitly engineered by precise
construction of the trap electrodes with respect to the integrated fiber.
In optics integration, precise construction is a matter of “life or death” as the typical
optical mode is Gaussian which has an exponential fall-off in intensity in the transverse
plane. In the fiber-trap system, the 1/e2-intensity mode waist is w ≈ 50 µm (Section
3.1). It is important to keep in mind that, at a deviation of one mode waist, the local field







Figure 4-1: A typical offset between the trapping location (quadrupole node) and the center
of the fiber mode. The 1100 µm feature is the centermost electrode of the point Paul trap,
in which the fiber is embedded. The 10 µm spacing between the ions calibrates the high
magnification image, and the offset between the centroid of the two-ion crystal and the
center of the (unfocused) fiber image is measured to be 110 µm which significantly exceeds
the fiber mode waist. The image was taken in the symmetric point Paul trap, which explains
the elongated structure of the ion (due to poor damping of secular motion).
the ion and the fiber, the alignment between the quadrupole node and the fiber-axis must
be good to a fraction of the optical waist, i.e. at the micron-level!
In general, the precise construction of an integrated trap system is technically challeng-
ing as it encompasses numerous degrees of freedom. For instance, the definition of the trap
electrodes will vary within some given fabrication tolerance (±50 µm in our printed circuit
board implementation) which gives rise to unpredicted shifts in the exact location of the
quadrupole node. Material parameters, such as dielectric constants associated with trap
materials, can also affect the exact field configuration, but were not modeled in our elec-
tromagnetic trap simulations. In the fiber-trap system, additional details include the exact
tilt of the fiber with respect to the trap normal and the cleave angle of the fiber facet (typ-
ically a few degrees). One also has to deal with factory tolerances of the components used,
such as the concentricity of the core and cladding in the optical fiber itself (a few microns).
Taking all such factors into account, we have, unsurprisingly, found typical ion-fiber offsets
on the order of 100 µm as shown in the CCD images of Fig. 4-1. The alignment problem
is especially difficult to address preemptively, since the exact offset is not known until a
successful ion signal is obtained, a process that may require significant preparatory work
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to bring the system to vacuum conditions neccesary for atomic ion trapping. In the past,
the alignment challenge was typically addressed by physically moving the trap relative to
external objects in situ [KLH+04, LLVC09, DRB+10], which is clearly inapplicable when
the element of interest is integrated directly onto the trap structure.
While it may, in principle, be possible to construct a perfectly-aligned integrated system
by improved technical construction, we present here an alternative, general solution based
on the use of multiple RF sources in a single trap, which allows the quadrupole node to be
translated in situ with respect to the integrated mode. In contrast to DC translation, the
RF-based technique does not necessarily generate additional ion micromotion, making it
compatible with QIP applications. The recent investigations (concurrent with this thesis)
into the use of multiple RFs for ion position control has led to: (1) strong-coupling between
a many-ion crystal and a cavity mode [HDA+09], (2) novel transport of ions in 3D beyond
conventional pseudopotential-“tube” shuttling [KLBK+10], (3) spatial tuning of the ion
fluorescence collection efficiency by an integrated multimode fiber [VCA+10], among others.
In this work, we engineer the coupling of a trapped 88Sr+ ion to an integrated Gaussian
optical mode via RF-based position control. Future developments in optics integration will
employ sub-10 µm waists, such as microcavities [HWS+11] for the realization of quantum
light-matter interfaces [CZKM97, KK09] or lensed fibers for faster gate times and optical
trapping of ions [SEHS10], which underscores the importance of RF-based ion translation.
4.2 RF-based ion translation
In Chapter 2, we emphasized the oscillating quadrupole field as the basic physical mechanism
enabling RF ion trapping. By using the superposition principle for electric fields, it is
possible to translate the quadrupole node through multiple, synchronized RF sources applied
to different trap electrodes. Field superposition is the simple notion that underlies RF-based
ion translation.
We begin with a discussion of multiple RF drives in the symmetric point Paul trap that
effects quadrupole node translation along the central z-axis (Section 4.2.1). Although our
ultimate goal for ion translation is to mode-match the fiber-ion interaction in the radial












Figure 4-2: The use of two RF sources in the symmetric point Paul trap, that results in
translation of the quadrupole node z0 along the central z-axis. The original RF1 voltage
is still applied on the ring electrode. The new source RF2 is brought to the previously-
grounded center electrode. In practice, the contacts are made at the corner square pins
which are connected to the circular electrodes through vias. Parameters  and θ describe
the relative amplitude and phase of RF2 with respect to RF1.
1. The symmetric point Paul trap offers closed-form solutions for the electric potential
and fields along the z-axis. Thus, we can obtain an analytic understanding of RF-
based translation.
2. Additionally, the height of the trapped ion in a surface-electrode ion trap is an experi-
mental parameter of interest. The ability to vary the height in situ enables important
experiments for trapped-ion QIP, especially in the study of anomalous heating.
4.2.1 Height variation in the symmetric trap
As noted, the basic principle of the method is to apply different amplitudes of RF po-
tential on separate electrodes, causing a shift of the RF field node relative to those elec-
trodes [HDA+09]. An implementation of this technique that results in ion height variation
in the symmetric point Paul trap is particularly simple, where it is achieved by adding an
RF field to the central, previously-grounded electrode, as shown schematically in Fig. 4-2.




V cos (Ωt+ θ) for 0 < ρ < a,
V cos (Ωt) for a ≤ ρ ≤ b,






Figure 4-3: Qualitative depictions of the electric fields associated with each of the two RF
electrodes. (a) The ring electrode, by itself, generates a quadrupole node at a height z0 on
the central axis. (b) The field due to the center electrode can be superimposed onto that
of (a) in order to effect translation of the quadrupole node along the z-axis.
where  and θ account for the amplitude and phase difference between the inner and outer
RF electrodes, which are assumed to be under experimental control.
Before proceeding to find a solution to the potential in this configuration, it is useful to
analyze the scenario in qualitative terms to gain some intuition about the influence of the
second RF potential.
Along the z-axis, the RF field from the outer ring electrode reverses its sign around
the quadrupole zero point z0 [Fig. 4-3(a)], while the field from the inner RF electrode
is always in the same direction on the z axis, pointing away from the trap surface [Fig.
4-3(b)]. If the two electrodes are driven in-phase, their fields will be of opposite sign for
z < z0 and the same sign for z > z0. In that case, the effect of the second RF field is to
decrease the magnitude of the field below the original trap location and increase it above,
thus bringing the RF node closer to the electrodes. Conversely, if the two RF electrodes
are driven out-of-phase the trapping point will move away from the electrode surface.
To develop a quantitative model, we solve for the electric potential in the entire half space
z > 0 for the boundary conditions of Eq. 4.2. However, we specialize in the cases of in-phase
(θ = 0) and out-of-phase (θ = pi) drives. The scenario where the two electrodes are related
by some other relative phase should be avoided, as it will result in excess micromotion,
analogously to the case of the four-rod linear Paul trap [BMB+98]. Absorbing the phase




e−kz J0(kρ) [bJ1(kb)− (1− )aJ1(ka)] dk,
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On−axis height, z (units of z0)
Figure 4-4: Variation in the on-axis pseudopotential Ψ with the addition of secondary RF
at various values of . The trap dimensions a and b are as found in Table 2.1.
where V (z, ρ, t) = V cos(Ωt)κ(z, ρ) as in our work in Chapter 2. As before, we focus on the
case of ρ = 0 which yields a closed-form expression for κ(z, 0):
κ(z, 0) =
1√
1 + (az )
2
− 1√









where  > 0 and  < 0 correspond to the in-phase and out-of-phase drives, respectively.





and assuming the optimal point Paul trap geometry of Table 2.1, we plot the on-axis
pseudopotential for various values of  in Fig. 4-4. It is seen that, in accordance with
our qualitative description, the in-phase drive ( > 0) lowers the trap height z0 while the
out-of-phase drive  < 0 increases the height.
Given the pseudopotential as a function of , the translated trap location z′0() and
turning point z′max() can be found analytically after much algebra, yielding:
z′0() =
√
b2a4/3(1− )2/3 − a2b4/3












































−1 −0.5 0 0.5 0.83
−1 −0.5 0 0.5 0.83
−1 −0.5 0 0.5 0.83
Figure 4-5: The variation in trap height, the Mathieu q-parameter and the effective trap
depth as a function of the relative amplitude of the secondary RF. These parameters are
computed for an optimal z0 = 1 mm
88Sr+ trap (i.e. a = 0.652 mm and b = 3.577 mm),
with V = 200 V and Ω = 2pi × 6 MHz. (As a rough guide to interpreting D′: we routinely
trap atomic ions at a depth of 50 meV.)
which can be approximated to be linear for small , and
z′max() =
√
b2a4/5(1− )2/5 − a2b4/5
b4/5 − a4/5(1− )2/5 . (4.6)






(a2 + z′20 )5/2
− 3b
2z′0
(b2 + z′20 )5/2
]
. (4.7)
Note that, in addition to the height variation, the presence of a second RF modifies the
overall shape of the pseudopotential and also the effective trap depth, as evidenced in Fig.
4-4. Namely, the out-of-phase regime is limited by a diminishing barrier on the side further
away from the trap, and the in-phase drive causes a lowering of depth on the side towards
the trap plane. For an ideal z0 = 1 mm point Paul trap, Fig. 4-5 summarizes the variation
in ion height z′0, the Mathieu q
′-parameter, and overall trap depth D′ as a function of . In
particular, note the cusp in trap depth at  ≈ 0.7, which owes to the rapidly diminishing
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Figure 4-6: Measured variation in ion height with the addition of the second RF on the
innermost electrode of the symmetric point Paul trap. Solid curve shows the height variation
curve based on a numerical boundary element analysis for the field profiles, while the dashed
curve shows the height as predicted by Eq. 4.5. The accuracy of the height measurement
is limited by the finite waist of the laser beams.
trap barrier on the side towards the trap. Beyond  > 0.83, the quadrupole field is no
longer defined as the superposed field is dominated by the central electrode which does not
by itself produce a quadrupole node. Conservatively, a range of 0 <  < 0.7 leads to a
vertical range of 0.6 ·z0 that is achievable without suffering any decrease in trap depth from
the single-RF configuration. Of course, a reduction in trap depth due to this technique may
be compensated by varying the magnitude of the RF voltage and the RF frequency.
The height variation model in the symmetric point Paul trap has been experimentally
validated in the in-phase  > 0 parameter space. Fig. 4-6 shows the results, where the
vertical ion position has been accurately calibrated by a translation stage that controls the
height of the ion detection laser with sub-micron precision. The solid line is the theoretical
translation curve, which is based on numerically computed fields corresponding to the exact
electrode geometry (e.g. with gaps between electrodes, and finite DC pads) that was shown
in Fig. 4-2. In experiment, we found that stable trapping was straightforward to achieve
even with two RF sources. Single ions and many-ion crystals were trapped as close as
200 µm from the trap surface, although the initial design height (with single RF) was
940 µm. Further approach to the trap plane was only prevented by scattering of the












Figure 4-7: Configuration of two RF sources on the asymmetric point Paul trap that effects
node translation along the radial direction. Exact dimensions of the trap are given in
Section 2.5. The original RF electrode is the shifted ellipse; we apply a secondary RF to
the side, formerly-DC electrode on the narrow-side of the minor axis. The combination of
these electrodes will produce quadrupole node in the yz-plane that may be translated as a
function of .
4.2.2 Radial translation in the asymmetric trap
In the context of this thesis work, the primary motivation for in situ ion positioning is due
to the exponential fall-off in intensity along the transverse plane of a Gaussian fiber mode.
Here, we analyze translation of the trapped ion in the horizontal plane of the fiber-integrated
asymmetric point Paul trap.
Since RF translation is fundamentally based on electric field superposition, in order to
translate the quadrupole node in the radial plane, we must utilize a secondary RF electrode
that possesses significant radial field components. In this discussion, we use as the two
RF electrodes: (1) the elliptical electrode, and (2) the side, formerly-DC electrode on the
narrow side of the minor axis. The centermost electrode is grounded. The configuration
is shown in Fig. 4-7. By inspection of the trap layout, we conclude that the resultant RF
translation must occur in the yz-plane, over which the relevant electric field configurations
can be obtained from a boundary-element electromagnetic simulation. It is then a simple
numerical exercise to derive the node translation curve, the variation in trap depth and
Mathieu q-parameter, etc. as we have previously done for the symmetric point Paul trap.
In Fig. 4-8 we show how the node translation is correlated with the rotation of the trap
axes in the yz-plane. The series of axes corresponding to  = 0.0, 0.1, · · · , 0.9 indicate the
trap axes as the node is translated in the lab yz-frame. The background contour lines show
the original pseudopotential at  = 0 which, in conjunction with the node translation curve,
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implies a significant reconfiguration of the trapping fields as  is increased from 0 (single
RF) to 1 (equivalent to shorting the two electrodes). Detailed deformation of the harmonic
well is further illustrated in Fig. 4-9 where the variation in secular frequencies as a function
of  is shown.
We emphasize that the introduction of additional RF sources modifies the shape of the
global pseudopotential, and thus all trapping parameters are expected to vary as a function
of . The optimization of the electrode layout with the intent of decoupling node translation
and other relevant trap parameters is likely to be experiment-specific. In the case of the
fiber-trap system, the trap design is chosen such that all trap axes retain a nonzero tilt with
respect to the xyz-frame over the translational range of interest, which guarantees proper
laser cooling of the ion in 3D. More specifically, for 0 <  < 0.6 which corresponds to a
translational range of ∆y ≈ 200 µm, the trap axes remain nondegenerate and each maintain
a nonzero projection on the horizontal xy-plane.
Unfortunately, because the actual translation trajectory lies along eˆy + eˆz and because
the relevant displacements for ion-fiber modematching involve only tens of microns, it is
difficult to confirm experimentally the predicted translation curves of Fig. 4-8. Aside
from verification, operating the trap with multiple RFs for radial translation (e.g. in the
configuration of Fig. 4-7) is as straightforward in practice as the case of height variation.
We postpone the experimental validation of multiple RF radial translation until Chapter 6,
where it is used to reproduce the Gaussian mode shape of the integrated fiber.
4.3 Modeling of RF errors
As the primary advantage of RF-based translation over DC offsets is the avoidance of
induced micromotion, it is important to assess the sensitivity of the ion motion to the
additional degrees of freedom that are introduced by the use of multiple RF sources. For
example, two immediate sources of error include imperfect control of the relative amplitude
 and the phase offset θ. Following a qualitative discussion of the these control errors
(Section 4.3.1), we precisely formulate the numerical simulation for assessing their effects
(Section 4.3.2) and present the results, i.e. the susceptibility of ion motion to noise in  and
θ (Section 4.3.3). Our error analysis will be valuable in the design of instrumentation that
will eventually control multiple RFs actively [KBB11].
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Figure 4-8: Translation of the quadrupole node in the yz-plane in the asymmetric trap
using the configuration of Fig. 4-7. The zero of the y-axis represents the center of the
center, grounded electrode. The contour lines indicate the pseudopotential at  = 0. The
translated node position is indicated by a red dot whose associated vectors indicate the
trap axes. Note that the tilt of the trap axes with respect to the lab frame is “undone”
by increasing  as indicated in the inset. The two graphs on the bottom show the ion
displacements ∆y and ∆z from the original trapping location as a function of .
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Figure 4-9: The variation in Mathieu q-parameter and the trap frequency as a function of
 at V = 200 V and Ω = 2pi × 6 MHz in the asymmetric point Paul trap. The change
in secular frequencies indicates deformation of the harmonic well. Note, in particular, the
degeneracy of the two radial modes at  ≈ 0.9, i.e. “undoing” of the built-in asymmetries
of the trap.
4.3.1 Qualitative description and approach
We begin with a qualitative description. Consider the case of a time-varying (t) which
represents voltage “jitter” due to imperfect amplitude control about the desired ratio 0.
If the variation in (t) is sufficiently slow, and the ion is continuously Doppler cooled, it
is reasonable to expect the ion to follow the node adiabatically as given by the translation
curve of Fig. 4-8. On the other hand, if the jitter is fast, we expect the ion to lag behind
the node position due to inertia. (The timescale determining “slow” and “fast”, as well as
any resonances, is of course governed by the dynamics of the ion, i.e. the damped Mathieu
equation.) Note that this is in contrast to the conventional single RF configuration, where
amplitude jitter on the RF will result in time modulation of the q-parameter but not spatial
translation of the quadrupole node.
The stability of the node location is also jeopardized by a static phase error, i.e. when
θ is neither in-phase (θ = 0) nor out-of-phase (θ = pi). This is evident by considering again
the basic notion of superposing two RF fields
~E(~r, t) = ~E1(~r) cos(Ωt) + ~E2(~r) cos(Ωt+ θ) (4.8)
=
(
~E1(~r) + cos(θ) ~E2(~r)
)
· cos(Ωt) + sin(θ) ~E2(~r) · sin(Ωt) (4.9)
where it is shown that unless θ = 0 or pi, the overall field is the superposition of two spatial
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fields with opposite time-dependent quadratures. Given the orthogonality of cos(Ωt) and
sin(Ωt), it follows that a time-independent quadrupole node can exist at ~r0 only when both
~E1(~r0) = 0 and ~E2(~r0) = 0, i.e. a restrictive scenario that precludes node translation. In
general, the superposed node will be time-varying, and, at certain points of the RF phase,
may even cease to exist.
While it is possible to perform an analytic, first-order perturbative study of the dynam-
ics [BMB+98], we opt for a Monte Carlo-type numerical analysis. This way, we are able to
explore the effects of large-magnitude errors as well as subjecting the ion to both amplitude
and phase effects simultaneously.
4.3.2 Details of the numerical study
We simulate the classical dynamics of a trapped ion in the yz-plane of the asymmetric point
Paul trap under two RF sources at the operating point 0 = 0.25, which is a representa-
tive value for the fiber-trap experiment described in Chapter 6. The relevant equation of














~E1(y, z) · cos(2τ) + (τ) ~E2(y, z) · cos(2τ + θ)
}
. (4.10)
Here, the primes indicate a derivative with respect to τ . The quantity 2QV1
MΩ2
, where V1 is the
voltage applied to the elliptical electrode RF1, is closely related to the Mathieu q-parameter,
and b is the nondimensional damping constant which we take to be 1/3 of the optimum
Doppler cooling value of 0.0021. The vector fields ~E1(y, z) and ~E2(y, z) represent the electric
field profiles corresponding to each electrode at a bias of 1 V. Finally, the variables (τ) and
θ represent the errors that we seek to model. We neglect stray fields.
We implement “jitter” in the RF ratio (τ) as follows. At every 1 µs, we sample from a
normal distribution 0 ·N(1, σ2) where 0 represents the desired ratio and σ is the standard
deviation of the distribution that, in the current context, is also the fractional error in
. This sampling yields a sequence which may then be connected by linear segments to
produce a random continuous time function (τ) that represents imprecision in the control
of RF amplitudes. Note that, in our scheme, the variation in (τ) is slow with respect to
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the RF period [T = 1/(6 MHz) = 0.17 µs]. As a result, we are modeling the variations in
the amplitudes between successive RF peaks rather than a sudden perturbation in voltage
within a single period. Another way to interpret the model is that we are injecting white-
noise error into the dynamic model with a bandwidth of 1 MHz. In contrast, we model
phase errors straightforwardly as a static θ term in Eq. 4.10. The RF error configuration
can thus be characterized by the pair (σ, θ). Given the randomness of (τ), the simulation
at every configuration is repeated ten times. Each run evolves the ion for 1 ms, which is
sufficient damping time for the steady-state trajectory to emerge.
We characterize the resultant ion amplitude by computing the two-dimensional standard
deviation of the steady-state orbit in the yz-plane. The motivation for choosing this measure
comes from the conventional characterization of trapped atomic wavepackets in terms of
their full-width-half-maximum (FWHM), which is mathematically equivalent to a standard
deviation. A typical length scale for a laser-cooled ion is the Doppler-limited FWHM of some
100 nm, which serves as a convenient metric for interpreting the results of the simulation
with regards to QIP applications.
4.3.3 Results
Fig. 4-10 shows the increase in ion amplitude in steps of 50 nm as the ion is subject to
increasing errors in (σ, θ). The simulation corresponds to the asymmetric point Paul trap
of Fig. 4-7 at the operating point of 0 = 0.25. In order to maintain ion confinement
near the Doppler limit (∼ 100 nm), it is observed that the RF amplitudes must be stable
to a fractional error of σ = 0.01% and the sources phase-locked to less than a degree.
When the elliptical RF1 is operated at V1 = 200 V (a representative number for the fiber-
trap experiment), the requirement on σ implies a control of ∆V2 = 20 mV on RF2, a
rather strict requirement! In our experiment, we meet this criterion by relying on a passive
capacitive network for generating in-phase RF1 and RF2, which bounds the amplitude error
at σ = 0.005%/C◦ and provides essentially perfect phase control. Our implementation is
described in Section 5.4. Note also that the sensitivity to RF control is trap-design and
operational-point dependent, and may be reduced at the cost of total translational range.
What is also emphasized in this analysis is the extreme sensitivity of the trapped ion to
electric field noise. One can interpret the results of Fig. 4-10 generally as being that all trap
electrodes in the asymmetric point Paul trap must be controlled absolutely to within 10 mV
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Figure 4-10: Results of a Monte-Carlo simulation showing the amplitude of ion trajectory
as a function of RF errors (σ, θ). Isocurves come in steps of 50 nm. A set of 10 simulations
are performed at every intersection of the dashed grid, and the desired isolevel is computed
by interpolating between each edge of the simulation grid for the isovalue, which yields the
colored points. Ellipses are fit as a guide to the eye. The contour line corresponding to
100 nm RMS amplitude can be considered the Doppler cooling limit.
in order to avoid significant perturbation (i.e. 100 nm) of the ion. Note that the ion height
in the asymmetric point Paul trap at 0 = 0.25, which we have analyzed, is z
′
0 ≈ 770 µm.
The sensitivity to trap electrode noise is expected to increase as the ion is brought closer
to the trap plane, emphasizing the level of control over electronic noise that is required for
trapped-ion QIP.
4.4 Summary and outlook
In this chapter, we have introduced the use of multiple RF sources in a single ion trap
and analyzed the resultant translation of the quadrupole node in both the symmetric and
asymmetric point Paul trap designs. RF-based radial translation of the ion in the asymmet-
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ric point Paul trap is highly important to fiber-integration as it provides a mechanism to
mode-match the ion and the integrated mode in situ, without the necessary penalty of ex-
cess micromotion associated with DC-based translation. We have emphasized the coupling
between node translation and various trap parameters, which must be appropriately decou-
pled for the given experimental requirements. Finally, we have presented a Monte-Carlo
simulation of the amplitude susceptibility to the additional degrees of freedom generated by
the use of two RF sources: the fractional error in amplitude control σ, and the phase offset
θ. We use the numerical result to suggest that our experimental implementation of RF
translation is compatible with requirements for QIP. However, the ultimate experimental
verification of this claim – the confirmation of ground-state ion cooling and a measurement
of multiple RF heating rate that is consistent with single RF – remains to be demonstrated.
One extreme implementation of RF translation is to use a digital “on-off” connection to
multiple electrodes from a single RF source – i.e. a reconfigurable trap array. For example,
in the N -electrode ideal point Paul trap, there are 2N−2 possible digital configurations that
will generate a quadrupole node, each at a different height. In this scheme, in exchange for
the loss of analog height control, one eliminates the errors σ and θ.
With the advent of multiple RF control in a single surface-electrode trap, it is possible to
engineer new trap designs for specific translational functionality. For instance, the ability of
the point Paul trap to vary the ion height without incurring micromotion is expected to be of
tremendous value in the search for the origin of anomalous heating in ion traps [DOS+06,
LGA+08]. Anomalous heating is believed to originate from fluctuating patch potentials
on the electrodes. The model describing this effect predicts a scaling of the heating rate
of 1/z40 ; however, only one experiment has thus far been able to conduct a systematic
study to confirm this in a single trap geometry [DOS+06]. Previous work on this problem
have either used a technically challenging setup in which the trap electrodes were moved
in situ [DOS+06] or has relied on systematic testing of traps of identical geometry but at
different scales, which has the disadvantage of random errors associated with the fabrication
of the individual samples [LGA+08]. As the suggested scheme for the point Paul trap in
principle allows for in situ variation of the ion height by almost an order of magnitude, it
provides for an extremely sensitive test of the patch potential model without complications
associated with physically moving the trap electrodes and without the errors and difficulty





All work presented in this thesis were conducted in a unique experimental configuration,
known as cryogenic ion trapping, based on a 6 Kelvin closed-cycle cryostat apparatus similar
to the one presented in Ref. [ASA+09]. The cryogenic environment offers several advantages
for ion trapping (and also challenges) that have been explored by the trapped-ion QIP
community, such as (1) the thermal deactivation of anomalous ion heating [LGA+08], (2)
the development of superconducting surface-electrode ion traps [WGL+10], and (3) the
dramatic suppression of material outgassing that allows ultra-high vacuum (UHV) pressures
of sub-10−9 torr to be reached in 12 hours or even less. The latter point, namely the rapid
turn-around time for trap deployment, was crucial for the fiber-integration project where it
enabled in a span of just two years over fifteen trap instances of various designs to be tested.
With each iteration and misstep, the requirements and techniques for fiber-ion integration
were illuminated, which make up the contents of Chapters 2-4.
In this chapter, we describe the experimental setup in which the fiber-trap system was
implemented. Through the numerous iterations, we have learned that the four “pillars” for
successful ion trapping in the cryostat consist of (1) vacuum, (2) ion source, (3) electronics
and (4) laser light. The discussion here is organized around this conceptual division. Fol-
lowing a high-level overview of our experimental setup (Section 5.1), we provide a detailed
description of the cryogenic apparatus (Section 5.2) that provides UHV vacuum. We then
cover “electronics,” i.e. the construction of the surface-electrode trap (Section 5.3) and
electronic instrumentation (Section 5.4). Finally, we discuss light delivery and ion imaging
(Section 5.5). All work presented here is my own, unless otherwise noted.
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5.1 Overview
The main experiment chamber of the closed-cycle cryostat, containing the ion trap chip in
its center, is shown in Fig. 5-1. The figure highlights the four requirements that we have
come to appreciate for successful trapping in the cryostat system:
1. Vacuum: Is the pressure maintained in the experiment chamber sufficiently low to
enable ion trapping (i.e. to reduce the collision rate of the trapped ion to background
gas)? In the closed-cycle cryostat, the question of pressure is intimately tied to the
thermal performance of the cryostat.
2. Ion source: Is there a functional source of 88Sr+ available for the ion trap? In the
course of the fiber-trap implementation, we have explored both photoionization of an
atomic strontium beam from a thermal oven [BLW+07] and ablation loading from a
strontium titanate (SrTiO3) crystal [LCL
+07]. We ultimately settled on the former
as it produces significantly less contamination (i.e. generation of stray charge) during
the loading process. Our thermal oven implementation is a good example of the type
of heat load-conscientious design that is relevant for cryostat operation.
3. Electronics: Is the trap design implemented properly, i.e. does the final, fabricated
product accurately reflect the intended design? Are the electrical sources – both high-
voltage RF and DC compensation lines – functional and brought to the ion trap?
4. Laser light: Are the relevant lasers on-color and intersecting at the trap location
with sufficient intensity? For the basic ion signal, one requires a minimum of two
photoionization lasers (461 nm and 405 nm) and two lasers for ion detection and
cooling (422 nm and 1092 nm). How can the atomic ion be detected?
In reality, the various subdivisions are interrelated. A direct verification of the ion
source, for instance, may be performed only when the system has reached sufficiently low
pressure (10−4 torr) so that photoionization fluorescence may be observed. Photoionization
also requires two spatially-overlapped lasers that must be frequency-tuned and properly
intersecting the neutral strontium beam. However, the conceptual division of the overall
experiment into these subsystems has been particularly useful for the development and







Figure 5-1: The main experiment chamber of the closed-cycle cryostat apparatus where
the fiber-trap system is implemented. The stainless steel chamber (visible at the edges of
the photograph) is the UHV vacuum chamber. The inner, 5-inch diameter copper tube
is part of the cryostat and is cooled to 40 K during operation. The ion trap chip sits at
the center of the apparatus and is cooled to, typically, 6-8 K. Following trap install, the
intermediate 40 K chamber is closed by a lid that holds an imaging lens over the trap along
the normal to the page. The intermediate shield is not hermetically sealed. We highlight
the four “subsystems” that comprise the ion trap experiment: (1) vacuum, (2) ion source,


























Figure 5-2: Photograph of the closed-cycle cryostat, and its physical division into three
compartments: the “cryo” segment (blue) which provides 40 and 4 K stages, the “exchange”
space (yellow) for convective cooling, and the “experiment” chamber (red) that contains the
ion trap. The three are physically separated as indicated in the schematic. The separation
of the cryo and experiment compartments is motivated by the need to isolate vibrations
arising from the cryo expander from affecting trap operation. Instead of direct contact,
the thermal exchange between cryo and experiment is performed by convective cooling in
the exchange compartment, as indicated by the circulating arrows. The dashed lines in the
experiment compartment indicate the 40 K thermal shield shown previously in Fig. 5-1.
The entire apparatus is approximately 1 m tall.
5.2 The closed-cycle cryostat
In a cryogenic system, the discussion of vacuum and cryogenic cooling are synonymous as the
necessary UHV pressures are achieved by thermal suppression of outgassing. We now present
the basic principle of cryostat operation and its measured performance (Section 5.2.1); its
mechanical construction (Section 5.2.2) and instrumentation (Section 5.2.3); and the design
of the thermal ion source (Section 5.2.4).
5.2.1 Basic principles
We begin with the cryostat (also referred to as a “cryo”) principle of operation. The low-
vibration closed-cycle cryostat (Model: DE-210SF) is manufactured by Advanced Research
Systems (ARS), and the discussion here is based on the ARS literature.
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The cryostat consists of three separate compartments
The most basic concept for cryo operation is to recognize that the apparatus consists of three
completely distinct compartments, which we call the “cryo”, “exchange” and “experiment”
compartments as shown in Fig. 5-2. These are physically separated in the apparatus.
During normal operation, the cryo compartment can be considered a “black-box” instrument
that provides two-stage cooling at 40 K and 4 K as indicated in the figure. (Notes from
the initial assembly can be found in Refs. [Cla09] and [Ant11].) During experiment, we
typically need to access only the experiment compartment, which is independently vacuum-
sealed and was shown in the photograph of Fig. 5-1. The physical separation of the
cryo and experiment by the exchange compartment is motivated by the desire to achieve
isolation of the mechanical vibrations associated with cryo action. According to ARS, the
cryo compartment shows typically 10-30 micron vibrations, whereas we measure 100 nm
displacements on the experiment side [ASA+09]. Due to the avoidance of direct contact,
convective cooling (as indicated by the circulating arrows of Fig. 5-2) is used instead for
thermal conduction between the cryo and experimental compartments. Hence, the cost of
vibration isolation is that the ion trap will sit 1-2 K higher than the 4 K cold spot generated
at the tip of the cryo coldfinger, since convective cooling is not as efficient as contact cooling.
In order to decouple the mechanical motion, the exchange compartment is enclosed by
a flexible rubber bellow. It is absolutely crucial that these bellows be protected against
bursting and the exchange space against general contamination, since the exchange com-
partment is directly exposed to the cryogenic surfaces of the apparatus. For example, if
water or nitrogen were to get into this space, it can freeze and thermally short the experi-
ment and cryo compartments by direct contact. The cryostat would then attempt to cool
down the vacuum chamber walls from room temperature to its operating temperature. An
instance of a thermal short is shown in Fig. 5-3. Obviously, the cryostat will fail in its
cooling mission and possibly damage itself in the attempt.
There are two independent helium loops
As shown in Fig. 5-2, there are two circulating helium paths present in the apparatus:
pressurized helium in the cryo compartment, and ultra-high purity (99.9999%) helium in
the exchange compartment. The compressor provides high pressure helium to the head of
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Figure 5-3: An instance of a thermal short in a closed-cycle cryostat (identical model,
but not the one used in the current fiber-integration work). The cause of the the thermal
short was the formation of an ice bridge between the 40 K and room-temperature portions
of the experiment. The cryostat then attempts to cool the entire apparatus to cryogenic
temperatures, leading to severe condensation and formation of ice on the room-temperature
vacuum walls. The correct procedure, in such a short, is to immediately shut off the cryostat.
The viewports are 2.75” (left panel) and 4” (right).
the cryostat, where there is a rotary motor that connects a diaphragm in the cryo body
alternatingly to the high-pressure feed and then to the low-pressure exhaust. The expansion
of compressed helium in the cryo body comprises the refrigeration cycle. The depressurized
gas is then recirculated to the compressor, hence the description “closed-cycle”.
In addition, we require an independent helium source which is used as the convective
medium in the exchange compartment. This secondary helium is also extremely crucial for
the cryostat operation, since it is entirely responsible for the heat exchange between the
cryo and experiment compartments. If the pressure of exchange helium is not set properly,
the overall cryostat performance is degraded. Namely, with too low a pressure, there is
no helium in circulation and we will simply not be cooling the experiment; with too high
a pressure, a valve will automatically open in the exchange compartment (which serves
to prevent bursting of the bellow), and the gas will be flushed out of the compartment
rather than partaking in heat circulation. These remarks are in qualitative agreement with
experimental observations that the in-chamber pressure in the experiment compartment is







Figure 5-4: The mechanical foundations of the experiment chamber. (a) A view of the
empty experimental compartment. The inner diameter of the outer vacuum shield is 8”.
(b) A 2’-long copper tube that extends the 40 K surface from the rear of the chamber to
the 4 K coldfinger plane. Cups containing activated charcoal getters are also shown. (c)
The experimental chamber after the tube has been installed.
Cryostat turn-on procedure
With this general background, we now give the standard start-up procedure for the closed-
cycle cryostat. We assume that the experimental compartment has been vacuum-sealed
and evacuated to moderate pressures (e.g. 10−6 to 10−5 torr) by the turbo/roughing pump
station (“Turbopack”, Adixen-Alcatel) and the 20 L/s ion pump.
1. Inject ultra-high purity helium into the exchange compartment. Flush the compart-
ment several times with fresh helium by manually controlling the exhaust valve.
2. Turn on cold water flow (both source and return) that provides cooling to the helium
compressor.
3. Power on the helium compressor. The compressor then provides high-pressure helium
to the cryo head and actuates the expander.
In cryo shutoff, undo the above tasks in reverse order.
Experimental compartment cooldown and pressure
From this point, our discussion focuses entirely on the experimental compartment as the
cryostat is, for us, simply a commercial equipment much like a vacuum pump. The 40 K
and 4 K surfaces in the cryo compartment are brought, through convective cooling, into
the experimental chamber as shown in Fig. 5-4, where panel (a) shows the empty interior
of the experiment compartment from below, indicating the points that are cooled to 40 K
and 4 K. Panel (b) shows a 2’-tall copper tube that extends the 40 K stage from rear of the
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Figure 5-5: Thermal and vacuum performance of the cryostat. (Top) Cryo temperatures
measured by Lakeshore DT-670 diode sensors. Two are mounted at different spots of the
final (“4 K”) stage and a third sensor is mounted on the “40 K” intermediate thermal shield.
Owing to its large thermal mass, the shield has the longest equilibriation time, and settles
to roughly 60 K after few days of pumping. (Bottom) In-chamber pressure measured by
an ion pump gauge. The measurement is taken exterior to the cryogenic surfaces of the
experiment. The local pressure near the coldfinger and the trap is expected to be a few
orders of magnitude lower than what is indicated here. Note that the pressure correlates
with the intermediate shield temperature, which is consistent with the fact that the shield
offers the largest surface area for cryosorption.
chamber to roughly the same plane as the 4 K finger. A pair of copper cups (constructed
by Paul Antohi) containing activated charcoal is mounted on the outside of the 40 K tube.
The purpose of the charcoal getter is to improve final steady-state pressure by increasing
the surface area available for cryosorption. Lastly, panel (c) shows the experiment chamber
once the tube has been installed. Thus, the 40 K and 4 K temperature stages of the cryo
are brought conveniently into the working area of the experiment space.
Fig. 5-5 shows the typical decrease in temperature at both “4 K” and “40 K” stages
(in the experiment compartment) where t = 0 corresponds to turning on of the cryostat. It
is immediately evident that the final temperatures are not necessarily as advertised, which
owes to finite heat loads and is discussed in the following section. A typical pressure log,
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measured by an ion pump that is located exterior to the cryogenic stages, is also given. It
is seen that the final (“4 K”) stage temperature, where the ion trap sits, rapidly approaches
its steady-state value of 8 K in the span of a few hours, while the intermediate (“40 K”)
shield has a significantly longer time constant – finally settling below 60 K after a few days
of cooling. We also observe that the chamber pressure correlates best with the intermediate
stage temperature. These observations are consistent with the notion that the intermediate
shield has the largest thermal mass in the system (leading to its slow equilibriation time)
and also has the largest surface area for cryosorption (hence the pressure correlation with
shield temperature). The typical schedule that we followed after a new trap install was to
allow the system to continue cooling and pumping for at least two days prior to beginning
the trapping experiment, despite the relatively fast cooldown of the final (“4 K”) stage.
Based on this cryovacuum schedule, we never observed in this system any clear evidence
of trapped ion collisions against in-chamber residual gases (e.g. generation of dark ions,
charge exchange, etc.).
Lastly, we remark that the pressure log of Fig. 5-5 was taken by a room-temperature
gauge. It is expected that the local pressure near the final stage coldfinger is lower by a
few orders of magnitude. In Ref. [ASA+09], an upper bound pressure at the ion trap is
estimated based on typical trapped ion lifetimes to be 10−12 torr.
Details of two-stage cooling, i.e. the heat load map
Ultimately, we are interested in the steady-state temperatures of the “4 K” and “40 K”
stages of the cryostat during operation. This information is given by the heat load map
of Fig. 5-6. This is a slightly busy diagram, but its purpose is to give the steady-state
temperatures of the first (“40 K”) and second (“4 K”) cryo stages as a function of heat
load (Q1 and Q2 respectively). Temperatures are given in Kelvin, and the heat loads are
measured in Watts. For example, if the first stage has a load of Q1 = 5 W and the second
stage a load of Q2 = 1 W, one finds the intersection of the two corresponding isocurves to
yield final steady-state temperatures of T1 ≈ 44 K and T2 ≈ 6 K. Our main interpretation
of Fig. 5-6 is that the final stage temperature is quite sensitive to its load, but is rather
tolerant of loads at the intermediate shield, as one might intuitively expect. The intended
design of the two-stage cryostat is thus that the first stage is used as a sacrificial thermal
shield for the second stage.
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Figure 5-6: The heat load map for the ARS closed-cycle cryostat (DE-210SF) with the
“ultra-low vibration interface” (GMX20-2). The cryostat provides two thermal stages,
nominally at 40 K (stage 1) and 4 K (stage 2). The heat load map shows the actual steady-
state temperature as a function of heat loads on the stages of the cryostat. (Diagram taken
from the ARS literature.)
As an initial estimate of the load during operation, we may ask about the typical heat
load in the general configuration of Fig. 5-1, before any electrical connections between the
stages are made. Assuming no conduction losses and negligible convection (as expected in a
UHV environment), the sole contributor to this “baseline” heat load comes from blackbody
radiation exchange between nearby thermal bodies. The radiative energy flux j is given by
the Stefan-Boltzmann equation
j = σT 4, (5.1)
where σ = 5.67 × 10−8 W/m2K4 is the Stefan-Boltzmann constant, and  is a material
property known as emissivity, which is ss = 0.28 for type-316 stainless steel (which make up
the outer vacuum walls) and cu ≈ 0.1 for roughly-polished copper. Using these parameters,
we find the radiant flux per unit area:
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• Room-temperature (300 K) stainless-steel: j300 = 129 W/m2,
• First-stage (40 K) copper: j40 = 0.014 W/m2, and
• Second-stage (4 K) copper: j4 = 1.45× 10−6 W/m2,
demonstrating the dramatic T 4 dependence. It is clear that the only nonnegligible con-
tribution comes from the room-temperature vacuum walls. Estimating the outer vacuum
chamber dimensions (Kimball Physics, Extended Octagon MCF800-EO200080) to be 7.1”
diameter and 4.18” height, the total surface area comes to 0.088 m2 (including the side
cylinder surface and the bottom flange) which may be multiplied with the unit flux j300 to
yield a total radiative power of 11.4 W from the room-temperature vacuum walls! While
the result is only approximate in that the detailed geometry and exact material parameters
have not been considered, our general conclusion is that the first thermal stage is likely
to be taxed from just the radiative background. Nevertheless, since the most important
experimental criterion is to cool the ion trap on the second stage, we use the first stage as a
sacrificial shield against room temperature radiation, as well as other heating sources. For
example, the in-vacuum 1”-diameter windows (Thorlabs, WG41050-A) on the 40 K shield
of Fig. 5-1 absorb the 160 mW of predominantly-IR blackbody radiation that otherwise
would strike the 4 K stage. In actual operation, we have routinely measured the tempera-
ture of the first shielding stage to be around 60 K, consistent with the current analysis and
the heat load curve of Fig. 5-6.
Given this baseline load, we set a target operating point of Q1 ≈ 10 W and Q2 = 1 W
which corresponds to T1 ≈ 60 K and T2 ≈ 6 K, as we continue to consider other loading
factors.
5.2.2 Experimental chamber
In this section, we give some details regarding the mechanical construction of the experi-
ment chamber. As shown in Fig. 5-7, the components have been designed with significant
modularity. Combined with the fast turnaround time of a cryogenic system, many compo-
nents have been redesigned numerous times, which explains why the system appears slightly
differently in the various figures of this text. The side flanges in the intermediate shield,
for instance, are easily swappable to realize specific instrumentation required for a given
experiment. In the fiber-integration work, for example, we required a feedthrough in the
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intermediate shield for the optical fiber as well as an RF-capable electrical connection to
each of the six electrodes of the point Paul trap (since it was not known a priori along
which spatial direction the ion had to be RF-translated for fiber-ion modematching). The
experimental configuration for the fiber-integrated trap is shown in Chapter 6. The side
flanges on the intermediate shield are held by a mechanical press fit and a light application
cyanoacrylate adhesive (KrazyGlue) which can be easily removed by an acetone soak.
Despite this flexibility, any additions to the experimental chamber must be carefully
engineered to satisfy the cryo load constraint. The key principle for achieving load com-
pliance is to utilize a proper choice of materials that gives thermal uniformity at a given
temperature stage, and good insulation between the stages. The material choice should also
reflect its general robustness, since the cryogenic experiment will naturally be subject to
repeated mechanical handling and severe temperature cycles.
In the course of developing the cryo apparatus, we have extensively explored the use of
many different engineering materials, such as copper, stainless steel, bronze, MACOR (a
machinable ceramic), Stycast 2850-FT epoxy (glass epoxy touted for its thermal conduc-
tion), etc. Based on such experience, our ultimate recommendation is to rely exclusively
on copper and stainless steel for the general construction, as reflected in the numerous
photographs of the experiment chamber. Copper is an obvious choice for thermal sinking
due to its remarkable conduction properties (at temperatures below 50 K, the thermal con-
ductivity of copper exceeds σ = 1000 W/m·K [NIST10]), and is thus used extensively in
the chamber design within a given temperature stage. As a point of comparison, Stycast
has significantly poorer thermal conduction of σ = 0.064 W/m·K at T = 4 K despite its
advertising. (However, the epoxy is mechanically very robust and, as seen in Fig. 5-7(a),
was frequently employed to entomb mechanically fragile points of the assembly.) On the
other hand, stainless steel is a very competitive thermal insulator (its thermal conductivity
being σ = 5 W/m·K at T = 40-60 K and below σ = 1 W/m·K at T < 10 K) that is
also structurally and thermally robust. For instance, stainless steel may be contrasted with
MACOR, which has a relatively temperature-independent conductivity of σ = 1.5 W/m·K
but is not mechanically robust against repeated handling. Plastics have excellent insulation
properties, but have limited thermal tolerance especially when the system is baked to higher
temperatures (80◦C) prior to chamber pumpdown. In conclusion, copper and stainless steel













Figure 5-7: Mechanical components that make up the experiment chamber. (a) The ion
trap holder and pedestal, which is mounted on the 4 K surface. Relatively large rear space
(height of 2”) behind the chip was required for the inclusion of an optical fiber. Stycast
(black epoxy) encases fragile points such as wire contacts for mechanical robustness. The
electrical interface for trap DC connections is also shown. (b) The intermediate 40 K shield,
illustrating the easily-reconfigurable side flanges (1.48” diameter) for trap instrumentation.
(c) The trap holder installed on the 4 K surface of the cryostat. (d) Both the trap holder
and the 40 K shield installed.
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5.2.3 Wiring
Once the structural members are in place, electrical connections to the trap and other
instrumentation must be made through the various temperature stages. We make exten-
sive use of copper wires for their low resistance, and phosphor bronze “cryogenic wires”
(LakeShore Cryotronics) due to their high thermal insulation. Two heating mechanisms
were considered:
1. Thermal conduction: When two points of an object are held at different temperatures,
there will be steady-state heat flow from the hotter to the colder spot. The magnitude
of the flow is geometry-, material-, and temperature gradient-dependent. For a wire





where ∆T is the temperature difference and σ is the thermal conductivity of the
material, which is generally temperature-dependent [NIST10].
2. RF Joule heating: The basic operation of an ion trap requires at least one high-voltage
RF source. As each trap electrode possesses a finite capacitance C, the delivery of high
RF voltage V requires a finite current through the wire which will cause Joule-heating
according to the formula
〈W 〉 = 1
2
RC2V 2Ω2 (5.3)
where the 〈.〉 denotes a time average, and Ω = 2pi × fRF is the RF frequency.
Wire σ (W/m·K) Conductive load (W) R (ohm/inch) RF load (mW)
PB (32 AWG) 50 0.017 0.10 28
PB (36 AWG) 50 0.007 0.25 71
Cu (22 AWG) 1100 3.7 0.001 0.28
Table 5.1: Thermal conductivities σ and electrical resistances R of commonly used wire
types in the closed-cycle cryostat. PB stands for phosphor bronze; Cu is copper. Data
is taken from LakeShore Cryotronics literature. When σ or R is temperature-dependent,
the worst-case scenario over T = 4-300 K (i.e. the largest value) is cited. Conductive
heating load is calculated for a 1”-long wire segment carrying a temperature differential of
∆T = 300-40 K. RF Joule heating is given for the same 1”-segment when driving a trap
electrode of C = 30 pF capacitance with RF at V = 500 V and Ω = 2pi × 8 MHz.
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Table 5.1 indicates the amount of heat conduction by a 1”-segment of wire from room
temperature (300 K) to the cryogenic environment (40 K), and also the RF heating of the
same segment assuming a C = 30 pF trap capacitance and a V = 500 V, Ω = 2pi × 8 MHz
RF source. These values can be interpreted with respect to the heat load map as follows: (1)
direct copper contact between temperature stages must absolutely be avoided; (2) but, just
an inch of phosphor bronze wire serves as a sufficient thermal break between stages; (3) and,
with RF heating in mind, 36 AWG phosphor bronze is not necessarily superior to 32 AWG
in thermal performance. We followed these principles rigorously in the instrumentation of
the cryostat, where every electrical connection is thermally broken by short (usually 1”)
segments of 32 AWG phosphor bronze. We especially advise the use of 32 AWG wire over
36 AWG, as the latter is remarkably brittle.
In contrast to thermal requirements, electrical performance demands the use of short,
low-resistance wire segments. For instance, one consideration is to minimize differential
resistances between the various wire pairs that, when the trap is driven with multiple RF
sources, may introduce static phase offsets between the drives (see Section 5.4.1). Low
differential resistance motivates the use of short wire segments to deliver RF, which will
also minimize the potential for crosstalk and stray capacitances to ground. On that note,
resist the urge to introduce copper wire in addition to the phosphor bronze thermal break
when the latter segment alone can make the connection! Less wire is better.
5.2.4 Ion source
The implementation of a successful thermal “oven” (i.e. a source of strontium atom flux) in
a cryogenic environment represents the typical type of heat load-conscientious design that
is required for working in the closed-cycle cryostat. The requirements are as follows:
1. A sample of strontium metal must be heated in an oven to over several 100◦C in
order to generate a flux of strontium atoms over the ion trap, which may then be
photoionized by 461 nm and 405 nm lasers to produce 88Sr+.
2. The oven must be mechanically secured with respect to the trap. In particular, cryo-
stat cooldown can cause thermal contractions as large as 1 mm, and the rapid tem-
perature cycling may also cause severe deflections of the oven structure if it is not







Figure 5-8: The thermal ion source. (a) The stainless steel oven for producing flux of
strontium atoms. The strontium metal is contained at the rear of the tube where it is
heated by Joule heating of the stainless steel flaps. The leads are connected to vacuum
feedthroughs via barrel connectors. (b) A mechanism for rigidly holding the oven at the
intermediate 40 K shield. (c) The oven holder shown with respect to a mounted trap in
the cryo experiment. (d) The oven assembly with a copper cup that shields the cryogenic
surfaces from thermal radiation.
We heat a tubular, stainless steel oven containing strontium metal by flowing a large DC
current (typically 2-4 A) through a strip of stainless steel foil that is spot-welded to the rear
of the tube. Fig. 5-8(a) shows a typical oven sample. The tube length is approximately 1.3”
with an outer diameter of 0.11” with 0.01”-thick walls. The stainless steel foils are 0.003”
thick, and the stainless wire is 0.03” in diameter. A roughly (2 mm)3 piece of strontium
metal is inserted into the rear of the tube and crimped in order to establish efficient thermal
contact between the oven and strontium piece. Following the insertion of strontium, the oven
must be quickly placed under vacuum (30 minutes is safe) since strontium will otherwise
oxidize in air, making it unsuitable for 88Sr+ photoionization. It is advised that future
oven implementations in the cryostat adhere to the parameters presented here, as the oven
operation is sensitively controlled by its physical dimensions. Despite the high operating
temperatures of several 100◦C, the tube is directly held by a fixture on the intermediate 40 K
shield in order to maintain rigid mechanical alignment with respect to the cryogenic trap.
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Figure 5-9: Design of PCB-based asymmetric point Paul traps in EAGLE (CadSoft). The
trap is implemented as a two layer 1.1 cm × 1.1 cm board, where the red pads indicate the
copper electrodes on the top plane, blue traces are in the rear plane, and vias are indicated
by green dots. The corner pins allow electrical contact to the enclosed electrodes of the
point Paul trap through vias. The large 400 µm-diameter via that is offset in the center
electrode is used for the insertion of an optical fiber and ferrule.
The remainder of Fig. 5-8 shows the cryogenic oven holder – constructed of stainless steel
– that provides excellent thermal insulation despite the presence of extreme temperature
gradients. The steel assembly is encased (direct contact only at the base) by a copper cup
that limits the exposure of the 4 K cryo stage to radiant energy from the glowing oven and
the room temperature background.
5.3 Surface-electrode trap
Given its planar electrode structure, surface-electrode ion traps can be constructed using
conventional techniques of electronic fabrication. As described in this section, the fiber-trap
project can be implemented by printed circuit board technology (Section 5.3.1), as well as
by semiconductor microfabrication techniques (Section 5.3.2).
5.3.1 Printed circuit board (PCB) implementation
An important aspect of the current work was the rapid iterations of the point Paul trap
design, which incrementally identified the components for successful fiber-integration, e.g.
the absolute necessity of trap axis engineering with respect to the lab frame as discussed in
Chapter 3. We achieve short design turnaround time (typically 1 week) by implementing
our surface-electrode ion traps as a printed circuit board (PCB) [PLB+06, BCL+07]. The
production of point Paul trap PCBs has been automated, so that a set of design parameters
such as ring electrode position, minor- and major radii, etc. computationally generate
EAGLE-compatible (CadSoft) scripts that may then be sent to the PCB manufacturer,
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as shown in Fig. 5-9. An additional advantage is that PCB manufacturing routinely
implements through-layer electrical vias, so that connections to enclosed electrodes of the
point Paul trap (i.e. the annular rings) may be easily made without directly altering the
trapping half-space z ≥ 0.
Our PCBs are manufactured by Hughes Circuits Inc., with bare copper electrodes on a
Rogers 4350B substrate which is a commonly used high-frequency laminate in RF designs.
We have typically found large variations in copper surface quality and oxidation level of the
samples on arrival. Thus, immediately prior to install, the trap is mechanically polished
using a Dremel and subsequently washed in a particularly efficient solvent (Branson OR)
that removes the abraded remains.
The most crucial disadvantage of the PCB implementation is, however, the lack of
precision in electrode definition. Nominally, the typical limitation (such as the “Advanced”
fabrication option at Hughes Circuits) is 75 µm spacing between electrodes and 100 µm via
sizes, and ±50 µm tolerances on electrode definition. In practice, however, the situation is
considerably worse, as the manufacturer cited tolerances are further degraded as additional
features in the design are requested (such as mechanical vias). Fig. 5-10 shows typical
discrepancies between design specification and measurements of received PCB samples. It
is seen that electrode dimensions are consistently off-target, sometimes by even 50% (e.g.
the electrode gaps), and that the drilling of the central via has morphed the shape of the
central electrode. The measured dimensions of the trap vary from sample to sample even
within the same batch. Recall that, in the context of fiber integration, one must be able
to predict the location of the quadrupole field node to a few micrometers; it then follows
that one cannot rely on the precision of PCB technology in order to guarantee the fiber-ion
overlap. Furthermore, deviations between design and implementation make it difficult to
rely on trap simulations to predict actual performance, such as the exact translation curve
under multiple RF operation (e.g. Fig. 4-8). While it is possible to model the particular
trap instance following measurement (rather than the intended design), this process is quite
cumbersome since the measured layout invariably lies outside of the initial design space due
to its irregular features, such as the bulge of the center electrode in Fig. 5-10.
These limitations in electrode definition highlight the crucial importance of in situ RF
translation for successful fiber-integration. Given our PCB implementation, it is impossi-










Figure 5-10: Deviations between the numerically simulated trap design and measured PCBs
(fabricated by Hughes Circuits). The design corresponds to the asymmetric point Paul trap
shown in Fig. 5-9. The large via (400 µm-diameter by design) in the central electrode is
for the insertion of an optical fiber and ferrule. Note that the electrode gaps are 50% larger
than the specification, and that the drilling of the central via has morphed the shape of the
center electrode.
translation technique to correct for any errors arising from fabrication. While one can ad-
vance the technical toolbox – for example, by utilizing microfabrication techniques for the
construction of the trap – the corresponding scientific push [GKH+01] towards even further






Figure 5-11: Metallization of ceramic optical ferrules. (Top row) Metallization of ceramic
optical ferrules in an e-beam evaporator. A 450 nm layer of copper is deposited on the
ferrule, with 10 nm of titanium as an adhesion layer. The striations on the ferrule face owe
to the original surface quality of the ferrules. (Bottom row) Fiber-integrated point Paul
trap, where a fiber-embedded center electrode is implemented by a metallized optical ferrule.
Electrical connection to the metallized ferrule is made by a conductive epoxy (H20E) that
shorts the ferrule to a ground trace in the rear plane of the PCB. A “cone”-shaped ferrule
was chosen in order to decrease the possibility of shorting between the evaporated ferrule
and the PCB.
5.3.2 Microfabrication
In the current work, we utilize microfabrication techniques for two purposes. Firstly, as
one approach for embedding an optical fiber in the trap substrate, we metallize the tip of a
commercial optical ferrule that is then used as the center electrode in the point Paul trap.
Secondly, we are working towards general, in-house microfabrication of the point Paul trap.




Figure 5-12: RF breakdown of the evaporated ferrule. (a) A CCD image of the ferrule-trap
under illumination. Dimensions are given in Fig. 5-11. (b) General glow in the ferrule-PCB
gap and a bright arc spot indicating RF breakdown at 1 kVpp RF voltage. (c) Post-
breakdown examination of the ferrule. It is observed that the sharp corners of the ferrule
are particularly susceptible to electrical breakdown.
Metallization of ferrule for Fiber-trap
The first row of Fig. 5-11 shows the evaporation of copper onto a standard, ceramic (zir-
conia) LC-type ferrules (Precision Fiber Products, SM-FER1010C-1260). The striations
on the ferrule face owe to the original surface quality of the ferrules. The metallization of
ferrules is performed at MIT Exploratory Materials Laboratory by electron-beam evapora-
tion, where 10 nm of titanium layer is initially deposited as an adhesion layer, followed by
450 nm of copper. The evaporation is performed without an optical fiber in the ferrule.
Following metallization, the ferrule is inserted into an appropriately-sized via in the point
Paul trap PCB, as shown in the second row of Fig. 5-11. We originally intended to apply a
press-fit of the ferrule into the via, but found that the evaporated copper easily delaminates
from the mechanical friction. Instead, the via was enlarged so that the ferrule could be
inserted without force, at the increased risk of misalignment. Electrical connection to the
metallized ferrule, as well as mechanical rigidity, was established by curing a conductive
epoxy (Epo-Tek, H20E) to a ground trace in the rear of the PCB. The insertion of a pre-
cleaved optical fiber is the last step in the assembly. While we succeeded in trapping 88Sr+
in such a fiber-trap system, we did not demonstrate fiber-ion interaction due to radial
misalignment of a a few 100 microns. (At this point in time, we had not yet implemented
RF translation.)










Figure 5-13: Fabrication recipe for metallizing an optical fiber. [Left] Intended recipe for
patterning of metal on the fiber face: (a) A negative resist (e.g. NR9-3000P) is transferred
onto the fiber surface; (b) The resist is exposed by light through the fiber; (c) The undevel-
oped photoresist is removed; (d) Metal layer is deposited; (e) Liftoff. [Right] Photograph
of a fiber sample where resist has been applied over the fiber core, corresponding to step
(c) of the process. Liquid residue on the surface is a mixture of RD6 (resist developer) and
deionized water.
nical challenges. As already mentioned, the delamination of copper from the ferrule during
insertion resulted in several failed instances. The metallized ferrule was also highly prone
to electrical breakdown, as shown in Fig. 5-12. Panel (a) is a CCD image of the metallized
ferrule under flashlight illumination. Panel (b) shows a slight glow in the gap between
ferrule and PCB, as well as a bright arc discharge spot under a 1 kVpp RF drive. A post-
examination of a ferrule-trap that suffered breakdown is shown in panel (c), where it is
revealed that the sharp corners of the ferrule were particularly susceptible. Furthermore,
the use of metallized ferrules precluded the possibility of fiber preparation by optical polish-
ing, which is desirable for its mechanical robustness and fiber face planarity (cf. inserting
and gluing a cleaved fiber). For these reasons, we abandoned ferrule metalization and opted
instead for the use of stainless steel optical ferrules, which is discussed in Chapter 6.
Metallization of fiber
In addition, we also pursued metal evaporation on the fiber surface. This work was done
in collaboration with Yufei Ge. The fabrication process is slightly more complicated, as
one must pattern the evaporated metal so that it does not block the propagation of fiber
light. Our strategy was to perform liftoff lithography. We begin by transferring negative
photoresist (NR9-3000P) to the fiber surface by stamping the fiber against a resist-spun




Figure 5-14: Photographs of the microfab point Paul trap, currently under develop-
ment. SU-8, a commonly-used transparent photoresist for microelectromechanical de-
vices [LBW+05], is used as the insulating medium between top and bottom layers. Striations
owe to the raster-like exposure of the Heidelberg uPG 101 maskless-lithography system.
island of resist over the fiber core that may be used for liftoff of deposited metal. Fig. 5-13
shows the intended process. The figure also shows a sample – in which the fiber was epoxied
(Thorlabs, F112) in the ferrule and polished prior to fab – with an exposed photoresist over
the fiber core. The image corresponds to step (c) of the intended process.
In the end we did not extensively pursue fiber patterning due to our low success rate of
resist transfer and exposure, and also because the primary motivation for fiber fab was to
yield a point Paul trap with microscopic dimensions (ion height of z0 ≈ 200 µm), which was
ultimately achieved regardless of electrode size by multiple RF height variation. However,
the basic notion of fiber metallization may still be useful for the intent of minimizing di-
electric surfaces in an integrated Paul trap that could otherwise contribute to stray charge
accumulation.
The microfab point Paul trap
The imprecision of PCB fabrication, as well as a general desire to miniaturize the point Paul
trap in order to manipulate the ion in the Lamb-Dicke regime [Roo00], initiated efforts to
implement the design entirely using microfabrication processes. The fabrication project is
credited entirely to Yufei Ge, whereas I have provided the target trap design, namely the
asymmetric point Paul trap. The combination of wide material selection in microfab, along
with the demonstrated ability to perform height variation, makes the microfab point Paul
trap a compelling platform for studying the material-dependence of anomalous heating,
among others. A photograph of this work-in-progress is shown in Fig. 5-14.
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5.4 Electronics
The operation of the point Paul trap requires a minimum of one high-voltage RF source
and four DC compensation sources. We begin with a discussion of the RF instrumentation,
emphasizing a lumped circuit model for the network that will allow us to effect multiple RF
drives through passive coupling (Section 5.4.1). We then describe the DC system, including
our ongoing efforts to deploy DAC circuitry at cryogenic temperatures (Section 5.4.2).
5.4.1 RF
The basic signal chain to produce high-voltage RF is shown in the left side of Fig. 5-15(a).
A function generator (Agilent 33250A) provides a sinusoidal signal of a few 100 mVpp,
which is provided to a 4 W amplifier (Mini-Circuits TIA-1000-1R8) that has a maximum
output voltage of about 50 Vpp (high-Z measurement) before noticeable distortions, i.e.
clipping, affect the waveform. A distributed LC tank – known as a helical resonator [Fis76]
– further amplifies the signal at the resonator frequency with a typical gain of 10-30×, and
filters nonresonant components such as the harmonic distortions from the active amplifier.
The lumped approximation
Fig. 5-15(a) shows all electrical connections that are made to the trap where, for clarity,
only one of the DC electrodes is shown in full detail. Panel (b) shows a lumped element
approximation for the network that captures much of the system’s qualitative behavior in the
vicinity of the resonator’s fundamental frequency. For example, with added load capacitance
as seen by the resonator, the overall resonance frequency and peak gain are lowered; and,
by increasing the strength of the coupling capacitor Cin one can obtain higher gain at the
cost of lower operating frequency. We leave the verification of such details as a task for the
reader. On the other hand, we emphasize the presence of stray capacitances, such as C1, C2
and C12 that arise intrinsically from wiring capacitances to ground and electrode-electrode
coupling. Stray capacitances can be especially large (few 10 pF) in the cryostat system,
due to the requirement of thermal sinking that necessitates the arrangement of signal wires
near large bodies of grounded copper. The lumped element model with stray capacitances
is useful for predicting the dynamics of more complicated RF configurations, such as the


















Figure 5-15: Physical and lumped models for electronic instrumentation of the point Paul
trap. (a) A schematic showing all physical electrical connections made to the ion trap. For
clarity, only one of the DC electrodes is shown in detail; in reality, all four side electrodes
are instrumented identically. The RF signal is generated by an Agilent function generator,
which is actively amplified by an RF amplifier. The helical resonator (indicated in dashed
lines) provides further gain of approximately 20× and filters out nonresonant components,
such as the high frequency distortions due to the active amplifier. On the other hand,
the DC electrodes are driven by a home-made DAC system described in Section 5.4.2.
(b) A lumped-model representation of the physical circuit. The helical resonator may be
approximated by an RLC tank (typical parameters, obtained by fitting a measured transfer
function, are R ≈ 1 ohm, L ≈ 10−6 H, C ≈ 10 pF) in the vicinity of its fundamental
resonance. The coupling capacitor Cin is implemented by a variable capacitor (Cin = 1-
10 pF, Voltronics Corp.). Note the inclusion of stray capacitances: C1 ≈ C2 ≈ 30 pF are
trap electrode capacitances to ground (which are relatively large in the cryogenic system
due, for instance, to the thermal sinking of electrical lines at the intermediate shield) and
C12 ≈ 3 pF is the intrinsic coupling between the electrodes. The latter can be approximated













Figure 5-16: Implementation of in-phase multiple RFs. (a) Capacitive network for imple-
menting two in-phase RF drives V1 and V2 on the ellipse and side electrodes of the asym-
metric point Paul trap. The main output of the helical resonator is connected to the ellipse
electrode. A variable capacitor Cv, typically ranging from 1-30 pF, is connected between
the ellipse and side electrodes (where the DC connection has been removed). Resistors R1
and R2 represent residual resistances of the wiring, which are negligible in comparison to
the capacitive impedances at our RF frequencies. Thus, a capacitive divider is formed for
V2 with divider ratio  = V2/V1 ≈ Cv/C2. (b) Photograph of the experimental configuration
showing the variable capacitor attached at the vacuum electrical feedthroughs.
Multiple RFs by a capacitive network
A particularly simple mechanism to implement multiple RF drives in a single trap is to pur-
posely increase the capacitive coupling between the target electrodes and thereby “leak” a
controllable RF amplitude onto the secondary electrode. The design is shown schematically
in Fig. 5-16(a), where the DC connection to the side electrode has been removed, and a
variable capacitor Cv has been installed instead between the ellipse and side electrodes.
The resistances R1 and R2 represent residual resistances of the wiring that leads to the
trap, which may be ignored in the initial discussion. (They are especially negligible given
the large capacitive impedances at the RF frequency of Ω = 2pi × 6 MHz.) The physical
realization of this network is shown in Fig. 5-16(b), where a variable capacitor (1-30 pF,
Voltronics Corp.) is connected between the two electrical feedthroughs corresponding to
the ellipse and side electrodes. In this configuration, a capacitive voltage divider is formed











where the last approximation is valid under our usual operating parameters, i.e. the situ-
ation where the secondary RF pickup is used only to trim the quadrupole field (as in the
case of fiber-ion modematching), rather than large-magnitude rearrangement of the relative
amplitudes. On the latter point, note that the capacitive network can be “flipped”, so that
the main output of the resonator directly drives the side electrode, and the ring electrode
is capacitively coupled to the former. In that case, we operate in the regime  = V2/V1 > 1.
Note, however, that capacitive coupling is restricted in all scenarios to in-phase RF drives,
i.e.  > 0. In exchange, the advantage of the capacitive coupling mechanism is that only a
single RF generator and a single helical resonator are needed for the implementation.
Despite its simplicity, the capacitive network may nevertheless suffer RF errors (σ, θ), of
the type discussed in Chapter 4, that contribute to increased amplitude of the ion trajectory.
We assess how the physical parameters of Fig. 5-16 yield the fractional error (σ) in the RF








where we have assumed that the intrinsic capacitances are not time-varying. In this case
the fractional error in the RF ratio is, as expected, identical to that of the variable capaci-
tor. Given a commonly-available temperature coefficient of 50 ppm/C◦ in air-gap trimmer
capacitors (Voltronics Corp.) and a conservative temperature control of 1◦C, we find an
error of σ = 0.005%, which implies a sub-100 nm ion jitter according to the Monte-Carlo
simulation presented in Section 4.3. We also consider the possibility of phase offsets between
V1 and V2. In the network of Fig. 5-16(a), a possible phase offset may arise if the wires
leading from the vacuum feedthrough to the trap have differential RC products. Assuming
C1, C2 = 30 pF and an operating frequency of Ω = 2pi × 6 MHz, we find that a phase error
arises at a rate of 0.06◦ per differential ohm ∆R = |R2 − R1|. However, the differential
resistance is bounded at much less than 1 ohm, as the overall wire lengths leading up to
the trap have been purposely kept short. Given that all RF wiring is performed by sub-
6”-segments, Table 5.1 bounds the total resistance per connection to be less than 0.6 ohm
(assuming 32 AWG phosphor bronze). Thus, the phase error contribution to ion amplitude
is also quite negligible. In conclusion, we predict no appreciable (σ, θ)-induced errors on ion








Figure 5-17: Implementation of out-of-phase multiple RFs. (a) Implementation of two
out-of-phase RF drives by the use of two helical resonators that are coupled through the
stray capacitance C12. The coupling causes the two resonators to split into symmetric
and antisymmetric modes, and the network is driven at the antisymmetric resonance. A
variable capacitor Cv is used to mismatch the two resonators, thereby effecting different
antisymmetric ratios  < 0. (b) Physical implementation of the coupled resonators in
experiment. (c) An oscilloscope trace showing the antisymmetric phase relationship between
V1 and V2 (amplitude in arb. units).
in comparison to the single RF configuration. Due to this robustness, all of our work on
RF-based ion translation (e.g. height variation and fiber-ion modematching) was performed
in the in-phase regime using the capacitive method.
Multiple RFs by a coupled resonator pair
At the same time, we also explored implementations for the out-of-phase regime,  < 0.
One idea, as shown in Fig. 5-17, is to attach two helical resonators (that are identically
constructed and thus similar in value) to the ellipse and side electrodes, and to allow the two
nodes V1 and V2 to interact through the intrinsic coupling capacitance C12. The coupling
124
of two LC resonators by C12 yields a diagonalization of the overall system into symmetric
and antisymmetric coupled modes. Once again, we control the relative amplitude  by the
use of a variable capacitor Cv which, in this case, causes a mismatch of the two resonant
circuits that adjusts the relative weightings of the antisymmetric mode.
In experiment, we implement the coupled resonator structure as shown in Fig. 5-17(b),
and effect out-of-phase oscillations as shown in the oscilloscope trace in panel (c). While
we have successfully trapped ions as far as  = −0.2 using this mechanism (yielding an
ion position in agreement with theory), the computation of the exact transfer functions
Vi/Vin for i = 1, 2 reveals that in the case of finite resistances (R,R
′ 6= 0) the antisymmetric
mode can deviate by a few degrees from the ideal 180◦ phase relationship. In practice, we
encountered noticeable difficulties in trapping and compensating the trapped ions under
this scheme. It is not known definitively whether nonideal phase slip or simple stray field
miscompensation caused our trapping difficulties. In any case, the remarkable success of
in-phase capacitive coupling motivated us to forego the out-of-phase regime and to focus
entirely on in-phase RF ion translation.
5.4.2 DC compensation
The DC pads of the point Paul trap are driven by a home-made DAC system, which is
based on an original design by Jarek Labaziewicz. Notable features of the hardware design
include: (1) USB interface to the experiment PC by an Attiny861 microcontroller (Atmel)
that implements V-USB (a software USB port, Objective Development); (2) 4-channels of
16-bit DAC outputs (LTC1592); and (3) an isolating digital-analog boundary (ADuM1400)
following the microcontroller. The first assembly of this system for the closed-cycle cryostat
was provided by Shankari Rajagopal who also wrote the firmware under my supervision.
One useful feature in the system user-interface is the ability to drive compensation electrodes
in an arbitrary combinational basis. The basis in which the resultant DC fields coincide
with the trap axes is particularly convenient for micromotion minimization.
The DAC outputs are passed through two in-vacuum RC filters before they reach the
trap electrodes. The RC filters are implemented on a PCB and mounted on the 40 K
(f3dB = 20 kHz) and 4 K stages (20 Hz) of the experiment, where they do triple duty in:
(1) noise filtering, (2) convenient electrical connection interface between stages, and (3)























































































Figure 5-18: Electrical schematic for a single-channel 16-bit DAC output based on LTC1592.
When the circuit power (marked in red) is provided from room temperature sources, the
DAC circuit functions even when completely submerged in liquid nitrogen (T = 77 K).
5.4.3 Cryogenic instrumentation
The work by Shankari Rajagopal and myself on the 4× DAC system led to an exploration of
whether electronic instrumentation can be operated in-vacuum at cryogenic temperatures.
More specifically, our goal was to deploy the entire DAC system in a cryogenic environment.
There are several motivations for this investigation.
• First, as a pure technical issue, the installation of an in-chamber microcontroller
enables sensor fanout without incurring heat load costs of individual wiring.
• Second, as surface-electrode ion trap designs scale to hundreds and thousands of elec-
trodes [KMW02], tight integration of the trapping electrodes and control electronics
is expected. The demonstration of an in-vacuum DAC system proves the viability of
direct electronic integration for cryogenic ion trapping.
• Thirdly, the motion of the trapped ion in the ion trap is adversely affected by voltage
noise in the electrodes, such as Johnson noise, that may be suppressed by cooling of
the instrument.
We test empirically the viability of a “CryoDAC”, by submerging a single channel of
our DAC system in liquid nitrogen (T = 77 K). In doing so, we have identified specific
components of our hardware that fail at cryo, namely: voltage regulators (e.g. 78xx and
79xx series), a voltage reference (MAX6035), and numerous surface-mount 12 MHz res-
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onators (e.g. ZTT-12.00MT). Our generalization from this experience is that diode-based
power devices are generally unreliable for low-temperature operation, presumably due to
the temperature-dependence of the diode thermal voltage [Pie88]. With the circuit power
provided externally and the use of an alternate 12 MHz crystal (of a non-SMT package,
ATS120), we demonstrated the 77 K operation of a USB-enabled Attiny861 microcontroller
with a single-channel DAC based on LTC1592 (schematic shown in Fig. 5-18). The de-
ployment of a complete 4× CryoDAC in the closed-cycle cryostat is, however, a task that
remains for the future.
5.5 Light
Given a surface-electrode ion trap under UHV vacuum driven with appropriate RF and DC
potentials, the final requirement for ion trapping is to provide laser light at the quadrupole
node, which is responsible for ion loading (along with the neutral flux), cooling and detec-
tion. In this section, we describe our setup for light delivery (Section 5.5.1) as well as the
detection system that is capable of resolving individual atomic ions (Section 5.5.2).
5.5.1 Light delivery
In order to produce a trapped 88Sr+ signal, the minimal set of lasers that must be provided
to the experiment are:
• Photoionization lasers for ion loading: 461 nm and 405 nm. These two beams,
when intersecting the neutral strontium flux, generate 88Sr+ by two-step photoioniza-
tion [BLW+07] which can then interact with the RF trap.
• Dipole lasers for ion cooling and detection: 422 nm and 1092 nm. The scattering of
422 nm photons by trapped 88Sr+ ions along the 5S1/2 ↔ 5P1/2 transition provides
both Doppler cooling and ion detection as discussed in Chapter 3. The 1092 nm laser
is required to prevent occupation of the dark 4D3/2 state [Lab08].
Additional details regarding the construction and characterization of these laser systems
may be found in Ref. [Lab08]. For the current experiment, we cite in Table 5.2 the proper
laser frequencies as monitored during successful runs by a wavemeter with 10 MHz precision
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(High-Finesse WS-7). The table also lists typical power levels at the experiment, and the
1/e2-intensity beam waists at the ion location.
With the lasers on-color, the objective of the light delivery system is to intersect all
required laser beams at the location of the ion (i.e. at the trap quadrupole node) with suf-
ficient intensities. The delivery of laser light at the closed-cycle experiment is particularly
simple due to an elaborate laser distribution system located upstream, which was imple-
mented for the Quanta group by Peter Herskind. Specifically, the closed-cycle experiment
receives all required lasers from the distribution system through just two optical fibers,
where the “blue” fiber carries simultaneously 461 nm, 405 nm and 422 nm light, and the
“IR” fiber carries 1092 nm and 1033 nm light as shown in Fig. 5-19. (The 1033 nm light
is used to repump the ion from the 4D5/2 state, which is not discussed here.) Because the
two delivery fibers are single-mode, each set of these lasers are automatically coaligned.
We further simplify the laser-ion alignment task at the experiment table by spatially
overlapping the blue and IR lasers by the use of a dichroic element. Following blue-IR
coalignment, we take the overlap of all lasers for granted, and a typical search for ions in-
volves the scanning of the combined beam over the lab XY -frame using computer-controlled
translation stages. Note that, although only a single axis of Doppler cooling is provided,
the rotated arrangement of the trap in the lab frame [Fig. 5-19(a)] as well as our engineer-
ing of the trap axes results in a finite projection of the cooling beam on all intrinsic axes
of the trap. We thereby achieve three-dimensional Doppler cooling and the capability for
micromotion minimization along every axis.
Laser WS-7 frequency (THz) Power at experiment (µW) Waist (µm)
461 nm 650.50386 200 50
405 nm N/A 200 50
422 nm 710.96300 15 50
1092 nm 274.58920 20 100
Table 5.2: Typical laser parameters for trapping in the closed-cycle cryostat. Laser frequen-
cies (vacuum) are measured by the WS-7 wavemeter. The 405 nm frequency is not cited
because it is usually not under continuous observation due to the large 0.5 nm bandwidth of
that transition. Note that the frequencies cited here may deviate from the absolute atomic
frequencies due to frequency-shifting elements located downstream, e.g. acousto-optic mod-
ulators. Laser power is measured at the experiment at the spot indicated by a red triangle










A: achromat, f = 42 mm













Figure 5-19: Light delivery to the ion at the closed-cycle cryostat experiment. The setup
is particularly simple because all required lasers are brought to the experiment in just two
single-mode optical fibers. The “blue” fiber carries 422 nm, 461 nm and 405 nm light, and
the “IR” fiber carries 1092 nm and 1033 nm. (a) Schematic for the optics setup. The blue
beams are focused by a f = 42 mm fast achromat (Thorlabs FAC1040-A1) and the IR
beams by a f = 45 mm achromat (Thorlabs AC254-045-C). The blue and IR lasers are
combined by a dichroic element, so that a single spatially overlapped beam is delivered to
the ion. The beam can be scanned in the lab XY frame by computer-controlled translation
stages. The red triangular marker denotes where the typical optical powers of Table 5.2
are measured. Note that the trap is arranged with respect to the optical path so that the
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B: achromat, f = 150 mm
C: 45 mirror
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Figure 5-20: Design and implementation of the main imaging system in the closed-cycle
cryostat. Schematic of the (axial) imaging system (figure not to scale) is given in panel (a).
The overall goal is to image the trapped ion onto the CCD camera (Andor Luca R) and the
PMT (Hamamatsu H7360-02). In order to capture a large solid angle of the ion fluorescence,
two lenses A and B are mounted inside the vacuum chamber on the 40 K thermal shield and
are a fixture of the experiment as shown in panel (b). All optics are 1”-diameter, and the
aspheric objective A provides a numerical aperture of 0.5. The in-vacuum lenses form an
intermediate image of the ion outside of the chamber. The imaging assembly, delineated by
a dashed box, is then constructed to re-image the intermediate plane. The cited parameters
correspond to our “high-magnification” imaging system which is also shown in panel (c).
5.5.2 Ion detection
The detection of trapped 88Sr+ ions is based on the collection of scattered 422 nm photons.
Fig. 5-20(a) shows the general schematic for the imaging setup at the closed-cycle exper-
iment, where it is seen that the overall system consists of two parts: (1) two in-vacuum
lenses mounted on the 40 K shield, and (2) the external assembly. As the in-vacuum lenses
are a fixture of the experiment [as seen in Fig. 5-20(b)], we refer to only the external part
as an instance of an “imaging system”.
The basic design principle is as follows. The in-vacuum lenses form an intermediate
image of the ion outside of the vacuum. The exact location of the intermediate image
tends to vary as different trap instances have different substrate thicknesses, ion height,
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Figure 5-21: Implementation of a side-imaging system. (a) Photograph of the side-imaging
system where an objective is mounted on one of the flanges of the 40 K shield (ion-lens
distance ∼ 50 mm). (b) A CCD image of the trap from the side, showing both the electrodes
and a large ion cloud. (c) Single ion spectroscopy of the 422 nm transition as collected by the
side and axial systems. The on-resonance counts may be compared, yielding a side-to-axial
efficiency of about 0.06.
etc. that affect the ultimate ion-objective distance. Once the intermediate image plane has
been located, we design an imaging system (e.g. Fig. 5-20(c), not necessarily single-lens)
to re-image the intermediate ion with desired performance characteristics, i.e. physical
magnification, field of view (FOV), depth of field (DOF), etc. In the course of the point
Paul trap experiments, we have found it useful to develop two independent imaging systems:
a low-magnification/high-FOV/high-DOF system for use in the initial search for ions; and a
high-magnification/low-FOV/low-DOF system to obtain individual ion resolution once the
experiment is underway.
The natural metric for the overall performance is the ion signal-to-noise (SNR) ratio.
There are several factors that enter into the overall SNR, such as imaging geometry, optical
filtering, and detector quantum efficiency and dark noise.
The maximum achievable ion signal is largely determined by the geometry of the imaging
optics, where the two most important parameters are the lateral size of the optics, and the
numerical aperture (NA) of the system. We use 1”-diameter optics throughout. The NA is
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then determined by the placement of the objective lens [element A in Fig. 5-20(a)] which is
located in-vacuum at a focal length (f = 20 mm) distance from the ion. The corresponding
NA is 0.5 and, equivalently, the lens captures 8% of the full 4pi solid angle about the ion.
Given a maximum 422 nm scattering rate of Γ/2 = 63.5 MHz, the given NA yields a
theoretical bound for single ion detection at 5 × 106 photons/s. This performance may be
contrasted with an alternate imaging configuration, namely “side” imaging, that has been
implemented on numerous occasions during the fiber-integration work. In this scenario, as
seen in Fig. 5-21, one of the side 40 K flanges has been replaced with an imaging objective
at a distance of ∼ 50 mm from the ion, in order to image the ion along the plane of the




)2 · 12 = 0.08
compared to the axial system, where the factor 12 originates from clipping of the line of
sight by the trap substrate. Experimentally, we found a side-to-axial performance ratio of
0.06.
Note that, in using the objective lens to define the system NA, we are making the
assumption that all light within the initial acceptance cone defined by the objective is
ultimately collected by the detectors. In practice, this assumption must be explicitly verified
by performing a ray-trace analysis of the candidate system that takes into account the
finite sizes of the optical elements involved. During our work, we have debugged several
particularly poor-performing imaging systems by performing such verification.
Subsequently, the ion SNR may be optimized by optical filtering, as shown in Fig. 5-20:
namely, spatial filtering by an iris mounted on a translation stage (element D) and spectral
filtering by a 422 nm notch filter (element F; Semrock, FF01-427/10-2, 98% transmission
at 422 nm). The iris is placed at the intermediate image plane, where it isolates the scatter
originating from the ion. Meanwhile, the notch filter effectively negates all contributions
from non-422 nm lasers involved in the experiment.
Finally, the ion signal is collected by the detectors. We use a combination of a CCD
camera (Andor Luca R) and a photomultiplier tube (PMT; Hamamatsu H7360-02), which
have quantum efficiencies at 422 nm of 50% and 20% respectively. The ratio of optical
power between the two detectors is set by a beamsplitter, which is 45 : 55 in the case of
the system presented in Fig. 5-20. Taking into account the NA of the (axial) objective,
the beamsplitter ratio and the detector quantum efficiency, we expect to observe on the
PMT 5 × 105 photons/s from a single ion on resonance. In practice, we routinely observe
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Figure 5-22: Single ion resolution in both the PMT and the camera. (Left) The PMT
output as a function of time shows the discrete loss of five ions from the trap. Inset shows
the 88Sr+ structure that gives rise to scattering of 422 nm photons. (Right) Ion crystals
observed in the symmetric point Paul trap. Panels (c) and (e) correspond to a field of view
of 70× 70 µm; the remaining panels are 40× 40 µm.
peak single ion scatter of 1 × 105 photons/s. Hence, the experimental scatter is on the
right order-of-magnitude. The remaining discrepancy may be explained by elaboration of
the Doppler cooling model (in a three-level system), nonoptimal ion cooling, optical losses
at surfaces, aberration losses at the edges of the optical elements (which can, for instance,
lead to imperfect spatial filtering), and so on.
Both the PMT and the camera (in the high magnification system) have individual ion
resolution, as shown in Fig. 5-22. The PMT trace shows the discrete loss of five trapped
ions, where the discrete steps provide a calibration of the scale to distinguish a single ion
from two or more. (This rapid loss of ions was observed prior to compensation of stray
fields and optimization of Doppler cooling.) In addition to the discrete PMT logs, we have
been able to directly resolve individual ions in 2D crystals in the point Paul trap involving
up to nine ions.
5.6 Summary and outlook
In this chapter, we have given a broad overview of cryogenic ion trapping as enabled by the
closed-cycle cryostat. In particular, we discussed in detail the thermal requirements of the
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apparatus, the implementation of surface-electrode ion traps by PCB manufacturing, and
the implementation of multiple in-phase RFs by the use of a capacitive network.
The closed-cycle experiment described here has been engineered with significant flex-
ibility, and it reliably enables ion trapping after a short cooldown period of a few days.
Furthermore, in the pursuit of fiber-integration, we have optimized the experimental layout
for three-dimensional ion cooling and micromotion compensation, and also developed the
infrastructure for ion translation by the use of multiple RF drives in a single trap.
The next logical step for the closed-cycle experiment is to demonstrate coherent oper-
ations based on the 674 nm qubit transition. This objective provides a clear organizing
principle for the continuation of the efforts described in this chapter:
• Firstly, the target of QIP requires the miniaturization of traps to reach the resolved-
sideband regime of the 674 nm qubit transition [Roo00], which can be achieved by the
microfabrication of the asymmetric point Paul trap. To facilitate the trap development
process, the workflow from trap design to lithography (using the in-house Heidelberg
exposure system, for example) should be automated as much as possible, as was done
for PCB fabrication.
• Along with trap miniaturization, the operating RF frequency must also be increased
to reach the resolved-sideband regime: Ω > 2pi × 20 MHz. In early explorations of
miniature, high-frequency trap designs at the closed-cycle experiment, I have learned
that various electronic equipment (e.g. DAC outputs, CCD camera) must be rein-
forced to overcome increased RF pickup at higher frequencies. Thus, in conjunction
with trap development, further work in robust instrumentation and electrical isolation
is needed.
• The implementation of multiple RFs at higher operating frequencies is also likely to
require additional effort.
• Secondly, the demonstration of ground-state cooling and coherent operations re-
quires the identification and resolution of noise sources at a level beyond what was
necessary for Doppler cooling. With ground state cooling, noise sources can be quan-
tified with exquisite sensitivity (whether one wants it or not). Points for immediate
improvement include: better mechanical vibration isolation between the experiment
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table and the cryo head; secure and rigid layout for the two optical fibers (from the
laser distribution system) in order to minimize polarization noise; aggressive electrical
grounding of the experiment, especially the cryo head which emits electronic noise at
∼ 100 kHz repetition rate.
• Furthermore, the temperature performance of the closed-cycle cryostat needs to be
better characterized: what is the exact temperature profile – spatial and temporal
– within the apparatus? Is it truly steady-state or does it suffer from instabilities?
Recall, from the previous chapter, our requirement of sub-10 mV electronic noise for
reaching the Doppler cooling limit. Thermal instabilities may lead to mechanically-
induced RF and electronic noise (e.g. variations in stray capacitances) that can con-
tribute to ion heating. Questions regarding cryostat performance could be effectively
addressed with the deployment of an in-vacuum measurement system with large fanout
(i.e. the CryoDAC-ADC infrastructure).
• Thirdly, beyond the correction of currently existing noise sources, there is an op-
portunity to explore novel options for system isolation as enabled specifically by the
cryogenic environment. These include a superconducting shield for magnetic field
noise [KWN04] and cryo cooling of electronic instrumentation.
The exploration of coherent operations in the resolved-sideband regime is the soul of trapped-
ion QIP. The foundational work of the past two years has led to a reliable ion trapping
machine, which can now employed as a vehicle for quantum information science proper. I





Surface-electrode ion trap with an
integrated light source
An array of trapped ions in optical cavities, connected by a network of optical fibers,
represents a possible distributed architecture for large-scale quantum information processing
(QIP) [CZKM97]. The vision of an ion-photon quantum network, at the level of tens and
hundreds of qubits, is a technological challenge that requires the simultaneous large-scale
integration of electronic [KMW02, AUW+10, HHJ+10] and optical components [KPM+05,
KK09] which is, in principle, compatible with the surface-electrode paradigm as enabled by
existing fabrication technology for integrated circuits.
In this chapter, we report on the design (Section 6.1), fabrication (Section 6.2), and
experimental demonstration of a surface-electrode ion trap with an integrated single-mode
optical fiber for driving the 674 nm quadrupole transition of 88Sr+ (Section 6.3.1). The
674 nm transition is of particular interest in QIP with trapped ions, where it serves as the
optical qubit [BW08], as well as in metrology, where it constitutes an optical frequency
standard [MBH+04]. The ion-fiber spatial overlap is optimized in situ by micromotion-free
translation of the ion using multiple RF electrodes. We use this technique to map out the
Gaussian profile of the fiber mode along a single transverse axis (Section 6.3.2). With the
ion over the center of the mode, we quantify the magnitude and timescale of light-induced
self-charging of the fiber (Section 6.3.3), which may be considered a fundamental lower
bound in trap perturbation introduced by the fiber. The fiber-trap system described here






















Figure 6-1: An overview of the fiber-integrated point Paul trap system. (a) A single-mode
optical fiber is integrated in the substrate of a surface-electrode trap, and the ability of the
integrated-fiber to drive the 674 nm qubit transition of 88Sr+ is demonstrated. Asymmetries
in the trap design facilitate three-dimensional localization of the ion in the optical mode.
(b) Using multiple RF sources, the ion is positioned in situ with respect to the 10 µm-scale
integrated Gaussian mode despite an initial 160 µm ion-fiber offset along eˆy (leftmost panel)
arising from errors in trap fabrication.
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6.1 Fiber-trap design
In this section, we describe the design principles underlying our surface-electrode ion trap
with an integrated single-mode fiber. As summarized in Fig. 6-1, we achieve ion localization
in all three-dimensions with respect to the center of the 10 µm-scale integrated Gaussian
mode, and access the 674 nm qubit transition of trapped 88Sr+ through the fiber. Underlying
this demonstration are the following basic questions regarding optics-integration in surface-
electrode ion traps:
• What fiber geometry relative to the surface-electrode trap minimizes electromagnetic
perturbations due to the fiber dielectric (Section 6.1.1)?
• How can the trap design be optimized to facilitate three-dimensional ion localization
in the fiber output (Section 6.1.2)?
• Given the sub-micron length scale of a trapped ion and typical technical constraints in
trap fabrication, how can the precise spatial overlap between the ion and the integrated
mode be guaranteed (Section 6.1.3)?
We now present our design choices that address each of these questions, and arrive at the
integrated system illustrated in Fig. 6-1(a).
6.1.1 The prior art, and geometry for fiber integration
We begin with a review of the prior art in fiber-integration. The fundamental challenge in
this effort – and, in general, the integration of optical elements into ion traps – has been
the adverse interaction between large bodies of dielectric such as the fiber body and the RF
trapping mechanism. Namely:
1. The presence of dielectrics distorts the electric field from the free-space configuration,
leading to displacements in the quadrupole node position and shifts in important
trapping parameters such as the Mathieu q-parameter and the trap depth. While
undesirable, such “static” perturbations can be compensated by trap design that
explicitly models the electromagnetic presence of the dielectric material.
2. At the same time, dielectrics in the vicinity of the trap provide electrically insulated
surfaces where charges (such as those generated during ion loading) may deposit. In
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contrast to dielectric distortion, dynamic accumulation of charge is difficult to pre-
dict a priori ; yet, it can contribute to excess motional heating of the ion [DNM+11]
and even generate sufficiently large stray fields as to prevent trapping entirely. Di-
electric charging is especially hazardous in the current context, given short ion-fiber
proximities that are desired (usually a few 100 µm) and shallow trapping potentials
characteristic of surface-electrode designs.
3. Finally, the physical presence of fibers in the trapping space can occlude free-space
optical access to the ion that contributes to increased background scattering. In turn,
a degraded ion SNR limits the fidelity of quantum state readout which affects the
system’s capability for QIP protocols.
Despite these difficulties, early attempts at fiber-optics integration in surface-electrode ion
traps [Geo08] sought to introduce a bare fiber directly in the trapping half-space, z > 0,
as shown in Fig. 6-2(a). A similar geometry was also pursued in Ref. [Zae07], but where
a preemptive countermeasure was taken by applying a copper coating over the fiber body
[Fig. 6-2(b)]. However, as the metallized fibers pull the RF field lines away from the
surface-electrode trap, the fibers were forced to carry high-voltage RF potentials instead,
making the overall system akin to a three-dimensional “endcap” trap [SPSW93] rather than
the originally-intended surface-electrode design. Ultimately, with such complications due
to the fiber dielectric, no trapped ions were produced in these early investigations where
the fiber was delivered directly through the trapping half-space of a surface-electrode trap.
More recently, and concurrent with the work described in this thesis, an alternative
geometry for integration emerged where the bulk of the fiber is naturally shielded from
the trapping space. This approach avoids the above-mentioned difficulties associated with
trapping near dielectrics, and allows the fiber to remain decoupled from the electrical mech-
anism for RF trapping. The scheme was first successfully demonstrated in Ref. [VCA+10],
where a multimode optical fiber is installed underneath the trapping space of a surface-
electrode design [Fig. 6-2(c)]. The integrated fiber samples 24Mg+ fluorescence through a
50 µm light-collection hole in the trap substrate. Notably, trapped ions are obtained despite
a relatively short ion-dielectric distance of 100 µm. A similar setup was also achieved in
Ref. [BEM+11]. And, in Ref. [WTRW+11], two multimode fibers collect 40Ca+ fluorescence








Figure 6-2: Prior art (a,b) and concurrent efforts (c,d) in fiber-optic integration into ion
traps. All systems here are based on multimode fibers for fiber-optic detection of trapped
ion fluorescence. (a) A bare multimode fiber with a core diameter of 200 µm is brought to
∼ 500 µm of the predicted quadrupole node in a surface-electrode trap, directly through
the trapping half-space z > 0. The system is believed to have suffered from dielectric
charging of the fiber that prevented trapping [Geo08]. (b) Two multimode fibers with a
core diameter of 200 µm is each brought to 500 µm of the predicted trap location. The
fibers have been metallized with a layer of copper, and are utilized as the RF electrodes in
an “endcap” trap geometry. No ions were produced in this system due to external technical
difficulties [Zae07]. (c) A 220 µm-core multimode fiber is brought to within 100 µm of a
trapped 24Mg+ ion in a surface-electrode design, but is shielded from the trapping space.
Fiber-based ion detection is demonstrated with a NA of 0.37 [VCA+10]. (d) Multimode
fibers with 200 µm core are incorporated into a three-dimensional endcap trap, and fiber-
based 40Ca+ detection is demonstrated. The NA of each individual fiber is comparable to
the system in (c) [WTRW+11].
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6-2(d)]. A notable feature of the latter system, in addition to its aggressive shielding of
the fiber dielectric, is the use of cylindrical symmetry in trap design, which is motivated
by the compatible symmetry of the optical fiber. For example, the RF electrode may thus
be bored for the insertion of an optical fiber without displacing the ion from the symmetry
axis of the overall assembly.
These same principles, i.e. the electrical shielding of the fiber dielectric and the use of
compatible (cylindrical) symmetry, also identify the surface-electrode point Paul trap as a
good candidate for fiber-integration, where the optical fiber is embedded directly beneath
the ion within the center electrode and is situated at a normal to the trap plane. Our
suggested geometry is illustrated in Fig. 6-1(a), based on the elliptical variant of the point
Paul trap. Experimentally we find, with and without the fiber, comparable secular frequen-
cies and trapped ion lifetimes (several hours under Doppler cooling) and similar stability of
the compensation voltages during continuous trap operation. Thus, the point Paul design
allows direct fiber-access to the ion in a surface-electrode trap while eliminating the major
perturbative effects of the fiber dielectric.
6.1.2 Trap engineering for three-dimensional ion localization
The requirement of three-dimensional ion localization necessitates a projection of the cooling
laser on all intrinsic axes of the trap. In principle, this may be achieved by multiple non-
colinear beams that intersect at the ion position. However, the demand for experimental
simplicity and practical geometric considerations (namely that, in a surface-electrode design,
free-space optical access is constrained to the radial plane) motivate the optimization of trap
axes in order to facilitate three-dimensional ion localization.
As previously noted, absolute cylindrical symmetry in fiber-integration (e.g. the sym-
metric point Paul trap) is conceptually attractive. Such a design has the consequence that
the intrinsic axes of the trap are coaligned with respect to the xyz reference frame of the
trap as defined by the fiber axis and the trap plane, as shown in Fig. 6-3(a). In the figure,
the large blue arrow denotes a single axis of Doppler cooling, and the set of smaller orthog-
onal arrows indicates the orientation of the trap axes with respect to the xyz-frame. In
panel (a), given the degeneracy of the radial potential, we diagonalize the radial axes along
the direction of the cooling beam (eˆx) without loss of generality. In contrast, Fig. 6-3(b)











Figure 6-3: The engineering of trap axes over the integrated fiber. The xyz reference frame
is defined by the axis of the fiber and the plane of the surface-electrode trap (not shown).
The large blue arrow denotes a single axis of Doppler cooling, and the orthogonal triad at
the ion indicates the orientation of the trap axes. (a) Trap axes in a cylindrically symmetric
design, where the radial axis eˆx may be defined without loss of generality by the cooling
laser. In this configuration it is seen that, in order to achieve projection on all three axes,
two free-space and one fiber-delivered beams are required. (b) The orientation of the trap
axes in the asymmetric point Paul trap, where the trap axes is rotated by 30◦ in the yz-
plane about eˆx. By a suitable arrangement of the Doppler beam (e.g. eˆx − eˆy), a single
radially-delivered beam can cool all three axes of motion. (c) The arrangement of trap axes
which is required for three-dimensional cooling of the ion by a fiber-delivered Doppler beam.
of the elliptical electrode along eˆy removes radial degeneracy and yields a 30
◦ rotation of
the trap axes in the yz-plane about eˆx.
Thus it is observed that, by breaking absolute cylindrical symmetry, an arrangement
of trap axes emerges where the trapped ion may be localized in three-dimensions with
a single, radially-delivered (e.g. eˆx − eˆy) cooling beam. This may be contrasted with the
symmetric system of (a), where three cooling beams (two free-space and one fiber-delivered)
are required for the same result. In our fiber-trap design, we opt for the experimental
simplicity afforded by configuration (b) at the cost of breaking absolute cylindrical symmetry
in trap layout. (Note, however, that further rotation of the trap axes [e.g. Fig. 6-3(c)] is
needed in order for a single fiber-delivered beam to achieve three-dimensional cooling.)
6.1.3 In situ modematching of the ion to the integrated element
A key contrast between the concurrent efforts of Fig. 6-2 [VCA+10, BEM+11, WTRW+11]
and this thesis work is in the function of the integrated fiber. In the former systems,
multimode fibers with relatively large core diameters (∼ 200 µm) are employed to collect
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the isotropic fluorescence of a trapped ion. This thesis, on the other hand, complements
such efforts by demonstrating light delivery to the ion through an integrated single-mode
fiber. As a consequence, our system generally deals with significantly smaller dimensions: a
single-mode fiber has a typical core diameter of ∼ 3 µm, and the optical output is a highly
directional Gaussian beam with a mode waist of some 10 µm at an ion height of ∼ 500 µm.
As such, the current light-delivery system demands greater precision in trap fabrication in
order to observe even basic ion-fiber interaction.
Hence, a major feature of our design is the use of multiple RF electrodes that permits in
situ modematching of the ion relative to the Gaussian output of the single-mode fiber. This
technique can be used in general to defray a part of the precision requirement in integrated
trap fabrication. Here, we demonstrate correction of the ion-fiber spatial overlap despite an
initial 160 µm offset, which is over three times the mode waist at the ion height. With this
functionality, we obtain a technically simple and mechanically robust (though imprecise)
procedure for fiber-trap assembly, which is presented in the following section.
6.2 Experimental realization
The general infrastructure for cryogenic ion trapping is described in Chapter 5. In this
section, we focus on the construction of the fiber-trap system (Section 6.2.1), and the
experimental configuration unique to the integration project: our custom vacuum fiber
feedthrough (Section 6.2.2) and the polarization analyzer for the fiber output (Section 6.2.3).
6.2.1 Fiber-trap construction
The target geometry for fiber integration is to embed the fiber within the trap substrate.
Fig. 6-4 shows a photograph of our fiber-trap implementation, which consists of two parts:
(1) a PCB chip (i.e. the asymmetric point Paul trap) with a 400 µm plated via in the
center electrode for the insertion of fiber and ferrule; and, (2) a single-mode optical fiber
connectorized in a stainless steel optical ferrule that has an appropriately machined nipple
for mating with the PCB. In the final assembly, the metallic ferrule is electrically shorted












Figure 6-4: Assembly jig for the construction of the fiber-trap. (a) Side profile of the fiber-
trap system mounted in the microscope assembly jig. The system consists of two parts: the
point Paul trap PCB, and an optical ferrule containing the desired fiber, e.g. a polarization-
maintaining single-mode fiber for 674 nm. The PCB is held by grooves in the jig, while the
ferrule is held by a setscrew from the side. This arrangement allows the ferrule to be rotated
with respect to the PCB. (b) Photograph of the PCB, emphasizing the large 400 µm plated
via in the central electrode for the insertion of ferrule and fiber. (c) An angled view of the
stainless steel ferrule, showing the 400 µm-diameter nipple for mating with the PCB via.
In the final assembly, the metallic ferrule is electrically shorted to the center electrode and
spatially fills the via.
Asymmetric point Paul trap PCB
A detailed discussion of trap design can be found in Chapter 2. Here, we summarize the trap
layout for completeness. The center, grounded electrode has a diameter of 1.1 mm. The
elliptical RF pad has major- and minor-axis diameters of 5.9 mm and 2.8 mm, respectively,
and is shifted by 500 µm along the minor-axis relative to the center of the ground electrode.
Electrode gaps are 100 µm. This design achieves an ion height of 670 µm and the electrode
asymmetries uniquely define the principal axes of the trap, which are tilted by 30◦ in the yz-
plane for achieving projection of the cooling beam on all principal axes. The side electrodes
are used for DC compensation of stray fields, as well as radial translation of the quadrupole
node by the use of additional RF sources. The trap is defined on a PCB, with copper
electrodes on a low RF-loss substrate (800 µm-thick Rogers 4350B, fabricated by Hughes
circuits). The PCB includes a 400 µm diameter plated via in the central ground electrode
for the insertion of an optical ferrule. The via is offset by 300 µm with respect to the
center of the ground electrode to account for the displacement of the trapping point that
accompanies the shift in the elliptical RF electrode.
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Optical fiber and ferrule
Our optical fiber (OZ Optics, PMF-633-4/125-3-L) is single-mode for 674 nm and is mechan-
ically protected by a 250 µm-diameter acrylate buffer and a tight-fitting 900 µm-diameter
plastic jacket (Hytrel PVC). We prepare a fiber of length 1-2 m by conventional fiber con-
nectorization: the sample is cured in a stainless steel SMA-905 optical ferrule (Thorlabs,
10125A) using fiber epoxy (Thorlabs, F112), and is flat polished on lapping film.
The subsequent task is to machine a 400 µm-diameter mating nipple on the ferrule.
This is performed on a standard lathe, where the length of the fiber is funneled through the
central (hollow) axis and is free to rotate. The machining of the ferrule with an internal
fiber is surprisingly robust: in half-dozen instances of this process, we have never caused any
damage to the optical fiber through turning. This attests to the mechanical robustness of the
stainless steel ferrule approach, which is in stark contrast to the copper-evaporated ceramic
ferrule. Instead, the primary limitation of this approach is the machining imprecision: as
a rule, we have not achieved fiber-nipple concentricity better than 50 µm. The nipple may
also be tilted (sub-1◦) relative to the ferrule body. However, we are able to compensate for
such errors in the final system by RF translation. Following the machining step, the sample
is subject to a typical UHV wash [i.e. soap, rinse, isopropyl alcohol (IPA)] in an ultrasonic
bath in order to remove oils and other residues. Finally, we attach a wire to the body of
the ferrule [visible in Fig. 6-4(a)] using a conductive epoxy (Epo-Tek, H20E), which serves
as a redundant grounding connection for the ferrule.
Note: we opt to machine the nipple after fiber connectorization rather than vice versa,
due to the tight tolerance of the ferrule hole that provides only a few microns of clearance
for the fiber. Even the slightest deformation of the ferrule hole during turning can make
subsequent fiber insertion practically impossible.
PCB-ferrule attachment
The attachment of the PCB and ferrule is performed under an optical microscope, using a
simple assembly jig which is illustrated in Fig. 6-5. The basic usage of the jig is explained
in the figure caption.
Our strategy for PCB-ferrule alignment is as follows: while general RF-based translation










Figure 6-5: Illustration of the PCB-ferrule attachment process. The scale is given by the dimensions of the PCB, which is 1 cm × 1 cm.
(1a) The PCB is firmly held in place in the grooves of two elevated grabber pieces. (1b) The ferrule is rigidly held in place by a setscrew
from the side. A ceramic washer is fit over the ferrule, which serves as a spacer in the final assembly. (2) With the ferrule inserted in
the PCB via, both components are secured independently. By loosening the ferrule setscrew, the ferrule can be rotated. The microscope
pictures show two orientations of the ferrule, where the fiber hole is aligned to the minor-axis of the trap but with a different fiber-center
offset due to the nonconcentricity of the nipple. Once the desired orientation is achieved, the ferrule setscrew is applied. The entire
structure can now be rigidly detached from the microscope stage, so that cyanoacrylate adhesive may be conveniently applied. (3) The
assembled PCB and ferrule (and washer) are “front-loaded” through a hole in the CPGA chip carrier and glued in place. Subsequently,












Figure 6-6: General strategy for the alignment of the ferrule and fiber in the PCB. We seek to
concentrate fiber-ion displacement (as much as possible) along the y-axis of the trap, which
lies in the translational span of ellipse and (minor-axis, narrow-end) side RF electrodes.
[Left] Despite the asymmetries of the elliptical point Paul trap, the PCB maintains a mirror
plane along the y-axis (indicated by dashed red lines) which is a convenient guide-to-the-
eye. The ferrule is rotated in the PCB via until the fiber is aligned with respect to the
mirror axis. Machining imprecision of the ferrule is clearly evident in the form of ∼ 100 µm
nonconcentricity between the fiber and ferrule. [Right] Illustration of the RF translation
curve (Fig. 4-8) spanned by the ellipse and side electrodes in relation to the trap. The ion
is translated along eˆy + eˆz as a function of  = Vside/Vellipse. The figure is not to scale.
fabrication errors along the y-axis of the trap, which lies in the locus of quadrupole nodes
spanned by the ellipse and side (minor-axis, narrow-end) electrodes as shown in Fig. 6-6.
The motivation for this choice is twofold. Firstly, despite the asymmetries of the elliptical
point Paul trap, the PCB maintains a mirror plane about the y-axis, which is therefore
a natural guide to the eye (dashed red line in Fig. 6-5) during PCB-ferrule attachment.
Secondly, the chosen side electrode is, among the four compensation electrodes, physically
the closest to the original quadrupole node and thus yields a relatively strong translation
effect even for moderate RF ratios (e.g. ∆y = 200 µm for  = Vside/Vellipse = 0.5). In
other words, we have chosen a priori to utilize the two RF electrodes that yield a large
translational span along the y-axis; accordingly, we orient the ferrule so that the fiber lies
on the same axis but not necessarily at the correct location.
Once the desired ferrule orientation is achieved, the two parts are glued together with
cyanoacrylate adhesive (KrazyGlue). Next, the entire structure is loaded onto a ceramic
pin grid array (CPGA) chip carrier that has a machined hole (made using a waterjet) in its
die attach area to permit the routing of fiber and ferrule. Finally, the PCB electrodes are







Figure 6-7: Routing of the integrated fiber in vacuum. The fiber-trap system is mounted on
a CPGA and installed on the 8 K baseplate of the closed-cycle cryostat. The fiber is routed
through a slit in the 40 K intermediate shield, and exits the vacuum chamber through a
1 mm hole in a 1.33”-diameter CF blank where it is sealed in place with TorrSeal UHV
epoxy. The epoxy is cured for 24 h at room temperature (rather than 1.5 h cure at 60◦C),
in order to avoid heat damage to the plastic jacket of the fiber.
6.2.2 Vacuum feedthrough for the fiber
The assembled fiber-trap system is installed in the working chamber of the closed-cycle
cryostat, as shown in the photograph of Fig. 6-7(a). A slit-like feedthrough port in the
intermediate shield permits the fiber to exit the cryogenic chamber with minimal mechan-
ical stress. Following the 40 K slit, the fiber is fed through a 1 mm-hole in a standard
1.33” ConFlat (CF) blank, where it is sealed in place with TorrSeal UHV epoxy as seen in
Fig. 6-7(b,c). Our typical in-vacuum fiber length is 0.5 m, which makes heat conduction
through the fiber negligible. Note: while TorrSeal can be cured more rapidly at elevated
temperatures (e.g. 60◦C), we utilize a 24 h room-temperature cure, since the PVC jacket
of the fiber is susceptible to softening when heated. Also, the jacket must be washed
thoroughly (ultrasonicated in IPA) prior to TorrSeal application, in order to remove con-
taminants that can affect the vacuum seal. With such precautions, we did not encounter




































Figure 6-8: The orientation of magnetic bias B0 ≈ 3 gauss and the wavevector (~k) and
polarization (not shown) of the fiber output. (a) The bias field ~B0 is oriented parallel to the
fiber wavevector. In such a configuration, the quadrupole transition coupling strength is in-
variant with respect to 674 polarization which is constrained to lie in the trap plane [Roo00].
Nevertheless, we install a dichroic mirror (Thorlabs, DMLP505) that allows the 674 nm fiber
light to be transmitted to a polarization analyzer setup. (b) Photograph of the dichroic
mirror placement in the imaging axis. (c) A standard polarization analyzer based on a po-
larizing beamsplitter (PBS) and two photodiodes (PD). Using the analyzer, we continuously
monitor both polarization and power of the integrated fiber output.
6.2.3 Polarization analyzer for fiber output
Our main goal for the fiber-trap system is to access the 674 nm quadrupole transition of
88Sr+ through the integrated fiber. However, the response of 88Sr+ to 674 nm illumination
depends not only on the beam intensity, but also the orientation of the 674 nm wavevector
and polarization relative to the quantization axis set by the bias magnetic field ~B0.
As shown in Fig. 6-8, the bias field in our experiment is oriented normal to the trap plane
or, equivalently, parallel to the fiber wavevector ~k. In such a configuration, the quadrupole
transition coupling strength is invariant to rotations of the 674 nm polarization in the trap
plane [Roo00] which is desirable since we seek to image the intensity profile of the fiber
mode without being affected by polarization drifts.
Nevertheless, we modified our imaging system to permit the fiber-delivered 674 nm light
to be extracted [Fig. 6-8(a,b)] and propagated to a polarization analyzer setup [Fig. 6-8(c)].
Using the analyzer, we maintain the fiber polarization along eˆx + eˆy in the trap frame
(Fig. 6-9), and continuously monitor the optical power emerging from the trap fiber.
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Figure 6-9: Basic operation of the fiber-integrated point Paul trap. (a) Illustration of all
light delivery to the ion: photoionization (405,461 nm) and cooling/detection (422,1092 nm)
lasers are delivered radially, as in conventional surface-electrode ion trap experiments; the
674 nm qubit laser is delivered normal to the trap plane. Inset shows the level structure
of 88Sr+. (b) One, two and three-ion 88Sr+ crystals in the fiber-integrated point Paul trap.
The ions align along the y-axis, which is the weakest-confining trap axis in the design. The
operating RF parameters are: Ω = 2pi × 6.26 MHz, Vellipse = 230 Vpp, Vside = 60 Vpp,
 = Vside/Vellipse = 0.26.
6.3 Demonstration of the fiber-trap system
The fiber-trap is operated at a typical RF frequency of Ω = 2pi × 6 MHz and 250 Vpp
amplitude, achieving secular frequencies of ωz′ = 2pi × 410 kHz, ωx = 2pi × 240 kHz, and
ωy′ = 2pi × 170 kHz. We produce 88Sr+ ions by resonant photoionization [BLW+07], which
are Doppler cooled on the 5S1/2 ↔ 5P1/2 transition at 422 nm while simultaneously driving
the 4D3/2 ↔ 5P1/2 transition at 1092 nm [see inset of Fig. 6-9(a)]. The photoionization
and cooling beams are delivered radially [Fig. 6-9(a)], as in conventional surface-electrode
trap experiments, and ion fluorescence at 422 nm is collected by a 0.5 NA lens inside the
chamber and imaged onto a CCD camera and a photomultiplier tube. Fig. 6-9(b) shows one,
two, three-ion crystals loaded along the y-axis of the trap, which is the weakest-confining
axis. In comparison to point Paul traps without the fiber, we do not encounter additional
difficulties in trapping with the integrated fiber (e.g. shorter ion lifetimes, instability of
compensation voltages for micromotion compensation, etc.).
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Figure 6-10: Telegraph log showing the interaction of ion with 674 nm light. The blue curve
is the raw stream from the photomultiplier tube, whereas the red curve has been digitized
and debounced for further analysis. The ion is “dark” when its valence electron is shelved
into the 4D5/2 state where it cannot scatter detection (422 nm) photons. The ion remains
dark until it decays spontaneously back to the “bright” 5S1/2 state. The telegraph log
highlights the randomness inherent in the quantum dynamics of a single atom i.e. random
quantum jumps between the 5S1/2 and 4D5/2 states. The fiber-ion interaction strength can
be quantified in the form of an effective shelving rate, computed by counting the number of
bright-to-dark transitions per total bright time. This analysis is performed on telegraphs
of 1 min duration.


















Figure 6-11: Linear increase in the 5S1/2 ↔ 4D5/2 shelving rate as a function of the 674 nm
power delivered to the ion, as expected for the weakly-coupled regime. The linear relation-
ship justifies the use of the 88Sr+ ion as a probe for the local 674 nm intensity. The 674 nm
beam waist at the ion is approximately 50 µm, and intensities were purposely kept low, in
order to simplify the counting of bright-to-dark transitions necessary for the computation
of the shelving rate.
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6.3.1 Measurement of fiber-ion interaction
Interaction between the ion and the 674 nm fiber mode is demonstrated using the electron
shelving method [Deh75]. In this scheme, the 88Sr+ ion is driven on the 5S1/2 ↔ 4D5/2
transition by 674 nm light from the fiber, while being simultaneously illuminated by the 422
and 1092 nm beams. Upon shelving to the 4D5/2 state, no 422 nm photons are scattered
and the ion remains dark until it decays spontaneously back to the 5S1/2 state, as illustrated
by the single ion telegraph signal in Fig. 6-10. The fiber-ion interaction strength can be
quantified in the form of an effective shelving rate by counting the number of bright-to-
dark transitions per total bright time. In Fig. 6-11, we show the linear relationship between
shelving rate and 674 nm power coupled to the fiber as expected for a weak driving field.
The linear proportionality between shelving rate and illumination power justifies the use of
the trapped ion as a probe for the local 674 nm intensity.
6.3.2 Imaging of the fiber mode by RF translation
Because of the exponential fall-off in intensity along the transverse plane of a Gaussian
mode, a method for in situ control of the ion position is highly desired. While DC fields
may achieve ion translation, the resultant displacement of the ion from the RF node incurs
excess micromotion that broadens atomic transitions [BMB+98], which limits the range and
usefulness of DC translation. In the current system, we achieve micromotion-free translation
along the y-axis of the trap by using multiple in-phase RF voltages on the ellipse and side
electrodes, which effects node translation along eˆy+ eˆz. The exact translation curve is given
schematically in Fig. 6-6 and in detail in Fig. 4-8. With an initial height of 670 µm, the
intensity variation is dominated by the displacement along y.
Fig. 6-12 shows the change in shelving rate as the ion is translated along the y-axis,
across the mode of the fiber. The dashed line represents a Gaussian beam shape indicating
good qualitative agreement with the shelving rate profile. The beam waist (1/e2-intensity)
at the ion height of 670 µm has been measured independently using an identical fiber to
be 50 µm, which is used to calibrate the y-axis in Fig. 6-12 assuming a linear relationship
between y-displacement and  = Vside/Vellipse. We use a linear fit rather than the computed
translation curve, due to the deviations in electrode layout between our simulated design
and the PCB realization. In units of the measured mode waist, the ion is brought to within
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Figure 6-12: Measurement of the mode profile of the integrated fiber using the ion as a probe.
The dashed line is a fit to a Gaussian profile showing good qualitative agreement with the
expected profile. Calibrating the transverse displacement by an independent measurement
of the fiber mode, the initial fiber-ion offset is roughly 160 µm along the y-axis. Images
show the relative position of a single ion and an unfocused image of the fiber, where residual
ion-fiber offset along eˆx is evident.
0.13 ± 0.10 of the mode center, despite an initial displacement of 3.34 ± 0.10 arising from
trap construction. CCD images show the ion displaced relative to the (unfocused) image
of the fiber. In all measurements, the ion was positioned at the RF node by eliminating
micromotion amplitude according to the photon correlation technique [BMB+98].
The ultimate precision of RF translation is limited by the stability and control of the
relative amplitudes, and phase offsets between the multiple sources. The position uncer-
tainty indicated in Fig. 6-12 is limited by the typical resolution of our imaging system to
±5 µm and is not fundamental to the RF node translation method. The numerical simu-
lation of the ion trajectory under RF errors that was presented in Section 4.3 corresponds
to the current scenario of y-axis translation. According to the numerical result, we ex-
pect a Doppler-limited ion confinement throughout RF-based translation, based on typical
parameters characterizing our passive implementation for two in-phase RF drives (i.e. the
capacitive network). In contrast, a DC translation of 160 µm would result in a peak-to-peak
micromotion amplitude over 30 µm, which is well beyond the Doppler limit and would be
clearly visible given our imaging resolution.
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τ = 1.6±0.3 s τ = 4.7±0.6 s
Fiber on on onoff off off
Figure 6-13: Detection of light-induced self-charging of the fiber by ion micromotion. The
micromotion amplitude (MMamp) is recorded over several minutes while 125 µW of 674 nm
light is coupled to the fiber, revealing a clear correlation between turning on and off of the
fiber and ion MMamp. The micromotion amplitude is converted into a stray electric field at
the ion location by applying a DC mis-compensation field of known magnitude and noting
the change in MMamp. Exponential fits to charging and discharging processes are shown
in the two insets. We observe induced fields of ∼ 10 V/m by the fiber, with charging and
discharging time constants of τ = 1.6± 0.3 s and 4.7± 0.6 s respectively. Following initial
generation, the MMamp signal remains constant for minutes, indicating stable saturation
of fiber-induced charge.
6.3.3 Light-induced self-charging of fiber
The general geometry for fiber integration, where the fiber is embedded in the trap sub-
strate of a surface-electrode trap, minimizes perturbations of the trapping fields by the
fiber dielectric. However, given light-induced charging of dielectrics [HBHB10], there is an
unavoidable disturbance of the trapping fields as light is coupled to the trap fiber, which
leads to self-charging of the fiber core. Given a particular type of fiber and its properties
(e.g. step-index, fused-silica core, etc.), light-induced self-charging of the fiber may thus be
considered a fundamental limit in trap perturbation introduced by fiber integration.
With the ion centered in the mode (operational point (c) of Fig. 6-12), we looked for
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evidence of light-induced fiber self-charging. In these tests, 125 µW of 674 nm light is
coupled into the fiber while the amplitude of ion micromotion is recorded for several minutes
to detect any dynamic shifts in the ion position due to a possible fiber-induced generation
of charge. A typical charging run is demonstrated in Fig. 6-13, where ion micromotion
amplitude (MMamp) clearly correlates with the turning on and off of the fiber. The MMamp
to field strength conversion factor is determined experimentally by applying a known DC
mis-compensation field and noting the corresponding change in ion MMamp. Through
this calibration, we observe induced fields of ∼ 10 V/m by the fiber, with charging and
discharging time constants of 1.6 ± 0.3 and 4.7 ± 0.6 s. Following initial generation, the
micromotion amplitude remains constant for minutes, indicating stable saturation of fiber-
induced charge.
We interpret the charging results as follows: for our typical operating RF parameters
and a Mathieu q-parameter of 0.2, an induced field of ∼ 10 V/m corresponds to a ion-
node displacement of ∼ 5 µm and a peak-to-peak micromotion of ∼ 1 µm, which are
significant disturbances in the context of trapped ion QIP. On the other hand, the timescale
of fiber self-charging is many orders of magnitude slower than typical optical pi-pulse times
(∼ 10 µs). Self-charging of the fiber is therefore not expected to be entirely prohibitive
for QIP applications. Nevertheless, the magnitude of fiber self-charging may be mitigated
by further elaborations on the fiber-trap design: for example, a coating of transparent
electrodes over the fiber facet may help dissipate the light-generated charge, and the use of
hollow-core fibers (which propagate optical power through a free-space core) is expected to
significantly reduce the charging effect.
6.4 Summary and outlook
In conclusion, we have demonstrated an ion trap with an integrated single-mode fiber for
light delivery, and an in situ micromotion-free optimization of the ion-fiber spatial overlap.
The fiber has been used to directly address the qubit transition of a single ion in the trap and,
as such, the fiber-trap system represents a step forward in optics-integration for large-scale
QIP in surface-electrode designs. The work is, however, only a first-order demonstration of
both fiber-integration and RF translation. Below, we propose a few possible opportunities
based on the current work.
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6.4.1 Scalable ion-trap technology
One inspiring vision for large-scale quantum computing is based on a planar “CCD” ar-
chitecture [KMW02], in which hundreds of atomic ions are trapped in a large connected
array, and a multitude of laser beams are utilized for ion cooling, detection and qubit ma-
nipulation. In the current work, we have demonstrated a trap primitive with an integrated
single-mode fiber for site-specific light delivery. On the other hand, we have not entirely
removed the use of free-space optical beams, as was seen in Fig. 6-9 where four lasers are
delivered radially in addition to a single fiber-delivered qubit beam. However, the fiber-
integrated point Paul trap design and the assembly process presented in this chapter are
compatible with more advanced fiber systems.
For one example, the commercial availability of “endlessly single-mode” photonic crystal
fibers (e.g. NKT Photonics) offers the tantalizing opportunity to develop a variant of the
current system in which all relevant 88Sr+ lasers (405, 422, 461, 674, 1033, 1092 nm) for
all functions (photoionization, cooling, detection, qubit control) are propagated through
a single, wide-bandwidth optical port. Such a system would be the first demonstration
of an ion trap for QIP that operates entirely without free-space optical beams, thereby
representing a fully integrated node for ion trapping and internal state manipulation in a
large trap array. Additionally, in a cryogenic environment, the elimination of the need for
optical access greatly reduces the heat load, which may enable sub-Kelvin trap operation
in a dilution refrigerator. The pursuit of milli-Kelvin operation could provide insights with
regards to the physics of anomalous ion heating and further suppression of decoherence
rates [LGA+08] that may assist in the realization of large-scale systems such as the CCD
architecture.
Another proposition is to use lensed fibers [Gra08] or microscopic lenses [BEM+11,
SNJ+11] that focus the fiber beam at the ion location, and thereby attain higher optical
intensities and faster gate times. Given the diffraction limit, however, it is not expected
that the lensed fiber will greatly outperform existing free-space systems [BHR+04] that
are used for individual qubit addressing in ion chains. On the other hand, because of
the steep divergence of strongly focused beams, our axial fiber-integration geometry offers
a unique possibility of delivering diffraction-limited intensities to trapped ions in a large
surface-electrode chip without having the optical beam obscured by the trap bulk.
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At the same time, it is obviously clear that our assembly process does not lend itself
to scalable microfabrication. Here, a natural path is to pursue on-chip waveguides – as
has been demonstrated in neutral atom chips [KSP+11] – with vertically-oriented output
couplers such as waveguide gratings. For this pursuit, our validation of the general geometry
for fiber-integration may provide a useful design target.
6.4.2 Towards QIP and novel systems
In addition to scalable trap technologies, there are extensions of the fiber-trap system to-
wards QIP protocols. For instance, there is a natural analogy between the 50 µm-waist
Gaussian mode of our single-mode fiber to the 10 µm-scale cavity modes of microfabri-
cated [HWS+11] and fiber-based [HSC+10] optical cavities, which are proposed for achieving
single-ion to single-photon qubit transfer in the framework of cavity quantum electrodynam-
ics. An integrated trap that utilizes the fiber facet as one of the mirrors in an optical cavity
could serve as a node in a distributed QIP architecture where the photon state can be
extracted through the fiber [CZKM97, KK09]. For such pursuits, the demonstration of RF-
based, micromotion-free translation for ion-mode modematching will be a crucial technique
to achieve optimal alignment of the ion with respect to the cavity mode, as has already been
demonstrated in a three-dimensional linear Paul trap for realizing collective strong-coupling
between many ions and an optical mode [HDA+09]. Our observation of light-induced self-
charging of the fiber may also guide the material design of integrated-cavity systems.
The optical fiber also represents a novel interface for studies involving both ions and neu-
tral atoms – such as those investigating ultracold atom-ion collisions [GCOV09, ZPSK10],
sympathetic cooling of the trapped ion by immersion in a superfluid [DFZ04], charge trans-
port [Cot00], etc. – where ions are trapped at one end of a hollow-core fiber, in a system
similar to that described here, and neutral atoms are loaded at the other end into the
hollow-core and transported by the optical tweezer effect [CWS+08, BHB+09]. An early ef-
fort along these lines could focus on the transport of neutral 88Sr through the fiber which are
then ionized at the ion trap. Such confined transport of neutral atoms may also offer a clean




The vision of a quantum network, possible in principle through the simultaneous integration
of electronic and optical functionalites in a single microfabricated device, guided my efforts
in this work. To this end, the current thesis makes two primary contributions:
1. A surface-electrode ion trap with an integrated fiber for single-mode light
delivery was demonstrated, which successfully resolves the fundamental difficulties
regarding fiber-integration at a single trap node. The demonstration of the integrated
design is a foundation for future work in advanced microfabrication methods and the
realization of trap arrays and networks for large-scale quantum computing.
2. The design and implementation of multiple RF drives in a single ion trap
was shown, which achieves in situ ion translation without incurring excess micromo-
tion. Our use of this technique to correct a macroscopic 160 µm fabrication error in
fiber-ion alignment is a prototype example of how RF-based translation is an enabling
tool for integrated trap development, with direct implications for ion-microcavity sys-
tems proposed for implementing quantum ion-photon interfaces [HWS+11].
The immediate future work continuing the results of this thesis – such as the microfab-
rication of the point Paul trap, instrumentation of multiple RF control, the verification of
ground-state cooling with multiple RFs, the integration of more advanced fiber systems –
have already been outlined throughout the individual chapters. Here, we consider a new
direction made possible by our demonstrated ability for arbitrary ion positioning.
The topic of anomalous ion heating, i.e. decoherence of the trapped ion motional state,




















In situ height variation in
microfabriacted point Paul trap
Figure 7-1: The microfabricated point Paul trap as a platform for studying the dependence of anomalous heating on the ion-electrode
distance d. [Left] A compilation of heating rates – quantified as field noise spectral density SE(ω) – from numerous ion trap samples as
presented in Ref. [DNM+11] (with additional references therein). In contrast, the red bar indicates a range of d that is accessible in a
single microfabricated point Paul trap. Of the measurements taken at room temperature (black markers) the dominant diagonal suggests
a d−4 scaling law for ion heating, which represents a challenge for the development of large-scale microfabricated quantum processors.
[Right] The in situ variation in ion height in the microfabricated point Paul trap (currently under development; see Fig. 5-14) under
the in-phase regime of dual-RF. This system provides an extremely stringent test of the scaling law, with a predicted variation of the
decoherence rate over two orders of magnitude (54 = 625). The corresponding range is shown in the heating rate plot as a red bar.
(Contour lines indicate the pseudopotential at  = 0.)
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source of error that limits the performance of QIP systems. Fig. 7-1 shows a compilation
of heating rates [DNM+11] in numerous ion trap systems collected in the last twenty years,
organized by a characteristic length scale d which is the ion-to-electrode distance. Given the
electromagnetic nature of ion perturbation, the decoherence rate is cited in terms of SE(ω),
the spectral density of electric-field fluctuations at the ion location [TKK+00]. The figure
embodies our current empirical understanding of anomalous heating. Based on the subset of
measurements taken at room temperature, the prevailing view is that the heating rate scales
as d−4, which constrains the various physical models that have been proposed to explain
the phenomenon. In this respect, in situ RF translation offers a remarkable opportunity to
observe the scaling law without being affected by random errors arising from individual trap
samples and varying experimental conditions as has been hitherto explored. For example,
we show in Fig. 7-1 the height translation curve using the center and ellipse electrodes in the
microfabricated point Paul trap currently under development (Fig. 5-14). Our technique of
RF-based ion translation may thus enable an ideal platform for elucidating the mechanism
underlying anomalous heating.
The study of ion decoherence is fascinating – not only to eventually reduce the effect in
the context of large-scale QIP in a d < 1 µm microfabricated chip – but also as a source
of information on its own right. Here, let me make an analogy to the field of magnetic
resonance imaging (MRI). Among its many achievements, the development of MRI has
profoundly transformed the practice of medicine and is a basis for today’s investigations
into the understanding of the human mind. Yet, the fundamental physical mechanism
underlying such a far-reaching technology is the measurement of decoherence in an ensemble
of hydrogen nuclei in water. Thus, I pose the following questions regarding trapped-ion
decoherence:
1. Is there sufficient contrast in the measurement of decoherence as to yield usable and
reliable information regarding its sources?
2. Does the physical mechanism provide a unique opportunity to collect that information,
or is it obsolete in comparison to existing mechanisms?
3. And lastly, is the information sufficiently interesting as to justify the development
efforts for its acquisition?
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In the case of MRI, with the luxury of hindsight, these three questions each yield an affirma-
tive response. In addition, the discovery of a beautiful mathematical scheme for encoding
spatially-specific contrast information into the free induction decay signal enabled the tech-
nology to be fully realized. Further elaborations on such techniques – both physical control
and mathematical methods – even allow one to measure the preferred direction of deco-
herence in space, which has led to the recent development of diffusion-weighted MRI that
provides an entirely new layer of information beyond basic tissue-based contrast originally
envisioned by the field’s pioneers.
I propose to view the investigation of anomalous ion heating as the foundational work
for trapped ion-based decoherence tomography. In this context, the in situ translation tech-
nique developed in this thesis is an rudimentary tool for achieving spatial source selectivity.
The ion is translated over a volume, and an “image” of the electromagnetic spectral density
is recorded, in analogy to the measurement of the fiber mode performed in this thesis. The
volumetric data may then be used to infer knowledge regarding charge dynamics in the
vicinity of the ion. We return to the three previously-posed questions:
1. Contrast? Investigations towards understanding the physical mechanism of anoma-
lous heating, especially studies that seek to correlate ion-based measurements to those
by established semiconductor methods [Col11, Haf11], is the crucial effort that will
address the fundamental question of contrast. The measurement of anomalous heat-
ing as a function of ion height in the point Paul trap would be a proof-of-principle
demonstration for the feasibility of trapped-ion decoherence tomography.
2. Unique? A trapped ion in the ground-state of a quantum harmonic oscillator repre-
sents a physical extreme in the general notion of a sensor.
3. Interesting? Basic questions in science and technology – such as proposed mechanisms
of superconductivity and the electrostatic imaging of single or few molecules [PY09] –
yield electromagnetic signatures that may lend itself to trapped-ion field tomography.
The prospect of ion decoherence imaging represents a very different kind of “single atom
electronics” than the large-scale quantum processors and networks which have occupied
the majority of this thesis. Nevertheless, the techniques developed in this work may help
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Appendix A
Surface-electrode point Paul trap
We present a model as well as experimental results for a surface electrode radiofrequency
Paul trap that has a circular electrode geometry well suited for trapping single ions and
two-dimensional planar ion crystals. The trap design is compatible with microfabrication
and offers a simple method by which the height of the trapped ions above the surface may
be changed in situ. We demonstrate trapping of single 88Sr+ ions over an ion height range
of 200-1000 µm for several hours under Doppler laser cooling and use these to characterize
the trap, finding good agreement with our model.
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I. INTRODUCTION
Radiofrequency (rf) traps have been applied extensively in a
large variety of scientific studies over the past 6 decades. Origi-
nating from mass spectrometry [1], they have then been applied
in fields such as metrology [2], quantum information science
[3,4], and cold molecular physics [5,6], to mention but a few.
Traditionally, such devices have been rather bulky, three-
dimensional structures that required precise machining and
careful assembly. Recently, however, the four-rod linear
Paul trap [see Fig. 1(a)] has been transformed into a two-
dimensional structure, with all electrodes in a single plane
above which ions can be trapped [7]. This new class of
so-called surface traps offer a tremendous advantage over their
predecessors in that electrodes can be defined lithographically
with extremely high precision and that construction can lever-
age the techniques of microfabrication, with the possibility of
incorporating the technology of Complementary metal-oxide
semiconductor (CMOS) for integrated control hardware [8,9].
These aspects are particularly attractive to applications in
quantum information processing where limitations currently,
by a large degree, pertain to the scalability of devices for
trapping as well as certain elements of infrastructure such as
optics, laser light delivery, and control electronics.
In this article we study a type of rf surface trap with a high
degree of symmetry in its electrode geometry. The generic
geometry of this trap, which we shall refer to as the point Paul
trap, is shown in Fig. 1(b) and may consist of any number
of concentric electrodes of arbitrary widths to which different
voltages can be applied. This design originated in a study of
surface electrode traps [10,11] but was subsequently strongly
inspired by work on planar Penning traps [12], where a similar
geometry was used to create a static electric quadrupole field
that, when combined with a strong homogeneous magnetic
field, gave rise to a confining potential above the surface of the
electrodes. The point Paul trap also bears close resemblance
to the rf ring and the rf hole traps [13]; however, it differs
in that the ion is trapped above the surface of the electrodes
as opposed to in between, which makes this geometry better
suited for microfabrication.
*kimt@mit.edu
A consequence of the azimuthal symmetry of the electrodes
is that the rf field exhibits a nodal point rather that a nodal line
as in the linear Paul trap and that the confining fields originate
exclusively from the rf potential, rendering the addition of dc
potentials nonessential for anything but the compensation of
stray charges on the trap. This makes the point Paul trap well
suited for confinement of single ions, which may then reside at
the rf nodal point where the amplitude of the rapidly oscillating
rf field vanishes.
The ability to fabricate these traps in a scalable fashion
makes them attractive for realizing large arrays of single
ions in independent traps that may be utilized for a quantum
processor, provided the individual ions can be interconnected,
e.g., through optical fibers [14–16]. On this aspect, the axial
symmetry of the trap lends itself well to integration of such
fibers and potentially other optical elements that also possess
axial symmetry. The fiber, for instance, may be introduced
through the electrodes directly beneath the ions with minimal
perturbation of the trapping fields.
Another possible application of this trap is in the field of
quantum simulation. While classical computers are unable to
efficiently simulate coupled spin systems, such simulations
may be implemented using a quantum mechanical system of
effective spins, such as a two-dimensional lattice of interacting
ions. The resulting potential of the point Paul trap provides
ion crystals with exactly the requisite two-dimensional planar
structure. As such, the system could be used to simulate,
e.g., a frustrated spin system [17,18], as was demonstrated
recently [19].
We also find that our trap design is ideally suited for
realizing a scheme by which the height of a single trapped
ion above the trap surface is varied in situ. This capability
may prove extremely useful in the search for the origin of
anomalous heating in ion traps: a problem currently impeding
the advancement of quantum computation with trapped ions
[20,21]. It also provides a general technique by which oven
contamination of the trap can be minimized by loading further
away from the trap surface and subsequently bringing the ion
to the desired trap height.
This article is organized as follows: in Sec. II we present
a model for the planar point Paul trap, derive analytic
expressions for the relevant trapping parameters, present full
numerical results of trap optimization, and consider a scheme
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FIG. 1. Comparison of the traditional four-rod linear Paul trap
(a) to the point Paul trap (b). The latter achieves quadrupole ion
confinement through rf on a single, ring-shaped electrode. Dashed
lines suggest how cylindrical elements, such as optical fibers, may be
introduced to the point Paul geometry.
for the variation of the ion height above the trap surface. In
Sec. III we describe our experimental setup used for the veri-
fication of the model; and in Sec. IV we present experimental
results for trapping of single and few ions in a printed circuit
board (PCB) implementation of the point Paul trap.
II. POINT PAUL TRAP MODEL
We proceed with a general treatment applicable to an
arbitrary number of circular electrodes and then focus on a
particular geometry that we will study experimentally later in
Secs. III and IV. Further theoretical discussion can be found
in Refs. [22,23]. At the end of this section we also describe a
scheme for variation of the ion height above the trap surface.
A. Potential from annular planar electrodes
We begin with the general solution to the Laplace equation
in charge-free space and express this in cylindrical coordinates







× [Am(k) cos (mφ) + Bm(k) sin (mφ)] dk, (1)
where Jm(kρ) are the usual Bessel functions and Am(k) and
Bm(k) are coefficients to be determined based on the boundary
conditions of the problem. Based on the azimuthal symmetry












All information about the electrode geometry is now included
in the A0 coefficient, which we have in turn written as a sum
of n subcoefficients, each accounting for the effect of a single
annular electrode i with inner radius αi , outer radius βi and
a voltage Vi , which we shall assume is constant across the
electrode. The integral of Eq. (3) can be evaluated using the
identity for the Bessel functions
∫ u
0 vJ0(v)dv = uJ1(u) to give
Ai(k) = Vi[βiJ1(kβi) − αiJ1(kαi)]. (4)
This completes the general treatment of the problem: The







FIG. 2. The generic layout of the point Paul trap, which consists
of concentric annular electrodes with arbitrary widths, illustrated in
a cylindrical coordinate system.
circular electrodes, each with independent voltages Vi and
inner and outer radii of αi and βi , respectively, is given by
Eq. (2) with A0(k) =
∑n
i Ai(k), where the Ai coefficients are
given by Eq. (4).
B. The three-electrode point Paul trap
While static potentials alone may provide confinement
in one or two dimensions, Earnshaw’s theorem dictates that
this is accompanied by a defocusing effect in the orthogonal
dimensions. In the work of Ref. [12], three-dimensional
confinement was achieved via the addition of a static magnetic
field to realize a planar Penning trap. Here, we use a time-
varying rf field to achieve charge confinement as a planar Paul
trap. Namely, we consider the simple geometry of only three
electrodes defined by the following boundary conditions:
(z = 0,ρ) =
⎧⎪⎨
⎪⎩
0 for 0 < ρ < a,
Vrf cos (rf t) for a 6 ρ 6 b,
0 for b < ρ < ∞,
(5)
where Vrf is the amplitude of the applied voltage and rf is the
frequency. The resulting potential then reads





[bJ1(kb) − aJ1(ka)]e−kzJ0(kρ) dk. (7)
In general, Eq. (7) has to be solved numerically. However,
for the case of ρ = 0 the problem simplifies significantly and
an analytic solution can be obtained. From the symmetry of
the problem we can infer that if a nontrivial field zero ( E = 0)
exists for z > 0, it will be located on the axis defined by ρ = 0
and hence this scenario is worthy of attention.
The on-axis potential is easily integrated to yield:
κ(z,0) = 1√
1 + ( a
z
)2 − 1√1 + ( b
z
)2 . (8)
Asserting that this potential provides for an electric field null
at z = z0 > 0, we expand (z,t) around this point and use
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the resulting expansion to find the equation of motion for a







cos (rf t)[f (a,b)(z − z0) + O(z − z0)2]. (9)
Provided |z − z0|  z0, which is a reasonable assumption for a
trapped ion, terms of second and higher order can be neglected,
and the equation of motion takes the form of the well-known
Mathieu equation. With proper rescaling of variables, Eq. (9)
can be cast into the standard Mathieu form [25]:
¨z˜(τ ) + 2q cos (2τ )z˜(τ ) = 0, (10)
where we have substituted z˜ = z − z0 and τ = rf t/2, and the




Here, everything related to the trap geometry is collected into
a single function f (a,b) of unit [length]−2 given by
f (a,b) =









3 + b 23 a 23 + a 43 )5 . (12)
Note that in this treatment a denotes the inner radius of the rf
electrode and not the Mathieu a parameter, commonly used in
the literature on Paul traps. The Mathieu a parameter, which
corresponds to the inclusion of a dc potential in the equation
of motion [Eq. (9)], is rendered superfluous in the point Paul
trap as full three-dimensional confinement is achieved in this
geometry by the rf field alone.
When the trap is operated such that |q|  1, the equation








This is the usual result, familiar also from the four-rod linear
Paul trap, where the motion is composed of two distinct types
of motion: a slow, so-called secular, motion with an amplitude








and a superimposed, fast micromotion, with a lower amplitude
of 12qσ0 and at sideband frequencies of the rf drive rf .
Neglecting the micromotion—a reasonable approximation for
|q|  1—we can define an approximate harmonic potential




Mω2z (z − z0)2 =
Q2V 2rf
4M2rf
f 2(a,b)(z − z0)2, (15)
thereby showing the charge-confining capabilities of the
three-electrode point Paul trap, provided that f 2 > 0.
C. Trap optimization and results
While the harmonic potential of Eq. (15) provides an
intuitive connection to the physical, time-averaged motion






































FIG. 3. The harmonic potential approximation [Eq. (15); dashed
line] for the point Paul trap is shown on top of the pseudopotential
[Eq. (16); solid line]. The latter identifies the trap turn-around point
zmax in addition to the trap location z0. Trap geometry (a,b) is chosen
as in Table I.
of the trapped ion in the vicinity of the rf node, it does
not reveal any information about the dynamics where the
inequality |z − z0|  z0 is not satisfied. For instance, in a
real device there is necessarily a finite trapping volume and
trap depth. These quantities originate from the shape of the
potential significantly beyond the harmonic region. In the limit
q  1, the effective potential energy beyond the harmonic
regime—commonly referred to as the pseudopotential—may
be expressed directly through the gradient of the electric





The solid line in Fig. 3 shows the pseudopotential for
the planar point Paul trap. Superimposed is the harmonic
approximation (dashed line). Inserting the expression for κ
from Eq. (7) into the expression for the pseudopotential









a−4/5 − b−4/5 . (18)
Here, z0 is the coordinate of the pseudopotential minimum, and
zmax denotes the turning-point of the confining pseudopoten-
tial. The difference zmax − z0 can be taken as a linear measure
of the effective trap volume. Furthermore, the corresponding
trap depth can now be defined as D = (zmax) − (z0). Using
Eqs. (17) and (18), one finds that the trap depth is positive for








)− 32 − b2(b2 + z2max)− 32 ]2 . (19)
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TABLE I. Results of numerical optimization of the trap depth for
a fixed trap height z0. The choice of units allows for direct comparison
with the three-dimensional linear Paul trap.
a(z0) b(z0) zmax(z0) q(q4rod) D(D4rod)
0.651679 3.57668 1.957965 0.471565 0.019703
The trap depth is a reasonable quantity to be optimized
in the design of the point Paul trap. However, unconstrained
optimization of Eq. (19) over (a,b) will influence not only the
trap depth but also the trap height z0 above the surface through
Eq. (17). Often in experiments, the trap height is a parameter
of importance and so a more reasonable strategy is to optimize
the trap depth for a fixed value of z0. This can in principle
be done analytically; however, the results are more useful in
their numerical form. Table I summarizes the results of this
optimization. For the purpose of comparison with the four-rod









which corresponds to the q parameter and the trap depth,
respectively, for the three-dimensional four-rod Paul trap with
an ion-electrode distance of z0.
From the optimization results of Table I, it is seen that
the q parameter of the point Paul trap is roughly a factor 12
of the four-rod linear Paul trap while the trap depth is about a
factor 150 . By comparison, the surface electrode linear Paul trap
design that has recently attracted much attention in the context
of quantum computing [28,29] has a q parameter and a trap
depth that are approximately a factor 12√3 and
1
72 , respectively,
of the four-rod linear Paul trap [7].
D. 3D potential of the point Paul trap
To extract information about the three-dimensional shape of
the pseudopotential, we insert the full expression of Eq. (7) into
Eq. (16) and integrate numerically at discrete values of ρ and
z. This yields a contour plot as shown in Fig. 4, where the trap
dimensions are chosen according to Table I for a trap height
of z0 = 1 mm. It is seen that the confinement is tighter along
the axial direction of the trap than along the radial direction.
Also shown (see inset) is the isosurface corresponding to the
edge of the trap.
A unique feature of this trap design is that confinement is
achieved in three dimensions using only an rf field as opposed
to the linear trap designs that also require static dc-potentials
along the axis defined by the nodal line of the rf quadrupole
field. One consequence of this is that, similar to the four-rod
linear Paul trap but in contrast to the linear surface electrode
Paul trap, the point Paul trap is naturally compensated and
dc potentials are in principle not required for stable trapping.
Another implication of achieving three-dimensional con-
finement with a single rf field is that the ratio of the axial and
radial secular frequencies is fixed by the geometry of the trap.
From quadratic fits to the central harmonic region of Fig. 4,





















FIG. 4. (Color online) A contour plot for the pseudopotential
[Eq. (16)] of a z0 = 1 mm trap, using the optimal geometry of Table I.
The inset shows the trap isosurface in relation to outlines of the rf
ring electrode (units in z0).
E. Scheme for variation of the nodal point of the rf field
We mentioned previously that the ion height above the
trap surface is often a parameter of interest and designs
are generally optimized with some focus on this parameter.
Controlling the ion position in situ is a desirable capability
for a variety of experimental applications. To mention a
few examples, in experiments incorporating optical cavities,
careful alignment of the cavity with respect to the ion is
necessary to achieve the highest possible coupling between
the ion and the cavity mode [30–33]; and in the study
on anomalous heating in ion traps the ion height is a key
parameter, with the scaling of the heating rate currently
believed to follow a z−40 trend [20]. The ion position may
be adjusted via the addition of dc potentials; however, unless
the rf quadrupole potential is adjusted accordingly, the ion
location will not coincide with the zero of the rf field and
as a result its motion will be driven by the rapidly changing
rf fields, resulting in broadening of the atomic transitions [34].
It is possible to align the trap relative to external objects
such as mirrors by physically moving the trap [30,32,33];
however, recently a method for translating the node of the rf
quadrupole field has been developed and used both in four-rod
Paul traps [35] and in planar surface traps [36,37] to shift the
ions without introducing excess micromotion.
The basic principle of this method is to apply different
amplitudes of rf potential on individual electrodes, thus
causing a shift of the rf field node relative to those electrodes.
Implementation of this technique is particularly simple in
our geometry where it is achieved by adding an rf field
to the central, previously grounded, electrode. The resulting




Vrf cos (rf t + θ ) for 0 < ρ < a,
Vrf cos (rf t) for a 6 ρ 6 b,
0 for b < ρ < ∞,
(21)
where  and θ accounts for the amplitude and phase difference
between the inner and the outer rf electrodes.
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Before proceeding to find a solution to the potential in this
configuration, it is useful analyze the scenario in qualitative
terms to gain some intuition about the influence of this second
rf potential:
Along the z axis, the rf field from the outer ring electrode
reverses its sign around the quadrupole zero point z0, while the
field from the inner rf electrode is always in the same direction
on the z axis, pointing away from the trap surface. If the two
electrodes are driven in-phase, their fields will be of opposite
sign for z < z0 and the same sign for z > z0. In that case the
effect of the second rf field is to decrease the magnitude of
the field below the original trap location and increase it above,
thus bringing the rf node closer to the electrodes. Similarly, if
the two rf electrodes are driven out of phase the trapping point
will move away from the electrode surface.
To develop a quantitative model, we again solve the
potential for the boundary conditions of Eq. (21) but for the
case of either in-phase (θ = 0) or out-of-phase (θ = π ) drives.
The scenario where the two electrodes are related by some
other relative phase should be avoided, as it will result in
excess micromotion, analogously to the case of the four-rod
linear Paul trap [34]. Absorbing the phase into the sign of ,




dke−kzJ0(kρ)[bJ1(kb) − (1 − )aJ1(ka)].
(22)
We again focus on the case of ρ = 0 to find an analytic
expression for κ(z,0):
κ(z,0) = 1√
1 + ( a
z











where  > 0 and  < 0 correspond to the in-phase and out-of-
phase drives, respectively.
Inserting the expression for κ(z) into Eq. (16) and using the
geometry of Table I we may plot the pseudopotential for vari-
ous values of . Figure 5 shows such example plots for various
values of . It is seen that, in accordance with the qualitative
model, the in-phase drive ( > 0) lowers the trap height z0,
while the out-of-phase drive ( < 0) increases the height.
The new trap location and turning point can be found
analytically as in Sec. II C, yielding:
z′0() =
√
b2a4/3(1 − )2/3 − a2b4/3




b2a4/5(1 − )2/5 − a2b4/5
b4/5 − a4/5(1 − )2/5 . (25)
We also find an expression for the q parameter, which is derived
analogously to Eq. (11) using (23):










In addition to the ion height variation, the presence of a
second rf modifies the overall shape of the pseudopotential




































On−axis height, z (units of z0)
FIG. 5. Variation in the on-axis pseudopotential  with the
addition of secondary rf at various values of . The trap dimensions
a and b are as in Table I.
and hence also the effective trap depth, as evidenced in Fig. 5.
Namely, the out-of-phase regime is limited by a diminishing
barrier on the side further away from the trap, and the in-phase
drive causes a lowering of depth on the side toward the plane.
For an optimal z0 = 1 mm trap for 88Sr+, Fig. 6 summarizes
the variation in ion height z′0, the Mathieu q ′ parameter, and
overall trap depth D′ as a function of  under typical operating
parameters. In particular, note the cusp in trap depth at  ≈ 0.7,
due to the rapidly diminishing trap barrier on the side toward
the trap. Conservatively, a range of 0 <  < 0.7 leads to a
dynamic range of about 0.6z0 = 600 µm that is achievable
without suffering any decrease in trap depth from the single-rf
configuration. Of course, a reduction in the trap depth due to
this technique may be compensated by varying the magnitude
of the rf voltage and the rf frequency.
Compared with previous work on shifting the rf nodal line
of a four-rod linear Paul trap [35], this range is a significant



















































FIG. 6. (Color online) The variation in trap height (solid blue
line), Mathieu q parameter (dashed blue line), and the effective trap
depth (dotted red line) as a function of the amplitude of the secondary
rf. These parameters are computed for an optimal z0 = 1 mm (under
single rf) 88Sr+ trap, with Vrf = 300 V and rf = 2π × 8 MHz.
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increase. The underlying reason is that the geometry of the
point Paul trap is more favorable for such a scheme in that
a shift in the ion height does not change the symmetry of
the trap axis with respect to the electrodes, in contrast to the
implementation in the four-rod linear Paul trap [35] but similar
to recent work on a related surface electrode ion trap [37].
The ability of the point Paul trap to vary the ion height
without incurring micromotion would be of tremendous value
in the search for the origin of anomalous heating in ion
traps [20,21]. Previous work on this problem have either used
a technically challenging setup in which the trap electrodes
were moved in situ [20] or has relied on systematic testing of
traps of identical geometry but different scales, making this
method prone to random errors associated with the fabrication
of the individual traps [21].
Anomalous heating is believed to originate from fluctuating
patch potentials on the electrodes. The model describing this
effect predicts a scaling of the heating rate of 1/z40; however,
only one experiment has thus far been able to conduct a
systematic study to confirm this in a single trap geometry
[20]. As the suggested scheme for the point Paul trap in
principle allows for in situ variation of the ion height by
almost an order of magnitude (with modest adjustments in
drive rf), it provides for an extremely sensitive test of the
patch potential model without complications associated with
physically moving the trap electrodes and without the errors
and difficulty in obtaining good statistics associated with the
use of individual traps for each value of z0.
III. EXPERIMENTAL SETUP
To validate the model presented in the previous section
we have tested a planar point Paul trap with an electrode
geometry similar to that of Sec. II B and characterized its
trapping of 88Sr+ ions. The trap itself is based on a printed
circuit board (PCB) with copper electrodes on a low-rf-loss
substrate (Rogers 4350B, fabricated by Hughes circuits) [38].
Figure 7 shows a picture of this trap mounted in a ceramic
pin grid array (CPGA) chip carrier. The radius of the inner
ground electrode is a1 = 550 µm, the inner radius of the rf ring
12 mm
FIG. 7. (Color online) Image of the PCB trap mounted on the
CPGA and installed on the 8K base plate of the closed-cycle cryostat.
Capacitors are connected to the DC electrodes in order to minimize
rf pickup.
electrode is a2 = 650 µm, and its outer radius is b = 3.24 mm.
Due to the 100-µm gap between the electrodes, the ratio a1,2
b
deviates by about 10% from the optimum geometry of Table I
and produces in an ion height of z0 = 960 µm using a2.
In this particular realization of the model system of Fig. 2,
the outer ground has been segmented into four electrodes
and their independent potentials can each be adjusted to
compensate for stray electric fields in the vicinity of the trap.
Boundary element analysis of the exact electrode configuration
predicts an ion height of 940 µm, in agreement with our
analytical model. This analysis also finds the ratio of radial
to axial secular frequencies to be ωρ
ωz
 0.50, again in good
agreement with the analytic result.
The trap is mounted on the 8K baseplate of a close-cycle
cryostat described in Ref. [39]. Ions are loaded via resonant
photoionization of an atomic beam from an effusive oven that
is heated resistively to a few hundred degrees Celcius during
loading. Once ionized, the ions are Doppler-cooled using light
at 422 and 1092 nm. The relevant level scheme is shown in the
inset of Fig. 8 along with the lifetimes of the excited states.
Typically, 20 µW of 422-nm light focused to a 50-µm waist
at the location of the ion is used for the 5 2S1/2 ↔ 5 2P1/2
transition, while about 20 µW of 1092 nm focused to a
150-µm waist repumps the ion on the 4 2D3/2 ↔ 5 2P1/2
transition. Dark states of the D3/2 manifold are destabilized
by polarization modulation of the 1092-nm light at 10 MHz
as described in Ref. [40]. Fluorescence from the ions is
collected with a numerical aperture 0.5 lens mounted inside
the vacuum chamber and imaged onto a CCD camera (Andor
Luca R) and a photomultiplier tube (PMT) (Hamamatsu,
H7360-02), the latter achieving an overall detection efficiency
(including losses on optics in the imaging system) of 0.6%.
We ensure that the ions are located at the nodal point of the
rf field by minimizing the micromotion amplitude using the
correlation measurement technique as described in Ref. [34].
Radial and axial secular frequencies can be measured by
applying a small sinusoidal voltage to a DC electrode, thus






























FIG. 8. Telegraph log shows the discrete loss of five ions from the
PCB trap, as measured by scattered 422-nm light from the 5 2S1/2 ↔
5 2P1/2 transition (see inset).
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exciting motion along the corresponding direction [41]. At
the resonant frequency of the trap, the strong increase in the
amplitude of this driven motion is detected as a sudden change
in the fluorescence from the ion and can also be corroborated
by increased motion along an axis by the imaging system.
Depending on the trap depth, amplitude of the perturbative
signal, and the sweep rate, this allows a measurement of the
secular frequencies with a typical accuracy of about ±5 kHz.
Finally, the shift in ion height with the addition of a
second rf drive is determined by the translation of the
Doppler cooling beam necessary in order to maximize ion
fluorescence. The spatial position of the beam is calibrated
by a digital translation stage with submicron resolution.
However, the accuracy of this method is ultimately limited by
the finite waist of the laser beams.
IV. RESULTS
The purpose of this section is to validate the model pre-
sented in Sec. II. Figure 8 shows a time log of the fluorescence
signal detected with the PMT as five ions are loaded and then
lost from the trap. This rapid ion loss was observed prior
to compensation of the stray dc fields and optimization of
Doppler cooling. The discrete steps in photon counts provides
a calibration of the scale to distinguish a single ion from two
or more. Once compensation is optimized, we find that the
trapping is stable for several hours when Doppler cooling is
applied, limited only by the long-term stability of our lasers.
In addition to the discrete PMT logs, we have been able to
resolve individual ions in 2D crystals involving up to nine ions,
which is summarized in Fig. 9. As noted in the introduction,
(a) (b) (c)
(d) (e) (f )
(g) (h) (i)
FIG. 9. Summary of the ion crystals that were observed with the
PCB trap. The crystals in panels (c) and (e) were observed at an ion
height of 940 µm (Vrf = 360 V, 10-s exposure) where the panel’s
field of view is 70 × 70 µm. The remaining crystals were observed at
a height of about 600 µm (Vrf = 275 V,   0.52, 500-ms exposure)
where each panel corresponds to approximately 40 × 40 µm.




























FIG. 10. Measurements of axial (square markers) and radial
(diamond markers) secular frequencies of the point Paul trap. Data
were taken at z0 = 940 µm under the single-rf drive at rf =
2π × 8.07 MHz. Also shown are theoretically expected secular
frequencies (not fits) according to Eq. (14). (Inset) Measured axial
(squares) and radial (diamonds) trap frequencies and their linear fits
at an ion height of 600 µm (same units as main figure).
such lattices could be used for quantum simulations of,
for instance, frustrated spin systems [18,19]. The effect of
micromotion in planar crystals on quantum simulations has
been considered in Ref. [42].
The pseudopotential model for the point Paul trap is
evaluated by measuring the secular frequencies of the trap for
various applied rf voltages Vrf at a constant rf drive frequency
of rf = 2π × 8.07 MHz. The results are shown in Fig. 10
for a single ion held at 940 µm (using the numerical result)
under the single-rf scheme. Solid lines are the theoretically
expected trap frequencies (not fits) according to the model of
Sec. II, where the rf voltage has been calibrated independently
by characterizing the driving helical resonator. Fits through
the measured data yields a ratio of the radial to axial secular
frequencies of ωρ
ωz
= 0.51 ± 0.01, in excellent agreement with
the numerically predicted ωρ
ωz
= 0.50.
To establish the validity of the ion height variation model,
we have explored the in-phase ( > 0) parameter space. The
implementation of a second in-phase drive was achieved by
connecting a trim capacitor between the ring and center
electrodes, which then formed a capacitive divider for the
center electrode in combination with the intrinsic capacitance
from the PCB. Figure 11 shows the results. Experimentally,
we found that stable trapping was extremely straightforward
to achieve, and single ions and crystals were trapped as close
as 200 µm from the surface of the trap. Further approach was
prevented by scattering the incident laser beams from the trap
surface, which interfered with ion detection.
In addition, we were also able to measure secular fre-
quencies when the ion was offset to a height of 600 µm,
as shown in the inset of Fig. 10. The comparable linearity in
secular frequencies between the single- and dual-rf cases—
as well as the well-resolved ions of Fig. 9 at an offset
height—suggests that the addition of a secondary rf has not
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FIG. 11. Variation in ion height with the addition of the second
rf on the innermost electrode. Solid curve shows the results of the
numerical boundary element analysis, while the dashed curve shows
the height as predicted by Eq. (25).
added significant micromotion. The measured ratio of radial
to axial secular frequencies was ωρ
ωz
= 0.38 ± 0.01, which
deviates significantly from the expected 0.50 (according to
the model, the ratio remains unaffected by the addition of
the second rf). Possible sources for deviation from the ideal
model include the dc potentials, which were added to ensure
a well-compensated trap but which could have shifted secular
frequencies. In particular, as the ion is brought closer to
the trap surface, it is more susceptible to the effects of dc
potentials. Such fields may also break the degeneracy of the
radial modes. We have, in fact, observed such separate radial
modes, although in the case of the data in Fig. 10, they were
only separated by about 20 kHz, and thus average radial values
are presented in that figure. We have numerically confirmed
that the trap’s dc potentials yield simultaneously a splitting of
20 kHz in the radial modes and a modified secular frequency
ratio of 0.40.
V. CONCLUSIONS
We have presented an analytic model of a circularly
symmetric rf surface trap and its experimental validation.
This particular geometry offers several advantages for further
investigations in quantum information processing. First, the
shape of the resulting potential leads to confinement of 2D ion
crystals, which may be used as a platform for quantum sim-
ulation of interacting spins. Second, because the confinement
is achieved through the ring electrode alone, the trap permits
a straightforward scheme for variation of ion height in situ. In
this work, we have demonstrated almost an ion height variation
over 200–1000 µm, which may then, for instance, be used for
a stringent test of the supposed z−40 scaling in anomalous ion
heating. Finally, the axial symmetry of the trap lends itself
to natural integration with optical fibers. Such a device, in
turn, could serve as nodes in a quantum network or provide an
interface medium between ions and cold neutral atoms.
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Surface-electrode ion trap with
integrated light source
An atomic ion is trapped at the tip of a single-mode optical fiber in a cryogenic (8 K)
surface-electrode ion trap. The fiber serves as an integrated source of laser light, which
drives the quadrupole qubit transition of 88Sr+. Through in situ translation of the nodal
point of the trapping field, the Gaussian beam profile of the fiber output is imaged, and the
fiber-ion displacement, in units of mode waist at the ion, is optimized to within 0.13±0.10 of
the mode center despite an initial offset of 3.30± 0.10. Fiber-induced charging by 125 µW
of 674 nm light is observed to be ∼ 10 V/m at an ion height of 670 µm, with charging
and discharging time constants of 1.6 ± 0.3 s and 4.7 ± 0.6 s, respectively. This work
is of importance to large-scale, ion-based quantum information processing, where optics
integration in surface-electrode designs may be a crucial enabling technology.
185
Surface-electrode ion trap with integrated light source
Tony Hyun Kim,a Peter F. Herskind, and Isaac L. Chuang
Department of Physics, Center for Ultracold Atoms, Massachusetts Institute of Technology,
77 Massachusetts Avenue, Cambridge, Massachusetts 02139, USA
Received 25 March 2011; accepted 3 May 2011; published online 27 May 2011
An atomic ion is trapped at the tip of a single-mode optical fiber in a cryogenic 8 K
surface-electrode ion trap. The fiber serves as an integrated source of laser light, which drives the
quadrupole qubit transition of 88Sr+. Through in situ translation of the nodal point of the trapping
field, the Gaussian beam profile of the fiber output is imaged, and the fiber-ion displacement, in units
of the mode waist at the ion, is optimized to within 0.130.10 of the mode center despite an initial
offset of 3.300.10. Fiber-induced charging by 125 W of 674 nm light is observed to be
10 V /m at an ion height of 670 m, with charging and discharging time constants of 1.60.3 s
and 4.70.6 s, respectively. This work is of importance to large-scale, ion-based quantum
information processing, where optics integration in surface-electrode designs may be a crucial
enabling technology. © 2011 American Institute of Physics. doi:10.1063/1.3593496
An array of trapped ions in optical cavities, connected by
a network of optical fibers, represents a possible distributed
architecture for large-scale quantum information processing1
QIP. Due to the necessity of efficient light collection, laser
cooling and qubit state manipulation, the realization of a
quantum network or processor at the level of tens and hun-
dreds of qubits strongly motivates the integration of optics in
surface-electrode ion traps.2 However, the potential benefits
of integrated optics have long been overshadowed by the
challenge of trapping ions in the proximity of dielectrics,3 as
well as the difficulty of guaranteeing good spatial overlap of
the trapped ion with the field mode of the integrated element.
In the past, there have been demonstrations of integra-
tion of bulk mirrors,4–6 multimode MM optical fibers,7 and
phase-Fresnel lenses8 into radio frequency rf traps with
three-dimensional electrodes. More recently, integration of
MM fibers9,10 and microscopic reflective optics11 for collec-
tion of ion fluorescence has been demonstrated in microfab-
ricated surface-electrode traps. Complementing such efforts
on light collection, the present work demonstrates light de-
livery through an integrated single-mode SM fiber in a
scalable, surface-electrode design, and an in situ micrometer-
scale positioning of the ion relative to the integrated struc-
ture. Future developments in optics integration, such as mi-
crocavities for the realization of quantum light-matter
interfaces,1,12 or lensed fibers for faster gate times and opti-
cal trapping of ions,13 will employ sub-10 m waists,11 un-
derscoring the importance of in situ ion positioning.14
We report on the construction of a fiber-trap system, and
demonstrate the ability of the integrated light source to drive
the 674 nm quadrupole transition of 88Sr+. The 674 nm tran-
sition is of particular interest in QIP with trapped ions, where
it serves as the optical qubit,15 as well as in metrology, where
it constitutes an optical frequency standard.16 The ion-fiber
spatial overlap is optimized in situ by micromotion-free
translation of the ion using segmented rf electrodes. We use
this technique to map out the Gaussian profile of the fiber
mode along a single transverse axis. With the ion over the
center of the mode, we quantify the magnitude and timescale
of fiber-induced charging.
Fiber-trap integration is achieved by embedding the fiber
within the trap substrate. Figure 1a shows a schematic of
the ion trap design, which is a modified version of the
surface-electrode point Paul trap described recently.17 The
center, grounded electrode has a diameter of 1.1 mm. The
elliptical rf pad has major- and minor-axis diameters of 5.9
mm and 2.8 mm, respectively, and is shifted by 500 m
along the minor-axis relative to the center of the ground
electrode. Electrode gaps are 100 m. This design achieves
an ion height of 670 m and the electrode asymmetries
uniquely define the principal axes of the trap, which are tilted
































FIG. 1. Color online a Schematic of the surface-electrode ion trap with
integrated optical fiber. The 88Sr+ qubit laser is delivered axially along z
through the fiber, while Doppler cooling beams propagate horizontally along
ex−ey. b Alignment of the optical ferrule with respect to the trap elec-
trodes. The ferrule is rotated until the fiber is aligned with the minor-axis of
the trap. c Fiber-trap system mounted on a CPGA and installed on the 8 K
basplate of a closed-cycle cryostat.
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beam on all principal axes. The side electrodes are used for
dc compensation of stray electric fields, as well as radial
translation of the rf node by use of additional rf voltages, as
discussed later, and shown in Fig. 3. The trap is defined on a
printed circuit board PCB with copper electrodes on a low-
rf-loss substrate Rogers 4350B, fabricated by Hughes cir-
cuits. The PCB includes a 400 m diameter plated via in
the center ground electrode for the insertion of an optical
ferrule. The via is offset by 300 m with respect to the
ground electrode to account for the displacement of the trap-
ping point that accompanies the shift in the elliptical rf elec-
trode.
The optical fiber OZ Optics, PMF-633-4/125-3-L is
SM for 674 nm and is conventionally prepared i.e., cured in
fiber epoxy and flat-polished in a stainless steel optical fer-
rule Thorlabs, 10125A whose tip has been machined to
match the 400 m diameter of the PCB via. Assembly of
PCB and ferrule is performed under a microscope, as in Fig.
1b, where machining imprecision of the ferrule is evident
in the form of 100 m nonconcentricity between the fiber
and the ferrule. The ferrule is rotated with respect to the PCB
to place the fiber roughly along the minor-axis of the trap,
and is cured using cyanoacrylate adhesive.
The fiber-trap system is installed on a ceramic pin grid
array CPGA and mounted on the 8 K baseplate of a closed-
cycle cryostat18 as shown in Fig. 1c. The fiber is routed
through a hole in the CPGA and a hole in a flange of the
vacuum chamber, where it is sealed in place with TorrSeal
UHV epoxy. The trap is operated at a typical rf frequency
of 26 MHz and 250 Vpp amplitude, achieving secular
frequencies of z=2410 kHz, x=2240 kHz, and
y=2170 kHz. We produce
88Sr+ ions by resonant
photoionization,19 which are Doppler cooled on the
5S1/2↔5P1/2 transition at 422 nm, while simultaneously
driving the 4D3/2↔5P1/2 transition at 1092 nm see Fig.
1a. Ion fluorescence at 422 nm is collected by a 0.5 NA
lens inside the chamber and imaged onto a charge coupled
device CCD camera and a photomultiplier tube.
Interaction between the ion and the fiber mode is dem-
onstrated using the electron shelving method.20 The ion is
driven on the 5S1/2↔4D5/2 transition by 674 nm light from
the fiber while being simultaneously illuminated by the 422
and 1092 nm beams. Upon shelving to the 4D5/2 state, no
422 nm photons are scattered and the ion remains dark until
it decays spontaneously back to the 5S1/2 state, as illustrated
by the single ion telegraph in the inset of Fig. 2. An effective
shelving rate can be quantified by counting the bright-to-dark
transitions per total bright time. In Fig. 2, the linear relation-
ship between shelving rate and 674 nm power coupled to the
fiber is shown, as expected for a weak driving field.
Because of the exponential fall-off in intensity along the
transverse plane of a Gaussian mode, a method for in situ
control of the ion position is highly desired. While dc fields
may achieve ion translation, the resultant displacement of the
ion from the rf node incurs excess micromotion that broad-
ens atomic transitions,21 which limits the range and useful-
ness of dc translation. In contrast, micromotion-free transla-
tion can be achieved by shifting the quadrupole field node
itself, as has been demonstrated recently,9,14,17 by using mul-
tiple rf voltages applied to different trap electrodes. Here, we
utilize multiple rf sources to achieve translation of the ion in
the horizontal plane of a surface-electrode ion trap. Figure 3
shows our implementation for achieving two in-phase rf
voltages through a passive network. Capacitances C1 ,C2
30 pF are intrinsic to the trap electrodes and cryostat wir-
ing, as is C123 pF, which accounts for the intrinsic capaci-
tive coupling between the two electrodes. We introduce a
mechanically tuned capacitor Cv=0.5–30 pF Voltronics
Corp. in order to adjust the ratio =V2 /V1, effecting node
translation along ey +ez. With an initial height of 670 m,
the intensity variation is dominated by the displacement
along y.
Figure 4 shows the change in shelving rate as the ion is
translated along the y-axis, across the mode of the fiber. The
dashed line represents a Gaussian beam shape indicating
good qualitative agreement with the shelving rate profile.
The beam waist 1 /e2-intensity at the ion height of 670 m
has been measured independently using an identical fiber to
be 50 m, which is used to calibrate the y-axis in Fig. 4
assuming a linear relationship between y-displacement and
. In units of the measured mode waist, the ion is brought to
within 0.130.10 of the mode center, despite an initial dis-
placement of 3.340.10 arising from trap construction.





























FIG. 2. Shelving rate as a function of 674 nm power coupled to the trap
fiber. Inset: telegraph log of a single ion as it is shelved into the dark 4D5/2











FIG. 3. Color online A circuit model for implementation of two in-phase rf
drives through a capacitive network. Variable capacitor Cv is used to adjust
the rf ratio =V2 /V1.


























FIG. 4. Measurement of the mode profile of the integrated fiber using the
ion as a probe. The dashed line is a fit to a Gaussian profile showing good
qualitative agreement with the expected profile. Calibrating the transverse
displacement by an independent measurement of the fiber mode, the initial
fiber-ion offset is roughly 160 m. Images show the relative position of a
single ion and an unfocused image of the fiber.
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CCD images show the ion displaced relative to the unfo-
cused image of the fiber. In all measurements, the ion was
positioned at the rf node by eliminating micromotion ampli-
tude according to the correlation measurement technique.21
The ultimate precision of rf translation is limited by the
stability and control of the relative amplitudes, and phase
offsets between the multiple sources. The position uncer-
tainty indicated in Fig. 4 is limited by the typical resolution
of our imaging system to 5 m and is not fundamental
to the rf node translation method. In our passive implemen-
tation, we expect a fractional variation in  of  /
=0.005% / °C given a typical temperature coefficient of
50 ppm / °C for Cv, while phase error 	 arises from differ-
ential resistances of the two wire paths at 0.06° per differen-
tial ohm. With a 1 °C control in capacitor temperature and
a sub-1° phase offset, our numerical simulations imply
50 nm rms ion trajectory amplitude at the operational
point c of Fig. 4. The sensitivity to rf control is trap design
dependent, and may be reduced at the cost of total transla-
tional range.
With the ion centered in the mode, we have looked for
effects of dielectric charging by the 674 nm fiber light.3 In
these tests, 125 W of 674 nm light is coupled into the fiber
while the amplitude of ion micromotion is recorded for sev-
eral minutes to detect any dynamic shifts in the ion position
due to a possible fiber-induced generation of charge. We ob-
serve induced fields of 10 V /m by the fiber, with charging
and discharging time constants of 1.60.3 and 4.70.6 s.
Following initial generation, the micromotion amplitude re-
mains constant for minutes, indicating saturation of fiber-
induced charge.
In conclusion, we have demonstrated an ion trap with
an integrated SM fiber for light delivery, and an in situ
micromotion-free optimization of the ion-fiber spatial over-
lap. The fiber has been used to directly address the qubit
transition of a single ion in the trap and, as such, the fiber-
trap system represents a step toward optics-integration for
large-scale QIP in surface-electrode designs. Moreover, our
assembly is compatible with more advanced fiber systems,
such as lensed fibers to achieve higher field intensities, or
photonic crystal fibers that propagate all relevant lasers
through a single integrated port. In a cryogenic environment,
such an all-inclusive port may eliminate the requirement of
free-space optical access, greatly reducing the heat load and
enabling sub-Kelvin trap operation in a dilution refrigerator.
An integrated trap that utilizes the fiber facet as one of the
mirrors of an optical cavity could serve as a node in a dis-
tributed QIP architecture where the photon state can be ex-
tracted through the fiber.1,12
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