The k-center problem is a classic NP-hard clustering question. For contemporary massive data sets, RAM-based algorithms become impractical. Although there exist good algorithms for k-center, they are all inherently sequential.
I. INTRODUCTION
Clustering is fundamental in interpreting data in contexts such as bioinformatics, event recognition and social networking. In many applications, data sets can be prohibitively large, and there may be insufficient RAM to perform necessary calculations, even when seeking approximate solutions. Parallel schemes such as MapReduce [7] can overcome this memory obstacle. The k-center problem is a famous NP-hard clustering problem with well known (sequential) polynomialtime algorithms offering best-possible approximations. We describe a multi-round parallel algorithm for k-center, analyze in detail several parallel algorithms and compare them with one of these sequential methods.
A. Clustering algorithms
Generally, clustering problems involve optimizing some function that indicates how well the clusters portray underlying structures in the data. In a metric clustering problem, the weights, representing the similarity between objects, observe the triangle inequality -the best-known example the Euclidean metric. The k-center problem is one of the fundamental NPhard clustering problems on a metric input.
Definition (k-CENTER). For a set of points V , and a distance function d, find a solution set S of k "centers", minimizing objective maxv∈V mins∈S d(v, s).
The key task is to choose the optimum set of k centers: each of the remaining vertices would be assigned to its nearest center. This objective has many applications, from vehicle routing to document clustering, in which it relates to concepts such as traveling time or document similarity. It can alternatively be considered to be minimizing the (maximum) covering radius of the clusters. Related classic NP-hard clustering questions include k-median, k-means, and facility location problems.
Via reduction from DOMINATING SET, Hsu and Nemhauser proved that it is NP-hard to guarantee approximations within a factor 2 − ε of optimum (for ε > 0) for k-center [11] . Also exploiting the connection with DOMINATING SET, Hochbaum and Shmoys gave a 2-approximation algorithm for k-CENTER [10] . Gonzalez introduced an greedy 2approximation algorithm for k-CENTER [9] . Each of these k-center algorithms is inherently sequential, none admitting a simple parallel implementation.
B. Parallel algorithms
For very large instances, we attempt to parallelize approximation algorithms, but hope that the split, process, combine approach does not compromise approximation guarantee significantly. A MapReduce algorithm consists of a series of interleaving rounds of mappers and reducers. A map round assigns each data point independently to some reducer(s); the reducers run in parallel, each performing some procedure on the subset of points it has been assigned. A MapReduce program may consist of several iterations of mappers and reducers, each involving potentially different map and reduce functions.
For the MapReduce framework [7] , there are several approximation algorithms for clustering problems including k-means and k-median [3] , [6] , [8] . Karloff et al. [13] introduced a theoretical model for MapReduce, since applied to the analysis of several algorithms [2] , [14] .
C. Our contribution
We provide a careful and detailed examination a samplingbased MapReduce approximation algorithm for k-center [8] , and a parallel implementation of Gonzalez's algorithm (that typically gives a 4-approximation). A two-round special case of the latter approach was recently considered by Malkomes et al. [17] , although their analysis and experiments differ considerably from ours. We describe in depth the performance and computational requirements of these approaches, and detail how this procedure can be adapted to allow for cases where RAM is insufficient even for the two-round parallel solution.
With careful calculation of its running time, we generalize the scheme of Ene et al. [8] , to trade off approximation guarantee for speed. Our experiments show the parallelized Gonzalez approach is often 100 times faster than alternatives, and almost as effective. These are the first experimental results for the kcenter algorithm of Ene et al. [8] .
II. RELATED WORK
For the MapReduce framework, Ene et al. [8] developed the first k-CENTER algorithm. Their sampling approach finds a representative sample on which a factor-α sequential algorithm can be run. With high probability, the k resulting centers constitute a 5α -approximation for the k-center instance: with α = 2, this results in a 10-approximation overall. They apply a similar scheme to k-median, with an 11α * -approximation, where α * is the approximation factor for k-median [1] , [4] , [15] . Their k-median implementation performs better than the worst-case guarantee, giving solutions comparable to sequential algorithms with much better bounds. Conversely, they reported that their k-center MapReduce scheme performs poorly due to the sensitivity of k-center to sampling. Unfortunately, there are no results nor implementation details to confirm this. We investigate the empirical performance their k-center scheme in greater detail.
Recently, there has been increased interest in adapting kcenter to MapReduce. Ceccarello et al. [5] gave a MapReduce diameter-approximation procedure with low parallel depth. From this, they derive a k-center solution: for k ∈ Ω(log 2 n), with high probability, this is a O(log 3 n)-approximation. Im and Moseley [12] described a randomized three-round 2approximation that requires prior knowledge of the optimum solution objective, OPT . While they have announced that this leads to a four-round 2-approximation without the requirement, the details have yet to be outlined. Very recently, Malkomes et al. [17] gave a two-round approach, bearing some similarity to ours.
III. PARALLEL k-CENTER
The intuition behind our algorithm for k-CENTER is that a sequential k-center algorithm can obtain a "sample" (indeed a set of centers) from each of the reducers of bounded "distance" to the remaining, unsampled, points. Running a standard factor-2 algorithm on the sample reveals a factor-4 solution to the whole instance. If even the sample of centers is too large for a single machine, for example, for very large values of k, further iterations are run.
A. Description
The factor-2 k-center algorithm of Gonzalez [9] , hence referred to as GON, first chooses an arbitrary vertex from the graph, and marks it as a center. At each following step, the vertex farthest from the existing centers is marked as a new center, until k centers have been chosen. As edge weights comprise a metric, the triangle inequality ensures that the resulting set of centers comprises a 2-factor approximation.
Given point set V and metric d, our algorithm obtains a set of k centers
Running GON on C = ∪ i c i obtains a set C G of k centers whose covering radius for C is 2·OPT . Each additional round adds 2 to the approximation ratio, although in most instances no more than two rounds are required. We dub this multi-round k-center scheme MRG, for "MapReduce Gonzalez", as shown in Algorithm 1.
Let Vi refer to the points from V mapped to reducer ρi.
4:
Each ρi runs GON on Vi, and returns the set of k centers Ci.
5:
S ← ∪iCi 6: The mapper sends all points in S to a single reducer. 7: This reducer runs GON on S, and returns the set of k centers C G . 8: return C G .
B. Approximation
Algorithm MRG clearly runs in polynomial time; to prove the four approximation of the 2-round case, we prove the following intermediate result. For an arbitrary subset S of the vertex set V , let S G denote the set of points in the solution obtained by running GON on S, and let SOL S denote the objective value, the covering radius, of this solution.
j has exactly one point. This point, s j , can serve as the center for every point in V * j . Then every point x in V * j , and hence in V * j ∩ S, is within 2 · OPT of s j , as both x and s j are within OPT of j ∈ V * .
However, if there is some partition V * j with |S G ∩ V * j | > 1, then we can show that all points in partition V * j are within 2 · OPT from each other. Algorithm GON adds a new center to S G only when it is the farthest from the points previously added to S G . The presence of two centers within 2 · OPT implies that all points in S are within 2 · OPT of S G (if there were some point farther, it would be in S G instead).
Therefore, for every subset S of V , the value of the k-center solution returned by GON on S is at most twice the optimal solution for V . Lemma 2. Each iteration of Algorithm 1 adds two to the approximation factor.
Proof. We prove this for the base case: the case for further iterations can be proven inductively. Let V i refer to the points mapped to reducer ρ i . Since we run GON on V i , every point in V i is within 2·OPT of a center in C i and hence in C. From Lemma 1, running GON on C arrives at a set of centers C G that is a 2 · OPT solution on C. By the triangle inequality, it then follows that every vertex in the graph is within 2·OPT + 2 · OPT = 4 · OPT of the k centers C * .
During each iteration, the number of centers is decreased, ending when they fit on a single machine. As k · m > c and m ≥ 1, it follows that k > c. Even relaxing somehow the requirement that k · m ≤ c, it is still necessary that k ≤ c. Without this condition, selecting k centers from a single machine seems to require incorporating external memory in some manner.
Assuming that n/m ≤ c, after the first round we have k · m centers, so we send them to m = (k · m)/c ≤ (k · m)/c + 1 machines. After the second round, we have k · m centers, which we can send to m ≤ (k·m )/c ≤ m·k 2 /c 2 +k/c+1 machines. In general, the number of machines required after i rounds observes the bound
and we can run the final round when m (i) < 2. As i increases, the second term in inequality (1) 
, which itself will be less than 2 only if 2k < c. Intuitively, during each round we select k centers from each machine, so if k is close to c then the reduction in the number of centers per round will be small. Combining the arguments in these two paragraphs, we conclude with the following lemma.
Lemma 3. Choosing i so that inequality 1 is satisfied, if n/m ≤ c, then k-CENTER can be approximated in i rounds with a 2(i + 1) · OPT guarantee.
Two-round case: With sufficient space, the consequence of Lemma 1 is a factor-four approximation. To run in two rounds, the capacity is O(max(n/m, k · m)), based on which of the two rounds receives the most points. We assume that n > k, otherwise the solution is trivial. We further assume n/m > k: if this is not the case, then we can reduce the number of machines. For small k, we only require that there is sufficient space across the machines to store the data set: that is, m · c ≥ n. 
IV. REVISITING THE SAMPLING APPROACH
In practice Ene et al.'s iterative-sampling procedure [8] is slow, yet achieves good results relative even to a sequential algorithm. To trade off runtime with approximation ratio, we add a new parameter, and call this generalization EIM. First, we amend the procedure to prevent some observed eccentricities.
A. Termination
Our implementation of Ene et al.'s scheme is shown as Algorithm 2. Note that in line 3, R is partitioned into |R|/n ε sets of size at most n ε ; in line 7 R is partitioned into n 1−ε sets of size at most |R|/n 1−ε . Compared with the original scheme, we adjust the removal of points from R to ensure that the set size decreases in every iteration. In line 8 we remove vertices in R whose distance from S is equal to that from v to S. In the original presentation such a vertex would remain in R, which can lead to iterations in which no vertices are removed from R, and the procedure looping indefinitely. With relatively small graphs it is possible that v returned by Algorithm 3 will be in S, and hence d(v, S) = 0. This would mean points added to S are not removed from R -if all points in R are added to S then the algorithm is not able to terminate.
B. Trade-off
Ene et al. [8] prove that with high probability their MapReduce procedure runs in O(1/ε) rounds. In the original EIM scheme, the expected number of points in R that are farther from S than v is 8 log n · |R|/|H| = |R| · 2/n ε . By choosing a lower threshold for point v, replacing 8 with a parameter φ, we decrease the number of points that remain in R. Since the sampling algorithm terminates when |R| falls below a the threshold defined by v, potentially this decreases the number of iterations, trading off approximation bound for running time.
To obtain a feasible k-center solution, a sequential k-center procedure is run in an additional MapReduce round on the sample from EIM-MapReduce-Sample().
Map each partition R i of R to a reducer ρi.
4:
Reducer ρi adds points in R i to S i i.i.d. with probability 9kn ε (log n)/|R|, and to H i with probability 4n ε (log n)/|R|.
5:
Let H := 1≤i≤ n ε H i and S := S ∪ ( 1≤i≤ n ε S i ). The mappers assign H and S to one machine. 6: The reducer sets v ← Select(H, S).
7:
The mappers arbitrarily partition R, with R i denoting these sets. Each reducer ρi receives v, R i and S. 1: For each point x ∈ H, find d(x, S) 2: Order the points in H according to their distance to S from farthest to smallest. 3: Let v be the point in position φ(log n) th in the ordering. 4: return v Lemma 5. Running an α-approximation algorithm on the sample returned by EIM-MapReduce-Sample, gives a probabilistic 4α + 2-approximation for k-CENTER. To prove that the failure probability is o(1/n), we need φ > 5.15.
If we run a 2-approximation algorithm in the final phase of EIM, lemma 5 gives us a 10-approximation bound 1 .
V. RUNTIME ANALYSIS Ene et al. [8] proved that their sampling procedure required O(1/ε) rounds with high probability (w.h.p.), while MRG can run in two rounds given sufficient resources. Table I Algorithm α Rounds Runtime GON [9] 2 n/a k · n MRG-usual
selected, we need to find the distance of that center to all of the other vertices. So the runtime for the first round of MRG is O(k · n/m), with a low constant in the O(·) expression. In its second round, MRG runs GON on the k · m centers obtained from the first round; this gives a runtime of O(k 2 ·m). Therefore the total runtime of MRG is O(k · n/m + k 2 · m); for larger data sets, the dominant term would be kn/m.
B. EIM
The sampling algorithm, EIM, w.h.p. has T ∈ Θ(1/ε) iterations -each comprising three MapReduce rounds -followed by a final round at the end that solves a single kcenter instance. Let R and S denote the state of sets R and S, respectively, in iteration of the main loop of the algorithm. Counting from the first iteration, |R 0 | = n and, w.h.p., |R | = O(n/n ε ). In each iteration, points in R are added to H with probability 4n ε (log n)/|R|, so |H| is expected to be O(n ε log n). And in line 5, |S | becomes |S −1 | + O(kn ε log n), so that, starting with |S 0 | = 0, we expect |S | = O(( + 1)kn ε log n). We now analyze each MapReduce round.
Round 1: (Lines 3 & 4) . This round involves O(|R |/m) operations during iteration , so the total number of operations is
Round 2: (Lines 5 & 6). This uses O(|H| · |S |) distance calculations per iteration, which is O(( + 1)k(n ε log n) 2 ), for each of the T ∈ O(1/ε) (w.h.p.) iterations. The total is O(k(n ε log n) 2 <T ), which is O((k/ε 2 )(n ε log n) 2 ). 
Final round: This sends |ST | points to a single machine, on which, say, GON is run. This takes O((k/ε)n ε log n · k) = O((k 2 /ε)n ε log n) time w.h.p..
The dominant procedure for EIM is Round 3, as in most cases k · n 1+ε is larger than k 2 n ε ; the converse would imply k > n. Furthermore, MRG also has O(k · n/m) complexity for cases where k · m < n/m. Experiments confirm that the dominant round for each algorithm is linear in k, rather than quadratic. Comparing the dominant round of EIM to MRG shows EIM to be slower by a factor of n ε (1 − n −ε ) −2 log n.
VI. EXPERIMENTS
We run experiments on three algorithm families, each of which we implement in the C language. First is MRG; second is (our generalization of) the sampling algorithm of Ene et al. [8] , EIM; third is the sequential algorithm, GON. The latter, with its factor-2 approximation guarantee serves as an effectiveness baseline. For all implementations, GON is the subprocedure for selecting the final centers. The experimental system is a "commodity" machine, with Intel R Core TM i7-2600 CPU @ 3.40GHz and 8GB of main memory.
A. Experimental design
For consistency with previous literature, our implementation mimics that of Ene et al. [8] ; simulating parallel machines sequentially on a single machine, and taking the longest processing time as the processing time for that MapReduce round. This does not account for moving data between machines, but as MRG involves fewer rounds, the cost of this would be less than for EIM. Ene et al. [8] generated synthetic data, designed to have a fixed number of similarly sized clusters, and tested their algorithm for values of k equal to the number of clusters. We evaluate the algorithms over a range of k and vary the numbers of inherent clusters. Distances are Euclidean, computed as required from the locations of the points; a matrix representation of a complete graph, with distances stored explicitly, would result in sending large amounts of unnecessary data between machines. The number of machines, m, is fixed to 50. Preliminary experimentation, over a range of values of ε, confirms that Ene et al.'s choice of ε = 0.1 is good.
We introduced a parameter φ to the EIM sampling methodhere we test the effect of lowering φ from its "original" value of 8. Corresponding with Lemma 5, we choose φ = 6; to test the robustness of the algorithm, we use φ = 4 and φ = 1.
B. Data sets
We test against both real and synthetic data sets, primarily in two and three dimensions, but with several real data sets of larger dimension. The data sets sizes range from 10,000 through to 1,000,000 points. Our synthetic data sets have three different formats, viz.
UNIF: The n points are uniformly distributed in a twodimensional square.
GAU: The k cluster centers, where k might not equal k, are uniformly randomly generated in a unit cube. The n points are assigned to these clusters uniformly at random, resulting in clusters of roughly similar size. Points follow a a Gaussian distribution around their center with σ = 1/10, all mimicking Ene et al. [8] .
UNB: Similar to GAU, with the distribution biased such that around half of the points are in a single (inherent) cluster; the distribution between the remaining clusters remains uniform.
We generate three graphs of each size and type, and run the algorithms twice over each data set, taking the average. This gives a total of six results for each type of data set, over three different graphs. Real data sets are from the UCI Machine Learning Repository [16] , over a range of sizes, applications and dimensions. We run four tests over each real data set, and take the average result. We include results for the 25, 010point training set for the POKER HAND data set, and the 10% sample from the 4, 000, 000-point KDD CUP 1999 data set.
VII. RESULTS Overall MRG is faster than the alternative procedures, often by orders of magnitude, with EIM running slower than the sequential algorithm despite being parallelized, conforming with the analysis in Section V.
A. Solution quality
In most cases solutions for the parallelized algorithms are comparable to the baseline, GON, with EIM performing slightly better for synthetic data. Ene et al. [8] suggested that their algorithm did not perform well, citing sensitivity to outliers. Our results show otherwise: sampling fewer points can in fact occasionally provide better results, as there is a lower chance of sampling points that are peripheral to the cluster. The tendency for GON to favor outliers is mitigated, rather than amplified, by sampling. As shown in Table IIc , this effect is particularly evident for GAU inputs where k = k . In Table II the parallel algorithms are about as effective as Gonzalez's algorithm. In general, EIM is slightly more Figures 1b, 1d and 2b , as the ratio of n to k drops, at some point, EIM merely sends the entire data set to a single machine, rather than employing the sampling procedure. We can also note that in Figure 2b , MRG displays a different trend from Figure 2a . From Section V, the runtime is O(kn/m + k 2 · m). For larger k and small n, the k 2 · m term dominates; as n grows, the k · n/m term dominates. From Section V, both Runtimes (seconds) for fixed k versus n, ranging from 10,000 to 1,000,000.
MRG and EIM have a round with a k 2 term in the running time. When k is large relative to n, this term can dominate.
C. Trade-off
As expected, as φ decreases, the variation in effectiveness increases, while runtimes notably decrease. Table IV compares the average solution value and runtimes against φ. The algorithm speeds up significantly for φ < 5.15 (see Lemma 5), yet still returns good solutions: in some cases solutions are better for smaller φ. This seemingly counterintuitive behavior is explained by the GON sub-procedure -it selects the farthest points as centers, which are likely peripheral to the cluster. By sampling fewer points, it is less likely for extremal points to be present in the subgraph on which GON is run. Lowering φ sometimes improves the average solution value and decreases runtimes. However this behavior is likely to be more volatile: the guarantee on the performance has lower probability, giving a higher chance that a very poor solution is returned.
VIII. FUTURE WORK AND CONCLUSION
In typical instances, our parallel procedure for k-CENTER is a two-round 4-approximation. Experimentally, solutions are comparable to a sequential 2-approximation, while running extremely fast. The existing sampling-based MapReduce procedure [8] , while slightly more effective, can be very slow: we give the first runtime analysis for this method, supporting our empirical results. We parameterize this sampling method to improve runtimes, sometimes even giving better solutions despite the lack of a provable effectiveness bound.
The approximation factor of four for MRG is tight. How likely such cases are in practice? And what is the effectiveness when MRG needs more than two rounds? What is the effect of incorporating an algorithm, say Hochbaum & Shmoys's [10] , as the sequential procedure?
