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Il  processo  di  innovazione  tecnologica  apporta  progressivamente
cambiamenti nella vita delle persone. Con la crescente miniaturizzazione dei
componenti elettronici è oggi possibile integrare in un'area di pochi centimetri
quadrati un intero sistema autonomo; le reti di sensori sono una testimonianza
tangibile  dei  progressi  fatti  dall'elettronica  applicata  al  monitoraggio
ambientale.  Con  un  costo  contenuto,  una  dotazione  hardware  praticamente
completa ed una capacità computazionale di tutto rispetto viste le dimensioni,
un sensore è in grado di rilevare autonomamente svariati parametri ambientali
che  spaziano  dalla  temperatura  al  campo  magnetico,  permettendo
l'elaborazione locale dei dati raccolti e la loro trasmissione in una rete senza
fili, composta da altri sensori o da comuni personal computers, consentendo di
fatto  il  monitoraggio  in  tempo  reale  di  vaste  aree  a  costi  contenuti  e  con
invasività praticamente inesistente. 
Il  lavoro di  tesi  svolto  tratta  la  reingegnerizzazione e l'implementazione
dello strato di trasporto dello stack MaD-WiSe, un sistema di interrogazione
per reti di sensori mirato a rendere l'uso di questa tecnologia accessibile a tutti.
La tesi tratta anche l'analisi delle performances, evidenziando i miglioramenti
ottenuti  con  la  nuova  implementazione,  sia  in  termini  di  memoria  che  di
velocità di esecuzione. 
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1.1 Wireless Sensor Networks
Un caratteristica di rilievo di una rete di sensori (Wireless Sensor Network,
WSN) è la completa autonomia dei nodi in termini di energia; infatti ciascun
nodo  è  dotato  di  batterie  che  assicurano  il  funzionamento  per  tempi  che
possono  raggiungere  anche  l'anno  grazie  ad  accorgimenti  sia  hardware  che
software per limitare al minimo il consumo di corrente. Nella costruzione dei
sensori, ad esempio, si impiegano componenti che prevedono modalità a basso
consumo (sleep  states)  e  algoritmi  software  che  minimizzano  il  numero  di
messaggi scambiati tra i nodi, in modo da usare la radio il meno possibile visto
che quest'ultima è uno degli elementi del sistema che consuma di più. Il nodo è
composto da un microprocessore e  da un insieme di trasduttori in grado di
rilevare  diverse  informazioni  riguardanti  l'ambiente  circostante.  Vi  è  uno
speciale  nodo  connesso  ad  un  comune  personal  computer  mediante
un'interfaccia seriale; tale nodo prende il nome di sink e rappresenta il gateway
tra la rete di sensori e le comuni reti di personal computers, come Internet.  
La radio, con cui ciascun nodo è equipaggiato, è in grado di trasmettere e
ricevere  messaggi  a  distanze  che  superano  le  centinaia  di  metri  in  spazio
aperto.  Un messaggio può  avere  diverse  finalità  per  esempio può  servire  a
trasportare i dati raccolti da un nodo attraverso la rete fino al sink, o può servire
a  trasportare  comandi  o  parametri  di  configurazione  dal  sink  ai  nodi,  ad
esempio  per  richiedere  il  campionamento  di  un  determinato  parametro
ambientale o per configurare la tabella di routing di ciascun nodo. 
La rete di sensori può essere costituita da un numero di nodi che varia da
poche unità fino a migliaia  di  unità in base alla  dimensione dell'area che si
intende monitorare. Se la distanza tra due nodi vicini è inferiore alla portata
della radio, la comunicazione tra qualsiasi coppia di nodi della rete è assicurata
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grazie ad un protocollo di rete  multi-hop:  ciascun nodo, lungo il percorso tra
mittente  e  destinatario,   funge  da  router  inoltrando  verso  la  destinazione  i
messaggi  oggetto  della  comunicazione.  Come  qualunque  altro  dispositivo,
anche  un sensore è  soggetto  a  fallimenti  dovuti  ad esempio all'esaurimento
delle  batterie,  a  fattori  ambientali  (fuoco,  acqua,  urti)  o  ad  interferenze
elettromagnetiche  che  impediscono  le  comunicazioni  radio.  In  tal  caso  è
necessario fare in modo che il  compito ora svolto dal nodo in questione sia
preso in carico da un altro nodo o da un insieme di nodi vicini. 
La scalabilità è un altro fattore importante. E' importante infatti che, anche con
un numero molto elevato di sensori, la rete riesca a funzionare senza problemi.
Per questo è necessario progettare e realizzare software che sfruttino al meglio
l'hardware  messo  a  disposizione  dal  sensore,  che,  seppur  tecnologicamente
molto avanzato, non può certo essere paragonabile ad un personal computer in
termini di capacità computazionale.
1.2 Applicazioni
L'impiego di una rete di sensori può risultare utile in diversi campi. 
In  campo  ambientale  il  rilevamento  di  dati  quali  temperatura,  pressione,
umidità, accelerazione può aiutare nello studio di particolari habitat naturali,
per esempio quello di particolari specie di animali in via di estinzione dove c'è
bisogno che la strumentazione abbia un'invasività minima per non alterare il
normale  comportamento  dei  soggetti;  può  servire  a  prevenire  disastri
ambientali come incendi, inondazioni, eruzioni vulcaniche o terremoti (si pensi
ad esempio ad una rete di sensori disposta lungo l'argine di un fiume o in mare,
lungo  la  costa,  che  rileva  continuamente  il  livello  dell'acqua  e  prevede  la
formazione di un'onda anomala e ne controlla la velocità e la posizione).  
In ambito sanitario una rete di sensori può aiutare disabili nella comunicazione,
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può consentire la telemetria di dati fisiologici di pazienti sia in ospedale che a
casa sostituendo costosi e ingombranti macchinari. 
In ambito militare una rete di sensori può rappresentare un valido alleato per
sorvegliare aree molto vaste o per coordinare l'azione di mezzi mobili.
Non mancano naturalmente le applicazioni commerciali; si pensi ad esempio ad
un sistema di identificazione di imballaggi che vengono trasportati tra i  vari
magazzini  che  che  possono  essere  riconosciuti  e  catalogati  in  maniera
completamente automatica; sistemi di allarme costituiti da una rete di sensori
che tiene, ad esempio, sotto controllo il livello audio di una stanza, notificando
la  presenza  di  intrusi  al  minimo  rumore  da  essi  prodotto.  O  ancora,  il
monitoraggio dei posti liberi di un parcheggio può aiutare nell'ottimizzazione
dello spazio a disposizione. 
Anche  in  campo  domotico  ci  sono  svariate  applicazioni:  per  esempio  la
gestione del riscaldamento di ogni stanza della casa dove un sensore rileva la
temperatura e informa il sink su quanto calore deve essere richiesto alla caldaia
per portare la temperatura al livello richiesto dall'utente; altri sensori possono
rilevare la presenza di persone e il livello di luce nelle stanze e accendere o
spegnere automaticamente l'illuminazione artificiale permettendo un notevole
risparmio  energetico;  altri  ancora  possono  essere  incorporati  negli
elettrodomestici consentendone il controllo e il monitoraggio da remoto.
1.3 Piattaforma hardware Mica
Il  lavoro  svolto  in  questa  tesi  è  stato  sviluppato  sulla  piattaforma  “Mica”
prodotta  dall'azienda  americana  Crossbow.  Esistono  diverse  varianti  della
stessa piattaforma che differiscono tra di loro sostanzialmente per dimensione e




CPU RISC ATMEGA 128 RISC ATMEGA 128
Frequenza 8 Mhz 8MHz
RAM 4KBytes 4KBytes
Flash 512KBytes 512KBytes
Radio bandwidth 76Kbps 250Kbps
Tabella 1.1: Caratteristiche dei modelli utilizzati
Ciascun sensore è principalmente composto da:
 CPU: si tratta di un microcontrollore della famiglia AVR prodotta da
Atmel; è un RISC a 8 bit con limitata capacità di calcolo sufficiente
però  a  far  girare  un  programma  abbastanza  complesso  in  grado  di
gestire interamente l'hardware del nodo. Il programma è memorizzato in
una memoria flash al  momento della  programmazione del  nodo e il
sistema operativo è parte integrante del programma stesso. La RAM è
limitata  a  soli  4  Kilobytes  ma  esiste  una  memoria  EEPROM  di
512Kbytes che può essere usata dal programma per memorizzare dati
permanenti (ad esempio campionamenti effettuati dai trasduttori).
 Trasduttori:  per  entrambi  i  modelli  è  disponibile  una  scheda  di
espansione chiamata Mica Sensor Board che ospita un sensore di luce,
un  sensore  di  temperatura,  un  accelerometro,  un  magnetometro,  un
microfono  e  un  piccolo  buzzer  per  emettere  segnali  sonori  (unica
periferica  di  output,  oltre  ai  3  led).  L'interfacciamento  con  il
microcontrollore  avviene  tramite  convertitori  analogico/digitali  che,
mediante  il  programma,  selezionano  la  sorgente  di  acquisizione
desiderata e convertono il segnale analogico fornito dal trasduttore in un
valore  numerico  che  viene  trasmesso  al  microcontrollore  il  quale  si
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occupa di elaborarlo e trasmetterlo via radio.
 Radio:  mediante  la  radio,  il  nodo  può  trasmettere  e  ricevere
informazioni  dai  vicini;  la  comunicazione  non  è  full-duplex,  ciò
significa  che  il  sensore  non  può  contemporaneamente  trasmettere  e
ricevere un messaggio. La portata della radio può raggiungere anche il
centinaio di metri in spazio aperto; solitamente all'interno di edifici vi
sono però barriere radio (costituite principalmente da muri in cemento
armato)  che  ostacolano  e affievoliscono le  onde radio,  riducendo  di
fatto la  portata  a poche decine di metri.  La comunicazione è di tipo
broadcast; un messaggio inviato da un nodo è ricevuto da tutti i nodi
vicini  sotto  portata  radio;  vi  possono  essere  quindi  collisioni  con
conseguente perdita del messaggio.
 Timers e  sistema di risparmio energetico: il  microcontrollore mette  a
disposizione diversi timers hardware che possono essere utilizzati per
eseguire determinate operazioni ad intervalli regolari di tempo; questo
risulta  utile,  per  esempio,  per  gestire  lo  spegnimento  della  radio  ad
intervalli prefissati, permettendo un notevole risparmio di energia. Sia il
microcontrollore che le periferiche del sistema (trasduttori, convertitori,
memorie)  possono  entrare  su  richiesta  in  stato  di  “sleep”  per
risparmiare energia. Nello stato di sleep le funzionalità del componente
sono  ridotte;  ad  esempio,  nel  caso  del  microcontrollore,  il  clock  si
arresta fermando l'esecuzione del programma; rimane attivo un timer
assieme al gestore delle interruzioni che nel caso rilevi un interrupt (ad
esempio lo scadere del timer) fa uscire il microcontrollore dallo stato di
sleep, facendo ripartire il clock e quindi il programma. 
 Batteria:  l'alimentazione  di  ciascun  nodo è  garantita  da due  comuni
batterie  stilo  non  ricaricabili;  usando  batterie  di  buona  qualità  è
possibile raggiungere anche i due anni di autonomia, grazie anche ad
accorgimenti  come  il  risparmio  energetico  descritto  poco  fa.  E'
importante che non vi siano sprechi energetici poiché in  una rete  di
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sensori risulta particolarmente scomodo sostituire  le  batterie ad ogni
sensore. Si pensi ad esempio ad una rete di sensori sparsi da un aereo in
volo sopra una foresta; sarebbe molto costoso sostituire le batterie ad
ogni singolo nodo soprattutto data la difficoltà nel localizzarlo.
1.4 Piattaforma di sviluppo
1.4.1 TinyOS
Il sistema operativo utilizzato sui sensori è TinyOS, sviluppato dall'Università
della California di Berkeley (così come alcuni prototipi dei primi sensori); si
tratta di un progetto Open Source al quale chiunque può contribuire. Data la
versatilità  offerta  dall'avere  il  codice  sorgente  a  disposizione,  TinyOS  è
diventato di fatto  il  sistema operativo standard nelle reti di sensori. Si tratta
sostanzialmente di un insieme di  librerie  che vengono compilate assieme al
codice  del  programma  e  che  forniscono  un'astrazione  di  alto  livello
dell'hardware;  questo  consente  la  portabilità  del  codice  da  una  piattaforma
hardware ad un'altra purché ovviamente sia supportata da TinyOS. Il sistema
operativo fornisce dei moduli per la gestione della varie periferiche del sensore,
si occupa del bootstrap all'accensione del dispositivo, del risparmio energetico
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Figura 1.2 Modello Mica2 (a sinistra) e modello MicaZ
e,  in  particolare,  implementa  un layer  MAC (Medium Access  Control)  che
consente la comunicazione uno a uno tra i nodi; di fatto i messaggi inviati da un
singolo  nodo  sono  fisicamente  ricevuti  da  tutti  i  suoi  vicini  ma  sono
contrassegnati con l'ID del mittente e del destinatario; il sistema operativo di un
nodo può quindi  autonomamente  scartare  i  messaggi  destinati  ad altri  nodi
consentendo di risparmiare elaborazione e quindi energia. E' tuttavia possibile,
analogamente a quanto accade nelle reti Ethernet e WiFi, porre il transceiver in
modalità  promiscua:  tutti  i messaggi ricevuti dalla radio vengono passati dal
livello  MAC  allo  strato  superiore  anche  se  l'ID  del  destinatario  indicato
nell'header non combacia con quello del nodo ricevente; questo può essere utile
per esempio in fase di debug del sistema: si possono predisporre uno o più nodi
nella rete  in modalità promiscua per monitorare tutti  i messaggi scambiati e
rilevare eventuali errori. 
Il modello di programmazione offerto da TinyOS è basato su eventi hardware;
nel momento in cui un evento viene rilevato, viene immediatamente invocata
una  funzione  asincrona  (un  interrupt  handler)  per  gestirlo.  La concorrenza
viene  gestita  mediante  task,  particolari  funzioni  che  una  volta  passate  in
esecuzione  non  possono  essere  interrotte  se  non  da  un  interrupt  handler.
“Postare” un task  (mediante appunto la keyword  post) significa inserire un
riferimento alla  funzione in  una coda di  esecuzione che  viene  gestita  dallo
scheduler  del  sistema  operativo  che  rappresenta  l'elemento  principale
dell'applicazione; quando un task passa in  esecuzione vi rimane fino al  suo
completamento  o fino all'arrivo di  una interruzione  hardware.  E'  comunque
possibile  evitare anche questo utilizzando la keyword  atomic;  la  porzione di
codice subordinata a questo costrutto verrà eseguita ad interruzioni disabilitate
perciò  niente potrà  interrompere  l'esecuzione.  Il  costrutto  atomic è  utile  ad
esempio per evitare problemi di concorrenza nell'accesso a variabili condivise,
tuttavia  esso  deve  essere  usato  solo  quando  strettamente  necessario  perché
rende il sistema meno responsivo agli eventi esterni. 
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1.4.2 Linguaggio nesC
Il linguaggio utilizzato è il nesC, una estensione del C pensata per aderire al
modello di concorrenza adottato dal TinyOS (il quale a sua volta è scritto in
nesC).  Un'applicazione  nesC  è  costituita  da  componenti   connessi  tramite
interfacce. Ciascun componente è composto di due parti: la configurazione, in
cui vengono definite le interfacce usate e quelle fornite dal componente e il
modulo che costituisce l'implementazione vera e  propria delle interfacce.  Le
interfacce sono bidirezionali, specificano un insieme di funzioni (i  comandi)
che  devono  essere  implementate  da  chi  fornisce  l'interfaccia,  e  un  set  di
funzioni  (gli  eventi)  che invece  devono  essere  implementate  da chi  utilizza
l'interfaccia.  Le  configurazioni  servono  a  legare  tra  loro  vari  componenti
connettendone le interfacce; questa operazione prende il nome di wiring. 
In genere molti comandi del sistema operativo sono direttamente connessi con
funzionalità  hardware;  spesso  quindi  si  ha  a  che  fare  con  chiamate  che
richiedono tempi di completamento abbastanza lunghi e che devono per questo
essere  necessariamente  non  bloccanti.  Una  soluzione  è  rappresentata  da
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funzioni di tipo  split-phase che sono costituite  da un comando (ad esempio
Send) e da un evento di solito avente lo stesso nome ma con il suffisso “Done”
(ad  esempio  sendDone).  L'applicazione  invocherà  il  comando  (mediante  la
keyword  call)  che  immediatamente  restituirà  il  controllo  e  asincronamente
eseguirà l'operazione richiesta; il componente segnalerà (mediante la keyword
signal)  l'evento all'applicazione  quando l'operazione  sarà conclusa,  di  solito
fornendone anche l'esito come argomento della chiamata.
1.4.3 TosSim e TinyViz
Lo sviluppo del codice oggetto di questa tesi è stato portato avanti con l'aiuto di
un simulatore e di un frontend grafico per utilizzarlo. TOSSIM è il simulatore
adottato dagli sviluppatori di TinyOS; si tratta di una particolare compilazione
dell'applicazione sviluppata per la piattaforma Mica che è in grado di girare su
un comune PC e che simula interamente l'hardware del sensore. Al momento
della  compilazione, il  compilatore innesta il  codice del simulatore in  quello
dell'applicazione, quindi compila il tutto, producendo una normale applicazione
per Windows o per Linux in grado di riprodurre fedelmente il comportamento
di un nodo. TinyViz è un frontend scritto in Java che rende più pratico l'utilizzo
di  TOSSIM  soprattuto  per  l'interpretazione  dei  numerosissimi  messaggi  di
output che questo produce durante la simulazione. 
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Figura 1.4 Simulazione con TOSSIM e TinyViz
Capitolo 2
Il sistema MaD-WiSe
MaD-WiSe  (Management  of  Data  in  Wireless  Sensor  networks)  è  un
progetto  nato dalla  collaborazione  tra  il  laboratorio  Wireless  Networks  and
Multimedia Networked Information System dell’istituto ISTI del CNR di Pisa
ed  il  dipartimento  di  Informatica  dell’Università  di  Pisa.  
Il progetto si pone l'obiettivo di gestire l'interazione con una rete di sensori in
modo da consentire anche agli utenti non esperti di installare, configurare ed
utilizzare questa tecnologia.
2.1 Panoramica sul funzionamento del sistema
MaD-WiSe consente di gestire la rete di sensori utilizzando un linguaggio
molto  simile  all'SQL.  La  rete  di  sensori  viene  vista  come  un  database
distribuito dove ciascun nodo dispone di una tabella composta da colonne che
corrispondono  ai  trasduttori  disponibili  sul  sensore  stesso  (più  eventuali
colonne speciali che forniscono ad esempio informazioni di natura temporale).
La lettura dei dati rilevati dai trasduttori può  essere effettuata preparando una
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query che viene interamente eseguita dalla rete stessa. Ciascun nodo coinvolto
nella  query  partecipa  attivamente  all'esecuzione,  ricevendo  i  record  delle
tabelle  dei  vicini  che poi  processa localmente con gli  operatori  dell'algebra
relazionale  dichiarata  dal  linguaggio.  L'utente,  mediante  un'interfaccia,
definisce una query che viene elaborata per formare il così detto  query plan,
cioè  l'insieme  delle  operazioni  che  ciascun  nodo  deve  svolgere  durante
l'esecuzione. La query viene quindi iniettata nella rete la quale, da questo punto
in poi, è programmata ed esegue autonomamente il lavoro assegnato; ciascun
nodo campiona l'ambiente circostante, elabora i dati acquisiti e quelli ricevuti
dai  vicini  e  li  trasmette  fino  al  nodo  sink che  si  occupa  a  sua  volta  di
ritrasmetterli  all'interfaccia  utente  perché  possano  essere  mostrati  mediante
grafici e tabelle.
2.2 Componenti del sistema
Saranno di seguito descritti i principali componenti del sistema ed il loro
ruolo nel funzionamento dell'applicazione.
2.2.1 Interfaccia utente (GUI) SensorViz
Si tratta di un programma scritto in linguaggio Java che gira su un comune PC
e si occupa di dialogare con l'utente permettendo la preparazione della query e
del relativo piano di esecuzione; si occupa inoltre di visualizzare i dati prodotti
dalla rete, mediante tabelle e grafici. Il ruolo principale è quello di permettere
all'utente di inserire la query in base alla quale la GUI pianifica il lavoro di
ogni singolo nodo;  in  questa fase in vengono definite le  comunicazioni che
dovranno instaurarsi tra i vari nodi una volta che la query passerà in esecuzione
e  verranno   definiti  gli  operatori  eseguiti  da  ciascun  nodo  con  i  rispettivi
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argomenti.  Nel momento in cui l'utente deciderà di eseguire la query che ha
definito,  la  GUI  si  occuperà  di  trasmetterla  alla  rete  di  sensori,  inviando
comandi ad-hoc per programmare ciascun nodo.
2.2.2 Nodo Sink
Si tratta di uno speciale nodo equipaggiato con un collegamento seriale  che
permette di dialogare con un PC; il suo compito è fare da gateway tra la rete di
sensori e il PC. Solitamente non effettua nessun tipo di campionamento poiché
non è equipaggiato con la  sensor board che ospita  i trasduttori.  In  versioni
precedenti di MaD-WiSe (fino alla  1.4 inclusa) questo nodo svolgeva alcuni
compiti  che  nelle  versioni  successive  sono  stati  affidati  al  SinkServer  (ad
esempio l'invio del segnale di sincronizzazione).
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Figura 2.1: la gui SensorViz mentre mostra un query plan
2.2.3 SinkServer
Questo componente è stato introdotto solo nelle ultime versioni di MaD-WiSe,
soprattutto  per  rendere  la  rete  multihop  e  snellire  la  GUI.  Si  tratta  di  un
programma scritto  in  Java  che  gira  su  un  comune  PC;  dialoga  con il  sink
mediante un collegamento seriale e si occupa di fornire un livello di astrazione
in più tra la rete di sensori e le normali reti di comunicazione. Permette infatti
di interagire con la rete mediante il protocollo TCP/IP, consentendo quindi di
dialogare con la rete di sensori anche attraverso reti standard come Ethernet e
quindi Internet. Il suo compito è anche quello di rilevare la topologia della rete
richiedendo ai singoli nodi di effettuare una  neighbour discovery.  Una volta
ricevuta la richiesta, ciascun nodo invia un messaggio speciale ai vicini i quali,
se riescono a riceverlo, inviano una risposta. Il nodo può quindi comporre una
lista  di  nodi  che  sono  sotto  portata  radio  e  possono  essere  raggiunti
direttamente; tale lista viene reinviata al SinkServer che si occupa di generare il
grafo della  rete  basandosi  sulle  informazioni  ricevute dai  nodi.  Infine viene
generata  una  tabella  di  routing  per  ciascun  nodo  che  viene  reinviata  al
destinatario. Questo di fatto consente di avere una rete mulihop in cui  ogni
nodo ha informazioni sufficienti per poter inoltrare un messaggio attraverso la
rete, minimizzando il numero di hops e quindi risparmiando energia e tempo.
Un  altro  compito  fondamentale  del  SinkServer  è  quello  di  predisporre  la
sincronizzazione  dei  nodi  inviando  uno  speciale  pacchetto  SETCLOCK che
forza  ciascun  nodo  ad  impostare  il  proprio  orologio  interno  sul  valore
contenuto nel pacchetto.  In  questo modo tutti  i  nodi  risultano sincronizzati;
questo è importante poiché gli operatori come Join vengono effettuati anche in
funzione dell'istante in cui viene campionato il dato.
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2.2.4 Nodo della rete
Su ciascun nodo della rete di sensori gira lo stack MaD-WiSe che ha il compito
di gestire l'hardware del sensore, effettuare l'elaborazione dei dati e gestire le
comunicazioni. Lo stack è composto da tre livelli:
 Query Processor: è il livello “applicazione” dove agiscono gli operatori
dell'algebra  relazionale  definita  dal  linguaggio  di  interrogazione  di
MaD-WiSe. 
 Stream  System:  è  il  livello  di  trasporto  che  interfaccia  lo  strato
applicativo con quello di  rete  e  con i trasduttori  hardware.  A questo
livello è definito il concetto di stream come meccanismo per il trasporto
di dati.  La composizione di trasduttori, operatori e stream costituisce il
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piano di esecuzione della query per ciascun nodo.  Lo scopo di questa
tesi  è  la  reingegnerizzazione di questo strato  dello  stack;  si rimanda
quindi al capitolo 3 per una trattazione approfondita.
 Network:  è  il  livello  che  si  occupa  della  comunicazione  tra  i  nodi.
Quando  vi  è  una  richiesta  di  comunicazione  da  parte  dello  Stream
System o  del  Query  Processor  verso  altri  nodi,  il  livello  network si
occupa di instaurare un canale di comunicazione tra i nodi coinvolti,
inclusi i nodi di routing che si trovano lungo il cammino, sfruttando il
livello  MAC  messo  a  disposizione  da  TinyOS.  Lo  strato  di  rete  è
strettamente connesso ad un modulo chiamato EnergyEfficiency che si
occupa  di  gestire  lo  spegnimento  e  la  riaccensione  della  radio  per
consentire  di  risparmiare  energia.  Infatti,  a  livello  di  consumo
energetico, la radio è il componente più dispendioso; per questo motivo
bisogna  evitare  di  tenere  la  radio  accesa  pronta  per  ricevere  un
messaggio quando non ci sono comunicazioni in corso. 
2.3 Interfacce dello stack
Lo Stream System è un componente del sistema che adotta il paradigma di
interfaccia comandi/eventi classico di nesC e TinyOS. Mostriamo adesso come
questo strato interagisce con gli altri elementi del sistema.
2.3.1 Interfaccia Network / Stream System
Mediante il network, lo Stream System può inviare i propri pacchetti agli altri
nodi della  rete;  lo  strato  mette  a  disposizione chiamate per creare canali  di
comunicazione  da  cui  inviare  e  ricevere  dati  mediante  l'interfaccia
ConnectionOriented.
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 La primitiva connect consente di aprire un canale di comunicazione tra
il  nodo  che  la  invoca  ed  il  nodo  destinazione;  il  livello  network  si
preoccupa  di  determinare  la  rotta  e  di  allocare  le  strutture  dati
necessarie  a  gestire  il  canale sui nodi  coinvolti  nella  comunicazione.
Questa  operazione  richiede  del  tempo  durante  il  quale  il  nodo  può
continuare a svolgere le proprie funzioni. 
 Una volta  stabilita  la  connessione, il  livello  network invia il  segnale
connectDone allo Stream System il quale può usare il canale per inviare
i dati al nodo partner. 
 Il comando disconnect serve a chiudere il canale e a liberare le risorse
allocate sul nodo locale, su quello remoto e su tutti i nodi intermedi. 
 Il comando  send consente di inviare i dati lungo il canale; lo Stream
System  utilizza  questo  comando  passandogli  come  argomenti
l'identificativo del canale ottenuto mediante la connect, il pacchetto di
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livello Stream System e la sua dimensione. 
 Il Network si preoccupa di ricevere i pacchetti che arrivano via radio
dagli altri nodi e segnala un evento di tipo receive allo Stream System
per ciascuno di questi, fornendo l'id del canale da cui è stato ricevuto il
pacchetto,  la  sua  dimensione  e  un  puntatore  al  contenuto.  Il  livello
Stream System processa ciascun pacchetto e intraprende diverse azioni
in funzione del suo tipo e del suo contenuto. 
2.3.2 Interfaccia Stream System / Query Processor
Il  livello  Stream  System  mette  a  disposizione  l'interfaccia  la  cui
implementazione è oggetto di questa tesi; tale interfaccia è chiamata SSToApp
ed è schematizzata in figura 2.4. La struttura è simile all'interfaccia offerta dal
Network verso lo Stream System con la differenza che non esiste un solo tipo di
canale bensì esistono diversi tipi di stream con le rispettive chiamate per crearli.
Il  Query  Processor  si  occupa  di  rispondere  alla  query  iniettata  dal  sink
collegandosi con altri nodi della rete e coi sensori presenti sul nodo stesso; i
collegamenti  avvengono  attraverso  gli  stream  creati  coi  comandi  messi  a
disposizione da questa interfaccia. 
 Il comando open_r permette al query processor di creare uno stream per
trasportare  dati  dal  nodo  locale  al  nodo  remoto.  L'operazione  di
creazione dello  stream è asincrona e richiede del  tempo,  in  maniera
simile  a  quanto  avviene  per  la  connect  nel  network,  proprio  perché
l'implementazione utilizza quest'ultima chiamata per creare il canale di
comunicazione su cui viaggeranno i dati dello stream. 
 L'evento  openRemoteDone utilizzato per segnalare al Query Processor
l'avvenuta  creazione  di  uno  stream,  viene  generato  subito  dopo  la
rilevazione  da  parte  dello  Stream  System  dell'evento  connectDone
generato dal Network. 
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 Gli altri comandi necessari alla creazione di stream sono: 
 open_s: permette la creazione di uno stream sensore e consta nella
configurazione del trasduttore, dell'allocazione di memoria e della
preparazione di un timer
 open_l:  permette  la  creazione  di  uno  stream  locale  e  consiste
nell'allocazione della memoria destinata ai buffer dello stream e alla
registrazione dello stream in una tabella
 open_p, che permette la creazione di uno stream storage e  prevede
l'inizializzazione della EEPROM del nodo ed il caricamento di una
pagina
Questi tre comandi non necessitano di molto tempo per svolgere il loro
compito, quindi non è stato necessario predisporre un evento asincrono
che  notifichi  l'avvenuta creazione  dello  stream.  Alla  conclusione  del
comando, questo fornisce immediatamente l'esito dell'operazione ed il
descrittore dello stream appena creato. 
 La chiusura di uno stream è effettuata mediante il comando close. 
 Il  comando  read  permette di  leggere i dati  da uno stream aperto; la
chiamata è unica per tutti i tipi di stream poiché, grazie al descrittore
passato  come argomento,  l'implementazione  decide  da  dove  e  come
reperire i dati. 
 La lettura dei dati da uno stream è un evento asincrono e richiede la
presenza dell'evento readDone che segnali al Query Processor che i dati
sono  effettivamente  disponibili  e  pronti  per  essere  usati.  Il
campionamento di un dato da un trasduttore è implementato in modo
asincrono dal sistema operativo (il quale genera a sua volta un evento
quando il dato è pronto).  La lettura di  dati  da uno stream remoto è
subordinata alla ricezione dei medesimi da parte del network e alla loro
scrittura da parte del partner remoto nel proprio estremo dello stream.
La  lettura  da  uno  stream  storage  è  asincrona  poiché  la  memoria
EEPROM presente sul nodo ha dei tempi di risposta piuttosto lunghi;
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TinyOS tratta  infatti  la  EEPROM  in  maniera  asincrona  proprio  per
evitare  di  bloccare  il  nodo  in  attesa  di  una  risposta  da  questo
componente. 
 Il  comando  write effettua  la  scrittura  in  uno  stream,  anche  qui
discriminando il tipo di stream in funzione del descrittore passato al
comando.
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Questo capitolo presenta il lavoro svolto durante la tesi relativo allo strato di
trasporto dello stack MaD-WiSe, denominato Stream System. Viene descritto il
nuovo sistema di gestione della memoria, quindi viene fatta una panoramica del
funzionamento dello strato; infine è descritto ciascun modulo che compone lo
Stream System, mostrandone le funzionalità ed il  ruolo all'interno del sistema.
3.1 Obiettivi della tesi
La tesi si pone come obiettivo principale la completa reingegnerizzazione
dello strato di trasporto esistente, al fine di migliorarlo soprattutto dal punto di
vista  delle  prestazioni  e  del  risparmio  di  memoria.  In  particolare  è  stata
completamente ripensata e riscritta la gestione della memoria necessaria alla
conservazione dei buffers degli stream. Lo scopo della tesi è anche valutare il
miglioramento ottenuto con la nuova architettura. Oltre a questo, è stata studiata
ed implementata una nuova funzionalità che permette il salvataggio di dati in
una memoria permanente integrata su ciascun nodo.
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3.1.1 Allocatore, buffer pool e ottimizzazione della memoria
La  precedente  implementazione  dello  Stream System prevedeva  l'uso  delle
funzioni standard  malloc() e  free()  per l'allocazione dinamica della memoria
utilizzata dallo strato. Tali funzioni, benché per loro natura molto efficienti, si
sono rivelate inadatte per la piattaforma, principalmente a causa della piccola
quantità di memoria disponibile su ciascun nodo. In condizioni di stress, con
query  molto  complesse,  nel  giro  di  poco  tempo  la  memoria  tende  a
frammentarsi e talvolta anche a riempirsi completamente rischiando di portare
sul  lungo  periodo  il  nodo  in  una  condizione  di  malfunzionamento.  La
frammentazione è dovuta all'allocazione di blocchi  di memoria di differenti
dimensioni. Quando un blocco viene liberato (mediante free()) al suo posto è
possibile creare soltanto blocchi di dimensione uguale o minore. Questo porta
il sistema operativo a dover cercare ad ogni allocazione la posizione migliore
per memorizzare un blocco di una determinata posizione. Quando lo spazio
libero  scarseggia,  l'allocazione  diventa  difficoltosa  poiché  il  sistema  deve
ricompattare la memoria allocata per eliminare i frammenti. Questa operazione
può essere molto onerosa in termini di tempo e può portare ritardi significativi
nel  tempo  di  completamento  di  una  chiamata  malloc.  La  nuova
implementazione prevede l'utilizzo di un pool di buffers allocati staticamente
che vengono distribuiti  tra i  vari elementi dello strato mediante un apposito
allocatore.  Questa  soluzione  ha  permesso  di  aumentare  notevolmente  la
velocità di esecuzione, riducendo il tempo speso nella gestione della memoria.
L'utilizzo di memoria è inoltre  stato ottimizzato cercando di minimizzare lo
spazio occupato dalle strutture dati necessarie alla gestione degli stream; questo
ha permesso di avere più spazio a disposizione utilizzabile per il pool. Ciò si
traduce nella possibilità di poter eseguire query più complesse, che includono
molti operatori e quindi molti stream (in particolare locali)  con conseguente
necessità di memoria. 
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3.1.2 Salvataggio di dati sul nodo
La tesi ha anche lo scopo di introdurre una nuova funzionalità rappresentata
dagli  stream storage; questo tipo di  stream consente di memorizzare in  una
memoria EEPROM presente su ogni nodo, un grosso quantitativo di dati (la
EEPROM integrata sulla  piattaforma Mica è di 512KBytes). Ciò può essere
utile  per  esempio  nel  caso in  cui  il  nodo  sink  non sia  sempre  disponibile.
Immaginiamo una rete di sensori inserita in un contesto naturale, per esempio
alcuni nidi di uccelli in una foresta. Lo scopo è monitorare l'attività dei volatili,
rilevando la frequenza mensile degli spostamenti, cioè quante volte lasciano il
nido e per quanto tempo nell'arco di un mese. In un ambiente del genere non è
possibile installare un nodo sink collegato ad un pc e soprattutto non è molto
utile  poiché  non ci  interessa avere i  dati  in  tempo reale.  Lo stream storage
consente  in  questo  caso  di  immagazzinare  i  campionamenti  rilevati  dai
trasduttori direttamente nella memoria di ciascun nodo, senza doverli inviare al
sink. Una volta installata la rete di sensori, basterà iniettare la query e lasciare
che ciascun sensore svolga il proprio lavoro; dopo un mese, con un sopralluogo,
basterà iniettare un'altra query per prelevare i dati memorizzati nelle EEPROM
dei  sensori  per  poi  poterli  elaborare.  Questa  nuova  caratteristica  è  stata
implementata soltanto a livello di Stream System; il Query Processor attuale,
così come la GUI  ed il resto del sistema non sono ancora  predisposti al suo
utilizzo.  Per  svilupparla  e  testarla  sono state  fatte  delle  apposite  modifiche
temporanee ad altre componenti del sistema; nelle successive versioni di MaD-
WiSe verrà implementato il supporto agli storage sia nel Query Processor che
nella GUI. Il modello di query SQL consigliato per gestire gli stream storage è
il seguente:
SELECT 2.Storage(*) FROM 1.Light, 2.Light
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Questa query permetterà di memorizzare il livello di luce prelevato dai nodi 1 e
2 nello  stream storage del  sensore 2. La scrittura (*) indica che si vogliono
memorizzare nello storage tutti i  campi coinvolti nella query (in questo caso
1.Light,  2.Light  ed  il  relativo  timestamp  non  specificato  ma  comunque
presente). Similmente per la rilettura dei record da uno stream storage potrebbe
essere conveniente usare una query del tipo
SELECT * FROM 2.Storage
con lo scopo di estrarre tutti i campi di tutti i records memorizzati nello stream
storage del sensore numero 2.
3.2 Descrizione dello strato di trasporto
La gestione di una rete di sensori è un compito delicato in quanto le risorse
a  disposizione  sono molto limitate.  La  creazione  di  uno  strato  di  trasporto
molto modulare che prevede un meccanismo di astrazione non dissimile dal
concetto  di  filesystem,  consente  di  riusare  facilmente  il  codice  anche  in
applicazioni  diverse tra  di  loro,  ovunque sia  necessario  avere un sistema di
comunicazione ad un livello più alto del network. 
3.2.1 Stream
Lo Stream System consente di avere un unico paradigma per l'acquisizione dei
dati,  l'elaborazione e la  trasmissione dei  medesimi.  Ciò permette allo  strato
applicativo di ignorare il particolare tipo di sorgente che sta usando, sia essa un
trasduttore,  uno  stream  locale  o  uno  stream  remoto  e  quindi  consente  di
concentrare  gli  sforzi  sulla  logica  dell'applicazione,  facilitando  inoltre  la
modifica del codice di gestione ed elaborazione dei dati.  A questo livello  è
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definito il concetto di stream come entità in grado di trasportare records da una
estremità all'altra. Ogni stream è unidirezionale e quindi vi è sempre e soltanto
un  mittente  e  un  ricevente;  gli  stream  connettono  tra  loro  gli  operatori
dell'algebra relazionale così come i trasduttori e l'operatore seriale presente sul
sink il quale funge da “uscita” dalla rete di sensori. La composizione di stream
e operatori costituisce di fatto il piano di esecuzione della query per ciascun
nodo della  rete.  I  dati  vengono  campionati  dai  trasduttori,  trasportati  dallo
Stream  System  fino  al  livello  applicativo  dove  gli  operatori  eseguono  le
computazioni definite dalla query. I records qui prodotti vengono a loro volta
trasportati mediante altri stream verso altri operatori o verso nodi remoti. 
3.2.2 Comandi dello strato di trasporto
Come precedentemente accennato, lo Stream System ricalca in parte le idee di
base di un filesystem con la differenza che non vi è il concetto di file (cioè un
insieme di dati di dimensione ben precisa) bensì di stream (cioè un  flusso di
dati potenzialmente infinito). Le primitive necessarie per l'interazione con lo
strato di trasporto sono quindi non dissimili da quelle normalmente usate per la
manipolazione di files. Uno stream è identificato da uno stream descriptor che
viene  restituito  dal  costruttore  dello  stream.  Non  è  ovviamente  possibile
scrivere dei dati in uno stream sensore poiché il trasduttore è un dispositivo a
sola lettura; per gli stream locali e remoti invece è possibile usare il comando
write(stream_desc, buf, nbytes)
che consente di inviare gli  nbytes bytes contenuti nello spazio puntato da  buf
nello stream associato al descrittore stream_desc. La write restituisce un valore
che descrive l'esito dell'operazione. Lo Stream System gestisce internamente un
pool di buffer per immagazzinare i dati destinati agli stream locali; più avanti
sarà  trattata  dettagliatamente  l'implementazione  di  questa  funzionalità.  
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E' possibile prelevare i dati da uno stream utilizzando il comando
read(stream_desc, nbytes);
Il parametro nbytes nell'implementazione attuale viene ignorato; per ragioni di
compatibilità con il resto del sistema è stato necessario mantenerlo, tuttavia la
dimensione  del  buffer  richiesto  è  costante  e  non  dipendente  dal  valore  di
nbytes. Nel momento in cui viene effettuata la prima write in uno stream, viene
decisa la dimensione del record. Quindi le successive operazioni di lettura e
scrittura opereranno sempre con la stessa dimensione, pari alla dimensione di
un record. Le letture dagli stream seguono il modello detto split-phase; per non
rendere bloccante la lettura da uno stream,  la read ritorna immediatamente
senza attendere l'arrivo dei dati. 
Lo Stream Sytem, una volta  che ha ottenuto i  dati dallo stream, segnala un
evento di readDone:
readDone(stream_desc, buf, nbytes, success)
Il  significato  dei  parametri  è  analogo  a  quello  della  write  tranne  che  per
l'ultimo; success è un valore intero che indica se la lettura richiesta è andata a
buon  fine.  In  genere  se  il  risultato  è  negativo,  il  contenuto  di  buf  non  è
attendibile e nbytes ha un valore non significativo.
Lo stream può essere chiuso, similmente a quanto accade con un file, con il
comando 
close(stream_desc)
L'operazione  provvede  a  liberare  tutti  i  buffers  associati  allo  stream  in
questione, se ce ne sono; in caso si tratti di uno stream remoto, viene inviato
inoltre  un  messaggio al  nodo  partner  che  provvede  anche in  questo  caso  a
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liberare  le  risorse  dedicate  allo  stream.  Per  gli  stream sensore  la  chiusura
implica anche  l'interruzione del flusso di records dai trasduttori.
3.2.3 Stream sensore
Lo  stream  sensore  consente  la  lettura  di  records  provenienti  da  uno  dei
trasduttori  disponibili  sul  nodo;  il  tipo  di  campionamento  può  essere  o
periodico oppure on-demand. Il campionamento periodico prevede la lettura ad
istanti  regolari  di  un  dato  dal  trasduttore scelto  che viene  quindi  scritto  in
memoria e che può essere successivamente recuperato mediante una read (e
relativa readDone) dallo  stream. L'operatore connesso con lo stream sensore
può quindi  ricevere ad istanti  regolari  un record contente il  campionamento
effettuato dal sensore richiesto e può provvedere a processarlo e a passarlo ad
un altro nodo, fino al sink. L'esistenza dello stream sensore a campionamento
periodico consente di avere query che non hanno una durata temporale ben
definita e che continuano a produrre records finché non vengono esplicitamente
interrotte dall'utente. Il campionamento di tipo on-demand invece permette di
eseguire una lettura da uno stream sensore mediante una chiamata read; una
readDone ritorna il dato campionato dal sensore appena questo è disponibile. E'
possibile creare uno stream sensore usando il comando
open_s(type, stream_rate, buffer_size, sampling_type)
il quale restituisce un descrittore di stream, oppure un valore negativo nel caso
non sia stato possibile aprire lo stream, ad esempio per mancanza di memoria o
perché vi sono troppi stream aperti. Il parametro type indica il tipo di sensore
dal quale si vuole campionare; per comodità è stato definita una struttura enum
nel file SSTypes.h che associa una descrizione letterale al valore di  type  (ad
esempio  LIGHT  =  1).  Il  parametro  stream_rate  esprime  in  millisecondi
l'intervallo  tra  i  campionamenti;  questo parametro è significativo solo se lo
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stream è di tipo periodico.  buffer_size è il numero di records campionati che
possono essere mantenuti  in memoria; se lo stream è di tipo periodico e la
frequenza  delle  operazioni  di  lettura  è  minore  della  frequenza  di
campionamento,  la  coda mantenuta dallo  stream tenderà a  riempirsi;  questo
parametro  indica  la  lunghezza  massima  ammessa  per  la  coda;  una  volta
raggiunto  questo  valore,  i  successivi  campionamenti  periodici  effettuati  dal
trasduttore vengono inseriti in coda mentre i più vecchi vengono scartati. 
3.2.4 Stream remoto
Gli stream remoti consentono di connettere due operatori di due nodi diversi;
anche in questo caso la trasmissione dei dati è di tipo unidirezionale. Lo stream
viene identificato all'interno della rete mediante un symbolic name univoco che
viene utilizzato al momento dell'invocazione del comando 
open_r(symbolic_name,  stream_rate,  reliability,
buffer_size, dest)
Il parametro stream_rate è simile a quello utilizzato negli stream sensore con la
differenza che il valore qui inserito serve solo ad essere comunicato allo strato
di  rete  al  momento  della  creazione  dello  stream.  reliability è  un  flag  che
specifica l'affidabilità del canale di comunicazione; se reliability è maggiore di
0,  il  sistema  deve  garantire  che  i  dati  trasmessi  nello  stream  arrivino  a
destinazione.  Attualmente  non  esiste  un'implementazione  di  stream  remoti
affidabili  quindi  di  fatto  questo  parametro  non  è  significativo.  buffer_size
indica  il  numero  di  records  che  possono  essere  bufferizzati  sul  nodo
destinazione.  Ad ogni write effettuata sullo stream dal nodo mittente, il livello
network provvederà a trasmettere un pacchetto contenente i dati scritti  nello
stream. Questo, una volta raggiunto il nodo destinazione, provocherà la scrittura
del suo payload in un buffer associato allo stream sul nodo destinazione dal
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quale il record potrà essere riletto con una successiva read. dest è l'id del nodo
ricevente,  cioè  quello  che  ospita  l'endpoint  dello  stream.  Questo  parametro
svolge  un  ruolo  importante  nella  creazione  dello  stream  remoto  perché
determina le azioni intraprese dall'implementazione della open_r. 
In figura 3.1 vediamo la sequenza di eventi generati a seguito dell'invocazione
del comando open_r. A sinistra vi è il nodo mittente mentre a destra il nodo
destinazione; il  diagramma è in funzione del tempo, dall'alto  verso il  basso.
Entrambi  i  nodi  invocano  il  comando  open_r  ma  con  parametri  differenti;
infatti nel caso del nodo mittente, il parametro dest è l'id del nodo partner con il
quale si desidera creare uno stream remoto. Il nodo ricevente invece invoca
open_r con il parametro dest uguale al proprio id. Da questo lo Stream System
può decidere le  operazioni da eseguire per creare lo stream: nel primo caso
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viene  invocato  il  comando  connect  dello  strato  di  rete,  passando  come
parametro un pacchetto di tipo stream system il cui payload è a sua volta un
pacchetto  di  tipo  OPEN_SS.  Lo  strato  di  rete  provvede  a  far  recapitare  il
pacchetto al destinatario, servendosi del parametro dest per identificarlo; una
volta  giunto  a  destinazione,  il  pacchetto  è  ricevuto  dallo  strato  di  rete  del
destinatario e passato allo Stream System mediante un evento receive.  Nello
schema in figura 3.1, si suppone che il nodo ricevente abbia già effettuato la
open_r al momento della ricezione del pacchetto; questo può non essere vero,
cioè può accadere che il  pacchetto arrivi prima che il destinatario invochi la
open_r. Lo Stream System gestisce entrambe le situazioni: se il pacchetto arriva
prima della open_r, il  sistema semplicemente provvede ad allocare le risorse
necessarie a gestire lo stream. Al momento dell'invocazione della open_r da
parte del ricevente lo Stream System confronta il nome simbolico dello stream
con quelli degli stream allocati; se viene riscontrata una corrispondenza viene
immediatamente generato l'evento di openRemoteDone. Se il pacchetto arriva
dopo l'invocazione del comando open_r da parte del nodo ricevente, lo Stream
System si preoccupa di allocare sul momento le risorse necessarie ed effettua
la openRemoteDone per segnalare all'applicazione la corretta creazione dello
stream.  Dal  lato  del  mittente,  immediatamente dopo l'invio del  pacchetto  il
network segnalerà un evento di connectDone per segnalare che l'operazione è
stata  completata.  connectDone  quindi  genera  un  evento  di  tipo
openRemoteDone  sul  nodo  sorgente;  nell'implementazione  attuale  non  vi  è
nessun sistema che garantisca l'affidabilità  delle  comunicazioni;  il  pacchetto
può essere perso e in tal caso il canale non viene creato. 
3.2.5 Stream locale
Gli stream locali consentono di connettere due operatori dello stesso nodo. La
creazione di uno stream locale è possibile tramite il comando
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open_l(buffer_size)
L'unico  parametro  buffer_size ha  lo  stesso  significato  che  ha  il  parametro
omonimo nella open_r: è la quantità massima di records che possono essere
immagazzinati  in  questo stream; dopo aver  eseguito  buffer_size write  nello
stream senza eseguire nessuna read, la successiva write provoca  l'eliminazione
del record più vecchio dal buffer che viene definitivamente perduto. 
3.2.6 Stream Storage
Lo  stream  storage  è  una  novità  introdotta  da  questa  tesi.  Più  avanti  sarà
descritto  nel  dettaglio  il  funzionamento,  per adesso ci  limitiamo a dire che
questo nuovo tipo di stream consente di salvare nella memoria permanente del
nodo  una  certa  quantità  di  records.  Questo  tipo  di  stream  è  praticamente
identico allo stream locale con la differenza che i dati non sono salvati nella
memoria RAM del microcontrollore, bensì nella memoria EEPROM esterna.
Grazie a questo nuovo tipo di stream non solo si assicura la conservazione dei
dati anche in assenza di energia, ma si fornisce una quantità di spazio di molto
superiore a quella disponibile nella memoria volatile. E' possibile creare solo
uno stream storage per nodo mediante il comando
open_p(wmode, initialize)
Il  primo  parametro  è  un  booleano  ed  indica  la  modalità  di  apertura  dello
stream; se il suo valore è true lo stream viene aperto in sola scrittura mentre se
è  false sarà aperto in sola lettura; non vi è la possibilità di leggere e scrivere
contemporaneamente  perché  per  come vengono  costruite  le  query  e  per  la
definizione di stream adottata, non può esistere un operatore che abbia bisogno
di  leggere  e  scrivere  contemporaneamente  da  e  in  uno  stream.  Il  secondo
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parametro è un booleano che indica se all'apertura in scrittura dello stream la
memoria debba essere o meno inizializzata; questo parametro è significativo
solo se wmode è true. Se il valore di initialize è false si ha una apertura dello
stream in modalità “append”, cioè i dati scritti nello stream vengono accodati a
quelli preesistenti nella EEPROM.
3.3 Architettura dello strato di trasporto
Lo Stream System è costituito da diversi moduli, ciascuno con una specifica
funzione. 
 Modulo principale SSToApp: è costituito da SSToApp, SSToAppC ed
SSToAppM che sono rispettivamente l'interfaccia, la configurazione e
l'implementazione dello Stream System visto come componente nesC.
Questo modulo contiene buona parte del codice relativo ai comandi e
agli eventi dell'interfaccia dello Stream System come precedentemente
descritta.
 Modulo Buffer Pool: è costituito dal file BufferPool.h ed implementa la
gestione della memoria mediante il buffer pool, incluso l'allocatore.
 Modulo  Stream  Buffers:  è  costituito  dal  file  StreamBuffers.h ed
implementa  la  gestione  dei  buffers necessari  al  funzionamento degli
stream. In particolare contiene le due funzioni sb_read ed sb_write che
gestiscono  la  lettura  e  la  scrittura  nei  buffers  e  che  sfruttano
direttamente  il  meccanismo  di  allocazione  messo  a  disposizione dal
Buffer Pool.
 Modulo  Stream  Storage:  è  costituito  dal  file  PersistentStorage.h ed
implementa  tutte  le  funzioni  necessarie  alla  gestione  degli  stream
storage.
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Oltre ai moduli citati vi sono altri files che contengono principalmente strutture
dati necessarie al funzionamento dello strato: 
 MsgSS.h:  contiene  la  definizione  del  formato  dei  pacchetti  di  tipo
Stream System (SS):  l'header,  il  payload per  il  pacchetto  di  open,  il
payload per il pacchetto di write ed i valori identificativi utilizzati per
contraddistinguere il tipo di payload;
 SSTypes.h: contiene principalmente la definizione delle strutture dati di
tipo  Stream Buffer,  dell'header  necessario  alla  gestione degli  Stream
Storage  e  della  struttura  dati  usata  dai  costruttori  degli  stream  che
definisce lo stream handler;
 TableEntry.h:  contiene  la  definizione  delle  entry  delle  tabelle  usate
dallo stream system per tenere traccia degli stream aperti sul nodo.
3.4 Modulo SSToApp
Il modulo implementa l'interfaccia SSToApp descritta al paragrafo 3.1; le
operazioni svolte da questo modulo riguardano principalmente la creazione e la
distruzione degli stream, la gestione di timers necessari agli stream periodici, la
ricezione degli eventi generati dal network, dai trasduttori e dall'EEPROM. 
Il modulo tiene traccia degli stream presenti nel sistema mediante delle tabelle
di dimensione fissa. Ciascuna tabella ha il proprio tipo di entry corrispondente
al tipo di stream che rappresenta. Il descrittore di stream restituito dai comandi
per la loro creazione è fondamentalmente un riferimento ad una entry di una
specifica tabella.
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3.4.1 Tabella LSDT (Local Stream Descriptor Table)
Ciascuna entry di questa tabella caratterizza uno stream locale; i campi presenti
sono:
 validity: se il suo valore è pari a 0 la entry è libera e gli altri campi non
sono significativi
 sb:  è  di  tipo  stream_buffer ed  è  lo  stream  buffer  utilizzato  per
immagazzinare  temporaneamente  i  dati  che  transiteranno  su  questo
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stream.
3.4.2 Tabella SRSDT (Source, Remote Stream Descriptor Table)
Ciascuna entry di questa tabella costituisce il descrittore di uno stream remoto
che ha il nodo che la ospita come mittente. La entry è costituita dai campi:
 channel_id:  è  l'id del canale restituito  dal  network al momento della
connessione con il nodo partner ed identifica univocamente un  canale
di  dati  tra  due  nodi;   quando  un  dato  viene  scritto  nello  stream,  il
network provvede a trasportare un pacchetto contenente il dato dal nodo
locale al partner remoto che è in ascolto su questo canale;
 symbolic_name: è il nome simbolico dello stream (la parte numerica)
così come compare anche nella GUI; ad esempio, con riferimento alla
figura 2.1, lo stream remoto RS1 avrà questo campo impostato ad “1”,
mentre lo  stream remoto RS4 avrà il  campo impostato a “4”;  questo
campo è fondamentale nella creazione di uno stream remoto, così come
descritta in 3.1.4;
3.4.3 Tabella DRSDT (Destination, Remote Stream Descriptor Table)
Questa è la tabella speculare alla precedente; ciascuna entry in questa tabella è
accoppiata con una entry della tabella  SRSDT su un altro  nodo. La tabella
contiene  i  riferimenti  agli  stream remoti  che  terminano  sul  nodo  corrente.
Ciascuna entry è costituita da questi campi:
 channel_id:  contiene  lo  stesso  valore  presente  nella  entry
corrispondente nella tabella SRSDT; identifica univocamente il canale
del network dedicato alla  trasmissione dei pacchetti che trasportano i
dati di questo stream
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 symbolic_name:  contiene  il  nome  simbolico  dello  stream  che  lo
identifica univocamente in tutta la rete; ha lo stesso valore (numerico)
presente nella entry corrispondente della tabella SRSDT
 stream_rate: è un valore temporale espresso in millisecondi necessario
al network per ottimizzare l'accensione e lo spegnimento della radio al
fine di ridurre il consumo energetico; questo valore viene fornito come
parametro  nel  comando  open_r  ed  è  strettamente  collegato  con  la
clausola sql EVERY; la clausola consente di specificare quanto tempo
deve  trascorrere  tra  un  campionamento  e  l'altro,  cioè  in  pratica
determina la frequenza con la quale vengono effettuate le scritture negli
stream e quindi le trasmissioni dei pacchetti
 reliability: indica l'affidabilità del canale; attualmente non vi è supporto
per  stream affidabili  e  questo  campo  è  predisposto  unicamente  per
sviluppi futuri
 sb: è lo stream_buffer che immagazzina i dati ricevuti dal nodo remoto
in  attesa che l'applicazione  li  prelevi  mediante una read;  nella  entry
corrispondente  in  SRSDT  non  vi  è  questo  campo  poiché  ad  ogni
scrittura nello stream, immediatamente viene effettuata la trasmissione
del pacchetto che contiene i dati i quali vengono bufferizzati sul nodo
destinazione
3.4.4 Tabella SSDT (Sensor Stream Descriptor Table)
Questa tabella descrive gli stream sensore istanziati sul nodo. I campi presenti
in ciascuna entry sono:
 sensor_tid: valore identificativo per il trasduttore; questo campo assume
uno dei  valori  descritti  in SSTypes.h (ad esempio “1” corrisponde il
trasduttore della luce);
 stream_rate: ha un significato analogo a quello  del  campo omonimo
39
presente  in  DRSDT;  esprime  l'intervallo  in  millisecondi  che  deve
trascorrere tra  un campionamento ed il  successivo nel caso in  cui lo
stream sia di tipo periodico; è significativo solo se sampling_type è 1;
 sb:  è  lo  stream  buffer  che  memorizza  i  records  generati  dai
campionamenti periodici effettuati dai trasduttori;
 sampling_type: indica se lo stream è di tipo periodico (valore pari a 1)
oppure se è on demand (valore pari a 2);
 t:  questa  variabile  è  di  tipo tos_time_t,  un tipo interno  utilizzato da
TinyOS per definire un istante temporale; indica l'istante in cui verrà
effettuato il prossimo campionamento e viene usata per programmare il
timer relativo al trasduttore il quale provocherà la lettura dal medesimo;
3.4.5 Timers periodici e Timestamp
Al fine di  gestire  gli  stream sensore a  campionamento periodico, il  modulo
necessita  di un certo  numero di timers  interni pari  al numero di  trasduttori
presenti sulla SensorBoard. Attualmente sono previsti sette diversi timers per
altrettanti trasduttori. I timers usati sono di tipo AbsoluteTimer; questo tipo di
timer  fa riferimento al clock interno e può essere settato  per scattare ad un
preciso istante temporale; rispetto ad un timer “relativo” dove si imposta un
tempo, trascorso il quale il timer scatta, l'AbsoluteTimer è più preciso. Infatti,
poiché il  tempo di riferimento utilizzato è assoluto,  il  timer non risente dei
ritardi dovuti alla computazione e all'arrivo di eventuali interruzioni che, nel
caso  si  usasse  un  timer  relativo,  potrebbero  posticiparne  l'avvio  con
conseguente  dilatazione  dell'intervallo  di  tempo  effettivo  trascorso  tra  un
campionamento ed il  successivo. Nell'implementazione del modulo,  vi  è  un
evento  fired()  associato  a  ciascun  timer;  ogni  volta  che  un  AbsoluteTimer
scatta,  viene invocato l'evento  fired relativo, il  quale provvede a chiamare il
comando  (ad  esempio  getData())  che  provoca  la  lettura  asincrona  dal
trasduttore associato al timer. Un evento asincrono si verifica nel momento in
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cui il trasduttore completa il campionamento e viene quindi invocata la relativa
routine  dello  Stream  System  (ad  esempio  TempADC.dataReady).  Questa
routine  si  occupa  di  memorizzare,  in  un  blocco  di  codice  eseguito  ad
interruzioni disabilitate, il dato ricevuto dal trasduttore ed il timestamp attuale
in due variabili temporanee che saranno successivamente copiate da un task
nello stream buffer relativo allo stream associato al trasduttore. 
Oltre ai timers utilizzati per i campionamenti periodici, ce n'è uno che viene
utilizzato per la gestione del timestamp relativo ad ogni campionamento. Gli
operatori  dell'algebra  relazionale  che  girano  al  livello  applicativo,  operano
basandosi  sull'informazione  temporale  associata  ad  ogni  record  ricevuto.
L'operatore  di  Join,  per  esempio,  necessita  di  una  informazione  relativa
all'istante in cui è stato effettuato il campionamento al fine di poter unire due
records che siano relativi a campioni effettuati nello stesso istante temporale. Il
timestamp rappresenta il  numero di secondi  trascorsi  dal momento in  cui  il
clock è stato risincronizzato dal SinkServer; si tratta di una variabile  di tipo
intero che viene aggiornata una volta al secondo da un timer apposito dello
Stream Sytem che scatta appunto ogni 1000 millisecondi. 
3.4.6 Formato dei pacchetti per l'implementazione di stream remoti
Il modulo SSToApp si interfaccia con lo strato di rete mediante l'interfaccia
ConnectionOriented, già citata in figura 2.3. L'interfaccia mette a disposizione,
tra gli altri,  i  metodi  send e  receive mediante i quali lo Stream System può
inviare e ricevere pacchetti del suo livello. Il formato di un pacchetto di tipo
MsgSS è definito nel file MsgSS.h e viene riportato di seguito. 
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Ogni  pacchetto  è  composto  di  un  header  e  di  un  payload;  l'header  ha
dimensione pari a 4 bytes e contiene 3 campi; il primo campo indica il tipo di
pacchetto e può assumere uno dei seguenti valori:
 OPEN_SS (msg_type=0): il pacchetto trasporta la richiesta di creazione
di uno stream remoto e quindi il payload sarà di tipo ss_open_payload 
 WRITE_SS  (msg_type=1);  il  pacchetto  trasporta  dati  che  sono  stati
scritti dal livello applicativo del nodo mittente nello stream; il payload
sarà di tipo ss_write_payload
 CLOSE_SS (msg_type=2): il pacchetto trasporta la richiesta di chiusura
di  uno  stream  remoto;  non  vi  è  payload  poiché  le  informazioni
necessarie  ad  effettuare  l'operazione  sono  quelle  già  presenti
nell'header.
Il  secondo  campo  src contiene  l'id  del  nodo  mittente  come  ottenuto  dalla
variabile di sistema TOS_LOCAL_ADDRESS. Il terzo campo symbolic_name
trasporta  il  nome  simbolico  dello  stream  oggetto  dell'operazione;  come
facilmente si evince dalla dimensione di questo campo, il numero massimo di
stream nel sistema non può superare le 255 unità (lo stream con symbolic name
uguale a 0 non può essere utilizzato per convenzione). 
Il payload del pacchetto di livello stream system varia in funzione del campo
msg_type;  per  un  pacchetto  di  tipo  OPEN_SS  il  payload  ha  il  formato
rappresentato in figura 3.4. Il campo stream_rate contiene il valore passato  al
parametro omonimo al comando open_r. Trattandosi di un valore che descrive
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un intervallo temporale espresso in millisecondi e dato che tale intervallo può
dover  essere  anche  molto  lungo  (si  pensi  ad  una  query  che  richiede  un
campione ogni giorno o ogni settimana), è stato necessario adottare un intero a
32bit per quantificare questo intervallo (un intero a 16 bit avrebbe consentito
intervalli di al massimo poco più di un minuto). Il campo reliability rispecchia
la  richiesta  di  avere  una  comunicazione  affidabile  effettuata  mediante  il
parametro omonimo del comando open_r; attualmente l'implementazione non
supporta questa feature, tuttavia il pacchetto è stato dotato di questo campo  per
sviluppi futuri. 
Il  payload  del  pacchetto  nel  caso  in  cui  questo  sia  di  tipo  WRITE_SS  è
rappresentato  in  figura  3.5.  Il  campo  data_size indica  il  numero  di  bytes
significativi  trasportati  dal  pacchetto  nel  campo  data;  la  lunghezza  di
quest'ultimo campo è fissa ed è pari a 20 bytes che corrisponde alla dimensione
massima di un record. 
3.5 Modulo BufferPool
Questo modulo mette a disposizione i due metodi  bp_alloc() e  bp_free()
che sostituiscono la malloc() e la free() nella gestione dell'allocazione dinamica
della memoria.  La struttura dati di base utilizzata dal modulo è il  buffer_item;
si tratta di una struct contenente due campi: un array di bytes di lunghezza pari
alla  dimensione  massima  di  un  record  chiamato  data e  un  puntatore  a
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buffer_item  chiamato  next.  La  memoria  allocata  staticamente  che  viene
distribuita tra i vari stream è quella dell'array bp_pool; si tratta di un array di
dimensione fissa (pari al valore impostato in POOL_SIZE) di elementi di tipo
buffer_item. All'avvio del programma, il modulo SSToApp invoca la funzione
bp_init che provvede a preparare il buffer pool modificando opportunamente
gli elementi dell'array; questi vengono concatenati tra di loro (il campo next di
ciascuno punta al successivo, tranne che per l'ultimo che ha campo next uguale
a NULL) e la  variabile  free_stack_head (in  figura 3.6 abbreviato con FSH)
viene inizializzata per puntare al primo elemento dell'array. Questa situazione
iniziale è raffigurata nella parte sinistra di figura 3.6. Chiamando bp_alloc()  si
ottiene un puntatore ad un buffer_item libero in cui è possibile memorizzare
informazioni; l'effetto sul buffer pool è lo spostamento del puntatore di testa
FSH al next del buffer_item appena allocato. 
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La chiamata bp_free serve per liberare un buffer allocato e restituirlo al buffer
pool in modo che possa successivamente riallocarlo su richiesta. Il parametro
della  chiamata  è  b che  è  un  puntatore  ad  un  buffer_item.  In  figura  3.7  è
mostrato  l'effetto  che  ha  questa  chiamata  su  un  buffer  pool  parzialmente
allocato:  i  blocchi  più  scuri  a  righe  sono  quelli  attualmente  allocati  e
contengono dati.  bp_free provvede a spostare il  puntatore di  testa  FSH alla
posizione indicata da b, quindi provvede ad impostare il puntatore next di b alla
posizione che precedentemente era puntata da FSH. In questo modo il blocco
puntato  da  b  viene  “sganciato”  dalla  catena  dei  blocchi  utilizzati  e  viene
riagganciato  a  quella  dei  blocchi  liberi  del  buffer  pool.  Il  modulo  mette  a
disposizione  anche  la  chiamata  bp_free_all che,  dato  il  puntatore  al  primo
blocco  di  una  catena  di  buffers  allocati,  provvede  a  liberarli  tutti;  questa
funzione è particolarmente utile nel momento in cui viene chiuso uno stream e
vengono liberate tutte le risorse associate ad esso, inclusi i buffers. 
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Figura 3.7: effetto di bp_free sul buffer pool
FSH
b FSH
3.6 Modulo Stream Buffers
Questo  modulo  gestisce  in  maniera  uniforme  per  tutti  i  tipi  di  stream,
l'utilizzo  dei  buffers  e  delle  operazioni  ad  essi  collegate.  La  struttura  dati
principale  di  questo  modulo  è  appunto  stream_buffer,  già  citata  nella
descrizione  delle  entry  delle  tabelle  dei  descrittori  di  stream  del  modulo
SSToApp.  Le  chiamate  principali  di  questo  modulo  sono  la  sb_read e  la
sb_write che consentono di leggere e scrivere records da e in uno stream buffer
associato ad uno stream. Mediante il modulo buffer pool, ad ogni stream buffer
possono essere allocati un certo numero di buffer_item che vengono tra loro
concatenati. La scrittura in uno stream buffer provoca l'allocazione di un buffer
item che  viene  riempito  con  i  dati  scritti  e  che  viene  quindi  concatenato
all'ultimo stream buffer. La lettura, invece, provoca la disconnessione del primo
buffer item allocato allo stream buffer (cioè il più vecchio) dalla catena; i suoi
dati  costituiscono  quindi  il  risultato  della  lettura  che  una  volta  completata
provoca la deallocazione del blocco. 
E' quindi necessario tenere traccia di quale sia il primo blocco da leggere e di
quale invece sia l'ultimo scritto. Queste informazioni sono i primi due campi
della struttura dati stream_buffer:
 bp_rpos: puntatore al primo buffer_item utile per la lettura
 bp_wpos:  puntatore  all'ultimo buffer_item scritto  (ad  una  successiva
scrittura, il campo next del buffer_item puntato da bp_wpos punterà al
nuovo buffer_item)
 record_size: indica la dimensione dei records che transitano in questo
stream; viene inizializzata con la prima scrittura nello stream
 pending_reads: tiene traccia di quante richieste di lettura sono state fatte
ma che non sono state soddisfatte poiché lo stream non aveva dati nei
buffers;  se  questo  valore  è  maggiore  di  zero,  alla  prima  scrittura
effettuata nello stream verrà invocata una readDone che notificherà la
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disponibilità dei dati all'applicazione che li ha richiesti
 buffer_size: indica il  numero di records che devono essere mantenuti
prima di scartare il più vecchio; è inizializzato dal parametro omonimo
presente nelle funzioni di creazione degli stream
 buffers_used: indica il numero di buffers allocati allo stream
In  figura  3.8  sono  schematizzate  le  fasi  principali  di  cui  si  compone  una
chiamata sb_write: 
a) mediante il buffer pool viene allocato un nuovo buffer item; 
b) vi vengono copiati i dati puntati dal parametro data fornito alla funzione
(comunque non più di  nbytes bytes oppure della dimensione massima
del record qualora questo valore sia inferiore ad nbytes);
c) il nuovo blocco viene concatenato a quelli preesistenti, aggiornando il
puntatore  next  dell'ultimo  blocco  della  catena,  puntato  da  bp_wpos
mentre bp_wpos viene aggiornata per puntare al nuovo blocco. 
In figura non è rappresentata l'ultima fase che prevede la segnalazione di una
readDone nel caso in cui ci siano richieste in coda non soddisfatte. 
In  figura 3.9 sono riportate  schematicamente le  fasi di cui si  compone una
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chiamata sb_read. La chiamata non ritorna direttamente i dati letti dal buffer,
bensì  si  preoccupa  di  segnalare  una  readDone  al  livello  applicativo  nel
momento  in  cui  i  dati  sono  disponibili.  Il  valore  ritornato  dalla  chiamata
semplicemente denota l'esito dell'operazione di lettura. 
In figura 3.9, è rappresentata la condizione dello stream buffer in questione.
a) Vi è una catena di buffer_item contenenti dati precedentemente scritti
con sb_write dove il primo di questi è puntato dal campo bp_rpos. 
b) L'implementazione  provvede  a  chiamare  readDone  per  notificare  al
livello  applicativo  che  vi  sono  dati  disponibili  in  risposta  alla  read
effettuata dallo stream; readDone ha, tra i suoi parametri, il puntatore al
campo data del buffer_item puntato da rpos. 
c) Al completamento della readDone, l'applicazione ha finito di utilizzare i
dati presenti nel buffer; è possibile quindi liberarlo mediante bp_free ed
aggiornare il campo bp_rpos per farlo puntare al blocco successivo.
L'esempio descritto vale se ci sono dati disponibili per la lettura; qualora questo
non sia vero, la sb_read provvede solamente ad incrementare pending_reads in
modo da tenere traccia del fatto che l'applicazione ha richiesto dei dati ma che
ancora non gli è stata fornita una risposta mediante readDone. 
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3.7 Modulo Persistent Storage
Questo  modulo  implementa  gli  Stream  Storage.  Il  modulo  si  avvale  delle
interfacce  EEPROMRead ed EEPROMWrite messe a disposizione da TinyOS
che  consentono  rispettivamente  di  leggere  e  scrivere  da  e  nella  EEPROM
integrata  su  ciascun  nodo.  La  memoria  EEPROM  (Elettrically  Erasable
Programmable  Read  Only  Memory)  è  uno  speciale  supporto  di
memorizzazione  per  conservare  dei  dati  anche  in  assenza  di  corrente.  La
EEPROM installata sulla piattaforma Mica è il  modello AT45DB41 prodotto
dalla Atmel; tale componente assicura un ciclo di vita pari a 100000 riscritture
su ciascuno dei suoi quattro milioni di bit (512KBytes); l'accesso viene fatto per
pagine, ciascuna di dimensione pari a 16 bytes; l'intera EEPROM può essere
vista come un array di 32k pagine, ciascuna di 16 bytes. Il tempo di accesso ad
una  memoria  EEPROM,  sia  in  lettura  che  in  scrittura  è  piuttosto  lungo
(nell'ordine  di  150  nanosecondi);  questo  è il  motivo principale per  il  quale
l'interfaccia  del  TinyOS  per  l'accesso  al  componente  è  di  tipo  split-phase.
Infatti,  similmente a quanto accade per l'accesso ai trasduttori,  l'accesso alla
EEPROM è gestito mediante una coppia chiamata/evento (read e readDone) per
la lettura e mediante tre comandi e due eventi (startWrite,  write,  endWrite e
writeDone, endWriteDone) per la scrittura. Quest'ultima operazione richiede un
numero  maggiore  di  comandi  ed  eventi  poiché  coinvolge  parzialmente  il
sistema di risparmio energetico del nodo; prima di poter scrivere una pagina
nella  EEPROM, infatti,  è  necessario  chiamare  il  comando  startWrite che si
occupa di preparare il  componente a ricevere una scrittura.  Con il comando
write si effettua la scrittura vera e propria che una volta terminata provoca un
evento di tipo writeDone. Per finalizzare la scrittura, è necessario chiamare il
comando  endWrite che,  a  sua  volta,  provoca  l'evento  endWriteDone.  Il
meccanismo  è  piuttosto  complesso  ed  il  TinyOS  mette  a  disposizione  un
componente di più alto livello che automatizza parzialmente queste operazioni,
sfruttando le interfacce suddette, che viene chiamato Logger. Tuttavia, poiché
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questo componente implementa alcune features aggiuntive oltre  a quelle  che
servono ai nostri scopi (richiedendo memoria) e poiché è pensato per operare in
un  modo  diverso  da  quello  che  serve  allo  Stream  System (il  componente
avrebbe  complicato  la  gestione  dell'header  di  cui  parleremo tra  poco),  si  è
scelto di accedere alla memoria EEPROM direttamente, mediante le interfacce
di basso livello. 
L'idea dello stream storage nasce dalla necessità di immagazzinare il risultato
di una query che può protrarsi molto a  lungo nel tempo, rendendo difficile
(oltre che inutile) l'utilizzo del Sink e dell'elaboratore ad esso collegato. Una
caratteristica che è stata ritenuta importante è quella di poter eseguire più volte
una  stessa  query  concatenando  ogni  volta  i  record  generati  con  quelli
preesistenti nello storage. Si pensi ad esempio ad un nodo che deve operare per
un lungo  periodo  ma  che  per  qualche  motivo  non  può  contare  sul  proprio
sistema di risparmio energetico; la  durata della batteria è quindi inferiore al
tempo necessario al nodo per svolgere il proprio lavoro ed è obbligatorio ad un
certo  punto  sostituirla.  Dopo  la  sostituzione  basterà  riavviare  la  query  in
modalità “append” ed il sensore continuerà a svolgere il proprio lavoro senza
perdere i dati memorizzati nello storage prima dell'interruzione, continuando
ad aggiungere i nuovi a quelli preesistenti. 
Un'altra  caratteristica  di  rilievo  è  la  possibilità  di  leggere  parzialmente  lo
storage   senza che i  dati  non letti  vengano persi  alla  chiusura dello  stream
(come  invece  avviene  per  esempio  per  lo  stream  remoto).  Queste  due
caratteristiche hanno reso necessaria la creazione di una struttura dati che tiene
traccia di due indici all'interno della memoria, uno per la posizione di lettura e
uno per la posizione di scrittura, in maniera molto simile a quanto avviene nel
modulo stream buffer. Oltre a questo, è stato necessario fare in modo che tali
informazioni fossero anch'esse permanenti e coerenti con il resto dei dati nella
memoria.
La  struttura  dati  in  questione  è  chiamata  sstor_header ed  è  definita  in
SSTypes.h; i suoi campi sono:
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 node: id del nodo
 record_size: dimensione del record memorizzato nello stream
 rpos: numero della prima pagina da leggere
 wpos: numero della prossima pagina da scrivere
 stored_records: numero di record finora immagazzinati nello stream
 checksum: checksum di controllo dell'header
 name: nome descrittivo della query
L'intera struttura occupa esattamente 16 bytes, quindi una pagina di EEPROM.
Il campo name è stato predisposto per un utilizzo futuro; potrebbe essere utile
poter  dare  un  nome all'output  generato  da  una  query,  similmente  a  quanto
avviene quando si opera con un file, in modo da poter identificare in modo
univoco il contenuto dello storage; attualmente questo campo è fisso ed il suo
contenuto corrisponde alla stringa “madwise”. Il valore del campo  checksum
viene calcolato mediante una funzione che prende in input  l'intero header e
restituisce la somma modulo 256 dei suoi bytes. Questo campo è molto utile
per capire se l'header è valido oppure è inconsistente (ad esempio poiché la
EEPROM ha terminato il suo ciclo di vita oppure perché è venuta a mancare
l'alimentazione proprio mentre la  EEPROM era in fase di scrittura o perché
nella  EEPROM  sono  presenti  vecchi  dati  relativi  ad  una  applicazione
precedentemente installata  sul  nodo);  se il  valore  del  campo checksum non
corrisponde con il checksum calcolato sull'header attuale,  quest'ultimo viene
invalidato ed il contenuto della EEPROM viene dichiarato non significativo e
può essere sovrascritto. L'header viene memorizzato nella prima pagina della
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EEPROM e viene aggiornato soltanto alla chiusura dello stream. 
All'apertura dello stream, in base ai parametri passati al comando  open_p, il
sistema  chiamerà  determinate  funzioni  di  questo  modulo.  La  funzione
ps_format consente di cancellare il  contenuto della EEPROM e preparala ad
accogliere  nuovi  dati.  In  realtà  la  memoria  non  viene  realmente  cancellata
poiché  questo  implicherebbe  la  riscrittura  di  32k  pagine  (quindi  altrettante
chiamate al comando write), con enorme spreco di energia e di tempo. Soltanto
l'header viene infatti sovrascritto; una volta preparato un nuovo header valido
(dal  punto  di  vista  del  checksum),  questo  viene  memorizzato  nella  prima
pagina  della  memoria.  L'utilizzo  della  funzione  porta  implicitamente
all'apertura dello stream storage in modalità scrittura. Internamente il modulo
opera in maniera simile ad una macchina a stati; la variabile ee_state indica lo
stato attuale del modulo in relazione all'ultimo comando eseguito. I possibili
valori  della  variabile  sono definiti  in SSTypes.h; alcuni  dei  più significativi
sono ad esempio EE_NOT_OPENED (stream non aperto), EE_READY (stream
aperto,  pronto  per  operare),  EE_WRITE_HEADER (richiesta  la  scrittura
dell'header, in attesa di risposta). 
La funzione  ps_open consente di aprire lo stream in lettura o in scrittura; in
entrambi  i  casi,  l'invocazione  della  funzione  provoca  lo  scaricamento  dalla
EEPROM della pagina contenente l'header. Nel momento in cui la pagina sarà
disponibile,  verrà  invocato  l'evento  readDone  e  sarà  possibile  cominciare  a
lavorare sullo stream. La funzione ps_write consente di scrivere un record nello
stream qualora questo sia aperto in modalità scrittura. La dimensione massima
di un record nel sistema MaD-WiSe è pari a 20 bytes mentre la pagina della
EEPROM è di  soli  16 bytes.  Nel momento in  cui  viene effettuata la  prima
scrittura, similmente a quanto accade con gli altri stream, viene definitivamente
fissata la dimensione del record, che rimarrà invariata per tutta la durata dello
stream. Se la  dimensione del  record supera i  16 bytes,  il  modulo Persistent
Storage  provvede  a  spezzare  ogni  record  in  due  pagine  adiacenti  della
EEPROM. Quindi, in questo caso, ogni operazione di lettura o di scrittura dallo
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stream provoca la lettura o la scrittura di due pagine della EEPROM. Questo
comporta la necessità di avere un buffer locale sul quale memorizzare l'intero
record che poi dovrà essere spezzato in due pagine e scritto nella EEPROM (la
variabile ee_buffer è infatti un array di bytes di lunghezza pari a due pagine).
La funzione ps_read consente di leggere un record dallo stream; come avviene
per gli altri stream, anche in questo caso una volta che il record è stato scaricato
viene generato un evento di tipo readDone che informa l'applicazione dell'esito
dell'operazione, fornendo un puntatore al buffer locale (ee_buffer) dello storage




Al fine di valutare i miglioramenti introdotti dalla nuova implementazione,
sono stati effettuati alcuni test comparativi che hanno permesso di confrontare i
tempi di elaborazione ed il consumo di risorse di entrambe le versioni.
4.1 La piattaforma di test
Utilizzare il sistema MaD-WiSe nella sua interezza per effettuare dei test di
prestazioni sullo Stream System può non essere il miglior approccio. Il sistema,
come si è visto, è costituito da diversi strati che cooperano tra di loro, oltre che
ad applicazioni ausiliarie come il SinkServer e la GUI. Non è pensabile quindi
valutare l'incremento di prestazioni di un singolo strato cercando di utilizzarli
tutti  insieme. I risultati sarebbero sicuramente non affidabili poiché potrebbe
esservi un collo di bottiglia, ad esempio nello strato applicativo, che degrada le
prestazioni dell'intera applicazione. 
E' stata messa a punto quindi una versione speciale di MaD-WiSe, sostituendo
lo strato applicativo originale con un codice minimale atto a svolgere il minor
numero di operazioni possibile.  Lo strato di rete è stato interamente rimosso
rimpiazzandolo con una versione semplificata scritta  per  l'occasione, capace
soltanto di  instaurare  una  comunicazione  single hop tra  il  sink  e un  nodo.
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Mediante  l'applicativo  TOSBase installato  sul  sink  e  grazie  al  tool
SerialForwarder installato sul PC (entrambi tool generici forniti con TinyOS),
è possibile dialogare direttamente con la rete di sensori attraverso alcune classi
Java, anch'esse fornite con TinyOS. E' stata quindi scritta un'applicazione che
sfrutta queste librerie per dialogare, attraverso i tool succitati, direttamente con
il nodo oggetto del test. L'applicazione Java semplicemente invia un comando
di START al nodo sul quale è presente la versione modificata di MaD-WiSe; lo
strato applicativo esegue il test calcolando il tempo necessario a completarlo,
quindi  segnala  mediante  i  led  che  ha  terminato  l'esecuzione.  Attraverso
l'applicazione Java si può quindi inviare un comando di  REPORT al quale il
sensore risponderà inviando un messaggio che contiene il tempo impiegato per
completare il test. 
Per valutare con precisione questo tempo, è stato utilizzato un clock interno al
microcontrollore (si tratta di un contatore/divisore x8 connesso al clock vero e
proprio)  che  oscilla  a  921.6KHz  e  che  non  può  essere  influenzato  da
interruzioni o dall'esecuzione dell'applicazione; i valori riportati nei test sono il
numero di cicli trascorsi durante l'esecuzione.
Per ciascun test effettuato si è sostituito esclusivamente lo strato di trasporto,
alternando la vecchia e la nuova versione; ciascun test è stato ripetuto più volte
ed il risultato riportato è la media dei risultati ottenuti. 
 
4.2 Test effettuati e risultati
I test effettuati riguardano solamente gli stream locali e gli stream sensore;
si ritiene che non abbia senso valutare le performances degli stream remoti per
due motivi: il primo è che il test, coinvolgendo direttamente lo strato di rete,
sarebbe sicuramente falsato e non farebbe emergere eventuali miglioramenti (il
network  potrebbe  essere  il  collo  di  bottiglia  del  test);  il  secondo  è  che  la
velocità di trasmissione della radio è troppo bassa per consentire di valutare in
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maniera significativa il miglioramento introdotto dalla reingegnerizzazione. Per
quel che riguarda lo stream storage, non è possibile fare dei test comparativi
semplicemente perché nella  versione precedente dello  Stream System non è
presente questo tipo di stream.
4.2.1 Campionamento on demand
Il test confronta il  tempo impiegato per creare gli stream ed ottenere 50000
campioni da uno stream sensore; i campioni sono stati prelevati da tre diversi
trasduttori; i valori indicati nelle colonne Vecchio e Nuovo sono il numero di
cicli di clock spesi per effettuare il test; il valore di Speed-up è il rapporto tra il
risultato delle due versioni (un valore maggiore di 1 indica un miglioramento di
performances dalla  vecchia alla  nuova versione)  che dà un'idea sull'effettivo
incremento di prestazioni.
Dai risultati di evince che il miglioramento, seppur minimo, è presente. Il test
comunque non rende giustizia alla nuova versione per un semplice motivo: il
tempo speso da ciascun trasduttore per fornire il dato in risposta è molto più
grande del tempo impiegato dallo Stream System per immagazzinarlo.
4.2.2 Stream locali multipli
Questo  test  evidenzia  il  miglioramento  ottenuto  grazie  all'allocatore  del
BufferPool e al sistema degli StreamBuffers; il  tempo speso dalle operazioni
sugli stream locali è infatti quasi interamente dovuto a problematiche legate alla
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Test Vecchio Nuovo Speed-up Stream usati
50000 campioni dal trasduttore Luce 19480648 18628584 1,05 1
50000 campioni dal trasduttore Audio 17357973 16409026 1,06 1
50000 campioni dal trasduttore Temperatura 19492003 18944040 1,03 1
gestione della memoria.  Il  test valuta il  tempo necessario  ad estrarre 50000
campioni  dallo  stream  sensore  connesso  al  trasduttore  della  luce,  facendo
passare  il  dato  attraverso  un  determinato  numero  di  stream  locali  (cioè
leggendo da uno stream e scrivendo nel successivo della catena). La prima riga
della  tabella  è  identica a  quella  dell'esperimento  precedente mentre  le  altre
prevedono un numero di stream locali che va da 1 a 4.
Il grafico riporta l'incremento di prestazioni in relazione al numero di stream
utilizzati.  In  questo caso è  evidente il  miglioramento ottenuto con la  nuova
versione; il tempo impiegato dalle chiamate alla funzione malloc risulta essere
molto più ampio del tempo speso dall'allocatore del BufferPool per procurare
un buffer item in cui memorizzare i dati provenienti dallo stream sensore. 
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Test Vecchia Nuova Stream usati Speed-up
50000 campioni Luce 19480648 18628584 1 1,05
50000 campioni Luce attraverso 1 stream locale 34321442 22911033 2 1,5
50000 campioni Luce attraverso 2 stream locali 17975750 7439549 3 2,42
50000 campioni Luce attraverso 3 stream locali 20891863 8093308 4 2,58
50000 campioni Luce attraverso 4 stream locali 28428303 10006188 5 2,84























4.2.3 Stream sensore periodici e on-demand
L'ultimo test esamina una situazione più aderente al caso comune di utilizzo di
un sensore; la configurazione utilizzata prevede uno stream sensore connesso al
 
trasduttore  della  luce  che  ogni  10ms  effettua  un  campionamento;  tale
campionamento  provoca  la  lettura  da  altri  due  stream sensore,  stavolta  on-
demand, connessi al trasduttore dell'audio e a quello della temperatura; i dati
rilevati  vengono  quindi  processati  (nel  test  solo  trascritti)  da  4  operatori
connessi da altrettanti stream locali; in figura 4.1 è schematizzato il modello
utilizzato per questo test; le linee tratteggiate rappresentano gli stream sensore
mentre quelle continue rappresentano gli stream locali. 
Il test dà un'idea generale sul miglioramento ottenuto in uno scenario di utilizzo
abbastanza tipico seppur complesso. Sebbene il flusso di dati sia intermittente e
buona parte del tempo sia costituito da attesa (ricordiamo che il sensore di luce
è  periodico  ed  invia  un  dato  solo  ogni  10  millisecondi),  l'incremento  di
prestazioni è comunque presente ed è principalmente dovuto all'impiego dei tre
stream locali che connettono tra di loro gli operatori.
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Figura 4.1: componenti e connessioni usati nel test
Test Vecchio Nuovo Speed-up Stream usati








Le reti di sensori rappresentano un ampio argomento di ricerca e sono un
importante  strumento  che  può  essere  utilizzato  in  un  notevole  numero  di
applicazioni, spesso direttamente collegate con il benessere e la salvaguardia
della vita delle persone. 
La tesi ha affrontato il problema della reingegnerizzazione, dell'ottimizzazione
e  dell'implementazione  dello  strato  di  trasporto  del  sistema  Mad-WiSe,  un
innovativo strumento per la  configurazione e l'utilizzo di una rete di sensori
wireless  sviluppato  grazie  alla  collaborazione  tra  il  laboratorio  Wireless
Networks and Multimedia Networked Information System dell’istituto ISTI del
CNR  di  Pisa  ed  il  Dipartimento  di  Informatica  dell’Università  di  Pisa.  In
particolare si è cercato di studiare la precedente versione del sistema al fine di
individuarne i punti critici ed i principali difetti; si è cercato quindi di ripensare
interamente il meccanismo di gestione della memoria, passando da un sistema
con allocazione dinamica mediante chiamate di sistema standard, ad un sistema
con allocazione statica di un pool di buffers, ridistribuiti mediante procedure
opportune  agli  elementi  del  sistema.  Il  lavoro  svolto  ha  anche  aggiunto  al
sistema  una  nuova  caratteristica:  la  possibilità  di  memorizzare  grossi
quantitativi di informazioni sulla memoria di massa a stato solido presente sulla
piattaforma utilizzata, allineando l'interfaccia con questa nuova funzionalità al
paradigma utilizzato nel resto dell'applicazione per la gestione dei dati, cioè lo
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stream.
La  tesi  ha  inoltre  valutato  i  miglioramenti  introdotti  grazie  alla
reingegnerizzazione dello strato di trasporto; è stata sviluppata una piattaforma
di test apposita al fine di analizzare nel dettaglio l'incremento di prestazioni
ottenuto.   I  miglioramenti  ottenuti  con  la  nuova  architettura  sono  risultati
soddisfacenti;  il  miglior  utilizzo  della  memoria  ottenuto  con  la  nuova
implementazione ha consentito di ampliare la quantità di spazio utile destinata
allo strato di trasporto, consentendo di eseguire query più complesse di quelle
attuabili sulla precedente versione.
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Codice sorgente dello Stream System
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