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The University of Texas at Tyler 
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 Currently, the workforce is comprised of multiple generations, of which 
Generation X and Y are the largest, working in a variety of arrangements.  These include 
working from home, satellite centers, on the road, collaboration offices, and brick and 
mortar locations.  As information and communication technology advances, more 
opportunities for individuals to supplement or change their working environments are 
available.  Along with these different modes of work comes occasions and challenges for 
managers to demonstrate coaching behaviors toward employees who work alongside 
them on an on-going basis, and simultaneously to those who are removed from the face-
to-face interactions and instead rely on technology for primary communication.  Thus, 
managers in today’s organizations are tasked with coaching and developing both 
traditional and virtual employees.  
 
xii 
 
The purpose of this study was to test for measurement invariance and assess latent 
mean differences between groups of traditional and virtual employees with data from one 
of the most widely used managerial coaching instruments.  Data was collected via MTurk 
in this cross-sectional, multi-survey design.  Both groups were equated before 
measurement invariance testing and latent mean analysis by employing propensity score 
matching techniques.  Once invariance was demonstrated, latent mean differences were 
assessed.  Results indicated traditional employees perceived their managers exhibited 
more coaching behaviors than those perceived by virtual employees.  However, the 
results were not statistically or practically significant.  Findings from this study do 
provide support for the psychometric properties of the Employee Perceptions of 
Supervisor/Line Manager Coaching Behavior (Ellinger, Ellinger, & Keller, 2003) 
instrument.  Implications to research and practice were discussed, including the 
importance of virtual managerial coaching to the virtual human resource development 
movement.    
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Chapter One – Introduction 
Background to the Problem 
The most revolutionary transformation in the nature of work since the Industrial 
Revolution is occurring now as developed nations are shifting from industrial-based 
national economies to an information-based world economy (Becla, 2012; Gupta, 2017; 
Hill, Ferris, & Martinson, 2003).  Globalization and increased market competition have 
triggered organizations to recognize that employee development is a priority for 
achieving competitive advantage (Ellinger, Ellinger, & Keller, 2003; Ellinger & Kim, 
2014; Fillery-Travis & Lane, 2006; Filsinger, 2014; Hagen, 2012).  Part of employee 
development includes demonstrated leadership and coaching behaviors by managers 
toward subordinates (Allenbaugh, 1983).  Managerial coaching has been defined as: the 
facilitation of employee learning, by managers who demonstrate specific behaviors and 
skill sets, in an effort to elicit intended actions (Ellinger et al., 2003).  Simultaneously, the 
business challenges that come with competing globally are being driven and accelerated 
by improved information and communication technology (ICT) and changes in societal 
trends (Akkirman & Harris, 2005; Igbaria & Guimaraes, 1999; Kurland & Bailey, 1999). 
A specific societal trend addressed by numerous scholars is the dynamic make-up 
of the workforce, stratified by generational cohort (cf. Costanza, Badger, Fraser, Severt, 
& Gade, 2012).  Recently, it has been reported that the millennial’s (Generation Y; Gen 
Y) have surpassed Generation X (Gen X) in the U.S. labor force (Fry, 2015).  Although 
there are discrepancies among researchers as to when each generation begins and ends; 
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Gen X has been consistently defined as those born between 1965-1980 (Becton, Walker, 
& Jones-Farmer, 2014; Festing & Shafer, 2014; Fry, 2015; Lyons & Kuron, 2014; Martin 
& Gentry, 2011) and Gen Y between 1981-2000 (Festing & Shafer, 2014; Lyons & 
Kuron, 2014; Martin & Gentry, 2011).  Moreover in 2018, the Gen Y individuals range in 
age from 18-37 and the Gen X individuals range in age from 38-53.  The Gen Y (53.5 
million) and Gen X (52.7 million) members represent the two largest generational cohorts 
in the U.S. labor force, according to a Pew Research Center analysis of the U.S. Census 
Bureau data (Fry, 2015).  These two groups in particular are currently experiencing 
several forces of dynamic change in the business environment, including globalization, 
technology advances, the information environment, and virtual reality (Tulgan, 2017).  
Some have considered virtual work as a possible solution to these business obstacles of 
globalization, societal trends, and workforce trends (Igbaria & Guimaraes, 1999; 
Makarius & Larson, 2017; Raghuram, Garud, Wiesenfeld, & Gupta, 2001).   
Advances in technology have created the opportunity for many forms of work to 
be accomplished in ways that are vastly different from the traditional workplace, where 
everyone gathers in the same place for certain defined hours of work, as individuals are 
no longer constrained by time and space (Raghuram, Tuertscher, & Garud, 2010; 
Watson-Manheim, Chudoba, & Crowston, 2012).  Virtual work has been defined as any 
work interaction with those not located in the same physical space (i.e., not conducted in 
person) and incorporating technology in order to communicate thoughts or ideas (Ghods 
& Boyce, 2013; Makarius & Larson, 2017).  The virtual workplace provides flexibility to 
allow work at a variety of times and locations by employing ICT, more specifically using 
virtual private networks (VPN’s), instant messaging, collaboration software, and 
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telephone systems (Akkirman & Harris, 2005; Georgiana & Dinu, 2016).  These 
arrangements can encompass “many different alternatives to working at the traditional 
office” (Bélanger & Collins, 1998, p. 137) and in the literature, researchers have 
collectively referred to this type of work as telecommuting, telework, virtual work, 
remote work, and distributed work (Gajendran & Harrison, 2007; O’Neill, Hambley, & 
Chatellier, 2014).  Moreover, requests for which have grown due to demands from 
employees, organizations, and society (Bartel, Wrzesniewski, & Wiesenfeld, 2012; 
Igbaria & Guimaraes, 1999).   
It is estimated that almost one-third (31%) of workers in the U.S. perform a 
majority of their work from remote locations (identified as telework by the study’s 
author; Fickess, 2014).  This is consistent with information reported by the Bureau of 
Labor Statistics, in which 24% of employees surveyed did some or all of their work from 
home in 2015, an increase of 19% from 2003 (BLS, 2016).  Within the federal 
government, between 2013 and 2015 telework (defined as work from home) participation 
increased from 17% to 20%; furthermore, in the fiscal year 2015, 34% teleworked one to 
two days in a two week period and 31% teleworked three or more days in a two week 
period (U.S. OPM, 2016).  Also, a WorldatWork survey conducted in 2015 indicated 
53% of employers offer telework as an option at least one day per week and 34% offer 
telework full-time; wherein, telework was considered working remotely either from 
home, from a satellite center, or from a client location (WorldatWork, 2015).  
Researchers have found that motivations for virtual work include: increased 
organizational flexibility, reduced overhead and real-estate costs, improved productivity, 
worker recruitment and retention, work-family balance, aiding compliance with the Clean 
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Air Act and Americans with Disabilities Act (ADA), and reduced commuting time 
(Bailey & Kurland, 2002; Igbaria & Guimaraes, 1999; Shin, El Sawy, Sheng, & Higa, 
2000).  Even though an employee’s general responsibilities remain the same, virtual work 
can fundamentally change the work environment, the manner in which employees engage 
with the company and others, and the ways employees are managed on the job (Golden, 
Veiga, & Dino, 2008; Useem & Harrington, 2000).  With the increased presence of 
virtual workers in the workforce, managers are faced with the challenge of managing and 
providing coaching to both virtual and traditional employees (Kurland & Bailey, 1999; 
Lautsch & Kossek, 2011).   
Coaching by managers is part of the movement away from command-and-control 
management styles toward a more collaborative and employee development style, which 
has led to an increase in its popularity (Ellinger et al., 2003; Fillery-Travis & Lane, 2006; 
Ives, 2008).  Although not a new concept, managerial coaching has received more focus 
in the literature recently as a result of changing organizational environments and cultures 
receptive to a management coaching paradigm (Ellinger & Kim, 2014).  Managers at all 
organizational levels are being asked to coach employees in today’s work environment 
(Ellinger et al., 2003; Kim, 2014; McCarthy & Milner, 2013).   
Differences between generational cohorts could pose a challenge for managers 
who need to provide coaching to both virtual and traditional workers (Beattie et al., 
2014).  Specifically, those belonging to Generation X and Y could be a concern for 
managers, as these are the two largest groups in the U.S. workforce (Fry, 2015).  The 
Millennials (i.e., Generation Y) have also passed the Baby Boomers as the largest 
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generation in the U.S. and it is estimated that by the year 2020 the Millennials will 
represent one in three adults (Catalyst, 2017; Fry, 2016). 
Human Resource Development (HRD) scholars have shown an interest in 
managerial coaching as a performance improvement strategy (Egan & Hamlin, 2014).  
The changing nature of the organizational environment coupled with technological 
advancements has also allowed the field of HRD to evolve within the virtual environment 
(Huang, Han, Park, & Seo, 2010).  Specifically, the concept of virtual HRD (VHRD) that 
focuses on learning complexities in this virtual atmosphere has developed (Bennett, 2009; 
Bennett, 2014).        
Changes to organizational hierarchies have allowed the idea of facilitative 
coaching by managers to emerge (Hagen, 2010).  For instance, roles traditionally 
reserved for human resource professionals as developers of employees have migrated 
towards managers across organizations (Ellinger et al., 2003; Evered & Selman, 1989; 
Liu & Batt, 2010).  As a result, manager-as-coach, in HRD related studies, has received 
increased attention in the last several years (Anderson, 2013; Beattie et al., 2014; 
Ellinger, Hamlin, & Beattie, 2008; Ellinger & Kim, 2014).  Scholars have revealed that 
implementation of coaching by managers can help improve employee performance 
(Ellinger & Bostrom, 1999; Hamlin, Ellinger, & Beattie, 2006).  Moreover, coaching by 
line managers has been rated the second most effective learning and development 
practice, after on-the-job training (CIPD, 2015). 
Management and development of virtual employees occurs remotely where 
supervisors are physically separated from direct reports (Kurland & Bailey, 1999).  This 
physical separation that occurs between managers and virtual workers poses a challenge 
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of transitioning from managing workers’ time (activity-based) to managing projects 
(results-based; Cascio, 2000).  Consequently, organizations that embrace virtual work 
arrangements should consider the ways coaching by managers of these virtual workers 
will occur (Filsinger, 2014), along with the more traditional workforce.  This can be a 
particular challenge when the virtual workforce is comprised of full-time virtual 
employees, considered high-intensity virtual workers (Gajendran & Harrison, 2007).   
More recently, the emergence of virtual coaching research has appeared in the 
literature; although, coaching is framed in the context of executive coaching, as opposed 
to managerial coaching.  Executive coaching is generally described as a relationship 
between an external consultant (coach) and an executive (Joo, 2005).  Most of the 
definitions of virtual coaching encompass three elements: a) the coach-client relationship; 
b) use of technology; and c) a purpose of assisting client growth (Boyce & Hernez-
Broome, 2010).  Within the context of executive coaching, organizations view virtual 
coaching as a practical, cost-effective alternative to face-to-face coaching and 
development in that it reduces travel-time and expenses (Ahrend, Diamond, & Webber, 
2010; Ghods & Boyce, 2013; Otte, Bangerter, Britsch, & Wuthrich, 2014; Pascal, Sass, & 
Gregory, 2015; Rossett & Marino, 2005).  Additionally, virtual coaching assists coaches 
in forming relationships with those they are coaching in new and innovative ways, such 
as through e-mail, video conferencing, and instant messaging (Ahrend et al., 2010; Maritz 
& Roets, 2013; Pascal et al., 2015).  Although practitioners recognize the need for 
coaching of virtual employees (Rossett & Marino, 2005; Williams & Kaye, 2011), there 
have been few studies (e.g., Berry, Ashby, Gnilka, & Matheny, 2011; McLaughlin, 2013; 
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Staples & Webster, 2007), that have examined this subject in more detail and none have 
been located within the context of managerial coaching. 
To assess managerial coaching behaviors and skills in empirical studies, primarily 
two instruments have been used in the published literature (Hagen & Peterson, 2015): the 
Employee Perceptions of Supervisor/Line Manager Coaching Behavior Measure (referred 
to in this study as CBM; Ellinger et al., 2003) and the Revised Measurement Model of 
Coaching Skills (referred to in this study as RMCS; Park, McLean, & Yang 2008).  
Ellinger et al. (2003) developed the CBM to capture perceptions of managerial coaching 
behaviors from the employee viewpoint and the Supervisor/Line Manager Coaching 
Behavior Measure to capture perceptions from the manager viewpoint.  However, this 
dyadic approach is scarce in the literature (see Appendix A: Table A1).  For the 
Supervisor/Line Manager Coaching Behavior Measure, managers are asked to rate 
themselves on their personal coaching behaviors with eight statements, all of which begin 
with “I” and in the CBM employees are asked the same eight items, yet these begin with 
“my supervisor” (Ellinger et al., 2003, pp. 443-444).   
Although the CBM and supervisor perception instruments were touted as having 
strong theoretical foundations and were based on a through literature review with clear 
data collection methods and analysis during development (Hagen & Peterson, 2014), the 
use of both scales together has occurred in only a couple of studies as evidenced by a 
review of literature (see Appendix A: Table A1).  Instead, the employee viewpoint scale 
(i.e., CBM) has been utilized to measure managerial coaching behaviors in a number of 
studies.  This could be attributed to the idea of perception of self versus perception of 
others, in that self-perceptions of one’s own behavior tend to be biased toward a more 
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favorable presentation (Hedley, 1986).  In particular, with managers, a specific 
characteristic they possess may influence the way they perceive and rate themselves, 
while simultaneously this characteristic could impact how others rate the managers, thus 
creating differences between managers’ self-ratings and others’ ratings (Ostroff, Atwater, 
& Feinberg, 2004).  In general, it has been noted that self-ratings are more lenient than 
observer ratings (Mabe & West, 1982; Mount, 1984; Tsui & Barry, 1986).  Additionally, 
meta-analytic studies revealed weak agreements between self-ratings and other-ratings 
(Harris & Schaubroeck, 1988; Mabe & West, 1982).     
The other widely used managerial coaching measure, RMCS (Park, McLean, et 
al., 2008), was a revision of an instrument initially created by McLean, Yang, Kuo, 
Tolbert, and Larkin (2005).  The original Measurement Model of Coaching Skills (MCS; 
McLean et al., 2005) was created as a four dimensional model of managerial coaching, 
including: open communication; team approach; value people; and accept ambiguity.  It 
was developed to evaluate, by way of self-report, managers’ coaching skills.  Each 
dimension was assessed with five items, for a total of 20 items, during the initial creation 
and validation of the instrument, supporting a four-factor structure (McLean et al., 2005). 
The MCS (McLean et al., 2005) was criticized for its reliance on athletic coaching 
literature as a basis for development and omitting factors in the coaching literature, such 
as: developing partnerships; effective listening; providing feedback; and facilitating 
development (Peterson & Little, 2005).  This scale was also created for use by managers 
only, which made it difficult to adapt and deploy with employees (Park, McLean, et al., 
2008).  Additionally, no published studies using the original MCS (McLean et al., 2005) 
were found during the literature review (see Appendix A: Table A1); however, the 
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revised instrument, RMCS (Park, McLean, et al., 2008) has been used to assess 
managerial coaching skills.  The RMCS (Park, McLean, et al., 2008) added a fifth 
dimension to the four identified by McLean et al., namely facilitating employees’ 
development.  Most of the items in the original four dimensions (cf. McLean et al., 2005) 
were re-worded to capture the employee viewpoint by including “my manager” in the 
items and four newly created items were accepted to measure facilitative development 
(Park, McLean, et al., 2008).  These four items comprising this fifth dimension were 
largely based on work from Ellinger and colleagues (cf., Ellinger, 1997; Ellinger & 
Bostrom, 1999; Ellinger et al., 2003).  The RMCS included 20 items, measured as five 
dimensions: open communication; team approach; value people; accept ambiguity; and 
facilitate development (Park, McLean, et al., 2008).  
Despite the focus managerial coaching has received in the literature to date, 
theoretically grounded empirical studies are not as prevalent (Hagen, 2012; Kim, 2014).  
Perhaps this can be attributed to the lack of one unified definition of managerial coaching 
(Ellinger & Kim, 2014; Hagen, 2012), which can complicate measurement of constructs 
(cf. Worthington & Whittaker, 2006).  Calls in the literature for more empirical 
managerial coaching research (Ellinger, 2013), more psychometrically tested instruments 
to measure managerial coaching and virtual managerial coaching (Filsinger, 2014; Hagen 
& Peterson, 2014), and studies incorporating the virtual employee population with 
managerial coaching (Beattie et al., 2014) have been placed.  An identified problem in 
the managerial coaching literature is that instruments to measure coaching behaviors and 
skills have not been adequately developed (Hagen & Peterson, 2014; Peterson & Little, 
2005).   
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Statement of the Problem 
There is a need for more instrument analysis in managerial coaching, for the 
reasons that: many are not thoroughly validated; many are not grounded in theory; and 
some have not thoroughly identified constructs to be measured (Hagen & Peterson, 
2014).  In particular, operationalizing self-report measures of coaching from the manager 
perspective can be troublesome in measuring coaching effectiveness (Peterson & Little, 
2005).  Currently, there are no empirical studies found addressing managerial coaching 
among both virtual and traditional workers.  This study sought to address this 
shortcoming in the literature by recognizing that, although exploration exists into 
managerial coaching of traditional employees, little is known of virtual managerial 
coaching.  However, before commencing research on this topic, there was a need for 
testing a managerial coaching instrument with both traditional and virtual employees to 
ascertain whether the construct of managerial coaching was conceptualized in the same 
way by both types of employees.   
Purpose of the Study 
The purpose of this cross-sectional, quantitative study was to assess measurement 
invariance (MI) by employee workforce type (i.e., traditional and virtual), using data 
gathered with the CBM (Ellinger et al., 2003).  The population of interest included: 
currently employed full-time individuals over 18 years old in the generational cohorts of 
X and Y; who were not managers, yet reported to a manager; who worked in the U.S. in 
service industries; and who were at early to mid-career level in their career stage.  Early 
career and mid-career level have been generally identified to encompass age or age and 
organizational tenure (cf. Cohen, 1991; Morrow & McElroy, 1987).  Support in the 
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literature exists to define early career by age as those between the ages of 20-34 and mid-
career between the ages of 35-49 (Morrow & McElroy, 1987).   
Virtual full-time employees in the context of this study, included individuals who 
had an agreement with their employer to work virtually at least one day per week, where 
interaction between the employee and manager occurred primarily via ICT (Belle, 
Burley, & Long, 2015; Fay & Kline, 2011; Fonner & Roloff, 2010).  Traditional full-time 
employees were acknowledged as those who did not work virtually and did not have an 
agreement to do so, rather they worked alongside their managers each day of the 
workweek and had the capability to interact in person (Merriman, Schmidt, & Dunlap-
Hinkler, 2007).  Using multigroup confirmatory factor analysis (MGCFA), configural, 
metric, and scalar invariance was assessed by employee workforce type.  After scalar MI 
between these two groups was found, latent mean analysis was conducted in an effort to 
determine the latent mean differences of the perceptions of managerial coaching 
behaviors between virtual and traditional employees.        
Theoretical and Conceptual Framework 
The two main theories of leader-member exchange (LMX) and classical test 
theory (CTT), along with a conceptual framework of virtual HRD (VHRD), informed this 
study for the major phenomena of workforce type (i.e., traditional and virtual), 
managerial coaching behaviors, and MI.  Leader-Member Exchange (LMX; Dansereau, 
Graen, & Haga, 1975) theory is based on the vertical dyad linkage theory.  The initial 
advancement of this theory recognized that leaders develop different relationships with 
followers, compared to the notion that leaders display consistent behaviors toward all 
followers (Schriesheim, Castro, & Cogliser, 1999).  In other words, through diverse types 
of exchanges, leaders differentiate the way followers are treated, which leads to different 
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qualities of relationships (Dansereau et al., 1975; Martin, Guillaume, Thomas, Lee, & 
Epitropaki, 2016).  The theory posits that leaders place followers into in-groups and out-
groups and treat followers differently based on the group association (Graen & Uhl-Bien, 
1995).   
A theoretical underpinning to LMX theory is role theory, “a science concerned 
with the study of behaviors that are characteristic of persons within contexts and within 
various processes” (Biddle, 1979, p. 4).  In the context of LMX, role theory suggests that 
role-making processes result in differentiated LMX relationships (Dansereau et al., 1975; 
Dienesch & Liden, 1986; Martin et al., 2016; Matta, Scott, Koopman, & Conlon, 2015).  
The relationship that evolves between leaders and members occurs through repeated role 
episodes, characterized as role communications and expectation exchanges (Dienesch & 
Liden, 1986; Matta et al., 2015).  The differentiated relationships that result from these 
role episodes is in part due to the time limitations leaders face in the workplace (Dienesch 
& Liden, 1986).  Thus, leaders develop close relationships with some followers (i.e., in-
group) and rely on formal authority and rules with other followers (i.e., out-group), based 
on the exchange and discussion of role behavior by the follower (Dansereau et al., 1975; 
Dienesch & Liden, 1986).  This categorization of in or out is made by the leader; 
furthermore, this relationship is fairly stable over time (Liden & Graen, 1980; Liden, 
Wayne, & Stilwell, 1993).  Although the leader categorizes the followers into the two 
groups, one basis of this theory is that followers can negotiate, or develop, this role with 
the leader (Dansereau et al., 1975; Dienesch & Liden, 1986).   
This study used LMX theory as a theoretical foundation to support the assertion 
that managers and employees have relationships of different quality.  As an outcome of 
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these different qualities of relationships, based on identification with an in-group and out-
group, employees can perceive their relationship with their managers differently 
(Dulebohn, Bommer, Liden, Brouer, & Ferris, 2012).  Due to the opportunities for richer 
communication exchanges between managers and traditional employees, these 
individuals are more likely to experience high-quality relationships and belong to the in 
group.  Conversely, virtual employees who lack consistent in-person human interactions 
with their managers tend to experience low-quality relationships, belonging to the out 
group (Golden, 2006b; Merriman et al., 2007).  The quality of this relationship, in turn, 
can affect employees’ perceptions of their managers’ behaviors and intentions (Sue-
Chan, Chen, & Lam, 2011).  
 The second theory that informed this study was classical test theory (CTT), which 
is part of the larger body of knowledge of mental test theories (Lord & Novick, 1968), 
and provided support for the approach to testing of MI (Raju, Lafitte, & Byrne, 2002).  
This theory “postulates the existence of a true score, that error scores are uncorrelated 
with each other and with true scores and that observed, true and error scores are linearly 
related” (Novick, 1966, pp. 1-2).  In other words, an observed score consists of a true 
score and measurement error, where true scores and error scores are both unobserved, 
random latent variables (Brennan, 2011; Traub, 1997).  The true score is one that would 
be observed on average in the long run (i.e., a distribution of observed scores) and the 
measurement error is a deviation from this average (Verhelst, 2014): 
  Observed Score = True Score + Error Variance (cf. Gulliksen, 1950). 
A major advantage of CTT is its somewhat weak theoretical assumptions, which allow its 
easy application in various testing situations (Fan, 1998; Hambleton & Jones, 1993).  
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Also, CTT applies techniques based on correlation, linear models, and multivariate 
normally distributed variables in order to make inferences about latent traits (Rusch, 
Lowry, Mair, & Treiblmaier, 2017).  Measurement invariance can be conceptualized as 
an extension of CTT, wherein invariance testing focuses on measurement properties 
across groups.  It is important to first establish invariance between groups before testing 
research hypotheses (Meredith, 1993; Nimon & Reio, 2011; Vandenberg & Lance, 2000).  
The conceptual framework that underpinned this study was virtual HRD (VHRD).  
This was defined as: “a media-rich and culturally relevant web environment that 
strategically improves expertise, performance, innovation, and community building 
through formal and informal learning” (Bennett, 2009, p. 365), which has been 
thoroughly cited in the literature.  Technology plays a significant role in helping the field 
of HRD adapt to pressures of global competition and demographic changes of the labor 
force (Bennett, 2010).  Based on increased interest from the field of HRD in integrating 
technology into practice and research, the construct of VHRD has developed 
(McWhorter, 2010).  The premise of VHRD is that it focuses on learning complexities 
within a virtual environment (Bennett, 2009; Bennett, 2014) and has developed from 
HRD as a result of the advances in information technology and changes within 
organizations (Huang et al., 2010).  Of importance is that scholars indicate that VHRD is 
not attaching virtual to HRD, but rather a paradigm shift for the HRD field (Bennett, 
2010; Bennett, 2014; Bennett & Bierema, 2010).   
Virtual managerial coaching has not been thoroughly discussed or studied in the 
academic literature; although, virtual coaching in the context of executive coaching has 
appeared (Ahrend et al., 2010; Ghods & Boyce, 2013; Otte et al., 2014; Pascal et al., 
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2015; Rossett & Marino, 2005).  Virtual learning and technologies, components of 
VHRD, can be capitalized upon in order to develop talent (Yoon & Lim, 2010), a 
component of managerial coaching (Gilley & Gilley, 2007).  Within the context of virtual 
work, VHRD can be thought of as a “living system” as a result of the learning and 
development occurring through its supporting technologies (Bennett & Bierema, 2010, p. 
632).  This technology provides many options for virtual work, yet it allows the 
combination of a variety of systems that connect people with information, namely VHRD 
(Bennett & Bierema, 2010).  Future organizations’ success “will be their capacity to 
utilize their human capital in the virtual workplace to learn” (Nafukho, Graham, & 
Muyia, 2010, p. 654).   
Research Hypotheses 
 For this study, a total of four hypotheses were tested.  Among the few researchers 
interested in both the virtual and traditional workforce, some have reported and compared 
means of groups with regard to the following demographic variables: gender, age, race, 
income, job tenure, and organizational tenure (Hill et al., 2003; Konradt, Hertel, & 
Schmook, 2003; Morganson, Major, Oborn, Verive, & Heelan, 2010).  In a study of 
remote workers and traditional workers, means of gender, full/part time status, age, 
tenure, and impact of dependents were reported across groups (main office, satellite, 
client, and home); although, means were not compared between the different groups 
(Morganson et al., 2010).  Konradt et al. (2003) did compare mean differences of years of 
employment, age, gender, and hours worked per week between home-centered 
teleworkers (work remotely > 50% of time), office-centered teleworkers (work remotely 
< 50% of time), and non-teleworkers.  Additionally, Hill et al. (2003) also compared 
mean differences of work aspects (job performance, motivation, retention, workload 
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success, and career opportunity) and personal/family life aspects (work/life balance and 
personal/family success), between virtual employees and traditional employees.  
However, MI was not addressed by Konradt et al. or Hill et al., which is a prerequisite for 
making comparisons between groups (Meredith, 1993; Vandenberg & Lance, 2000).   
Measurement invariance “assesses the (psychometric) equivalence of a construct 
across groups or measurement occasions and demonstrates that a construct has the same 
meaning to those groups or across repeated measurements” (Putnick & Bornstein, 2016, 
p. 72).  Attitudes, beliefs, and values (i.e., psychological constructs) constitute latent 
variables, which cannot be measured directly; thus, psychological measures take on the 
role of indicators of these latent concepts in a Confirmatory Factor Analysis (CFA; 
Milfont & Fischer, 2010; Putnick & Bornstein, 2016).  These indicators, or questionnaire 
items, should be measuring identical constructs with the same structure amongst different 
groups in order to compare group differences.  When this is the circumstance, the 
instrument is said to be measurement invariant (van de Schoot, Lugtig, & Hox, 2012).  
Researchers in social and behavioral sciences have become increasingly concerned with 
assessing MI when comparing groups in order to determine if group variances are 
attributed to true attitudinal differences or to dissimilar psychometric responses to the 
same instrument items (Cheung & Lau, 2012; Cheung & Rensvold, 2002). 
A specific, non-technical example was described by Putnick and Bornstein 
(2016): 
Suppose frequency of crying, weight gain, and feelings of hopelessness are 
indicative of the severity of depression in women, but only feelings of 
hopelessness are indicative of the severity of depression in men.  If the three 
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indicators are combined into a scale to compare depression in women and men, 
mean differences on the scale may mislead because crying and weight gain have 
little relation to depression in men.  In this example, men may score lower than 
women on the depression scale because they cry less and gain less weight.  
However, crying and weight gain are not associated with depression in men in the 
first place. (p. 72)  
Applying this example, if a researcher made mean difference comparisons between men 
and women before assessing MI, then erroneous conclusions could be reached (Putnick & 
Bornstein, 2016).  Alternatively, if MI can be demonstrated this indicates individuals in 
both groups have interpreted the items and the underlying latent factor in identical ways 
(van de Schoot et al., 2012).   
Common MI assessment has been identified as a hierarchy of four levels of 
increasingly stronger measurement, namely: configural, model form equivalence; metric 
(weak factorial), factor loading equivalence; scalar (strong factorial), item intercept 
equivalence; and strict (residual or invariant uniqueness), item residual equivalence 
(Meredith, 1993; Putnick & Bornstein, 2016; Vandenberg & Lance, 2000; Wu, Li, & 
Zumbo, 2007).  Several researchers in the MI literature have argued that scalar invariance 
is necessary in order to make mean comparisons across groups (Meredith, 1993; 
Steenkamp & Baumgartner, 1998; Vandenberg & Lance, 2000).  Strict invariance 
involves fixing residual variances equal across groups and commences if scalar 
invariance is supported (Putnick & Bornstein, 2016; van de Schoot et al., 2012).  This 
type of invariance indicates that the sum of specific variance and measurement error is 
similar across groups (Putnick & Bornstein, 2016); moreover, it is the portion of item 
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variance not attributed to factors (Wu et al., 2007).  Strict invariance is considered a 
required component for full factorial invariance (Meredith, 1993).  However, testing for 
strict invariance is not a prerequisite for testing mean differences because residuals are 
not part of the latent factor; therefore, invariance of item residuals have inconsequential 
bearing to latent mean difference interpretation (Vandenberg & Lance, 2000).   
When MI is assessed under MGCFA, “a series of models are estimated, and 
invariance is tested by comparing the GFI [goodness-of-fit] statistics of particular models 
with a model having additional between-group constraints” (Cheung & Rensvold, 2002, 
p. 238).  Model fit indices include the following: change in chi-squared tests (Δ χ2); and 
change in comparative fit index (CFI; Δ CFI) tests for hierarchical models (Cheung & 
Rensvold, 2002; Vandenberg & Lance, 2000).  For the purposes of this study, data 
collected with the CBM (Ellinger et al., 2003) managerial coaching instrument, was used 
to assess MI between virtual and traditional employees.   
Measurement invariance has been evaluated by others specifically with data from 
the CBM, which is discussed in detail in Chapter 2.  For instance, Pousa (2016) and Kim, 
Egan, Ellinger, and Kim (2017) examined MI in cross-cultural groups and found support 
for configural invariance.  Therefore, the following hypothesis was proposed:  
H1: Data from the CBM will yield configural invariance by type of employee 
(i.e., virtual and traditional).  
With respect to these same two studies, Pousa (2016) found partial metric invariance in 
his study with French and Spanish speaking employees.  Kim et al. (2017) found support 
for full metric invariance with their sample of U.S. and Taiwanese respondents.  Given 
these results, the following hypothesis was proposed. 
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H2: Data from the CBM will yield metric invariance by type of employee (i.e., 
virtual and traditional). 
Support for partial scalar invariance was found in the cross-cultural study by Kim et al. 
(2017).  The researchers indicated that full scalar invariance may not have been reached 
due to cultural interpretation differences between some of the items.  However, the 
sample for the current study was focused on U.S. employees, thus cultural interpretations 
were not forecasted to be an issue.  The following hypothesis was then proposed:   
H3: Data from the CBM will yield scalar invariance by type of employee (i.e., 
virtual and traditional). 
Researchers have found that feelings of physical isolation among virtual 
employees, in particular high-intensity virtual workers, is prevalent (Bartel et al., 2012; 
Belle et al., 2015; McCloskey & Igbaria, 2003).  These isolated feelings can stem from 
the lack of physical proximity and availability of face-to-face interactions, as compared 
to traditional employees (Golden, 2006b; Merriman et al., 2007).  This isolation can have 
a negative influence on relationships, which intensifies with virtual workers (Cooper & 
Kurland, 2002; Golden, 2006b).  With regard to latent mean differences of the 
perceptions of managerial coaching behaviors between traditional and virtual employees, 
the following fourth hypothesis was proposed: 
H4: There will be statistically and practically significant latent mean differences 
for managerial coaching behaviors between traditional and virtual employee 
groups, where the traditional employees will indicate their managers’ exhibit 
more coaching behaviors compared to virtual employees. 
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Overview of Study Design 
The research was a quantitative, cross-sectional, and non-experimental design 
study (Fowler, 2014).  Much of the quantitative research in managerial coaching has 
occurred with convenience samples using non-experimental designs (Agarwal, Angst, & 
Magni, 2009; Beattie et al., 2014).  Data collection occurred via survey development in 
Qualtrics® and deployment through Amazon’s Mechanical Turk (MTurk).  MTurk is an 
open online marketplace where researchers can deploy web-based surveys to a diverse 
population (Buhrmester, Kwang, & Gosling, 2011).  Today’s researchers, due to 
technological innovation and the Internet, have been presented an opportunity to use 
online panels of participants “to address academic and applied issues when relatively 
large scale primary data and/or diverse samples are needed” (Smith, Roster, Golden, & 
Albaum, 2016, p. 3139).  The population under consideration for this study included 
adult full-time employees from Generation X and Y, who worked in the U.S., in service 
industries, who were not managers, however reported to a manager, and were in career 
stages of early and mid-career level.  Additionally, two types of workforces were 
identified: traditional employees (non-virtual, non-remote) and virtual employees (work 
virtually/remotely at least one day per week).   
Three surveys were employed in the study.  The first was a pre-screening 
qualification survey in order to identify workers from the MTurk population who fit 
specific parameters.  These included: working in the U.S., members of Generation X and 
Y, full-time employees in service industries, non-managers, report to a manager, in early 
and mid-career stages, and traditional and virtual workforce affiliation.  The second 
survey included 20 industry choices, from O*NET (O*NET, 2017), and was sent only to 
the qualified workers identified from the first survey.  From the results of the second 
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survey the population was further identified by service industries.  The third and final 
survey was then sent to the final sample, who met all population restrictions, and 
contained the managerial coaching behaviors measured with the CBM (Ellinger et al., 
2003).  Respondents were asked to complete the items, along with items for a latent 
marker variable, demographic items, and work characteristic items.  Statistical analysis 
was used to confirm the two workforce groups (traditional and virtual) from that survey 
were comparable, by analyzing the demographic and work characteristic variables.  The 
two groups were statistically and practically significantly different in terms of several 
variables, thus propensity score matching (Rubin, 1997) was utilized to equate the two 
workforce groups.    
Data analysis included testing MI between virtual and traditional employees by 
following a hierarchical three step approach using MGCFA.  First, configural invariance 
was tested by examining overall model fit (Rusticus, Hubley, & Zumbo, 2008).  Next, 
metric (weak) invariance was tested by comparing model fit to the configural invariance 
model (Putnick & Bornstein, 2016; Rusticus et al., 2008).  Last, scalar (strong) invariance 
was tested and model fit was compared to the metric invariance model (Putnick & 
Bornstein, 2016).  Once scalar invariance was established, latent mean comparisons were 
made (Meredith, 1993; Steenkamp & Baumgartner, 1998) between the traditional and 
virtual employees, with regard to managerial coaching behaviors.  Analyses occurred via 
the statistical software packages R® (build 3.4.3) and IBM® SPSS AMOS (23.0.0).  
Significance of the Study 
This study has significance for managerial coaching and virtual managerial 
coaching research and implications for theory and practice.  In terms of research 
significance, this was the first known study to include both traditional and virtual 
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employee populations in the context of managerial coaching.  Furthermore, an analysis of 
group comparisons between traditional and virtual employees is scarce (cf. Hill et al., 
2003) and establishing MI before group comparisons could not be found in the virtual 
literature.  This study contributes to the managerial coaching literature and virtual 
managerial coaching literature by providing the first known assessment of MI between 
traditional and virtual employees (see Kim et al., 2017 and Pousa, 2016 for tests of MI by 
cross-cultural groups) for the CBM (Ellinger et al., 2003).   
With regard to theory implications, managerial coaching literature has been 
critiqued for not being theoretically grounded (Ellinger, 2003; Ellinger, Hamlin et al., 
2008) and a call in the literature exists to focus on the connection between managerial 
coaching and leadership theories (Ellinger, Ellinger, Bachrach, Yang, & Bas, 2011; 
Hamlin, Ellinger, & Beattie, 2008).  Leader-Member Exchange (LMX) theory is a 
leadership theory applicable to managerial coaching (Anderson, 2013) and to the virtual 
workforce (Merriman et al., 2007).  The results of the study enhance LMX theory by 
bringing awareness to virtual employee’s perceptions of their manager’s coaching 
behaviors.  More specifically, communications and expectation exchanges that occur 
between leaders and members that allow for differentiated relationships between the two 
(Dienesch & Liden, 1986), could be transformed by different technologies.     
The study should enhance the practice of managerial coaching and virtual 
managerial coaching within an HRD and VHRD context by recognizing that the changing 
nature of the business environment has transformed HRD practices.  Human resource 
development practitioners have connected with managers in organizations to assist with 
the performance management process (Fillery-Travis & Lane, 2006).  Managerial 
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coaching has been identified as a crucial aspect of improving an employee’s 
performance; however, research of managerial coaching has not kept pace with practice 
(Beattie et al., 2014; Grant & Cavanagh, 2004).  When taking into consideration the types 
of workforces (traditional and virtual) that managers are exposed to each day, employee 
development via managerial coaching becomes more complex.  In order for researchers 
to aid HRD/VHRD practitioners and organizational managers, an understanding of how 
both traditional and virtual workers view the construct of managerial coaching behaviors 
is warranted.  The results of this study contribute to that understanding, within the 
specified population. 
Limitations 
 One limitation of this study was the perspective of the measure.  Respondents 
were asked to share their perceptions of their supervisor’s managerial coaching 
behaviors, which were not necessarily verifiable by other means and required 
engagement of higher-order cognitive processes (Podsakoff & Organ, 1986).  Although, 
this limitation was diminished because common method variance was reduced as a result 
of only one construct tested as opposed to several constructs at the same time (Podsakoff, 
MacKenzie, Lee, & Podsakoff, 2003).  Another limitation of this study was that of 
socially desirable responses.  Socially desirable responding (SDR) has been defined as 
“the tendency of individuals to present themselves favorably with respect to current 
social norms and standards” (Zerbe & Paulhus, 1987, p. 250).  However, given that scales 
using self-descriptions (i.e., “I”) tend to have a larger socially desirable component than 
scales describing others’ behaviors (Ganster, Hennessey, & Luthans, 1983), it was 
believed SDR was not a major contaminator in the assessment of managerial coaching 
behaviors. 
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The cross-sectional, non-experimental design of the study also comes with 
limitations.  Specifically, with cross-sectional research, causality cannot be definitively 
identified (Bryman & Bell, 2011).  Although, in the case of the current study independent 
and dependent variables were not being measured, thus causality was not a researcher 
concern.  A fourth limitation of this study was that results may not be generalizable to 
other populations of traditional and virtual employees beyond MTurk workers.  Last, 
another limitation to the study was the possible motivation of respondents who take 
surveys primarily for financial incentives (Mason & Suri, 2012).     
Delimitations 
One delimitation that defined the boundaries of this study was that managerial 
coaching behaviors were measured with the CBM (Ellinger et al., 2003), as opposed to 
another coaching instrument.  In line with this choice and consistent with the vast 
majority of managerial coaching studies, this study did not assess coaching behaviors 
within the dyadic context of managers and employees.  The study was delimited to 
individuals who reported to a manager, yet were not managers themselves.  Moreover, 
the decision to define virtual employees as those working full-time, at least one or more 
days per week virtually (cf. Wiesenfeld, Raghuram, & Garud, 1999), was a fourth 
delimitation of this study.   
Another choice confining the scope of this study was the focus on full-time 
employees in the U.S., as opposed to incorporating international employees or those not 
working full-time.  Limiting to the generational cohorts of Gen X and Y was a sixth 
delimitation; however, these two groups currently represent the largest in the labor force 
(Fry, 2015).  Another delimitation of this study was the choice to narrow to early and 
mid-career level for all respondents.  These two career levels, generally encompassing 
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ages that correspond to the current generational cohorts of Gen X and Y (Morrow & 
McElroy, 1987), should see managerial coaching manifest more so than individuals in 
late career levels.  Additionally, the decision to limit to those working in service 
industries was yet another delimitation.  A final delimitation was the decision to analyze 
MI within a CTT lens, instead of IRT, due to the noted advantages of CTT (Fan, 1998; 
Kohli, Koran, & Henn, 2015; Vandenberg & Lance, 2000).   
Definitions of Terms 
Key terms related to this study are defined as follows: 
CBM – Employee Perceptions of Supervisor/Line Manager Coaching Behavior Measure 
scale (Ellinger et al., 2003). 
Distributed Employee – individuals who work over geographical boundaries and to a 
certain extent utilize computer-mediated communication to achieve a common 
goal (Bosch-Sijtsema & Sivunen, 2013). 
Distributed Work – “any form of work not conducted in the central office, including work 
at branch locations and differing business units” (Allen, Golden, & Shockley, 
2015, p. 44). 
Generation X (Gen X) – those individuals born between the years 1965-1980 (Dries, 
Pepermans, & De Kerpel, 2008). 
Generation Y (Gen Y; Millennials) – those individuals born between the years 1981-2000 
(Dries et al., 2008).   
Low-Intensity Virtual Status – those employees who spend the majority of workdays at a 
traditional (conventional) location, and who work remotely less than two days per 
week (Gajendran & Harrison, 2007). 
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High-Intensity Virtual Status – those employees who spend the majority/all of workdays 
away from a central location, where they work remotely at least three days per 
week (Fay & Kline, 2011; Fonner & Roloff, 2010; Gajendran & Harrison, 2007). 
Information and Communication Technology (ICT) – a term that encompasses 
technologies used for the communication of information, including technology to: 
record information, broadcast information, and communicate information 
(Reddick, 2009).  
Managerial Coaching – a facilitative process that allows individuals to learn while being 
encouraged in their growth and development (Ellinger et al., 2003) and 
encompasses line managers engaging in this process in an effort to improve an 
individual’s skills, performance, and competencies (Beattie et al., 2014). 
Measurement Invariance (MI) – “under different conditions of observing and studying 
phenomena, measurement operations yield measures of the same attribute” (Horn 
& McArdle, 1992, p. 117).  Examining MI enables someone to ascertain whether 
items and underlying constructs of a measure mean the same to respondents of 
different groups (Cheung & Rensvold, 2002; Vandenberg & Lance, 2000).   
Mechanical Turk (MTurk) – a large crowdsourcing service, offered by Amazon.com, Inc., 
which allows researchers access to diverse individuals who are willing to 
participate and can perform cognitive tasks amenable to online data collection 
logistics (Buhrmester et al., 2011).  
Remote Employee – individuals who usually work with minimal direct supervision in 
locations with few or no co-workers and use information technology as the 
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medium used to communicate with management, due to infrequent face-to-face 
interactions (Staples, Hulland, & Higgins, 1999). 
Remote Work – “a work arrangement in which the employee resides and works at a 
location beyond the local commuting area of the employing organization’s 
worksite” (U.S. Office of Personnel Management, 2016, p. 43).  
Telecommuter – an individual who replaces time usually spent in a central office with 
time spent working away from others, which can be full-time or a portion of their 
regular work time, and they principally work from home during the time spend 
away from others (Allen et al., 2015). 
Telecommuting – working away from a traditional/conventional workspace, at least part 
of the time, usually from home and communicating by using computer-based 
technology (Golden, 2006b; Kossek, Lautsch, & Eaton, 2006). 
Teleworker – individuals whose work is connected in ways to allow frequent work to 
occur in combinations of working from home, a central office, and within the 
field, all supported by technological connections (Fonner & Roloff, 2010; 
Morganson et al., 2010).  
Teleworking – a broader form of telecommuting, generally includes working from a 
variety of locations outside of a central office, including but not limited to 
working from home (Allen, et al., 2015). 
Traditional Employee – an individual with no access to or does not access 
teleworking/telecommuting arrangements and shares physical proximity to his/her 
manager and other co-workers on a regular, on-going basis (Fonner & Roloff, 
2010; Golden, 2007). 
28 
 
Virtual Employee – an individual who has a pre-arranged agreement to work remotely on 
a continual basis, physically separated from others in the organization, and 
interact predominately with his/her manager via electronic or computer-based 
communication methods (Fonner & Roloff, 2010; Olson & Primps, 1984; 
Wiesenfeld et al., 1999). 
Virtual HRD (VHRD) – “a media-rich and culturally relevant web environment that 
strategically improves expertise, performance, innovation, and community 
building through formal and informal learning” (Bennett, 2009, p. 365). 
Virtual Managerial Coaching – managerial coaching that considers the geographical 
dispersion of manager and employee and occurs via technology based 
communication channels, to include both synchronous and asynchronous 
communication (Filsinger, 2014). 
Virtual Work – “work that occurs outside of a traditional office setting, but that is 
connected to it via telecommunications or computer technology” (Lautsch & 
Kossek, 2011, p. 10); “a broader term often used to describe individuals, groups 
of individuals or organizations who do not interact face-to-face because of 
geographic dispersion yet who interact using technology” (Allen et al., 2015, p. 
43). 
Summary and Organization of the Study 
Chapter 1 of the study presented a detailed discussion of the background to and 
the statement of the problem, the purpose of the study, the theoretical and conceptual 
framework, research hypotheses, overview of study design, and significance of the study.  
Also provided was a discussion of the limitations and delimitations along with a defined 
group of terms used throughout this study.  Chapter 2 encompasses the literature review 
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for the virtual workforce, managerial coaching, managerial coaching instruments, MTurk, 
and detailed support for the hypotheses.   
Chapter 3 details the methodology and study design.  This chapter provides the 
reader with the purpose of the study, a detailed discussion of MI, and the study design.  
Also, the hypotheses are presented again briefly.  The chapter then moves to a brief 
discussion of a pilot study and its influence on the main study.  Then, the population and 
sample, instrumentation, survey design, and data collection procedures are discussed.  
The plan for data analysis, hypotheses testing, and technique to asses common method 
variance are provided.   
Chapter 4 includes the results from the study.  Data analysis is discussed in detail, 
including: data collection and participants, group comparison results, and propensity 
score matching results.  The chapter includes a discussion of sample representativeness 
and statistical assumption results.  Next, measurement model results, with comparisons, 
are presented for the traditional and virtual groups. The MI testing, latent mean analysis, 
and descriptive statistics are all included.  Chapter 4 concludes with common method 
variance results and a summary of hypotheses testing. 
The final chapter in this document constitutes Chapter 5, which is an overall 
discussion of findings.  This includes an analysis of the results related to the current 
literature.  Also, incorporated are the implications to research and implications for 
HRD/VHRD practitioners.  The chapter concludes with study limitations and suggestions 
for future research.  
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Chapter Two – Literature Review 
Introduction  
The purpose of this chapter is to review the domains of literature relevant for 
studying the traditional and virtual workforces and managerial coaching.  It is comprised 
of four main sections, with several sub-sections.  The first main section introduces the 
virtual workforce, in which the history of the virtual workplace is detailed, VHRD is 
discussed in the context of virtual work, definitions and synthesized results of studies are 
incorporated, the virtual workforce population and characteristics are discussed, and a 
comparison of the virtual workforce and traditional workforce is provided.  The second 
main section relates to managerial coaching and begins with virtual coaching to provide 
context as a part of coaching in general.   Next, a history and distinction of the construct 
of managerial coaching is discussed.  This main section of managerial coaching continues 
with a review of managerial coaching studies, which includes context and synthesis of 
results.  Measurement of managerial coaching by use of survey instruments is the next 
component of this main section, wherein seven scales are discussed in detail.  This 
section concludes with a rationalization of the chosen managerial coaching instrument 
deployed in this study and a summary encompassing literature deficiencies.    
The third main section relates to Mechanical Turk (MTurk).  In this part of the 
literature review a history of MTurk is provided, along with a detailed description of the 
general data gathering process through this online platform.  After this, demographics of 
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MTurk respondents are discussed, advantages and challenges of MTurk are provided, and 
then a brief summary of this main section is given.  The fourth main section provides 
support for the four research hypotheses.  Finally, the chapter concludes with an overall 
summary. 
 The literature review was conducted using the resources of The Robert R. Muntz 
Library at The University of Texas at Tyler during the date range of August 2014 to July 
2018.  Multiple keywords and combinations of keywords and/or phrases were utilized 
during the entire search process.  The main individual keywords used were: virtual 
employee; teleworker; telecommuting; remote employee; managerial coaching; manager-
as-coach; employee coaching; virtual coaching; managerial coaching instruments; 
managerial coaching scales; Mechanical Turk; MTurk; measurement invariance; and 
measurement equivalence.  The focus was primarily on peer-reviewed, academic 
journals; although, practitioner directed journals, magazines, books, textbooks, and 
specific websites were incorporated when applicable.  No specific date range of materials 
was imposed, in an effort to capture seminal literature.   
Search results were narrowed down by reviewing titles and reading abstracts of 
articles.  If it was decided, based on reading an abstract, that an article might be relevant, 
it was downloaded, saved, and cataloged using EndNote X7 software.  Seminal articles 
were carefully read, analyzed, and mined for additional resources.  When necessary, 
based on availability of articles/books, the interlibrary loan (ILLAD) process was used.  
Also, when searching for managerial coaching instruments that have been deployed, 
Google Scholar was accessed in order to view articles that cited the seminal article, 
which contained an originally developed managerial coaching scale.  The literature 
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review process also included scanning textbooks and other practitioner-related books if 
they connected to the subject matter of this study.  Appendix B contains a complete list of 
all databases accessed during the research and writing of the literature review. 
Virtual Workforce 
 The sections that follow include an analysis of the virtual workforce, which 
describe: the history of the virtual workplace; VHRD and virtual work; virtual workforce 
definitions and synthesis of study results; characteristics of the virtual population; and 
comparisons between the traditional and virtual workforces.  Virtual work has been 
thought of as a global term that encapsulates many identifications of work, where 
information and communication technology (ICT) aids individuals with separating the 
tasks of work from the physical location of work (Gajendran & Harrison, 2007; Kurland 
& Egan, 1999; Pyoria, 2011).  For example: telework/teleworking, 
telecommute/telecommuting, virtual work, distance work, distributed work, computer-
mediated work, and remote work, have all been used to describe this type of working 
arrangement (Gajendran & Harrison, 2007; Raghuram et al., 2010).      
History of Virtual Workplace   
Nilles (1975) first introduced the term telecommuting in his discussion of 
decentralization of organizations in urban environments as a response to the oil crisis of 
the 1980’s.  Later, he differentiated teleworking and telecommuting, which he indicated 
was a subset of teleworking.  Specifically, teleworking refers to any form of work-related 
substitutions of telecommunications for travel, and telecommuting is the partial or total 
substitution of telecommunications for the work commute (Nilles, 1988; Nilles, 1998).  
Nilles (1988) also emphasized that telecommuting was not a collection of technologies; 
however, it was a work option that lessened dependency on transportation by increased 
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reliance on ICT.  Therefore, teleworking, and more specifically telecommuting, was an 
alternative mode of work and occurred when someone worked outside of the 
conventional workspace and communicated with others via telecommunications or 
computer-based technology (Bailey & Kurland, 2002; Baruch, 2001; Olson & Primps, 
1984).   
Two primary approaches to studying teleworking was found in the literature.  One 
compared employees by different levels of teleworking intensity (e.g., a majority of days 
working away from a central location versus working remotely only one to two days per 
week) and the other compared individuals working in a conventional/traditional 
arrangement (office workers) with those working under a teleworking arrangement 
(Biron & Van Veldhoven, 2016).  In the past, most telework research focused on one type 
of telecommuter, the home-based (Gajendran & Harrison, 2007; Hill et al., 2003).  
However, with improved technologies and computer-based communication abilities, 
telework/telecommuting has evolved into distributed work arrangements (Bélanger & 
Collins, 1998; O’Neill et al., 2014).  These allow employees and their tasks to be shared 
across locations away from a principal place of business or physical company site 
(Bélanger & Collins, 1998).  This is a broader view than telework and encompasses 
remote work options of: satellite work centers, flexible work arrangements, hoteling, and 
telecommuting/telework (Bélanger & Collins, 1998; Gajendran & Harrison, 2007; 
Leonardi, Treem, & Jackson, 2010; O’Neill et al., 2014).  Distributed work is also known 
as virtual work (Makarius & Larson, 2017). 
In essence, “telework constitutes an early form of virtual work” (Baily & Kurland, 
2002, p. 384).  Additionally, the virtual office is one in which “employees are provided 
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the portable means to accomplish their job and often granted the authority to work 
wherever it makes sense to accomplish business objectives” (Hill et al., 2003, p. 222).  
Therefore, whether one refers to this type of working arrangement as telework, 
telecommuting, remote work, virtual work, or distributed work, one theme in the 
literature is apparent: the substitution of ICT’s to unbind task, time, and place have 
allowed synchronous activities to occur across employees and managers, who are not 
located in the same geographic space (Bailey & Kurland, 2002; Gajendran & Harrison, 
2007; Martin & MacDonnell, 2012).  For the purposes of this study, virtual work, 
telework, telecommuting, and remote work were all used interchangeably, an accepted 
practice in this research area (Martin & MacDonnell, 2012). 
VHRD and Virtual Work 
Introduced and defined in Chapter 1, VHRD has emerged from peaked interest 
among the field of HRD scholars and practitioners, who recognized that technology plays 
a role in learning environments (Bennett, 2010; McWhorter, 2010).  It has been noted 
that the “use of virtual technology has become a vital HR function” (Germain & 
McGuire, 2014, p. 357).  A role of VHRD encompasses leveraging technology in order to 
enhance the learning and work processes of individuals in organizations (Fazarro & 
McWhorter, 2011).  Also, an important component of VHRD is creating a community 
and culture within the virtual environment (Bennett, 2009). 
Information technology advances and changes in modern organizations have 
served as a catalyst to recognize that learning complexities exist in the virtual 
environment (Bennett, 2014; Huang et al., 2010).  Specifically, technological advances 
have created opportunities in the virtual workplace, which are supported via learning and 
development initiatives through VHRD (Bennett & Bierema, 2010).  For instance, there 
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is a need for those in the virtual workforce to acquire and maintain competencies relevant 
to the virtual work environment (Bennett, 2009).  These virtual learning technologies can 
provide support to those experiencing work from a virtual office, in particular those 
individuals from generations X and Y.  The millennials have been identified as those who 
prefer to work in a virtual environment, thus this group of workers are prime candidates 
to thrive within the VHRD context (Nafukho et al., 2010).    
Virtual Work Studies 
This section of the literature review delves into virtual work empirical studies and 
offers a synthesis of results.  For this analysis, over 50 studies pertaining to virtual work 
from approximately the last 15 years were analyzed in-depth.  Though this group of 
articles does not represent every possible published study on virtual work (cf. Raghuram 
et al., 2010), they do signify a wide assortment of the recent studies in this field.  A total 
of 36 quantitative, nine qualitative, five mixed-methods (see Appendix A: Table A2 for 
components of these 50 studies) and two meta-analysis articles make-up the total. 
The articles were selected in a manner similar to that described at the beginning of 
this chapter.  Namely, the focus was on peer-reviewed academic journals from a variety 
of disciplines, which telework has been known to appear (Bailey & Kurland, 2002).  
Articles published prior to the year 2000 were not taken into consideration for this 
portion of the review.  This decision was based on the cocitation analysis results of 
mapping virtual work, in which it was noted that up until 2000 minimal research clusters 
were identified (Raghuram et al., 2010).  Once the year boundary was in place, abstracts 
of articles relating to virtual work, telework, telecommuting, and remote work were 
reviewed.  If it was determined based on the abstract that the article was relevant to this 
36 
 
portion of the review, it was thoroughly read, analyzed, cataloged, and recorded in a 
Microsoft Excel ® spreadsheet to help with analysis.     
Virtual workers defined.  Amongst the literature reviewed, the virtual workforce 
was acknowledged as one of three main types: virtual workers; telecommuters; and 
teleworkers.  In Appendix A: Table A2, studies were grouped by these three main types.  
Virtual workers were generally identified as those not working in a traditional office on a 
regular basis, rather having the ability to work anytime and anywhere they wanted by 
employing ICT (Akkirman & Harris, 2005; Bartel et al., 2012; Hill et al., 2003; 
Raghuram & Wiesenfeld, 2004).  Those identifying the virtual workforce specifically as 
telecommuters, generally indicated the employees worked from home (e.g., Baker, 
Avery, & Crawford, 2006; Kurland & Cooper, 2002; Raghuram, Wiesenfeld, & Garud, 
2003) or worked remotely (e.g., Lautsch, Kossek, & Eaton, 2009).  Further, working 
remotely encompassed remote work centers (e.g., Haines, St-Onge, & Archambault, 
2002), working away from customers (e.g., Kossek et al., 2006), or in general working 
away from a main/traditional office (e.g., Masuda, Holtschlag, & Nicklin, 2017; 
Turetken, Jain, Quesenberry, & Ngwenyama, 2011).   
Similar to the classification of telecommuter, those researchers who labeled the 
virtual workforce as teleworkers defined this as either working from home (e.g., Fonner 
& Stache, 2012; Golden, 2012) or working remotely (e.g., Golden & Raghuram, 2010; 
O’Neill, Hambley, Greidanus, MacDonnell, & Kline, 2009; Sardeshmukh, Sharma, & 
Golden, 2012).  A community-based office (e.g., Alizadeh, 2012), working outside a 
conventional workspace (e.g., Godlove, 2012; Greer & Payne, 2014), and working from 
another location, client location, satellite office, or traveling (e.g., Morganson et al., 
37 
 
2010; Wheatley, 2012) were all spectrums of working remotely.  No distinction between 
why some authors labeled these workers as teleworkers versus telecommuters could be 
discerned; although, it has been noted that teleworking is common in European literature 
while telecommuting is common in American literature (Allen et al., 2015; Baruch, 
2001).  
High-intensity versus low-intensity grouping.  More recently, some in this 
literature base have further recognized virtual workers specifically by telecommuting 
intensity, which is “the extent or amount of scheduled time that employees spend doing 
tasks away from a central work location” (Gajendran & Harrison, 2007, p. 1529).  This 
distinction developed from earlier work, where recognition of virtual status along a 
continuum was introduced (Wiesenfeld et al., 1999).  Telecommuting intensity has been 
identified as a structural distinction among virtual work arrangements (Gajendran & 
Harrison, 2007). 
The difference between high-intensity and low-intensity telecommuting has been 
defined as: high-intensity “spend the majority (or all) of their workdays away from a 
central location” and low-intensity “spend the majority of their workdays at a central 
(conventional) location, working remotely for only 1 or 2 days a week” (Gajendran & 
Harrison, 2007, p. 1529).  The majority of telecommuting research has occurred with 
low-intensity teleworkers, who are more easily accessible (Fay & Kline, 2011).  
However, the virtual work identity of high-intensity teleworkers should be more 
prominent relative to low-intensity teleworkers (Bailey & Kurland, 2002).       
Synthesis of results.   The vast majority of reviewed research occurred within IT 
organizations or telecommunication firms.  Many of the quantitative studies examined 
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job satisfaction as an outcome with the study of virtual workers.  For example, some of 
these were interested in whether the extent of telecommuting (i.e., how often a person 
telecommuted/teleworked) predicted satisfaction with one’s job.  Golden and Veiga 
(2005) and Golden (2006b) found a curvilinear (inverted U) relationship existed between 
extent of telecommuting and job satisfaction.  For instance, among 294 full-time 
professional level employees, averaging 15 hours per week telecommuting, as 
telecommuting became more extensive the increases in job satisfaction dropped off, as 
demonstrated by hierarchical regression analysis where the increase in model fit was 
significant (ΔR2 = 0.05, p < .001; Golden, 2006b, p. 328).  This same curvilinear 
relationship and significant increase in model fit (ΔR2 = 0.06, p < .001) was found in a 
high-technology firm among 321 professional employees (Golden & Veiga, 2005, p. 
309).  Virick, DaSilva, and Arrington (2010) also confirmed this curvilinear relationship 
among 85 professional-level telecommuters and found a significant increase in model fit 
(ΔR2 = 0.05, p < .05, p. 145).  These researchers were further interested in whether a 
curvilinear relationship was present between extent of telecommuting and life 
satisfaction, which was supported with hierarchical regression analysis.  Specifically, an 
increase in model fit was significant (ΔR2 = 0.05, p < .05), indicating that life satisfaction 
was highest when the extent of telecommuting was moderate (Virick et al., 2010, p. 147).   
Intensity of teleworking (i.e., average number of days per week spent 
teleworking) was studied among 258 teleworkers in South Korea, where it was found to 
moderate the association between predictors of technology and job characteristics with an 
outcome of job satisfaction, mediated by techno-stress (encompassing stressors and 
strain; Suh & Lee, 2017).  The telecommuters were subdivided into two groups: high-
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intensity (at least 2.5 days per week) and low-intensity (less than 2.5 days per week).  A 
comparison indicated that the negative influence of strain on job satisfaction was 
significantly greater (p < .001) in the low-intensity group (β = -0.44, t = -14.67) 
compared with the high-intensity group (β = -0.38, t = -7.17), controlling for the 
predictors of technology and job characteristics (Suh & Lee, 2017, p. 153).   
Hornung and Glaser (2009) were also interested in whether telecommuting 
intensity (percentage of days per week telecommuting) of 1,008 German public 
administration employees, predicted quality of life and job satisfaction, both mediated by 
autonomy and work-family conflict.  After controlling for gender, age, part-time 
employment, and salary track, they found that telecommuting intensity had a positive 
effect on autonomy (β = .16, p <.01) and a negative effect on work-family conflict (β = -
.23, p <.01; Hornung & Glaser, 2009, p. 399).  Furthermore, autonomy (βindirect = .05, p < 
.01) and work-family conflict (βindirect = .07, p < .01) partially mediated the relationship 
between telecommuting intensity and job satisfaction (βdirect = .09, p < .01; Hornung & 
Glaser, 2009, pp. 399-400).   
Another study among 98 teleworkers and 123 non-teleworkers examined the 
number of hours an employee worked each week and work-family conflict, divided into 
time-based, strain-based, and behavior-based.  When the two groups were compared, 
teleworkers had lower strain-based conflict than non-teleworkers (Madsen, 2003).  In 
particular with regard to strain-based work interference with family, teleworker responses 
were significantly (p = .000) different (M = 2.36, SD = .96) from non-teleworkers (M = 
2.88, SD = 1.06, d = .51, p. 47).  With strain-based family interference with work, 
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teleworker responses were significantly (p = .002) different (M = 1.65, SD = .66) from 
non-teleworkers (M = 1.97, SD = .83, d = 0.43, Madsen, 2003, p. 47). 
Other variables noted during the analyzing of the quantitative studies were those 
of job performance and support.  For example, in a study with 261 professional level 
teleworkers, the amount of time spent teleworking was positively correlated with extent 
of face to face interactions (r = .39, p < .01) and access to communication enhancing 
technology (r = .46, p <.01; Golden et al., 2008, p. 1416).  Teleworker support was found 
to be significantly (p < .001) positively correlated to organizational social support (r = 
.59) and job satisfaction (r = .56) and significantly (p < .001) negatively correlated to 
social isolation (r = -.31) and psychological strain (r = -.29) among 804 teleworkers 
across a variety of 28 organizations (Bentley et al., 2016, p. 212).  Additionally, among 
100 high-intensity teleworkers (teleworked at least three days per week), coworker liking 
was found to be moderately associated with teleworkers’ organizational commitment (r = 
.47) and weakly associated with job satisfaction (r = .25), indicating that informal 
workplace relationships play a role for teleworkers (Fay & Kline, 2011, p. 154). 
Several qualitative studies uncovered themes, which dovetailed with many 
quantitative findings.  Cooper and Kurland’s (2002) grounded theory study among two 
high-technology firms and two city governments revealed that both public and private 
telecommuters believed that professional isolation attributed to exclusion of three types 
of developmental activities: interpersonal networking, informal learning, and mentoring.  
In a phenomenological study among high-intensity teleworkers (work from home at least 
three days per week), the importance of organizational identification and a desire to be 
included was discovered (Belle et al., 2015).  Moreover, a case study among office based 
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staff and teleworkers in a United Kingdom public sector organization found differences 
between the two groups in terms of perceived social support, and the existing potential 
that teleworkers may become more socially isolated the longer they telework (Collins, 
Hislop, & Cartwright, 2016).  Another case study of non-faculty in a Canadian post-
secondary institution uncovered that workplace culture had an important effect on the 
perceptions of telecommuting, among those who telecommute (Wilton, Paez, & Scott, 
2011).    
Virtual Workforce Population Characteristics  
 Describing the population characteristics of the virtual workforce is not an easy or 
straightforward task because some researchers make assumptions about the population 
and do not adequately define their sample (Bailey & Kurland, 2002).  As can be seen in 
Appendix A: Table A2, researchers classified virtual workers along a vast continuum.  
For the purposes of this study, full-time employees, not encompassing part-time, 
independent contractors, or temporary employees, was the focus; therefore, population 
parameters for this group are included for discussion.  Table 1 provides a summary of 
characteristics of virtual workers, including researchers who identified high-intensity 
virtual workers, compared to traditional workers. 
According to a recent analysis by Global Workplace Analytics of the American 
Community Survey (ACS), conducted by the U.S. Census Bureau in 2015, 
telecommuting has grown in the past decade (Gardner & Lister, 2017).  Telecommuting 
was explicitly defined as full-time employees who answered “work from home” to a 
question about their primary means of transportation to work (Gardner & Lister, 2017, p. 
5).  It was noted in this report that no robust data was available from public or private 
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sources about telecommuters who work from home less than half-time or split their day 
between an office and home (Gardner & Lister, 2017). 
Table 1 
Summary Comparison of Traditional and Virtual Worker Characteristics 
Characteristic Traditional Workers Virtual Workers Source 
Intensity Not Specified High-Intensity  
Gender Female: 44.44%  Female: 80%  
(out of 100%) 
Konradt, Hertel, & 
Schmook (2003) 
 Female: 51.46%  Female: 59.60%  Fonner & Roloff 
(2010) 
 Female: 24.0%  
(out of 42.4%) 
 Female: 8.3%  
(out of 57.7%) 
Henke et al. (2016) 
 n/d  Female: 41.3%  Suh & Lee (2017) 
 n/d  Female: 57%  Fay & Kline (2011) 
 n/d Female: 52%  Gardner & Lister 
(2017) 
Age M = 36.1 (SD = 8.2)  M = 35.1 (SD = 6.6) Konradt, Hertel, & 
Schmook (2003) 
 M = 35.86 (SD = 9.95)  M = 42.88 (SD = 10.18) Fonner & Roloff 
(2010) 
 n/d  Under 30: 2.9% 
31-39: 65.4% 
40-49: 20.2% 
Over 50: 11.5% 
Suh & Lee (2017) 
 n/d  45 years old or older: 
51% 
Fay & Kline (2011) 
 35-54: 42% 35-54: 47%  Gardner & Lister 
(2017) 
Education n/d  College: 60.6% 
Post-Graduate: 22.1% 
Above Post-Graduate : 
17.3% 
Suh & Lee (2017) 
 n/d  College Educated: 48% Fay & Kline (2011) 
 At least Bachelor’s 
Degree: 37% 
At least Bachelor’s 
Degree: 53% 
 Gardner & Lister 
(2017) 
  College Graduate: 55%  Jones (2015) 
Income M = $37,657* (SD = n/d) M = $41,705*  
(SD = n/d) 
 Gardner & Lister 
(2017) 
 n/d  Over $75,000: 55% Fay & Kline (2011) 
Note. n/d = not defined. M = mean. SD = standard deviation. *of those surveyed earning $100,000 or less. 
 The highest percentage of telecommuters from the ACS, identified as working 
from home, worked for the federal government and for-profit companies (Gardner & 
Lister, 2017).  Similar results were reported from 2010 census bureau data, in particular 
combined results from two U.S. Census Bureau surveys: Survey of Income and Program 
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Participation (IPP) and the ACS.  Results from the 2010 IPP with respect to work-at-
home status (worked from home everyday) revealed that 40.7% and 8.2% of individuals 
worked in private organizations and the government, respectively (Mateyka, Rapino, & 
Landivar, 2012).  Those indicating they worked from home on the 2010 ACS survey 
identified primarily as employees of private companies, 39.3% (Mateyka et al., 2012).  
The Bureau of Labor Statistics (BLS) reported in 2016 that 22% of employed individuals 
performed some or all of their work at home (BLS, 2017), a reduction of two percent 
from 2015 (BLS, 2016).   
The average income for telecommuters was $41,705 versus $37,657 of non-
telecommuters, among those earning $100,000 or less per year according to the ACS 
(Gardner & Lister, 2017, p. 8).  Additionally, data analyzed from a 2007 Chicago 
Regional Household Travel Inventory, where the sample was classified into frequent 
telecommuters (work from home at least one time per week; n = 925), infrequent (less 
than one time per week; n = 733), and non-telecommuters (n = 8566), found the majority 
of frequent telecommuters had household income greater than $75,000 (He & Hu, 2015, 
p. 135).  In another study with 8,800 employees from a 2001 U.S. Current Population 
Survey, telecommuting (defined as working from home) overall commanded a higher 
wage than traditional work from a central location (Gariety & Shaffer, 2007).   
Examining gender among the ACS results, 52% of telecommuters were women 
and 48% were men (Gardner & Lister, 2017, p. 9).  The median age of the telecommuters 
was 45 years old, with 47% of this population in the range of 35-54, compared to 42% of 
non-telecommuters in this same age range (Gardner & Lister, 2017, p. 10).  Moreover, 
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this was comparable to the 2010 IPP results, in which the majority of home-based 
workers (49.6%) reported their age between 35-54 years old (Mateyka et al., 2012, p.5).   
With regard to education and the ACS, 53% of telecommuters held at least a 
bachelor’s degree, while 37% of non-telecommuters held at least a bachelor’s degree 
(Gardner & Lister, 2017, p. 11).  Similarly, a 2015 Gallup survey indicated of those who 
have telecommuted (work from home), 55% were college graduates (Jones, 2015).  
Management occupations accounted for 16% of the total telecommuters, followed closely 
by office and administrative support (14%) and sales and related occupations (13%; 
Gardner & Lister, 2017, p. 12).  In another study with over 50,000 individuals, 
telecommuters (defined as working from home at least 20 hours per week, but not 
exclusively from home) were found to be college-educated and in managerial and 
professional occupations (Noonan & Glass, 2012).   
Comparison between Traditional and Virtual Workforce 
 Several researchers have focused on comparing the traditional and virtual 
workforces.  For example, in a study with telecommuters and non-telecommuters at 
Prudential Financial, the effects of telecommuting on employee health were investigated 
(Henke et al., 2016).  The sample was stratified into non-telecommuters, off-hour 
telecommuters (50% or less of remote work hours occurred during prime work hours), 
and prime-time telecommuters (51% or more of remote work hours occurred during 
prime work hours), with prime-time work hours identified as Monday through Friday, 
6:00 am to 6:00 pm.  The prime-time telecommuters were further stratified into four 
intensity levels based on the number of remote hours per month: low intensity (≤ 8 
hours); medium intensity (9-32 hours); high intensity (33-72 hours); and very high 
intensity (≥ 73 hours; Henke et al., 2016, p. 606).  A look at some of the demographics 
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indicated that employees in the oldest age group (55-64) were less likely to telecommute 
than others in younger age groups (17-34, 35-44, and 45-54).  Also, females were more 
likely than males to telecommute, specifically those telecommuters identified as very-
high intensity (8.3% female, 4.6% male; Henke et al., 2016, p. 607). 
 Another researcher who sub-divided telecommuters was Wheatley (2012), where 
a total sample of 3,226 males and 3,524 females were categorized into home-based 
teleworkers, travel-teleworkers, multi-site teleworkers, and non-teleworkers.  The data 
for this study encompassed 17 years of a British household survey, conducted between 
1993 and 2009.  Although limited analysis occurred between the non-teleworkers and the 
three categories of teleworkers, it was noted that the average job satisfaction of non-
teleworkers was 68.3% for males (n = 2420) versus 81.8% for home-based teleworking 
males (n = 40) and 70.9% for non-teleworking females (n = 3169) compared to 78.4% for 
home-based teleworking females (n = 54; Wheatley, 2012, p. 232).   
Hill et al. (2003) analyzed data collected during a 2001 survey with IBM 
employees, in which the respondents were grouped by work venue into traditional office 
workers (n = 4316), virtual office workers (n = 767), and home office workers (n = 441).  
These three working arrangements served as predictors to a number of dependent 
variables grouped into aspects of work (seven variables) and aspects of personal/family 
life (six variables). They found that working in a virtual office, controlling for the other 
two types of work venue, was a significant predictor of several aspects of work, 
including: increased job motivation (β = .060, p < .001); increased job retention (β = 
.043, p < .01); increased workload success (β = .038, p < .01); and increased career 
opportunity (β = .042, p <.001; pp. 230-231).  While working in a home office, 
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controlling for the other two work venues, was found to be a significant predictor of 
greater job motivation (β = .032, p <.01; pp. 230-231), an aspect of work. Working in a 
traditional office, controlling for the other two work venues, was found to be a significant 
predictor of several work aspects, namely: improved job performance (β = .027, p <.05); 
decreased job motivation (β = -.071, p <.001); less job retention (β = -.046, p <.001); less 
workload success (β = -.031, p <.01); and less career opportunity (β = -.029, p <.05; pp. 
230-231).  From these findings it appears that working in a virtual or home office, 
compared to a traditional office, had a positive influence on job motivation; moreover, 
virtual office workers, compared to the other two job venues, expressed career optimism 
(Hill et al., 2003). 
 To examine differences in the dependent variables of work-life balance (WLB) 
support, job satisfaction, and inclusion, Morganson et al. (2010) included a sample of 578 
employees working at one of the following venue types: main office (n = 238); client 
location (n = 150); satellite office (n = 108); or home (n = 82), which served as 
predictors.  Results indicated that home-based workers, controlling for the other three 
work venues, reported greater WLB support than satellite office workers (β = -0.12, p < 
.05) and client-based workers (β = -0.20, p < .01); yet no significant difference was found 
between home-based and main office workers (β = -0.01, n.s.) with regard to this variable 
(p. 586).  For inclusion, as predicted, main office workers, controlling for the other 
venues, reported significantly higher inclusion than home-based (β = -0.10, p < .05), 
satellite-based (β = -.15, p < .001), and client-based (β = -0.47, p < .001; p. 587).  It was 
also noted that after controlling for demographic variables, WLB support, and inclusion, 
the work location predicted incremental variance in job satisfaction (ΔR2 = 0.02, p < 
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.001; p. 587).  For instance, main office workers, controlling for the other work venue 
types, reported lower job satisfaction than home-based workers (β = -0.16, p < .05; 
Morganson et al., 2010 p. 588).   
Fonner and Roloff (2010) examined the differences between office-based 
employees (working in an office at least three days per week, n = 103) and high-intensity 
teleworkers (working from another location at least three days per week, n = 89) for the 
purpose of examining multiple mediators and job satisfaction of teleworkers with these 
two work venue predictors.  With respect to demographics, teleworkers were found to be 
significantly older (t(190) = 4.83, p < .001, r = .33; M = 42.88, SD = 10.18), with longer 
job tenure (t(190) = 3.26, p <.01, r = .23; M = 5.83, SD = 6.59), and longer organizational 
tenure (t(190) = 4.39, p < .001, r = .30, M = 10.40, SD = 8.94) than office-based 
employees (age: M = 35.86, SD = 9.95, job tenure: M = 3.31, SD = 3.98, and 
organizational tenure: M = 5.44, SD = 6.69; Fonner & Roloff, pp. 342-343).  It was also 
discovered that high-intensity teleworkers, controlling for office-based workers, reported 
lower work-life conflict relative to the office-based employees (β = -0.56, p < .05; Fonner 
& Roloff, 2010, p. 345).  Path analysis of a modified model was conducted to test a 
multiple mediated model with teleworkers; consequently, a direct path from telework to 
job satisfaction was found to be statistically significant (ρ = .19, SE = .17, p < .001, 95% 
bootstrap CI .093-.298) and an indirect path from telework to job satisfaction, through 
work-life conflict, was also significant (ρ = .03, SE = 1.48, p = .05, 95% bootstrap CI 
.000-.075; Fonner & Roloff, 2010, p. 351). 
Another study of home-centered teleworkers (HCT; n = 30), identified as those 
working remotely more than 50% of the time; office-centered teleworkers (OCT; n = 24), 
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those working remotely less than 50% of the time; and non-teleworkers (n = 18) from 
companies in northern Germany, provided insights into stressors of teleworkers (Konradt 
et al., 2003).  For instance, HCT’s reported significantly (p < .05) lower task-related 
stressors (Z = -0.42) compared to non-teleworkers (Z = 0.20) and OCT’s (Z = 0.40; p. 
72).  Alternatively, HCT’s reported significantly (p < .05) higher non-job-related 
stressors (Z = 0.38) compared to non-teleworkers (Z = -0.22) and OCT’s (Z = -0.76; p. 
72).  In this study, it appears HCT’s had less task-related but more non-job-related 
stressors to contend with, compared to OCT’s and non-teleworkers (Konradt et al., 2003).      
Literature Deficiencies and Summary of Virtual Workforce 
Perhaps the most noticeable critique of the virtual workplace literature was that 
there was no universal definition of virtual work or agreed upon terminology, which 
made comparisons across studies more difficult (Baruch, 2001).  This is demonstrated in 
Appendix A: Table A2, where one could see that each author defined the virtual worker 
across a vast continuum.  Some generally identified a virtual 
worker/telecommuter/teleworker as working from home (e.g., Bernardino, Roglio, & Del 
Corso, 2012; Neufeld & Fang, 2005; Workman, Kahnweiler, & Bommer, 2003); others 
simply as working remotely (e.g., Overbey, 2013; Venkatesh & Johnson, 2002).  While 
some researchers were very specific as to the number of days working outside the 
traditional office in their identification of this workforce (e.g., Belle et al., 2015; Bentley 
et al., 2016; Golden, 2006a; Henke et al., 2016; Leonardi et al., 2010).  Although 
attempts have been made over the last several decades to more clearly define virtual 
work/telecommuting/teleworking, a common denominator among definitions existed: 
work conducted someplace other than a traditional office with the use of ICT as a method 
for allowing this work to occur (Baruch, 2001). 
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Another critique of this body of literature were assumptions that researchers made 
regarding how individuals telework (Bailey & Kurland, 2002).  For instance, many 
researchers failed to define the sample in terms of whether the respondents were full-time 
employees, part-time employees, independent contractors, or temporary workers, and did 
not capture the proportion of time spent performing the virtual work (Bailey & Kurland, 
2002; Merriman et al., 2007).  Small sample sizes and reliance on case studies have also 
been identified as inadequacies in this literature base (Konradt et al., 2003).  
Additionally, researchers have assumed that studying individual-level outcomes (i.e., job 
satisfaction, autonomy) of virtual work directly link to organizational impacts (Bailey & 
Kurland, 2002; Martin & MacDonnell, 2012; Shin et al., 2000).  Last, an assumption that 
individuals work virtually on a permanent basis are made by researchers, which could be 
addressed by capturing the actual length of virtual working arrangements (Bailey & 
Kurland, 2002).   
The preceding discussion of the virtual workforce included a brief history of the 
virtual workplace, VHRD within this setting, definitions and studies incorporating virtual 
workers, population characteristics of the virtual workforce, and a comparison between 
the traditional and virtual workforce.  Many virtual work studies were analyzed to 
provide context into the definition of virtual workers and to provide a synopsis and 
synthesis of results and findings.  The comparison between the traditional and virtual 
workforce included a detailed discussion of several studies in which the sample was 
comprised of a combination of traditional workers and virtual workers along a 
continuum.  Also, this main section regarding the virtual workforce concluded with an 
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analysis of the shortcomings in the literature.  The next main section of this literature 
review is dedicated to managerial coaching. 
Managerial Coaching 
The following sections provide a discussion of: virtual coaching; the history and 
distinctiveness of managerial coaching; studies conducted in the literature, including the 
context and synthesis of results; and instruments used to measure managerial coaching.  
In general, coaching can be thought of as “a process or set of behaviors that enables 
individuals to learn and develop” and “improve their skills and enhance their 
performance” (Ellinger & Kim, 2014, p. 130).  The manager-as-coach perception “refers 
to a manager or supervisor serving as a coach or facilitator of learning in the workplace 
setting” (Ellinger, Beattie, & Hamlin, 2014, p. 257).  Moreover, managerial coaching is a 
partnership with employees in an effort to improve performance and secure results 
(Gilley & Gilley, 2007).      
Virtual Coaching  
Before the discussion of managerial coaching ensues, a brief synopsis of virtual 
coaching is warranted.  Virtual coaching, which is coaching incorporating ICT, is 
predominantly expressed in the literature as virtual executive coaching.  Executive 
coaching is usually based on a one-on-one relationship with a coach (usually external) 
and coachee (executive) with the goal of improving performance (cf. Joo, 2005; Maltibia, 
Marsick, & Ghosh, 2014).  One main distinction between coaching, in general, and 
virtual coaching is that the latter can take place both synchronously and asynchronously 
(Clutterbuck, 2010; Filsinger, 2014; Geissler, Hasenbein, Kanatouri, & Wegener, 2014; 
Maritz & Roets, 2013).  An example of synchronously involves coaching by telephone or 
video; whereas, asynchronously is coaching via e-mail (Filsinger, 2014).  Furthermore, 
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text-based coaching communication is synchronous in terms of instant messaging and 
white board tools, or asynchronous in terms of e-mail and web based blogs (Geissler et 
al., 2014).  In other words, virtual coaching can take place in real-time (synchronously), 
similar to face-to-face coaching, or in delayed time (asynchronously; Clutterbuck, 2010). 
Differences between face-to-face coaching and virtual coaching provide some 
advantages to the latter.  Employees today react to current workplace challenges and need 
performance support and development quickly and on demand.  Within the context of 
executive coaching, professional coaches have identified technology as a way to provide 
options to employees to meet these types of needs (Ahrend et al., 2010).  Also, virtual 
coaching assists coaches in forming relationships with those they are coaching in new 
and innovative ways, such as through e-mail, video conferencing, and instant messaging 
(Ahrend et al., 2010; Maritz & Roets, 2013; Pascal et al., 2015).   
Another benefit to virtual coaching is the potential cost savings to companies by 
providing a lower cost solution to executive face-to-face coaching alone (Ahrend et al., 
2010; Otte et al., 2014; Pascal et al., 2015).  This allows virtual coaching to be made 
available to more people and disseminated in a more rapid fashion (Otte et al., 2014; 
Pascal et al., 2015).  Moreover, virtual coaching appeared in the literature as: electronic 
coaching, e-coaching, virtual coaching, online coaching, distance coaching, remote 
coaching, and Internet coaching (Averweg, 2010; Filsinger, 2014; Geissler et al., 2014; 
Pascal et al., 2015).  With regards to managerial coaching, no studies were located where 
virtual managerial coaching was assessed, yet calls in the literature to explore this topic 
have been made (Beattie et al., 2014; Filsinger, 2014).   
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History and Distinctiveness of Managerial Coaching 
 A condensed history of managerial coaching is provided in this section, along 
with a discussion of what makes managerial coaching distinctive from other forms of 
coaching.  The concept of managerial coaching within the management literature first 
surfaced in the 1950’s and was viewed from the standpoint of a supervisor developing 
subordinates in a master-apprentice type of relationship (Evered & Selman, 1989; 
McLean et al., 2005).  Although, as identified in an annotated bibliography of workplace, 
executive, and life coaching, one of the first published peer-reviewed papers on coaching, 
synonymous with workplace coaching, was published by Gorby in 1937 (as cited in 
Grant, 2011).  Ten years later another general discussion article (as opposed to empirical 
article) was published in which coaching on-the-job by supervisors was introduced 
(Lewis, 1947).   
The 1940’s and 1950’s included papers mainly devoted to training, the 1960’s 
focused on skills, and in the 1970’s managerial coaching began appearing with job 
enrichment, HRD, and job improvement (Grant, 2011).  The 1970’s also saw coaching 
gaining in popularity when sports coaching concepts were converted into organizational 
contexts (Evered & Selman, 1989; McNutt & Wright, 1995).  However, the idea of 
utilizing coaching by a manager as a way to improve organizational performance through 
employee learning emerged in the 1980’s (Allenbaugh, 1983; Grant, 2011; Orth, 
Wilkinson, & Benfari, 1987).  In the 1990’s, the managerial coaching literature was 
focused on training, development, and employee retention (Grant, 2011).  The turn of the 
21st century began a real distinction between managerial coaching, where the manager 
coaches an individual, and executive coaching that has traditionally included an executive 
being coached by a professional (Grant, 2011; Hagen, 2012; Joo, 2005).   
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A variety of managerial coaching definitions have emerged from the literature 
(Beattie et al., 2014; Bond & Seneque, 2013; Ellinger, 2003; Ellinger et al., 2003; 
Ellinger & Kim, 2014; Gilley, Gilley, & Kouider, 2010; Grant & Cavanagh, 2004;  
Hagen, 2012; Hamlin et al., 2008; Hamlin, Ellinger, & Beattie, 2009).  Hamlin et al. 
(2008) performed an extensive literature review on the variations of coaching and 
discovered 37 coaching definitions, which were grouped as coaching, executive 
coaching, business coaching, and life coaching.  Hagen (2012) identified eight definitions 
and purposes of managerial coaching in her literature review, six of which contained the 
idea of managerial coaching as a process.  Notably, definitions of the coaching process 
common to executive, business, life, and coaching in general, have been synthesized to 
include terms such as helping, development, communication, facilitation, and 
performance improvement (Hamlin et al., 2008; Hamlin et al., 2009).  Types of 
managerial coaching have been categorized and grouped, such as: hierarchical coaching; 
peer coaching; team coaching; and cross-organizational coaching (Beattie et al., 2014).  
In particular, Beattie et al. (2014) recognized managerial coaching as “line managers who 
actively engage in coaching activities” (p. 186) and whose focus is addressing the 
improvement of skills, performance, and competencies.     
Coaching by line managers (i.e., managerial coaching) encompasses one 
component of a manager’s responsibility to improve employees’ skill sets and 
performance, motivate employees, and provide employees’ with job opportunities to use 
their knowledge, skills, and abilities (Fillery-Travis & Lane, 2006; Purcell & Hutchinson, 
2007).  Vital to the effectiveness of line managers is their desire to perform these HRD 
roles, along with the skills to execute these responsibilities (McGuire & Kissack, 2015).  
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However, in order to achieve effectiveness, line managers need: support from human 
resources, preparation, and development (Purcell & Hutchinson, 2007).  Organizations 
should provide resources and train managers on the strategic value of coaching 
(Lindbom, 2007).   
This shift to add coaching to the manager’s long list of responsibilities can be 
attributed to several major organizational trends (Fatien & Otter, 2015).  First, an 
adoption of continuous learning and development by organizations (McComb, 2012; 
Steelman & Wolfeld, 2018) has created a need for managers to include facilitating 
learning for their employees (Fatien & Otter, 2015).  Second, a shift in the locus of 
responsibility for employee development from HRM and HRD practitioners to managers 
is an organizational trend contributing to the rise in managerial coaching (Heslin, 
Vandewalle, & Latham, 2006; Ladyshewsky, 2010; McGuire & Kissack, 2015; McGuire, 
Stoner, & Mylona, 2008).  Third, increased attention on developing a leadership and 
coaching culture in today’s organizations is another trend that has spurred managerial 
coaching (Anderson, 2013; Beattie, 2006; Fatien & Otter, 2015; Lindbom, 2007).  Last, a 
shifting economy and focus on regionalization and globalization have moved coaching 
into the purview of the line manager (McGuire & Kissack, 2015).   
Organizations are exerting effort to build inside capabilities by training managers 
to coach (Ellinger et al., 2011).  Although researchers may not agree on one unified 
definition of managerial coaching; it has been distinguished from executive, peer, 
group/team, business, life, and career coaching (Anderson, 2013; Beattie at al., 2014; 
Cox, Bachkirova, & Clutterbuck, 2014; Hamlin et al., 2008; Hamlin et al., 2009).  For the 
purposes of this study, managerial coaching was defined as “a form of facilitating 
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learning to encourage growth and development” (Ellinger et al., 2011, p. 438), which 
included line managers engaging in the coaching process to improve an employee’s 
skills, performance, and competencies (Beattie et al., 2014). 
Managerial Coaching Studies 
 This component of the literature review looked into managerial coaching 
empirical studies and provides a synthesis of results.  For this analysis, over 60 studies 
pertaining to managerial coaching from the last 15 years were reviewed in-depth.  
Although this group of articles is not every published managerial coaching study, they 
represented a wide range of the recent studies in this field (cf., Beattie et al., 2014).  A 
total of 54 quantitative (see Appendix A: Table A1), 11 qualitative, and two mixed-
methods studies encompassed the total. 
 These particular articles were chosen in a similar way to that discussed at the 
beginning of this literature review chapter.  Specifically, the focus was on peer-reviewed 
academic journals.  The decision to limit the search within the last 15 years was based on 
the rapid growth managerial coaching as a literature body has experienced over this time 
period (Beattie et al., 2014).  The abstracts of managerial coaching articles were scanned 
and if relevance to this section was determined, the article was thoroughly read, 
examined, cataloged, and recorded in a Microsoft Excel® spreadsheet to aid in analysis 
and synthesizing of the studies.  
Managerial coaching context.  Among the articles reviewed, managerial 
coaching was identified in a number of different ways, all referring to a manager 
coaching either subordinates (i.e., line managers and direct reports) or other managers 
below them (i.e., middle managers and line managers).  Some researchers referred to 
managerial coaching as coaching in general (e.g., Ellinger, Hamlin et al., 2008; Elmadag, 
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Ellinger, & Franke, 2008; Evers, Brouwers, & Tomic, 2006; Liu & Batt, 2010), others as 
workplace coaching (e.g., Grant, 2010), some as developmental coaching (e.g., Agarwal 
et al., 2009; Leonard-Cross, 2010), or employee coaching, for example (e.g., Gregory & 
Levy, 2011; Spaten & Flensborg, 2013).  However, many authors referred to this 
coaching as manager-as-coach (e.g. Steelman & Wolfeld, 2018; Wheeler, 2011) or 
managerial coaching (e.g., Ellinger et al., 2003; Gilley et al., 2010; Kim, Egan, Kim, & 
Kim, 2013).    
Managerial coaching quantitative studies have been conducted in a wide range of 
industries and countries (see Appendix A: Table A1).  Also, a variety of theoretical and 
conceptual frameworks have been applied to inform many studies, including theories of: 
LMX (Anderson, 2013; Ling, Abdullah, & Ismail, 2015; Onyemah, 2009; Pousa & 
Mathieu, 2014a; 2014b; Pousa, Mathieu, & Trepanier, 2017); self-efficacy (Pousa & 
Mathieu, 2015); social cognitive (Agarwal et al., 2009; Dahling, Taylor, Chau, & 
Dwight, 2016; Pousa & Mathieu, 2015); and social exchange (Huang & Hsieh, 2015; 
Kim & Kuo, 2015; Woo, 2017).  However, about one-third of these quantitative studies 
did not specify which theory or conceptual ideas framed their managerial coaching 
research.  The vast majority of studies modeled managerial coaching as an independent 
variable, while incorporating large arrays of outcomes, many performance related.  
Several modeled managerial coaching as either a moderator or dependent 
variable/outcome.  The specific quantitative studies mentioned in the next section are 
presented in Appendix A: Table A1.  
Synthesis of results.  A few researchers found after completing their managerial 
coaching studies that supervisors/managers believed they were engaging in coaching 
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behaviors more than their employees perceived them to be.  For example, Ellinger et al. 
(2003) analyzed mean scores from their employee perception items (M = 3.04-4.11, SD = 
1.12-1.38), compared with mean scores of their supervisor perception items (M = 4.33-
6.08, SD = 0.84-1.75) and discovered that employees perceived their supervisors to 
engage in coaching behaviors less than what the supervisors believed (p. 448).  Other 
researchers hypothesized that managers engaged in coaching infrequently, which was 
supported by respondent (n = 485, M = 2.77, SD = 1.12) responses of never (n = 72, 
14.8%), rarely (n = 129, 26.6%), and sometimes (n = 153, 31.6%; Gilley et al., 2010, p. 
62).  Also, female managers worldwide were shown to exhibit more coaching behaviors 
than males in a study of 133,707 managers (Ye, Wang, Wendt, Wu, & Euwema, 2016).  
Specifically, the average coaching behavior score of female managers (M = 3.96, SD = 
.66) was higher than male managers (M = 3.81, SD = .69), and gender was positively 
correlated with managerial coaching (r = .16, p < .01; Ye et al., 2016, pp. 1800-1801).  
  Others found that managerial coaching positively influenced performance 
measures (Kalkavan & Katrinli, 2014; Kim et al., 2013; Kim & Kuo, 2015; Lin et al., 
2016; Liu & Batt, 2010; Pousa & Mathieu, 2014a; 2014b; Pousa et al., 2017) and helped 
contribute to achieving organizational goals (Wheeler, 2011).  Explicitly, with regard to 
front-line service employees, managerial coaching was significantly (p < .05) positively 
correlated with market orientation (r = .58), training (r = .59), empowerment (r = .45), 
and performance (r = .30; Ellinger, Ketchen, Hult, Elmadag, & Richey, 2008, p. 359).  In 
a different study, managerial coaching provided limited support for the link between the 
predictor organizational investments in social capital (OISC) and work-related outcomes 
(Ellinger et al., 2011).  For instance, a sample of 408 respondents was split into two sub 
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groups, resulting in a ‘high coaching’ group (n = 229) and ‘low coaching’ group (n = 
178).  Consequently, it was found that the variance attributed to a set of work-related 
outcomes as a group was higher under low coaching conditions (e.g., high coaching 
group: OISC to job performance, β = .08, p <.01; low coaching group: OISC to job 
performance, β = .25, p <.01; Ellinger et al., 2011, p. 79).   
In terms of self-efficacy, managerial coaching was found to be an effective, 
positive influence regarding self-efficacy beliefs of employees (Leonard-Cross, 2010; 
Pousa & Mathieu, 2015).  For example, self-efficacy scores for coached respondents (M 
= 3.29, SD = .26) were significantly higher than non-coached (M = 2.89, SD = .30, t[116] 
= 7.70, p < .001; Leonard-Cross, 2010, p. 42).  Also, in Campbell and Evans’ (2016) 
qualitative study, line managers conveyed strong self-efficacy beliefs, which reinforced 
the role of workplace learning among those who adopted coaching.  Other researchers 
found support for differentiating coaching styles (Hui, Sue-Chan, & Wood, 2013) and for 
a more developmental coaching style, as opposed to a command-and control style 
(Agarwal et al., 2009; Anderson, 2013).  In particular in another qualitative study, 
ineffective managerial behaviors were found to be of a controlling or autocratic style and 
included ineffective communication behaviors (Hamlin et al., 2006).   
Managerial coaching also played an important role within the feedback 
environment, in which managers used feedback to enhance communication with 
subordinates (Steelman & Wolfeld, 2018; Wenson, 2010).  Communication while 
coaching can help subordinates accept and constructively apply feedback (Ling et al., 
2015).  Managers can help nurture a high quality coaching relationship with their 
employees by being sensitive and empathetic (Spaten & Flensborg, 2013) and creating a 
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feedback environment that is positive (Gregory & Levy, 2011).  For example, Dixey 
(2015) found in a qualitative study, that managers experienced less effective dialogue 
when they were adopting a more formalized approach to coaching, instead of a preferred 
conversational style.   
When examining employee commitment to their career and organizations, 
managerial coaching was found to be influential (Kalkavan & Katrinli, 2014; Kim et al., 
2013; Kuo, Chang, & Chang, 2014; Park, Yang, & McLean, 2008; Woo, 2017).  For 
example, a positive relationship was discovered between managerial coaching behaviors 
and career commitment (β = r = .358, p <.001) and organizational commitment (β = r= 
.236, p < .001; Kalkavan & Katrinli, 2014, p. 1144).  Managerial coaching was also 
found to be significantly (p < .01) positively correlated to career commitment (r = .47) 
and organization commitment (r = .52; Kim et al., 2013, p. 322).  Specifically, among 
280 paired employees and supervisors, managerial coaching was found to be positively 
correlated to organizational citizenship behaviors-individual (r = .14, p < .05) and 
organizational citizenship behaviors-organization (r = .14, p < .05; Kim & Kuo, 2015, 
p.164).  Others found that trust/trustworthiness was an important factor in the managerial 
coaching relationship (Dixey, 2015; Gregory & Levy, 2011; Kim & Kuo, 2015; 
Ladyshewsky, 2010; Turner & McCarthy, 2015).      
Measuring Managerial Coaching         
As noted, within managerial coaching variations with the type of relationship 
exist, including: “hierarchical, peer, team, and cross-organizational” (Beattie et al., 2014, 
p. 186).  Hierarchical is the most widely researched form of managerial coaching and 
predominately includes a line manager coaching his/her subordinates (Beattie et al., 
2014).  This context of a dyadic relationship, or one-on-one interactions, between the 
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internal manager and employee is the foundation of this type of managerial coaching 
(Ellinger & Kim, 2014).  Assessing managerial coaching relationships, in order to study 
successful outcomes, needs to include an understanding of effective behaviors and skills 
by the manager, in order to help the employee improve performance (Beattie et al., 2014). 
After reviewing quantitative studies within the managerial coaching literature, 
located in Appendix A: Table A1, it was evident that most research occurred from the 
perspective of the one being coached (i.e., the employee).  Therefore, whether assessing 
managers on their coaching skills, behaviors, or both, it appeared researchers preferred 
the other-report (employee) versus self-report (manager).  Subordinate assessments of 
their managers’ behaviors and effectiveness is strongly supported in leadership literature 
because the ratings by subordinates reflect knowledge of the actual behavior of the leader 
(Hogan, Curphy, & Hogan, 1994).  Moreover, it has been found that ratings given by 
observers (other-report) agree with each other more than they do with self-ratings 
(Atwater & Yammarino, 1992; Fleenor, McCauley, & Brutus, 1996; Furnham & 
Stringfield, 1994). 
Managerial Coaching Scales  
In a recent article, Hagen and Peterson (2014) identified ten managerial coaching 
scales through a systematic literature review and evaluated them for psychometric 
properties.  All ten scales were recognized as clearly emphasizing “a leader-employee 
exchange as the underlying construct(s) being measured” (Hagen & Peterson, 2014, p. 
226); although, five of these appeared to be the most relevant, particularly applied to this 
study.  The other five scales were either developed as part of a larger instrument in which 
the managerial coaching portion was limited to two or three items (e.g., Agarwal et al., 
2009; Gilley et al., 2010; Konczak, Stelly, & Trusty, 2000), or were created in a team 
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(e.g., Wageman, Hackman, & Lehman, 2005) or non-business environment (e.g., 
Stalmeijer, Dolmans, Wolfhagen, Muijtjens, & Scherpbier, 2008).  Two additional scales 
were located during this literature review, one of which appears to have been published 
around the same time as Hagen and Peterson’s (2014) article.  The five coaching scales 
acknowledged as relevant to this study (from Hagen and Peterson, 2014), along with the 
two added scales, are discussed in detail from oldest to most recent.  Additionally, 
components of each scale are presented in Table 2 (note: all of these articles are 
underlined in Appendix A: Table A1). 
Before each of these seven instruments are discussed, a recognition of other 
coaching scales employed in studies found in the literature is warranted.  Referring to 
Appendix A: Table A1, all 54 quantitative studies featured in this literature review appear 
with the coaching instrument, number of items used to measure coaching, and reliabilities 
and key statistics.  Those not employing one of the seven instruments discussed in the 
next sections, are briefly described first.  These other managerial coaching scales were 
not considered for this study because very limited information about the psychometric 
properties of scale data was provided by the researchers.  Each of these 11 articles is 
listed at the end of Appendix A: Table A1.  
Other managerial coaching scales.  Agarwal et al. (2009) operationalized 
coaching intensity in a two item scale regarding the effectiveness of a supervisor’s 
coaching behavior.  The two items were provided by the authors, yet no other identifying 
information was given.  Coaching skills were measured by ratings regional directors 
received during a role-play exercise in another study with district managers and sales 
representatives (Dahling et al., 2016).  In a quasi-experimental study on coaching 
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effectiveness, a “coactive coaching model that described three domains of behavior” was 
used to assess managerial coaching (Evers et al., 2006, p. 177).   
In their study, Chong, Yuen, Tan, Zarim, and Hamid (2016) collected coaching 
data by using 70 items based on the International Coach Foundation (IFC) competency 
model.  Liu and Batt (2010) did not deploy a managerial coaching instrument; however, 
coaching was measured by minutes recorded during coaching sessions.  Additionally, 
Anderson (2013) stated 12 pre-validated items comprising coaching behaviors was used 
to measure coaching; although, no other identifying information was provided.  As part 
of a larger instrument developed to address managerial performance and practices, Gilley 
et al. (2010) developed a scale with six items to assess managerial coaching.   
Another group of researchers created a measure of coaching style that contained 
12 items for measuring behaviors that differentiated guidance and 12 items from a 
facilitation perspective (Hui et al., 2013).  Onyemah (2009) was interested in the effects 
of coaching on salespeople’s attitudes, which he measured with five items.  No other 
information was provided about this coaching scale.  In a study with 879 respondents 
from various Finnish organizations, Tanskanen, Makela, and Viitala (2018) chose seven 
items from a questionnaire that was developed by one of the authors as the result of semi-
structured interviews with subordinates.  Last, six items from the Managerial Style 
Inventory (adapted by the Hay Group) were used to measure managerial coaching by Ye 
et al. (2016).         
Ellinger, Ellinger, and Keller (2003).  Although named the Coaching Behaviors 
Inventory by Hagen and Peterson (2014; 2015), the original article in which the scale first 
appeared called this dyadic managerial coaching scale the Supervisor/Line Manager 
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Coaching Behavior and Employee Perceptions of Supervisor/Line Manager Coaching 
Behavior (CBM for this study; Ellinger et al., 2003).  This instrument was created from 
the findings of a qualitative study with 12 managers from four organizations, identified as 
learning organizations (Ellinger et al., 2003; Ellinger, Watkins, & Bostrom, 1999), and 
employed the critical incident technique (c.f. Flanagan, 1954) and semi-structured 
interviews.  The conceptual framework surrounding the original study was an adaptation 
of the person-process-product and person-role model (c.f., Ellinger, 1997), in order to 
“examine managers’ perceptions of the ways in which they facilitate the learning of their 
employees when they serve as facilitators of learning in learning organizations” (Ellinger 
et al., 1999, p. 107).   
A total of 866 data strips were categorized into one of four framework categories: 
beliefs, triggers, behaviors, and outcomes (Ellinger et al., 1999).  From the behaviors 
category (322 data strips), two clusters emerged, empowering and facilitating, comprised 
of 13 themes (Ellinger & Bostrom, 1999).  These themes were then used to guide and 
develop the items for the managerial coaching scale, of which eight were operationalized 
(Ellinger et al., 2003).  These eight items were developed into a dyadic coaching 
instrument, wherein managers’ rated their own coaching behaviors (eight items beginning 
with “I”) and employees of these managers rated the managers’ behaviors (eight identical 
items beginning with “My supervisor”).  Sample items include: “I provide constructive 
feedback to my employees” from the manager scale and “My supervisor provides me 
with constructive feedback” from the CBM (Ellinger et al., 2003, p. 443).  All the items 
were presented with a seven point Likert scale ranging from almost never (1) to almost 
always (7; Ellinger et al., 2003). 
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Studies using this scale.  A total of 16 studies were identified that employed the 
CBM and one study that used both the CBM and the Supervisor/Line Manager Coaching 
Behavior scale (Ellinger et al., 2003), for a total of 17 articles.  The one article which 
employed the dyadic instrument included a reliability and content validity study using 
high performance work teams in Six Sigma organizations.  For this study, one item 
(number eight) was dropped from both the employee and supervisor scales and the Likert 
scale was changed from a seven point to a six point.  Analyses indicated mixed results for 
the validity of the Supervisor scale with team leaders, yet provided support of the CBM 
scale with team members (Hagen & Peterson, 2015).     
The 16 empirical articles utilizing only the CBM incorporated a variety of 
antecedents, mediators, moderators, and outcomes.  Among the studies, the majority 
(twelve) modeled managerial coaching behaviors as a predictor variable.  For instance, 
Elmadag et al. (2008), Kalkavan and Katrinli (2014), Kim (2014), Kim et al. (2013), 
Kim, Egan, and Moon (2014), Sun, Hsu, and Wang (2012), and Woo (2017) examined 
the effects of managerial coaching behaviors on: satisfaction with work/job or manager; 
organization commitment; career commitment; performance; role clarity; and 
organizational citizenship behaviors.  Also, Pousa and colleagues studied managerial 
coaching behaviors and the influence on financial advisors/salespeople performance 
outcomes (Pousa & Mathieu, 2014a; 2014b; Pousa & Mathieu, 2015; Pousa et al., 2017).  
Hagen (2010) also inspected managerial coaching behaviors and their effect on Six 
Sigma project outcomes.   
The remaining four studies employed managerial coaching behaviors as a 
moderator to investigate if these behaviors would strengthen relationships between 
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several antecedents (e.g., investments in social capital, front-line service employee 
empowerment, market orientation) and outcomes of performance and organizational 
citizenship behaviors (Ellinger et al., 2011; Ellinger, Elmadag, & Ellinger, 2007; 
Ellinger, Ketchen et al., 2008; Wang, 2013).  No studies were found which modeled 
managerial coaching behaviors as a mediator or outcome with either the Supervisor/Line 
Manager Coaching Behavior or the CBM (Ellinger et al., 2003). 
Psychometric properties.  Of the studies that operationalized the CBM, most 
found strong reliability of data from the scale ranging from α = .929 to .988 (Ellinger et 
al., 2011; Kim, 2014; Kim et al., 2013; Pousa & Mathieu, 2014a; 2014b; Pousa & 
Mathieu, 2015).  Specifically, the developers of the instrument found the eight items 
demonstrated high reliability (α = .939) among 438 employees (Ellinger et al., 2003, p. 
446).  Composite reliability was also included by some researchers, wherein indexes of 
.920 (Pousa et al., 2017 p. 227), .948 (Pousa & Mathieu, 2014a, p. 69), and .950 were 
reported (Pousa & Mathieu, 2015, p. 25).  This all suggested that data from the employee 
scale (i.e., CBM) was internally consistent. 
A principal component analysis (PCA) of the eight employee perception items all 
returned scores between .769 and .876 and the item-to-total correlations fell in the .704 to 
.876 range, all significant and in the predicted direction (Ellinger et al., 2003, p. 446).  
Many researchers tested convergent validity with data from the CBM, using a 
confirmatory factor approach (Kalkavan & Katrinli, 2014; Kim, 2014; Kim et al., 2013; 
Kim et al., 2014; Pousa & Mathieu, 2014a; Pousa & Mathieu, 2015; Pousa et al., 2017).  
Measurement model CFA factor loadings varied amongst studies reporting factor 
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loadings; although, all eight items had significant factor loadings above .70 (Kalkavan & 
Katrinli, 2014; Kim et al., 2013; Pousa & Mathieu, 2014a; Pousa & Mathieu, 2015).   
A version of this same scale was tested with seven items (numbers 1-7) and the 
CFA loadings ranged from .750 to .852, all of which loaded most heavily on the 
theoretical construct (Hagen & Peterson, 2015, p. 124).  Ellinger et al. (2011) also 
reported CFA loadings (.80-.90) for a modified version of this employee scale (items 2-5 
and 7, p. 76).  Discriminant validity was explored by some, via comparing the square root 
of the average variance extracted (AVE) values to factor correlations.  Results indicated 
that the square root of the AVE for coaching was larger than its correlations with: 
customer orientation, sales orientation, and performance (Pousa & Mathieu, 2014a); self-
efficacy, behavioral performance, and results performance (Pousa & Mathieu, 2015); and 
behavioral performance and sales performance (Pousa et al., 2017).   
Scale evaluation.  Noted strengths of both the CBM and the supervisor 
perceptions of managerial coaching behaviors instruments are that the items were 
developed based on a thorough literature review and the data collection and analysis was 
clearly detailed (Hagen & Peterson, 2014).  The use of the supervisor eight item scale 
was not prevalent in the literature, perhaps due to the small sample size (67 supervisors) 
and reliability score (α = .829) initially reported with this scale (c.f. Ellinger et al., 2003).  
Reported fit indices of the CBM indicated strong fit: goodness-of-fit index (GFI) of .93, 
comparative fit index (CFI) of .96, incremental fit index (IFI) of .96, and root mean 
square residual (RMSR) of .03 (Ellinger et al., 2003, p. 447; Hagen & Peterson, 2014).  
One item (item number eight on both scales) has presented some researchers with cross-
loading issues, resulting in removal of the item for some (Hagen & Peterson, 2015). 
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McLean, Yang, Kuo, Tolbert, and Larkin (2005).  The next scale, loosely 
identified as the Measurement Model of Coaching Skills (MCS for this study), was 
developed to measure managers’ coaching skills in organizations from the perspective of 
the manager (i.e., self-report).  It was established within a four dimensional conceptual 
framework, including: “manager as coach, people working with the manager, task needs 
to be accomplished, and the working environment” (McLean et al., 2005, p. 163).  The 
authors of this instrument asserted that these four dimensions suggested a dichotomous 
nature of coaching skills.  For example, a manager as coach should openly communicate 
with others, so an instrument could assess whether a manager used open versus closed 
communication (McLean et al., 2005).  This adoption of dichotomies led to the 
development of the initial instrument with forced-choice items, based on: “open versus 
closed communication style, team versus individual approach to task, value of people 
versus task, and belief of ambiguity versus certainty in the working environment” 
(McLean et al., 2005, p. 166).   
Items were written within these four dimensions, including 20 items in each 
category for a total of 80 items, and were initially tested.  The pool of items was 
systematically reduced to 46 items, which underwent a further revision to 37 items.  At 
this point the forced-dichotomous responses were removed and a seven point Likert scale 
was adopted.  These Likert responses were not provided by McLean et al. (2005); 
however, it was noted that randomized polarity was utilized.  Factor analysis was then 
used to test the 37 items, resulting in 20 items retained to represent four factors of: open 
communication, team approach, value people, and accept ambiguity (five items within 
each factor; McLean et al., 2005).  Sample items from the final scale include: “When 
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asked to share my feelings, I am comfortable”, “In decision making, I emphasize feelings 
over logic”, and “I view conflict as constructive” (McLean et al., 2005, p. 171). 
Psychometric properties.  McLean et al. (2005) reported an overall reliability of α 
= .81 with their pool of 46 items at the end of study 1 (p. 168).  Further reliability 
analysis was conducted with data from study 2, where the scale underwent more revision, 
resulting in 37 items among four factors of coaching skill.  These were tested among 97 
graduate students with disappointing scale reliabilities among the four factors; although, 
overall reliability was above their pre-established target (α = .80; McLean et al., 2005, p. 
169).  Due to the low reliabilities of two of the four factors, the instrument was revised 
further.  After more extensive analysis data from the refined scale with 20 items was 
found to be reliable with α = .84 (McLean et al., 2005, p. 173). 
During study 2, the instrument with 37 items and four factors was tested to 
ascertain validity of the scale (McLean et al., 2005).  Factor analysis using the SPSS 
program with the principal axis factoring method, revealed ten eigenvalues greater than 
one; however, a scree plot suggested the four-factor structure was the best representation 
of the underlying coaching skills construct.  Factor loadings were then analyzed and those 
items that did not load most heavily on their respective factor were eliminated.  This 
resulted in the final 20 items, represented by four coaching skills factors.  Factor analysis 
was performed again, this time with the LISREL computing program, and results indicted 
acceptable fit: GFI of .87; RMSR of .075; root mean square error of approximation 
(RMSEA) of .076; and factor loadings greater than .40 (McLean et al., 2005, p. 170).  
Scale evaluation.  Although the authors included a detailed discussion of the 
scale development and the article is heavily cited, no empirical articles utilizing this 
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particular scale could be found in the published literature.  This might be attributed to the 
original article, which included an appendix with the items written in a forced-
dichotomous response (though this was not the final version of the scale) and a figure 
with declarative statements/items, yet the Likert scale was not provided (cf. McLean et 
al., 2005).  Also, this scale was critiqued in the literature for relying too heavily on 
athletic coaching work, omitting several components mentioned in managerial coaching 
literature, utilizing a self-report measure of coaching, and not providing clear rationale 
for decisions made in the scale refinement process (Peterson & Little, 2005).  Some 
indicated that many of the items were more behavioral, trait, and attitude based than skill-
based (David & Matu, 2013).   
Heslin, Vandewalle, and Latham (2006).  Heslin and colleagues (2006) 
developed a behavioral observation scale (BOS) to measure coaching, which they labeled 
the Employee Coaching Scale (ECS for this study).  This measure was designed to 
capture subordinate perceptions of their managers’ coaching behaviors.  The scale was 
introduced in an article that included three studies, two of which used this employee 
coaching measure and all informed by implicit person theory (IPT).   
The ECS was developed after an extensive literature review, in which three 
components of coaching were identified: guidance, facilitation, and inspiration.  
Consequently, a 10 item measure using a five point Likert scale (1 = Not at all; 5 = To a 
very great extent) was created (Heslin et al., 2006).  Sample items included, “Help you to 
analyze your performance” and “Support you in taking on new challenges” (Heslin et al., 
2006, p. 879).  The coaching behavior was modeled as a higher order factor with three 
first-order factors (identified as the three components mentioned), which indicated good 
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statistical model fit.  Moreover, the second study in the original article was designed to 
replicate that of study one, using a different methodology, while study three was an 
experimental design (Heslin et al., 2006).  The purpose of all three studies was to 
examine “how managers’ IPTs influence the extent of their employee coaching” (Heslin 
et al., 2006, p. 871).   
Studies using this scale.  During the execution of this literature review, six 
published articles were located that used the ECS.  Two of the studies modeled the 
employee coaching behavior as predictors (Matsuo & Matsuo, 2017; Özduran & Tanova, 
2017); one as a mediator (Steelman & Wolfeld, 2018); one as a moderator (Lin et al., 
2016); one as an outcome (Gregory & Levy, 2012); and one reported mean scores of 
coaching communication (Ling et al., 2015).  In particular, Ling et al. (2015) 
incorporated this ECS instrument, along with other non-managerial coaching instruments, 
to ascertain lecturers’ perceptions of  “the practice of coaching communication” (p. 70).   
Matsuo and Matsuo (2017) studied employee coaching behaviors, along with uses 
of a management control system, and their effects on team reflections in the Japanese 
automotive supplier industry.  Additionally, Özduran and Tanova (2017) were interested 
in employee coaching behaviors (predictor) and the level of procedural justice climate 
(moderator) in a group with organizational citizenship behaviors (outcome).  In a semi-
longitudinal study, employee coaching behaviors were researched within a Chinese 
telemarketing center to determine if they strengthened or reduced the relationship 
between future work self salience and performance (Lin et al., 2016).   
Gregory and Levy (2012) found that the quality of the coaching relationship could 
predict to what extent supervisors actually engaged in coaching behaviors.  Another 
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study, looking at employee coaching behaviors as a mediating variable, found results that 
indicated manager feedback orientation had an indirect effect on subordinate feedback 
orientation, through coaching behaviors (Steelman & Wolfeld, 2018).  With respect to 
this particular study’s sample, 103 manager-subordinate dyads from the U.S. were 
represented as follows: two technology firms (19 dyads); MTurk (80 dyads); and student 
university employees (4 dyads; Steelman & Wolfeld, 2018, p. 46).        
Psychometric properties.  Reliability of data from the ECS has been demonstrated 
by several researchers.  During the initial instrument development of study 1 (n = 160) 
reliability of the 10 items was considered acceptable, with α = .89 (Heslin et al., 2006, p. 
880) and study 2 (n =105) produced a reliability score of α = .94 for the higher order 
factor (p. 887).  High internal consistency was also found by others who utilized the ECS, 
such as: α = .95 (Özduran & Tanova, 2017, p. 62; Steelman & Wolfeld, 2018, p. 47) and 
α = .96 (Gregory & Levy, 2012, p. 93; Lin et al., 2016, p. 149). 
Validity of scale data has also been shown during the initial development with 
CFA factor loadings all significant and greater than .83, along with selected model fit 
indices: CFI of .96 and standardized root-mean-square residual (SRMR) of .04 (Heslin et 
al., 2006, p. 879).  Others indicated convergent validity was demonstrated with 
significant factor loadings; although, specific loadings were not reported (cf. Lin et al., 
2016; Matsuo & Matsuo, 2017; Özduran & Tanova, 2017).  Discriminant validity was 
noted by AVE results that accounted for more variance in the employee coaching 
indicators than was shared with the other constructs of organizational citizenship 
behavior-altruism and organizational citizenship behavior - conscientiousness (Özduran 
& Tanova, 2017).   
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Scale evaluation. This scale has been described as developed within a strong 
theoretical base and encompassing a thorough literature review.  Although, information 
was not included on items that were dropped, if any, and some fit indices were not 
provided (Hagen & Peterson, 2014).  Regarding the studies that used the scale, five of the 
six did not acknowledge the higher order factor with three first-order factor dimensions 
of the ECS and the majority of researchers operationalized in an International context.   
Grant and Cavanaugh (2007).  The goal-focused coaching skills questionnaire 
(GCSQ for this study) was created as a self-report measure for managers to assess their 
coaching skills.  This scale was developed with theoretical underpinnings of goal 
attainment theory, helping relationships, change literature, and goal-focused coaching.  In 
particular, five competencies related to goal-focused coaching were recognized: goal 
setting skills; development of a strong working alliance; solution-focused; managing 
process and accountability; and outcomes of coaching (Grant & Cavanaugh, 2007).   
Based on these five competencies, 12 items with a seven point Likert scale (1 = 
very strongly disagree; 7 = very strongly agree) were developed (Grant & Cavanaugh, 
2007).  Sample items from the 12, four of which are reverse coded, include: “The goals 
we set when coaching are always stretching but attainable” and “When coaching, I spend 
more time analyzing the problem rather than developing solutions” (reverse scored; Grant 
& Cavanaugh, 2007, p. 756).  Testing of the scale included managers, some with 
coaching experience, and professional coaches in an effort to differentiate coaching skills 
between professional and nonprofessional coaches (Grant & Cavanaugh, 2007).  One 
study was found during the process of this literature review that used this scale.  Grant 
(2010) explored the relationships between employee coaching behaviors and the 
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perceived costs/benefits of embracing coaching skills, within a stages of change 
perspective. 
Psychometric properties.  Reliability of data from the GCSQ was noted as α = 
.906 and test-retest reliability over a two week period was reported as good (r = .70, p <. 
0l; Grant & Cavanaugh, 2007, p. 755).  In a study with participants of a leadership 
development program (n = 99), reliability was reported as α = .71 (Grant, 2010, p. 66).  A 
PCA found a one-factor scale, which accounted for 49.78% of the variance (Grant & 
Cavanaugh, 2007, p. 755).  Validity was further explored by comparing professional and 
nonprofessional coaches’ responses to the GCSQ.  A significant difference was found (t = 
10.87, p < .001) between mean scores of professional coaches (M = 67.66, SD = 6.62) 
and nonprofessional coaches (M = 56.89, SD = 7.34; Grant & Cavanaugh, 2007, p. 757).  
No evidence of discriminant validity in the literature was found.    
Scale evaluation.  Within the original article introducing the GCSQ, limited 
psychometric information was provided.  For instance, fit indices were not given and 
important material regarding the validation process was omitted.  Furthermore, no 
discussion of the process for developing the items, beyond the five competences 
identified, was included and it is not known if any items were removed from the scale 
(Grant & Cavanagh, 2007; Hagen & Peterson, 2014).  Alternatively, the scale was 
developed using an informed literature search and theoretical grounding provided well-
identified construct dimensions (Hagen & Peterson, 2014).   
Park, McLean, and Yang (2008).  The Park, McLean, et al. (2008) scale, 
Revised Measurement Model of Coaching Skills (RMCS for this study), was specifically 
developed as a revision to the McLean et al. (2005) measure and was introduced in a 
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conference paper.  The catalyst for this revision appeared to be an invited reaction article 
by Peterson and Little (2005).  Consequently, in response to the criticisms that the MCS 
(McLean et al., 2005) instrument: a) omitted factors repeatedly mentioned in the 
coaching literature; b) was developed from the self-report manager perspective; and c) 
relied greatly on athletic coaching literature, this revision was undertaken (Park, McLean, 
et al., 2008; Peterson & Little, 2005).   
In the RMCS, five dimensions of managerial coaching skills were identified, the 
four originally named in McLean et al. (2005) and facilitate employee development, all 
measured now from the employee perspective.  The authors revised existing items from 
the MCS (McLean et al., 2005) and generated new items in order to test the revised scale 
with 41 items, which did not include a specified Likert scale (it is assumed the original 
seven point scale from McLean et al. was employed).  A large technology organization in 
the U.S. was targeted, wherein 187 respondents completed the first-round testing of the 
instrument.  In an effort to determine if a shorter scale could produce equivalent results, 
after initial analysis of the 41 items, four items from each of the five coaching dimensions 
with the highest factor loadings were selected.  Results indicated acceptable model fit; 
therefore, 20 items among the five dimensions of: open communication; team approach; 
value people; accept ambiguity; and facilitate development, were considered appropriate 
(Park, McLean, et al., 2008).  Sample items encompassed, “In facing new problems, my 
manager would rather listen to my opinion first” and “To improve work performance, my 
manager constantly provides feedback” (Park, McLean, et al., 2008, p. 5). 
Studies using this scale.  The process of this literature review yielded seven 
published articles and one conference paper utilizing the RMCS (Park, McLean, et al., 
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2008), for a total of eight studies.  Moreover, four published studies using Park’s (2007) 
unpublished dissertation as a source for items was found during this search.  Among the 
eight total studies that used all or part of the RMCS, managerial coaching skills was 
modeled as an antecedent to several dependent variables.  For instance, the following 
were all modeled as outcomes of managerial coaching skills: in-role and proactive career 
behaviors (Huang & Hsieh, 2015); impression management feedback-seeking behavior 
(Hsieh & Huang, 2018); organizational citizenship behaviors, both individual and 
organizational (Ali & Aziz, 2018); team learning, customer, and organizational outcomes 
(Hagen & Aguilar, 2012; Hagen & Park, 2013); job performance (Ali, Lodhi, Orangzab, 
Raza, & Ali, 2018) and in-role job performance (Ali & Aziz, 2018); and personal 
learning, organizational commitment, and turnover intentions (Park, Yang, et al., 2008).   
Hagen and Aguilar (2012) in their study of Six Sigma team leaders and team 
members, employed a portion of the instrument.  Specifically, they used the four items of 
the facilitate development dimension as a measure of “coaching expertise” and four items 
from the team approach dimension as “team empowerment” (Hagen & Aguilar, 2012, p. 
371).  All eight items were slightly changed to indicate the perspective of a team leader 
(“I”) and team members (“the leader”), for a total of 16 items (Hagen & Aguilar, 2012, p. 
371).  However, only the eight items (from team member and team leader perspective) 
from the facilitate development dimension were evaluated as managerial coaching 
(Hagen & Aguilar, 2012).   
Similarly, Hagen and Park (2013) employed dimensions of this scale in their 
study with Six Sigma team leaders and members.  In this study the dimensions of open 
communication and accept ambiguity were deployed with three items; although, 
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managerial coaching was not a variable of interest and the study was not situated in the 
managerial coaching literature (Hagen & Park, 2013).  Last, Hagen and Peterson (2015) 
used this scale in their validity study with the CBM (Ellinger et al., 2003).  Similar to the 
methods discussed pertaining to that scale, with the RMCS the authors also changed the 
Likert scale from a seven point to a six point.  Additionally, during their analysis they 
removed two items, one from the accept ambiguity dimension and one from the open 
communication dimension (Hagen & Peterson, 2015).      
Considering the four articles that relied on Park (2007) for instrument items, 
managerial coaching skills were modeled as an antecedent to several outcomes.  As an 
example, Ahmadi, Jalalian, Salamzadeh, daraei, and Tadayon (2011) and Yazdi (2017) 
both reported deploying all 41 items (Park, 2007) in their surveys of managerial coaching 
skills predicting quality of work life and emotional intelligence, respectively.  Kim and 
Kuo (2015) chose 11 items from Park’s (2007) dissertation to examine the relationships 
between managerial coaching skills and extra-role and in-role performance, mediated by 
trustworthiness.  The final study located, using 20 of Park’s instrument items, modeled 
managerial coaching behaviors as an antecedent to affective occupational commitment 
mediated by perceived organizational support (Kuo et al., 2014).     
Psychometric properties.  Reliability of data from the RMCS scale was 
demonstrated among the 20 items, with overall reliability reported as α = .93 (Park, 
McLean, et al., 2008, p. 6).  Similarly, others reported high overall reliability; for 
instance: α = .94 (Huang & Hsieh, 2015, p. 49) and α = .93 (Hsieh & Huang, 2018; Park, 
Yang, et al., 2008, p. 5).  Additionally, reliability coefficients were reported for the 
dimensions of the scale.  Open communication (α = .81), team approach (α = .88), value 
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people (α = .83), accept ambiguity (α = .73), and facilitate development (α = .78) all 
demonstrated good reliability (Park, McLean, et al., 2008, p. 6).  In a study among team 
leaders and team members, facilitate development was operationalized as coaching, with 
a reliability reported of α = .874 for team leaders and α = .903 for team members (Hagen 
& Aguilar, 2012, p. 373). 
Data from the RMCS yielded CFA factor loadings between .52 and .90; 
furthermore, good measurement model fit: CFI of .96, IFI of .96, and SRMR of .063 was 
also reported (Park, McLean, et al., 2008, p. 4).  A PCA of two dimensions of the scale 
revealed the following factor loadings: a) facilitate development for team leaders from 
.714 to .788, and for team members from .692 to .789; and b) team approach for team 
leaders from .694 to .894, and for team members from .806 to .851 (Hagen & Aguilar, 
2012, p. 373).  Convergent validity was demonstrated with all 20 items by Ali et al. 
(2018) in their study of 183 respondents in the public sector of Pakistan, through AVE 
values (coaching AVE = .67; p. 268).  Also, these same authors showed discriminant 
validity by presenting the square root of the AVE (.82), which was larger than the 
correlation between managerial coaching and work engagement, LMX quality, job 
satisfaction, turnover intentions, and job performance (Ali et al., 2018, p. 268).  
Scale evaluation.  While conducting the search of locating studies which have 
used the RMCS (Park, McLean, et al., 2008), it was apparent several authors were not 
clear as to which scale was actually being deployed (i.e., reference to McLean et al., 2005 
when Park, McLean, et al., 2008 was used).  Specifically with regard to the scale revision 
process, the “subject-to-item ratio was not achieved, the ratio of chi-square to degrees of 
freedom did not reach the appropriate threshold, and GFI was not within the acceptable 
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range” were all challenges identified by Hagen and Peterson (2014, p. 232).  Field testing 
of the revised scale has indicated two of the 20 items loaded heavily onto other factors 
(Hagen & Peterson, 2015).  Identified strengths of this scale included grounding in the 
managerial coaching literature and strongly connecting items to this literature (Hagen & 
Peterson, 2014). 
Gregory and Levy (2010).  Referred to as employee coaching, Gregory and Levy 
(2010) created the Perceived Quality of the Employee Coaching Relationship (PQECR 
for this study) scale.  This instrument was measured from the employee viewpoint to 
ascertain their perceptions of the coaching relationships they have with their supervisors.  
Five conceptual dimensions, acknowledged during their examination of the literature, 
were identified as critical elements of the coaching relationship.  These common themes 
were: distinctiveness of the relationship, genuineness of the relationship, effective 
communication, comfort with the relationship, and facilitating development.   
The initial development of the scale comprised 29 items, including at least five 
items per each conceptual dimension.  After subject matter expert feedback, two items 
were removed and the remaining 27 items were tested with a five point Likert scale (1 = 
strongly disagree to 5 = strongly agree).  Analysis at this point included CFA, which 
yielded removal of 12 items, for a scale with 15 items (three items per the five 
dimensions) to be further tested.  The authors conceptualized PQECR as a higher order 
factor with each of the five dimensions as lower order factors.  Statistical analysis 
revealed satisfactory model fit; however, one dimension (distinctiveness of the 
relationship) loaded negatively onto the higher order PQECR factor, thus this dimension 
with its three items was removed.  The final version of the scale included 12 items, 
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representing four dimensions of coaching relationships (Gregory & Levy, 2010).  A 
couple of sample items are, “I believe that my supervisor truly cares about me” and “My 
supervisor is effective at communicating with me” (Gregory & Levy, 2010, p. 118).    
Studies using this scale.  Three studies, two of which belong to the original 
authors (i.e., Gregory and Levy), were found that utilized the PQECR scale (Gregory & 
Levy, 2010).  Informed by transformational leadership and implicit person theory (IPT), 
Gregory and Levy (2011) studied the effects of emotional intelligence, supervisors’ IPT, 
and the feedback environment, all mediated by trust and perceptions of empathy, on the 
outcome of the coaching relationship (i.e., PQECR).  The employees surveyed in this 
study appear to be the same as those from phase two data collection of the instrument 
development (see Gregory & Levy, 2010, p. 118).   
These same authors (Gregory & Levy, 2012) modeled the employee coaching 
relationship as a predictor to the outcome of supervisor coaching behaviors.  The 
coaching relationship was measured with the PQECR scale (Gregory & Levy, 2010) and 
supervisor coaching behaviors with the Heslin et al. (ECS; 2006) scale.  Similarly, 
Steelman and Wolfeld (2018) employed the PQECR scale (Gregory & Levy, 2010) and 
ECS behavioral observation scale (Heslin et al., 2006) with feedback orientations to 
determine if manager feedback orientation predicted subordinate feedback orientation, 
mediated by the perceived coaching relationship, coaching behaviors, and the feedback 
environment. 
Psychometric properties.  Reliability of data from the entire PQECR was 
considered high (α = .95) and each dimension also exhibited high reliability as reported 
by the following: (a) genuineness of the relationship, α = .88; (b) effective 
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communication, α = .85; (c) comfort with relationship, α = .91; and (d) facilitating 
development, α = .87 (Gregory & Levy, 2010, pp. 117-118).  Others reported strong 
reliability coefficients, namely α = .96 (Gregory & Levy, 2011, p. 75; Gregory & Levy, 
2012, p. 93; Steelman & Wolfeld, 2018, p. 47).  Convergent validity of data from the 
PQECR was demonstrated with a CFA and significant factor loadings on the four lower-
order factors, ranging from .76 to .92; and loadings of the four lower-order factors onto 
the single higher order factor, ranging from .88 to 1.0 (Gregory & Levy, 2010, p. 117).  
Additionally, it was noted that no significant cross-loadings were found, though two 
items from the genuineness of the relationship and two items from the comfort with 
relationship dimensions were allowed to correlate with each other.  Model fit indices 
indicated average to good fit with CFI of .96, RMSEA of .10, and SRMR of .04 (Gregory 
& Levy, 2010).  No evidence of discriminant validity could be found for this scale.     
Scale evaluation.  The information provided during the creation of the PQECR 
scale (Gregory & Levy, 2010) was thorough and well described, which has been 
identified as a strength of the scale (Hagen & Peterson, 2014).  One critique was noted as 
“SRMSR and RMSEA scores” (p. 232) were outside of generally accepted thresholds in 
the literature, indicated by Hagen and Peterson as RMSEA ≤ .08 and SRMSR ≤ .05 
(2014, p. 225).  Additionally, the authors relied on executive coaching literature to inform 
part of the scale development (see Gregory & Levy, 2010, p. 121, Note 2) and trusted a 
priori expectations about items loading on particular dimensions.  Consequently, they 
executed a CFA, as opposed to a more exploratory approach.    
David and Matu (2013).  The Managerial Coaching Assessment System (MCAS 
for this study) was developed to measure managerial coaching behaviors and skills 
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(David & Matu, 2013).  A unique component to this scale is an observational tool used by 
external observers to rate managerial coaching attributes.  Thus, the MCAS is comprised 
of a self-report (i.e., manager), other-report (i.e., subordinate), and external report 
observational grid.  In order to develop the items, the authors relied on the 13 behavioral 
sets identified by Ellinger and Bostrom (1999) and crafted one item from each behavior, 
with the exception of providing feedback, which had two items.  Also, one additional 
item, not reflected in the behavior categories, was added.  Because the idea was to 
incorporate both behaviors and skills of managerial coaching, items relating to quality of 
actions were generated.  For the manager self-report and employee other-report a five 
point Likert scale (1 = not at all; 5 = very much) was used with 15 items each.  For the 
external reporting, an observational grid with three behavioral anchors (level 1 was an 
absence of managerial coaching behavior up to increases and frequency of behavior, level 
3) was deployed with 11 items (David & Matu, 2013).   
In an effort to validate the data from the MCAS instrument, the following samples 
were used: (a) self-report manager scale – a sample of graduate students in Romania who 
were mid-level managers (n = 54); (b) other-report employee scale – a sample of 
employees who reported to these mid-level managers (n = 40); and (c) observational 
scale – sub-set of managers (n = 22) from sample (a) who were assessed, by experts in 
cognitive-behavioral coaching, on managerial coaching behaviors during a simulated 
coaching exercise (David & Matu, 2013, pp. 502-503).  Exploratory factor analysis 
(EFA) was conducted with the manager and employee scales, where a one factor solution 
emerged.  For the external reporting items, a two factor structure was found, namely 
facilitating learning and empowering, with one item removed; resulting in a 10 item scale 
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for the observational grid.  An external observer would be required to choose the most 
appropriate behavioral anchor for describing a manager’s performance as a coach (David 
& Matu, 2017). 
The final MCAS scale encompassed 15 items for the manager self-report, 15 
items for the employee other-report, and 10 items in the observational grid (David & 
Matu, 2013).  For the manager self-report, sample items included “I ask for feedback 
from my employees” and “I use analogies, scenarios, metaphors and examples for 
supporting employees in finding solutions to problems” (David & Matu, 2013, p. 521).  
Although the employee other-report items were not included, it was noted that the items 
were the same as the manager self-report, yet “phrased in accordance to the designated 
filler” (David & Matu, 2013, p. 503).  The items from the behavioral observation scale 
were not reported (David & Matu, 2013).     
Psychometric properties.  Reliability coefficients were examined from data with 
all three parts of the MCAS scale, wherein the manager self-report (α = .89), the 
employee other-report (α = .93), and the observational grid (α = .72) all indicated good 
internal consistency (David & Matu, 2013, p. 507).  During an EFA of the structure of the 
MCAS scale for the manager self-report, four factors emerged that explained 67.61% of 
the scale variance, with the first factor accounting for the largest portion of the variance, 
41.60% (David & Matu, 2013, p. 504).  Based on this analysis, the authors executed a 
constrained EFA, extracting a one factor model with factor loadings from .37 to .71 
(David & Matu, 2013, p. 505).  For the employee other-report items, an initial EFA 
revealed three main factors explaining 72% of the scale variance.  The first factor 
accounted for 55.92% of the variance (David & Matu, 2013, p. 505).  Therefore, “a 
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constrained EFA, extracting a one-factor model” was analyzed in which 55.92% of the 
variance was explained with factor loadings ranging from .34 to .88 (David & Matu, 
2013, p. 505).  For the observational grid items, four main factors emerged accounting for 
74.71% of the scale variance, with the first factor attributing 30.02% and the second 
factor 19.72% (David & Matu, 2013, p. 505).  Item loadings were then considered and a 
constrained EFA was conducted, which resulted in a two-factor model, explaining 
42.25% of the variance (26.22% factor one; 16.03% factor two) with factor loadings 
ranging from .48 to .79 (David & Matu, 2013, p. 507). 
Concurrent criterion validity was noted as the manager self-report significantly 
correlated (r = -.96, p = .03) with another general managerial skills measure and the 
employee other-report significantly correlated (r = -.96, p = .03) with the peer-reported 
portion of the same general managerial skills measure (David & Matu, 2013, p. 508).  
Predictive criterion validity was suggested by David and Matu (2013), who found that the 
manager’s self-report scores on the MCAS correlated with their performance from the 
previous six months.  No specific discussion of discriminant validity was provided.   
Scale evaluation.  David and Matu (2013) included a detailed discussion of the 
item development and observation grid creation, yet no studies employing this scale 
could be found in the published literature.  One reason for this could be due to the second 
study in the article, which employed the newly created scales, along with an executive 
coaching program created to test the effectiveness for developing managerial coaching 
skills.  The participants in this study were 20 mid-level managers with a mobile 
communications business in Romania.  Unfortunately, due to low response rate, the 
employee other-rated scale could not be used (cf. David & Matu, 2013).  Upon reading 
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the results and discussion from this second study, it appeared the focus was on 
understanding the effectiveness of the coaching program (intervention), assessed with six 
different measures, and could be a possible reason researchers are not utilizing the 
MCAS.  Also, the employee (other-report) items and the observational grid items were 
not included in the article featuring the instrument development (David & Matu, 2013).      
Summary of Managerial Coaching Instruments   
Through the process of this literature review, seven managerial coaching scales 
were located and identified as relevant to this study (see Table 2).  Two of the scales were 
created in a dyadic environment, in which both managers and subordinates assessed 
managerial coaching (David & Matu, 2013; Ellinger et al., 2003).  From an employee, 
other-report viewpoint, three scales were developed (Gregory & Levy, 2010; Heslin et 
al., 2006; Park, McLean, et al., 2008).  Additionally, from a manager self-report 
perspective two scales were produced (Grant & Cavanagh, 2007; McLean et al., 2005). 
In terms of focus, two scales were interested in managerial coaching behaviors 
(Ellinger et al., 2003; Heslin et al., 2006), whereas three scales were focused on 
managerial coaching skills (Grant & Cavanagh, 2007; McLean et al., 2005; Park, 
McLean et al., 2008).  Also, one scale was interested in managerial coaching 
relationships (Gregory & Levy, 2010) and one scale focused on both behaviors and skills 
of managerial coaching (David & Matu, 2013).  The major dimensions and themes 
noticed across these seven scales were: empowering (David & Matu, 2013; Ellinger et al., 
2003); facilitating (David & Matu, 2013; Gregory & Levy, 2010; Ellinger et al., 2003; 
Heslin et al., 2006; Park, McLean, et al., 2008); open and effective communication 
(Gregory & Levy, 2010; McLean et al., 2005; Park, McLean, et al., 2008); and team 
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approach or working alliance (Grant & Cavanagh, 2007; McLean et al., 2005; Park, 
McLean, et al., 2008).        
Managerial Coaching Instrument Choice 
 For the purposes of this study, the CBM (Ellinger et al., 2003) managerial 
coaching instrument was used for both virtual and traditional employees.  One 
justification for choosing this instrument instead of one of the others was that it first was 
conceptualized with front-line employees (Ellinger et al., 2003).  For the current study, 
since a decision to limit the population to early and mid-career non-managers was made, 
the CBM seemed an appropriate fit.  Another justification for selecting the CBM 
specifically over the MCS (McLean et al., 2005), the MCAS (David & Matu, 2013), and 
the GCSQ (Grant & Cavanagh, 2007), was the desire to capture employees’ perceptions, 
instead of managers’ or others’ perceptions of coaching (see Table 2).  When comparing 
the CBM to the PQECR (Gregory & Levy, 2010), which relied on executive coaching 
literature for scale development support, it was determined this instrument would not be 
appropriate.   
Between Heslin and colleagues’ (2006) ECS and the CBM, the decision to use the 
CBM was based on the prevalence of its use (17 studies found) compared to the ECS (6 
studies found; see Table 2).  A final comparison of instruments was made between the 
CBM and the RMCS (Park, McLean, et al., 2008), which have been identified as the two 
most dominant in the managerial coaching literature (Hagen & Peterson, 2015). Reasons 
for choosing the CBM over the RMCS are the following: a desire to measure behaviors 
rather than skills; a desire to employ a thoroughly validated instrument with an 
established history, and a desire to operationalize a concise instrument with eight items as 
opposed to 20 items (Ellinger et al., 2003; Park, McLean et al., 2008).   
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After thoroughly analyzing the seven instruments, it was believed that evaluating 
managerial coaching behaviors was an appropriate fit for both traditional and virtual 
employees.  As a reminder, the CBM was developed as a result of identifying 
empowering and facilitating clusters, within a behavior framework category (Ellinger et 
al., 1999).  For example, empowering behaviors are those which encourage employees to 
assume accountability, along with personal responsibility (Ellinger & Bostrom, 1999; 
Ellinger et al., 1999).  Additionally, telecommuting was found to be positively related to 
perceived autonomy (Gajendran & Harrison, 2007).  In other words, telecommuters likely 
experience feelings of freedom and discretion, based on being psychologically and 
spatially removed from their supervisors (DuBrin, 1991).  If managers demonstrate 
behaviors of providing more power and authority to their employees, then empowering 
managerial coaching behaviors are occurring (Ellinger et al., 1999).  Therefore, it was 
believed that the CBM managerial coaching instrument was applicable to the virtual 
employee workforce.  With regard to the traditional workforce, the instrument has 
demonstrated applicability as evidenced by the numerous authors who have employed the 
CBM.          
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Table 2 
Summary of Selected Managerial Coaching Instruments 
Authors and 
Year 
Instrument Name Designed to 
Measure 
Number of Items Answer 
Choices 
Reliabilities and Key Statistics # of 
Articles  
Ellinger, 
Ellinger, & 
Keller (2003) 
Supervisor/Line Manager 
Coaching Behavior Measure & 
Employee Perceptions of 
Supervisor/Line Manager 
Coaching Behavior Measure 
(CBM) 
Managers’ and 
Employees’ 
perception of 
managerial 
coaching behaviors 
8 items – 
employee;  
8 items – 
manager 
Likert 7 point Employee: α = .939; M’s = 3.04-4.11; SD’s 
= 1.12-1.38 
Supervisor: α = .829; M’s = 4.33-6.08; SD’s 
= 0.84-1.75 
17 
McLean, 
Yang, Kuo, 
Tolbert, & 
Larkin (2005) 
Measurement Model of 
Managerial Coaching Skills 
(MCS) 
Managers’ 
perception of their 
coaching skills 
20 items - 4 
dimensions 
Likert-7 point α = .84; M: NR; SD: NR 0 
Heslin, 
Vandewalle, 
& Latham 
(2006) 
Employee Coaching Scale 
(ECS) 
Employees’ 
perception of 
coaching behaviors 
10 items – 3 
lower order 
factors; 1 higher 
order factor 
Likert-5 point Study 1: α = .89; M: 4.06; SD: 0.35 
rimplicit person theory = .38  
Study 2: Higher order factor α = .94; M = 
3.43; SD = 0.91; rimplicit person theory = .46 
6 
Grant & 
Cavanagh 
(2007) 
Goal-focused Coaching Skills 
Questionnaire (GCSQ) 
Managers’ 
perception of their 
coaching skills 
12 items Likert-7 point α = .906; M: NR; SD: NR 
rSchutte Emotional Intelligence Scale=.544, rInsight Scale = 
.322 
1 
Park, 
McLean, & 
Yang (2008) 
Revised Measurement Model of 
Managerial Coaching Skills 
(RMCS) 
Employees’ 
perception of 
coaching skills 
20 items – 5 
dimensions 
Not specified α = .93; M: NR; SD: NR 8 
Gregory & 
Levy (2010) 
Perceived Quality of the 
Employee Coaching 
Relationship (PQECR) 
Employees’ 
perception of 
quality of coaching 
relationship 
12 items – 4 
lower order 
factors; 1 higher 
order factor 
Likert-5 point α = .95 (overall); M: NR; SD: NR 3 
David & 
Matu (2013) 
Managerial Coaching 
Assessment System (MCAS) 
Behaviors and 
skills from multi-
raters: manager, 
employees, and 
observers  
Manager = 15 
items; Employee 
= 15 items; 
Observational 
Grid = 10 items 
Manager & 
Employee: 
Likert-5 
point; 
Observation 
Grid: BARS 
Employee: α = .93; M = 60.13; SD = 10.03 
Manager: α = .89; M = 59.88; SD = 8.10 
Observation Grid: α = .72; M = 16.00; SD = 
3.74 
0 
Note. # of Articles indicates the number found that used the specific coaching instrument. BARS = behavioral anchor rating scale. M = mean. SD = standard 
deviation. NR = not reported. CR = composite reliability. All reliabilities and key statistics are those reported by the original authors.
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Measurement Invariance and Coaching Behaviors   
One published study (Pousa, 2016) and one work-in-progress study, presented as 
a peer-reviewed poster session at an international conference (Kim et al., 2017), were 
found that have undertaken MI analysis with the CBM (Ellinger et al., 2003).  Pousa 
(2016) tested invariance of the CBM by translating the scale from English to French and 
Spanish.  Then, MI was assessed by MGCFA across French and Spanish using two 
international samples.  Results were promising with six out of eight items identified as 
invariant, which indicated partial invariance (Pousa, 2016).  Specifically, item #1: my 
manager “uses analogies, scenarios and examples to help me learn” and item #2: my 
manager “encourages me to broaden my perspectives by helping me to see the big 
picture”, were found non-invariant (Pousa, 2016, p. 76).   
In a sample with U.S. and Taiwanese working professional graduate students, MI 
was assessed by Kim and colleagues.  Also using a MGCFA approach, partial scalar 
invariance was found with six out of eight items invariant (Kim et al., 2017).  In this case, 
item #4: manager solicits feedback to ensure interactions are helpful and item #8: manger 
role-plays to help employee see different perspectives, were the items found invariant 
(Kim et al., 2017).  Although both of these particular studies (Kim et al., 2017; Pousa, 
2016) contribute to the managerial coaching literature by providing validity support for 
the coaching behaviors measure (i.e., CBM), the studies were conducted with cross-
cultural groups.  Further attention to the instrument is needed with both traditional and 
virtual employees, the purpose of the current study. 
Literature Deficiencies and Summary of Managerial Coaching 
After reviewing managerial coaching literature in general, it was apparent that 
HRD scholars viewed the topic as lacking in empirical evidence and theoretical 
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underpinnings (Beattie et al., 2014; Egan & Hamlin, 2014; Ellinger, 2003; Ellinger et al., 
2003; Gregory & Levy, 2010; Hagen, 2012; Hamlin et al., 2008; Hamlin et al., 2009).  
Even though this type of coaching continues to receive notice, scholars need to 
incorporate a theoretical base in their empirical research (Ellinger, 2003; Ellinger, 
Hamlin et al., 2008).  Looking again at Appendix A: Table A1, it was apparent that recent 
quantitative research in managerial coaching has not always been theoretically and 
conceptually grounded.  Although some studies have been executed within a strong 
theoretical framework and relationships between managerial coaching and the benefits to 
both the employee and organization have been demonstrated (e.g., Ellinger et al., 2011; 
Kim, 2014; Pousa & Mathieu, 2015), others would say more research is needed in this 
area (Gilley et al., 2010; Hagen, 2012).     
This body of literature also has not produced a consensus of the definition of 
managerial coaching (Bond & Seneque, 2013; Ellinger & Kim, 2014; Hagen, 2012).  
This can be a source of confusion for practitioners, as they may find it difficult to 
distinguish among relevant research applicable to their specific concerns (Joo, Sushko, & 
McLean, 2012).  Therefore, the actual practice of managerial coaching in organizations 
may be hindered due to a lack of understanding of its purpose and context (Evered & 
Selman, 1989; Orth et al., 1987).  Additionally, during instrument development if a 
construct is not clearly defined, using existing theory and research, this may result in a 
weak conceptual framework and inclusion of items not related to the construct of interest 
(Worthington & Whittaker, 2006).  Regarding managerial coaching instruments, few 
scales have been developed to measure this construct (Hagen, 2012), which could be the 
result of not having a clearly identified definition in the literature.       
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In summary, the preceding sections introduced virtual coaching and managerial 
coaching with a brief history and background.  The discussion then moved to managerial 
coaching studies found in the recent literature, where over 60 articles were analyzed.  
This process included the context of managerial coaching and synthesized results.  Then, 
the next major component of this overall section was a detailed analysis of seven 
managerial coaching instruments, which provided an overview of each scale, studies that 
have operationalized each scale (when applicable), psychometric properties, and 
evaluations of each scale.  Last, the discussion of managerial coaching was concluded 
with a rationale provided for why the CBM (Ellinger et al., 2003) was chosen for this 
study.  The next major component of the literature review concerns MTurk.   
Mechanical Turk (MTurk) 
 The following sections include an introduction to the history of Amazon’s 
Mechanical Turk (MTurk), how the data gathering process works through MTurk, an 
analysis of worker demographics, and advantages and challenges to using this platform.  
Many methods for conducting online research in the social sciences have been developed 
(Mason & Suri, 2012).  Amazon’s MTurk is one of several online recruitment methods 
researchers can utilize to gain access to a diverse population who are willing to provide 
responses (Buhrmester et al., 2011; Chambers, Nimon, & Anthony-McMann, 2016).  
Specifically, it is “a one-stop shop for getting work done, bringing together the people 
and tools that enable task creation, labor recruitment, compensation, and data collection” 
(Buhrmester et al., 2011, p. 3).    
History of MTurk 
Today’s world is more connected and people have more access to information 
than ever before, which has changed business practices, social communication, and how 
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academic researchers function (Goodman, Cryder, & Cheema, 2013). The Internet has 
emerged as a tool for aiding academic and business researchers (Goodman et al., 2013; 
Mason & Suri, 2012).  Online surveys, which are Internet based, are “the predominant 
delivery method for survey data collection worldwide” (Smith et al., 2016, p. 3139).  This 
connectivity, made possible by the Internet, can also introduce unique advantages to 
researchers by providing access to more diverse groups of human participants through 
crowdsourcing (Behrend, Sharek, Meade, & Wiebe, 2011; Goodman et al., 2013).  
Crowdsourcing has been operationally defined as “the paid recruitment of an online, 
independent global workforce for the objective of working on a specifically defined task 
or set of tasks” (Behrend et al., 2011, p. 801).  Amazon’s MTurk is one of the largest and 
most well-known crowdsourcing services (Behrend et al., 2011; Mason & Suri, 2012).     
MTurk was named after an 18th century automated chess machine (Goodman et 
al., 2013).  It was created by Amazon originally for internal purposes, “specifically for 
human computation tasks” (Mason & Suri, 2012, p. 2).  The idea was to build a platform 
to allow humans to perform tasks that are very difficult for computers (Behrend et al., 
2011; Mason & Suri, 2012).  For example, extracting data from images, audio 
transcription, and tagging product images (Landers & Behrend, 2015; Mason & Suri, 
2012).  Amazon released MTurk to the public in 2005, which provided a means for 
businesses and individuals to outsource small tasks to a global workforce (Behrend et al., 
2011).  Since then, MTurk has evolved into an online marketplace where requestors (e.g., 
organizations and academic researchers) and workers (i.e., respondents) from a variety of 
locations and backgrounds can connect (Landers & Behrend, 2015).   
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In particular, MTurk provides requesters with access to individuals (i.e., workers) 
willing to participate who can perform cognitive tasks amenable to online data collection 
logistics (Brandon, Long, Loraas, Mueller-Phillips, & Vansant, 2014).  These tasks are 
specifically referred to as “Human Intelligence Tasks” (HITs) within MTurk (Buhrmester 
et al., 2011; Mason & Suri, 2012).  Recent data from the MTurk website revealed that 
there were over 980,000 available HITs ranging from $0.00 to $198.76 (MTurk.com, 
2017).  However, amounts paid by requesters to workers for HITs containing surveys has 
been reported as typically small; for instance, “as little as 10-50 cents per participant for a 
short study” (Goodman et al., 2013, p. 214). 
Gathering Data through MTurk  
Using MTurk for data gathering is a relatively systematic process (see Mason & 
Suri, 2012, for a very detailed description).  The researcher (i.e., requestor) signs up for 
two of three required accounts, namely: a requester account (can be an existing 
Amazon.com account); an Amazon Payments Account (APA), and Amazon Web 
Services (AWS) optional account.  The requester account must first be created, then in 
order to complete registration as a requester, an APA with required U.S. funding must be 
created.  The optional AWS account could be created if the researcher intends to interact 
with the MTurk Application Programming Interface (API; Mason & Suri, 2012).   
Once the required accounts have been created, a HIT request can be made by 
using either a blank template or editing a supplied example template (Behrend et al., 
2011).  The HIT can consist of any task that can be accomplished on a computer, such as: 
surveys, experiments, and writing (Buhrmester et al., 2011).  The template is used to 
capture the title, task description, pay rate, and relevant keywords; all of which are 
viewable by workers when they search for HITs to complete.  Also, requesters must enter 
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the number of assignments (unique workers) they want for each HIT, the HIT expiration 
date, and the length of time before a worker submission for payment is automatically 
approved (Behrend et al., 2011; Mason & Suri, 2012).  Qualifications can also be 
generated by requesters, which can restrict who can work on and even who can preview 
the HIT (Mason & Suri, 2012).  For instance, a common qualification requires that over 
90%, or over 95%, of the HITs a worker has completed has been accepted by requestors 
(Berinsky, Huber, Lenz, & Alvarez, 2012; Mason & Suri, 2012).  Another common 
qualification is to specify that workers reside in a specific country (Mason & Suri, 2012; 
Paolacci, Chandler, & Ipeirotis, 2010).   
Requesters can create internal HITs, “in which the task and all of the data 
collection are done on Amazon’s servers” or external HITs, where “the task and data are 
kept on the requester’s server and are provided to the workers through a frame” on 
MTurk’s site (Mason & Suri, 2012, p. 8).  MTurk can be used to develop relatively 
simply surveys; however, other software platforms offer more sophisticated applications 
(e.g., Qualtrics®, SurveyMonkey®) that can be linked within MTurk (Holden, Dennie, & 
Hicks, 2013).  Workers cannot distinguish between internal and external HITs.  Once the 
HIT has been created by the requestor, it can be published for workers to access (Mason 
& Suri, 2012).  At this point, the requestor funds their APA for assignments (number of 
complete assignments desired multiplied by the payment amount), including the Amazon 
service fee (Buhrmester et al., 2011; Mason & Suri, 2012).   
From the perspective of the worker (also known as Turkers or Providers), 
individuals over the age of 18 can create a worker account and APA where their earnings 
can be deposited (Behrend et al., 2011; Mason & Suri, 2012).  Any worker from 
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anywhere in the world can spend MTurk earnings on the Amazon.com website.  Yet to be 
able to withdraw funds as cash, workers must have their APA linked to a verifiable U.S. 
or Indian bank account because Amazon allows cash payments only in U.S. dollars and 
Indian Rupees.  It was noted, in 2012, that the majority of workers hailed from the U.S. 
and India (Mason & Suri, 2012).  Each worker is allowed only one account and is 
assigned a unique alphanumeric worker identification code, which is used to track 
performance and payment records by MTurk.   
Once a worker creates an account he or she can search for HITs by keyword, date, 
compensation amount, and time allocated to complete (Behrend et al., 2011; Mason & 
Suri, 2012).  Based on this information, workers then accept HITs they are qualified for 
and willing to complete (Mason & Suri, 2012).  Once a task is complete by a worker, a 
requester can pay the worker if satisfied or payment can be refused for subpar work 
(Buhrmester et al., 2011; Paolacci et al., 2010).  In other words, MTurk has a built-in 
reputation system for workers in which every time a requestor rejects a worker’s 
submission the refusal is marked on the worker’s record.  This factors into the worker’s 
rejection rate and can block workers from the ability to accept future HITs (Mason & 
Suri, 2012).    
MTurk Worker Demographics 
 Among social sciences researchers, many may not have been exposed to MTurk 
yet, since it is a relatively new source for researchers to access participants; moreover, 
creating uncertainty about demographic characteristics and concern for data quality 
(Paolacci et al., 2010).  Although, in an informal investigation of MTurk postings and 
colleague inquiries by Goodman et al. (2013), it was noted that “researchers from at least 
16 of the top 30 US universities collect behavioral data via MTurk” (p. 213).  Due to the 
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reservations mentioned, some have compared demographics of MTurk samples to other 
participant sources and found that MTurk is more representative of the general population 
than college samples (Buhrmester et al., 2011; Goodman et al., 2013).  Furthermore, 
MTurk samples are at least as reliable and diverse as samples from traditional Internet 
sources (Buhrmester et al., 2011; Goodman et al., 2013; Paolacci et al., 2010).  
For instance, Buhrmester and colleagues (2011) compared demographics of 3,006 
MTurk workers to those in a large Internet sample (Gosling, Vazire, Srivastava, & John, 
2004).  Their findings indicated that MTurk workers were more demographically diverse 
than standard Internet samples and U.S. College samples (Buhrmester et al., 2011).  
Goodman et al. (2013) were interested in how two different MTurk samples compared to 
a community sample (study 1) and traditional undergraduate students (study 2).  With 
respect to demographics, the MTurk sample in study 1 did not significantly differ from 
the community sample in age, gender, or education (see Goodman et al. 2013, p. 216).  
For study 2, the researchers were not surprised to find the MTurk sample significantly 
older (Mm = 31.0 versus Ms = 19.4, p < .001) and with a higher median level of education 
(Goodman et al., 2013, p. 219).   
Behrend and colleagues (2011) were also interested in comparing U.S. based 
MTurk workers and U.S. undergraduate students.  Not surprising to them either, they 
found a significant mean difference in age between the MTurk sample (M = 32.93, SD = 
10.68) and the undergraduate sample (M = 18.68, SD = 1.35, p < .001, d = 1.87).  Also, of 
those workers and students who were currently employed full-time, job tenure was 
considerably longer in the MTurk sample (M = 5.11, SD = 5.33) compared to the 
undergraduate sample (M = 1.54, SD = 1.51, p <.001, d = .78; Behrend et al., 2011, p. 
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808).  Johnson and Borden (2012) had an interest in comparing U.S. undergraduate 
college students and MTurk workers.  In their study the data collected from students 
occurred in a laboratory setting (i.e., non-Internet), and when compared to the MTurk 
sample, revealed that the students were younger (M = 21, SD = 6) than the MTurk 
workers (M = 33, SD = 11; Johnson & Borden, 2012, p. 248).  Again, this was consistent 
with other studies discussed in this section.        
In their study of U.S. MTurk workers, compared to the Internet population, 
Paolacci et al. (2010) found more females (64.85%) than males (35.15%) and indicated 
that the MTurk sample was slightly younger (36.0 average age) than the U.S. and Internet 
populations (Paolacci et al., 2010, p. 412).  With respect to education level, MTurk 
workers reported higher levels than the general population, yet reported lower income.  
Although it was noted that the shape of the MTurk income distribution approximately 
matches that of the general U.S. population income distribution, these findings were 
consistent with earlier analysis (Paolacci et al., 2010).  In another comparison of MTurk 
U.S. workers, MTurk non-U.S. workers, and a U.S. panel of respondents (recruited online 
using Qualtrics® panel), median household income was reported between $40,000-
$49,999 for the U.S. MTurk sample and $50,000-$59,999 for the Internet panel (Smith et 
al., 2016, p. 3142).   
Advantages and Challenges             
 As a result of the relatively new adoption of MTurk by social science researchers 
(Mason & Suri, 2012), a few have focused on discussing the advantages and challenges 
of MTurk as a convenience sampling strategy (Woo, Keith, & Thornton, 2015).  One 
concern some have raised is the idea of repeated participation wherein some individuals 
would participate in the same or similar studies repeatedly, which could threaten the 
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internal validity of a study (Chambers et al., 2016; Woo et al., 2015).  However, this 
particular concern has been discounted by some who have found little to no support of 
this type of activity.  For organizational and HRD researchers in particular, this concern 
may not be relevant in surveys where workers are asked to provide their opinions, 
feelings, or perceptions and are not performing cognitive tasks (Chandler, Mueller, & 
Paolacci, 2014; Landers & Behrend, 2015).  Also, a requestor is able to design a HIT in 
MTurk to prevent repeated participation (Chambers & Nimon, 2018; Chandler et al., 
2014).  
 Another concern addressed in the literature is one of motivation.  Considering that 
the amount of compensation received by MTurk workers for completing assignments, in 
particular surveys, is minimal, some have studied motivational aspects.  As an example, 
Buhrmester et al. (2011) found that workers were internally motivated (e.g., for 
enjoyment; p.1).  In particular with U.S. MTurk workers, a variety of motivational 
aspects were discovered, including: entertainment (40.7%) and “killing time” (32.3%) 
(Paolacci et al., 2010, p. 412).  Specifically, 69.6% of these U.S. workers considered 
MTurk a “fruitful way to spend free time”, which is consistent with previous studies 
(Paolacci et al., 2010, p. 413).  In other words, many MTurk workers indicated financial 
incentives were the primary reason for participating (Behrend et al., 2011; Mason & Suri, 
2012; Paolacci et al., 2010).  However, only 13.8% of MTurk workers based in the U.S. 
indicated this was a primary source of income (Paolacci et al., 2010, p. 412) and “fewer 
than 8% reported earning more than $50/week” (Mason & Suri, 2012, p. 5).  Lower 
payments for HITs have not been shown to have an impact on the quality of data 
(Behrend et al., 2011; Buhrmester et al., 2011; Chandler et al., 2014).  
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 The inability to calculate survey response rates, because the researcher really has 
no way of knowing the number of workers who actually viewed or have access to the 
HIT in MTurk have caused concern for some (Chambers et al., 2016).  For instance, it 
has been reported that over 500,000 workers have created accounts in order to complete 
HITs, yet it is unclear how many actively complete HITs (Woo et al., 2015, p. 175).  To 
ease this concern, some have argued that response representativeness is of more 
importance than response rate (Chambers et al., 2016; Cook, Heath, & Thompson, 2000).  
If one of the researcher’s goals of a study is to incorporate a diverse population of 
workers from various industries and geographic regions within the U.S., then MTurk 
would be an appropriate fit (Woo et al., 2015).  As a reminder, the U.S. MTurk 
population has been found to be representative of the general population (Buhrmester et 
al., 2011; Goodman et al., 2013; Paolacci et al., 2010), which remains relatively stable 
over time (Mason & Suri, 2012); therefore, the relevance of the sample to the population 
is a unique advantage of MTurk (Mason & Suri, 2012; Woo et al., 2015). 
 MTurk offers a quick and inexpensive alternative to other survey research 
methods, with distinct advantages over online panels (Brandon et al., 2014).  For 
instance, in a hypothetical example of collecting data with a 40 item survey from U.S. 
based full-time working adults, MTurk presented as a more cost-effective option over 
SurveyMonkey® Audience (SMA) and Qualtrics® online panel (Chambers et al., 2016, p. 
56).  Coupled with this advantage of low-cost is the built-in payment mechanism in 
MTurk that allows requestors the ability to pay or deny payment to workers (Mason & 
Suri, 2012).  This absolute discretion over the financial incentive empowered to 
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researchers is a distinct advantage over other online recruitment services (e.g., SMA, 
Qualtrics® online panel; Chambers et al., 2016).   
 A third advantage of MTurk is its demonstrated appropriateness for social science 
research (Behrend et al., 2011; Buhrmester et al., 2011; Landers & Behrend, 2015; 
Mason & Suri, 2012).  Recently, Chambers et al. (2016) analyzed a group of 17 academic 
journals, relevant to the HRD field, and found that MTurk samples were being utilized in 
published studies more than Qualtrics® or SurveyMonkey® (p. 59).  As mentioned, 
MTurk provides researchers with a large online pool of potential respondents in which 
recruitment is vastly simplified (Buhrmester et al., 2011; Mason & Suri, 2012).  One 
inherent goal of research “is to maximize the efficiency with which one can go from 
generating hypotheses to testing them, analyzing the results, and updating the theory” 
(Mason & Suri, 2012, p. 3).  Researchers are provided the ability to shorten the sample 
recruitment time by utilizing MTurk, which can be a useful tool to achieve this goal 
(Mason & Suri, 2012).  Also, the MTurk interface provides researchers with control and 
“a great deal of flexibility to conduct a study” (Berinsky et al., 2012, p. 352).   
 Rationale for choosing MTurk.  Due to the control offered to researchers, 
MTurk is an ideal choice for social science scholars (Berinsky et al., 2012; Chambers & 
Nimon, 2018; Mason & Suri, 2012).  For example, this crowdsourcing platform has been 
utilized for experimental research (Berinsky et al., 2012; Paolacci et al., 2010), 
behavioral research (Mason & Suri, 2012); and longitudinal studies (Berinsky et al., 
2012; Buhrmester et al., 2011).  In MTurk, the researcher who is requesting the data sets 
the price he/she is willing to pay respondents (Chambers et al., 2016; Mason & Suri, 
2012).  Also, the pricing structure is published on the MTurk website, where an 
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individual can determine the price for premium qualifications and view the percentage 
fee charged by Amazon (AMT Pricing, n.d.).  This is not necessarily the case with other 
Internet panel services, such as Qualtrics® online panel and SMA (Brandon et al., 2014; 
Chambers et al., 2016).     
MTurk reliability and validity.  Gathering reliable and valid data is an 
important foundation to HRD research for generalizing to populations and theory 
building (Gubbins & Rousseau, 2015).  In particular with MTurk as a source of data, 
several researchers have devoted time to studying the reliability and validity of data 
collected from this source.  For example, Casler, Bickel, and Hackett (2013) tested a 
behavioral task online with MTurk workers and those recruited through social media, and 
in-person with undergraduate students.  Results indicated almost no difference across the 
three samples with respect to the administered behavioral test (see Casler et al., 2013, p. 
2158).  These researchers concluded that “crowd-sourced participants can provide high 
quality data” (Casler et al., 2013, p. 2158).   
In a different study with MTurk participants and a 120-item measure of 
personality, the sample demonstrated strong test-retest reliability (Holden et al., 2013).  
Berinsky et al. (2012) conducted an extensive external and internal validity analysis using 
MTurk recruits and found these individuals, in the context of political science, were more 
representative of the U. S. population than in-person convenience samples.  The MTurk 
samples included between 548 and 551 respondents compared to the American National 
Election Study, used as a representation of in-person convenience sample, which 
included 2,307-2,312 respondents.  Additionally, the demographics of interest included 
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gender, education, age, income, race, marital status, housing status, religion, and U.S. 
region (Berinsky, et al., 2012).        
Summary of MTurk 
 The previous sections on MTurk provided a brief history, which then moved to a 
detailed discussion of the data gathering process through MTurk.  Next, the MTurk 
worker demographics were provided from several research studies and were compared to 
college samples and other online samples.  Last, the section concluded with an 
examination of the advantages and challenges of MTurk.  The next main section of this 
literature review is devoted to support for the hypotheses. 
Hypotheses Support 
 The first part of this last main literature review section in this study is dedicated to 
providing support for MI, specifically between virtual and traditional workforces.  After 
this, the next section outlines the support for determining latent mean differences 
between these same groups in the workforce.  The research hypotheses, first presented in 
Chapter 1, are offered again in their entirety. 
Measurement Invariance Hypotheses 
 A select few researchers in the virtual work literature have been interested in both 
traditional and virtual workers (see Comparison between Traditional and Virtual 
Workforce in this chapter).  These authors indicated it is important to understand 
differences between the traditional and virtual workforce in efforts to examine how these 
work arrangements impact individual and organizational outcomes (Fonner & Roloff, 
2010; Henke et al., 2016; Hill et al., 2003; Konradt et al., 2003; Morganson et al., 2010; 
Wheatley, 2012).  Specifically with regard to comparison of mean differences, Hill and 
colleagues (2003) analyzed means between three groups (e.g., virtual office, home office, 
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and traditional office) on a number of work aspects (e.g., job performance, motivation, 
retention, workload success, and career opportunity) and personal/family life aspects 
(work/life balance and personal/family success) with employees from IBM.   
The virtual office was identified as working from a variety of locations, the home 
office indicated working from home, and the traditional office was characterized as a 
dedicated workspace at IBM (Hill et al., 2003).  All survey items were presented on a 
Likert five point scale, where a higher rating indicated a more favorable response; 
additionally, effect sizes (ES) were calculated as [M2-M1/(SD1+SD2)/2] (Hill et al., 2003, 
p. 228).  Virtual office workers (n = 767) responded more positively than traditional 
office workers (n = 4315) on job motivation (p < .001, ES = .15) and career opportunity 
(p < .05, ES = .10); yet less positively on work/life balance (p <.001, ES = -.25) and 
personal/family success (p <.001, ES = -.14; Hill et al., 2003, p. 228).  Home office 
workers (n = 441) responded more positively than traditional office workers on job 
motivation (p < .001, ES = .29), job retention (p < .001, ES = .20), career opportunity (p 
< .05, ES = .15), work/life balance (p < .001, ES = .30), and personal/family success (p 
<.001, ES = .22; Hill et al., 2003, p. 228).  Home office workers responded more 
favorably than virtual office workers on work/life balance (p < .001, ES = .54) and 
personal/family success (p < .001, ES = .36; Hill et al., 2003, p. 228). 
 A second group of researchers who briefly compared means across virtual and 
traditional workforce groups was Konradt et al. (2003).  In their study of 72 employees, 
three distinct groups were identified: home-centered teleworkers (HCT, n = 30) who 
worked remotely from home more than 50% of the time; office-centered teleworkers 
(OCT, n = 24) who worked more frequently at the company office and remotely less than 
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50% of the time; and non-teleworkers (n = 18; Konradt et al., 2003, pp. 66-67).  Although 
means and standard deviations were reported across the three groups for gender, age, and 
working hours per week (Konradt et al., 2003), these were not statistically analyzed.  
Also, it was noted that “no major differences occurred in years of employment between 
the three conditions, and the average years which participants had worked remotely was 
very similar between the two teleworker groups (t < 1)” (Konradt et al., 2003, p. 67).  
With regard to OCT’s and HCT’s, it was mentioned that the groups did not differ in 
number of children (OCT: 1.2, HCT: 1.1, t <1) or household partners (OCT: 74%, HCT: 
77%, χ2 < 1; Konradt et al., 2003, p. 67).  Measurement invariance, a recommended 
assessment before group mean comparisons (Vandenberg & Lance, 2000), was not 
explored in either of these two studies (i.e., Hill et al., 2003; Konradt et al., 2003). 
 Several have investigated MI among MTurk workers and other types of samples.  
For example, MI was assessed for personality and goal orientation scales in a U.S. 
sample of 270 MTurk participants and undergraduate college students (Behrend et al., 
2011, p. 803).  In a framework of item response theory and of the 102 total items 
analyzed, most items (89) were inclined to function equally across samples (Behrend et 
al., 2011, p. 807).  This provided support to examine mean differences between the 
MTurk workers and undergraduate students regarding personality factors, attitudes, and 
computer experience (Behrend et al., 2011).  In another study with International MTurk 
workers, U.S. undergraduate students, and a U.S. field sample of employees, MI was 
demonstrated with English-speaking MTurk workers (e.g., U.S. and United Kingdom).  
Specifically, using a Big Five personality measure, results indicated configural, metric, 
and scalar invariance for the following: (a) English-speaking MTurk participants 
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compared to the undergraduate students; and (b) English-speaking MTurk participants 
compared to the field employees (Feitosa, Joseph, & Newman, 2015).  These findings of 
MI in samples comprised of U.S. based MTurk workers were encouraging; although, the 
current study used different instruments and focused on managerial coaching.   
 With respect to managerial coaching behaviors and specifically the CBM 
(Ellinger et al., 2003), MI has been assessed.  Pousa (2016) examined MI between French 
speaking bank employees (n = 97) and Spanish speaking employees (n = 62) of an 
Argentinian manufacturing company.  The lowest level of invariance, configural 
invariance, was supported by fit indices of TLI = .959, CFI = .971, and RMSEA = .063 
(Pousa, 2016, p. 78).  Kim et al. (2017) also examined MI between U.S. (n = 242) and 
Taiwanese (n = 235) working professional graduate students.  Findings indicated 
configural invariance was supported by fit indices of CFI = .984, RMSEA = .067, and 
SRMR = .025 (Kim et al., 2017).  Therefore, with regard to this study, the following 
hypothesis with respect to configural invariance between traditional and virtual 
employees was provided: 
H1: Data from the CBM will yield configural invariance by type of employee 
(i.e., virtual and traditional).  
Metric invariance was also demonstrated between the U.S. and Taiwanese 
sample, with Δχ2 = 5.796 (Δdf = 7, p = .564) and ΔCFI = .000 (Kim et al., 2017).  Pousa 
(2016) compared his baseline (configural) model with a multigroup model where all 
factor loadings were equal for both groups, and indicated Δχ2 = 28.119 (Δdf = 7, p < .01) 
and ΔCFI = .025, thus demonstrating the measure was non-invariant across his French 
speaking and Spanish speaking groups (p. 78).  In an effort to identify the items that were 
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invariant across the groups, the researcher followed a step-by-step process and found 
item #1 and item #2 (see Appendix C for specific items) as non-invariant, thus 
demonstrating partial metric invariance.  Based on findings from Kim and colleagues 
(2017), the following hypothesis with respect to metric invariance was given:   
H2: Data from the CBM will yield metric invariance by type of employee (i.e., 
virtual and traditional). 
Support for partial scalar invariance has also been demonstrated with the CBM.  
Kim et al. (2017) found partial scalar invariance in their sample after removing 
constraints on item #4 and item #8 (see Appendix C for specific items).  Acceptable 
model fit was demonstrated by Δχ2 = 11.669 (Δdf = 5, p = .040) and ΔCFI = .002 (Kim et 
al., 2017).  The fact that full scalar invariance was not found in this sample was addressed 
by the authors, in that cultural interpretation of the two non-invariant items was 
mentioned.  It was believed that the current study would not suffer from possible issues 
with cultural interpretations, due to the sample all working in the U.S.  Therefore, the 
following hypotheses with respect to scalar invariance between traditional and virtual 
employees was made available.  
H3: Data from the CBM will yield scalar invariance by type of employee (i.e., 
virtual and traditional). 
Latent Mean Difference Hypothesis 
 A recent cocitation analysis in the field of virtual work identified themes of 
“conflict, isolation, communication ambiguities, and trust”, which should draw research 
attention to behavior and attitude dynamics (Raghuram et al., 2010, p. 995).  In order to 
ensure equitable treatment of both virtual and traditional employees, managers need to 
define jobs and provide feedback in a similar manner for all individuals (Lautsch & 
106 
 
Kossek, 2011).  However, the absence of face-to-face interaction in virtual contexts could 
influence a range of relationship and interpersonal attitudes (Fay & Kline, 2011).      
 Applying LMX theory and looking at the virtual workforce and managerial 
coaching through this lens can provide valuable insight into the quality of relationships 
between managers and employees (Anderson, 2013).  This theory posits that not every 
follower is treated equally by the leader, rather individuals are placed into in-groups and 
out-groups based on exchanges between the leader and member (Dansereau et al., 1975; 
Schriesheim et al., 1999).  These unique interactions between leaders and members result 
in relationships of varying quality (Graen & Uhl-Bien, 1995) and the quality of the 
relationship is driven by the quality of the interaction between leader and member 
(Merriman et al., 2007).  For instance, high-quality LMX relationships, which are those 
experienced by members in the in-group, have been characterized as including high 
levels of trust and commitment, along with greater attention, communication, rewards, 
and emotional support from the leader (Hill, Kang, & Seo, 2014; Piccolo & Colquitt, 
2006).   
This high-quality relationship can signal to employees their importance to their 
manager and allow a greater exchange of information between the two (Hill et al., 2014), 
thus positively affecting the managerial coaching relationship.  Conversely, low-quality 
LMX relationships are considered to have low levels of interactions and trust between 
leaders and members, limited support, few rewards, and one-directional leader-member 
influence (Uhl-Bien & Maslyn, 2003).  With limited opportunities to interact, identified 
as a precursor to low-quality LMX relationships, employees experiencing low-quality 
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LMX relationships are less likely to have satisfying communications with their managers 
(Campbell, White, & Johnson, 2003; Mueller & Lee, 2002).   
For virtual employees, who lack in-person interactions with their managers, the 
opportunity for relationship-building exchanges is not as prevalent as traditional members 
of the organization (Golden, 2006b; Merriman et al., 2007; Wiesenfeld, Raghuram, & 
Garud, 2001).  Physical isolation has been identified as a main challenge facing virtual 
employees, which implies reduced direct contact with work-related partners (Bartel et al., 
2012; Belle et al., 2015; McCloskey & Igbaria, 2003).  Perceptions of managerial support 
have been found to significantly differ between traditional (M = 4.13, SD = .76, p < .001) 
and virtual (M = 3.63, SD = .81, p <.001) employment relationships (Merriman et al., 
2007, p. 11).  Furthermore, as a result of the cumulative negative impact of social 
isolation on relationships (Cooper & Kurland, 2002), these unfavorable effects are likely 
to become more noticeable as telecommuting intensity increases (Golden, 2006b).  
Compared with face-to-face exchanges, “telecommuting periods are likely to be lacking a 
host of non-verbal and contextual indicators that provide vital cues for fully interpreting 
the messages transferred between telecommuter and manager” (Golden, 2006b, p. 322).  
 Of note is one meta-analysis that hypothesized telecommuting intensity would 
moderate the negative impact of telecommuting on relationship quality, by heightening 
its negative effects on supervisor relationships (Gajendran & Harrison, 2007).  This was 
not found to be the case, instead telecommuting was positively associated with supervisor 
relationships.  However, the telecommuter sample for this analysis was comprised mainly 
of managers (Gajendran & Harrison, 2007), which was not the circumstance for the 
current study.   
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Although this study was not assessing the quality or effectiveness of the 
relationships between managers and employees, it was applying LMX theory to support 
the notion that traditional and virtual employees experience different relationships with 
their managers.  In turn, these different quality of relationships between managers and 
traditional employees compared to managers and virtual employees, led to different 
perceptions of exhibited managerial coaching behaviors.  Therefore, the following final 
hypothesis was proposed: 
H4: There will be statistically and practically significant latent mean differences 
for managerial coaching behaviors between traditional and virtual employee 
groups, where the traditional employees will indicate their managers’ exhibit 
more coaching behaviors compared to virtual employees. 
Summary of Chapter Two 
 Chapter 2 included a review of the relevant areas of literature for the virtual 
workforce, managerial coaching, and MTurk.  The virtual workforce was identified, 
described, and then compared to the traditional workforce.  Managerial coaching was 
introduced, distinguished, and measurement scales were analyzed.  Also, MTurk was 
discussed by providing a history, data collection procedures, and advantages and 
challenges.  The chapter concluded with the four hypotheses of the study, with provided 
support.   
 In the current literature environment competing methods of measuring and 
defining the construct of managerial coaching are prevalent (Ellinger & Kim, 2014; 
Hagen & Peterson, 2014).  The research field has placed calls to scholars, encouraging 
more theoretically grounded studies with supporting empirical evidence (Beattie et al., 
2014; Egan & Hamlin, 2014; Gregory & Levy, 2010; Hagen, 2012; Hamlin et al., 2008; 
109 
 
Hamlin et al., 2009).  Part of providing this empirical support is employing instruments 
with theoretical and conceptual underpinnings that have been psychometrically tested in 
order to measure this construct (Hagen, 2012; Hagen & Peterson, 2014).  Moreover, the 
literature base encompassing the virtual workforce also suffers from unclear definitions, 
specifically with regard to how virtual work is defined, and researcher assumptions 
(Bailey & Kurland, 2002; Baruch, 2001).  
 Virtual managerial coaching is almost non-existent in the current literature; 
however, scholars have encouraged studying this topic (Beattie et al., 2014; Filsinger, 
2014).  In particular, changing work formats have been identified as a growing challenge 
for managers as more employees are working independently and virtually (Filsinger, 
2014; Lautsch & Kossek, 2011; Viitala, Kultalahti, & Kangas, 2017).  Consequently, 
employees experience less direct involvement with their supervisors, “which means 
changing managerial coaching to encompass more virtual forms” (Viitala et al., 2017, p. 
582).  Additionally, HRD practitioners are tasked with bridging this connection and 
encouraging the remote workforce to embrace the learning complexities within the virtual 
environment (Nafukho et al., 2010).  Virtual HRD can be a powerful tool in the execution 
of aiding employees, managers, and HRD practitioners with learning and development in 
the virtual environment (Bennett & Bierema, 2010). 
  As a result of extremely little research into the area of virtual managerial 
coaching (Filsinger, 2014), this study sought to begin addressing the complexities of this 
construct.  Taking into account the identified deficiencies in the literature with regard to 
managerial coaching and the virtual workforce, a comparison was deemed warranted 
between traditional and virtual employees with an established, tested coaching instrument 
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(Hagen & Peterson, 2014).  Specifically it was noted that before virtual managerial 
coaching could be assessed among virtual employees, the shared concept of managerial 
coaching needed to be confirmed among traditional and virtual groups first. 
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Chapter Three – Methodology 
Introduction 
This chapter presents the overall design and method employed in this study.  It 
begins with the purpose of the study.  Then, MI is thoroughly reviewed, which includes a 
discussion of classical test theory (CTT), item-response theory (IRT), a comparison of the 
two theories, testing procedures for each level of invariance, and a rationale for choosing 
the specific method.  The next sections describe the design of the study, along with the 
hypotheses.  After this, the population and sample are described, including: a) sample 
recruitment; b) representativeness of the sample; and c) sample size.  Moreover, the 
instrumentation, survey design, data collection, and data analysis with statistical 
assumptions are discussed in detail.  Next, the methods for hypotheses testing are given, 
along with how MI is assessed at each level.  The chapter then moves to a discussion of 
latent mean analysis and the methods for assessing common method variance.  Last, the 
chapter concludes with a summary.    
Purpose of the Study 
The purpose of this study was to assess MI by employee workforce type (i.e., 
traditional and virtual), using data collected from the CBM (Ellinger et al., 2003).  The 
population of interest included traditional and virtual adult employees from Generation X 
(Gen X) and Generation Y (Millennial), who worked full-time (35 or more hours per 
week), who were not managers, yet reported to a manager, who worked in the U.S. in 
service industries, and who were at early to mid-career level in their career stage.  The 
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Millennial generation (currently 18-36) and Gen X (currently 37-52) are the two largest 
generations currently working in the U.S. labor force (Fry, 2015).  Furthermore, early 
career has been identified as those between the ages of 20-34 and mid-career as those 
between the ages of 35-49 (Morrow & McElroy, 1987).   
Virtual full-time employees in this study included both high-intensity and low-
intensity.  High-intensity are those who have an agreement to work virtually three or 
more days per week and low-intensity have an agreement to work virtually at least one 
day per week; furthermore, both types of intensity warrant interaction with their 
managers predominately through ICT when working virtually (Belle et al., 2015; Fay & 
Kline, 2011; Fonner & Roloff, 2010).  Traditional full-time employees were defined as 
those who did not work virtually, rather they worked in the same physical space as their 
managers each day of the workweek and interacted face-to-face with less emphasis on 
ICT (Merriman et al., 2007).  Using MGCFA, configural, metric, and scalar invariance 
was assessed by employee workforce type (traditional and virtual).  Scalar measurement 
invariance between these two groups was found; consequently, latent mean analysis was 
conducted in an effort to determine the latent mean differences of perceived managerial 
coaching behaviors between virtual and traditional employees.      
Measurement Invariance  
 In the social and behavioral sciences, quantitative researchers desire to measure 
characteristics of persons, objects, and events that are of interest to help explain a 
phenomenon (Vandenberg & Lance, 2000; van de Schoot et al., 2012).  This process of 
measurement is essential because it defines the connections between theories and data 
used to test the theories (Vandenberg & Lance, 2000).  Self-report questionnaires are 
often designed to assess these underlying phenomena with a goal of comparing groups or 
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following individuals over time (van de Schoot et al., 2012).  A general question of 
invariance of measurement is whether, under different conditions of studying 
occurrences, measurement procedures produce measures of the same characteristic (Horn 
& McArdle, 1992).  This is important to theory building and testing because researchers 
cannot assume that differences between group means, for example, are solely due to 
group differences, which could be attributed to different interpretations of the construct 
being measured (Horn & McArdle, 1992; van de Schoot et al., 2012).   
Measurement invariance evaluates the psychometric equality of a construct across 
groups and determines that a construct has an identical meaning to those groups (Putnick 
& Bornstein, 2016).  Byrne, Shavelson, and Muthen (1989) were one of the first to 
introduce the concept of MI, after which testing of MI really began (van de Schoot et al., 
2012).  For instance, Vandenberg and Lance (2000) conducted a systematic literature 
review of MI and found the subject has been examined in many disciplines and under 
many pretexts.  Although, studies considering MI were generally conducted for the same 
reason, that the establishment of MI is a necessary condition for evaluating substantive 
group comparisons (Vandenberg & Lance, 2000).  Within MI testing, CFA, more 
precisely MGCFA, is perhaps the most widely used statistical method (Cheung & 
Rensvold, 2002; Milfont & Fischer, 2010; Wu et al., 2007), compared to IRT methods 
(Raju et al., 2002).  Also, MGCFA has been identified as the most adequate way to 
measure MI across subgroups when sample size fluctuates between 500 and 1000 (Stark, 
Chernyshenko, & Drasgow, 2006) 
Classical Test Theory versus Item Response Theory 
 In 1950 Harold Guliksen presented mental test theory, which has evolved and 
developed since this introduction.  First recognized by psychologists as distinct from 
114 
 
measurement in the physical sciences, mental testing is different in that: a) multiple 
measurement repetitions yield different responses due to fatigue or practice effects and b) 
logical and statistical problems exist with making inferences simultaneously about each 
individual in a group (Lord & Novick, 1968).  Two of the most popular frameworks for 
addressing measurement problems in mental testing are CTT models and IRT models 
(Hambleton & Jones, 1993).  Classical test theory is an approach for testing the reliability 
and validity of a scale, based on its items, where the primary focus is on the test-level 
information (Cappelleri, Lundy, & Hays, 2014; Fan, 1998).  In contrast, IRT is a group of 
mathematical models, which primarily focuses on item level information and test scoring 
(Fan, 1998; Thissen & Steinberg, 2009).  Both theories include models concerned with 
how to approach reliability and validity of scales (Rusch et al., 2017).   
 Classical test theory.  A mental test theory about test scores that suggests the 
existence of a true score and error scores, which are uncorrelated with each other and 
with true scores, and that true, error, and observed scores are linearly related, is CTT 
(Lord & Novick, 1968; Novick, 1966).  Furthermore, the classical true score model (one 
model of CTT) postulates that an observed score variable is comprised of a true score 
variable and error score variable (Algina & Penfield, 2009).  The true scores and error 
scores are both unseen, underlying variables (Brennan, 2011; Traub, 1997); unlike the 
observed score, which is directly observable (Lord & Novick, 1968).  Also, as preferred 
and argued by Lord and Novick (1968), the true score is the expected value (i.e., mean) 
over an individual’s propensity distribution, which is a distribution of possible outcomes 
for a particular person (Algina & Penfield, 2009), over independent, repeated 
measurements (Zimmerman, 2011).  Therefore, the true score is an average of what 
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would be observed over time and measurement error is a deviance from this mean 
(Verhelst, 2014): 
 X (random variable) = T (true-score random variable) + E (error random variable)  
(Lord & Novick, 1968, p. 56). 
  Item response theory.  “Item response theory is a general statistical theory about 
examinee item and test performance and how performance relates to the abilities that are 
measured by the items in the test”, according to Hambleton and Jones (1993, p. 40).  
When used as a tool for item analysis, IRT introduces a clear model for the associations 
of item responses to the unobserved, or latent, construct (Thissen & Steinberg, 2009).  A 
fundamental assumption about IRT is that each respondent has a “true location on a 
continuous latent dimension” (Sharkness & DeAngelo, 2011, p. 482; c.f., Thurstone, 
1925).  Some of the flexibility with IRT models is that because item responses are 
connected to ability, item statistics are therefore reported on the same scale as ability.  
Additionally, in IRT, models link item scores to true scores, as opposed to CTT that links 
test scores to true scores (Hambleton & Jones, 1993). 
 CTT compared to IRT.  As a concept, CTT and IRT work toward achieving the 
same outcome, inference about an unobserved trait based on a number of measurement 
variables (Rusch et al., 2017).  Theoretical differences between CTT and IRT have been 
acknowledged, namely that in CTT person and item statistics are test and sample 
dependent (Fan, 1998; Hambleton & Jones, 1993; Kohli et al., 2015).  The CTT models, 
relative to IRT, provide solutions to a number of measurement problems in research, 
while noted as more simplistic than other more sophisticated models (i.e., IRT; Algina & 
Penfield, 2009).  One noted advantage of CTT are the few assumptions associated with 
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the theory; moreover, this allows for ease of application across a variety of testing 
environments (Fan, 1998; Hambleton & Jones, 1993).  However, the simplicity of the 
CTT framework should not be considered a carte blanche to apply a model without 
considering the assumptions (Algina & Penfield, 2009).   The IRT models possess 
stringent underlying assumptions, which are less likely to be met during testing, and are 
more complex than CTT (Hambleton & Jones, 1993; Rusch et al., 2017).  Testing of both 
CTT and IRT models indicates that IRT models do not necessarily have unique 
advantages over CTT model estimates (Fan, 1998; Kohli et al., 2015).  Furthermore, 
sample sizes required with IRT models are much larger than those for CTT models, in 
general (Cappelleri et al., 2014; Hambleton & Jones, 1993).   
Testing Procedures 
 Testing for MI can occur in an IRT or structural equation modeling (SEM) 
framework and involves step-by-step procedures in a hierarchy fashion (Meredith, 1993; 
Raju et al., 2002; Vandenberg & Lance, 2000).  Typically, three levels of MI are 
examined: configural, metric, and scalar (Rusticus et al., 2008).  Although, a fourth level, 
strict invariance, is studied by some researchers who are interested in residual analysis 
(Wu et al., 2007).  Following is a detailed discussion of configural, metric, and scalar 
invariance.   
Configural invariance. In an SEM framework it is generally agreed that the first, 
least stringent step is of configural invariance, which starts with specifying a CFA that is 
fitted separately to each group (Steenkamp & Baumgartner, 1998; van de Schoot et al., 
2012).  In general in a CFA, items that make up a construct, which are survey items that 
form a scale, load on a latent factor representing the construct (Schumacker & Lomax, 
2016).  This type of invariance indicates whether respondents from different groups adopt 
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the same conceptual framework to answer measurement items (Cheung & Rensvold, 
2002; Horn & McArdle, 1992; Rusticus et al., 2008; Vandenberg & Lance, 2000).  
Configural invariance is designed to test whether the constructs have the same pattern of 
free (e.g., those estimated by the model) and fixed loadings (e.g., those fixed at 0) across 
groups (Nimon & Reio, 2011; Putnick & Bornstein, 2016; Rusticus et al., 2008).  In order 
to specify each model for configural invariance testing, one factor loading (i.e., 
regression weight) is set to 1, a common practice used to identify and establish this 
baseline model (Cheung & Rensvold, 1999).  This type of invariance is evaluated by 
assessing overall model fit (Rusticus et al., 2008). 
Configural noninvariance indicates that pattern loadings of items on latent factors 
differ in the two groups, indicating different constructs are being measured across groups 
(Wu et al., 2007).  This indicates that means and correlations should not be compared 
across the groups (Rusticus et al., 2008).  At this point a researcher can omit some items 
and retest the model (i.e., redefine the construct) or assume noninvariance and 
discontinue MI testing (Putnick & Bornstein, 2016).  However, if configural invariance is 
supported, then the next test is metric invariance (Nimon & Reio, 2011; van de Schoot et 
al., 2012).   
Metric invariance. The next step of MI testing is of metric, or weak factorial, 
invariance and involves setting factor loadings equal across groups while allowing 
intercepts to differ between groups (Nimon & Reio, 2011; Putnick & Bornstein, 2016; 
van de Schoot et al., 2012).  This step includes the equivalence of item loadings on 
factors and indicates that each item contributes to the latent construct to a related degree 
across the two groups (Putnick & Bornstein, 2016; Wu et al., 2007).  More specifically, 
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for all items “one unit change in the item score is scaled to an equal unit change in the 
factor score across groups” (Wu et al., 2007, p. 8).   
To test for metric invariance, factor loadings for like items are constrained to be 
equal and this constrained factor loading model is compared to the configural invariance 
model from the first step (Nimon & Reio, 2011; Putnick & Bornstein, 2016; Rusticus et 
al., 2008).  In order to specify each group model for analysis, the issue of standardization 
must be considered (Cheung & Rensvold, 1999).  In general, two main approaches to 
standardization have been discussed in the literature, namely: 1) standardizing the 
construct variance across the groups by setting the latent construct variance equal to 1; 
and 2) selecting an item and setting its factor loading to be equal across groups by setting 
the regression weight to 1 for the same item in each group (Cheung & Rensvold, 1999; 
Rensvold & Cheung, 2001).  The first type of standardization is less common than the 
other and is considered overly strict; therefore, it was not considered for the current 
study.  Specifically, it has been noted that using the first standardization approach is more 
stringent and may result in unclear tests of invariance with use in cross-cultural groups 
that hail from different populations (Cheung & Rensvold, 1999; 2000). 
The second type of standardization also encompasses two slight variations, which 
were discussed in detail by Cheung and Rensvold (1999).  In essence, both of the 
variations begin with setting the variance of one construct to be equal across groups.  
Then, the procedures are different with respect to choosing and setting factor loadings 
equal amongst the groups (Cheung & Rensvold, 1999).  Neither of these variations were 
chosen for the current study because there was only one construct under consideration 
(managerial coaching), instead of multiple constructs.  Therefore, the second 
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standardization approach of setting one of the factor loadings to 1, while constraining the 
other six loadings to be equal in the two groups, was chosen for the current study. 
If model fit is significantly worse in the metric invariance model as compared to 
the configural model, then this is an indication that at least one loading is not equivalent 
across groups (Putnick & Bornstein, 2016).  However, if constraining the loadings across 
groups does not significantly affect model fit, then the same unit of measurement is being 
employed for the items and individuals across groups are interpreting items in a similar 
way (Horn & McArdle, 1992; Putnick & Bornstein, 2016; Rock, Werts, & Flaugher, 
1978).  At this point, evidence of metric invariance exists, which can support assessment 
of correlations across groups (Steenkamp & Baumgartner, 1998), yet is not a sufficient 
condition to warrant mean group comparisons (Rusticus et al., 2008).  On the other hand 
if metric invariance is not demonstrated, the researcher can either: a) investigate the 
source of noninvariance by experimenting with factor loading constraints until partial 
invariance is reached; b) omit noninvariant item loadings and retest the models; or c) 
assume the construct is noninvariant and cease further MI testing (Cheung & Rensvold, 
1999; Putnick & Bornstein, 2016).         
Scalar invariance. The third step in MI testing commences if full or partial 
metric invariance is supported (Putnick & Bornstein, 2016).  However, if partial metric 
invariance is supported then partial scalar invariance should be tested (Steenkamp & 
Baumgartner, 1998).  Scalar invariance, or strong factorial, involves constraining the 
factor loadings and intercepts to be equal (Putnick & Bornstein, 2016; van de Schoot et 
al., 2012; Wu et al., 2007).  The previous constraints imposed in step two with metric 
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invariance are retained and scalar invariance is tested by further constraining the item 
intercepts to be equal (Nimon & Reio, 2011; Putnick & Bornstein, 2016).   
Similar to metric invariance, scalar invariance is determined by examining model 
fit and comparing the scalar invariance model with that of the metric invariance model 
(Putnick & Bornstein, 2016).  If overall model fit is significantly worse with the scalar 
model compared to the metric model, this indicates at least one item intercept is different 
across the two groups, which points to bias in how groups respond to items (Putnick & 
Bornstein, 2016; Rusticus et al., 2008).  Conversely, if model fit of the scalar invariance 
model is not significantly different from the metric invariance model, then constraining 
item intercepts across groups does not significantly affect model fit (Putnick & Bornstein, 
2016).  In essence, the meaning of the construct (i.e., the factor loadings) and the levels 
of the underlying items (i.e., intercepts) are equal in the groups (van de Schoot et al., 
2012).  To make mean comparisons of groups, it has been noted that evidence of scalar 
invariance is required (Meredith, 1993; Steenkamp & Baumgartner, 1998; van de Schoot 
et al., 2012).  If scalar noninvariance is found, the researcher has the same three options 
mentioned with regard to metric invariance (Cheung & Rensvold, 1999; Putnick & 
Bornstein, 2016).  
Choosing the three-step method.  Some researchers have conceptualized the 
entire process of testing for MI into more than the three steps outlined (cf. Vandenberg & 
Lance, 2000).  For instance, the entire procedure has been articulated as a three process 
system beginning with reliability estimates, then moving to exploratory factor analysis 
(EFA), and concluding with conducting CFA and four specific tests of MI, including 
residual invariance (Nimon & Reio, 2011).  Others have indicated an eight step process 
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including: test of equality of covariance matrices; configural invariance; metric 
invariance; scalar invariance; test of item invariant uniqueness; test that factor variances 
are invariant; test that factor covariances are invariant; and test of invariant factor means 
(Vandenberg & Lance, 2000).  Although, the first step of the eight mentioned is rarely 
performed in practice (Putnick & Bornstein, 2016) and contemporary guidelines 
generally omit this step (van de Schoot et al., 2012).  This is because rejection of 
invariant covariance matrices are uninformative with respect to MI (Vandenberg & 
Lance, 2000).  A five step process has also been suggested in which configural 
invariance, metric invariance (i.e., factor loadings equal, intercepts differ), intercepts are 
equal but factor loadings differ; scalar invariance (i.e., factor loadings and intercepts are 
equal); and residual variances are equal (van de Schoot et al., 2012).  Although 
researchers have differentiated the MI testing process, it should be noted that, in general, 
the three steps of hierarchical MI discussed above are encompassed in each.    
Design of the Study 
The study was of a cross-sectional and non-experimental design (Fowler, 2014), 
which is supported in the managerial coaching literature, wherein much of the 
quantitative research consists of convenience samples and non-experimental designs 
(Agarwal et al., 2009; Beattie et al., 2014).  A quantitative survey methodology with a 
total of three surveys was used to collect data.  Data collection occurred by developing all 
surveys in Qualtrics® and deployment of all surveys through MTurk.  Discussed in 
Chapter 2 and elaborated on in this chapter, MTurk is an online marketplace with the 
ability to connect researchers to a diverse population (Buhrmester et al., 2011).  The 
population of interest were adult full-time employees from Generation X and Y, working 
in the U.S. in service industries, who were not managers, yet reported to a manager, and 
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were in career stages of early and mid-career level.  Also, two types of workforces were 
sampled: traditional workers (non-virtual, non-remote) and virtual workers (work 
virtually/remotely at least 1 day per week).   
Part of the rationale for employing a multi-survey design using MTurk was based 
on the flexibility and control afforded to researchers (Chambers & Nimon, 2018).  For 
instance, using a Qualtrics® panel with the same type of study design would have been 
cost prohibitive.  When an individual contacts Qualtrics® to discuss pricing for 
recruitment services, the salesperson provides a per completed survey quote based on 
parameters provided by the researcher.  The more sample restrictions provided, the 
greater the per completed survey cost.  However, there is not an effective way to 
ascertain any demographic and work characteristic properties of a potential panel sample 
before deploying a final survey.  In the case of this study, the researcher would have been 
required to pay a price in the range of $7 to $15 for each completed survey, based on 
sample restrictions (personal communications, October – November, 2017).  By using 
MTurk, the researcher had the ability to pre-qualify potential members of the sample 
based on desired characteristics (Chambers & Nimon, 2018).  
All participants were recruited through MTurk by creating a set of HITs (Mason 
& Suri, 2012), which contained titles, descriptions, keywords, instructions, financial 
incentives, system and researcher generated qualifications, and secure links to all three 
surveys, developed in Qualtrics®.  Best practices provided in the literature were adhered 
to when applicable for this study (cf. Chambers et al, 2016; Mason & Suri, 2012; Rouse, 
2015; Woo et al., 2015).  Every respondent who completed any of the three surveys 
received a unique confirmation code to enter into MTurk’s system in order to be eligible 
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for payment (Mason & Suri, 2012).  MTurk system qualifications were instituted for the 
HIT containing the first survey, in order to limit those who met the specified parameters 
of residing in the U.S. and with a HIT approval rating of at least 90% (AMT Tutorial, 
2017; Chambers et al., 2016; Mason & Suri, 2012).  Additional researcher qualifications 
were assigned to the subsequent HITs pertaining to the second and third survey, to 
prevent repeated participation of respondents.  The qualifications are discussed in further 
detail in the data collection portion of Chapter 4.   
For the first survey, a pre-screening qualification HIT was made available in order 
to identify the MTurk workers who met the population qualifications (U.S., Gen X and Y, 
full-time employees, non-managers that report to managers, early and mid-career stage, 
and traditional and virtual workforce type).  System qualifications of residing in the U.S. 
and 90% HIT approval rating were applied.  A researcher generated qualification was 
also included in the HIT parameters to prevent repeated participation.  Once individuals 
who completed the first survey were qualified during the data cleaning process, they were 
contacted by the researcher through the MTurk interface and invited to complete the 
second survey about work industries.   
The purpose of the second survey was to gather more detailed information on the 
specific, qualified MTurk workers in an effort to identify those in service industries.  In 
order to deploy this second survey in MTurk, two HITs were created, both of which 
contained a unique link to the same industry survey.  The HIT for virtual identified 
workers contained a researcher generated qualification, which was created in order to 
allow only those qualified to attempt survey 2 access to the HIT and survey.  Similarly, a 
researcher generated qualification was assigned to the HIT for traditional identified 
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workers.  This allowed only those traditional qualified individuals to access the HIT and 
attempt survey 2.   
Chosen individuals who met all of the study qualifications were again invited by 
the researcher through the MTurk interface to complete survey 3, the managerial 
coaching survey, including demographic and work characteristic items.  Similar to survey 
2, this third survey was made available by using two HITs in MTurk, one for the virtual 
group and one for the traditional group.  For the virtual workforce, a researcher generated 
qualification was included to allow only those specific, qualified individuals to accept the 
HIT and access the survey.  This same process was followed for the traditional workforce 
group, where a researcher generated qualification was assessed.   
This third and final survey was comprised of previously validated measures.  
These included the CBM (Ellinger et al., 2003) to measure managerial coaching 
behaviors and negative affect (NA) items from the positive and negative affect schedule 
(PANAS) short-form to represent a latent marker variable (Thompson, 2007).  The results 
were cleaned and tested for statistical assumptions.  Also, the traditional and virtual 
workforce groups were assessed for equality based on demographic and work 
characteristic variables.  From the results of this third and final survey, statistical analysis 
was performed and a determination was made to employ propensity score analysis (PSA) 
because statistically and practically significant differences were found among some of 
these characteristics.  Then, examination of the data proceeded using MGCFA to test for 
MI and latent mean comparisons.  All analysis occurred via the statistical software 
packages R (build 3.4.3) and IBM® SPSS AMOS 23.0.0. 
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Hypotheses 
 Four research hypotheses were tested in this study, support for which was 
provided in Chapter 2, and are presented here briefly.  Among the few researchers 
interested in both the virtual and traditional workforce, some have reported but not 
compared, means of groups with regard to demographic variables: gender, age, race, 
income, job tenure, and organizational tenure (Fonner & Roloff, 2010; Henke et al., 
2016; Morganson et al., 2010; Wheatley, 2012).  Additionally, others have compared 
mean differences with regard to demographic variables (e.g., age, gender, job tenure; 
Konradt et al., 2003) and work and personal/family life aspects (Hill et al., 2003) between 
traditional and virtual employees.  However, MI was not considered in the 
aforementioned studies, which is a prerequisite for making comparisons between groups 
(Meredith, 1993; Vandenberg & Lance, 2000).   
For the purposes of this study, the CBM (Ellinger et al., 2003) managerial 
coaching instrument was used to assess MI between virtual and traditional employees.  
The following three hypotheses were proposed, with regard to MI testing: 
H1: Data from the CBM will yield configural invariance by type of employee 
(i.e., virtual and traditional).  
H2: Data from the CBM will yield metric invariance by type of employee (i.e., 
virtual and traditional). 
H3: Data from the CBM will yield scalar invariance by type of employee (i.e., 
virtual and traditional). 
With regard to latent mean differences of perceived managerial coaching behaviors 
between traditional and virtual employees, the following fourth hypothesis was proposed: 
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H4: There will be statistically and practically significant latent mean differences 
for managerial coaching behaviors between traditional and virtual employee 
groups, where the traditional employees will indicate their managers’ exhibit 
more coaching behaviors compared to virtual employees. 
Pilot Study 
 Conducting pilot studies before researchers implement self-completion surveys 
can provide insight into the research design and functionality of instruments (Bryman & 
Bell, 2011).  In this case, a pilot study was conducted in order to gather demographic and 
work characteristic data from an MTurk sample.  The purpose was to ascertain group 
similarities and differences between traditional and virtual employees.  For this pilot, the 
population of interest was very similar to that of the main study.  The Institutional 
Review Board (IRB) procedures for The University of Texas at Tyler were followed and 
approval was received on November 10, 2017.   
Comprehensive analysis and results of the pilot study appear in Appendix D.  The 
results of this pilot study helped to support a priori decisions about the main study.  A 
look at Appendix D: Table D1 indicates the majority of age ranges in the MTurk sample 
were concentrated in Generation X and Y.  Furthermore, because these are the two largest 
generations currently in the labor force (Fry, 2015), focusing on these age cohorts can 
have practical implications for HRD.  Also, the results of this pilot study indicated that 
access to a virtual employee group and a comparable traditional employee group was 
possible using MTurk.  Specifically, this provided support for the feasibility of the 
sample choice for the main study. 
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Population and Sample 
 In behavioral research, the group that a researcher wishes to generalize to, is 
termed the population, from which a sample is selected (Thompson, 2006).  However, by 
the nature of most sampling selection processes not all individuals have a chance to be 
included in the sample.  Those who do have a chance of inclusion constitute the sampling 
frame (Fowler, 2014).   For this study, the population of interest was MTurk workers.  
The sampling frame included adult traditional and virtual employees who were part of 
Generation X and Y, who worked full-time in service industries, lived in the U.S., who 
were not managers but reported to a manager, and who were in the early to mid-career 
stages.  The sample, in turn, was comprised of a sub-set of this sampling frame. 
 This population was important to study for several reasons.  To begin, researching 
both the virtual and traditional workforces together has been identified as an important 
consideration in the telecommuting literature (Bailey & Kurland, 2002; Hill et al., 2003).  
Also, a call in the managerial coaching literature to study virtual managerial coaching, 
has been placed (Beattie et al., 2014), which suggests inclusion of virtual workers.  
Finally, a focus on Generation X and Generation Y was warranted because they are the 
two largest U.S. workforce groups (Fry, 2015).    
Sample 
 Before describing components of the sample, it is worth noting again that the 
MTurk population hail from diverse backgrounds and inquiry has demonstrated their 
desire to become research participants (Buhrmester et al., 2011; Mason & Suri, 2012).  
Also, they are important to study within the HRD context, because the focus has 
generally been limited to the field of psychology (Johnson & Borden, 2012; Rouse, 
2015).  Having access to a wide range of backgrounds, diverse demographics, and 
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individuals experienced with Internet based surveys could benefit many HRD scholars 
searching for this type of group. 
 The workforce characteristics of the desired sample for this study included 
individuals who belong to traditional and virtual workforces.  Due to improved 
technologies and computer-based communication abilities, the virtual workforce has 
evolved beyond home-based telecommuting (Bélanger & Collins, 1998; O’Neill et al., 
2014).  Employees can now work from anywhere, anytime of the day and communicate 
with their managers via ICT (Bailey & Kurland, 2002; Gajendran & Harrison, 2007; 
Martin & MacDonnell, 2012).  Additionally, virtual workers have been grouped by some 
based on the amount of time they actually spend working virtually (Gajendran & 
Harrison, 2007).  This has been labeled high-intensity and low-intensity in the literature 
(Fay & Kline, 2011; Gajendran & Harrison, 2007).  As previously noted, all virtual 
workers were of interest in this study, along with traditional workers who have been 
identified as those who consistently work in the same physical space/location as their 
direct managers and interact face-to-face (Golden, 2007).     
Sample recruitment. With respect to sample recruitment, since the researcher 
desired comparable groups of traditional workers and virtual workers, a pre-screening 
qualification HIT, containing a link to the first survey, was developed in MTurk for 
recruitment purposes.  The purpose of this HIT containing the first survey, was to help 
build the sampling frame of qualified MTurk workers.  Recruitment occurred by first 
developing the MTurk required components for the HIT, which included the title, 
description, keywords, instructions, financial incentive, and secure link to the pre-
screening survey.   
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During the creation of the HIT, MTurk system qualifications of residing in the 
U.S. and with a HIT approval rating of at least 90% were imposed (AMT Developer, 
2017).  To expound upon the approval rating, this indicates “previous Requesters 
accepted 90% or more of the HITs submitted by an individual”; therefore, “respondents 
have an incentive to read instructions carefully and consider their responses” (Berinsky et 
al., 2012, p. 366).  The qualification of a 90% approval rating is one of the best practices 
identified for extracting quality data from MTurk workers (Barger & Sinar, 2011; Feitosa 
et al., 2015; Mason & Suri, 2012).  Both of these qualifications (U.S. residents and 
approval rating) are system-assigned by MTurk, as opposed to researcher assigned (AMT 
Tutorial, 2017).        
Representativeness of sample.  In the case of convenience sampling, the 
determination of how representative the sample is to the population is an important 
researcher consideration in order to generalize findings and to be included by others in 
research syntheses (e.g., meta-analyses; APA, 2010).  One way a researcher could 
evaluate and compare a sample to a population of interest is by comparing demographics 
(Kline, 2009).  Several demographic variables were collected as part of this study; 
however, comparing these to the virtual worker population was extremely challenging.  
This could be partly attributed to the U.S. Census Bureau and the Bureau of Labor 
Statistics releasing basic findings of survey results related to telecommuting (Gardner & 
Lister, 2017).  Moreover, detailed analysis of data were not readily available from public 
and private sources with regard to the virtual workforce.  As a result, selected virtual and 
traditional worker demographics were compared to those reported by the U.S. Census 
Bureau (USCB). 
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The USCB provided overall statistics about the following groups: a) onsite 
worker – no days worked from home; b) mixed worker – worked from home at least one 
full day per week; and c) home worker – worked from home every day (Mateyka et al., 
2012, p. 3).  For the current study, the traditional and virtual group demographics of 
gender, race, and income from the pooled sample were compared to these USCB groups.  
In order to make these comparisons, categorical choices provided by the USCB surveys 
were carefully matched to those from this study.   
The gender category was reported by the USCB as male or female, which was the 
same categorical choices collected in the present study.  With respect to race, the USCB 
included “White alone”, “Black alone”, “Asian alone”, and “All other races, alone or in 
combination” (Mateyka et al., 2012, p. 5).  Therefore, for comparison purposes, some of 
the following categorical choices from the current study were aggregated, following 
Kline’s (2016) recommendations: a) White compared to White alone; b) Black or African 
American compared to Black alone; d) Asian compared to Asian alone; and e) American 
Indian or Alaskan Native, Native Hawaiian or Pacific Islander, Prefer not to specify, and 
any respondent who chose more than one race compared to All other races alone or in 
combination.  The income levels reported by the USCB included “Under $25,000”, 
“$25,000 to $49,999”, “$50,000 to $74,999”, “$75,000 to $99,999”, and “$100,000 or 
more” (Mateyka et al., 2012, p. 5).  For this demographic in order to compare to the 
current study, some levels of the variable were aggregated (Kline, 2016).  Specifically, 
the following levels were combined for comparison ease: a) under $20,000, $20,000-
$34,999, $35,000-$49,999 combined and compared to under $25,000 combined with 
$25,000 to $49,999; b) $50,000-$74,999 and $75,000-$99,999 combined and compared 
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to $50,000 to $74,999 combined with $75,000 to $99,999; and c) $100,000 or more 
compared to $100,000 or more.   
 Sample size.  Sample size is an important component for many quantitative 
researchers and should be thoughtfully considered (Fowler, 2014).  For this study there 
were three different surveys with three unique sample size requirements.  Each of these 
are discussed hereafter, beginning with the third survey.  In this study, this third and final 
survey was comprised of eight items from the CBM (Ellinger et al., 2003) and five items 
from the NA scale (Thompson, 2007).  The intent was to assess MI of virtual and 
traditional employees from a MGCFA standpoint.  Therefore, the sample size needed to 
be sufficient from a statistical analysis aspect, as well as a general study aspect. 
 Henson and Roberts (2006), from a statistical analysis consideration when 
conducting CFA, recommend a minimum ratio of 10:1.  This indicated for the present 
study, a minimum sample size of 130 virtual workers and 130 traditional workers, or 260 
total respondents for the entire sample.  From a more general perspective, guidelines 
proposed by Wolf, Harrington, Clark, and Miller (2013) were referenced.  These 
procedures included consideration of sample size based on the number of indicators, 
number of factors, and the magnitude of the factor loadings from CFA.   
During their Monte-Carlo simulations, factor loadings were varied “using 
standardized loadings of .50, .65, or .80” (Wolf et al., 2013, p. 917).  The CBM has eight 
items that load on a single first-order factor (Ellinger et al., 2003) and the NA scale has 
five items that load on a single first-order factor (Thompson, 2007).  When reviewing the 
literature, the factor loadings of the CBM have been slightly above or near the .65 
threshold.  For the NA items in the PANAS short-form, factor loadings were found in the 
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range of .55 to .81 (Thompson, 2007).  With this in mind and studying the minimum 
sample size required for CFA models (see: Figure 3, B: CFA Loadings of .65 of Wolf et 
al., 2013, p. 922), a sample size of 50 would be recommended for factor loadings at the 
.65 threshold of one factor with eight indicators and a sample size of 55 would be 
recommended for the same threshold of one factor with six indicators (five indictors is 
not provided in the figure).  Therefore, one could surmise that a total sample size of 105 
would have been recommended, encompassing 50 respondents for the CBM and 55 
respondents for NA.  However, this would have been the consideration for one group, 
since this study sampled two groups (virtual and traditional), the suggested sample size 
applying Wolf et al. recommendations became 210.  Given all of this information and 
best practices for a larger sample size while employing SEM (cf. Kline, 2016), a total 
sample size target of 500 (250 traditional and 250 virtual) for the third survey was 
considered to insure satisfactory sample groups by workforce. 
 Provided that others have found response rates of multi-wave designs in MTurk in 
the 60% to 75% ranges (Berinsky et al., 2012; Buhrmester et al., 2011; Stoycheff, 2016), 
it was estimated that the sample size requirements for the industry survey (survey 2) 
would be 425 per workforce group.  This was arrived at by starting with the sample size 
of 250 estimated for the third and final survey and increasing by 60%.  For instance, 250 
divided by 0.60 equals 416.67, essentially 417.  Then, this number was increased slightly 
to 425 to ensure adequate sample size.  Thus, a total of 850 was the recommended sample 
size for the second survey. 
 The same process was then executed to calculate sample size requirements for the 
pre-screening survey (survey 1).  Taking into consideration the conservative estimate of a 
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60% response rate with multi-wave studies by others using MTurk, the sample size of the 
virtual workforce needed for the first survey was estimated to be 708.  This number was 
calculated by taking the sample size estimate from survey 2, which was 425, and dividing 
by 0.60 (425/.60 = 708.33).  However, the sample size estimate for the traditional 
workforce was much larger.  It was estimated that the total number of traditional workers 
that would be required in order to access 708 virtual workers was 4,351.  In other words, 
by nature of the ratio of the number of traditional workers for every one virtual worker, 
the end result would be about 4,300 traditional workers.                    
Instrumentation 
 This study focused on the assessment of MI between traditional and virtual 
employees with respect to managerial coaching behaviors.  Therefore, the CBM (Ellinger 
et al., 2003) to measure coaching behaviors was utilized.  A detailed discussion of this 
instrument was included in Chapter 2; therefore, more concise information is provided 
along with the latent marker variable instrument.  Item scores were used as manifest 
indicators for the two variables: managerial coaching behaviors and the latent marker 
variable.   
CBM 
 From the findings of a qualitative study, after framework categories were 
recognized and behavior clusters identified, a number of themes emerged (Ellinger & 
Bostrom, 1999; Ellinger et al., 1999).  From these themes, eight items were created for 
employees to rate their managers’ coaching behaviors (Ellinger et al., 2003).  Sample 
items include, “My supervisor provides me with constructive feedback” and “My 
supervisor uses analogies, scenarios, and examples to help me learn” (Ellinger et al., 
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2003, p. 443).  All the items were presented with a seven point Likert scale ranging from 
almost never (1) to almost always (7; Ellinger et al., 2003). 
 Of the researchers that have used this instrument, most found strong reliability of 
the data with the scale ranging from α = .929 to .988 (Ellinger et al., 2011; Kim, 2014; 
Kim et al., 2013; Pousa & Mathieu, 2014a; 2014b; Pousa & Mathieu, 2015).  
Specifically, Ellinger and colleagues found the eight items demonstrated high reliability 
(α = .939) among 438 employees (Ellinger et al., 2003, p. 446).  Composite reliability 
was also included by some researchers, wherein indexes of .920 (Pousa et al., 2017 p. 
227), .948 (Pousa & Mathieu, 2014a, p. 69), and .950 were reported (Pousa & Mathieu, 
2015, p. 25).  This all suggests that the CBM scale is internally consistent. 
A principal component analysis (PCA) of the items all returned scores between 
.769 and .876 and the item-to-total correlations fell in the .704 to .876 range, all 
significant and in the predicted direction (Ellinger et al., 2003, p. 446).  Many researchers 
demonstrated convergent validity, using a CFA approach (Kalkavan & Katrinli, 2014; 
Kim, 2014; Kim et al., 2013; Kim et al., 2014; Pousa & Mathieu, 2014a; Pousa & 
Mathieu, 2015; Pousa et al., 2017).  Measurement model factor loadings varied amongst 
studies reporting factor loadings; although, all eight items had significant factor loadings 
above .70 (Kalkavan & Katrinli, 2014; Kim et al., 2013; Pousa & Mathieu, 2014a; Pousa 
& Mathieu, 2015).  A version of this same scale was tested with seven items (numbers 1-
7) and the CFA loadings ranged from .750 to .852, all of which loaded most heavily on 
the theoretical construct (Hagen & Peterson, 2015, p. 124).  Ellinger et al. (2011) also 
reported CFA loadings (.80-.90) for a modified version of this employee scale (items 2-5 
and 7, p. 76).  Discriminant validity was explored by some, via comparing the square root 
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of the AVE values to factor correlations.  Results indicated that the square root of the 
AVE for coaching was larger than its correlations with: customer orientation, sales 
orientation, and performance (Pousa & Mathieu, 2014a); self-efficacy, behavioral 
performance, and results performance (Pousa & Mathieu, 2015); and behavioral 
performance and sales performance (Pousa et al., 2017).  The scale is presented in its 
entirety in Appendix C.   
Latent Marker Variable 
In order to assess common method variance, a latent marker variable was 
incorporated into the survey (Podsakoff et al., 2003).  Specifically, the negative items 
from the short-form of the PANAS (Thompson, 2007) was employed.  Negative affect “is 
a general dimension of subjective distress and unpleasurable engagement” (Watson, 
Clark, & Tellegen, 1988, p. 1063). This portion of the PANAS scale gathers negative 
dimensions of trait affects, a key construct in the field of applied psychology (Thompson, 
2007; Watson et al., 1998) and consists of five items.  The items were assessed on a five 
point Likert type scale from never (1) to always (5).  Additionally, items were prefaced 
with “Thinking about yourself and how you normally feel, to what extent do you 
generally feel:” and include, “upset”, “hostile”, “ashamed”, “nervous”, and “afraid” 
(Thompson, 2007, p. 240).  The use of this instrument, as an ideal marker variable to 
assess common method variance (Lindell & Whitney, 2001; Richardson, Simmering, & 
Sturman, 2009), has received support in the literature (Williams & McGonagle, 2016).  
Reliability estimates ranged from α = .72 to α = .87 across samples (Thompson, 2007; 
Williams & McGonagle, 2016).  The scale is presented in its entirety in Appendix C.   
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Survey Design 
 The surveys (see Appendix E) for this study were designed and developed by the 
researcher using Qualtrics®.  They were accessible, via MTurk HITs, through an Internet 
hyperlink that connected to the online surveys, which could be viewed by readily 
available browsers.  Additionally, the hyperlinks were unique to the researcher’s surveys 
and could not be accessed from other publicly available sites.  The restriction available in 
Qualtrics® to allow only one response per Internet Protocol (IP) address was employed 
(cf. Goodman et al., 2013).   
There were a total of three surveys included as a part of this study, which 
encompassed a pre-screening qualification survey (survey 1), an industry survey (survey 
2), and a managerial coaching survey (survey 3).  All instrumentation, demographic, and 
work characteristic items, with answer choices, can be seen in Appendix C.  Each survey 
is discussed in the following sections separately, where design, biases, and additional 
considerations are all provided. 
Pre-Screening Qualification Survey: Survey 1 
 The first survey (survey 1) was designed as a pre-screening qualification survey 
(see Appendix E: Survey 1).  It served the purpose of helping to construct a sampling 
frame from the MTurk population.  This survey consisted of nine questions, with one 
additional question specific to those who identified themselves as virtual workers.  In 
essence, this survey was designed to help the researcher find those from the MTurk 
population who were traditional and virtual full-time adult employees of Generation X 
and Y, who worked in the U.S., who were in the early and mid-career stages, which 
reported to a manager, yet were not managers.  Specifically, all of the desired responses 
of the noted demographic and work characteristic items are presented in bold in 
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Appendix C.  Once these individuals were identified from the results of the pre-screening 
survey, the second survey was considered.   
 Biases.  A number of biases have been thoroughly discussed in literature related 
to survey designs.  One of these, common method bias, was considered and several 
approaches to control for common method variance (CMV), a source of measurement 
error (Podsakoff et al., 2003), are discussed as follows.  First, respondents were instructed 
during the informed consent that no specific identifying information, such as an e-mail 
address or name, was collected.  Also, they were assured during the survey that their 
responses were confidential, with only aggregate data being reported and analyzed.  
Further assurance was provided that there were no right or wrong answers, in an effort to 
avoid evaluation apprehension (Podsakoff et al., 2003).   
A second bias found in quantitative survey research is that of non-response bias 
and methods to control for were considered in this study.  In terms of presentation, the 
survey indicated official sponsorship by including a university name and logo in the 
survey, which has been suggested in order to increase response rates (Fan & Yan, 2010).  
Additionally, the next button feature in Qualtrics® was used; however, respondents were 
required to keep moving forward and were prevented from going back to previous 
screens.  A progress status bar was not used, as this has been shown in research with 
surveys that provide a financial incentive to increase drop-off rates (Villar, Callegaro, & 
Yang, 2013).  The number of screens and scrolling of pages were kept to a minimum, 
another factor shown to affect non-response bias (Fan & Yan, 2010).  Also, to avoid 
missing data complications (Wolf et al., 2013), all responses were required (i.e., forced 
response).  The amount of time it potentially would take to complete the survey, in order 
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to avoid survey fatigue, was another factor of consideration to reduce non-responses 
(Cook et al., 2000).   In the case of this study, it was estimated by Qualtrics® software 
that survey 1 would take respondents about 1-2 minutes to complete. 
 Additional considerations.  Other components of the survey design were 
important to consider, particularly elimination questions and “bot” responses, which were 
addressed.  For this study, no elimination questions were presented.  This was to adhere 
to MTurk’s updated policy of not allowing elimination/screening questions for the 
purpose of removing respondents in an effort to screen out individuals and not provide 
financial compensation.  For instance, in the past some requestors were removing 
workers who had answered several questions, without paying for these responses.  The 
worker community requested that MTurk not allow this practice to continue (Chambers 
& Nimon, 2018; Chambers et al., 2016).   
In this pre-screening survey, if consent was provided, an artificial 
intelligence/robot check (“bot” check) appeared to help mitigate the risk of collecting 
unreliable data due to bot-generated survey responses (Chambers et al., 2016).  This was 
an authentication question to ensure participants were human and had an understanding 
of the English language (e.g., “What is the third word in this question: How many stars 
are in the American flag?” Rouse, 2015, p. 305).  Once this was confirmed, the 
respondent continued with the survey.  However, if the bot check was not passed or if 
consent was not initially provided, the respondent was directed to an exit survey screen.  
Those who failed the bot check or did not provide consent were not allowed to continue 
the survey and did not receive a confirmation code to enter into MTurk’s system for 
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payment.  This practice of using bot checks for elimination was a best practice considered 
for this survey design (Chambers et al., 2016; Mason & Suri, 2012).   
The pre-screening questions included in this survey were thoughtfully chosen and 
are available to view in Appendix E.  First, the country where a person worked was asked 
to confirm those who worked in the U.S.  Next, age was presented with a number of 
categorical choices by birth year, which mirrored generational cohorts (Festing & Shafer, 
2014; Lyons & Kuron, 2014; Martin & Gentry, 2011).  Employment type was the next 
question asked of respondents, where choices were presented in order to identify 
employees.  A question regarding if the respondent currently reported to a manager with 
yes or no choices was then presented.  The average number of hours worked per week 
was also included and category choices were a mutually exclusive list, to identify full-
time individuals.   
Organization type choices were then presented, which were modeled after Fonner 
and Roloff (2010).  Next, career stage was presented in terms of early, mid, and late, with 
definitions provided (cf. Cohen, 1991).  Then, a question of whether or not a respondent 
was a manger was asked, with choices provided.  Last, respondents were asked to 
indicate whether they were a traditional or virtual employee, wherein characteristics of 
each workforce type were given in accordance with others from the virtual literature (e.g., 
Fonner & Roloff, 2010; Gajendran & Harrison, 2007; Golden, 2007; Olson & Primps, 
1984).  If a person indicated he/she was a traditional employee, then the individual was 
directed to an end of survey message, with a unique confirmation code.  Alternatively, if 
a person indicated he/she was a virtual employee, then a final question was presented that 
required respondents to indicate the number of days each week they worked virtually.  
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These category choices were modeled after those from the virtual literature (Fonner & 
Roloff, 2010; Gajendran & Harrison, 2007).  Once this question was answered, the 
virtual respondents were directed to an end of survey message containing a unique 
confirmation code.   
Industry Survey: Survey 2 
The industry survey (survey 2) was comprised of an age and industry question 
(see Appendix E: Survey 2).  The purpose was to gather additional characteristics from 
the sampling frame constructed from survey 1 results and to further identify the sample 
by industry.  Once the results from this survey were analyzed and the sampling frame 
further narrowed, the third survey was made available.   
 Biases.  Similar to the discussion from survey 1, a number of biases and possible 
ways to diminish, were considered.  Respondents were instructed during the informed 
consent that no specific identifying information was collected.  Their responses were 
confidential, with only aggregate data being reported and analyzed.  Also, assurance was 
provided that there were no right or wrong answers, to avoid evaluation apprehension 
(Podsakoff et al., 2003).  Second, non-response bias and methods to control for were 
considered.  The survey, in terms of presentation indicated official sponsorship by 
incorporating a university name and logo in the survey, which has been suggested by Fan 
and Yan (2010) to increase response rates.     
The next button feature was used; although, respondents were required to keep 
moving forward and were prevented from going back to previous screens.  Due to 
research about providing financial incentives, a progress status bar was not used because 
it has been shown to increase drop-off rates (Villar et al., 2013).  Additionally, the 
number of screens and scrolling of pages was kept to a minimum, another factor shown to 
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affect non-response bias (Fan & Yan, 2010).  All responses were required (i.e., forced 
response) to avoid missing data complications (Wolf et al., 2013).  The amount of time it 
potentially should take to complete the survey in order to avoid survey fatigue was 
another factor of consideration to reduce non-response (Cook et al, 2000.).  This survey 
only had two questions; consequently, the projected time for a person to complete it was 
approximately 1-2 minutes, estimated by Qualtrics® software. 
Additional considerations.  A few additional components of the survey design 
were important to consider, such as elimination questions and bot responses, similar to 
survey 1.  For survey 2, elimination questions were not used for the same reason 
mentioned in the discussion for survey 1.  Specifically, MTurk highly discourages the use 
of elimination/screening questions for the purpose of removing respondents (Chambers & 
Nimon, 2018).  Second, comparable to that in survey 1, a bot check was presented after a 
consent screen (Chambers et al., 2016).  Once this check was successfully passed, 
respondents were presented with two questions.  If the bot check was failed or if consent 
was not initially provided, the respondent was directed to an end of survey message and 
was not allowed to continue the survey, akin to the procedure described for survey 1.  
The first question of age was asked with the same categorical choices as those in 
survey 1.  This served as a way to cross-check that respondents from this second survey 
answered the question in the same manner as those respondents from survey 1, who were 
invited to take survey 2.  In other words, individuals who answered this age question in 
survey 2 would have indicated their birth year between 1965 and 1980 (representing Gen 
X) or 1981 and 2000 (representing Gen Y).  Then, respondents in survey 2 were asked to 
indicate the industry that described the type of work their company operated in, 
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regardless of their actual job position.  The 20 industry categorical choices were those 
provided by the Occupational Information Network (O*NET, 2017). 
Managerial Coaching Survey: Survey 3 
The managerial coaching behaviors survey (survey 3) included the eight 
managerial coaching items, the five latent marker variable items, six demographic 
questions, and six work characteristic questions (see Appendix E: Survey 3).  The 
purpose of survey 3 was to gather data for this study in order to analyze MI between 
traditional and virtual employees.  Furthermore, the results informed the researcher’s 
decision to employ propensity score analysis (Rubin, 1997), because the traditional and 
virtual groups were not equivalent with regard to the demographic and work 
characteristic variables.       
Biases.  Biases discussed in the previous sections for survey 1 and 2 were 
addressed for survey 3, along with several others.  First, respondents were instructed 
during the informed consent that no specific identifying information, such as an e-mail 
address or name, was collected.  Similar to the other surveys, they were assured their 
responses were confidential, with only aggregate data being reported and analyzed.  
Further declarations were provided that there were no right or wrong answers, in an effort 
to avoid evaluation apprehension (Podsakoff et al., 2003).   
This study was not comprised of both an independent and dependent variable; 
therefore, priming effects that could occur when surveys include multiple variables 
(Podsakoff et al., 2003) was not a source of CMV.  This final survey was divided into 
blocks; for example, managerial coaching items were in one block, latent marker variable 
items were in one block, and demographic and work characteristic questions were in one 
block.  A latent marker variable technique was applied (Williams, Hartman, & Cavazotte, 
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2010) in this study using the NA items from the PANAS (Thompson, 2007), which has 
been employed as a marker variable (Williams & McGonagle, 2016).  Counterbalancing 
of items was not used; even though it is an acceptable method for controlling CMV 
(Podsakoff et al., 2003).  All survey items were presented in the exact order, with Likert 
scale responses, as the originally developed instruments.  The scale anchors and ordering 
of items were not altered, as sometimes this can change the meaning of a construct or 
compromise validity (Podsakoff et al., 2003). 
 Methods to control for non-response bias are discussed next.  In terms of 
presentation, this survey also indicated official sponsorship by including a university 
name and logo in the survey, which has been suggested in order to increase response rates 
(Fan & Yan, 2010).  Also suggested to increase response rates is that salient topics be 
presented to potential respondents (Cook et al., 2000).  In the case of this study, qualified 
MTurk workers (i.e., U.S. full-time non-managerial employees) would find a survey 
about managerial perceptions relevant.  Additionally, the next button feature in 
Qualtrics® was used; however, respondents were required to keep moving forward and 
were prevented from going back to previous screens, analogous to survey 1 and 2.  A 
progress status bar was not used as this has been shown in research with surveys that 
provide a financial incentive to increase drop-off rates (Villar et al., 2013).  The number 
of screens and scrolling of pages were kept to a minimum, another factor shown to affect 
non-response bias (Fan & Yan, 2010).  Also, to avoid missing data complications (Wolf 
et al., 2013), all responses were required (i.e., forced response).  The amount of time it 
potentially should take to complete the survey in order to avoid survey fatigue was 
another factor of consideration to reduce non-responses (Cook et al., 2000).   In the case 
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of this survey, it was estimated by Qualtrics® software, that it would take around 6-8 
minutes to complete.   
All of these factors were taken into consideration to reduce non-response bias.  
However, because the current study was not designed as a longitudinal or semi-
longitudinal study where the same items were assessed at different time points, 
statistically and practically significant tests for non-response bias could not be conducted.  
Only the third survey contained demographic and work characteristic questions, in order 
to be able to compare the study’s sample with published descriptive statistics; although, 
no such information was collected from survey 1 (pre-screening) or survey 2 (industry) 
respondents.  Therefore, a comparison between those who were invited to survey 3 and 
completed the survey versus those invited to survey 3 but did not complete, could not be 
analyzed.  In more certain terms, the demographic and work characteristic descriptors of 
those who were invited yet did not complete the third survey, were unknown to the 
researcher.      
Additional considerations. Similar to survey 1 and 2, there were other 
components of the survey design that were important to consider.  For this survey, 
elimination questions, bot responses, and instructional manipulation checks (IMC) were 
all addressed.  No elimination questions were included for reasons previously stated in 
the discussion of the other two surveys.  If consent was provided, a bot check appeared in 
order to help mitigate the risk of collecting unreliable data due to robot generated survey 
responses (Chambers et al., 2016).  Once this was confirmed, the respondent was able to 
continue with the survey, which began with the managerial coaching items.  
Alternatively, if consent was not provided or if the bot check was failed, the respondent 
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was directed to an end of survey message and was not allowed to continue the survey.  
Also similar to the other two surveys, in this third survey if the respondent was directed 
to this end of survey message a unique confirmation code was not provided.   
The managerial coaching items were presented in a matrix design with the 
instructions and Likert scale at the top.  Before the items related to the latent marker 
variable were made available, the IMC designed to ensure participants were paying 
attention during the survey (Oppenheimer, Meyvis, Davidenko, 2009), was applied.  This 
attention check should help to focus or re-focus participants’ attention on the survey.  
Additionally, IMC’s should support identifying responses that might have added “noise” 
to the sample and affected the quality of data collected (Oppenheimer et al., 2009, p. 
868).  Once the IMC was answered, the items related to the latent marker variable were 
presented in a matrix format with instructions and Likert scale at the top, followed by 
demographic and work characteristic variables. 
For this third survey, the demographic and work characteristic questions were 
thoughtfully chosen and placement was carefully considered.  Gender, age, race, 
ethnicity, education level, and annual salary were all demographics collected.  All of 
these variables were presented with a number of representative choices.  Gender, race, 
and ethnicity category choices were modeled after the BLS (BLS, 2017) and were 
included because they are commonly specified in research pertaining to exchange 
relationships (Merriman et al., 2007).  Category choices for age were presented by birth 
year, which was the same as those in survey 1 and 2 (Festing & Shafer, 2014; Fry, 2015; 
Lyons & Kuron, 2014; Martin & Gentry, 2011).  The category choices for education level 
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and annual salary were akin to those from the BLS (2017) and were included as a way to 
compare this sample to those demographics reported by the BLS.   
Work characteristic items included organizational tenure, job tenure with manager 
(cf. Bailey & Kurland, 2002), and organization type.  Organizational and job tenure with 
manager category choices included mutually exclusive year ranges, similar to the BLS 
(2017).  The organization type choice were the same as those presented in survey 1, 
modeled after Fonner and Roloff (2010).  Also, several questions asked in the pre-
screening qualification survey (survey 1) were included again in this survey as a way to 
cross-check and validate responses.  Specifically, the country where a person worked, 
employment type (i.e., employee, contractor, temporary), and average hours worked per 
week were included.  In this survey, all demographic and work characteristic questions 
were placed at the end, which is a recommendation when they are organizational in 
nature.  Additionally, this placement has been shown to not affect the mean of non-
demographic items (Teclaw, Price, & Osatuke, 2012).     
Data Collection 
 The Institutional Review Board (IRB) approval process through The University of 
Texas at Tyler, along with survey instrument permissions (see Appendix F), were the 
only permissions required in order to collect data.  Participation from MTurk workers 
was completely voluntary, therefore no prior permission was required.  The IRB 
application and supporting documentation were submitted and approval was received on 
January 18, 2018.  As soon as this approval was acknowledged, the first batch in the pre-
screening HIT, containing the link to the pre-screening survey (survey 1), was deployed 
in MTurk.   
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 All data were collected via the Internet by creating survey projects in Qualtrics® 
and deployment of the online surveys through MTurk.  The three surveys, discussed in 
the survey design section of this chapter and available to view in Appendix E, were 
created using Qualtrics® software.  All surveys for this study were made available by 
creating HITs in MTurk and publishing batches of unique assignments (i.e., the number 
of desired respondents).   
Financial incentives were carefully considered for each survey.  Research on the 
behavior of MTurk workers indicates a reservation wage: the least amount of pay for 
which they would perform a HIT, of $1.38 per hour (Chilton, Horton, Miller, & Azenkot, 
2010) with an average effective hourly wage of $4.80 (Ipeirotis, 2010).  In MTurk, the 
incentive offered is “not often used for finding HITs” by workers (Mason & Suri, 2012, 
p. 7).  However, some amount of financial incentive has been shown to increase response 
and retention rates of online surveys (Fan & Yan, 2010; Göritz, 2006).  It has been noted 
that if researchers offer a relatively small incentive compared to the estimated survey 
completion time, results may take longer to collect through MTurk (Chambers et al., 
2016).  Therefore, an individual might consider offering a higher rate (Berinsky et al., 
2012), which has been associated with faster response rates with no effect on data quality 
(Buhrmester et al., 2011; Rouse, 2015).   
Pre-Screening Qualification Survey      
The pre-screening qualification survey (survey 1) was deployed by creating one 
HIT in MTurk with an initial batch.  This HIT contained two system qualifications (U.S. 
and 90% approval rate) and one researcher generated qualification (pre-screening 
complete; see Appendix G: Survey 1).  The first batch was set to collect 500 unique 
assignments (i.e., number of desired respondents), to begin data collection.  It has been 
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noted that researchers have the option in MTurk to create one batch for the total number 
of desired assignments or multiple batches for the total number of desired assignments 
(Chambers & Nimon, 2018).  If the latter option is chosen, repeated participation by 
MTurk workers is a concern (Chandler et al., 2014).  Although, a researcher created 
qualification in MTurk can be developed to prevent repeated participation (Chambers & 
Nimon, 2018), which was addressed for survey 1.   
Once the first batch of 500 was complete, the results were retrieved from 
Qualtrics® and another batch, deployed through the initial pre-screening HIT in MTurk, 
was released.  It was anticipated that traditional respondents would be plentiful; however, 
it was expected that virtual respondents would not be as prevalent.  Therefore, batches of 
100-500 unique assignments each were published until the number of virtual respondents 
needed was captured.  The goal of survey 1 was to identify traditional and virtual 
individuals who met all the study parameters to include in the sampling frame, which was 
then sampled from in survey 2 and eventually survey 3. Based on sample size 
calculations already discussed, it was estimated that 708 virtual respondents would be 
sufficient. 
Each batch for survey 1 was published as close as possible to the same time of 
day, a practice followed by other researchers who have used MTurk (Ipeirotis, 2010; 
Mason & Suri, 2012).  Since workers tend to be more plentiful between Tuesday and 
Saturday (Mason & Suri, 2012), it was anticipated that data collection for the first batch 
of 500 respondents would take approximately 3-5 days (Ipeirotis, 2010; Mason & Suri, 
2012).  However, the batch in the HIT remained opened until the desired number of 
responses was received.  This process continued for each additional batch needed to 
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collect sufficient data from the pre-screening survey.  Considering that survey 1 
contained nine questions, with one additional question for workers who identified as 
virtual, the financial incentive offered was kept in line with best practice suggestions.  
Because it was estimated this pre-screening survey would take 1-2 minutes to complete, a 
price of $0.10 per completed survey was offered.   
Industry Survey 
 The next survey included in this study (survey 2) was also deployed through HITs 
in MTurk (see Appendix G: Survey 2); however, only those individuals who qualified 
from the pre-screening survey (survey 1) were considered for participation.  This 
approach of actively contacting qualified respondents was accomplished by using the 
MTurk Web interface and reaching out to individual workers (Chambers & Nimon, 
2018).  Each MTurk worker is assigned a unique worker identification number (worker 
ID), randomly, when he/she creates a worker account (Mason & Suri, 2012).  A 
researcher can send individual e-mail invitations, based on worker ID’s, by using the 
Amazon API or external software, such as R.  By using this technique, survey response 
rates can be calculated (Chambers & Nimon, 2018).  For this study the statistical software 
package R was used to invite the qualified participants to take survey 2.  
 All qualified workers from the virtual workforce type group and a sample of 
qualified workers from the traditional workforce type group were contacted and invited to 
complete survey 2.  Because the researcher already had an established relationship with 
all these workers, it was projected that data collection would take about 5-7 days per 
batch.  Response rates from other researchers employing a similar design have been 
promising, with 60% to 75% ranges (Berinsky et al., 2012; Buhrmester et al., 2011; 
Stoycheff, 2016).  For each batch of survey 2, if initial response rates were below this 
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threshold in the first couple of days after an invitation was sent, a follow-up e-mail 
invitation was sent to any unique worker ID of those who had not completed survey 2.   
 The industry survey contained two questions and it was estimated the completion 
time would take approximately 1-2 minutes.  Considering that the researcher would be 
requesting that some of the respondents from this survey complete survey 3 as well, a 
financial incentive of $0.25 per completed survey was offered.  Based on the discussion 
of sample size, it was estimated that about 425 responses would be needed for each 
workforce group.   
The results for each batch from this industry survey were studied and the service 
industries were identified.  These service industries were those which are recognized and 
grouped by the BLS (2017).  Once these industries were noted in each batch, the 
qualified virtual respondents were invited to participate in survey 3.  The qualified 
traditional respondents from survey 2 were also identified in a similar manner.  However, 
because the number of traditional qualified respondents was much greater than the 
number of qualified virtual respondents, not all traditional respondents were invited to 
take survey 3.  For instance, the objective was to have the virtual and traditional groups 
as similar as possible in terms of demographics and work characteristics.  The traditional 
respondents, qualified to invite to survey 3, were noted based on a proportional match to 
the qualified virtual respondents.  In other words, the traditional respondents who 
identified the same service industries as the virtual respondents, were invited to take the 
third and final survey.  This ensured the two groups were closely matched, based on 
service industry.     
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Managerial Coaching Survey    
 The final survey for this study was comprised of the managerial coaching items, 
the latent marker variable, and several demographic and work characteristic variables.  
This survey was also deployed through HITs in MTurk (see Appendix G: Survey 3).  The 
sample consisted of the two groups of qualified individuals from survey 2.  Moreover, 
these respondents were contacted in the same manner, wherein an invitation to take the 
survey was sent based on the individuals’ unique worker ID.  Again, founded on the 
notion of a pre-established relationship between the researcher and respondents, data 
collection for each batch was estimated to take 5-7 days.  If initial response rates were 
below 60% to 75% (Berinsky et al., 2012; Buhrmester et al., 2011; Stoycheff, 2016), then 
a follow-up e-mail invitation was sent to those workers who had not completed the 
survey.   
From this survey an estimated sample size of 250 respondents from both the 
traditional and virtual groups was projected, discussed in the sample size section.  This 
third and final survey was comprised of eight managerial coaching items, five latent 
marker variable items, and 12 demographic and work characteristic questions.  Taking all 
of this into account and considering the financial incentives offered by other researchers 
(Chilton et al., 2010; Ipeirotis, 2010), with an estimated survey completion time of 6-8 
minutes, the incentive was set at $1.00 for completed surveys. 
Data Analysis 
 The data analysis portion of this chapter is devoted to the discussion of data 
cleaning, equating of groups, and statistical analysis.  First, data cleaning procedures for 
each survey are described.  Next, the equating of traditional and virtual groups is 
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discussed.  Last, the statistical analysis portion provides specific information and details 
of the data analysis process. 
Data Cleaning 
 In general for each survey, once the data were collected analysis commenced via 
batches to determine the cases that should be systematically eliminated.  In MTurk, when 
batches of HITs were closed because the desired number of completed responses was 
reached, the data files were downloaded from Qualtrics®.  Since MTurk was used as a 
recruitment platform by creating an external HIT with a survey link, the data were 
available for retrieval from the researcher’s personal Qualtrics® account.  Specifically, all 
data were downloaded as comma-separated value (csv) files onto the researcher’s 
personal, password protected computer.  Then, the statistical software SPSS (23.0.0) and 
R (build 3.4.3) were used to clean the data. 
Pre-screening qualification survey.  Qualtrics® provides researchers with the 
option of retrieving csv files with the text responses (e.g., male and female) and the 
number coded responses (e.g., 1 and 2).  The number coded response files were 
downloaded and the cleaning commenced in SPSS by removing any responses with 
missing data.  This could result from not providing consent, failing a bot check, or not 
completing the survey due to interrupted computer service or stopping the survey 
altogether.  All cases with missing data were located and removed from each pre-
screening survey batch. 
 For this survey (survey 1), after missing data was addressed each variable was 
reviewed individually.  The first question regarding the country where the respondent 
worked was analyzed.  Any individual who chose a response other than the U.S. was 
removed from the dataset.  The next portion of data cleaning involved removing those 
153 
 
who were not employees, rather they indicated their type of employment was 
independent contractor, temporary, or not employed.  Additionally, only those workers 
who indicated they reported to a manager were retained.  Any respondent who indicated 
he/she was a manager was removed from the dataset.  Next, age was analyzed and any 
respondent who chose a birth year prior to 1965 was eliminated in order to retain only 
those from the generational cohorts of X and Y.  Then, any individuals who chose late as 
a career stage were eliminated to capture only those in early and mid-career stages.  The 
average number of hours worked each week was the next variable of interest, where those 
who indicated they work less than 35 hours per week were eliminated.   
At this point, the dataset only encompassed the respondents who: worked in the 
U.S., belonged to Generation X and Y cohorts; were employees; reported to a manager; 
worked full-time (over 35 hours per week); identified as early and mid-career stage; and 
were not managers.  The last component of data cleaning for survey 1 was to identify 
those who indicated they worked virtually at least one day per week.  From this cleaned 
dataset for each batch, two groups were created: traditional and virtual.  These groups 
served as the sampling frame for the next survey (survey 2).   
Industry survey.  Once the data for each batch from survey 2 were collected, it 
went through a relatively short cleaning process.  Again, the numeric response csv file 
from Qualtrics® was downloaded and analyzed in SPSS.  The cleaning then began by 
removing any responses with missing data, which could occur because of non-consent, a 
failed bot check, or survey incompletion.  As soon as all cases of missing data were 
removed, the age variable was examined.  Any individual who chose a year of birth prior 
to 1965 was eliminated in order to retain those from the generational cohorts of X and Y.  
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Finally, any respondent indicating they worked in a non-service related industry was 
removed from consideration.  Specifically, four industries were identified as non-service 
(see Appendix C, number 12).  From this data cleaning process of survey 2, a final 
dataset from which to sample was available for the final survey (survey 3).   
 Managerial coaching survey.  After the managerial coaching survey (survey 3) 
was deployed and responses received, the data were cleaned in a systematic manner.  
First, all the data files from Qualtrics® were downloaded as csv files and then saved as 
Excel® files.  These included two files for the virtual group (numeric and word choice 
responses) and two files for the traditional group (numeric and word choice responses).  
All of these files were then converted to ‘.sav’ files and analyzed in SPSS.   
 The data cleaning process started in SPSS, in which all missing cases of data were 
identified and removed from both the numeric and word choice files.  Any missing data 
could be attributed to non-consent of the survey, a failed bot check, or survey 
incompletion.  Cleaning then moved forward with identification of any responses that did 
not correctly answer the IMC.  Specifically, others have eliminated cases of those who 
have failed attention checks in efforts to improve data quality and avoid possible 
departures from normally distributed data (Mawritz, Greenbaum, Butts, & Graham, 2017; 
Peer, Vosgerau, & Acquisti, 2014); although, elimination of these responses could harm 
external validity (Oppenheimer et al., 2009).  Once the missing cases were removed and 
the IMC variable analyzed, the .sav files were exported into csv files.  Next, the two types 
of exported csv files (numeric and word choice responses) were then read into R software 
and combined into one final dataset.  Then, using R, the cleaning process continued by 
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examining the time spent taking this survey.  Any individual who completed the survey 
in less than one minute was considered for removal.     
Several variables that were included in this survey as a way to verify that 
responses belonged to the desired category choices, were cleaned next.  First, if any 
individual chose a year of birth prior to 1965, they were eliminated in order to keep those 
from the generational cohorts of X and Y.  Second, if there were responses indicating a 
country of work other than the U.S., these were removed from the dataset.  Third, only 
those individuals who indicated they worked full-time (35 hours a week or more) were 
kept.  Fourth, the employment type question was reviewed and any respondent who chose 
something other than employee was eliminated.  The data at this point was sufficiently 
cleaned with the exception of reverse coded items and straight-lined responses. 
 The CBM (Ellinger et al., 2003) contains all positively worded items.  A 
respondent could answer all items in a manner which might appear as straight-lining 
(e.g., indicates manager “almost always” exhibits behaviors).  The same could be said for 
the NA items from the PANAS short-form (Thompson, 2007), which contain only 
negatively worded items.  Therefore, appearance of straight-lined responses was carefully 
analyzed.  The five negatively worded NA items did not need to be reverse coded, and 
therefore the scale remained as originally presented.  Once this entire process was 
complete, the data was considered cleaned and was analyzed for this study.   
Equating Traditional and Virtual Groups 
 The main purpose of this study was to test MI between virtual and traditional 
employees with data from the CBM (Ellinger et al., 2003).  This instrument has been 
used to test MI between cross-cultural groups (e.g., English and Taiwanese; French and 
Spanish) where partial scalar invariance was found (Kim et al., 2017).  Yet, a test of 
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invariance between workforce types has not been attempted to the researcher’s 
knowledge.  The study focused on U.S. traditional and virtual full-time non-managerial 
employees from generational cohorts of X and Y, who worked in service industries, who 
reported to managers, and were in the early to mid-career stages in life.  This allowed for 
fairly similar groups of individuals, aside from workforce type (i.e., traditional and 
virtual).  
As part of the interest in MI between virtual and traditional employees was the 
desire to determine if these two groups were statistically and practically significantly 
different by demographic and work characteristics.  Ultimately, the objective was to have 
virtual and traditional employee groups that differed solely by their workforce status.  In 
other words, the goal was that these groups were not statistically different at the p < .05 
level or practically significantly different at the Cramer’s V ≥ .10 level (Kotrlik & 
Williams, 2003; Trusty, Thompson, & Petrocelli, 2004) in terms of gender, age, race, 
ethnicity, education, income, tenure with organization, tenure with manager, and 
organization type.  Therefore, analysis followed guidelines provided by van de Vijver and 
Leung (1997).   
The first recommendation to collect and then confirm comparable groups was to 
use a sampling method that controls for possible group differences.  This was considered 
for this study in that survey 1 (pre-screening survey) was designed to identify 
respondents who were similar in terms of current work status in the U.S., age, 
employment status, average hours worked, career stage, and non-management roles.  
Then, survey 2 (industry survey) was designed to further control for group differences by 
identifying those by industry type.  Furthermore, this chief method of controlling for 
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group differences allowed for the sample to be as similar as possible with respect to the 
demographic and work characteristic variables (van de Vijver & Leung, 1997).   
For the second recommendation, a sequence of Pearson’s chi-squared tests were 
conducted on the demographic and work characteristic variables of gender, age, race, 
ethnicity, education, income, tenure with organization, tenure with manager, and 
organization type.  The analysis indicated the virtual and traditional employee groups 
were statistically significantly different (p < .05) for the variables age and income.  Also, 
the variables age, race, education, income, and organization type were found to be 
practically significantly different (V ≥ .10).  Therefore, propensity score matching (PSM) 
was employed in an effort to balance the sample groups using observed covariates of the 
specific demographic and work characteristic variables (Keiffer & Lane, 2016; Rubin, 
1997).  Sample representativeness results were also indicated in order to provide a 
comparison between the current study and a representative sample from the U.S. Census 
Bureau.    
Statistical Analysis and Assumptions 
 Statistical analysis, through SEM, of the data from the CBM was conducted using 
IBM® SPSS AMOS 23.0.0 software.  A covariance matrix of association was employed 
for the current study because SEM is based on covariance structure analysis (Byrne, 
2010).  Furthermore, maximum likelihood estimation technique was used, which assumes 
multivariate normality (Kline, 2016); although, multivariate normality and multivariate 
outliers were tested and identified (Byrne, 2010; Kline, 2016).  Testing for multivariate 
normality occurred by adhering to the guidelines suggested by both Byrne (2010) and 
Kline (2016), in that a critical ratio > 5.00 was an indication of nonnormality.  A 
multivariate outlier “has extreme scores on two or more variables, or a pattern of scores 
158 
 
that is atypical” (Kline, 2016, p. 73).  Testing for multivariate outliers was assessed by 
examining the squared Mahalanobis distance (D2) for each case (Kline, 2016).  This 
particular statistic “measures the distance in standard deviation units between a set of 
scores for one case and the sample means for all variables”, and a case identified as an 
outlier has a D2 value that is distinctly different from others (Byrne, 2010, p. 106).  After 
the cleaned data from survey 3 and the PSM analysis was analyzed, multivariate 
normality was not present and suggestions from Byrne (2010) and Kline (2016) were 
followed.   
  One of these suggestions, when multivariate normality is not met, is the 
examination of bootstrapping estimates.  This review incorporated a comparison of 
bootstrapped and non-bootstrapped results (Kline, 2016).  Specifically, using AMOS 
software a bootstrap of 500 samples using the default 90% confidence level was chosen 
(Byrne, 2010, p. 336).  When bootstrapped results are not significantly different from the 
non-bootstrapped results, then the non-bootstrapped results are analyzed (Byrne, 2010; 
Kline, 2016).  Last, there were no cases of missing data to be considered as they were 
removed during the data cleaning process. 
Hypotheses Testing 
 Multi-group Confirmatory Factor Analysis (MGCFA) was used to test for MI 
between traditional and virtual workers for hypotheses one through three (H1, H2, and 
H3).  Given the general procedures described by several researchers (Deng, Doll, 
Hendrickson, & Scazzero, 2005; Nimon & Reio, 2011; van de Schoot et al., 2012), the 
analysis of MI began by testing a measurement model for configural invariance (H1).  
When MI was found, then metric (weak) invariance (H2) was tested.  Furthermore, once 
metric invariance was demonstrated, then scalar (strong) invariance was tested (H3).  
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Upon successfully demonstrating scalar invariance, which is a necessary condition for 
comparing means (Meredith, 1993; Steenkamp & Baumgartner, 1998; van de Schoot et 
al., 2012), latent mean analysis commenced to test the fourth proposed hypothesis (H4).  
Additionally, observed mean scores of the traditional and virtual groups were discussed 
and analyzed. 
Measurement Models 
 A measurement model was first established by conducting CFA based on the 
theoretical one-factor model of managerial coaching behaviors (Ellinger et al., 2003) for 
each workforce group separately (cf. Nimon & Reio, 2011; Rusticus et al., 2008).  
Goodness-of-fit indexes for the measurement model were determined based on the 
following criteria: a) Tucker-Lewis Index (TLI) ≥ .95; b) comparative fit index (CFI) ≥ 
.95; c) standardized root-mean-square residuals (SRMR) ≤ .05; and d) root-mean-
squared-error of approximation (RMSEA) .05 to .08 (Kline, 2016; Schumacker & 
Lomax, 2016).  Additionally, correlation residuals were analyzed, with those possessing 
absolute values greater than 0.10 noted (Kline, 2016).  Pattern coefficients, were taken 
into consideration, and were carefully examined to see if there were differences between 
the samples and the recommended minimum of .5 to demonstrate convergent validity 
(Bagozzi & Yi, 1988, p. 82).  A reliability coefficient of α ≥ .70 (Peterson, 1994) and 
composite reliability (CR) ≥ .6 were found to be desirable and served as indications of 
reliability (Bagozzi & Yi, 1988, p. 80).  
Measurement Invariance Testing 
 Measurement invariance testing followed the hierarchical steps outlined in this 
chapter under the general MI section.  The same goodness-of-fit indices used to evaluate 
fit for the measurement model were applied towards MI assessment.  Specifically, the 
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following criteria were utilized: a) TLI ≥ .95; b) CFI ≥ .95; c) SRMR ≤ .05; and d) 
RMSEA .05 to .08 (Kline, 2016; Schumacker & Lomax, 2016).  Furthermore, MI 
analysis included an assessment of changes in these fit indices between models, in 
particular, Δ CFI and Δ χ2 (Cheung & Rensvold, 2002).  A statistically significant change 
in CFA models was determined by a p < .05 value (van de Schoot et al., 2012).  
Guidelines have been provided to evaluate the Δ CFI, namely: Δ CFI ≤ -.01 indicates 
model equivalence; Δ CFI between -.01 to -.02 indicates potential model differences; and 
Δ CFI > -.02 indicates model differences (Cheung & Rensvold, 2000; 2002).   
Configural invariance. To begin, configural invariance was the first level of MI 
tested in the study.  The one-factor CFA detailed in the measurement model section was 
fit to the virtual and traditional workforce groups.  This model (M1) had no constraints 
placed on factor loadings or intercepts, with the exception of one regression path set to 1 
for model specification.  Evaluation of how these two groups fit the CFA model indicated 
if configural invariance was present.  If each sample fits the same model, “where the 
number of factor(s) and the pattern of free and fixed loadings are the same across 
groups”, then configural invariance has been demonstrated (Nimon & Reio, 2011, p. 
205).  Assessment of H1 included reviewing model fit indices, parameter estimates, and 
factor loadings.  Once this hypothesis was supported (configural invariance), metric 
invariance was tested. 
Metric invariance. Metric, or weak, invariance was tested by exploring how well 
groups of data fit a model when the factor loadings for similar items are constrained to be 
equal (Nimon & Reio, 2011; Rusticus et al., 2008).  Therefore, the factor loadings in M1 
were then constrained in model 2 (M2).  In a similar manner, the metric invariance model 
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(M2) was assessed by analyzing model fit indices for each sample group (i.e., traditional 
and virtual); further, a comparison of those indices to those from M1 ensued.  Adhering 
to the guidelines proposed by Cheung and Rensvold (2000; 2002), Δ CFI, Δ χ2, and p-
values were examined to test H2.  Once this hypothesis was supported (metric 
invariance), scalar invariance was tested. 
Scalar invariance.  Scalar (strong) invariance was tested by exploring how well 
groups of data fit a model when the factor loadings and intercepts for similar items were 
constrained to be equal (Nimon & Reio, 2011; Rusticus et al., 2008; Wu et al., 2007).  
Therefore, the intercepts in M2 were set to be equal across groups, presented in model 3 
(M3).  Achieving scalar invariance “implies that the meaning of the construct (the factor 
loadings), and the levels of the underlying items (intercepts) are equal in both groups” 
(van de Schoot et al., 2012, p. 489).  The comparison of models then occurred between 
M2 and M3, to determine scalar MI.  Again, the guidelines proposed by Cheung and 
Rensvold (2000; 2002), of Δ CFI, Δ χ2, and p-values were examined to test H3.  Once 
this hypothesis was supported (scalar invariance), comparison of means were possible 
(Meredith, 1993). 
Latent Mean Analysis 
 Once scalar MI was reached, hypothesis four (H4) was tested by assessing the 
latent mean scores between virtual and traditional employees for the managerial coaching 
behaviors.  As noted, scalar invariance was necessary in order to compare means on a 
latent variable (Kline, 2016; van de Schoot et al., 2012).  This latent mean analysis for the 
study used the scalar invariance model (M3) and was also conducted using IBM® SPSS 
AMOS 23.0.0 software.  Moreover, procedures defined by Byrne (2010) were followed.   
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 To start the analysis, the M3 model was present in the AMOS path diagram 
window.  Under the Analysis Properties tab the Estimate Means and Intercepts option 
was selected (Byrne, 2010, p. 244).  Choosing this option allowed AMOS to give a zero 
then a comma to each factor in both the traditional and virtual groups, indicting the 
groups were set to equal.  Yet, in latent mean analysis, one group should be constrained 
while the other group is estimated freely (Byrne, 2010).  Therefore, it was necessary to 
remove the mean constraints imposed by AMOS on one group (e.g., traditional workers) 
and manually change to a dummy code.  In other words, the assignment of (0,) by AMOS 
was changed to (tw) for the traditional worker group.   
Byrne (2010) indicates that the “decision of which group will be fixed to zero is 
an arbitrary one and has no bearing on the final estimated mean values” (p. 246).  As 
soon as the dummy code was applied to the traditional worker group, the model was 
analyzed and AMOS output studied.  The latent means and p-values were viewed in the 
parameter estimates output (Byrne, 2010).  As a reminder, the virtual worker group was 
constrained and the traditional worker group was allowed to be freely estimated.  
Furthermore, since the traditional worker group was freely estimated, positive latent 
mean scores were an indication that this group perceived their managers to exhibit more 
coaching behaviors than the virtual worker group.   
In order to determine if differences between the groups were statistically 
significant, a p < .05 was an indication.  Also, Cohen’s d effect size was calculated by 
dividing the difference of the latent means by the common standard deviation.  The 
common standard deviation was represented by the pooled standard deviation (weighted 
average of each group’s standard deviation), and was employed because the groups were 
163 
 
the same size (Chiu, Tsai, & Liang, 2015; Hong, Malik, & Lee, 2003).  An effect size of 
d < .20 would be considered small, d < .50 would be considered medium, and d < .80 
would be considered large (Cohen, 1988).  If the p-value was below the indicated 
threshold and Cohen’s d was medium or large, then support for H4 would be indicated.  
Moreover, in an effort to compare means with others from the published literature, 
observed means were reported and analyzed.   
Descriptive Statistics 
 After the data were analyzed and the hypotheses testing was complete, the 
statistical software R (build 3.4.3) was used to calculate descriptive summary measures.  
Modeled after Teo, Lee, Chai, and Wong (2009), these statistics were reported for the 
overall pooled sample and individual sub-samples.  The descriptive statistics that were 
reported for the study included: minimum/maximum values, means, standard deviations, 
skewness, kurtosis, observed correlations, and implied correlations.   
Common Method Variance 
 As part of the overall statistical analysis, CMV was tested with the CFA marker 
technique, which is one method available (Williams et al., 2010).  In this study, NA items 
from the PANAS short-form (Thompson, 2007) were used as the latent marker variable.  
These five items have been utilized as a marker variable in previous research (Williams 
& McGonagle, 2016), which made it an ideal choice. 
 A goal of Williams et al. (2010) was to develop a standard approach to latent 
variable analysis, of which phase one in the approach “includes analyses aimed at testing 
for the presence and equality of method effects” that are associated with this marker 
variable (p. 494).  This approach to CFA marker analysis was followed in this study 
using AMOS 23.0.0 statistical software.  A series of models were constructed, where fit 
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statistics were calculated and compared between models to determine if CMV existed.  
For all models goodness-of-fit statistics of CFI, RMSEA, degrees of freedom (df), and χ2 
were reported.   
In order to determine if method effects were indeed present, model comparisons 
(Δχ2, ΔCFI, ΔRMSEA) beginning with a baseline model and continuing for other models 
were analyzed (Williams et al., 2010).  Four models were considered, including: initial 
CFA model (CFA); baseline model (Baseline); constrained model (Method-C); and 
unconstrained model (Method-U; Williams et al., 2010).  The CFA model included the 
one-factor model of the CBM items and the NA items, loading on this marker variable.  
Both of these latent variables were allowed to correlate, without constraint, to obtain 
factor loadings and measurement error variance estimates for the NA indicators.  Next, 
the Baseline model was constructed by constraining the latent marker paths to the 
regression weights and variance from the CFA model and setting the covariance between 
the substantive variable and the latent marker variable to 0.  Then, for Method-C, direct 
paths were added from the NA latent variable to the CBM item indicators, which were 
constrained.  Last, the unconstrained Method-U retained the same paths from Method-C, 
yet the constraints were removed and the paths were allowed to be freely estimated 
(Williams et al., 2010).   
Specifically, the CFA marker method was performed three times using the one-
factor model.  This encompassed once for the pooled sample (traditional and virtual), 
once for the traditional sample only, and once for the virtual sample only; in order to 
have a global view of CMV at the full sample level and by each workforce group.  This 
multi-sample analysis method has been advocated to provide support for a study’s 
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findings and not necessarily as an antidote for CMV (Craighead, Ketchen, Dunn, & Hult, 
2011).       
Summary of Chapter Three 
This chapter presented the overall design and methodology employed in this 
study.  The purpose of the study was provided.  Then, MI was thoroughly reviewed, 
which comprised a discussion of CTT, IRT, a comparison of the two theories, testing 
procedures for each level of invariance, and a rationale for choosing the specific method.  
The next sections described the design of the study, where the hypotheses and pilot study 
were included.  Also, the population and sample were defined, including: a) sample 
recruitment; b) representativeness of the sample; and c) sample size.  Likewise, the 
instrumentation, survey design, data collection, and data analysis were all discussed in 
detail.  Next, the methods for hypotheses testing were given, along with the plan for 
assessing MI at each level.  The chapter concluded with a discussion of latent mean 
analysis and the methods for assessing CMV.   
166 
 
Chapter Four – Results 
Introduction 
 This chapter includes the results for the study.  Data analysis results begin with a 
discussion of data collection and participants, group comparison results, and propensity 
score matching results.  Then the chapter encompasses sample representativeness and 
statistical assumptions results.  The measurement model results, along with a comparison 
for both the traditional and virtual groups are then presented.  Next, the measurement 
invariance testing, latent mean analysis, and descriptive statistics are all discussed.  
Common method variance results are presented, followed by a summary of the 
hypotheses.  The chapter concludes with an overall summary.   
Data Analysis Results 
 The main purpose of this study was to assess MI by workforce group (i.e., virtual 
and traditional) with data from the CBM (Ellinger et al., 2003).  A multi survey design 
was used in order to obtain the data, wherein all three surveys were developed in 
Qualtrics® and deployed in MTurk.  Results from the managerial coaching survey (survey 
3) were analyzed by first comparing the virtual and traditional groups.  Once these two 
groups were found to be sufficiently equivalent, MI testing, latent mean analysis, and 
CMV testing was executed. 
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Data Collection and Participants 
 The data collection process for each survey is discussed hereafter separately; 
however, the entire process of collecting responses from the pre-screening survey (survey 
1), then the industry survey (survey 2), and finally the managerial coaching survey 
(survey 3) occurred in waves.  For instance, pre-screening batches containing the link to 
survey 1 were published over a period of four months, while simultaneously industry 
survey batches and managerial coaching survey batches were also published over a four 
month period.  Moreover, this data collection procedure was linear in terms of survey 1, 
then survey 2, and finally survey 3; yet batches of the surveys were collected during the 
same time periods.   
Pre-screening qualification survey.   The first batch for survey 1 was published 
on January 18, 2018, at 2:15 PM (CST) and the desired number of responses (500) was 
received and the batch closed on January 19, 2018, at 11:27 PM (CST).  In order to 
prevent repeated participation by MTurk workers, a specific researcher created 
qualification was created and assigned to those who completed survey 1.  The first time a 
researcher generated qualification is needed, the researcher creates the qualification in 
MTurk.  For this pre-screening survey, the researcher created a qualification called ‘pre-
screening complete’ (see Appendix G: Survey 1).  
After the qualification was created, the respondents who completed a pre-
screening survey and provided a unique survey response code were prevented from 
taking the survey again when a new batch was published.  This was accomplished by 
downloading the csv Worker file from MTurk each time a pre-screening batch was 
complete.  This Worker file is a spreadsheet of all Worker ID’s who have accepted a HIT 
from a researcher and entered a payment code.  A qualification of “0” was assigned to 
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any individual who had completed the pre-screening survey by placing the qualification 
score in the column of the researcher generated qualification ‘pre-screening complete’.  
The qualification number was arbitrarily chosen, in fact, MTurk allows a researcher 
generated qualification score between 0 and 100.  The csv Worker file was then uploaded 
to the MTurk site, where the qualification was assigned to these specific workers.  Once 
the qualifications had been allocated by MTurk, a new pre-screening batch was 
published.  Repeated participation was prevented because the pre-screening HIT did not 
allow anyone to access this pre-screening survey if a qualification had been granted.  For 
example, if a worker completed the survey in batch one, then a qualification of “0” was 
assigned, which prevented that worker from taking the survey again in another batch. 
In total, 73 batches ranging from 100 (vast majority) to 500 unique assignments 
were published from January 18, 2018 to May 19, 2018.  Most of the batches were 
published with 100 unique assignments in order to keep the batch size small, allowing the 
researcher to publish several batches in a week.  Moreover, by making several batches 
per week available, as opposed to one batch per week of 500 unique assignments, the 
HIT stayed near the top of the list that workers saw when accessing HITs.  This has been 
noted as a best practice for researchers to consider when collecting data using MTurk 
(Mason & Suri, 2012).  From all the pre-screening batches, a grand total of 9,185 
completed surveys with correct payment codes were collected.  All respondents who 
provided a unique and correct payment code received $0.10 for this first survey, while 
incorrect payment codes were rejected (18 total).  Considering the 73 batches of the pre-
screening survey published in MTurk, 10,611 individuals accepted the HIT and accessed 
the survey link provided from Qualtrics®.  This number of individuals (10,611) 
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represented the total number of people who chose to begin the survey.  However, 9,185 
individuals completed the survey and provided a unique confirmation payment code via 
MTurk.   
Data cleaning.  Each pre-screening qualification survey batch was cleaned using 
SPSS (23.0.0) software.  To begin, the number coded response (e.g., 1 and 2) csv files 
were downloaded from Qualtrics®.  Any responses that were incorrect or contained 
missing data that could be attributed to non-consent, a failed bot check, or non-
completion of the survey were removed.  From the 10,611 individuals who attempted this 
survey, a total of 1,426 individuals were eliminated due to the following: a) consent not 
provided = 8; b) failed bot check = 1154; and c) did not complete survey = 264. 
The next variable of interest was country, in which only those individuals who 
indicated they currently worked in the U.S. were kept.  Among all respondents to survey 
1, a total of 151 individuals were removed.  The process then continued by examining the 
responses to employment type, in which 2,520 respondents indicated a choice other than 
employee.  Next, only those individuals who indicated they reported to a manager and 
were not managers were retained.  For all pre-screening batches, a total of 406 were 
removed because they indicated they did not report to a manager and a total of 1,650 
were eliminated because they indicated they were managers.  With respect to age, 336 
respondents were removed who chose a birth year prior to 1965.  The next variable 
reviewed was career stage, in which 228 individuals were eliminated for selecting late-
career.  The last variable analyzed, before identifying the two workforce groups, was 
average weekly hours worked.  Those respondents who chose an answer other than 35 
hours per week or more were removed, which resulted in 780 cases.  At this point, there 
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were 3,114 qualified individuals who completed a pre-screening survey over the course 
of the data collection period, which represented 29.35% of those who accessed the 
survey.  The qualified individuals consisted of 2,745 traditional and 369 virtual 
respondents. 
Industry survey.  Overall, there were 18 batches under one HIT published in 
MTurk for the virtual respondents, of which all 369 qualified from the pre-screening were 
invited to take.  With respect to the traditional respondents, a total of eight batches under 
one HIT were published in MTurk.  Both HIT’s contained a unique link to the exact same 
survey.  Moreover, two HITs were created in order to monitor response rates from each 
workforce group.  The number of unique assignments per batch for each HIT varied 
depending on the number of qualified respondents from survey 1 in each group, invited to 
take survey 2.  Any respondent from the virtual or traditional group who provided a 
unique and correct payment code received $0.25 for this second survey, while incorrect 
payment codes were rejected (1 total).  Similar to the discussion of the pre-screening 
survey, a total of 305 virtual and 454 traditional qualified individuals accessed the 
industry survey through the link provided by Qualtrics®.     
As a result of wanting the virtual and traditional groups to be as similar as 
possible, with regard to the 2,745 traditional qualified workers from survey 1, random 
samples were taken and those randomly chosen individuals were invited to participate in 
survey 2.  The timing of when the traditional respondents were invited to take survey 2 
was also a consideration in the number invited.  For instance, the time elapsed between 
survey 1 completion and the first invitations to survey 2 for traditional respondents was 
slightly longer, by a couple of weeks, than the virtual group.  The reason for this small 
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delay was twofold: a) to get a sense of the initial response rates for survey 2 of the virtual 
group and b) to make the process of identifying the survey by the traditional group as 
easy as possible.  With regard to this second point, an effort was made by the researcher 
to not publish batches of the same survey (i.e., survey 2) for both the virtual and 
traditional respondents at the exact same time, rather batches were generally published a 
few hours apart.  This was designed to make the process of identifying the survey by each 
invited participant as effortless as possible; in particular, if the invited individual was 
searching the MTurk HIT list as opposed to using the HIT link provided in the invitation 
e-mail.   
Taking this time differential into account, the decision was made to invite more 
qualified traditional respondents than virtual respondents (369).  It was thought that due 
to the delay in sending the invitations to the traditional group, the response rate might be 
lower than the virtual group.  Therefore, a total of 523 traditional individuals were invited 
to take survey 2.    
In an effort to make sure that only the specific workers who were invited took the 
industry survey, researcher generated qualifications were created.  Specifically, for the 
virtual group a qualification of ‘virtual survey 2’ and for the traditional group the 
qualification of ‘traditional survey 2’ were generated.  Once these qualifications were 
made, those virtual workers invited to take survey 2 were assigned a qualification score 
of “50” and the traditional workers were assigned a “70”.  The researcher generated 
qualifications were then assigned to the HIT for the virtual group and to the HIT for the 
traditional group, thereby only allowing those individuals with these qualifications 
assigned to access the HIT and survey link (see Appendix G: Survey 2).      
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The specific, qualified individuals from the virtual group were contacted via e-
mail, generated using R software, and invited to participate in the industry survey (survey 
2).  After an initial invitation was sent for an industry batch, the responses were 
monitored in MTurk for a couple of days.  If response rates were less than about 50%, 
then a follow-up reminder was sent to those specific workers who had not completed the 
survey.  Furthermore, the same basic procedure of contacting these workers and inviting 
them to take the survey, then sending a follow-up reminder e-mail, continued for each 
batch associated with the virtual workforce group.  Also, this same process was carried 
out for each industry batch associated with the traditional workforce group.  For instance, 
once a random selection of qualified traditional workers was made, an e-mail was sent to 
invite these individuals to participate in survey 2, with a follow-up reminder sent if 
necessary. 
Comparable to that of the pre-screening survey (survey 1) in order to prevent 
repeated participation by MTurk workers, specific researcher created qualifications were 
created and assigned to those who completed survey 2.  For the virtual group, a 
qualification of ‘virtual survey 2 complete’ was created and for the traditional group the 
qualification of ‘traditional survey 2 complete’ was developed.  In order to assign these 
qualifications, the csv Worker file was downloaded from MTurk each time an industry 
batch was completed by either a virtual group or traditional group.  Then, a qualification 
of “60” was assigned to any virtual identified individual and a qualification of “80” was 
assigned to any traditional individual who had completed the industry survey.  The csv 
Worker file was then uploaded to the MTurk site, where the qualifications were assigned 
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to each of these specific workers.  This process was executed each time an industry 
(survey 2) batch was completed.  
Response rates of those invited to take survey 2 were higher than expected.  This 
provided insight to the researcher regarding the final survey.  In particular, 369 virtual 
qualified individuals were invited to take survey 2, of which 278 completed for a 
response rate of 75.34%.  With the traditional workforce group, 523 randomly chosen 
qualified individuals were invited to take the survey and 415 completed, indicating a 
79.35% response rate.   
Data cleaning.  Each of the industry survey batches was cleaned using SPSS 
software (23.0.0) by starting with the number coded response csv files downloaded from 
Qualtrics®.  All cases with incorrect responses and missing data were identified and 
removed from further consideration.  For the virtual group of 305 who started the survey, 
27 individuals were eliminated, comprised of: failed bot check = 25; and missing data = 
2.  With respect to the traditional group of 454 who accessed the industry survey, a total 
of 39 cases were removed, which consisted of: a) failed bot check = 36; and b) missing 
data = 3. 
The next component of data cleaning involved removing anyone who indicated 
their year of birth was prior to 1965, in an effort to retain only those belonging to the 
generational cohorts of Generation X and Y.  For both the virtual and traditional groups, 
no respondents were eliminated.  Last, the service industries were identified from the 
remaining individuals in each group.  With regard to the virtual group, 22 people 
indicated a non-service industry and were subsequently removed from the dataset.  
Among the traditional workforce group, a total of 70 cases were removed that were 
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associated with non-service industries.  Therefore, a total of 256 qualified virtual workers 
in service industries were identified from the 278 completed responses.  From those 415 
traditional qualified workers who completed this survey, 345 were identified as working 
in service industries.  Additionally, 295 of these were further identified as those who 
worked in service industries similar to the virtual respondent group.  In summary, a total 
of 256 qualified virtual respondents and 295 qualified traditional respondents were 
invited to take the third and final survey. 
Managerial coaching survey.  Similar to the industry survey (survey 2), two 
separate HITs were created, with a unique link to the same managerial coaching survey 
(survey 3), for the virtual and traditional groups.  A total of 11 batches were published for 
the virtual group HIT and eight batches for the traditional group HIT.  The purpose of 
creating two HITs was to be able to identify the response rates of the two groups.  For the 
virtual workforce group, a total of 256 qualified individuals were invited to take survey 3, 
of which 234 answered all items in the survey.  This indicated a response rate of 91.41%.  
With regard to the traditional workforce group, a total of 295 qualified individuals were 
invited to take this survey and 241 answered all items; this indicated a response rate of 
81.69%.  Each batch varied in the number of unique assignments, based on the number of 
qualified respondents from survey 2 who were invited to take survey 3.   
Akin to the qualification assignments for the industry survey, researcher 
generated qualifications of ‘virtual survey 3’ and ‘traditional survey 3’ were created for 
the managerial coaching survey (see Appendix G: Survey 3).  Qualified individuals from 
the virtual group who were invited to take survey 3 were assigned a qualification score of 
“65” and the traditional group received a score of “85”.  These researcher generated 
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qualifications were included in the HITs to prevent any worker not qualified or invited 
from taking survey 3.  The specific, qualified individuals from the virtual group were 
contacted via e-mail, generated using R software, and invited to participate in survey 3.  
After an initial invitation was sent for a managerial coaching batch, the responses were 
monitored in MTurk for a couple of days.  If response rates were less than about 50%, 
then a follow-up reminder was sent to those specific workers who had not completed the 
survey.  Furthermore, the same basic procedure of contacting these workers and inviting 
them to take the survey, then sending a follow-up reminder e-mail, continued for each 
batch associated with the virtual workforce group.  Also, this same process was carried 
out for each managerial coaching batch associated with the traditional workforce group.  
For example, an e-mail was sent to invite these individuals to participate in survey 3, with 
a follow-up reminder sent if necessary. 
Likewise, and in an effort to prevent repeated participation between batches of 
this survey, a researcher generated qualification of ‘virtual survey 3 complete’ and 
‘traditional survey 3 complete’ were assigned to the two groups, respectively.  For 
instance, once a virtual qualified individual completed survey 3, the worker received a 
qualification score of “100” and for the traditional qualified individuals, a qualification 
score of “99” was assigned.  Each respondent from the virtual or traditional group who 
provided a unique and correct payment code received $1.00 for this third survey; 
additionally, no payment codes were rejected.   
Data cleaning.  The cleaning process for this third and final survey began with 
SPSS software (23.0.0), in which csv files were downloaded from Qualtrics® and saved 
as Excel® files.  These included two files for the virtual group (numeric and word choice 
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responses) containing 251 respondents who accessed the survey, and two files for the 
traditional group (numeric and word choice responses) with 254 respondents who 
accessed the survey.  In order to analyze the data by group, it was necessary to create two 
grouping variables.  To begin, each numeric choice response Excel® file was opened in 
SPSS and converted to a ‘.sav’ file.  A variable was then created called group with an 
assigned value of “1” for virtual respondents or “0” for traditional respondents.  
Furthermore, this procedure was repeated with the choice response Excel® files.  After 
this grouping variable was created in the numeric and word choice files for the virtual 
and traditional respondents, data cleaning began. 
For the virtual group, a total of 17 cases were removed (failed bot check = 12; 
missing data = 5), leaving 234 cases with no incorrect or missing data.  Moreover, in the 
traditional group 13 cases were removed (failed bot check = 9; missing data = 4), 
resulting in 241 total cases.  The two ‘.sav’ files (virtual and traditional), with numeric 
choice responses and the grouping variable were then combined into one numeric choice 
.sav file.  Also, the two .sav files (virtual and traditional) with word choice responses and 
the grouping variables were combined as well.  At the conclusion of this entire process, 
the researcher had one numeric choice .sav file with all respondents and one word choice 
.sav file with all respondents, both files contained an identified grouping variable to 
differentiate between the virtual and traditional workforce groups.  The two .sav files 
were then exported into csv files.   
The two types of exported csv files (numeric and word choice responses) were 
read into R software and then combined into one final dataset with 475 total respondents 
(234 virtual; 241 traditional).  Syntax utilized for the following data cleaning is available 
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in Appendix H.  Using R, the cleaning process continued by examining the time spent 
taking this survey.  Any individual who completed the survey in less than one minute was 
considered for removal.  In the case of traditional respondents, 38 were removed and 27 
virtual respondents were eliminated, for a total of 65 cases.   
Several variables that were included in this survey as a way to verify that 
responses belonged to the desired category choices, were cleaned next.  First, if any 
individual chose a year of birth prior to 1965, they were eliminated in order to keep those 
from the generational cohorts of X and Y.  There were no cases eliminated from the 
traditional group, yet one case was eliminated from the virtual group.  Second, if there 
were responses indicating a country of work other than the U.S., these were removed 
from the dataset.  Again, no cases were removed from the traditional group and one case 
was eliminated from the virtual group.  Third, only those individuals who indicated they 
worked full-time (35 hours a week or more) were kept.  For the traditional group nine 
respondents were removed and for the virtual group three were eliminated.  Fourth, the 
employment type question was reviewed and any respondent who chose something other 
than employee was eliminated.  In the case of the traditional group two cases were 
removed; additionally, for the virtual group three cases were eliminated.  At this point in 
the cleaning process, the traditional group contained 192 respondents and the virtual 
group was comprised of 199 respondents.   
After analyzing the responses to the instructional manipulation check (IMC), 
every individual correctly answered this attention check, thus no cases were removed.  
Then, frequency distributions for each demographic variable and work characteristic 
variable were analyzed.  This was undertaken to view the categories where the majority 
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of the data were concentrated.  It was noted that several variables contained categories 
with few respondents, in comparison to the other categories for those specific variables.  
Also, in survey 3 respondents were capable of choosing one or more categories for the 
race variable.  Therefore, in order to analyze these variables, a decision was made to 
combine some of the category levels for several of the demographic and work 
characteristic variables (see Table 3 for a complete list). 
Once the responses for the race variable were analyzed and noting that some 
respondents chose more than one race category and a few category choices had minimal 
respondents, several categories were combined.  For example, responses from the 
choices: ‘American Indian / Alaska Native’; ‘Native Hawaiian or Pacific Islander’; and 
‘Prefer not to specify’, along with those who chose more than one race, were all 
combined into a newly created categorical level ‘Multiple responses or other’.  This 
reduced the categorical choices of the race variable from six levels to four levels (see 
Table 3).  Next, the education variable was reviewed in a similar manner to determine the 
categorical choices where most of the data appeared.  In the survey there were eight 
possible choices respondents could select; however, no respondent chose ‘less than high 
school’.  After analyzing the data, the categorical choices were combined to arrive at four 
levels.  This same process continued for the variables income and organization type (see 
Table 3).  The data was now considered sufficiently cleaned with the exception of reverse 
coded items and straight-lined responses. 
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Table 3 
Demographic and Work Characteristic Category Choices 
Variable Original Category Choices Redefined Category Choices 
Race White White 
 Black / African American Black / African American 
 Asian Asian 
 American Indian / Alaska Native Multiple Races or Other 
 Native Hawaiian or Pacific Islander Multiple Races or Other 
 Prefer not to specify Multiple Races or Other 
Education Less than high school n/a 
 High school graduate or equivalent High school or Some college 
 Some college, no degree High school or Some college 
 Associate’s degree 2-4 year degree 
 Bachelor’s degree 2-4 year degree 
 Master’s degree Masters 
 Professional degree Professional or doctorate 
 Doctorate degree Professional or doctorate 
Income Under $20,000 Under $20,000 
 $20,000 to $34,999 $20,000 to $49,999 
 $35,000 to $49,999 $20,000 to $49,999 
 $50,000 to $74,999 $50,000 to $99,999 
 $75,000 to $99,999 $50,000 to $99,999 
 $100,000 or more $100,000 or more 
Organization Type Privately owned Private 
 Publicly owned Public 
 Non-profit / not-for-profit Non-profit 
 Public sector / government Government / Education 
 Public education Government / Education 
 Note. n/a = not applicable      
The CBM (Ellinger et al., 2003) contains all positively worded items.  A 
respondent could answer all items in a manner which might appear as straight-lining 
(e.g., indicates manager “almost always” exhibits behaviors).  The same could be said for 
the NA items from the PANAS short-form (Thompson, 2007), which contain only 
negatively worded items.  Therefore, appearance of straight-lined responses was carefully 
analyzed.  Specifically, the range of all possible minimum values and maximum values 
were examined and no responses containing data that fell outside of defined ranges were 
removed.  The five negatively worded NA items did not need to be reverse coded, and 
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therefore the scale remained as originally presented.  Once this entire process was 
complete, the data was considered cleaned and was analyzed for this study. 
Summary of data collection.  The following discussion is a brief summary of the 
data collection and participants for all three surveys in this study.  Table 4 provides a 
snapshot view of the total number of participants who accessed and completed each 
survey; moreover, in the case of the second and third survey the number of individuals 
invited to take each survey is also incorporated.  Considering the initial sample size 
estimates discussed in Chapter 3, the sample size needed for the third survey was close to 
being reached.  In particular, 199 virtual and 192 traditional individuals validly 
completed this survey, which was close to the sample estimate of 250 for each group.  
Table 4 
Summary of Data Collection for the Three Surveys 
Survey Accessed 
Survey 
Link 
Paid in 
MTurk 
Total 
Removed 
During 
Cleaning 
Qualified 
Respondents 
Invited to 
the Next 
Survey 
Pre-Screening Survey (1) 10,611 9,185 7,497 3,114  
     Virtual       369 369 
     Traditional       2,745 523 
Industry Survey (2):      
     Virtual 305 278 49 256 256 
     Traditional 454 415 159 295 295 
Managerial Coaching Survey (3)      
     Virtual 251 234 52 199  
     Traditional 254 241 62 192  
Note. The difference between the number who accessed the survey link and the number 
paid in MTurk represents the number of cases removed due to non-consent, failed bot 
check, or missing data. 
 
 
181 
 
Group Comparison Results 
 The comparison of groups was a critical component before MI testing began.  In 
particular, the two groups (virtual and traditional) needed to be as similar as possible in 
their demographic and work characteristic make-up.  As a result of the multi-survey 
design, the two groups were similar in that all respondents: belonged to the generational 
cohorts of Gen X and Y; worked in the U.S. at least 35 hours a week or more in service 
industries; were not managers, yet reported to a manager; were employees; and were in 
early and mid-career stages. 
 Recognizing that the two groups were similar with respect to these specific 
components, it was necessary for the groups to be equivalent with respect to the 
demographic and work characteristic variables.  These included: gender, age, race, 
ethnicity, education, income, tenure with current organization, tenure with current 
manager, and organization type.  Therefore, the two groups were statistically evaluated 
for group differences based on these variables.  Specifically, a sequence of chi-square 
tests were executed, results appear in Table 5.  The demographic and work characteristics 
for the initial pooled sample of traditional (n = 192) and virtual (n = 199) groups are also 
shown in Table 5. 
The p-values ranged from 0.0046 to 0.8335, with statistically significant (p ≤ .05) 
results for the variables age and income.  When looking at practical significance (V ≥ 
.10), the results included values that ranged from 0.0055 to 0.1824.  Furthermore, the 
variables age, race, education, income, and organization type were all found to be 
practically significant.  As a result of this chi-square and practical significance testing, 
along with the desire for equivalent groups, propensity score matching (Rubin, 1997) was 
undertaken to equate the virtual and traditional groups by their covariates. 
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Table 5 
Group Comparison Chi-Square Results and Demographic and Work Characteristics for 
the Initial Pooled Sample of Traditional and Virtual Groups  
(n = 192 traditional; n = 199 virtual) 
Variable Traditional Virtual χ2 df p- 
value 
Cramer’s 
V  
 n % n %     
Gender     0.0442 1 0.8335 0.0055 
     Male 85 44.27 86 43.22     
     Female 107 55.73 113 56.78     
Age     4.7398 1 0.0295 0.1046 
     1965 – 1980 (Gen X) 49 25.52 71 35.68     
     1981 – 2000 (Gen Y) 143 74.48 128 64.32     
Race     4.3832 3 0.2229 0.1059 
     White 146 76.04 149 74.87     
     Black or African American 22 11.46 19 9.55     
     Asian 12 6.25 23 11.56     
     Multiple Races or Other 12 6.25 8 4.02     
Ethnicity     0.2621 1 0.6087 0.0152 
     Yes 13 6.77 11 5.53     
     No 179 93.23 188 94.47     
Education     4.0480 3 0.2563 0.1017 
     High school / some college 38 19.79 49 24.62     
     2-4 year degree 111 57.81 99 49.75     
     Master’s degree 30 15.63 41 20.60     
     Professional / Doctorate  13 6.77 10 5.03     
Income     13.002 3 0.0046 0.1824 
     Less than $20,000 12 6.25 3 1.51     
     $20,000 to $49,999 89 46.35 79 39.70     
     $50,000 to $99,999 74 38.54 81 40.70     
     $100,000 or more 17 8.85 36 18.09     
Tenure w/ current organization     2.7451 4 0.6013 0.0838 
     Less than 1 year 26 13.54 21 10.55     
     1 – 5 years 100 52.08 95 47.74     
     6 – 10 years 40 20.83 53 26.63     
     11 – 15 years 15 7.81 16 8.04     
     More than 15 years 11 5.73 14 7.04     
Tenure w/ current manager     1.4984 4 0.8269 0.0619 
     Less than 1 year 47 24.48 45 22.61     
     1 – 5 years 118 61.46 122 61.31     
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Table 5 (continued) 
Group Comparison Chi-Square Results and Demographic and Work Characteristics for 
the Initial Pooled Sample of Traditional and Virtual Groups  
(n = 192 traditional; n = 199 virtual) 
Variable Traditional Virtual χ2 df p- 
value 
Cramer’s 
V 
 n % n %     
Tenure w/ current manager         
     6 – 10 years 19 9.90 26 13.07     
     11 – 15 years 6 3.13 5 2.51     
     More than 15 years 2 1.04 1 0.50     
Organization type     5.6919 3 0.1276 0.1207 
     Private 113 58.85 114 57.29     
     Public 37 19.27 42 21.11     
     Non-profit 7 3.65 17 8.54     
     Government / Education 35 18.23 26 13.07     
Note. df = degrees of freedom. Percentages based on each variable. 
Propensity Score Matching Results 
 Adhering to HRD quantitative research recommendations (cf., Keiffer & Lane, 
2016), all available (i.e., gender, age, race, ethnicity, education, income, tenure with 
current organization, tenure with current manager, and organization type) covariates were 
entered into the propensity score matching (PSM) algorithm.  Nearest neighbor matching 
was utilized for the matching method with the caliper set to .20.  In particular, the nearest 
neighbor matching has been noted as an upfront matching estimator, which is why it was 
the type of matching employed (Caliendo & Kopeinig, 2008).  Stuart (2010) suggested a 
caliper setting of .20 in an effort to diminish bias between groups, when using nearest 
neighbor matching.  The caliper setting was selected by the researcher, a priori, as a way 
to escape this possible predisposition of nearest neighbor matching, yet more importantly 
was utilized to certify the sets were well matched (Lane, To, Shelley, & Henson, 2012). 
Results from the complete sequence of covariate matching returned matched 
groups (ntraditional = 168; nvirtual = 168) that were practically significant by education and 
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income; moreover, no variables were found to be statistically significant.  These results 
can be seen in Table 6, which reports the chi-square nearest neighbor PSM output.  A 
comparison could be made between Table 5 and Table 6 to ascertain the results of this 
matching technique.  For instance, when viewing Table 6 no variables were statistically 
significant, thus the groups were equated better with respect to age and income.  
However, the variables education and income remained practically significant.  It was 
determined that nearest neighbor matching was an insufficient matching method because 
the two groups had not been matched in which all variables were neither statistically or 
practically significant. 
Table 6 
Group Comparison Chi-Square Results by Traditional and Virtual Groups after Nearest 
Neighbor Match Level Propensity Score Matching 
Variable χ2 df p-value Cramer’s V 
Gender 0.0122 1 0.9121 0.0000 
Age 1.1340 1 0.2869 0.0516 
Race 2.4829 3 0.4784 0.0860 
Ethnicity 0.8506 1 0.3564 0.0377 
Education 3.7756 3 0.2867 0.1060 
Income 6.1740 3 0.1034 0.1356 
Tenure with current organization 1.7450 4 0.7825 0.0721 
Tenure with current manager 1.7240 4 0.7864 0.0716 
Organization type 2.3057 3 0.5114 0.0828 
Note. df = degrees of freedom. 
 
A second matching algorithm, genetic matching, was employed in an effort to 
better match the two groups on the variables of interest.  This type of matching has been 
suggested when highly equivalent groups are required from the propensity matching 
output (Randolph, Falbe, Manuel, & Balloun, 2014).  Specifically in this study, the 
groups were compared using the variables from the initial chi-square testing, before PSM, 
in which practically significant results were found (see Table 5).  In the case of genetic 
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matching, the covariates of age, race, education, income, and organization type were 
entered into the algorithm with the caliper set to .20 to begin.  However, the results from 
utilizing all five of these variables returned a small sample size that would not be feasible 
to analyze.  A series of combinations among the five variables was employed, in which 
age, education, income, and organization type yielded the best matched groups.  In 
Appendix A: Table A3, all 31 combinations of variables used in the genetic matching 
algorithm are provided, with statistically and practically significant variables identified. 
Once the genetic matching algorithm was executed, the pooled sample size 
decreased to 264, which was evenly divided between the traditional and virtual groups.  
Similar to the previous analyses, a series of chi-square tests were conducted on this 
sample (ntraditional = 132; nvirtual = 132) and are reported in Table 7.  Also, reported in 
Table 8 are the demographic and work characteristics of the two groups after genetic 
matching.  No statistically significant or practically significant differences existed for any 
of the variables (i.e., gender, age, race, ethnicity, education, income, tenure with 
organization, tenure with manager, and organization type).  Therefore, the two groups 
were considered equivalent and analyses continued.     
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Table 7 
Group Comparison Chi-Square Results by Traditional and Virtual Groups after Genetic 
Match Level Propensity Score Matching 
Variable χ2 df p-value Cramer’s V 
Gender 0.1393 1 0.7090 0.0153 
Age 0.0000 1 1.0000 0.0000 
Race 1.3822 3 0.7097 0.0724 
Ethnicity 0.2385 1 0.6253 0.0150 
Education 0.0000 3 1.0000 0.0000 
Income 0.0000 3 1.0000 0.0000 
Tenure with current organization 1.9654 4 0.7421 0.0863 
Tenure with current manager 2.4820 4 0.6479 0.0970 
Organization type 0.0000 3 1.0000 0.0000 
Note. df = degrees of freedom. 
Table 8 
Demographic and Work Characteristics for the Genetically Matched Pooled Sample of 
Traditional and Virtual Groups (n = 132 traditional; n = 132 virtual) 
Variable Traditional Virtual 
 n % n % 
Gender     
     Male 55 41.67 58 43.94 
     Female 77 58.33 74 56.06 
Age     
     1965 – 1980 (Generation X) 38 28.79 38 28.79 
     1981 – 2000 (Generation Y) 94 71.21 94 71.21 
Race     
     White 101 76.52 98 74.24 
     Black or African American 13 9.85 13 9.85 
     Asian 9 6.82 14 10.61 
     Multiple Races or Other 9 6.82 7 5.30 
Ethnicity     
     Yes 10 7.58 8 6.06 
     No 122 92.42 124 93.94 
Education     
     High school or Some college 30 22.73 30 22.73 
     2-4 year degree 78 59.09 78 59.09 
     Master’s degree 17 12.88 17 12.88 
     Professional or Doctorate degree 7 5.30 7 5.30 
Income     
     Less than $20,000 2 1.52 2 1.52 
     $20,000 to $49,999 60 45.45 60 45.45 
     $50,000 to $99,999 55 41.67 55 41.67 
     $100,000 or more 15 11.36 15 11.36 
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Table 8 (continued) 
Demographic and Work Characteristics for the Genetically Matched Pooled Sample of 
Traditional and Virtual Groups (n = 132 traditional; n = 132 virtual) 
Variable Traditional Virtual 
 n % n % 
Tenure with current organization     
     Less than 1 year 14 10.61 14 10.61 
     1 – 5 years 69 52.27 71 53.79 
     6 – 10 years 31 23.48 29 21.97 
     11 – 15 years 9 6.82 13 9.85 
     More than 15 years 9 6.82 5 3.79 
Tenure with current manager     
     Less than 1 year 27 20.45 32 24.24 
     1 – 5 years 85 64.39 83 62.88 
     6 – 10 years 15 11.36 14 10.61 
     11 – 15 years 3 2.27 3 2.27 
     More than 15 years 2 1.52 0 0.00 
Organization type     
     Private 89 67.42 89 67.42 
     Public 24 18.18 24 18.18 
     Non-profit 5 3.79 5 3.79 
     Government / Education 14 10.61 14 10.61 
Note. Percentages based on each variable. 
 
Sample Representativeness Results 
 In order to compare the demographic results from this study to a representative 
sample from the population, an analysis of U.S. Census Bureau (USCB) results from the 
2010 census was accessed (Mateyka et al., 2012).  Particularly, census data was 
aggregated from two different surveys administered by the U.S. Census Bureau, namely 
the Survey of Income and Program Participation (IPP) and the American Community 
Survey (ACS; Mateyka et al., 2012).  In this report several definitions are noteworthy: a 
home worker was described as someone who worked from home every day and did not 
report working onsite (9.4 million); a mixed worker was someone who worked at home at 
least one full day but also reported working onsite (4.0 million); and an onsite worker did 
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not work any full days at home (128.2 million; Mateyka et al., 2012, p. 3).  Comparisons 
between these groups and the results from this study are presented in Table 9 for the 
initial sample (n = 391) and for the genetically matched sample (n = 264) of traditional 
and virtual groups.  
Differences of note existed between the USCB demographics and the final 
sample.  For instance, the final sample was comprised of more females (57.20%) than 
males (42.80%), which was not the case for the USCB results (47.50% female, 52.50% 
male).  Although, it has been noted in the MTurk population that many MTurk workers 
are female (Buhrmester et al., 2011; Goodman et al., 2013; Paolacci et al., 2010; Smith et 
al., 2016).  The racial demographics from the USCB sample are similar to those from the 
final sample.  Specifically, the majority of participants in both samples were white, 
82.20% in the USCB and 75.38% in the final sample.   
With respect to income, there were differences in the demographic make-up of the 
two samples.  The lowest income bracket in the USCB sample represented 72.50%, 
compared to 52.80% for the final sample.  Additionally, in the mid-income bracket of 
$50,000 to $99,999, the final sample was comprised of almost double (41.98%) that of 
the USCB sample (21.40%).  In the highest income bracket of $100,000 or more, the 
samples were somewhat similar with 6.20% and 8.02% for the USCB and final sample, 
respectively.  The results from the final study indicated that a higher percentage of 
individuals reported earning more than those in the USCB sample, which is supported in 
the literature.  For example, data from a 2007 Chicago Regional Household Travel 
Inventory found the majority of individuals who frequently worked from home at least 
one time per week, reported household income greater than $75,000 (He & Hu, 2015, p. 
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135).  Also, in a U.S. Current Population survey those working from home reported 
higher wages than the traditional workers (Gariety & Shaffer, 2007).  Considering the 
final sample was comprised of 50% virtual workers (n = 132), while the USCB sample 
had a larger percentage make-up of traditional workers (onsite workers = 128.2 million of 
141.6 million total workers; Mateyka et al., 2012, p. 3), it was not surprising to find the 
income brackets distributed differently among the two samples. 
Statistical Assumptions Results 
 In order to test for statistical assumptions, AMOS (23.0.0) software was used.  
The cleaned data file from the genetic PSM results was converted in SPSS to a .sav file to 
then open in AMOS software.  Before opening the file in AMOS, the file was reviewed in 
SPSS in order to verify it was the correct file with a total sample size of 264. 
Additionally, the data was reviewed and it was confirmed it was the results from the 
genetic PSM output.  The AMOS software was launched and the cleaned data file was 
selected for analysis. 
The statistical assumption testing was undertaken before the measurement model 
analysis to insure the data was normal with no outliers.  In particular, the dataset was 
assessed for the assumptions of multivariate normality and multivariate outliers.  
Recommendations of Byrne (2010) and Kline (2016) were adhered to for the assumption 
testing.  Precisely to test for multivariate normality, the kurtosis and critical ratio 
statistics were examined.  In the case of this study’s data, a kurtosis of 16.976 and a 
critical ratio of 10.903 was noted.  A critical ratio greater than 5.0 (Byrne, 2010), as was 
the case for this data, indicated moderate multivariate nonnormality.  
190 
 
Table 9  
Sample Representativeness Comparison for U.S. Census Bureau and the Initial Sample and the Final Sample 
Variable USCB 
% 
Initial 
Sample 
% 
n = 391 
χ2 df p-
value 
Cramer’s 
V 
Final 
Sample 
% 
n = 264 
χ2 df p-
value 
Cramer’s 
V 
Gender   254.37 1 <.01 0.81  192.90 1 <.01 0.70 
     Male 52.50 43.73     42.80     
     Female 47.50 56.27     57.20     
Race   28.89 3 <.01 0.16  4.07 3 <.01 0.06 
     White 82.20 75.45     75.38     
     Black or African American 10.80 10.49     9.85     
     Asian 4.00 8.95     8.71     
     Multiple Races or Other 2.90 5.12     6.06     
Income   110.70 2 <.01 0.38  54.90 2 <.01 0.27 
     up to $49,999 72.50 46.80     52.80     
     $50,000 to $99,999 21.40 39.64     41.98     
     $100,000 or more 6.20 13.55     8.02     
Note: USCB = U.S. Census Bureau. Initial Sample % = initial collected sample (n = 391). Final Sample % = final sample after genetic 
matching (n = 264). df = degrees of freedom. 
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 To test for multivariate outliers, the squared Mahalanobis distance (D2) for each 
case was examined (Kline, 2016).  In particular, this “measures the distance in standard 
deviation units between a set of scores for one case and the sample means for all 
variables”, and a case identified as an outlier has a D2 value that is distinctly different 
from others (Byrne, 2010, p. 106).  After reviewing the Mahalanobis distance (D2) for the 
data, one value appeared to be distinctly different from the others.  Due to the rather large 
drop in D2 (Blunch, 2008) from observation 105 to the next observation, this particular 
case was examined in more detail.  After reviewing this respondent’s raw data scores, it 
was determined that the responses represented outliers (e.g., only extreme opposite ends 
of the Likert scale choices were present), thus this observation was removed from the 
dataset.  The assumption testing for multivariate normality then continued.     
With the one outlier removed, the dataset containing n = 263 observations was 
then tested for multivariate normality.  A kurtosis of 12.407 and a critical ratio of 7.953 
resulted from this analysis, which was higher than a critical ratio of 5.0 suggested by 
Byrne (2010).  With the objective of addressing the multivariate nonnormality, 
bootstrapped estimates were examined (Kline, 2016).  A bootstrap of 500 samples using 
the 90% default confidence interval was chosen (Byrne, 2010, p. 336).  Then, the 
bootstrapped and non-bootstrapped results were examined, which were not found to be 
significantly different.  As a result, the non-bootstrapped results were reported (Kline, 
2016).  The data were then considered to be multivariate normal with no outliers, thus the 
measurement model analysis proceeded.         
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Measurement Model Results for the Traditional Sample 
 In order to analyze the data for the traditional sample (n = 132), CFA using 
AMOS was employed.  A one-factor measurement model was specified and fit to the 
traditional sample and fit statistics were examined.  For instance, the following were all 
reported: chi-square (χ2), degrees of freedom (df), root-mean-squared-error of 
approximation (RMSEA), standardized root-mean-square residuals (SRMR), absolute 
value of correlation residuals, Tucker-Lewis Index (TLI), comparative fit index (CFI), 
and factor loadings.  Detailed in Chapter 3, the maximum likelihood estimation technique 
was used in the analysis.  Furthermore, SRMR has been noted as the recommended fit 
index to assess this type of modeling, with the addition of RMSEA, TLI, and CFI indices 
(Hu & Bentler, 1998).  A word of caution was provided by Hu and Bentler (1998) 
regarding the attention of RMSEA and TLI with sample sizes.  Specifically it was noted 
that these two indices were not as desirable when sample sizes were smaller (Hu & 
Bentler, 1998).  Provided that the sample size of n = 264 resulted from the PSM genetic 
results, it was decided that SRMR and CFI would be the fit indices relied upon to assess 
model fit.  
 The first measurement model for the traditional sample was the original single-
factor model (MT0) with eight indicators.  When analyzed, fit statistics pointed to a 
somewhat poor fit: SRMR = .0654 and CFI = .908.  The correlation residuals with 
absolute values greater than .10 were identified (Kline, 2016).  In the case of MT0, the 
four correlation residuals meeting this criteria were carefully examined.  In particular, 
item 1 was responsible for two of these (items 1 and 2; items 1 and 7), and item 8 was 
attributed to two correlation residuals with absolute values greater than .10 (items 8 and 
1; items 8 and 6).   
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Next, review of the factor loadings for each of the coaching items was undertaken 
and it was noted that item number eight (EC8) had the smallest standardized regression 
weight (.566).  This particular item has been shown in the past to cross-load with other 
factors or return a small factor loading in comparison with the other items in the 
instrument (cf., Ellinger et al., 2008; Elmadag et al., 2008; Hagen & Peterson, 2015).  
Taking this into consideration while noting the factor loading was slightly above the 
suggested threshold of .5 (Bagozzi & Yi, 1998), the item was removed and the model was 
re-specified and re-estimated (Byrne, 2010).   
The re-specified model (MT1) indicated better fit with SRMR = .0525 and CFI = 
.935, detailed in Table 10.  Once again the correlation residuals were examined, wherein 
it was noted that all of these with absolute values greater than .10 were attributed to item 
1 (items 1 and 2; items 1 and 6; items 1 and 7).  Correlation residuals can point to how 
well a model explains the observed association between variables (Kline, 2016), or in this 
case the items.  A decision was made to keep item 1 in the model because the factor 
loading was above the specified .50 threshold (Bagozzi & Yi, 1998).          
Table 10 
Measurement Model Fit Indices for the Traditional Sample 
Model χ2 df RMSEA SRMR |CR| 
>0.10 
TLI CFI 
MT0 72.713 20 .142 .0654 4 .871 .908 
MT1 (EC8 removed) 46.867 14 .134 .0525 3 .903 .935 
Note. df = degrees of freedom. RMSEA = root mean square error of approximation. 
SRMR = standardized root mean square residual. CR = correlation residuals. TLI = 
Tucker-Lewis Index. CFI = comparative fit index. 
 This re-specified model (MT1) was further analyzed by reviewing the 
standardized regression weight output.  Demonstrated in Table 11, all factors loaded 
above the recognized threshold of .50 and five of the seven loaded above a more stringent 
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threshold of .70 (Bagozzi & Yi, 1988).  Specifically, factor loadings ranged from .642 to 
.881, with no factors loading above .95.   
Table 11 
Pattern (P) Coefficients for the Traditional Sample Measurement Model 
Construct Item P 
EC1 .642 
EC2 .765 
EC3 .881 
EC4 .801 
EC5 .678 
EC6 .720 
EC7 .756 
Note. EC = Items from the Employee Perceptions of Supervisor/Line Manager Coaching 
Behavior. 
  
Next, the traditional measurement model results were studied further, in which 
reliability and validity statistics were computed.  The composite reliability (CR) of .90 
was above the endorsed threshold of CR ≥ .6 (Bagozzi & Yi, 1988), indicating 
satisfactory reliability.  The average variance extracted (AVE) of .57 was also above the 
minimum benchmark of AVE ≥ .5 (Bagozzi & Yi, 1998).  This suggested the traditional 
sample, single-factor measurement model exhibited convergent validity.   
Measurement Model Results for the Virtual Sample 
 Similar to the process with the traditional group, a one-factor measurement model 
was fit to the data from the virtual sample (n = 131).  The one outlier removed during the 
statistical assumptions testing belonged to the virtual group, thus the sample size was one 
smaller than the traditional group.  For the virtual group, AMOS was again employed and 
the same fit statistics were examined (i.e., χ2, df, RMSEA, SRMR, SRC, TLI, CFI, and 
factor loadings).  Also, due to the relatively small sample size in this study, the 
suggestion to focus on the SRMR and CFI was followed (Hu & Bentler, 1998). 
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 The first measurement model for the virtual group (MV0) was the original single-
factor model with eight indicators.  Model fit indices indicated a relatively good model fit 
with SRMR = .0545 and CFI = .956.  The correlation residuals were examined and two 
with absolute values greater than .10 were attributed to item 8 (items 8 and 1; items 8 and 
6) and one to item 6 (items 6 and 4).  A closer review of the factor loadings for each 
coaching item revealed one item loading below the .50 threshold (Bagozzi & Yi, 1998).  
For instance, item number 8 (EC8) returned a standard regression weight of .482.  Similar 
to the discussion of the traditional measurement model, literature support exists for 
removing this item (cf., Ellinger et al., 2008; Elmadag et al., 2008; Hagen & Peterson, 
2015).  The item was removed and the model was re-specified and re-examined, based on 
Byrne’s (2010) recommendations.  This re-specified model (MV1) indicated a better 
fitting model with SRMR = .0405 and CFI = .978, as shown in Table 12.  Additionally, 
one correlation residual with an absolute value greater than .10 was again noted with item 
6 (items 6 and 4), which was retained in the model. 
Table 12 
Measurement Model Fit Indices for the Virtual Sample 
Model χ2 df RMSEA SRMR |CR| 
> 0.10 
TLI CFI 
MV0 40.824 20 .089 .0545 3 .938 .956 
MV1 (EC8 Removed) 23.313 14 .072 .0405 1 .967 .978 
Note. df = degrees of freedom. RMSEA = root mean square error of approximation. 
SRMR = standardized root mean square residual. CR = correlation residuals. TLI = 
Tucker-Lewis Index. CFI = comparative fit index. 
 For this virtual group, the pattern coefficients were examined, similar to the 
traditional sample discussion.  A review of Table 13 indicates that all factors loaded 
above the suggested threshold of .50; furthermore, five of the seven loaded above a more 
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rigorous standard of .70 (Bagozzi & Yi, 1988).  No factors loaded above .95, specifically, 
the factor loadings in the virtual sample ranged from .554 to .808. 
Table 13 
Pattern (P) Coefficients for the Virtual Sample Measurement Model 
Construct Item P 
EC1 .554 
EC2 .768 
EC3 .807 
EC4 .740 
EC5 .788 
EC6 .606 
EC7 .808 
Note. EC = Items from the Employee Perceptions of Supervisor/Line Manager Coaching 
Behavior. 
 
 The next component of analysis included a study of reliability and validity 
statistics.  Like the traditional sample, in this virtual sample the CR of .89, which was 
higher than the recognized threshold of CR ≥ .6 (Bagozzi & Yi, 1988), demonstrated 
good reliability.  The AVE was also calculated for this sample and .53 was indicative of 
convergent validity, since it was above the suggested benchmark of AVE ≥ .5 (Bagozzi & 
Yi, 1998).   
Measurement Model Comparison between Traditional and Virtual Groups 
 A comparison of the one-factor measurement model fit indices between the 
traditional and virtual groups was made, results of which are reported in Table 14.  The 
samples both fit the specified measurement model sufficiently.  Particularly, the virtual 
sample revealed an overall better fit (SRMR = .0405, CFI = .978) compared to the 
traditional sample (SRMR = .0525, CFI = .935), regarding the two fit indices of note for 
maximum likelihood modeling when sample sizes are smaller (Hu & Bentler, 1998).  
While both groups met the strict conditions of an SRMR ≤ .08 (Kline, 2016), the virtual 
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group achieved the stringent criteria of a CFI ≥ .95 (Kline, 2016).  The traditional group 
CFI fit index of .935 was found to be very close to this rigorous benchmark.   
Table 14 
Measurement Model Fit Indices for the Traditional and Virtual Groups 
Model χ2 df RMSEA SRMR |CR| 
>0.10 
TLI CFI 
Traditional: MT1 (EC8 removed) 46.867 14 .134 .0525 3 .903 .935 
Virtual: MV1 (EC8 Removed) 23.313 14 .072 .0405 1 .967 .978 
Note. df = degrees of freedom. RMSEA = root mean square error of approximation. 
SRMR = standardized root mean square residual. CR = correlation residuals. TLI = 
Tucker-Lewis Index. CFI = comparative fit index. 
  
An examination of the pattern coefficients for the traditional group and the virtual 
group also revealed comparisons, shown in Table 15.  Although, all factor loadings were 
above the recommended thresholds, as discussed.  Minor differences in loading patterns 
were noted between the groups.  For example, item EC1 had a higher factor loading for 
the traditional group than the virtual group.  The same could be said for items EC4 and 
EC6.  In contrast, items EC5 and EC7 demonstrated higher loadings for the virtual group 
compared to the traditional group.  Considering the last two items, EC2 and EC3, both 
loaded fairly close to the same in each sample.  Taking all of this into account (i.e., model 
fit statistics and factor loadings), the data were considered sufficient to move forward 
with MI testing. 
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Table 15 
Pattern (P) Coefficients for the Traditional and Virtual Sample Measurement Models 
 Traditional Virtual 
Construct Item P P 
EC1 .642 .554 
EC2 .765 .768 
EC3 .881 .807 
EC4 .801 .740 
EC5 .678 .788 
EC6 .720 .606 
EC7 .756 .808 
Note. EC = Items from the Employee Perceptions of Supervisor/Line Manager Coaching 
Behavior. 
 
Measurement Invariance Results  
 Described in Chapter 3, the MI testing was comprised of a series of hierarchical 
steps.  This began with configural invariance testing before moving to the other testing 
models of metric and scalar invariance.  For the configural model, the one-factor 
measurement model was applied.  Following Byrne’s (2010) suggestions and since the 
final measurement models for the traditional and virtual groups were the same, one model 
was drawn in AMOS.  In other words, a default in AMOS exists wherein all groups have 
an identical path diagram, unless indicated otherwise by the researcher (Byrne, 2010).  
The data files for the traditional and virtual groups were both identified in AMOS by 
defining the two groups within model parameter settings. 
 The sample size for each group, which was thoroughly discussed in the PSM and 
statistical assumptions portion of the chapter, was reduced from the original sample as a 
result of these analyses.  Therefore, the fit indices of SRMR and CFI were once again 
primarily relied upon to assess model fit for MI testing, as noted by Hu and Bentler 
(1998) with smaller sample sizes.  Along these lines, it was originally proposed that both 
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ΔCFI and Δχ2 would be used to analyze change between invariance models.  However, a 
decision was made to rely more so on ΔCFI, based on recommendations in the literature 
(cf., Cheung & Rensvold, 2002).  For instance, it was noted that models infrequently fit 
by the Δχ2 criterion due to its reliance on sample size.  On the other hand, ΔCFI has been 
identified as a more robust statistic that does not respond to the inherent flaw of the Δχ2 
statistic (Cheung & Rensvold, 2002).  Also, the CFI calculation in AMOS is “derived 
from the minimum fit function χ2”, and the ΔCFI cutoff values suggested by Cheung and 
Rensvold (2002) were developed based on a “CFI derived from the minimum fit function 
χ2” (Cheung & Lau, 2012, p. 169).  Both statistics (ΔCFI and Δχ2) were reported, yet 
model change differences and decisions regarding hypotheses relied on ΔCFI results. 
 Configural invariance began with the re-specified measurement model (item eight 
removed) with no constraints placed on factor loadings or intercepts, other than 
maintaining one factor loading set to 1 in order to specify the model (i.e., regression path 
set to 1).  As noted by Nimon and Reio (2011), configural invariance is present when 
each sample fits the same model “where the number of factor(s) and the pattern of free 
and fixed loadings are the same across groups” (p. 205).  In order to assess model fit, the 
indices SRMR and CFI were analyzed.  Table 16 contains the results from the configural 
invariance model.   
The model demonstrated good fit with a SRMR of .0525 and CFI of .955.  Also, 
the pattern coefficients were examined; moreover, it was not surprising to find these were 
the same as the measurement models (Byrne, 2010).  This was attributed to the fact that 
the measurement models had been fit independently with regard to the traditional and 
virtual groups before invariance testing, and the same measurement model was specified 
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for the configural invariance model.  Given the well-fitting model statistics and that the 
factor loadings were similar between the groups, configural invariance was established 
and H1 was supported.  Figure 1 depicts the configural invariance models.  These results 
allowed the MI testing to continue with metric invariance analysis. 
 
Figure 1. Configural Invariance Model 
To test for metric invariance, first the configural invariance model was further 
specified by constraining factor loadings of like items to be equal between the traditional 
and virtual groups.  As mentioned in Chapter 3, specification of the metric invariance 
model by keeping one of the factor loadings from the configural model set to 1 (second 
standardization option) is the most common standardization approach (Cheung & 
Rensvold, 1999; Putnick & Bornstein, 2016).  This process was followed for the current 
study in the metric invariance testing.   
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Once results were found, the fit indices from the metric model were compared to 
those from the configural model.  Noted in Table 16, the fit indices indicated an 
adequately fitting model with SRMR = .0585 and CFI = .954.  Of importance is the 
comparison between the ΔCFI in the metric and configural models.  In this case, a 
difference of -.001 provided support for metric invariance and H2.  If metric invariance 
had not been achieved, then additional tests would have been required (Cheung & 
Rensvold, 1999).  However, the current study’s results indicated metric invariance had 
been demonstrated and testing could continue with scalar invariance.  Figure 2 depicts the 
metric invariance models. 
 
Figure 2. Metric Invariance Model 
 Testing for scalar invariance required utilizing the metric invariance model, with 
factor loadings constrained to be equal, and additionally constraining the intercepts for 
like items to be equal.  Referring to Table 16, the model fit for the scalar invariance was 
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satisfactory with SRMR = .0584 and CFI = .956.  Again, the models were compared, in 
particular the scalar model and the metric model.  The ΔCFI was .002 between the 
models, which was less than the limit of ΔCFI ≤ -.01 indicating model equivalence 
identified by Cheung and Rensvold (2002).  Therefore, scalar invariance was 
demonstrated, supporting H3.  Figure 3 depicts the scalar invariance models.  As noted in 
Chapter 3, scalar invariance is a necessary condition for mean comparisons (Kline, 2016; 
Meredith, 1993; van de Schoot et al., 2012).  With the traditional and virtual samples in 
this study because scalar invariance was demonstrated, latent mean analysis could 
commence. 
 
Figure 3. Scalar Invariance Model 
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Table 16 
Tests of Measurement Invariance  
Model df χ2 p RMSEA SRMR TLI CFI Δdf Δχ2 p Δ 
CFI 
Configural 28 70.180 <.01 .076 .0525 .932 .955 - - - - 
Metric 34 77.114 <.01 .070 .0585 .943 .954 6 6.934 .33 -.001 
Scalar 41 81.989 <.01 .062 .0584 .955 .956 7 4.875 .68 .002 
Note. df = degrees of freedom. RMSEA = root mean square error of approximation. 
SRMR = standardized root mean square residual. TLI = Tucker-Lewis Index. CFI = 
comparative fit index. 
 
Latent Mean Analysis Results  
 Following the suggestions outlined by Byrne (2010), the latent mean analysis 
between the traditional and virtual groups was executed.  To begin, the scalar invariance 
model was present in the AMOS path diagram window.  Then the mean constraint for the 
traditional worker group was removed for the coaching factor.  In other words, the virtual 
worker group was constrained (mean = 0), yet the traditional worker group was allowed 
to be freely estimated (mean = tw).  Additionally, since this traditional group was feely 
estimated, positive latent mean scores would indicate that this group perceived their 
managers to exhibit more coaching behaviors than the virtual group.  Conversely, 
negative latent mean scores would point to the virtual group perceiving their managers to 
exhibit more coaching behaviors. 
 The latent mean and p-value were analyzed in AMOS, with results reported in 
Table 17.  Particularly, it was noted that the mean was positive, which indicated that 
traditional workers perceived their managers to exhibit more coaching behaviors than the 
virtual group.  However, the results were not statistically significant as indicated by p = 
.19.  Practical significance of the latent mean difference was assessed by d = .134, which 
was interpreted as small significance.  When it related to perceived managerial coaching 
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behaviors, there appeared to be little difference between the traditional and virtual 
groups.  This was an indication that H4 was not supported, rather this hypothesis was 
rejected.       
Table 17 
Latent Mean Differences between Traditional and Virtual Groups for the Scalar 
Invariance Model 
Construct M p d 
CBM .177 .19 .134 
Note. Means of the Traditional group were freely estimated. CBM = Employee 
Perceptions of Supervisor/Line Manager Coaching Behavior Measure 
 
Descriptive Statistics 
 Once the latent mean analysis was complete, the software R (build 3.4.3) was 
utilized to calculate descriptive summary measures.  Modeled after the suggestions of 
Teo et al. (2009), the descriptive statistics were reported for the overall pooled sample 
and individual sub-samples.  For example, Table 18 contains the summary measures for 
the pooled sample (n = 263), Table 19 includes the measures for the traditional sample (n 
= 132), and Table 20 displays the results for the virtual sample (n = 131). 
Table 18 
Descriptive Statistics for the Pooled Sample (n = 263) 
Construct Min Max M SD Skewness Kurtosis EC1 EC2 EC3 EC4 EC5 EC6 EC7 
CBM   4.63 1.32 -0.49 -0.41 - - - - - - - 
EC1 1 7 3.92 1.73 -0.13 -1.01 0.89 - - - - - - 
EC2 1 7 4.70 1.71 -0.56 -0.54 0.57 0.87 - - - - - 
EC3 1 7 5.03 1.64 -0.74 -0.38 0.49 0.65 0.87 - - - - 
EC4 1 7 4.48 1.83 -0.36 -0.93 0.44 0.54 0.66 0.87 - - - 
EC5 1 7 5.07 1.56 -0.81 0.19 0.40 0.60 0.62 0.54 0.88 - - 
EC6 1 7 4.24 1.79 -0.22 -0.91 0.47 0.49 0.54 0.62 0.45 0.88 - 
EC7 1 7 4.98 1.62 -0.82 0.03 0.38 0.57 0.69 0.62 0.60 0.49 0.88 
Note. n = Sample size. M = Mean. SD = Standard Deviation. CBM = Employee 
Perceptions of Supervisor/Line Manager Coaching Behavior Measure. EC = Employee 
Coaching items. Cronbach’s alpha if an item is dropped reported on diagonal. 
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Table 19 
Descriptive Statistics for the Traditional Sample (n = 132) 
Construct Min Max M SD Skewness Kurtosis EC1 EC2 EC3 EC4 EC5 EC6 EC7 
CBM 1 7 4.74 1.36 -0.49 -0.48 - - - - - - - 
EC1 1 7 3.98 1.78 -0.15 -1.08 0.90 - - - - - - 
EC2 1 7 4.86 1.69 -0.75 -0.17 0.62 0.88 - - - - - 
EC3 1 7 5.10 1.66 -0.86 -0.18 0.55 0.68 0.87 - - - - 
EC4 1 7 4.57 1.86 -0.44 -0.91 0.51 0.56 0.69 0.88 - - - 
EC5 1 7 5.23 1.54 -0.89 0.40 0.35 0.57 0.59 0.55 0.89 - - 
EC6 1 7 4.39 1.85 -0.38 -0.87 0.58 0.54 0.59 0.65 0.47 0.89 - 
EC7 1 7 5.07 1.65 -0.86 0.00 0.38 0.53 0.72 0.62 0.54 0.50 0.89 
Note. n = Sample size. M = Mean. SD = Standard Deviation. CBM = Employee 
Perceptions of Supervisor/Line Manager Coaching Behavior Measure. EC = Employee 
Coaching items. Cronbach’s alpha if an item is dropped reported on diagonal. 
 
Table 20 
Descriptive Statistics for the Virtual Sample (n = 131) 
Construct Min Max M SD Skewness Kurtosis EC1 EC2 EC3 EC4 EC5 EC6 EC7 
CBM 1 7 4.52 1.28 -0.53 -0.38 - - - - - - - 
EC1 1 7 3.85 1.68 -0.12 -0.97 0.89 - - - - - - 
EC2 1 7 4.53 1.72 -0.39 -0.82 0.52 0.86 - - - - - 
EC3 1 7 4.95 1.62 -0.61 -0.59 0.43 0.61 0.86 - - - - 
EC4 1 7 4.40 1.80 -0.28 -0.96 0.36 0.52 0.63 0.87 - - - 
EC5 1 7 4.90 1.56 -0.74 0.00 0.46 0.63 0.64 0.53 0.86 - - 
EC6 1 7 4.09 1.73 -0.06 -0.92 0.35 0.43 0.47 0.59 0.43 0.88 - 
EC7 1 7 4.89 1.58 -0.80 0.05 0.40 0.62 0.64 0.61 0.66 0.47 0.86 
Note. n = Sample size. M = Mean. SD = Standard Deviation. CBM = Employee 
Perceptions of Supervisor/Line Manager Coaching Behavior Measure. EC = Employee 
Coaching items. Cronbach’s alpha if an item is dropped reported on diagonal. 
  
A review of the descriptive statistics tables for the traditional and virtual sample 
(Tables 19 and 20, respectively) revealed that the traditional group consistently had 
higher observed mean scores for the coaching construct (CBM) and the coaching items 
(labeled EC1 through EC7).  For instance, the observed mean of the CBM construct in 
the traditional sample (MCBM = 4.74) resulted in a positive difference of MDCBM = 0.22 
from the observed mean of the same construct in the virtual sample (MCBM = 4.52).  
Although, the difference was not statistically significant (p = .165; t = -1.39 [260.36]).  
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An effect size calculation (dCBM = 0.17) indicated a small level of practical significance.  
These observed mean results are similar to the latent mean results, in terms of no 
statistical significance and small levels of practical significance. 
Common Method Variance Results 
 Common method variance was tested with the CFA marker technique (Williams 
et al., 2010).  The five negative affect (NA) items from the PANAS short-form 
(Thompson, 2007) were used as a latent marker variable, which have been employed as a 
marker variable in previous research (Williams & McGonagle, 2016).  Additionally, the 
seven managerial coaching items utilized in this study were incorporated into the CFA 
marker testing method. 
 The statistical software AMOS (v. 23.0.0) was once again used for the CMV 
testing.  A series of models were constructed, wherein fit statistics were calculated and 
changes in these fit indices were compared between models to ascertain if CMV was 
present.  The fit statistics included: CFI, RMSEA, degrees of freedom (df), and χ2.  
Furthermore, in order to determine if method effects were present, the models were 
compared (Δχ2, ΔCFI, ΔRMSEA) starting with a baseline model and continuing for the 
other models (Williams et al., 2010).  A total of four models were constructed, 
encompassing: an initial CFA model (CFA); a baseline model (Baseline); a constrained 
model (Method-C); and an unconstrained model (Method-U; Williams et al., 2010). 
 To begin, the initial CFA model included the one-factor model with seven of the 
eight CBM items and the NA items, which loaded on a marker variable.  The two latent 
variables (CBM and NA) were allowed to correlate without constraint in order to get 
factor loadings and measurement error variance estimates for the NA indicators.  Then, 
the baseline model was created by constraining the latent marker paths to the 
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unstandardized regression weights and the variances from the CFA model and setting the 
covariance between CBM and NA to 0.  Next, the Method-C model was constructed in 
which direct paths were added from the NA latent variable to the CBM item indicators.  
These direct paths were constrained to be equal.  Finally, the unconstrained Method-U 
was created by retaining these direct paths, yet allowing them to be freely estimated 
(Williams et al., 2010). 
 This comprehensive CFA marker technique was executed a total of three times, 
using the one-factor model with seven CBM indicators.  Specifically, this included one 
analysis for the pooled sample (both traditional and virtual; see Figures 4-7), one analysis 
for the traditional sample (see Figures 8-11), and one analysis for the virtual sample (see 
Figures 12-15).  The three iterations were conducted in order to gain an overarching view 
of the full sample and by each workforce group.  This multi-sample analysis has been 
advocated in order to determine if any CMV was present in the sub-samples, which could 
be hidden if only a pooled sample was analyzed (Craighead et al., 2011).  Results for all 
three groups are presented in Table 21 for the pooled sample (n = 263), Table 22 for the 
traditional sample (n = 132), and Table 23 for the virtual sample (n = 131).  
Relying on the interpretive direction provided by Williams et al. (2010), the 
baseline models were compared to Method-C models for each group.  For the pooled 
sample and the traditional sample, statistically significant results (p < .01) were found.  
This suggested shared CMV between the substantive variable and the latent marker 
variable.  Conversely, when comparing the baseline model with the Method-C model for 
the virtual group, no statistically significant results were realized.  The next comparisons 
were between Method-C and Method-U for all three groups.  For all three samples the 
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results were not statistically significant.  With respect to the pooled sample and the 
traditional sample, this particular comparison in relation to the previous model 
comparison provided some insight.  In the pooled sample, the Method-U model indicated 
an almost undetectable change (ΔCFI = .001; p = .29) in model fit compared to Method-
C.  The same could be said for the traditional group, wherein the Method-U model 
showed a slightly better fit (ΔCFI = .006) than Method-C; however, the difference was 
not statistically significant (p = .09).  These non-significant findings between Method-C 
and Method-U for these two groups indicated that the method effects identified in the 
comparison between the baseline and Method-C were constant for all indicators 
(Williams et al., 2010). 
Table 21 
Common Method Variance Testing with the Pooled Sample 
Model df χ2 CFI RMSEA Δdf Δχ2 Δ 
CFI 
Δ 
RMSEA 
p vs. 
CFA 53 135.743 .941 .077 - - - - - - 
Baseline 63 144.588 .942 .070 10 8.845 .006 .003 .55 CFA 
M-C 62 136.464 .947 .068 1 8.124 .005 -.002 <.01 Base 
M-U 56 129.144 .948 .071 6 7.320 .001 .003 .29 M-C 
Note. df = degrees of freedom. CFI = comparative fit index.  RMSEA = root mean square 
error of approximation. CFA = Confirmatory Factor Analysis. M-C = Method 
Constrained. M-U = Method Unconstrained.  
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Figure 4. CFA Pooled Model 
 
Figure 5. Baseline Pooled Model 
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Figure 6. Method-C Pooled Model 
 
Figure 7. Method-U Pooled Model 
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Table 22 
Common Method Variance Testing with the Traditional Sample 
Model df χ2 CFI RMSEA Δdf Δχ2 Δ 
CFI 
Δ 
RMSEA 
p vs. 
CFA 53 112.037 .927 .092 - - - - - - 
Baseline 63 123.783 .925 .086 10 11.746 .002 -.006 .30 CFA 
M-C 62 114.310 .935 .080 1 9.473 .010 -.006 <.01 Base 
M-U 56 103.392 .941 .080 6 10.918 .006 .000 .09 M-C 
Note. df = degrees of freedom. CFI = comparative fit index.  RMSEA = root mean square 
error of approximation. CFA = Confirmatory Factor Analysis. M-C = Method 
Constrained. M-U = Method Unconstrained.  
 
Figure 8. CFA Traditional Worker Model 
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Figure 9. Baseline Traditional Worker Model 
 
Figure 10. Method-C Traditional Worker Model 
213 
 
 
Figure 11. Method-U Traditional Worker Model 
 
 
Table 23 
Common Method Variance Testing with the Virtual Sample 
Model df χ2 CFI RMSEA Δdf Δχ2 Δ 
CFI 
Δ 
RMSEA 
p vs. 
CFA 53 88.953 .942 .072 - - - - - - 
Baseline 63 103.375 .934 .070 10 14.422 .001 -.002 .15 CFA 
M-C 62 102.702 .934 .071 1 0.673 .000 .001 .41 Base 
M-U 56 93.741 .939 .072 6 8.961 .005 .001 .18 M-C 
Note. df = degrees of freedom. CFI = comparative fit index.  RMSEA = root mean square 
error of approximation. CFA = Confirmatory Factor Analysis. M-C = Method 
Constrained. M-U = Method Unconstrained.  
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Figure 12. CFA Virtual Worker Model 
 
Figure 13. Baseline Virtual Worker Model 
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Figure 14. Method-C Virtual Worker Model 
 
Figure 15. Method-U Virtual Worker Model 
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Summary of Hypotheses 
 For this study, a total of four hypotheses were proposed, of which three were 
supported.  Specifically, configural, metric, and scalar measurement invariance was 
confirmed for the one-factor model.  However, statistically and practically significant 
latent mean differences were not found between the traditional and virtual groups.  All 
hypotheses findings are briefly summarized in Table 24. 
 The first hypothesis predicted that configural invariance would be found between 
the traditional and virtual employee groups, with data from the CBM.  Support was 
indicated for H1 with a well-fitting configural invariance model (CFI = .955, SRMR = 
.0525) and consistent factor loadings.  This allowed the researcher to continue with the 
measurement invariance testing.  Next, H2 was tested in which metric invariance was 
analyzed.  The model fit was again within acceptable standards (CFI = .954, SRMR = 
.0585) and the ΔCFI between the configural and metric models was -.001.  These results 
encouraged the testing of scalar invariance, which was the third hypothesis.  Support 
existed for H3 in that the model fit statistics for the scalar model showed good fit (CFI = 
.956, SRMR = .0584), with a ΔCFI between the metric and scalar models of .002.  This 
was also within acceptable limits proposed by Cheung and Rensvold (2002).  
 Once scalar invariance was demonstrated, the latent means between the traditional 
and virtual group were compared.  It was predicted that the traditional group would 
indicate their managers’ exhibited more coaching behaviors, as compared to the virtual 
group.  In terms of latent mean analysis, this would be indicative of a positive mean.  
Although the analysis did provide a positive mean (M = .177), the results were not 
statistically significant (p = .19) or practically significant (d = .134).  Therefore, H4 was 
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not supported.  This rejected hypothesis indicated that the traditional and virtual groups 
were similar in their assessments of their managers’ coaching behaviors.   
Table 24 
Results of Predicted Hypotheses 
Hypothesis Identification Supported? 
H1 Configural Invariance Yes 
H2 Metric Invariance Yes 
H3 Scalar Invariance Yes 
H4 Positive Latent Mean No 
 
Summary of Chapter Four 
 This chapter presented the results and analysis for the study.  It began with data 
analysis results and a discussion of data collection and participants, group comparison 
results, and propensity score matching results.  Then, the chapter incorporated sample 
representativeness and statistical assumptions results.  Moreover, the measurement model 
results, along with a comparison, for both the traditional and virtual groups was provided.  
The MI testing, latent mean analysis, and descriptive statistics were all included.  
Common method variance results were given, followed by a summary of the hypotheses. 
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Chapter Five – Discussion 
Introduction 
 Chapter 5 presents the discussion and conclusions from this study.  The first 
section, a discussion of the results from Chapter 4, encompasses the relationships to the 
relevant literature.  Specifically, configural, metric, and scalar MI relevance is included, 
along with latent mean analysis.  The second main section of the chapter is comprised of 
the implications to research and theory, and HRD/VHRD practice.  Next, the third section 
includes limitations of the study and the fourth section provides suggestions for future 
research.  The chapter concludes with a summary. 
Discussion of the Results 
 This beginning section of this chapter provides discussions and conclusions of the 
results for each of the four research hypotheses.  Comparisons to relevant works are 
included, in an effort to demonstrate similarities and differences among the literature and 
this study.  In general of importance to note, the current study employed PSM (Keiffer & 
Lane, 2016) to equate the groups before MI testing.  The two main studies used for 
comparison with respect to MI (Kim et al., 2017; Pousa, 2016), did not disclose if groups 
were equated first; although, it appears based on unequal sample sizes that PSM was not 
conducted.  Each hypothesis is discussed separately to logically present the analysis of 
results and noteworthy influences to the literature.  
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Configural Measurement Invariance 
 Hypothesis one (H1) predicted that configural invariance would be found between 
the traditional and virtual employee groups with data from the CBM (Ellinger et al., 
2003).  Previous researchers have found support for configural invariance in cross-
cultural groups (Kim et al., 2017; Pousa, 2016).  Similarly and confirming the findings of 
prior literature, configural invariance was found in the present study for the single-factor 
model of the CBM.  Moreover, this study adds to the managerial coaching literature by 
demonstrating configural invariance between traditional and virtual employees.  This 
confirmation of invariance at this level allowed the next hypothesis to the tested.  
 The establishment of configural invariance was revealed after evaluation of the 
factor loadings for the seven items retained from the CBM and investigating the specified 
fit indices for the CFA.  Configural invariance is designed to test whether the constructs 
have the same pattern of free and fixed loadings across groups (Nimon & Reio, 2011; 
Putnick & Bornstein, 2016; Rusticus et al., 2008).  Factor loadings for the one-factor 
model were fairly consistent between the traditional and virtual groups.  For example, 
item numbers 2 and 3 had almost equal loadings among the two groups of employees.  
However, item numbers 1, 4, and 6 loaded higher for the traditional sample than the 
virtual sample.  With respect to the remaining two item numbers 5 and 7, these loaded 
higher for the virtual group than the traditional.  All variations in the loadings were 
negligible and all loadings, regardless of group affiliation, were above the threshold of 
≥.50 (Bagozzi & Yi, 1988).  The factor loadings provided indication of configural 
invariance, yet an examination of the fit indices for confirmation was warranted.  
 Fit indices were also analyzed in order to confirm configural invariance.  In 
particular, CFI and SRMR indices were examined, as recommended by Hu and Bentler 
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(1998) for smaller sample sizes.  The single factor model resulted in a good-fitting model 
with a CFI of .955 and SRMR of .0525.  Additionally, these indices were in line with 
those who have found configural invariance with data from the CBM.  Namely, Pousa 
(2016) who indicated CFI = .971 and Kim et al. (2017) who reported CFI = .984 and 
SRMR = .025.  Based on this model analysis from the current study, coupled with the 
factor loadings of the seven items, configural invariance was demonstrated and H1 was 
supported.   
Metric Measurement Invariance 
 Hypothesis two (H2) predicted that metric invariance would be found between the 
traditional and virtual groups with data from the CBM.  Akin to the discussion of 
configural invariance, metric invariance has been found by Kim and colleagues (2017) 
with their sample of U.S. and Taiwanese working professional graduate students.  Also, 
partial metric invariance was demonstrated by Pousa (2016) in his sample of French and 
Spanish speaking employees.  Specifically, among this sample of individuals item 
numbers 1 and 2 were found noninvariant.  With regard to the current study, metric 
invariance was established. 
 This level of invariance was determined by evaluating the specific fit indices of 
the metric invariance model and comparing the change in CFI to the configural 
invariance model.  The metric invariance model constrained the factor loadings of like 
items to be equal across the two groups (Putnick & Bornstein, 2016; Wu et al., 2007).  
Overall for this study, the metric invariance model showed good fit with a CFI = .954 and 
SRMR = .0585.  In comparison with the configural invariance model, the Δ CFI was -
.001, indicating metric invariance was demonstrated (Cheung & Rensvold, 2002).  
Therefore, this analysis along with the fit statistics of the model indicated metric 
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invariance was shown between the traditional and virtual groups, thus providing support 
for H2.  The assessment of CFI between models in this study can be compared to that 
from Kim et al. (2017), wherein they found a Δ CFI of .000.  The current study therefore 
adds to the literature by demonstrating confirmation of metric invariance between groups 
with data from the CBM.     
Scalar Measurement Invariance 
 Hypothesis three (H3) predicted that scalar invariance would be found between 
the traditional and virtual samples with data from the CBM.  In a review of the literature, 
full scalar invariance was not found among the two studies that tested for MI with this 
managerial coaching instrument.  Although, support for partial scalar invariance has been 
demonstrated (Kim et al., 2017).  For the current study, full scalar invariance was found. 
 Scalar invariance can be tested if full or partial metric invariance is supported 
(Putnick & Bornstein, 2016).  This type of strong factorial invariance requires 
constraining the factor loadings and intercepts of like items to be equal across groups 
(Putnick & Bornstein, 2016; van de Schoot et al., 2012; Wu et al., 2007).  Additionally, 
scalar invariance is necessary in order to make group mean comparisons (Wu et al., 
2007).  If a researcher were to compare means before scalar invariance was established, 
then interpreting the validity of results could be compromised (Nimon & Reio, 2011; 
Vandenberg & Lance, 2000). 
 For the current study, scalar invariance was confirmed by evaluating the specified 
model fit indices and comparing the change in CFI between the scalar and metric 
invariance models (Putnick & Bornstein, 2016).  The model fit indices again indicated a 
good-fitting model with CFI = .956 and SRMR = .0584 for the one-factor solution.  Then, 
the change in CFI indices between the metric and scalar invariance models was 
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examined.  This resulted in a Δ CFI = .002, which is below limits established by Cheung 
and Rensvold (2002).  Therefore, scalar invariance was established in the current study 
with the traditional and virtual employee groups, providing support for H3. 
 The importance of establishing scalar invariance between groups from data 
collected with the CBM instrument is noteworthy.  For instance, full scalar invariance has 
not been demonstrated in the published literature as of yet.  Mentioned briefly in the 
beginning of this section, Kim et al. (2017) found partial scalar invariance with their 
comparison between cross-cultural groups.  After removing the constraints on item 
numbers 4 and 8, an acceptable model fit was found with CFI = .982 and SRMR = .041.  
Then, this model was compared to their metric invariance model, where Δ CFI = .002, 
thus demonstrating partial scalar invariance.  The authors noted that full scalar invariance 
may not have been achieved due to the cultural interpretation of the two noninvariant 
items.   
Also, a similar statement was made by Pousa (2016) when his sample failed to 
demonstrate metric invariance.  He discussed the significant cultural differences between 
his sample of French speaking bank employees and Spanish speaking employees from an 
Argentinian manufacturing company.  The current study did not seek to test measurement 
invariance of data from the CBM with cross-cultural groups, like the two studies 
mentioned.  Due to the similarities among the traditional and virtual employee samples, it 
is believed no cultural misinterpretation of items occurred.  Instead, since scalar 
invariance was found, the two groups understood the construct of managerial coaching to 
be similar.       
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Latent Mean Analysis 
 Once scalar invariance was established in the study, a latent mean analysis of the 
differences between the traditional and virtual groups commenced.  The fourth hypothesis 
(H4) predicted that there would be statistically and practically significant latent mean 
differences for managerial coaching behaviors between traditional and virtual employee 
groups.  The direction of the hypothesis was specified, wherein the traditional employees 
would indicate their managers’ exhibited more coaching behaviors compared to the 
virtual employees.  This declaration of traditional employees indicating their perceptions 
of more coaching behaviors being shown by their managers was supported within the 
context of LMX theory (Golden 2006b; Hill et al., 2014; Merriman et al., 2007; 
Wiesenfeld et al., 2001).  
 Results from the latent mean analysis in the current study demonstrated no 
support for H4.  Although the latent mean was positive, in the predicted direction (M = 
.177), it was not statistically significant (p = .19).  Also, the latent mean difference 
indicated little practical significance, demonstrated by a small effect size (d = .134).  The 
observed means could also be compared, which has relevance in the literature because 
others have reported and compared observed, as opposed to latent, means.  For instance, 
the observed mean difference for the managerial coaching construct resulted in a MD = 
0.22 between the traditional and virtual group, with an effect size of d = .17 (i.e., a small 
level of practical significance). 
 Because the current study is the first known study to compare the traditional and 
virtual workforce groups within a managerial coaching context and the CBM instrument, 
analysis within the current literature must be limited to results of those employing the 
same scale.  For this study, observed means from the traditional group ranged from 3.98 
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to 5.23 and 3.85 to 4.95 for the virtual group, for the seven items (#1through #7) with the 
original 7-point Likert scale.  Hagen and Peterson (2015) also deployed the same seven 
items in their study with Six Sigma team members in the U.S, though a 6-point Likert 
scale was adapted.  The changing of the response scale makes mean comparisons 
between the team members (Hagen & Peterson, 2015) and the samples from the current 
study difficult. 
 Pousa and Mathieu (2014a) employed all eight items from the CBM, with the 
original 7 point Likert scale, in their sample of Canadian banking employees.  They 
reported a mean of M = 5.174 (SD = 1.360) with the 122 financial advisors from the 
bank.  These same authors (Pousa & Mathieu, 2014b) in another article also used all eight 
items from the CBM, with the original 7-point Likert scale, in samples of Canadian 
banking employees and Latin American salespersons.   Additionally, they indicated a 
mean of M = 5.131 (SD = 1.108) from the combined sample of 62 responses from the 
salespersons working at a Latin American branch of a manufacturing organization and 
114 responses from the financial advisors.  Although two groups were included in this 
study, the data were aggregated for analysis purposes and the means of the two groups 
were not reported or analyzed separately.     
All eight items, with a 7-point Likert scale, from the CBM were also used by Kim 
et al. (2014) in their two studies.  The first study with 534 employees from two U.S. 
public organizations, returned a mean of M = 4.79 (SD = 1.46).  In the second study, 270 
South Korean graduate students in public administration and education reported a mean 
of M = 4.81 (SD = 1.12).  The managerial coaching behaviors between the two groups 
were compared via a t-test, which revealed no significant differences.  However, the 
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authors did not report an assessment of MI before these mean group comparisons, 
identified as a prerequisite to such comparisons (Vandenberg & Lance, 2000).  
Additionally, Kim et al. (2013) deployed all eight items of the CBM with the 7-point 
Likert scale in their study of 482 employees in a South Korean government organization.  
The mean was reported as M = 5.52 (SD = 1.14) in this study.   
 Other researchers employed all eight items from the CBM; however, Likert scale 
responses were changed or means were not reported.  For instance, Kalkavan and Katrinli 
(2014) discussed deploying all items from the managerial coaching instrument, yet did 
not indicate the Likert scale used or report the mean scores.  Also, Sun et al. (2012) 
indicated they used all eight items with a 5-point Likert scale, but did not include 
observed means.  Wang (2013) also utilized all eight items with a 5-point Likert scale and 
indicated a mean of M = 3.52 (SD = 1.76) with a sample of 127 team members from 
southern Taiwan high-technology firms.  Additionally, Hagen (2010) used all eight items 
of the CBM with a 6-point Likert scale, yet did not report the mean from the sample. 
 In a study with six of the eight items from the CBM, specifically item numbers 1-
4, 6, and 7 (numbers 5 and 8 excluded), Elmadag and colleagues (2008) used the original 
7-point Likert scale as well.  Their usable sample of 310 U.S. front-line service 
employees indicated a mean of M = 4.95 (SD = 1.35).  Similarly, Woo (2017) used six 
items, in this case 2-5, 7 and 8 (numbers 1 and 6 excluded), in a study with 247 South 
Korean employees.  For this sample a mean of M = 4.78 (SD = 1.14) was reported. 
 Mentioned in this section briefly, the current study’s results are not directly 
comparable to any studies in the managerial coaching published literature due to the 
specific sample and methodology.  The mean comparison discussed herein is designed to 
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present an overall picture of those who have utilized the CBM instrument with eight 
items, seven items, or five items.  The two studies found that assessed MI between groups 
with data from the CBM (Kim et al., 2017; Pousa, 2016) did not report or analyze latent 
mean differences.  Thus, a direct comparison between the current study and either of 
these two studies could not be made.    
Implications  
 The current study’s findings have implications to research and theory, and 
practice within an HRD context.  Three implications to research are discussed, which 
include calls in the current literature, MI assessments, and importance of the study’s 
findings.  The implications to practice encompass the virtual workforce, VHRD 
application, and generational cohort acknowledgment.   
Implications to Research and Theory 
 Several implications to the research base can be identified from the results of this 
study.  First, calls in the literature have been placed for more rigorous research 
methodologies (Gubbins & Rousseau, 2015; Nimon & Reio, 2011), demonstration of the 
connection of managerial coaching to leadership theories (Ellinger et al., 2011; Hamlin et 
al., 2008), and a focus on virtual managerial coaching (Ellinger, Beattie, & Hamlin, 
2018).  An attempt to design and execute robust research methods was employed in this 
study.  For instance, assessing MI of data with a previously validated instrument before 
making mean group comparisons was undertaken.  Also, the current study encompassed 
and considered the research design, sample criteria and equivalency, MI assessments, 
latent mean analysis, and CMV in order to create a thorough and rigorous study.  
Propensity score matching was another consideration made in the study, wherein it was 
used to equate the traditional and virtual groups before MI analysis.  This statistical 
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approach has been offered as a way for HRD researchers to be able to more directly 
compare groups of individuals (Keiffer & Lane, 2016).  Moreover, the integration of 
LMX theory in an effort to ground the current study in a leadership theory applicable to 
managerial coaching, was an important consideration stemming from the current 
managerial coaching literature. 
 A second implication to the literature from the results of the current study comes 
in the form of empirical confirmation that traditional and virtual employees think of the 
construct of managerial coaching behaviors in the same light.  Although the findings 
should be interpreted from the standpoint of full-time employees in the U.S. from the 
MTurk population.  Thinking in terms of managerial coaching behaviors assessed with 
the CBM (Ellinger et al., 2003), the current study’s findings confirmed results from 
others with regard to configural invariance (Kim et al., 2017; Pousa, 2016) and metric 
invariance (Kim et al., 2017).  This study also found support for full scalar invariance 
between traditional and virtual groups, which has not been supported in the literature to 
date.  More importantly, this extension into the managerial coaching literature base 
provides support for future studies that wish to incorporate both traditional and virtual 
groups with the statistical requirement that scalar invariance is established before group 
mean comparisons. 
 Third, although the results of the current study are not directly comparable to 
results from other studies in the managerial coaching or virtual workforce literature, 
implications of the findings to theory and research are still noteworthy.  Specifically, it 
was hypothesized based on the types of leader-member exchanges (LMX theory) and 
relationships that virtual employees experience with their managers, that this group 
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would perceive their managers’ exhibited less coaching behaviors than a comparable 
traditional group.  In the latent mean analysis it was discovered that the traditional 
employees reported a perception of more managerial coaching behaviors, as evidenced by 
a higher latent mean score than the virtual group.  However, the results were not found to 
be statistically or practically significant.   
These results are still important to consider in that they provide some insight into 
virtual groups.  For example, others have found that physical isolation is an important 
concern for virtual workers, which can have an impact of the relationship between this 
group and their supervisors (Bartel et al., 2012; Belle et al., 2015; McCloskey & Igbaria, 
2003).  The lack of face-to-face exchanges between virtual employees and their mangers 
can interfere with understanding and interpreting messages and communications between 
these two groups (Golden, 2006b).  With limited communication rich exchanges between 
an employee and a manager, the focus can be placed on more transactional interactions 
related to job requirements instead of opportunities to coach and develop the individual 
(Kurland & Bailey, 1999; Lautsch & Kossek, 2011).  Thus, the results of the current 
study are not necessarily surprising in that the virtual group indicated less perceived 
managerial coaching behaviors, compared to the traditional employee group.  The results 
might have been statistically and practically significant if only high-intensity (i.e., those 
working virtually three or more days per week) virtual employees were considered.         
Implications to Practice 
There are multiple implications of the current study’s findings as related to HRD 
and VHRD practitioners.  To begin, the virtual workforce is an important part of the 
overall employee environment in many organizations.  The adaptability of the virtual 
workplace setting has been acknowledged as an advantage for many organizations, yet 
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simultaneously presents challenges for managers.  Specifically, managers are asked to 
work with HRD and HRM practitioners and are tasked with roles previously relegated to 
these individuals, namely aiding in employee learning and development (Fillery-Travis & 
Lane, 2006).  Part of this employee development has been identified as coaching by 
managers.  With regards to this particular study, practitioners and managers can get a 
sense that virtual and traditional employees both understand the idea of managerial 
coaching to mean the same thing.  This also indicates support of the use of the CBM with 
the virtual workforce in future research.  This understanding should provide these 
practitioners with comfort and allow for more of a focus on coaching the virtual 
employees.  Virtual managerial coaching is an important consideration currently and in 
the future, given technological advancements and the global context of business practices 
(Ellinger et al., 2018). 
Along these lines and a second implication to practice, HRD practitioners can 
embrace the paradigm shift into VHRD.  Given that VHRD focuses on learning (formal 
and informal) and development complexities within a virtual environment (Bennett, 
2009; Bennett, 2014), virtual managerial coaching is an important component to this 
phenomenon.  Coaching by managers in the near future should encompass more virtual 
forms.  This should contribute to an employee’s informal learning, an important 
component of VHRD (Bennett & McWhorter, 2017).  Additionally, the limited research 
into virtual coaching using executives can also be capitalized upon and applied to the 
VHRD context.  In other words, this asynchronous and synchronous type coaching using 
ICT’s can be incorporated between managers and employees in the virtual workforce.  
230 
 
Moreover, a more systems view approach emphasizing virtual technologies can aid HRD 
practitioners in the VHRD environment (Bennett & McWhorter, 2017). 
A third implication for HRD/VHRD practitioners involves the generational 
identification of X and Y.  These two groups have been noted as comprising the largest 
two generational groups currently in the workforce (Fry, 2015).  Also, many practitioners 
in the workplace have identified that these individuals are more adept with technology 
and virtual communication methods (Tulgan, 2017).  The delineation between what 
constitutes a virtual versus a traditional employee will become more blurred in the future 
as the continuum of virtually is expounded.  In essence, many individuals will most likely 
experience and be exposed to job place learning and professional development via virtual 
methods employing the use of ICT’s.  As noted by Bennett and McWhorter (2017), 
VHRD can “embed accomplishments into the reward and recognition structures managed 
electronically” (p. 22).               
Limitations 
 Several limitations of the current study are discussed in this next section.  First, 
the sample participants were limited to individuals who currently worked full-time in the 
U.S. as employees.  This limitation prevents generalizing the results to full-time 
employees working in other countries.  Second, the sample was comprised of individuals 
who worked in service industries only, which thwarts generalization to those working in 
non-service industries.  Third, the study limited the sample to those who identified they 
were in early and mid-career stages.  This would make generalizing the results to those in 
late career stages unwarranted.  Fourth, only those individuals from the generational 
cohorts of X and Y were included; therefore, limiting the application of the results to 
these two groups. 
231 
 
 A fifth limitation of the current study was that the sample was sourced completely 
from MTurk and predisposition of these individuals may exist simply by the nature of 
their association with the crowdsourcing platform.  Thus, generalizing the study’s results 
to those outside of MTurk might not be suitable.  Sixth, the perspective of the measure 
was another limitation of the study.  Specifically, respondents were asked to share their 
perceptions of their managers’ behaviors, which were not verified by other means.  
However, common method bias (Podsakoff et al., 2003), a concern of social science 
researchers because it can present variance in empirical studies, was reduced because 
only one construct was tested.  Additionally, a comprehensive CFA marker analysis 
technique (Williams et al., 2010) to test for the effects of common method variance 
yielded little impact to the study’s results. 
 Seventh, socially desirable responses (SDR) was another limitation of the current 
study.  Although, given that the coaching instrument did not use self-descriptors (i.e., 
“I”), rather items asked respondents to assess others’ behaviors (i.e., “My manager”), this 
notion of SDR was diminished.  Eighth, a limitation of the current study was the possible 
motivation of respondents who take surveys for financial incentives.  This limitation 
could be mitigated in future research by removing payment for completed surveys.  A 
ninth limitation of the current study was allowing a more inclusive group of virtual 
employees; in particular those who identified as having an agreement to work one or 
more days a week in a virtual environment.  Therefore, results may not be as applicable 
to the high-intensity virtual workforce (i.e., those working three or more days per week 
virtually). 
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 With respect to the design of the study, a tenth limitation comes in the form of 
employing CFA as the MI analysis method.  The CFA technique is rigorous; however, it 
is not the only option for conducting MI and other methodological methods (e.g., IRT) 
could be employed.  An eleventh limitation that can be attributed to the current study is 
that of removing one of the managerial coaching items from analysis.  The last item 
(number 8) was removed from consideration and analysis occurred with only seven 
instrument items.  Although other researchers in the literature have removed this same 
item (Ellinger et al., 2008; Elmadag et al., 2008; Hagen & Peterson, 2015), results may 
not be as easily compared to studies that included all items.  The final limitation concerns 
the use of propensity score matching (PSM) to equate the traditional and virtual sample 
groups.  Most notably, caution should be exercised when making comparisons between 
the current study and those who have employed MI analysis with the CBM, yet did not 
employ PSM.  Methodologically the empirical results from the current study were unique 
with respect to other studies in the literature.         
Suggestions for Future Research 
 Based on the current study’s findings, there are several avenues for future 
research.  One suggestion includes replication of the study with the entire MTurk 
population and assessing MI of data from the CBM with virtual and traditional groups 
worldwide.  The MTurk workers have been identified as diverse individuals who have 
demonstrated their desire to be research participants (Buhrmester et al., 2011; Mason & 
Suri, 2012).  By including the entire MTurk worldwide population, results could be more 
comparable to those in the managerial coaching published literature who have employed 
International samples. 
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 A second suggestion for future research includes MI analysis between different 
grouping arrangements.  This suggestion encompasses at least two possibilities.  One of 
these opportunities would include MI analysis of data from the CBM with low-intensity 
virtual employees and high-intensity virtual employees.  Although researcher access to 
these distinct groups is challenging (Fay & Kline, 2011), those who have identified as 
high-intensity have a stronger virtual work identity than those identified as low-intensity 
(Bailey & Kurland, 2002).  By studying these dichotomous groups, researchers can 
achieve greater insight into their perceptions of managerial coaching behaviors, starting 
with if they view the construct with equivalent meaning.  A second opportunity related to 
this specific future research suggestion includes MI analysis of data from the CBM across 
traditional, low-intensity, and high-intensity employee groups.  Similar to the first 
opportunity, this could provide enlightenment to researchers and practitioners with regard 
to the facets of the virtual workforce compared to the more traditional group.  In 
particular, also incorporating a focus on the proximity of virtual employees to their 
managers could provide further insight.  Yet another idea related to this suggestion is to 
study and compare gender groups, ethnic groups, or other industry sectors, among the 
virtual workforce as possible grouping arrangements.     
 The third and fourth suggestions for future research are presented as comparative 
study opportunities.  For the third suggestion, the statistical analysis from the current 
study could be replicated, yet the traditional and virtual employee groups would not be 
equated with PSM.  In other words, the original, unmatched sample of traditional 
employees (n = 192) and virtual employees (n = 199) from the data cleaning processes 
would be utilized.  Then, using these samples, that were not made equivalent with respect 
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to demographic and workplace characteristics, the same statistical analysis would ensue.  
Results from the unmatched sample and the matched sample in the current study could 
then be compared, which could shed light on the impact of using PSM for studies in the 
future.  Insight into scale revision recommendations for the CBM might also result. 
 Another comparison study could result from analyzing data from the CBM and 
another managerial coaching instrument.  It was noted that the RMCS (Park, McLean, et 
al., 2008) is the second most employed coaching instrument (Hagen & Peterson, 2015) in 
relation to the CBM.  Therefore, a comparison could be made with data from the two 
instruments among the traditional and virtual workforce.  By comparing their perceptions 
of managerial coaching behaviors (with the CBM) and skills (with the RMCS), 
researchers could determine if the two groups understood the behavior-based construct 
and the skills-based construct to have identical meanings.  In turn, results could inform 
future research of managerial coaching instrument development. 
Last, the fifth suggestion for future research involves the inclusion of both 
managers and employees.  Specifically, the complete dyadic managerial coaching 
behaviors instrument developed by Ellinger et al. (2003) could be deployed to groups of 
virtual workers and their managers and traditional workers and their managers.  
Measurement invariance could then be assessed among the traditional and virtual 
managers, along with the traditional and virtual employees.  Results from this type of 
study might aid practitioners with understanding differences among virtual manager-
employee groups, compared to traditional manager-employee groups.      
Summary of Chapter Five 
 This chapter contained five main sections.  The introduction provided an 
overview of the chapter.  Then, the discussion and results section contained information 
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relevant to the MI and latent mean analysis.  Included in this section were comparisons to 
the current literature with respect to configural, metric, and scalar invariance.  This main 
section concluded with a discussion of the latent mean analysis results from the current 
study, which also contained comparisons with the literature base.  Next, implications to 
research, theory, and practice, along with limitations, and suggestions for future research 
encompassed the third, fourth, and fifth sections.  The chapter concluded with a brief 
summary.  
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Appendix A: Large Tables 
Table A1  
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Distribution / 
Manufacturing / 
Logistics 
Person-Process-
Product and 
Person-Role 
models 
IV Employee & 
Manager  
U.S. CBM (16 items 
total) 
Employee: α = .939; M’s 3.04-4.11 
(SD’s 1.12-1.38) 
Supervisor: α = .829; M’s 4.33-6.08 
(SD’s 0.84-1.75 )  
Ellinger, 
Ellinger, & 
Keller (2003) 
Various/Variety n/d n/d Employee & 
Manager 
U.S. (six 
sigma 
teams) 
CBM (7 items-
leader; 7 items-
members 
Leader: CR = .925 
Member: CR = .918 
Hagen & 
Peterson 
(2015) 
Banking LMX IV Employee Canada CBM (8 items) α = .948, CR = .948; M = 5.174 (SD = 
1.360); rcustomer orientation = .273, rsales 
orientation = -.160, rperformance = .288  
Pousa & 
Mathieu 
(2014a) 
Banking LMX IV Employee Latin 
America 
(sample 1); 
Canada 
(sample 2) 
CBM (8 items) α = .929, CR = .930; M = 5.131 (SD = 
1.108); rperformance = .279  
Pousa & 
Mathieu 
(2014b) 
Banking Self-Efficacy 
Theory; Social 
Cognitive Theory 
IV Employee Canada CBM (8 items) α = .948, CR = .950; M = 5.174 (SD = 
1.360); rself-efficacy = .370, rbehavioral 
performance = .288, rresults performance = .237  
Pousa & 
Mathieu 
(2015) 
Banking LMX IV Employee Canada CBM (4 items) α = .922, CR = .920; rbehavioral performance 
= .209, rsales performance = .306  
Pousa,  
Mathieu, & 
Trepanier 
(2017)  
Distribution / 
Manufacturing / 
Logistics 
n/d IV Employee U.S. CBM (6 items) CR = .92; M = 4.95 (SD = 1.35); 
rtraining = .57, rrewarding = .48, rjob satisfaction 
= .59, rcommitment = .60, rjob performance = 
.37, rOCB = .35  
Elmadag, 
Ellinger, & 
Franke 
(2008) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Distribution / 
Manufacturing / 
Logistics 
n/d Moderator Employee U.S. CBM (5 items) CR = .95; M = 4.97 (SD = 1.32); 
rtraining = .56, remployee performance = .28, 
rOCB = .26  
Ellinger, 
Elmadag, & 
Ellinger 
(2007) 
Distribution / 
Manufacturing / 
Logistics 
Resource-Based 
Theory 
Moderator Employee U.S. CBM (4 items) M = 5.44 (SD = 0.77); rmarket orientation = 
.58, rtraining = .59, rempowerment = .45, 
rperformance = .30  
Ellinger, 
Ketchen, 
Hult, 
Elmadag, & 
Richey 
(2008) 
Government / 
Public; Education  
Path-Goal 
Leadership 
Theory 
IV Employee U.S. (study 
1); Korea 
(study 2) 
CBM (8 items) Study 1: α = .95, M = 4.79 (SD = 
1.46); rwork satisfaction = .59, rrole clarity = 
.69; Study 2: α = .93, M = 4.81 (SD = 
1.12); rwork satisfaction = .38, rrole clarity = 
.45  
Kim, Egan, & 
Moon (2014) 
Government / Public n/d IV Employee South 
Korea 
CBM (8 items) α = .96, M = 5.52 (SD = 1.14); rwork 
satisfaction = .46, rrole clarity = .42, rcareer 
commitment = .47, rjob performance = .16, 
rorganization commitment = .52  
Kim, Egan, 
Kim, & Kim 
(2013) 
Hospitality / Retail / 
Service 
n/d IV Employee Taiwan CBM (8 items) α = .896 Sun, Hsu, & 
Wang (2012) 
Insurance n/d IV Employee Turkey CBM (8 items) n/d Kalkavan & 
Katrinli 
(2014) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Technology / 
Telecommunications 
n/d Moderator Employee Taiwan CBM (8 items) α = .96, CR = .96; M = 3.52 (SD = 
1.76); rintrinsic motivation = .31, rprior work 
experience = .34, rsatisfaction with HRM practices = 
.51, rinnovative behaviors = .45  
Wang (2013) 
Various / Variety n/d IV Employee U.S. CBM (8 items) α = .87; rproject outcomes = .3961, rproject 
characteristics = .618 
Hagen (2010) 
Various / Variety SET; Social 
Support Theory 
IV Employee South 
Korea 
CBM (6 items) α = .72, M = 4.78 (SD = 1.14); rlength of 
relationship with coach = .18, rsimilarity with coach 
= .29, rmentoring practice = .21  
Woo (2017) 
Various / Variety Social Capital 
Theory 
Moderator Employee U.S. CBM (5 items) α = .93, M’s 4.77-5.33; rinvestments in social 
capital = .73, rperformance = .52, rcommitment to 
service quality = .59, rOCB person = .53, rOCB 
task = .51  
Ellinger, 
Ellinger, 
Bachrach, 
Wang, & Bas 
(2011) 
Various / Variety Path-Goal 
Leadership; 
Organization 
Support Theory 
IV Employee South 
Korea 
CBM (5 items) α = .93, M = 5.05 (SD = 1.40); rrole 
clarity = .63, rwork satisfaction = .67, rjob 
performance = .27, rorganization commitment = 
.66  
Kim (2014) 
Education n/d n/d Manager n/d MCS (20 
items) 
α = .84 McLean, 
Yang, Kuo, 
Tolbert, & 
Larkin (2005) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Various / Variety IPT n/d Employee U.S. (study 
1&2) 
ECS (10 
items); 1-
higher order 
factor, 3-first 
order factors 
Study 1: α = .89; M = 4.06 (SD = 
0.35); rimplicit person theory = .38  
Study 2: Higher order factor α = .94; 
M = 3.43 (SD = 0.91); rimplicit person theory 
= .46  
Heslin, 
Vandewalle, 
& Latham 
(2006) 
Distribution / 
Manufacturing / 
Logistics 
IPT DV Employee U.S. ECS (10 items) α = .96, M = 32.13 (SD = 9.29); 
rfrequency of interaction = .437, rfeedback 
orientation = .323, rPQECR = .694  
Gregory & 
Levy (2012) 
Distribution / 
Manufacturing / 
Logistics 
n/d IV Employee Japan ECS (10 items) α = .96 Matsuo & 
Matsuo 
(2017) 
Education LMX n/a Employee Malaysia ECS (10 items) α = .979; M = 4.524 (SD = 1.331) Ling, 
Abdullah, & 
Ismail (2015) 
Hospitality / Retail / 
Service 
n/d IV Employee Northern 
Cyprus 
ECS (10 items) α = .95, M = 3.68 (SD = 0.94); rOCB 
altruism = .458, rOCB conscientiousness = .438  
Özduran & 
Tanova 
(2017) 
Insurance Self-Regulation 
Theory 
Moderator Employee China ECS (10 items) α = .96, M = 6.04 (SD = 1.01); 
rneuroticism = -.20, rconscientiousness = .23, 
rfuture work self salience = .38  
Lin, Wang, 
Bamberger, 
Zhang, 
Wang, Guo, 
Shi, & Zhang 
(2016) 
Various / Variety n/d Mediator Employee Various ECS (10 items) α = .95; M = 5.41 (SD = 1.14); rmanager 
feedback orientation = .32, rsubordinate feedback 
orientation = .53, rPQECR = .81, rfeedback 
environment = .81  
Steelman & 
Wolfeld 
(2018) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Various / Variety Goal Attainment 
Theory 
n/d Manager 
(coach) 
n/d GCSQ (12 
items) 
α = .906; rSchutte Emotional Intelligence Scale = 
.544, rInsight Scale = .332  
Grant & 
Cavanagh 
(2007) 
Various / Variety Transtheoretical 
Model of Change 
n/d Manager Various GSCQ (12 
items) 
α = .71; rpros of change = .355, rself-efficacy = 
.298  
Grant (2010) 
Technology / 
Telecommunications 
n/d n/d Employee U.S. RMCS (20 
items) 
α = .93 Park, 
McLean, & 
Yang (2008) 
Government / Public Perceived 
organizational 
support 
IV Employee Pakistan RMCS (20 
items) 
α = .83, M = 4.00 (SD = 0.35); rwork 
engagement = .43, rLMXquality = .60, rjob 
satisfaction = .35, rturnover intentions = -.38, 
rjob performance = .42 
Ali, Lodhi, 
Orangzab, 
Raza, & Ali 
(2018) 
Hospitality / Retail / 
Service 
SET IV Employee Taiwan RMCS (20 
items) 
α = .94, M = 3.52 (SD = 0.54); 
rpsychological empowerment = .49, rin-role behavior 
= .18, rproactive career behavior = .36  
Huang & 
Hsieh (2015) 
Hospitality / Retail / 
Service 
SET IV Employee Taiwan RMCS (20 
items) 
α = .93, M = 3.56 (SD = 0.38); raffective 
trust = .60, rimpression management feedback-seeking 
behavior = .27 
Hsieh & 
Huang (2018) 
Hospitality / Retail / 
Service 
SET IV Employee Pakistan RMCS (8 
items) 
α = .87, M = 3.7147 (SD = .54264); 
rin-role job performance = .388, rOCB-I = .160, 
rOCB-O = .090, rpower distance = .149 
Ali & Aziz 
(2018) 
Technology / 
Telecommunications 
n/d IV Employee U.S. RMCS (20 
items) 
α = .93, M = 3.58 (SD = 0.92); rpersonal 
learning = .57, rorganizational commitment = .50, 
rturnover intention = -.48  
Park, Yang, 
& McLean 
(2008) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Various / Variety generic 
Leadership 
Theory 
IV Employee U.S. (Six 
Sigma 
teams) 
RMCS (18 
items) 
Leaders: CR = .897 (open 
communication, OC), .945 (team 
approach, TA), .906 (value people, 
VP), .890 (accept ambiguity, AA), 
.936 (facilitate development, FD) 
Member: CR = .880 (OC), .934 (TA), 
.830 (VP), .829 (AA), .908 (FD) 
Hagen &  
Peterson 
(2015) 
Various / Variety generic 
Leadership 
Theory 
IV Employee U.S. (Six 
Sigma 
teams) 
RMCS (4 
items- 
facilitate 
development 
dimension; 4 
items- team 
approach 
dimension) 
Members: α = .903; rteam learning outcome = 
.595, rproject difficulty = .354, rteam 
empowerment = .745  
Members: α = .930; rteam learning outcome = 
.477, rproject difficulty = .298, rcoaching = 
.745  
Leaders: α = .874; rteam learning outcome = 
.366, rproject difficulty = .394, rteam 
empowerment = .388  
Leaders: α = .874; rteam learning outcome = 
.420, rproject difficulty = .374, rcoaching = 
.388  
Hagen & 
Aguilar 
(2012) 
Various / Variety n/d IV Employee U.S. (Six 
Sigma 
teams) 
RMCS (3 
items-accept 
ambiguity 
dimension; 3 
items-open 
communication 
dimension) 
 
α = .8051; ropen communication = .763, 
rcustomer outcomes = .457, rorganizational 
outcomes = .427  
α = .7894; raccept ambiguity = .763, rcustomer 
outcomes = .359, rorganizational outcomes = 
.339  
Hagen & Park 
(2013) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Healthcare / 
Hospital 
n/d IV; DV Employee Iran 41 items (Park, 
2007) 
n/d Yazdi (2017) 
Insurance SET IV Employee Taiwan 11 items (Park, 
2007) 
α = .89, M = 4.72 (SD = 0.68); rOCB 
individual = .14, rOCB organization = .14  
Kim & Kuo 
(2015) 
Various / Variety n/d IV Employee Iran 41 items (Park, 
2007) 
α = .89 Ahmadi, 
Jalalian, 
Salamzadeh, 
daraei, & 
Tadayon 
(2011) 
Various / Variety Identity Theory IV Employee Taiwan 20 items (Park, 
2007) 
α = .91, M = 3.35 (SD = 0.82); raffective 
occupational commitment = .27, rnormative 
occupational commitment = .28, roccupational 
commitment = .26, rPOS = .42  
Kuo, Chang, 
& Chang 
(2014) 
Various / Variety n/d n/d Employee U.S. PQECR (12 
items); 1-
higher order 
factor, 4-first 
order factors 
α = .95 (overall), .88 (genuineness of 
relationship), .85 (effective 
communication), .91 (comfort with 
relationship), .87 (facilitating 
development) 
Gregory & 
Levy (2010) 
Distribution / 
Manufacturing / 
Logistics 
Transformational 
Leadership; IPT 
DV Employee U.S. PQECR (12 
items) 
α = .96, M = 45.22 (SD = 9.26); 
rfrequency of interaction = .36, rliking = .71, 
rtrust = .88, rfeedback environment = .82, 
rempathy = .78  
Gregory & 
Levy (2011) 
Distribution / 
Manufacturing / 
Logistics 
IPT IV Employee U.S. PQECR (12 
items) 
α = .96, M = 53.77 (SD = 9.22); 
rfrequency of interaction = .380, rfeedback 
orientation = .232, rcoaching behaviors = .694  
Gregory & 
Levy (2012) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Various / Variety n/d Mediator Employee Various PQECR (12 
items) 
α = .96; M = 5.60 (SD = 1.23); rmanager 
feedback orientation = .28, rsubordinate feedback 
orientation = .47, rcoaching behaviors = .81, 
rfeedback environment = .87  
Steelman & 
Wolfeld 
(2018) 
Technology / 
Telecommunications  
n/d n/d Manager; 
Employee; 
and 
Observational 
Grid 
Romania MCAS (15 
items: 
manager; 15 
items: 
employee; 10 
items: 
observational 
grid 
Manager: α = .89, M = 59.88 (SD = 
8.10) 
Employee: α = .93, M = 60.13 (SD = 
10.03) 
Observational Grid: α = .72, M = 
16.00 (SD = 3.74) 
David & 
Matu (2013) 
Distribution / 
Manufacturing / 
Logistics 
Social Cognitive 
Theory 
IV; 
moderator 
Employee U.S. Coaching 
Intensity (2 
items) 
α = .82, M = 3.70 (SD = 1.56); 
rperformance = .63, rsatisfaction = .62  
Agarwal, 
Angst, & 
Magni (2009) 
Distribution / 
Manufacturing / 
Logistics 
Social Cognitive 
Theory; Goal-
Setting Theory 
IV; 
Moderator 
Supervisor 
(about other 
managers; 
not self-
report) 
U.S. 
affiliate 
Coaching skills 
(proprietary 8 
item measure) 
α = .75, M = 5.39 (SD = 0.64); rgoal 
attainment = .42, rteam role clarity = .31  
Dahling, 
Taylor, Chau, 
& Dwight 
(2016) 
Government / Public Learning Theory IV Manager U.S. Coaching 
model 
n/d Evers, 
Brouwers, & 
Tomic (2006) 
Technology / 
Telecommunications 
ICF Coaching 
Competencies 
IV Manager Malaysia 70 items based 
on ICF core 
competencies 
n/d Chong, Yuen, 
Tan, Zarim, 
& Hamid 
(2016) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Technology / 
Telecommunications 
n/d IV Neither 
(minutes 
recorded) 
U.S. None 
(coaching 
measured by 
recorded 
minutes) 
n/d Liu & Batt 
(2010) 
Various / Variety LMX IV Manager United 
Kingdom 
n/d (12 pre-
validated 
items) 
n/d Anderson 
(2013) 
Various / Variety n/d DV Employee U.S. scale part of a 
larger 
instrument of 
managerial 
performance (6 
items) 
n/d Gilley, 
Gilley, & 
Kouider 
(2010) 
Various / Variety Performance 
Appraisal Theory 
IV Employee China Coaching style 
(24 items; 
dummy coded 
0 & 1) 
n/d Hui, Sue-
Chan, & 
Wood (2013) 
Various / Variety LMX IV Employee Various n/d (5 items)  α = .81, M = 4.50 (SD = 1.24); raffective 
commitment = .43, rintrinsic motivation = .32, 
rrole ambiguity = -.48, rjob satisfaction = .32, 
rsatisfaction with supervisor = .49, rperson 
organization fit = .32, rquality of communication with 
management = .39  
Onyemah 
(2009) 
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Table A1 (Continued) 
Managerial Coaching Quantitative Studies  
Industry Theoretical / 
Conceptual 
Framework 
Managerial 
Coaching 
Modeled 
Perspective 
of Scale 
Items 
Country Coaching 
Instrument 
Used 
Reliabilities and Key Statistics Source 
Various / Variety LMX IV Employee Finland Coaching 
leadership (7 
items) 
CR = .951 Tanskanen, 
Makela, & 
Viitala (2018) 
Various / Variety Social Role 
Theory; Role 
Congruity Theory 
DV Manager Various (51 
countries) 
Managerial 
Style Inventory 
(6 items) 
α = .85 Ye, Wang, 
Wendt, Wu, 
& Euwema 
(2016) 
Note. n/d = not defined. LMX = Leader-Member Exchange Theory. SET = Social Exchange Theory. IPT = Implicit Person Theory. IV = Independent Variable. 
DV = Dependent Variable. CBM = the Employee Perceptions of Supervisor/Line Manager Coaching Behavior Measure (Ellinger et al., 2003). MCS = 
Measurement Model of Coaching Skills (McLean et al., 2005). RMCS = Revised Measurement Model of Coaching Skills (Park, Mclean, & Yang, 2008). ECS = 
Employee Coaching Scale (Heslin et al., 2006). PQECR = Perceived Quality of the Employee Coaching Relationship (Gregory & Levy, 2010). CR = composite 
reliability. M = Mean. SD = Standard Deviation. Underlined sources indicate one of seven managerial coaching instruments listed in Table 2. Italicized sources 
indicate duplicate sources where more than one coaching instrument was used.   
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Table A2 
Types of Virtual Workers, Telecommuters, and Teleworkers Identified 
Identification as 
Virtual Worker, 
Telecommuter, or 
Teleworker 
Considerations for Virtual Classification  Work 
from 
Home 
Work from 
Anywhere 
(other than 
traditional 
office) 
% of 
Male 
Sample 
Average 
Age 
Source 
Virtual worker Work anytime/anywhere*  X 91 30-40 Akkirman & Harris (2005) 
Virtual worker Perform core responsibilities outside of 
traditional office at least PT 
 X 61 n/d Bartel, Wrzesniewski, & 
Wiesenfeld (2012) 
Virtual worker Virtual office – work anywhere; Home-based – 
work from home 
X X n/d n/d Hill, Ferris, & Martinson (2003) 
Virtual worker  Flexiworkers (home/office/satellite); Fixed 
(home/satellite); Mobile (day travel); Distributed 
(in office but engage primarily with different 
office) 
X X n/d n/d Leonardi, Treem, & Jackson 
(2010) 
Virtual worker Work remotely at least 1 day per week  X n/d n/d O’Neill, Hambley, & Chatellier 
(2014) 
Virtual worker Work remotely at least 1 day per week  X 33 n/d Raghuram & Wiesenfeld (2004) 
Virtual worker & 
Telecommuter 
Virtual – work anywhere outside of home or 
traditional office; Telecommuter – work from 
home at least 1 day per month 
X X n/d n/d Merriman, Schmidt, & Dunlap-
Hinkler (2007) 
Telecommuter Home-based telecommuting (HBT) – at least 1 
day per week 
X  18 30-40 Baker, Avery, & Crawford (2006) 
Telecommuter Low Intensity – 1-7 hours per week; Hybrid – 8 
hours or more per week 
X  53 31 Bentley et al. (2016) 
Telecommuter Work from home* X  n/d n/d Bernardino, Roglio, & Del Corso 
(2012) 
Telecommuter Work from home in various amounts of time (FT, 
PT, 1-2 hours per day, several days per week) 
X  n/d n/d Cooper & Kurland (2002) 
Telecommuter Work from home at least 1 day per week X  81 36 Golden & Veiga (2005) 
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Table A2 (Continued) 
Types of Virtual Workers, Telecommuters, and Teleworkers Identified  
Identification as 
Virtual Worker, 
Telecommuter, or 
Teleworker 
Considerations for Virtual Classification  Work 
from 
Home 
Work from 
Anywhere 
(other than 
traditional 
office) 
% of 
Male 
Sample 
Average 
Age 
Source 
Telecommuter Work from home an average of 15 hours per 
week (essentially 2 days per week) 
X  53 43 Golden (2006b) 
Telecommuter Work remotely for some proportion of the 
average workweek  
 X 64 39 Golden, Veiga, & Dino (2008) 
Telecommuter Work from home or remote work centers X X 56 42 Haines, St-Onge, & Archambault 
(2002) 
Telecommuter Frequent – work from home at least 1 day per 
week; Infrequent – work from home less than 1 
day per week 
X  n/d n/d He & Hu (2015) 
Telecommuter Prime-time: 51% or more of hours during prime-
time workday worked remotely 
 X n/d n/d Henke et al. (2016) 
Telecommuter Work from home 1-4 days per week X  72 44 Hornung & Glaser (2009) 
Telecommuter Work away from main office or customer* X X 43 36-45 Kossek, Lautsch, & Eaton (2006) 
Telecommuter Work from home either FT or 1-2 hours per day 
several days per week 
X  n/d n/d Kurland & Cooper (2002) 
Telecommuter Work remotely*  X 41 36-45 Lautsch, Kossek, & Eaton (2009) 
Telecommuter Work from home or another location*  X X 79 36-45 Masuda, Holtschlag, & Nicklin 
(2017) 
Telecommuter Work remotely 1-2 days per week  X 51 45 McCloskey & Igbaria (2003) 
Telecommuter Work from home* X  64 39 Neufeld & Fang (2005) 
Telecommuter Work remotely*  X 78 31-50 Overbey (2013) 
Telecommuter Work from home at least ½ day per week X  33 n/d Raghuram, Wiesenfeld, & Garud 
(2003) 
Telecommuter Work some portion of the week away from 
traditional office  
 X 49 41 Turetken, Jain, Quesenberry, & 
Ngwenyama (2011) 
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Table A2 (Continued) 
Types of Virtual Workers, Telecommuters, and Teleworkers Identified  
Identification as 
Virtual Worker, 
Telecommuter, or 
Teleworker 
Considerations for Virtual Classification  Work 
from 
Home 
Work from 
Anywhere 
(other than 
traditional 
office) 
% of 
Male 
Sample 
Average 
Age 
Source 
Telecommuter Work remotely*  X ** ** Venkatesh & Johnson (2002) 
Telecommuter Work from home less than 1 to 5 days per week X  75 42 Virick, DaSilva, & Arrington 
(2010) 
Telecommuter Work from home varied: 1-2 days per month, 1 
day per week, or 2-4 days per week 
X  n/d n/d Wilton, Paez, & Scott (2011) 
Teleworker Work from home or community-based office X X n/d n/d Alizadeh (2012) 
Teleworker High-Intensity – work from home at least 3 days 
per week 
X  n/d n/d Belle, Burley, & Long (2015) 
Teleworker Work from home at least 1 day per week X  53 36 Biron & Van Veldhoven (2016) 
Teleworker Work from home on a permanent basis (mixture 
of FT and PT) 
X  n/d n/d Collins, Hislop, & Cartwright 
(2016) 
Teleworker Working outside of conventional workspace*  X 44 35 Greer & Payne (2014) 
Teleworker High-Intensity – work remotely at least 3 days per 
week 
 X 43 45 Fay & Kline (2011) 
Teleworker High-Intensity – work remotely at least 3 days per 
week 
 X 35 43 Fonner & Roloff (2010) 
Teleworker Work from home at least 1 day per month  X  n/d n/d Fonner & Stache (2012) 
Teleworker Official teleworker – work from home or 
alternative workplace full-time 
X X n/d n/d Godlove (2012) 
Teleworker Work from home – at least approximately 1.5 
days per week 
X  73 34 Golden (2006a) 
Teleworker Work from home some proportion of work week X  71 30 Golden (2012) 
Teleworker Work majority of work week at home or another 
location 
X X 77 35-44 Golden & Raghuram (2010) 
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Table A2 (Continued) 
Types of Virtual Workers, Telecommuters, and Teleworkers Identified  
Identification as 
Virtual Worker, 
Telecommuter, or 
Teleworker 
Considerations for Virtual Classification  Work 
from 
Home 
Work from 
Anywhere 
(other than 
traditional 
office) 
% of 
Male 
Sample 
Average 
Age 
Source 
Teleworker Home-Centered (HCT) work from home more 
than 50% of time; Office-Centered (OCT) work 
from office – work remotely less than 50% of 
time 
X  51 37 Konradt, Hertel, & Schmook 
(2003) 
Teleworker Work from home at least 2 days per week X  41 n/d Madsen (2003) 
Teleworker Main office; Client location; Satellite office; 
Home office 
X X 67 35-64 Morganson, Major, Oborn, 
Verive, & Heelan (2010) 
Teleworker Work remotely at least 1 day per month   X 40 42 O’Neill, Hambley, Greidanus, 
MacDonnell, & Kline (2009) 
Teleworker Work from home or another location 8-40 hours 
per week 
X X 71 26-35 Sardeshmukh, Sharma, & Golden 
(2012) 
Teleworker High-Intensity – work remotely more than 2.5 
days per week 
 X 57 31-39 Suh & Lee (2017) 
Teleworker Home-based; Travel; Multi-site X X n/d n/d Wheatley (2012) 
Teleworker Work from home* X  n/d n/d Workman, Kahnweiler, & 
Bommer (2003) 
Note. FT = full-time. PT = part-time. n/d = not defined. *not specified as to exact number of days/hours. ** Sample Site 1: 62% (average age 37); Sample Site 2: 
41% (average age 39); Sample Site 3: 57% (average age 38).  
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Table A3 
 
Variable Combinations Used in Genetic Match Level Propensity Score Matching  
No. Variables used in algorithm Sample 
Size for 
each 
group 
Statistically Significant 
Variables 
Practically Significant  
Variables 
1 Age Race Education Income Org Type 103 n/a (sample size too small) n/a (sample size too small) 
2 Age Race Education Income * 136 Org Type Org Type 
3 Age Race Education * Org Type 128 none Income 
4 Age Race * Income Org Type 137 Education Education 
5 Age * Education Income Org Type 132 none none 
6 * Race Education Income Org Type 119 n/a (sample size too small) n/a (sample size too small) 
7 Age Race Education * * 150 Org Type Income, Org Tenure, Org Type 
8 Age Race * Income * 157 Education, Org Type Education, Org Type 
9 Age Race * * Org Type 151 none Education, Income, Mgr Tenure 
10 Age * Education Income * 156 Org Type Race, Org Type 
11 Age * * Income Org Type 153 Education Education 
12 Age * Education * Org Type 151 none Income, Mgr Tenure 
13 * Race Education Income * 150 none Age, Org Type 
14 * Race Education * Org Type 145 Age, Income Age, Income, Org Tenure 
15 * Race * Income Org Type 148 Age, Education Age, Education 
16 * * Education Income Org Type 147 none Age, Race, Mgr Tenure 
17 Age Race * * * 167 Org Type Education, Income, Mgr Tenure, Org Type 
18 Age * Education * * 164 Income Race, Income, Mgr Tenure, Org Type 
19 Age * * Income * 169 none Race, Education, Org Type 
20 Age * * * Org Type 170 Education, Income Race, Education, Income, Mgr Tenure 
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Table A3 (Continued) 
 
Variable Combinations Used in Genetic Match Level Propensity Score Matching  
 
No. Variables used in algorithm Sample 
Size for 
each 
group 
Statistically Significant 
Variables 
Practically Significant  
Variables 
21 * Race Education * * 163 Age, Income Age, Income, Org Tenure, Mgr Tenure, Org Type 
22 * Race * Income * 167 none Education, Org Type 
23 * Race * * Org Type 173 Age, Income Age, Education, Income, Org Tenure 
24 * * Education Income * 164 none Race, Org Type 
25 * * Education * Org Type 170 Age, Income Age, Race, Income, Org Tenure 
26 * * * Income Org Type 161 none Race, Education, Mgr Tenure 
27 Age * * * * 177 Income, Org Type Race, Education, Income, Org Type 
28 * Race * * * 185 Age, Income Age, Education, Income, Org Type 
29 * * Education * * 177 Age, Income Age, Race, Income, Org Type 
30 * * * Income * 173 Org Type Race, Org Type 
31 * * * * Org Type 183 Age, Income Age, Race, Education, Income, Org Tenure 
Note. No. = combination number. n/a = not available. * = Variable omitted. Org Type = Organization Type. Org Tenure = 
Organizational Tenure. Mgr Tenure = Tenure with Manager. 
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Appendix B: List of Databases Accessed during Literature Review 
Academic Search Complete 
Business Source Complete 
Communication & Mass Media Complete 
Education Research Complete 
Education Source 
Emerald eJournals Premier 
Emerald HR, Learning and Organization Studies eJournal Collection 
ERIC 
IEEE/IET Electronic Library (IEL) Journals 
JSTOR Arts and Sciences IV 
JSTOR Arts and Sciences IX 
ProQuest SciTech Premium Collection 
PsycARTICLES  
SAGE Deep Backfile Package 
SAGE Complete 
SAGE Journals 
SAGE Premier 2017 
SAGE Premier All Access Collection 
ScienceDirect Journals Complete 
SciTech Premium Collection 
SocINDEX with Full Text 
SPORTDiscus with Full Text 
Springer Nature Journals 
SpringerLink Journals Complete 
Taylor & Francis 
Wiley Online Library 
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Appendix C: Instrumentation, Demographic, and Work Characteristic Items  
Employee Perceptions of Supervisor/Line Manager Coaching Behavior Measure 
(CBM; Ellinger et al., 2003, p. 443-444); 8 item scale; Likert-7 point (1 = almost never; 7 
= almost always) 
1. My supervisor uses analogies, scenarios, and examples to help me learn. 
2. My supervisor encourages me to broaden my perspectives by helping me to see 
the big picture. 
3. My supervisor provides me with constructive feedback. 
4. My supervisor solicits feedback from me to ensure that his/her interactions are 
helpful to me. 
5. My supervisor provides me with resources so I can perform my job more 
effectively. 
6. To help me think through issues, my supervisor asks questions, rather than 
provide solutions. 
7. My supervisor sets expectations with me and communicates the importance of 
those expectations to the broader goals of the organization. 
8. To help me see different perspectives, my supervisor role-plays with me. 
Negative Affect: PANAS Short-Form (NA; Thompson, 2007); 5 item scale; Likert-5 
point (1 = Never; 5 = Always) 
Thinking about yourself and how you normally feel, to what extent do you generally feel: 
 Upset 
 Hostile 
 Ashamed 
 Nervous 
 Afraid 
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Demographic Items 
1) Please indicate your gender. 
1. Male 
2. Female 
 
2) When were you born? 
1. 1927 or earlier 
2. 1928 – 1945 
3. 1946 – 1964 
4. 1965 – 1980  
5. 1981 – 2000  
 
3) What is your race? 
1. White 
2. Black or African American 
3. American Indian or Alaska Native 
4. Asian 
5. Native Hawaiian or Pacific Islander 
6. Prefer not to specify 
 
4) Are you of Hispanic, Latino, or Spanish origin? 
1. Yes 
2. No 
3. Prefer not to specify 
 
5) What is the highest level of education you have completed? 
1. Less than high school 
2. High school graduate or equivalent (e.g., GED) 
3. Some college credit but no degree 
4. Associate’s degree (e.g., AA, AS) 
5. Bachelor’s degree (e.g., BA, BS, BBA) 
6. Master’s degree (e.g., MA, MS, MEd, MSW, MBA) 
7. Professional degree (e.g., MD, DDS, DVM, LLB, JD) 
8. Doctorate degree (e.g., PhD, Ed.D) 
 
6) What is your average yearly income range? 
1. Less than $20,000 
2. $20,000 to $34,999 
3. $35,000 to $49,999 
4. $50,000 to $74,999 
5. $75,000 to $99,999 
6. $100,000 or more 
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Work Characteristic Items 
 
1) How long have you worked for your current employer? 
1. Less than 1 year 
2. 1 – 5 years 
3. 6 – 10 years 
4. 11 – 15 years 
5. More than 15 years 
6. Not currently employed 
 
2) How long have you worked for your current manager/supervisor? 
1. Less than 1 year 
2. 1 – 5 years 
3. 6 – 10 years 
4. 11 – 15 years 
5. More than 15 years 
6. Not currently employed 
 
3) Which of the following best describes your current career stage? 
1. Early-career (career exploration) 
2. Mid-career (career establishment) 
3. Late-career (career maintenance) 
 
4) Which of the following best describes the type of organization where you are 
currently employed? 
1. Privately owned 
2. Publicly owned 
3. Non-profit 
4. Public sector / government 
5. Public education 
6. Not currently employed 
 
5) In which of the following countries do you currently work? 
1. United States 
2. Mexico 
3. Canada 
4. None of the above 
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6) Do you currently report to a supervisor/manager (i.e., you are not your own boss)? 
1. Yes 
2. No 
3. Not currently employed 
 
7) In your current job role, are you a manager who directly supervises others?  
1. Yes, I am a manager 
2. No, I am not a manager 
3. Not currently employed 
 
8) How many hours per week, on average, do you work? 
1. Over 40 hours 
2. 35 – 40 hours 
3. 20 – 34 hours 
4. Less than 20 hours 
5. Not currently employed 
 
9) Which of the following best describes your current type of employment? 
1. Employee 
2. Independent Contractor 
3. Temporary Employee 
4. Not currently employed 
 
10) Please read the following choices carefully. Choose one of the following that     
most accurately describes your regular, on-going work environment.      
1. TRADITIONAL EMPLOYEE: I do not have a prearranged agreement 
with my employer to work at a location other than the office (This applies 
to people whose organizations are not traditional offices, such as those 
who work in hospitals, clinics, schools, government agencies, etc.).   I 
share physical proximity to my manager and other co-workers on a 
regular, on-going basis.   
The PRIMARY requirement is that you regularly work in the same 
location with your manager and other people from your organization and 
have the capability to interact and communicate in person.   
 
2. VIRTUAL EMPLOYEE: I have a prearranged agreement with my 
employer to regularly (at least 1 day = 8 hours per week) work from a 
location other than the office, such as: working from home, working from 
a client location, working from a satellite center, or working from the 
road/airport/hotel room.  In this work location, I am physically separated 
from my manager and other members of the organization.   
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Communication between me, my manager, and members of the 
organization occurs through information and communication technology 
(e.g., phone calls, text messages, e-mail, and video conferencing).   
The PRIMARY requirement is that you work in a different location from 
your manager and other people in your organization on a continued and 
regular basis, at least 1 day (i.e., 8 hours) per week.   
 
3. Not currently employed 
 
11) Choose the number of days you spend each week working from home, working 
from a client location, working from a satellite center, or working from the 
road/airport/hotel room. 
1. 5 days or more per week; 40 hours or more per week (100% of the time) 
2. At least 3, up to 5 days per week; 24 - 39 hours per week (60% - 99% of 
the time) 
3. At least 1, up to 3 days per week; 8-23 hours per week (20% - 59% of the 
time) 
4. Less than 1 day; less than 8 hours per week (less than 20% of the time) 
 
12) Choose one of the following industries that most accurately describes the type of 
work your company operates in, regardless of your actual job position. 
1. Accommodation and Food Services 
2. Administrative and Support Services 
3. Agriculture, Forestry, Fishing, and Hunting [non-service industry] 
4. Arts, Entertainment, and Recreation 
5. Construction [non-service industry] 
6. Educational Services 
7. Finance and Insurance 
8. Government 
9. Health Care and Social Assistance 
10. Information (including Information Technology) 
11. Management of Companies and Enterprises 
12. Manufacturing [non-service industry] 
13. Mining, Quarrying, and Oil and Gas Extraction [non-service industry] 
14. Other Services (Except Public Administration) 
15. Professional, Scientific, and Technical Services 
16. Real Estate and Rental and Leasing 
17. Retail Trade 
18. Transportation and Warehousing 
19. Utilities 
20. Wholesale Trade 
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Appendix D: Pilot Study  
Overview of Pilot Study   
The pilot study was conducted in MTurk in November and December of 2017.  A 
HIT was created in MTurk with one batch that provided a title, “Answer a survey about 
you and your work environment”; a description “Give us some general information about 
you and the type of work you do”; and keywords “survey, demographics, work 
environment”.  Also, as part of creating the HIT, the number of unique worker 
assignments (i.e., the desired number of completed surveys) was set to 500.  Additional 
system requirements were chosen: location of U.S. and HIT approval rate greater than 90, 
in order to capture a large breadth of workers.  The HIT visibility was set to public and a 
price of $0.57 was offered.  Next, the survey link instructions were created and the 
unique survey link to Qualtrics® was given.  The batch was published on November 18, 
2017, at 8:02 am (CST) and 500 responses were received and the batch closed on 
November 18, 2017, at 1:07 pm (CST).  The average time spent by respondents taking 
the survey was 7 minutes and 26 seconds.  After this batch of data was collected and 
analyzed, a second batch from the same HIT for 200 unique worker assignments was 
released on December 2, 2017, at 11:00 am (CST) and closed on December 2, 2017, at 
11:59 am (CST).  
 The survey began with an informed (online) consent where individuals were 
given the purpose of the study, assured their responses were confidential, and asked to 
provide consent to participate in the research.  Once consent was provided a robot (“bot”) 
check was presented in order to insure human subjects who were paying attention were in 
fact taking the survey.  All items were designed to be answered (i.e., forced response) 
with only one possible answer for each question and all items were presented with answer  
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choices from which to choose.  For the first survey batch, three screening questions were 
displayed, one screen at a time.  These questions asked about country of residence, 
employment type, and reporting relationships (see Appendix D: Batch 1 Survey).  In the 
second survey batch, one screening question was asked, specifically the country of 
residence (see Appendix D: Batch 2 Survey).  The reason for the change in the survey 
was to comply with Amazon’s policy changes of discouraging researchers from using 
screening questions in order to screen out individuals before payment is rendered 
(Chambers & Nimon, 2018).     
Both surveys incorporated the same demographic and work characteristic 
questions, including: gender, year of birth, education level, race, ethnicity, average yearly 
income range, work tenure, tenure working for current manager, average hours worked 
each week, and whether they were a current manager who supervises others in their job.  
Additionally, respondents were asked the type of organization they work for (e.g., 
private, public, non-profit) and their job position level in the organization (e.g., 
administrative, entry-level, middle management).  Respondents were also asked to 
choose their industry from a list of 20, their job family from a list of 23, and career 
cluster from a list of 16.  Furthermore, these industries, job families, and career clusters 
were defined and a link to the Occupational Information Network (O*NET) website 
where more information could be found was provided.  The last question on the survey 
asked individuals to choose whether they identified as an office-based employee (defined 
with example provided) or a non office-based employee (defined with example 
provided).  If the person chose non office-based, then they were taken to a final question  
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asking them to indicate the percentage of time working remotely, and then an end of 
survey message appeared.  If the person chose office-based, they were taken to an end of 
survey message.   
All end of survey messages contained a unique code for each respondent to ensure 
that only valid codes were entered for payment.  This included retrieving the csv results 
file from Qualtrics® (Batch 1: n = 664; Batch 2: n = 246) and the csv file from MTurk of 
the number of workers who submitted a unique payment code (Batch 1: n = 500; Batch 2: 
n = 200) and comparing the two files.  Each unique payment code from the Qualtrics® 
results file was matched to a unique payment code from the MTurk file to ensure valid 
codes had been entered.  If there were any mismatched codes, that particular worker 
would not have been paid; however, all codes entered by MTurk workers were genuine.  
A total of 664 accessed the survey during Batch 1 and 246 during Batch 2; however, not 
all respondents consented to or completed the survey.  The following discussion includes 
data cleaning, which details the arrival of the final sample size of 346 workers.   
Data Cleaning   
Using IBM® SPSS statistical software, the two batches of results from Qualtrics® 
were combined (n = 910).  The data cleaning process began by first removing those that 
had missing data (n = 244) due to: non-consent, failed bot check, not living in the U.S., 
and the two screening questions from Batch 1.  All questions in the survey were required 
to be answered, therefore no additional missing data of those who completed the survey 
was prevalent.  Also, no items were reverse coded and no straight lining of responses was 
possible because each question was presented with unique answer  
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choices (not a matrix format).  Next, because Batch 2 did not include the screening 
question of employment type, like Batch 1, any respondent who did not indicate he/she 
was an employee was removed (n = 21).  Then, anyone who indicated less than 35 hours 
per week for the number of average hours worked per week were removed to capture 
full-time employees only (n = 66).  Since the main study was interested in those who 
reported to a manager, in order to assess their manager’s coaching behaviors, any 
respondent part of Batch 2 who indicated he/she did not report to a manager was removed 
(n = 6).  In Batch 1, this particular question was the third screening question and 
individuals would have been removed as part of those with missing data from the first 
step in the data cleaning process.  Next, akin to the main study, the interest was with 
those who were not managers; therefore, respondents who indicated they were managers 
(n = 226) were removed.  Finally, it was discovered that one individual chose his/her year 
of birth from a category that would indicate the person was under 18, thus this case was 
removed.   
Once the data was considered sufficiently cleaned, 346 total cases for data 
analysis was available.  Now the attention turned to the workforce type, where of the 346 
total sample, 268 traditional (office-based employee) and 78 virtual (non office-based 
employee) respondents were identified.  The virtual employees who indicated they 
worked at least 60% of the time virtually (at least three days per week) were 
acknowledged as high-intensity (n = 51), which were the specific type of virtual workers 
that served as the focus for the pilot study. 
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Data Analysis   
Located in Table D1 is the frequency distribution of demographics and work 
characteristics of the total sample (n = 346), along with the traditional sample (n = 268) 
and high-intensity virtual sample (n = 51) only.  Although the reason for the pilot study 
was not to test for MI, the purpose was to determine if the traditional and virtual groups 
were similar across a number of demographics and work characteristics, a required 
component of MI testing.  A cursory view of Table D1 indicated there were some 
similarities between the traditional and virtual workforce groups in terms of these 
characteristics.  However, analysis of the groups to determine statistical significance and 
practical significance was warranted. 
A group of chi-square tests were conducted on the demographic variables of 
gender, age, race, education, and income.  Furthermore, the work characteristic variables 
of organizational tenure, tenure working for manager, organization type, position, 
industry, job family, and career cluster were also analyzed.  Results are reported in Table 
D2, which reveal the p-values ranged from 0.018 to 0.904, with statistically significant 
differences at p ≤ .05 for the variables of industry, job family, and career cluster.  In 
terms of practical significance, indicated by a Cramer’s V ≥ .10, several variables could 
be considered practically significantly different by group.  For instance, race, education, 
organization type, and position all returned statistics just over the identified threshold 
(0.103 to 0.117).  While industry, job family, and career cluster indicate practical 
significance ranging from 0.281 to 0.332. 
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Results from the pilot study helped to shape decisions made with regard to 
research design and execution of the main study.  Specifically, some of the work 
characteristic items were thought to not offer as much value as other items.  For example, 
the career cluster and job family questions did not make it into any of the surveys for the 
main study.  Instead, industry was included as one item of survey 2 in order to capture 
individuals working in service industries.  Also, results from the pilot study aided in 
estimation of the sample sizes needed for the main study.  Overall, the pilot study results 
were useful in assisting the researcher with changes needed for the main study. 
Table D1 
Demographic and Work Characteristics from Pilot Study  
(n = 346 total sample; n = 268 traditional; n = 51 high intensity virtual) 
 
Characteristic 
Total 
Sample 
Traditional 
Employee 
High 
Intensity 
Virtual 
 n % n % n % 
Gender       
     Male 160 46.2 122 45.5 26 51.0 
     Female 186 53.8 146 54.5 25 49.0 
Born between       
     1901 – 1927 0 0 0 0 0 0 
     1928 – 1945 (Silent Generation) 0 0 0 0 0 0 
     1946 – 1964 (Baby Boomer Generation) 46 13.3 36 13.4 8 15.7 
     1965 – 1980 (Generation X) 82 23.7 59 22.0 16 31.4 
     1981 – 2000 (Millennial Generation) 218 63.0 173 64.6 27 52.9 
Education Level Completed       
     Less than high school 1 0.3 1 0.4 0 0 
     High school graduate or equivalent 28 8.1 19 7.1 6 11.8 
     Some college credit but no degree 56 16.2 41 15.3 12 23.5 
     Associate’s degree 41 11.8 32 11.9 6 11.8 
     Bachelor’s degree 150 43.4 118 44.0 17 33.3 
     Master’s degree 57 16.5 46 17.2 9 17.6 
     Professional degree 6 1.7 6 2.2 0 0 
     Doctorate degree 7 2.0 5 1.9 1 2.0 
     Less than $20,000 22 6.4 16 6.0 4 7.8 
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Table D1 (Continued) 
Demographic and Work Characteristics from Pilot Study  
(n = 346 total sample; n = 268 traditional; n = 51 high intensity virtual) 
 
Characteristic 
Total 
Sample 
Traditional 
Employee  
High 
Intensity 
Virtual 
 n % n % n % 
Average Yearly Income       
     $20,000 to $34,999 94 27.2 70 26.1 15 29.4 
     $35,000 to $49,999 82 23.7 66 24.6 11 21.6 
     $50,000 to $74,999 96 27.7 78 29.1 12 23.5 
     $75,000 to $99,999 35 10.1 25 9.3 5 9.8 
     $100,000 or more 17 4.9 13 4.9 4 7.8 
Race       
     White 275 79.5 209 78.0 42 82.4 
     Black or African American 39 11.3 33 12.3 4 7.8 
     American Indian or Alaska Native 6 1.7 5 1.9 0 0 
     Asian 19 5.5 14 5.2 5 9.8 
     Native Hawaiian or Pacific Islander 1 0.3 1 0.4 0 0 
     Prefer not to specify 6 1.7 6 2.2 0 0 
Ethnicity: Hispanic, Latino, or Spanish origin       
     Yes 31 9.0 27 10.1 2 3.9 
     No 313 90.5 239 89.2 49 96.1 
     Prefer not to specify 2 0.6 2 0.7 0 0 
Job Tenure       
     Less than 1 year 38 11.0 30 11.2 7 13.7 
     1 – 5 years 190 54.9 151 56.3 21 41.2 
     6 – 10 years 59 17.1 45 16.8 10 19.6 
     11 – 15 years 30 8.7 22 8.2 5 9.8 
     More than 15 years 29 8.4 20 7.5 8 15.7 
Tenure with Manager/Supervisor       
     Less than 1 year 72 20.8 58 21.6 10 19.6 
     1 – 5 years 220 63.6 170 63.4 31 60.8 
     6 – 10 years 37 10.7 27 10.1 7 13.7 
     11 – 15 years 14 4.0 11 4.1 2 3.9 
     More than 15 years 3 0.9 2 0.7 1 2.0 
Organization Type       
     Privately owned 192 55.5 143 53.4 34 66.7 
     Publicly owned 55 15.9 42 15.7 10 19.6 
     Non-profit 32 9.2 28 10.4 3 5.9 
     Public sector / government 44 12.7 36 13.4 3 5.9 
     Public education 23 6.6 19 7.1 1 2.0 
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Table D1 (Continued) 
Demographic and Work Characteristics from Pilot Study  
(n = 346 total sample; n = 268 traditional; n = 51 high intensity virtual) 
 
Characteristic 
Total 
Sample 
Traditional 
Employee 
High 
Intensity 
Virtual 
 n % n % n % 
Current Job Position       
     Administrative 33 9.5 29 10.8 0 0 
     Entry Level 106 30.6 83 31.0 16 31.4 
     Between entry level / mid-management 149 43.1 113 42.2 27 52.9 
     Middle management 32 9.2 25 9.3 4 7.8 
     Upper management 4 1.2 3 1.1 1 2.0 
     Executive 1 0.3 1 0.4 0 0 
     Other 21 6.1 14 5.2 3 5.9 
Workforce Group       
     Office-Based Employee 268 77.5     
     Non Office-Based Employee 78 22.5     
Virtual % of Time Worked each Week       
     100% of the time 23 6.6   23 45.1 
     60% - 99% 28 8.1   28 54.9 
     20% - 59% 21 6.1     
     Less than 20% 6 1.7     
Industry       
     Accommodation and Food Services 10 2.9 4 1.5 5 9.8 
     Administrative and Support Services 5 1.4 5 1.9 0 0 
     Agriculture, Forestry, Fishing, and Hunting 3 0.9 2 0.7 0 0 
     Arts, Entertainment, and Recreation 8 2.3 4 1.5 3 5.9 
     Construction 10 2.9 5 1.9 4 7.8 
     Educational Services 35 10.1 31 11.6 1 2.0 
     Finance and Insurance 31 9.0 26 9.7 5 9.8 
     Government 27 7.8 22 8.2 2 3.9 
     Health Care and Social Assistance 48 13.9 39 14.6 7 13.7 
     Information 24 6.9 19 7.1 3 5.9 
     Management of Companies and Enterprises 3 0.9 2 0.7 0 0 
     Manufacturing 25 7.2 20 7.5 3 5.9 
     Mining, Quarrying, and Oil and Gas Extraction 2 0.6 2 0.7 0 0 
     Other Services (Except Public Administration) 10 2.9 9 3.4 0 0 
     Professional, Scientific, and Technical Services 40 11.6 29 10.8 6 11.8 
     Real Estate and Rental and Leasing 14 4.0 11 4.1 3 5.9 
     Retail Trade 27 7.8 22 8.2 2 3.9 
     Transportation and Warehousing 11 3.2 6 2.2 4 7.8 
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Table D1 (Continued) 
Demographic and Work Characteristics from Pilot Study  
(n = 346 total sample; n = 268 traditional; n = 51 high intensity virtual) 
 
Characteristic 
Total 
Sample 
Traditional 
Employee  
High 
Intensity 
Virtual 
 n % n % n % 
Industry (Continued)       
     Utilities 7 2.0 4 1.5 3 5.9 
     Wholesale Trade 6 1.7 6 2.2 0 0 
Job Families       
     Architecture and Engineering 14 4.0 11 4.1 3 5.9 
     Arts, Design, Entertainment, Sports, and Media 10 2.9 6 2.2 3 5.9 
     Building and Grounds Cleaning and Maintenance 1 0.3 0 0 1 2.0 
     Business and Financial Operations 51 14.7 44 16.4 4 7.8 
     Community and Social Service 6 1.7 4 1.5 2 3.9 
     Computer and Mathematical 27 7.8 17 6.3 6 11.8 
     Construction and Extraction 4 1.2 2 0.7 2 3.9 
     Education, Training, and Library 48 13.9 39 14.6 3 5.9 
     Farming, Fishing, and Forestry 2 0.6 1 0.4 0 0 
     Food Preparation and Serving Related 6 1.7 2 0.7 3 5.9 
     Healthcare Practitioners and Technical 21 6.1 19 7.1 2 3.9 
     Healthcare Support 19 5.5 12 4.5 6 11.8 
     Installation, Maintenance, and Repair 8 2.3 6 2.2 1 2.0 
     Legal 9 2.6 9 3.4 0 0 
     Life, Physical, and Social Science 13 3.8 12 4.5 0 0 
     Management 4 1.2 3 1.1 1 2.0 
     Military Specific 4 1.2 4 1.5 0 0 
     Office and Administrative Support 31 9.0 29 10.8 2 3.9 
     Personal Care and Service 3 0.9 2 0.7 1 2.0 
     Production 10 2.9 7 2.6 1 2.0 
     Protective Service 4 1.2 2 0.7 1 2.0 
     Sales and Related 41 11.8 30 11.2 6 11.8 
     Transportation and Material Moving 10 2.9 7 2.6 3 5.9 
Career Clusters       
     Agriculture, Food, & Natural Resources 7 2.0 3 1.1 3 5.9 
     Architecture & Construction 5 1.4 2 0.7 3 5.9 
     Arts, Audio/Video Technology & Communications 10 2.9 7 2.6 2 3.9 
     Business Management & Administration 34 9.8 28 10.4 4 7.8 
     Education & Training 46 13.3 38 14.2 3 5.9 
     Finance 36 10.4 33 12.3 2 3.9 
     Government & Public Administration 27 7.8 24 9.0 1 2.0 
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Table D1 (Continued) 
Demographic and Work Characteristics from Pilot Study  
(n = 346 total sample; n = 268 traditional; n = 51 high intensity virtual) 
 
Characteristic 
Total 
Sample 
Traditional 
Employee 
High 
Intensity 
Virtual 
 n % n % n % 
Career Clusters (Continued)       
     Health Science 30 8.7 26 9.7 4 7.8 
     Hospitality & Tourism 18 5.2 12 4.5 4 7.8 
     Human Services 16 4.6 12 4.5 4 7.8 
     Information Technology 32 9.2 20 7.5 9 17.6 
     Law, Public Safety, Corrections & Security 13 3.8 12 4.5 0 0 
     Manufacturing 19 5.5 14 5.2 1 2.0 
     Marketing 15 4.3 10 3.7 3 5.9 
     Science, Technology, Engineering & Mathematics 23 6.6 17 6.3 3 5.9 
     Transportation, Distribution, & Logistics 15 4.3 10 3.7 5 9.8 
Note. Percentages based on each variable. 
 
Table D2 
Group Comparison Chi-Square Results for the Pilot Study Pooled Sample of Traditional 
and Virtual Employees 
 
Variable χ2 df p-value Cramer’s V 
Gender 0.25 1 0.618 0.020 
Age 1.89 2 0.388 0.074 
Race 3.79 5 0.580 0.105 
Education 4.72 7 0.695 0.117 
Income 2.72 5 0.743 0.089 
Organizational Tenure 2.03 4 0.731 0.077 
Tenure with Manager 1.04 4 0.904 0.055 
Organization Type 3.69 4 0.450 0.103 
Position 4.03 6 0.672 0.108 
Industry 30.66 19 0.044 0.298 
Job Family 38.11 22 0.018 0.332 
Career Cluster 27.26 15 0.027 0.281 
Note: df = degrees of freedom.   
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Appendix D: Continued 
IRB Approval 
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Appendix D: Continued 
MTurk HIT Description 
 
 
 
MTurk HIT Instructions 
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Appendix D: Continued 
Pilot Study - Demographics & Work Environment 
Batch 1 – Published November 18, 2017 
Consent Screen        “Bot” Check Screen 
 
    Screening Question 1     Screening Question 2      
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   Screening Question 3      Demographic Questions 
  
Demographic Questions   Work Characteristic Questions 
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Work Characteristic Questions    Instruction Screen 
  
   Industry Question       Job Family Question 
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Appendix D: Continued 
Career Cluster Question       Workforce Type Question 
  
Virtual Intensity Question   End of Survey Payment Code 
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Appendix D: Continued 
Pilot Study - Demographics & Work Environment 
Batch 2 – Published December 2, 2017 
Consent Screen              “Bot” Check Screen 
  
Country Verification Question     Demographic Questions  
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  Demographic Questions       Work Characteristic Questions 
  
Work Characteristic Questions      Work Characteristic Questions 
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Appendix D: Continued 
Instruction Screen            Industry Question 
  
Job Family Question          Career Cluster Question 
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     Workforce Type Question         Virtual Intensity Question 
  
End of Survey Payment Code 
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Appendix E: Surveys 
Pre-Screening Qualification Survey: Survey 1 
 
Consent Screen 
 
Bot Check Screen 
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Appendix E: Continued 
 
Demographic and Work Characteristic Variables 
 
Please answer the following general questions about yourself and your work 
environment.  There are no right or wrong answers, therefore please answer each 
statement as honestly as possible.  All answers are confidential. 
 
In which of the following countries do you currently work? 
o United States   
o Mexico   
o Canada   
o None of the above  
 
When were you born? 
o 1927 or earlier   
o 1928 - 1945   
o 1946 - 1964   
o 1965 - 1980   
o 1981 - 2000   
 
Which of the following best describes your current type of employment? 
o Employee   
o Independent Contractor   
o Temporary Employee   
o Not Currently Employed   
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Do you currently report to a supervisor/manager (i.e., you are not your own boss)? 
o Yes   
o No   
o Not currently employed 
 
How many hours per week, on average, do you work? 
o over 40 hours   
o 35 - 40 hours   
o 20 - 34 hours   
o less than 20 hours   
o Not currently employed 
 
Which of the following best describes the type of organization where you are currently 
employed? 
o Privately owned   
o Publicly owned    
o Non-profit   
o Public sector / government   
o Public education   
o Not currently employed 
 
Which of the following best describes your current career stage? 
o Early-Career (career exploration)   
o Mid-Career (career establishment)   
o Late-Career (career maintenance)   
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In your current job role, are you a manager who directly supervises others? 
o Yes, I am a manager   
o No, I am not a manager   
o Not currently employed 
 
Workforce Type Variable 
Please read the following choices carefully. Choose one of the following that most 
accurately describes your regular, on-going work environment.      
o TRADITIONAL EMPLOYEE: I do not have a prearranged agreement with my 
employer to work at a location other than the office (This applies to people whose 
organizations are not traditional offices, such as those who work in hospitals, clinics, 
schools, government agencies, etc.).   I share physical proximity to my manager and 
other co-workers on a regular, on-going basis.   
The PRIMARY requirement is that you regularly work in the same location with your 
manager and other people from your organization and have the capability to interact 
and communicate in person.   
o VIRTUAL EMPLOYEE: I have a prearranged agreement with my employer to 
regularly (at least 1 day = 8 hours per week) work from a location other than the 
office, such as: working from home, working from a client location, working from a 
satellite center, or working from the road/airport/hotel room.  In this work location, I 
am physically separated from my manager and other members of the organization.  
Communication between me, my manager, and members of the organization occurs 
through information and communication technology (e.g., phone calls, text messages, 
e-mail, and video conferencing).   
The PRIMARY requirement is that you work in a different location from your 
manager and other people in your organization on a continued and regular basis, at 
least 1 day (i.e., 8 hours) per week.   
 
o Not currently employed 
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[If Virtual Employee is selected] 
 
Choose the number of days you spend each week working from home, working from a 
client location, working from a satellite center, or working from the road/airport/hotel 
room. 
o 5 days or more per week; 40 hours or more per week (100% of the time)   
o At least 3, up to 5 days per week; 24 - 39 hours per week (60% - 99% of the time)   
o At least 1, up to 3 days per week; 8-23 hours per week (20% - 59% of the time)   
o Less than 1 day; less than 8 hours per week (less than 20% of the time)   
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Appendix E: Continued 
Industry Survey: Survey 2 
Consent Screen 
 
Bot Check Screen 
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Appendix E: Continued 
 
Please answer the following general questions about yourself and your work 
environment.  There are no right or wrong answers, therefore please answer each 
statement as honestly as possible.  All answers are confidential. 
 
When were you born? 
o 1927 or earlier   
o 1928 - 1945   
o 1946 - 1964   
o 1965 - 1980   
o 1981 - 2000   
 
Choose one of the following industries that most accurately describes the type of work 
your company operates in, regardless of your actual job position.  Please read through all 
choices carefully.   
For more information about any specific industry, choose an industry from the drop down 
menu on the O*NET website: https://www.onetonline.org/find/ 
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Industries - broad groups of businesses or organizations with similar activities, products, 
or services. Occupations are considered part of an industry based on their employment 
(https://www.onetonline.org/find/). 
o Accommodation and Food Services   
o Administrative and Support Services   
o Agriculture, Forestry, Fishing, and Hunting   
o Arts, Entertainment, and Recreation   
o Construction   
o Educational Services   
o Finance and Insurance   
o Government   
o Health Care and Social Assistance   
o Information (including Information Technology)   
o Management of Companies and Enterprises   
o Manufacturing   
o Mining, Quarrying, and Oil and Gas Extraction   
o Other Services (except Public Administration)   
o Professional, Scientific, and Technical Services   
o Real Estate and Rental and Leasing   
o Retail Trade   
o Transportation and Warehousing   
o Utilities   
o Wholesale Trade   
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Appendix E: Continued 
Managerial Coaching Behaviors Survey: Survey 3 
Consent Screen 
 
Bot Check Screen 
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Managerial Coaching Items Screen 
Please indicate below your responses to the following statements regarding your 
supervisor’s behavior toward you as an employee.  There are no right or wrong answers, 
therefore please answer each statement as honestly as possible.  All answers are 
confidential. 
 
(Ellinger, Ellinger, & Keller, 2003) 
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Instructional Manipulation Check Screen 
 
 
Negative Affect Items Screen 
 
Please indicate below your responses to the following statements regarding how you 
usually feel.  There are no right or wrong answers, therefore please answer each 
statement as honestly as possible.  All answers are confidential. 
 
(Thompson, 2007) 
 
Demographic Variables  
 
Please answer the following general questions about yourself.  All answers are 
confidential. 
 
Please indicate your gender. 
o Male   
o Female   
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When were you born? 
o 1927 or earlier   
o 1928 - 1945   
o 1946 - 1964   
o 1965 - 1980   
o 1981 - 2000   
 
What is your race? 
o White   
o Black or African American   
o American Indian or Alaska Native   
o Asian   
o Native Hawaiian or Pacific Islander   
o Prefer not to specify   
 
Are you of Hispanic, Latino, or Spanish origin? 
o Yes   
o No   
o Prefer not to specify   
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What is the highest level of education you have completed? 
o Less than high school   
o High school graduate or equivalent (e.g., GED)   
o Some college credit but no degree   
o Associate's degree (e.g., AA, AS)   
o Bachelor's degree (e.g., BA, BS, BBA)   
o Master's degree (e.g., MA, MS, MEd, MSW, MBA)   
o Professional degree (e.g., MD, DDS, DVM, LLB, JD)   
o Doctorate degree (e.g., PhD, Ed.D)   
 
What is your average yearly income range? 
o less than $20,000   
o $20,000 to $34,999   
o $35,000 to $49,999   
o $50,000 to $74,999   
o $75,000 to $99,999   
o $100,000 or more   
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Work Characteristic Variables 
 
Please answer the following general questions about your work environment.  All 
answers are confidential. 
 
In which of the following countries do you currently work? 
o United States   
o Mexico   
o Canada   
o None of the above  
 
How long have you worked for your current employer? 
o less than 1 year   
o 1 - 5 years   
o 6 - 10 years   
o 11 - 15 years   
o more than 15 years   
o not currently employed 
 
How long have you worked for your current manager/supervisor? 
o less than 1 year   
o 1 - 5 years   
o 6 - 10 years   
o 11 - 15 years   
o more than 15 years   
o not currently employed 
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Appendix E: Continued 
 
Which of the following best describes your current type of employment? 
o Employee   
o Independent Contractor   
o Temporary Employee   
o Not Currently Employed   
 
Which of the following best describes the type of organization where you are currently 
employed? 
o Privately owned   
o Publicly owned   
o Non-profit   
o Public sector / government   
o Public education   
o Not currently employed 
 
How many hours per week, on average, do you work? 
o over 40 hours   
o 35 - 40 hours   
o 20 - 34 hours   
o less than 20 hours   
o not currently employed 
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Appendix F: Permissions to use Instruments 
Employee Perceptions of Supervisor/Line Manager Coaching Behavior Measure 
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Appendix F: Continued 
Negative Affect: PANAS Short-Form 
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Appendix G: MTurk HIT Descriptions and Qualifications 
Pre-Screening Qualification Survey: Survey 1 
MTurk HIT Description 
 
 
MTurk HIT Instructions 
 
 
MTurk HIT Qualifications 
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Appendix G: Continued 
Industry Survey: Survey 2 
MTurk HIT Description 
 
 
MTurk HIT Instructions 
 
 
MTurk HIT Qualifications – Virtual  
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Appendix G: Continued 
MTurk HIT Qualifications – Traditional 
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Appendix G: Continued 
Managerial Coaching Behaviors Survey: Survey 3 
MTurk HIT Description 
 
 
MTurk HIT Instructions 
 
 
MTurk HIT Qualifications – Virtual 
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MTurk HIT Qualifications – Traditional 
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Appendix H: R Syntax 
###Install necessary packages (first time only) 
install.packages("yhat") 
install.packages("car") 
install.packages("effects") 
install.packages("MASS") 
install.packages("psych") 
install.packages("lsr") 
install.packages("multcomp") 
install.packages("MatchIt") 
install.packages("nonrandom") 
install.packages("effsize") 
install.packages("optmatch") 
install.packages("Matching") 
 
###Load necessary packages 
library(yhat) 
library(car) 
library(effects) 
library(MASS) 
library(psych) 
library(lsr) 
library(MatchIt) 
library(multcomp) 
library(nonrandom) 
library(effsize) 
library(optmatch) 
library(Matching) 
 
setwd ("C:/Users/Jason/Documents/Dissertation/Propensity Score Analysis") 
 
###Read in dataset (in CSV format) 
dstext <-  
  read.table("All Numeric Choice Demographic Complete.csv", 
   header=TRUE, sep=",", na.strings="NA", dec=".", strip.white=TRUE) 
 
###Read in dataset (in CSV format) 
dschoice <-  
  read.table("All Word Choice Demographic Complete.csv", 
   header=TRUE, sep=",", na.strings="NA", dec=".", strip.white=TRUE) 
 
nrow(dstext) 
nrow(dschoice) 
 
###View Dataset with number choices then with answer/word choices; Column headings should 
be identical 
names(dstext) 
357 
 
Appendix H: Continued 
names(dschoice) 
 
head(dstext) 
head(dschoice) 
 
###Copy Choice into Text for demographic and work characteristic variables 
ds<-dstext 
ds[,c(35:47)]<-dschoice[,c(35:47)]  ### START WITH GENDER THROUGH GROUP 
names(ds) 
 
head(ds) 
 
###Create new columns in ds for future PSM work 
ds$QG<-0 #Gender 
ds$QA<-0 #Age 
ds$QR<-0 #Race 
ds$QE<-0 #Ethnic 
ds$QED<-0 #Education 
ds$QI<-0 #Income 
ds$QC<-0 #Country 
ds$QOT<-0 #OrgTenure 
ds$QMT<-0 #MgrTenure 
ds$QET<-0 #Employment 
ds$QO<-0 #Org Type 
ds$QH<-0 #Hours 
ds$QGR<-0 #Group 
names(ds) 
 
head(ds) 
nrow(ds) 
 
###Move columns from dstext to ds 
names(dstext) 
names(ds) 
ds[,c(48)]<-dstext[,c(35)]  ### Gender 
ds[,c(49)]<-dstext[,c(36)]  ### Age 
ds[,c(50)]<-dstext[,c(37)]  ### Race  
ds[,c(51)]<-dstext[,c(38)]  ### Ethnic 
ds[,c(52)]<-dstext[,c(39)]  ### Education 
ds[,c(53)]<-dstext[,c(40)]  ### Income 
ds[,c(54)]<-dstext[,c(41)]  ### Country 
ds[,c(55)]<-dstext[,c(42)]  ### Org Tenure 
ds[,c(56)]<-dstext[,c(43)]  ### Mgr Tenure 
ds[,c(57)]<-dstext[,c(44)]  ### Employment 
ds[,c(58)]<-dstext[,c(45)]  ### Org Type 
ds[,c(59)]<-dstext[,c(46)]  ### Hours 
ds[,c(60)]<-dstext[,c(47)]  ### Group 
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names(ds) 
 
head(ds) 
 
###Check all values to confirm proper data copy 
table(ds$QG) 
table(ds$QA) 
table(ds$QR) 
table(ds$QE) 
table(ds$QED) 
table(ds$QI) 
table(ds$QC) 
table(ds$QOT) 
table(ds$QMT) 
table(ds$QET) 
table(ds$QO) 
table(ds$QH) 
table(ds$QGR) 
 
###Select only needed columns 
ds<-subset(ds, select=c(ï..StartDate:EndDate,Durationinseconds,Consent:QGR)) 
names(ds) 
 
###Remove blank cases 
nrow(ds) 
ds<-ds[complete.cases(ds$Hours), ] 
nrow(ds) 
ds<-ds[complete.cases(ds$Group), ] 
nrow(ds) 
 
head(ds) 
 
###Create a new column that will be used to signify deleting rows 
ds$Delete<-0 
names(ds) 
head(ds) 
 
###Create variable that shows elapsed time of survey 
ds$Time<-as.numeric(strptime(ds$EndDate, "%m/%d/%Y %H:%M")-strptime(ds$ï..StartDate, 
"%m/%d/%Y %H:%M")) 
names(ds) 
head(ds) 
 
###Mark Time of 0 and 1 for deletion  
ds$Delete[(ds$Time==0)]<-1 
ds$Delete[(ds$Time==1)]<-1 
table(ds$Delete) 
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table(ds$Delete,ds$Group) 
names(ds) 
head(ds) 
 
###Mark Age of anything other than GenX and Gen Y 
ds$Delete[(ds$QA==1)]<-1     ###1927 or earlier### 
ds$Delete[(ds$QA==2)]<-1     ###1928-1945### 
ds$Delete[(ds$QA==3)]<-1     ###1946-1964### 
table(ds$Delete) 
table(ds$Delete,ds$Group) 
 
###Mark Country other than U.S. for deletion  
ds$Delete[(ds$QC==2)]<-1     ###Mexico### 
ds$Delete[(ds$QC==3)]<-1     ###Canada### 
ds$Delete[(ds$QC==4)]<-1     ###None of the above### 
table(ds$Delete) 
table(ds$Delete,ds$Group) 
 
###Mark Hours of less than full time for deletion  
ds$Delete[(ds$QH==3)]<-1     ###20-34 hours### 
ds$Delete[(ds$QH==4)]<-1     ###less than 20 hours### 
ds$Delete[(ds$QH==5)]<-1     ###not currently employed### 
table(ds$Delete) 
table(ds$Delete,ds$Group) 
 
###Mark Employment other than Employee for deletion (final check on last value of row) 
ds$Delete[(ds$QET==2)]<-1    ###Independent Contractor### 
ds$Delete[(ds$QET==3)]<-1    ###Temporary Employee### 
ds$Delete[(ds$QET==4)]<-1    ###Not Currently Employed### 
table(ds$Delete) 
table(ds$Delete,ds$Group) 
 
###Delete rows marked for deletion 
nrow(ds) 
ds<-subset(ds,Delete==0) 
nrow(ds) 
names(ds) 
 
table(ds$Group) 
 
######list of tables to check for min max values 
table(ds$CBM_EC1) 
table(ds$CBM_EC2) 
table(ds$CBM_EC3) 
table(ds$CBM_EC4) 
table(ds$CBM_EC5) 
360 
 
Appendix H: Continued 
 
table(ds$CBM_EC6) 
table(ds$CBM_EC7) 
table(ds$CBM_EC8) 
table(ds$NA_NA1) 
table(ds$NA_NA2) 
table(ds$NA_NA3) 
table(ds$NA_NA4) 
table(ds$NA_NA5) 
 
####some variables require adjustments to levels due to categorical data 
ds$Gender = factor(ds$Gender) 
table(ds$Gender)  #gender 
 
ds$Age = factor(ds$Age) 
table(ds$Age)  #age 
 
ds$Race = factor(ds$Race) 
table(ds$Race)  #race 
 
ds$Ethnic = factor(ds$Ethnic) 
table(ds$Ethnic)  #ethnic 
 
ds$Education = factor(ds$Education) 
table(ds$Education)  #education 
 
ds$Income = factor(ds$Income) 
table(ds$Income) #income 
 
ds$Country = factor(ds$Country) 
table(ds$Country)  #country 
 
ds$OrgTenure = factor(ds$OrgTenure) 
table(ds$OrgTenure)  #org tenure 
 
ds$MgrTenure = factor(ds$MgrTenure) 
table(ds$MgrTenure)  #mgr tenure 
 
ds$Employment = factor(ds$Employment) 
table(ds$Employment)  #employment 
 
ds$OrgType = factor(ds$OrgType) 
table(ds$OrgType)  #org type 
 
ds$Hours = factor(ds$Hours) 
table(ds$Hours)  #hours 
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ds$Group = factor(ds$Group) 
table(ds$Group)  #group 
 
table(ds$Delete) 
table(ds$Time) 
table(ds$NAsd) 
 
 
###################### 
###chi-square tests### 
###################### 
 
######### 
###Gender 
###descriptive statistics on Gender by Group 
(x.outgender<-table(ds$Group,ds$Gender)) 
 
###chi-test on Gender by Group 
chisq.test(x.outgender,correct=FALSE) 
cramersV(x.outgender)#chi-square 
 
####### 
###Age 
###descriptive statistics on Age by Group 
(x.outage<-table(ds$Group,ds$Age)) 
 
###chi-test on Age by Group 
chisq.test(x.outage,correct=FALSE) 
cramersV(x.outage)#chi-square 
 
####### 
###Race 
###descriptive statistics on Race by Group 
(x.outrace<-table(ds$Group,ds$Race)) 
 
###chi-test on Race by Group 
chisq.test(x.outrace,correct=FALSE) 
cramersV(x.outrace)#chi-square 
 
####### 
###Ethnic 
###descriptive statistics on Ethnicity by Group 
(x.outethnic<-table(ds$Group,ds$Ethnic)) 
 
###chi-test on Ethnicity by Group 
chisq.test(x.outethnic,correct=FALSE) 
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cramersV(x.outethnic)#chi-square 
 
############ 
###Education 
###descriptive statistics on Education by Group 
(x.outeducation<-table(ds$Group,ds$Education)) 
 
###chi-test on Eduation by Group 
chisq.test(x.outeducation,correct=FALSE) 
cramersV(x.outeducation)#chi-square 
 
########### 
###Income 
###descriptive statistics on Income by Group 
(x.outincome<-table(ds$Group,ds$Income)) 
 
###chi-test on Income by Group 
chisq.test(x.outincome,correct=FALSE) 
cramersV(x.outincome)#chi-square 
 
########### 
###Org Tenure 
###descriptive statistics on Org Tenure by Group 
(x.outorgtenure<-table(ds$Group,ds$OrgTenure)) 
 
###chi-test on Org Tenure by Group 
chisq.test(x.outorgtenure,correct=FALSE) 
cramersV(x.outorgtenure)#chi-square 
 
########### 
###Manager Tenure 
###descriptive statistics on Mgr Tenure by Group 
(x.outmgrtenure<-table(ds$Group,ds$MgrTenure)) 
 
###chi-test on Mgr Tenure by Group 
chisq.test(x.outmgrtenure,correct=FALSE) 
cramersV(x.outmgrtenure)#chi-square 
 
 
########### 
###Organization Type 
###descriptive statistics on Org Type by Group 
(x.outorgtype<-table(ds$Group,ds$OrgType)) 
 
###chi-test on Org Type by Group 
chisq.test(x.outorgtype,correct=FALSE) 
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cramersV(x.outorgtype)#chi-square 
 
#################################  
#### End Chi-Square Testing ##### 
################################# 
 
###########################################################################  
#### Confirm Chi-Square Testing for same Variables using text columns ##### 
#### This is for a double check of data column = column               ##### 
########################################################################### 
 
 
######### 
###Gender 
###descriptive statistics on Gender by Group 
(x.outgender<-table(ds$Group,ds$QG)) 
 
###chi-test on Gender by Group 
chisq.test(x.outgender,correct=FALSE) 
cramersV(x.outgender)#chi-square 
 
######### 
###Age 
###descriptive statistics on Age by Group 
(x.outage<-table(ds$Group,ds$QA)) 
 
###chi-test on Age by Group 
chisq.test(x.outage,correct=FALSE) 
cramersV(x.outage)#chi-square 
 
######### 
###Race 
###descriptive statistics on Race by Group 
(x.outrace<-table(ds$Group,ds$QR)) 
 
###chi-test on Race by Group 
chisq.test(x.outrace,correct=FALSE) 
cramersV(x.outrace)#chi-square 
 
######### 
###Ethnic 
###descriptive statistics on Ethic by Group 
(x.outethnic<-table(ds$Group,ds$QE)) 
 
###chi-test on Ethnic by Group 
chisq.test(x.outethnic,correct=FALSE) 
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cramersV(x.outethnic)#chi-square 
 
############ 
###Education 
###descriptive statistics on Education by Group 
(x.outeducation<-table(ds$Group,ds$QED)) 
 
###chi-test on Eduation by Group 
chisq.test(x.outeducation,correct=FALSE) 
cramersV(x.outeducation)#chi-square 
 
######### 
###Income 
###descriptive statistics on Income by Group 
(x.outincome<-table(ds$Group,ds$QI)) 
 
###chi-test on Income by Group 
chisq.test(x.outincome,correct=FALSE) 
cramersV(x.outincome)#chi-square 
 
######### 
###Org Tenure 
###descriptive statistics on Org Tenure by Group 
(x.outorgtenure<-table(ds$Group,ds$QOT)) 
 
###chi-test on Org Tenure by Group 
chisq.test(x.outorgtenure,correct=FALSE) 
cramersV(x.outorgtenure)#chi-square 
 
######### 
###Mgr Tenure 
###descriptive statistics on Mgr Tenure by Group 
(x.outmgrtenure<-table(ds$Group,ds$QMT)) 
 
###chi-test on Mgr Tenure by Group 
chisq.test(x.outmgrtenure,correct=FALSE) 
cramersV(x.outmgrtenure)#chi-square 
 
######### 
###Org Type 
###descriptive statistics on Org Type by Group 
(x.outorgtype<-table(ds$Group,ds$QO)) 
 
###chi-test on Org Type by Group 
chisq.test(x.outorgtype,correct=FALSE) 
cramersV(x.outorgtype)#chi-square 
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####Creating for initial check####  Will be recreated below after PSM#### 
###Create scales scores for CBM 
ds$CBM<-
apply(subset(ds,select=c(CBM_EC1,CBM_EC2,CBM_EC3,CBM_EC4,CBM_EC5,CBM_EC6,CBM_EC
7,CBM_EC8)),1,mean) 
 
table(ds$CBM) 
 
###Correlation Matrix 
sc<-subset(ds,select=c(CBM)) 
(corm<-cor(sc)) 
(dstat<-describe(sc)) 
(dstab<-rbind(corm,M=dstat$mean)) 
(dstab<-rbind(dstab,SD=dstat$sd)) 
(dstab<-rbind(dstab,n=dstat$n)) 
alpha(sc) 
 
 
############### 
###PSM Section# 
############### 
 
###Create new dataset and check data 
dspsm<-ds 
names(dspsm) 
nrow(dspsm) 
head(dspsm) 
 
###Confirm Group is 0/1 for PSM 
table(dspsm$QGR) 
 
###PSM for ALL VARIABLES using nearest neighbor 
###Set seed  
set.seed(050518) 
m.out <- matchit(QGR ~ QG + QA + QR + QE + QED + QI + QOT + QMT +QO, data = dspsm, 
 distance = "logit", method = "nearest", caliper=.20, replace = FALSE) 
summary(m.out, interactions = FALSE, standardize = TRUE) 
 
###PSM Create reports and output file for nearest neighbor 
m.data<-match.data(object=m.out, group="all", distance = "distance", weights = "weights") 
by(m.data, m.data$QGR, describe) 
nrow(m.data) 
 
###########################################################################  
#### Chi-Square Testing After Nearest Neighbor                        ##### 
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########################################################################### 
 
######### 
###Gender 
###descriptive statistics on Gender by Group 
(x.outgender<-table(m.data$QGR,m.data$QG)) 
 
###chi-test on Gender by Group 
chisq.test(x.outgender,correct=FALSE) 
cramersV(x.outgender)#chi-square 
 
######### 
###Age 
###descriptive statistics on Age by Group 
(x.outage<-table(m.data$QGR,m.data$QA)) 
 
###chi-test on Age by Group 
chisq.test(x.outage,correct=FALSE) 
cramersV(x.outage)#chi-square 
 
######### 
###Race 
###descriptive statistics on Race by Group 
(x.outrace<-table(m.data$QGR,m.data$QR)) 
 
###chi-test on Race by Group 
chisq.test(x.outrace,correct=FALSE) 
cramersV(x.outrace)#chi-square 
 
######### 
###Ethnic 
###descriptive statistics on Ethnic by Group 
(x.outethnic<-table(m.data$QGR,m.data$QE)) 
 
###chi-test on Ethnic by Group 
chisq.test(x.outethnic,correct=FALSE) 
cramersV(x.outethnic)#chi-square 
 
######### 
###Education 
###descriptive statistics on Education by Group 
(x.outeducation<-table(m.data$QGR,m.data$QED)) 
 
###chi-test on Education by Group 
chisq.test(x.outeducation,correct=FALSE) 
cramersV(x.outeducation)#chi-square 
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######### 
###Income 
###descriptive statistics on Income by Group 
(x.outincome<-table(m.data$QGR,m.data$QI)) 
 
###chi-test on Income by Group 
chisq.test(x.outincome,correct=FALSE) 
cramersV(x.outincome)#chi-square 
 
######### 
###Org Tenure 
###descriptive statistics on Org Tenure by Group 
(x.outorgtenure<-table(m.data$QGR,m.data$QOT)) 
 
###chi-test on Org Tenure by Group 
chisq.test(x.outorgtenure,correct=FALSE) 
cramersV(x.outorgtenure)#chi-square 
 
 
######### 
###Mgr Tenure 
###descriptive statistics on Mgr Tenure by Group 
(x.outmgrtenure<-table(m.data$QGR,m.data$QMT)) 
 
###chi-test on Mgr Tenure by Group 
chisq.test(x.outmgrtenure,correct=FALSE) 
cramersV(x.outmgrtenure)#chi-square 
 
######### 
###Org Type 
###descriptive statistics on Org Type by Group 
(x.outorgtype<-table(m.data$QGR,m.data$QO)) 
 
###chi-test on Org Type by Group 
chisq.test(x.outorgtype,correct=FALSE) 
cramersV(x.outorgtype)#chi-square 
 
##############################################################################
############## 
###PSM USING Genetic Matching and only variables w Practical Significance               
# 
### This PSM output is what will be written to csv and will then be loaded to SPSS/AMOS                         
# 
##############################################################################
############## 
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###PSM for Age, Education, Income, & Org Type using genetic matching  
###Set Seed added  
set.seed(050518) 
m.out <- matchit(QGR ~ QA + QED + QI + QO, data = dspsm, 
 distance = "logit", method = "genetic", caliper=.20, replace = FALSE) 
summary(m.out, interactions = FALSE, standardize = TRUE) 
 
###PSM Create reports and output file 
m.data<-match.data(object=m.out, group="all", distance = "distance", weights = "weights") 
by(m.data, m.data$QGR, describe) 
nrow(m.data) 
 
################################### 
##### Chi Square after Genetic PSM# 
################################### 
 
######### 
###Gender 
###descriptive statistics on Gender by Group 
(x.outgender<-table(m.data$QGR,m.data$QG)) 
 
###chi-test on Gender by Group 
chisq.test(x.outgender,correct=FALSE) 
cramersV(x.outgender)#chi-square 
 
######### 
###Age 
###descriptive statistics on Age by Group 
(x.outage<-table(m.data$QGR,m.data$QA)) 
 
###chi-test on Age by Group 
chisq.test(x.outage,correct=FALSE) 
cramersV(x.outage)#chi-square 
 
######### 
###Race 
###descriptive statistics on Race by Group 
(x.outrace<-table(m.data$QGR,m.data$QR)) 
 
###chi-test on Race by Group 
chisq.test(x.outrace,correct=FALSE) 
cramersV(x.outrace)#chi-square 
 
######### 
###Ethnic 
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###descriptive statistics on Ethnic by Group 
(x.outethnic<-table(m.data$QGR,m.data$QE)) 
 
###chi-test on Ethnic by Group 
chisq.test(x.outethnic,correct=FALSE) 
cramersV(x.outethnic)#chi-square 
 
######### 
###Education 
###descriptive statistics on Education by Group 
(x.outeducation<-table(m.data$QGR,m.data$QED)) 
 
###chi-test on Education by Group 
chisq.test(x.outeducation,correct=FALSE) 
cramersV(x.outeducation)#chi-square 
 
######### 
###Income 
###descriptive statistics on Income by Group 
(x.outincome<-table(m.data$QGR,m.data$QI)) 
 
###chi-test on Income by Group 
chisq.test(x.outincome,correct=FALSE) 
cramersV(x.outincome)#chi-square 
 
 
######### 
###Org Tenure 
###descriptive statistics on Org Tenure by Group 
(x.outorgtenure<-table(m.data$QGR,m.data$QOT)) 
 
###chi-test on Org Tenure by Group 
chisq.test(x.outorgtenure,correct=FALSE) 
cramersV(x.outorgtenure)#chi-square 
 
######### 
###Mgr Tenure 
###descriptive statistics on Mgr Tenure by Group 
(x.outmgrtenure<-table(m.data$QGR,m.data$QMT)) 
 
###chi-test on Mgr Tenure by Group 
chisq.test(x.outmgrtenure,correct=FALSE) 
cramersV(x.outmgrtenure)#chi-square 
 
######### 
###Org Type 
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###descriptive statistics on Org Type by Group 
(x.outorgtype<-table(m.data$QGR,m.data$QO)) 
 
###chi-test on Org Type by Group 
chisq.test(x.outorgtype,correct=FALSE) 
cramersV(x.outorgtype)#chi-square 
 
##################### 
###Use for table              # 
##################### 
table(m.data$Gender) 
table(m.data$Age) 
table(m.data$Race) 
table(m.data$Ethnic) 
table(m.data$Education) 
table(m.data$Income) 
table(m.data$OrgTenure) 
table(m.data$MgrTenure) 
table(m.data$OrgType) 
 
####################################################################### 
###Write the output file                                              # 
####################################################################### 
write.csv(m.data,"cleandata2018612psm.csv",row.names=FALSE) 
 
 
setwd ("C:/Users/Jason/Documents/Dissertation/Measurement Invariance") 
 
###Read in dataset with outlier removed 
ds<-  
  read.table("cleaneddata6.13.18. Outlier Removed.csv", 
   header=TRUE, sep=",", na.strings="NA", dec=".", strip.white=TRUE) 
 
nrow(ds) 
names(ds) 
head(ds) 
 
####################################################################### 
###Compare traditional and virtual via correlation matrix and t-test             # 
###Data is output from genetic PSM after stastical assumptions                  # 
####################################################################### 
 
##########Recalculate scales using outlier removed file and excluding EC8### 
###Create scales scores for CBM 
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ds$CBM<-
apply(subset(ds,select=c(CBM_EC1,CBM_EC2,CBM_EC3,CBM_EC4,CBM_EC5,CBM_EC6,CBM_EC
7)),1,mean) 
 
table(ds$CBM) 
 
###Correlation Matrix for Pooled Sample 
sc<-subset(ds,select=c(CBM)) 
(corm<-cor(sc)) 
(dstat<-describe(sc)) 
(dstab<-rbind(corm,M=dstat$mean)) 
(dstab<-rbind(dstab,SD=dstat$sd)) 
(dstab<-rbind(dstab,n=dstat$n)) 
alpha(sc) 
 
#### Make the Virtual file 
nrow(ds) 
dsvirtual<-subset(ds) 
nrow(dsvirtual) 
dsvirtual$Delete[(dsvirtual$Group==0)]<-1 
dsvirtual<-subset(dsvirtual,Delete==0) 
nrow(dsvirtual) 
table(dsvirtual$Group)   
 
dsvirtual$Group = factor(dsvirtual$Group) 
table(dsvirtual$Group) 
 
### Make the Traditional File 
nrow(ds) 
dstraditional<-subset(ds) 
nrow(dstraditional) 
dstraditional$Delete[(dstraditional$Group==1)]<-1 
dstraditional<-subset(dstraditional,Delete==0) 
nrow(dstraditional) 
table(dstraditional$Group) 
 
dstraditional$Group = factor(dstraditional$Group) 
table(dstraditional$Group)  
 
###Correlation tables and alphas 
###Virtual 
scv<-subset(dsvirtual,select=c(CBM)) 
(corm<-cor(scv)) 
(dstat<-describe(scv)) 
(dstab<-rbind(corm,M=dstat$mean)) 
(dstab<-rbind(dstab,SD=dstat$sd)) 
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(dstab<-rbind(dstab,n=dstat$n)) 
 
alpha(scv) 
 
###Traditional 
sct<-subset(dstraditional,select=c(CBM)) 
(corm<-cor(sct)) 
(dstat<-describe(sct)) 
(dstab<-rbind(corm,M=dstat$mean)) 
(dstab<-rbind(dstab,SD=dstat$sd)) 
(dstab<-rbind(dstab,n=dstat$n)) 
alpha(sct) 
 
t.test(dsvirtual$CBM, dstraditional$CBM) 
 
###Correlation Matrix for Pooled Sample without scale scores 
sc<-subset(ds,select=c(CBM_EC1,CBM_EC2,CBM_EC3,CBM_EC4,CBM_EC5,CBM_EC6,CBM_EC7)) 
(corm<-cor(sc)) 
(dstat<-describe(sc)) 
(dstab<-rbind(corm,M=dstat$mean)) 
(dstab<-rbind(dstab,SD=dstat$sd)) 
(dstab<-rbind(dstab,n=dstat$n)) 
alpha(sc) 
 
###Correlation tables and alphas without scale scores 
###Virtual 
scv<-
subset(dsvirtual,select=c(CBM_EC1,CBM_EC2,CBM_EC3,CBM_EC4,CBM_EC5,CBM_EC6,CBM_EC
7)) 
(corm<-cor(scv)) 
(dstat<-describe(scv)) 
(dstab<-rbind(corm,M=dstat$mean)) 
(dstab<-rbind(dstab,SD=dstat$sd)) 
(dstab<-rbind(dstab,n=dstat$n)) 
alpha(scv) 
 
###Traditional 
sct<-
subset(dstraditional,select=c(CBM_EC1,CBM_EC2,CBM_EC3,CBM_EC4,CBM_EC5,CBM_EC6,CBM
_EC7)) 
(corm<-cor(sct)) 
(dstat<-describe(sct)) 
(dstab<-rbind(corm,M=dstat$mean)) 
(dstab<-rbind(dstab,SD=dstat$sd)) 
(dstab<-rbind(dstab,n=dstat$n)) 
alpha(sct) 
