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Abstract
Optoelectronics based on nanomaterials have become a research focus in recent years,
which bridge the fields of solid state physics, electrical engineering andmaterials science.
The rapid development in optoelectronic devices in the last century has both benefited
from and spurred advancements in the science and engineering of photon detection and
manipulation, image sensing, high-efficiency light emission, displays, communications
and renewable energy harvesting. A particularly promising material class for optoelec-
tronics is the colloidal nanomaterials, thanks to their exotic properties in terms of light-
matter interaction, low-dimensionality, and solution-processability which dramatically
reduces the time and cost for device fabrication, and at the same time provides wide
compatibility with existing interfaces and device structures. This thesis focuses on ex-
ploring and assessing the capabilities of lead sulfide quantum dot-based solar cells and
photodetectors. The discussion involves advances in techniques such as implementing
photonic structures, designing and building novel characterization systems and meth-
ods, and coupling to external optical structures and components.
This thesis comprises three sections. The first focuses on the design of photonic struc-
tures to tailor the response of photovoltaics or other absorption-based optoelectronics
for specific applications. In the first part, we introduce the complete multi-layer thin
film interference effects into the design of solar cells. By numerical calculation and opti-
mization as well as the precise fabrication control, devices with specific target colors or
optical transparencies were achieved. In the second part, we investigate the presence of
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2D photonic crystal bands in absorbing materials that can be readily incorporated into
nanomaterial thin films. We carried out simulations and theoretical analyses and pro-
posed strategies for simultaneous selectivity in all optical spectra of the devices that are
critical for optoelectronic applications.
The next section focuses on designing and building a multi-modal microscopy sys-
tem for thin-film optoelectronic devices, accompanied with analyses and explanation of
complex experimental data. The goal of the system is to provide simultaneous 2D spatial
measurements of, including but not limited to, photoluminescence spectra, time-resolved
photocurrent and photovoltage responses, and a rich variety of all the possible combina-
tions of these measurements and their associated derived quantities, collected with mi-
crometer resolution. The multi-dimensional data help us understand the intercorrelation
between local defective regions in films and the entire device behavior, as well as a more
comprehensive profile of mutual relationships between solar cell figures of merit.
In the last section, we discuss an implementation of miniature solar concentrator ar-
rays for quantum dot solar cells. First, we design and analyze the effects of a lens-type
concentratormade from polydimethylsiloxane, a flexible organosilicon polymer. The con-
centrators are optimized with the aid of ray-tracing simulations to achieve the best per-
formance coupled with nanomaterial-based devices. Experimentally, we produce an con-
centrator system delivering 20-fold current and power enhancements close to the theoret-
ical predictions. Our measurements also enables the explanation of rarely-explored car-
rier dynamics critical to the high-power operation schemes of thin film solar cells. Next,
we design a wide-acceptance-angle dielectric solar concentrator that can be adapted to
various of high-efficiency small-area solar cells. The design is generated based on rigorous
ray-optical models, and is verified with optical simulations to deliver significant improve-
ment over non-concentrated systems. To sum up, we discuss and assess the strategies for
extending the possibilities of nanomaterial-based optoelectronics for future challenges in
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The field of modern optoelectronics began in the mid-20th century, thanks to advances
in quantum mechanics and solid-state physics, and has undergone a tremendous and
rapid development in the following decades. The discoveries and innovations in optoelec-
tronics have transformed society and human lives via its three core functions: sourcing,
detecting and controlling light. This is done in a wide variety of ways including energy
harvesting, optical sensing, displays, image reproduction and so on. By just looking at
modern cell phones, one will realize the omnipresence of optoelectronics: displays based
on light-emitting diodes (LEDs),various near- infrared (NIR) emitters and sensors for dis-
tance sensing, vertical-cavity surface emitting lasers (VCSEL) [1–3] for 3D face recogni-
tion, a combination of high-resolution CMOS-based image sensors [4, 5] and more.
The successes in the field of optoelectronics were made possible largely due to major
progress in related fields including physics, chemistry, materials science, electrical en-
gineering and even computer science, and optoelectronics, in turn, facilitates important
research in these fields, by providing technology and enhancements for experimentation,
instrumentation, data visualization, data transfer and communications. Therefore, the
field of optoelectronics will undoubtedly continue to be one of the most important and
popular research focuses of the 21st century.
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Despite rapid advances in science and technology, the sustainability of economic
growth and societal development will always be the ultimate goal of these fields, and
the key to achieving this goal lies in long-term consistent access to energy. The world’s
population has more than doubled from 1970 to 2019, and continues to grow at an annual
rate of about 1.1% [6]. Meanwhile, the global gross domestic product (GDP, in units of
2010 trillion US dollars), although more subject to fluctuation, has grown from $19.2 in
1970 to $82.5 in 2018 [6]. Despite the dramatic shift of the global economy away from
energy intensive industries, as well as the continuous efforts to improve energy efficien-
cies in the past few decades, which has significantly reduced the energy consumption
per capita and per unit GDP, the total global energy use is projected to keep growing
until at least 2040-2050 Figure 1-1a[7]. Given the fact that fossil fuels will eventually
run out, as well as the widespread consensus that limiting carbon dioxide emissions is
necessary to keep global temperature rises under control [8], renewable energy sources
that do not involve the combustion of carbon will take on increasingly important roles in
the foreseeable future.
Among all the types of renewable energy sources, solar energy is considered one of the
most promising due to its advantages in availability, coverage, safety during operation,
etc. The earth receives over 12 000 TW of solar power constantly. Even if only 0.5% of this
amount can be utilized after land restrictions and conversion losses, the output would still
be far beyond the forecast demand for 2040. Figure 1-1b [9] shows the past and predicted
future power generation from various sources of energy from 1995 to 2050, displaying a
clear accelerating trend of growth in renewable sources, with solar becoming the primary




Figure 1-1. a. Global annual energy demand in millions of TJ projected to 2050[9]. b.
Global power generation by various sources projected to 2050[7].
There are two main ways to utilize solar energy: solar thermal and photovoltaics
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(PV). While the former presents an intuitive method for direct heat generation or heat
generation followed by electricity generation using steam-propelled turbine systems, the
latter serves as a much more direct method for electricity generation. PV overtook solar
thermal in total installed capacity around 2017-2018, reaching almost 600GW in 2019,
and is estimated to at least double in the next decade, becoming the leading technology
in a cleaner and more sustainable energy industry.
PV systems convert the radiation energy from the sun directly into electricity via ex-
citation of electrons to form currents and voltages in a solar cell. The first practical solar
cell was introduced in 1954 by Bell Labs, made of silicon, and converted about 6% of the
sun’s power to electrical power. Since then, the industry has experienced countless in-
novations which boosted the power conversion efficiencies (PCEs) by a factor of four in
silicon-based cells and created many alternative material technologies with much lower
manufacturing costs and new capabilities. The stability of crystalline silicon-based solar
cells was also drastically improved, enabling wide-scale commercialization beginning in
the 1980s. Solar cells today come in all kinds of materials, with III-V multi-junction cells
providing over 46% PCE [10], crystalline silicon cells approaching their theoretical limit,
and new generation materials offering other advantages such as flexibility and spectral
tunability. However, in order to meet the goal of rapid expansion and popularization of
PV technology in the near future, there are still many improvements to be made. For
example, solar cells made of new materials with advantages in terms of mechanical flex-
ibility and cost- effectiveness have yet to reach PCEs comparable to those of crystalline
silicon.
In the meantime, solar cells, as a prototypical class of optoelectronic devices, have
benefited from almost every major advance in the field of optoelectronics. Development
in fabrication processes such as thin film deposition and micro- or nano-patterning, can
be applied to a large variety of materials and structures implemented across different op-
toelectronic technologies. As another example, materials processing and chemical treat-
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ments that help reduce recombination centers in solar cell materials so as to improve
open circuit voltage also produce higher sensitivity and lower noise in photodiode detec-
tors, which are the most widely used devices for photosensing and imaging. Similarly,
light emitting diodes (LED)s also share many properties and working principles with solar
cells, especially considering that suppression of nonradiative recombination is a critical
issue for both solar cells and LEDs. Additionally, longevity and long-term stability have
become increasingly important as optoelectronics based on non-bulk-semiconductor ma-
terials, including organic and colloidal materials, have started to replace their traditional
counterparts in consumer markets. A solution to any of these problems found for one
type of device can potentially help clear the obstacles for the development and deploy-
ment of other types of optoelectronics.
Thus, research in the field of optoelectronics lays the foundation and paves the way
to enhance and broaden the functionality in all technologies based on sensing, imaging,
displays and communication, all of which are indispensable components that support a
rapidly changing and progressing society. Optoelectronics research also aims to provide
a means to a future powered with clean and sustainable energy in great abundance. This
thesis focuses on seeking and exploring solutions to improve the performance of opto-
electronic devices using optical engineering and photonics, including but not limited to
engineering absorptivity and related spectral response tuning, as well as add-on optical
structures for energy harvesting and photon detection. We also discuss ways to extend
the characterization technologies available for probing devices under optical excitation.
In this thesis, the majority of the studies are based on colloidal nanomaterials, which
have seen increasing research interest in recent decades due to their promise in provid-
ing more economical, scalable and customizable manufacturing processes and eventually
enabling fully flexible devices. Nonetheless, the ideas and conclusions from our work are
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The concept of quantum-confined nanomaterials usually refers to solid-state materials
formed from bulk crystalline materials that are significantly spatially confined in one,
two, or all three dimensions. They are known accordingly as quantum wells, quantum
wires or rods and quantum dots (QDs). This distinction and classification only make
sense when the spatial confinement is strong enough such that the physical properties,
especially those related to energy transitions and transport, are significantly modified.
Although scientists have long been able to predict in detail the novel behaviors of sys-
tems on scales much smaller than the micron-level using standard quantum mechanics,
practical physical structures or devices based on nanomaterials were difficult to realize
without later developments in chemistry and materials engineering. For QDs, syntheses,
processing and fabrication in the form of colloidal nanoparticles comprise a workflow of
much lower cost, more versatility and relative ease of materials engineering compared
to their bulk crystalline counterparts. This workflow also enables QDs to be integrated
with existing structures and enables mass production for practical devices.
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2.1 Physics of ColloidalQuantum Dots
The charge carriers, electrons and holes, are strongly spatially confined in all directions
in QDs rather than possessing a continuous band of energy states where they can move
freely across the material. This quantum confinement gives rise to their unique electronic
and optical properties, and, for this to occur, the size of the QD must be significantly
smaller than the Bohr exciton radius of the bulk material, which is given by a = h̄
µcα
ϵr,
where µ, c, α and ϵr are the reduced carrier mass, the speed of light, the fine structure
constant and the relative dielectric constant of the bulk material, respectively. Given that
the Bohr radius of the hydrogen atom is 53 pm, it can be deduced that for a semiconduc-
tor material to satisfy this condition, it must simultaneously have a very large dielectric
constant and small effective mass for at least one carrier type; otherwise the required size
of the QD would be smaller than the volume of a few atoms. In this scenario, the crystal
structure would not be maintained, and the materials physics would fail to be described
by solid-state theories. For this reason, IV-VI lead chalcogenides including PbS, PbSe and
PbTe become ideal candidates thanks to their ϵr in the range of∼15-20 [1, 2], and lighter
carrier masses below 0.1me [3, 4].
The simplest electronic model of a QD is based on effective mass theory[5], with
the terminations of the crystal planes treated as infinite potential barriers enclosing the
charge carriers. Thus solving the envelope function of the carrier wave function result in
the allowed energy states above the original conduction or valence bandedges. Given
the ideal spherical shape of a QD, and taking the electron as an example, the time-




a is the radius of the sphere, and ηn,l is the nth zero of the spherical Bessel function of
lth order (jl(x)). The lowest energy levels are therefore taken with the smallest values of
η2n,l: π
2 (1S), 4.52 (1P), 5.82 (1D), 4π2, (2S), etc., with S,P,D, … denoting the conventional
angular momentum number l.
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For holes, the energies are calculated accordingly using the hole effective mass, and
are then subtracted from the valence band edge. As a result, the band gap (Eg) of the
QD system, is now the smallest optical transition energy, which is the bulk Eg plus the
additional confinement energies for electron and holes. Thus a wideEg tuning range can
be achieved by making the QDs sufficiently small. This effect is depicted in Figure 2-1.
For PbS with a bulk Eg of 0.41eV, which has long been used as a photodetection mate-
rial for the mid-infrared range, the corresponding QDs have band gap energies that can
be reliably tuned from approximately 0.7 to 1.6 eV, enabling their use in optoelectronics
suitable for the visible and near-infrared (NIR) ranges, including solar energy harvesting.
Figure 2-1. Quantum confinement effect illustrated for quantum dots of varying sizes.
The blue and magenta shades indicate allowed conduction and band valence states, re-
spectively, while the closest distance between them in each case defines the bandgap
Eg .
If the electrostatic attraction between the electron and hole is taken into account, the
total energy of the system will be lowered due to the last term in the following equation,
9















This equation is still not accurate enough to account for the majority of types of QDs
used in optoelectronics. For II-VI cadmium chalcogenides such as CdS and CdSe QDs,
the prerequisite that the QD sizes have to be much smaller than the Bohr exciton ra-
dius (widely known as the ”strong confinement” regime), is hard to satisfy, necessitating
a larger contribution from additional correction terms including exchange and correla-
tion energies [6]. Therefore, PbS and PbSe are considered as close-to-ideal materials
for strong confinement regime. However, even for PbS and PbSe, the deviation from
parabolic bandedges for these two materials, i.e., the deviation from the basic effective
mass approximation, yields overestimation of the confinement energies themselves[7, 8].
The situation is even more complicated if the coupling Hamiltonian of 4 equivalent L
valleys at the bulk bandedges is considered, leading to different effective masses along
different directions of motion and the unavoidable spin-orbital interactions in PbS and
PbSe [9]. A more comprehensive model has been proposed to account for most of these
factors, involving interactions between four bandedge states with spin-orbital coupling
take into account[10], which provides much more accurate predictions of the 1st and 2nd
exciton energies for PbS and PbSe QDs of diameters from 2 to 14 nm.
The discrete energy levels give rise to optical transitions that directly lead to features
in the form of exciton peaks in absorption and photoluminescence (PL) spectra. Fig-
ure 2-2 shows the absorbance spectra for various sizes of PbS QDs. The broadening of
the exciton peak features is largely caused by the size distribution of the QD ensemble,
known as inhomogeneous broadening. Meanwhile, homogeneous broadening arises from
electron-phonon coupling and transitions between various vibrational states [11–13] but
was shown to have minimal effect on the width of the exciton peaks in colloidal QD
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Figure 2-2. PbS CQD Absorbance Spectra of PbS CQDs in solution phase, with exciton
peaks at wavelengths of 730, 820, 980, 1280 and 1600 nm. Spectra are offset for clarity.
Additionally, the AM1.5 Global Horizontal Irradiance solar spectra is plotted.
ensembles. The increasing background in the absorption spectra is believed to be a re-
sult of a much higher chance of scattering and more allowed transitions to nearby states
with increasing energy, approaching a band-like continuum as in bulk semiconductors
[14]. Interestingly, it has been shown[15], for excitation energy much higher than Eg (in
the case of PbS, > 2 5eV), the absorption spectra, which consists of only the continuous
background, overlap almost completely in terms of shape, regardless of the size of the
QDs. The molar extinction coefficient is found to be proportional to the volume of the
QD, which leads to a constant absorption coefficient at higher energies independent of
sizes, if the QDs are assumed to occupy the entire space [14]. This finding justifies the
use of QDs for optoelectronics relying on absorption and emission, as the material usage
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should be comparable to those based on bulk semiconductors for similar purposes with
high energy photons.
Just as in bulk semiconductors, the excited states in QDs upon absorption of photons
with energy higher than Eg , are only meta-stable and carriers will undergo various pro-
cesses to relax to their band edges, before subsequent interband recombination occurs.
In the early years of QD research, it was believed that hot carriers could be effectively
maintained because the discretization of energies in quantum confined nanostructures
would inhibit relaxation via phonon scattering [16, 17]. However, later experimental ob-
servations confirmed that relaxation of hot carriers still occurs at very high rates, though
usually via different pathways than in bulk semiconductors[18, 19]. This reduces the
chance to utilize the energy from hot carriers in optoelectronics. On the other hand, sim-
ilar mechanisms could be responsible facilitating much more efficient multiple exciton
generation (MEG) processes than in bulk semiconductors [20–22], where more than one
electron-hole pair are generated upon absorption of a single high energy photon (usually
> 3Eg), which could potentially lead to useful current multiplication in photodetectors
and solar cells.
2.2 Synthesis, ligand exchange and surface modifica-
tion of PbSQuantum Dots
There are many complex factors affecting the properties of individual QDs and QD as-
semblies. These include the nature of being physically isolated, as well as the existence
of surfaces in both large quantities and areas for a given volume of QDs. Even the ear-
liest physical models for QDs predict a strong energy dependence on their surfaces and
surrounding media [6]. Therefore, the properties of QD assemblies and the performance
of related devices rely heavily on the exact processes through which the QDs are cre-
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ated, modified and assembled. In fact, in the last decade, most of the efforts in the field
of QD optoelectronics have been dedicated to the discovery and invention of synthesis,
treatment and deposition methods that reliably, consistently, tunably and scalably pro-
vide QDmaterials with high performance and excellent stability with regards to different
properties of interest.
Figure 2-3. The setup for synthesizing PbS/PbSe QDs in laboratories. A three-neck flask
is connected to a Schlenk line to be placed under vacuum or inert environment when
needed. The heating of the lead precursor is monitored and controlled in a closed-loop
cycle. The chalcogen precursor is injected once the lead solution is stabilized at the target
temperature
The syntheses of PbS and PbSe CQDs usually follow a ”bottom-up” route[23], in
which the QDs are grown from atomic and molecular precursors dispersed uniformly
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in a solvent medium. Specifically [24], the precursors containing lead cations are dis-
solved in a temperature-controlled coordinating solvent, and the chalcogenide reagent is
rapidly injected into the heated mixture, starting the nucleation of the QDs. The particle
growth following nucleation is uniform providing that the mixture is vigorously stirred,
and growth becomes slower as the particle size increases. The concentration of the pre-
cursors is kept below the threshold to prevent further nucleation. Concurrently, remain-
ing small nuclei are dissolved and added to the growth of larger particles in a process
known as Ostwald ripening [25], which further helps control the particle size distribu-
tion. This type of synthesis method is usually referred to as a ”hot injection” method,
owing to the high temperature at which the chalcogenide precursor injection occurs.
The exact configurations and conditions to make PbS CQDs have been studied and
improved extensively. PbS CQD synthesis methods primarily fall into two categories,
the Hines[26] approach and the Cademartiri [27] approach. The Hines method is based
on a reaction between lead oleate and bis(trimethylsilyl)-sulfide (or hexamethyldisilathi-
ane) (TMS2S) dissolved in octadecene (ODE) as the sulfur precursor. The Cadematiri
method employs lead(II) chloride and elemental sulfur dissolved in oleylamine as the
precursors, with optional tri-n-octylphosphine (TOP) as a controlling agent[28]. Both
methods follow the aforementioned principles of synthesis and are able to achieve PbS
CQDs with high monodispersity (size variation of <10%). While the Cadematiri method
produces slightly more air-stable samples, the Hines method is more common in synthe-
sizing smaller QDs with Eg > 1 eV, suitable for solar cells and short-wavelength pho-
todetectors. A schematic of the setup for PbS/PbSe synthesis is depicted in Figure 2-3
The average sizes of the CQDs are determined by control over the concentrations of
the precursors, the temperature at which the nucleation is initiated, and the dynamics
of the subsequent cooling process. For the Hines method, it has been found [29] that
by controlling the temperature and the concentration of oleic acid (OA) alone, QDs with
sizes corresponding to absorption peaks from 900 nm to 2300 nm can be reliably obtained.
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Forced termination of the growth by active cooling may be required to achieve PbS QDs
of even smaller sizes. Also, the methods have been proven to be scalable with high yield,
laying the foundation for energy-tunable optoelectronics based on PbS CQDs.
PbS and PbSe QDs are dispersed in a nonpolar solvent immediately after synthesis,
usually toluene, octane or hexane. The suspension can remain chemically stable up to
several months, thanks to the long-chain ligand passivation of the CQD surfaces. OA
is the most common ligand, and is sourced from the precursors. The CQD solution can
be deposited into thin-film solids which exhibit signatures of quantum confinement in
their optical spectra; however, the long and insulating surface ligands almost completely
prevent carrier transport in the film phase that is crucial for the operation of all optoelec-
tronics. Therefore, performing a ligand exchange by replacing the OA chains with much
shorter linker molecules becomes a necessary process during device fabrication. Other
than enhancing the carrier transport properties, ligand exchanges can also dramatically
modify the doping density of the CQD films, as well as shift their overall energy levels
[30], providing a wide variety of possibilities to form semiconductor heterojunctions.
PbS and PbSe QDs have been shown to be highly non-stoichiometric, with Pb-rich
surfaces that can reach Pb:S ratios of over 1.30[15]. This large imbalance requires sur-
face Pb atoms to be passivated with anionic functional groups to avoid the formation of
excessive surface trap states detrimental to the energy and carrier transport processes
within the QD film. The first few generations of PbS QD-based optoelectronic devices
utilized bidentate thiols[31], and mercaptocarboxylic acids [32], Ethanedithiol (EDT) and
mercaptopropionic acid (MPA) were the most commonly used for QD solar cells, given
the strong binding between Pb and S atoms as well as the short inter- dot distances they
enabled to facilitate charge transport. Mercaptocarboxylic acids of different lengths have
also been used to modulate the inter-dot distances to achieve a balance between efficient
charge transport and reduced rates of exciton dissociation to maximize the efficiency of
radiative recombination in QD LEDs [33].
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Later improvements in surface passivation and carrier mobility were achieved by em-
ploying atomic halide ligands (Cl-,Br-,I-,etc.) [34, 35] and passivation of exposed unsatu-
rated anions by Cd . These strategies led to QD assemblies with better surface qualities
and higher mobilities. They were also used to create films that were more n-type in char-
acter compared to the materials resulting from traditional organic-ligand treatments[30],
making it possible to form more controllable full p-n or p-i-n architectures and consid-
erably improving device PCE and stability. These methods were originally implemented
using a layer-by-layer (LBL) solid-state exchange process, in which a QD thin films was
deposited, then treated by reacting it with a solution containing the replacement ligand,
and then the original ligands were washed away using a solvent treatment. This process
was then repeated several times to build up a film of desired thickness.
In recent years, more advanced techniques [36, 37] have been developed that initiate
the ligand exchange with halides entirely in the solution-phase, succeeded by a series of
phase-transfer-assisted purification steps, which guarantee more thorough surface reac-
tions and removal of unwanted materials. The resulting CQD ”ink” enables the use of a
single-step process to finish the CQD deposition during device fabrication, which signif-
icantly reduces the non-uniformity and excessive ligand stripping that can be the result
of LBL processes.
CQD surface modification via ligand exchange has become one of the main focuses
in PbS CQD optoelectronics research due to the impact that the CQD surfaces have
on device operation. The development of new ligand exchange strategies has been the
leading factor in creating the CQD solar cells with the highest efficiencies to date.
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2.3 Photovoltaics and Photodetectors
2.3.1 Fundamental Efficiency Limit of Photovoltaics
Solar cell operate via photovoltaic effect, which describes the conversion of absorbed pho-
ton flux to energetic charge carriers that power external circuits, in the form of sustained
currents at non-zero voltages. Modern photovoltaics devices utilize semiconductor ma-
terials, in which only charge carriers with energies greater than the bandgap Eg , can be
excited . The number of excited electron-hole pairs is, at most, the same number of ab-
sorbed photons (neglectingMEG and other nonlinear effects). These pairs are also known
as excitons, and they carry energies of, at most, close to but less thanEg . These final ener-
gies are arrived at after an initial energy relaxation (thermalization) phase, which occurs
much more quickly than any subsequent processes in most systems. In fact, the useful
portion of the energy, the Gibbs free energy, is even smaller than Eg . Inside semiconduc-
tors, free energies carried by excitons can be represented as the difference between their
chemical potentials, η = µe − µh, which, in turn, is equal to the effective photovoltage
across the semiconductor in the best-case scenario. The power supplied to the external
circuit is therefore, in theory, the product of photocurrent and the free energy of excitons:
P = Jphη = Jph(µe − µh).
The photocurrent is determined by the absorbed photon flux and the chemical po-
tential difference µe − µh. In the best case, all incident photons with energy larger than





where a(ω) is the material absorptivity, and jsol(ω) is the spectral photon number flux
density. However, loss in the form of radiative recombination that causes exciton loss
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via emission of photons back to the environment must be included, at minimum. The















where Ω is the solid angle into which the photons are emitted, and c is the speed of light
inside the material. To simplify, the absorptivity a(ω) can be taken as unity for h̄ω > Eg
for a sufficiently thick material. Therefore, one can estimate the optimal power output















and PCE = Pin/Pout. This set of equations yields the theoretical efficiency limit
of a single bandgap absorber solar cell, known as the Shockley-Quiesser limit[39]. The
maximum efficiency is hence a function of Eg only and can be calculated given the exact
spectral photon flux density received on the earth from the sun. In Figure 2-4, we show
the maximum PCE curve for different Egs, based on the AM1.5 global normal irradiance
spectrum. The best efficiency 33.7% is achieved with Eg = 1.34eV , close to the bandgap
of GaAs. Due to the nature of the solar spectrum, materials withEgs from approximately
1.1 to 1.5 eV can all achieve similar results.
For a single junction solar cell, i.e., a solar cell made from a material with a single
bandgap, the primary losses come from two sources: the inability to absorb photons less
energetic than Eg , and the loss of energy in excess of Eg from thermalization of carriers.
The losses can be addressed if multiple materials with different Egs are employed, so
that higher-energy photons are absorbed by the higherEg material, leaving lower-energy
photons to be absorbed in the underlying lower Eg material. In this way, thermalization
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Figure 2-4. Theoretical power conversion efficiencies limits of single-junction solar cells
as a function of bandgap energy under the AM1.5 Global Horizontal Irradiance spectrum.
losses can also be simultaneously reduced.
The other theoretical factor affecting the efficiency is the solid angle from which the
material absorbs the solar power. The sun subtends a solid angle of 6.8 × 10−5, while
the absorber is usually considered to emit over the maximum possible solid angle π. If
the solid angle that the absorber receives energy from can be extended to match the
emission solid angle, which is called the ”maximum concentration” condition, the PCE
can be further improved. Calculations[40] show that the efficiency limit for 2, 3 and
4-junction solar cells are 42% (55%), 49% (63%), 53% (68%), respectively, with the limits
under maximum concentration given in the parentheses. Eventually, if the a series of
absorbers with very small differences in their Egs are stacked in a way such that each
layer only absorbs photons with energies just above its bandgap energy, thus eliminating
the thermalization losses, and if the number of such absorbers approaches infinity so
that the entire incident spectrum is covered, the theoretical maximum PCE of a multi-
junction solar cell under maximum concentration can reach 86%[40, 41]. This scenario is
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then equivalent to the thermodynamic limit, which treats the solar cell as a heat engine
that receives heat flow from the sun, less the emission back to the sun, to be converted












With Ωemis = Ωabs, the maximum efficiency is achieved at 2480K when the sun is
treated as a 5800K black body.
In practice, besides the fundamental factors causing efficiency loss described above,
photovoltaic devices are inevitably subject to other loss mechanisms. These include sub-
optimal absorptivity near Eg , additional recombination processes due to electronic trap
states and the existence of surfaces and interfaces, accumulated loss of chemical poten-
tial η at the electrodes due to contact resistance. Addressing these issues has been the
strongest driving force in the field.
2.3.2 Operation of Semiconductor p-n Junctions
Almost all semiconductor devices function based on single or multiple p-n junctions. For
solar cells and photodiode-type photodetectors, p-n junctions are the core principle of
operation. The electronic responses generated across the p-n junctions upon receiving
light signals are the keys to realizing device functions. P-n junctions are formed when
semiconductor materials with different Fermi levels, usually resulting from opposite-type
doping, are placed in contact. If the two materials share a bandgap, electron affinity and
ionization energy, a homojunction is formed with smooth spatial transitions in all energy
levels. Otherwise, heterojunctions are formed with offsets in Ec and Ev that depend on
the isolation values in the two materials. To balance the electrochemical potential or the
EF difference, carriers will redistribute, with electrons flowing into the p-type material
from the n-type material, and vice versa. In this way, regions depleted of their majority
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carriers are formed on both sides of the junction, and become oppositely charged.
As a lowest-order approximation, the depletion region can be considered to carry a
uniform charge density up to a certain distance from the junction. In Figure 2-5a, a p-n
homojunction without any bias or illumination is illustrated; the widths of the depletion
regions on the n- and p-side of the junction are marked as xp and xn, respectively. The
electric field strength as well as the potential gradient across the junction can be calcu-
lated from Poisson’s equation in the material ∇2Φ = −ρ
ϵ
, where Φ is the electrostatic
potential and E = −∇Φ is the electric field. The widths of the depletion regions, the
total charge and the total potential difference across the junction can then be solved for
































where W is the total width of the depletion region and Q denotes the charge on each
side. Vbi is the built-in potential that depends only on the relative doping difference across
the junction, and can be written as Vbi = Efe − Efh, when two sides of the junction are
separate. It can be seen from Equation 2.6 that the depletion region on the side with
the lower doping magnitude is wider. Since doping densities usually differ by orders
of magnitudes in practice, creating a junction from a minimally-doped material and a
heavily dopedmaterial can result in a depletion region that spans almost the entire width
of the lower-doped material.
The regions outside of the depletion region are almost free of any net charge and
have constant (flat) energy levels. These regions are called the quasi-neutral regions.
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When a forward bias is applied to the junction, the chemical potential on the n-side, Efe
is raised with respect to Efh on the p-side. When the bias is not too large, the net effect
of the applied bias can be treated as a reduced Vbi, with depletion widths xn, xp and net
charge changed accordingly. This is shown in Figure 2-5b. The depletion region width
as well as the potential are both decreased. Under illuminated forward bias, the Fermi
levels for electrons and holes separate within a certain distance from the junction, which
causes an increased recombination rate that outpaces the steady-state generation rate
from background radiation. This causes a gradual change in both current components
due to the universal relation∇·Js+ ∂s∂t = Gs−Rs, with s ∈ {e, h} assuming that the time
derivative of the carrier concentrations vanishes in steady-state conditions. This allows
us to calculate the contribution to the total current from the quasi- neutral regions.
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Figure 2-5. Example Band diagrams of p-n homojunctions.a.Equilibrium band diagram
(no bias). b.The same junction under a forward bias of 0.4 V
The recombination of carriers can in most cases be express as R = B · np with the
net recombination rate beingR−G0 = B · (np−n0p0). In the quasi-neutral regions, the
majority carrier concentration is almost unchanged while the minority carrier concentra-
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tion undergoes a modulation of several orders of magnitudes. Taking the electron as an
example, this gives: R−G0 = B · (n−n0)p0 = n−n0τe , i.e., the recombination rate is linear
in the excess minority carrier concentration, where τe is the minority carrier lifetime.
Currents in semiconductors can be decomposed into two types, Js,diff = −Ds∇s, the
diffusion current driven by concentration gradients, and Js,drift = µsesE, the drift current
driven by any electric fields. The diffusion coefficient and mobility are denoted asDs and
µs, respectively. The electric field can be neglected in the quasi- neutral regions. Again,
from continuity equation for electrons, we get:




For electrons, the concentration just outside the depletion region on the p-side is given





, and at the end of the p-type material is n0. The excess concentration
and current density is therefore (the vectorial current can be now be expressed as its
component in the x direction only):




































where we have assigned: Le =
√
Deτe as the electron diffusion length in the p-type




nority carrier current due to holes on the n-side can be derived in an analogous fashion. If
the recombination and associated current change are ignored for now, the total electrical
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This relation holds for both forward and reverse bias as long as the forward bias does not
perturb the band levels toomuch beyond the level shown in Figure 2-5b. It is evident that
the well-established component exp (eV/kT)−1 arises primarily from the knownminority
carrier concentration at the boundary of the depletion region and the linear dependence
of the recombination rate. If these conditions are not met, adjustments are needed. For
example, we can consider Shockley-Read-Hall or trap-assisted recombination of the form:
R−G = np− n
2
i
τp(n+ n′) + τn(p+ p′)
(2.10)
In the case where the trap state energy level sits exactly in the middle of Efe and Efh,










mum recombination rate is reached at this point and is significantly larger than in other












dx. High carrier injection at larger biases causing significant in-
creases in the majority carrier in the quasi-neutral regions also leads to a similar voltage













may exhibit a different dependence on V in different ranges.
2.3.3 Response of a pn Junction with Photogeneration
Solar cells and photodiode-type photodetectors rely on conversion of absorbed incident
photons to electrical responses. In particular, a p-n junction is able to maintain a current
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flowing in the reverse direction (JSC) when no external biases is applied or maintain a
forward bias (VOC) when no current flows in the circuit. The short-circuit current JSC
is formed when electrons and holes excited by photon absorption events are separated
efficiently to their corresponding electrodes. Consider the same p-n junction as in Figure
2-5 with light incident from the left and with no bias applied. Consider the simplest
model, where light excitation only occurs in the quasi-neutral region of the p-side with a








where we assume that the excitation is not strong enough to affect the hole lifetime τh.
It can also be reasonably assumed that the excess hole concentration p− p0 vanishes at
both the left end and the left boundary of the depletion region under zero bias in Figure
2-5. The solution is then:
































The hole diffusion current is hence anti-symmetric with respect to x = (Wp+xp)/2, with
half of the net-generated carrier flowing to the left electrodes. Since the electron current
at −xn should be close to zero, the total electrical current is just jT = eJh(−xn), i.e., the
total current is determined by the minority hole current at this location. Furthermore,
jL = jT = eJh(−xn) =eGlLh, when Lh ≪ Wp (2.13a)
jL = jT = eJh(−xn) =eGl
Wp − xp
2
, when Lh ≫ Wp (2.13b)
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This indicates that the charge extracted is at most one half of the total generated charge
and is far less than ideal when the diffusion length becomes shorter than the quasi-
neutral region width. The case is similar for electrons generated on the p-side of the
junction if the light excitation extends across the whole structure. For generation oc-
curring within the depletion region, because of the strong electric field, the generated
carriers can be separated and driven in their favorable directions, and the extraction ef-
ficiency is considered to be close to unity.
This analysis demonstrates the importance of the location and the width of the deple-
tion region in achieving high JSC. In fact, most practical solar cell and photodiode designs
implement a thin highly-doped top layer to make sure that light absorption takes place
primarily within the thicker depletion region located in the lower-doped region. This can
also be achieved by using a p-i-n structure where an intrinsic layer is placed between
the p- and n-type layers, resulting in a spatial-charge region of at least the thickness of
the intrinsic layer, in which most of the light absorption is meant to occur. The carrier
diffusion length also plays an important role in ensuring the extraction of carriers in the
quasi-neutral regions and when the width and the strength of the electric field in the
depletion layer are reduced under forward bias.
The total current under simultaneous photogeneration and biases can be treated as
the sum of the individual current component, as a reasonable approximation. This is
because the minority carrier continuity equation in the quasi-neutral region is still de-
scribed by 2.11, with appropriate boundary conditions accounting for the effects of the
applied bias. Due to the linearity of the equation and assuming constant coefficients un-
der weak injection, the solution is therefore the sum of 2.9 and 2.13 and consequently,
the total current with everything included is :














A generic solar cell current-voltage (J-V) curve is shown in Figure 2-6. Some solar cell
figures of merits are labeled in the figure and defined as follows: jSC, the current density
at which the voltage is zero; VOC, the voltage sustained at zero-current; jmpp and Vmpp,
the current density and voltage, respectively, at which the power supplied to the external




. The PCE is then naturally defined as jmppVmpp/Iin where Iin is the solar
irradiance incident on the solar cell. The standard value of 1000.4W/cm2, corresponding
to the total power density in the AM1.5 global horizontal irradiance spectrum, is often
used as the incident irradiance.
Figure 2-6. An example current density-voltage curve for a generic solar cell under solar
illumination with figures of merit labeled.
When used as photodetectors, the design considerations for photodiodes change. In-
stead of the goal of achieving the highest possible output power, photodiode-type pho-
todetectors are designed to maintain consistent, stable, and fast detection of received
light signals. In most cases, photodetectors are operated in reverse-bias mode, in order
to establish a wide depletion width for both efficient and fast charge collection. When
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an electron-hole pair is generated inside the depletion region after absorption of a pho-
ton, the charge carriers start to move to their electrodes at speeds determined by their
mobilities and the local electric field, resulting in an instantaneous current flow in the
external circuit caused by capacitive coupling, described by the Shockley-Ramo theorem
[44, 45]. The current lasts until the charge carriers reach their corresponding electrodes.
The collective current due to all electrons and holes generated everywhere in the device
by an infinitely short light pulse can then be approximated by an exponential of the form:
< I >= Ihe
−t/τh+Iee
−t/τe, where τe and τh denote the transit times of carriers: τ = W/µE,
where W is the width of the depletion layer. This is also the impact response function
h(t) of the photodiode. If carriers undergo considerable recombination events before be-
ing swept to the electrodes, the carrier lifetimes also contribute to the exponential decay,
but since they are usually much longer than the transit times in practical devices, the
overall time constant in the measured current is determined almost completely by the
transit times. This principle also allows macroscopic electrical measurements to be used
to probe properties such as carrier mobilities, etc. On the other hand, the temporal re-
sponse of a photodiode is also affected by its depletion capacitance Cdep when operating
















where Rext is the resistance contributed by the external circuit. This relation determines
how fast the photodiode reacts to external light, or the detection bandwidth. It also
contains the tradeoff between the bandwidth and the efficiency. A wider depletion region
absorbs more light and hence a stronger signal is generated, while ultra-fast photodiodes
usually require narrower device width for shorter transit times. This is also the essential
reason that the structures of photovoltaic solar cells differ from those of photodiode-type
photodetectors.
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Quantum efficiencies are another set of metrics to quantify the operation of both
solar cells and photodetectors [46, 47]. While internal quantum efficiency (IQE) quanti-
fies the ratio by which absorbed photons are converted to carriers that flow in the cir-
cuit, external quantum efficiency (EQE) measures the ratio by which photons incident
on the active surface are converted to carriers. These two quantities are related such
that EQE(λ) = IQE(λ)a(λ) where a denotes the absorptivity and all quantities are
wavelength-dependent. For solar cells that employ MEG or photodetectors with gain
mechanisms such as avalanche photodetectors and photoconductors, EQE and IQE can,
in theory, exceed unity. For photodetectors, the responsivity R is another important fac-
tor that quantifies how efficiently incident photon power is converted to electrical current
and is related to EQE by R(λ) = EQE(λ)qλ/hc.
For all photodetection mechanisms, there is a fundamental physical limit for the
weakest detectable signal which is usually determined by the lowest noise-level of the




[48], where A is the detec-
tor area, ∆f is the bandwidth of the system and NEP denotes the noise-equivalent
power. The unit of detectivity is Jones: cm1/2Hz−1/2W−1. Generally, the NEP of the sys-
tem is closely related to the bandwidth. For ideal photodiodes, the noise originates from
the generation of carriers, which in the case of a continuous coherent incident wave,
takes the form of shot noise with a spectral density proportional to the photocurrent
by SI(ω) = eIph, and henceNEP = 1R
√︁




, where R is
the responsivity. Another major contribution to the noise is Johnson-Nyquist noise[49]
from the thermal fluctuation of charge carriers inside resistive components in the cir-
cuit, with SI(ω) = 4kBT/R at room temperature and higher. The power spectral density









2.3.4 Architectures of PbS CQD Solar Cells and Photodetectors
The earliest solar cells that incorporate CQD actually relied on them only as the solar ab-
sorbers, instead of as the material responsible for both carrier generation and transport.
These were known as CQD-sensitized solar cells [50, 51]. Similar to dye-sensitized solar
cells (DSSCs), the sensitizing CQDs are coated on a nanoporous electron acceptor, usu-
ally TiO2. The electron acceptor/absorber matrix is immersed in a electrolytic medium,
usually containing redox pairs such as I−3 /I
−, which serve to transport holes, and is con-
nected to the counter-electrode. Because of this structure, CQD-sensitized solar cells
have two major drawbacks: a low short circuit current due to the very limited thickness
of the CQD absorbing material, and a low fill factor caused by the unavoidable direct
contact between the electron transport oxide and the hole transport electrolyte.
The discovery that photo-generated excitons within certain types of CQDs readily
dissociate, causing the electron and hole to move in separate directions in the presence
of an electric field [52, 53], enabled solar cell devices that employed p-type CQD thin
films as semiconductor analogs, without the infiltration of materials such as conjugated
polymers, to be built. The first thin-filmCQD solar cells were Schottky-junction solar cells
[54–56]. This architecture consists of a shallow work function metal, such as Mg or Al, in
contact with a mildly p-doped CQD film to form a Schottky barrier that produces a diode
rectification effect as well as a wide spatial field region to facilitate charge extractions, as
shown in Figure 2-7a. The anode is a transparent conductive oxide (TCO, usually indium
tin oxide - ITO). The simple Schottky solar cell structure necessitates only these 3 layers
and is able to deliver up to 5.2% PCE [56]. Unfortunately, the performance of Schottky
junction solar cells are inherently limited because i) the built-in potential only resides in
the non-metal side of the junction and the open circuit voltage therefore cannot exceed
half of the band gap energy of the CQD film; ii) the metal-CQD interface, which typically
contains a high density of trap states, tends to pin the Fermi level at an undesired position
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Figure 2-7. Energy band diagrams for common CQD solar cell architectures. The legend
in the bottom left corner denotes the colors corresponding to specific energy bands in all
plots (Ec: conduction band edge; Ev : valence band edge; Efe: electron quasi-Fermi level;
Efh, hole quasi-Fermi level). a. Band diagram for a Schottky junction solar cell employ-
ing an aluminum cathode and ITO anode. b. Band diagram for a depleted heterojunction
solar cell employing FTO (Fluorine-doped tin oxide), TiO2, MPA-passivated PbS CQDs,
MoO3 and silver. c. Improved depleted heterojunction solar cell band structures using
ZnO, iodide-passivated PbS CQDs, EDT-passivated CQDs and gold. Top: band diagram
for short circuit conditions. Bottom: band diagram for the maximum power point.
and inhibit the voltage further.
Further improvements in CQD solar cells were made possible through careful choice
of carrier transport layers, between which the CQD layers are sandwiched. This general
structure is known as the depleted heterojunction architecture. TiO2 that was used ex-
tensively in sensitized solar cells was also found to be a great candidate for an electron
transport material in the depleted heterojunction architecture, due to its native n-doping,
visible transparency and deep valence band edge that allows it to act as a hole barrier for
the adjacent CQD layer. Further tuning of the doping density of TiO2 as well as the
conduction band edge of the CQD materials was carried out so that the CQD layer was
made almost fully depleted through contact with the TiO2 alone, allowing the formation
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of a wide spatial field under short circuit conditions. Moreover, an additional thin buffer
layer – playing the role of a hole transport layer (HTL) - made of MoO3 or LiF and de-
posited between the CQD film and the anode was found to considerably improve the
solar cell performance and stability by providing a back-surface field as well as prevent-
ing the degradation of CQDs in contact with the anode metal [57, 58]. The majority of
CQD assemblies used in the first generation of depleted heterojunction solar cells were
surface-passivated with EDT or MPA, which are bi-linker molecules that reduce inter-dot
spacing. However, the solid-state ligand exchange processes required to bind them to
the CQDs introduced surface traps. A band diagram for a depleted heterojunction de-
vice of this type is shown in shown in Figure 2-7b. Terminologically, the architecture that
places the ETL next to the TCO, thus making it the cathode, is regarded as the ”inverted”
architecture, as opposed to the conventional structure adopted in organic photovoltaics
that uses the TCO as the anode. For CQD solar cells, the inverted structure is the dom-
inant type due to its improved stability at the interfaces, a wider compatibility among
fabrication techniques, and, more importantly, it is the architecture in which almost all
significant efficiency records have been demonstrated. [59–61].
The depleted heterojunction architecture proved to be a great platform for explor-
ing the impacts of engineering a variety of factors including surface passivation and
crosslinking of the CQDs, interface modification of the junctions, carrier extraction lay-
ers, etc. Most high-efficiency CQD solar cells with PCEs >10% are based on the depleted
heterojunction with ZnO as the electron transport layer and an atomic halide passivated
CQD active layer [30, 36, 37]. The combination of the high doping density of ZnO and
the deeper energy band levels in halide-passivated CQD films, as well as a dramatically
improved diffusion length in the CQD layers thanks to improved mobility and reduc-
tions in trap states, enables this architecture to support a spatial field for efficient carrier
extraction up to the maximum power point for CQD layers thicker than about 400 nm.
Usually, another thin layer of EDT-passivated CQDs is then deposited as the transition
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layer, or hole transport layer, to a deep work functionmetal (Au usually) electrode. Device
band diagrams at short circuit conditions and at the maximum power point are shown
in Figure 2-7c. This architecture yields devices with PCEs consistently above 10%, in-
dependent of specific fabrication conditions or ligand treatments across various reports,
and also demonstrates good long-term air stability. Looking at the latest generation of
depleted heterojunction devices, it is surprising that the state-of-the-art CQD solar cell
architecture is not significantly more complicated, in terms of the species of materials
or the number of layers required, than most of the early implementations with only a
fraction of the PCE. Future work in this area will focus on further simplification of the
fabrication processes, adaptation to large-quantity scalable production, and continuing
increases in efficiency
In contrast, several different photodetector architectures based on PbS QDs have
shown promise. Figure 2-8 depicts the three main QD photodetector architectures:
photoconductors, phototransistors and photodiodes. Photoconductors are composed of
a uniformly doped PbS QD layer sandwiched between two identical metal electrodes
whose work function allows carrier transport across the interface without a voltage drop.
The carrier concentration and conductivity of the PbS QD film is drastically increased
with light absorption, and each absorbed photon can cause multiple majority carriers
to circulate through the external circuit if the transit time through the device is much
shorter than the carrier lifetime, thus creating gain.
Phototransistors, as shown in the figure, are similarly structured planar devices that
also include a bottom oxide gate placed on top of a conducting material. They bear re-
semblance to metal-oxide-semiconductor field-effect transistors (MOSFETs) in that the
photoconductivity is simultaneously modulated by the applied gate voltage, VG, which
shapes the conducting channel between the source and drain electrodes by creating car-
rier accumulation or depletion. This structure also allows for more complicated configu-
rations to enable higher gains or bandwidths, such as by incorporating 2D materials as
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Figure 2-8. Basic Architectures of PbS QD based photoconductor (upper left), photo-
transistor (lower left) and photodiodes (right).
the actual conducting channel with carrier injection from PbS QDs [62, 63].
Photodiode-type detectors are similar to solar cells, in that they are constructed from
a vertical stack of layers. In general, any photovoltaic solar cell can also operate as a
photodetector. The difference is that rather than being designed to output the maximum
possible power at a forward bias, photodiode-type photodetectors are designed to gener-
ate photocurrents that depend as linearly as possible on the incident illumination flux at
reverse bias, as well as for fast responses and low dark current. This necessitates a care-
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Extending the Capabilities of PbS QD
Devices via Photonic Engineering
3.1 Multi-Color and Semi-Transparent PbS QD Solar
Cells from optimized thin film interference
This section is partially adapted from Ref[1]. Reprinted with permission from Optics
Express 24, no. 4, A101-A112, ”Color-tuned and transparent colloidal quantum dot solar
cells via optimized multilayer interference”, by Arinze, Ebuka S., Botong Qiu, Nathan
Palmquist, Yan Cheng, Yida Lin, Gabrielle Nyirjesy, Gary Qian, and Susanna M. Thon,
copyright © 2017.
3.1.1 Introduction
Solar cells generate electrical power that scales with the areas of the panels. As the most
visible and exposed components of the system that occupy large areas, it is appealing
if the panels match or add to the appearance of surroundings, at the same time sup-
plying electrical power efficiently and stably. Multi-colored solar cells can be achieved
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with controlled, tunable spectral reflection and absorption profiles, and thus are of sig-
nificant interest due to their potential to be placed or coated on exterior surfaces of ur-
ban infrastructures, such as building facades, rooftops and other residential or industrial
facilities, to serve both aesthetic and functional purposes [2, 3]. In tandem cell appli-
cations, there is also a need to systematically control absorption and, in turn, achieve
the required current-matching in cells that possess different spectral absorption profiles.
Additionally, semitransparent solar cells are attractive for integration into portable elec-
tronics and for window coatings to help with building and vehicular heat management [4,
5]. Solar cells based on solution- processed materials are especially promising for these
large-area applications because of their thin-film and lightweight nature, ease and flexi-
bility of fabrication, associated low costs, and high efficiency potential. Past examples of
colored solution-processed solar cell technologies include using combinations of dyes[6],
photonic filters [7], physically- or chemically-modified absorbing/transport layers [8–11],
integrated liquid/photonic crystals[12, 13], embedded optical microcavities and dielectric
mirrors [14, 15], and modified top/bottom electrodes [16, 17]in dye-sensitized, organic,
and perovskite solar cells.
The lightmanagement strategies reported previously, to produce cell colors or achieve
transparency often come with an unavoidable loss of photocurrent and device efficiency.
On the other hand, Colloidal quantum dots (CQDs), semiconducting nanocrystals sta-
bilized in solution, are a promising candidate material for achieving multicolored and
semitransparent solar cells due to their band gap tunability enabled by the quantum size
effect discussed in Section 2.1. Specifically, lead sulfide and lead selenide (PbS, bulk band
gap energy of 0.41 eV, and PbSe, bulk band gap energy of 0.27 eV) [18, 19]. CQDs have
band gaps that can be tuned from the near- infrared to the visible portion of the spectrum.
As a result, visible absorption losses induced by the design of multicolored or semitrans-
parent cells can potentially be compensated for by enhanced absorption in the infrared
region.
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Standard CQD film-based devices[20] Figure 3-1a employ different electronic lay-
ers that have thicknesses on the order of the optical wavelengths of interest. The layer
thicknesses and design are typically optimized for their electrical properties, but opti-
cal thin-film interference plays a large role in these devices as well, as demonstrated
by efforts to utilize interference effects to achieve semitransparency and absorption en-
hancement via electrode modification [21] and microcavity structures [22]. Tradition-
ally, transparency in CQD-based devices is induced by employing thin absorbing layers
[23, 24]. In this study, we optimize multicolored and transparent CQD solar cells based
on thin-film interference engineering concepts to customize both optical and electrical
device properties. Using physical modeling and optimization based on Transfer Matrix
Method (TMM)[25–27] and multiobjective optimization algorithms[28, 29], we have de-
veloped an optimization method for the custom-design of multicolored and transparent
CQD solar cells that could be generalized to other materials systems. The optimization
sequence is depicted in Figure 3-1c. The method maximizes reflection within specific
wavelength range or overall transmission, creating a desired cell color, while simultane-
ously requiring high photogeneration rates in a solar cell device.
3.1.2 Optimization and Tradeoff of Colors and Photocurrents
Our device model makes the following initial assumptions: (1) layers included in the
multi- layer device are considered homogeneous and isotropic; (2) interfaces are parallel
and optically flat; (3) light is incident normal to the device and is modeled as a plane
wave; (4) all photogenerated charge carriers contribute to photocurrent in the device
(100% internal quantum efficiency). Some of the restrictions can be lifted as-needed by
incorporating into the calculations a more complicated model based on experimental
data.
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Figure 3-1. a. Schematic of a CQD-based solar cell illustrating the spectrally-dependent
optical interference patterns from tuning the thicknesses of the layers, resulting in
wavelength-dependent reflectivity and transmission, giving the cell its apparent color
or semitransparency. b. Cross-sectional scanning electron microscope (SEM) image of
the structure shown in (a.). c. Graphic representation of the optimization technique
to produce cells with defined color characteristics. Space set of thickness combinations
is i initialized and each combination physically yields ii a reflection spectrum via TMM.
These spectra in combination with incident iii AM1.5G and CIE color matching functions
are translated to color coordinates on iv Yxy chromaticity plots where the distance to the
intended color iv is minimized. This optimization cycle repeats until a global optimum is
realized.
Firstly,TMM takes the thicknesses and complex refractive indices of all layers as in-
puts, and calculates electrical field profiles normalized to incident field amplitudes, within
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the multi-layer structure. In our calculations, the complex refractive index data are from
the literature and experimental ellipsometry measurements, and we consider a wave-
length range of 300–1800 nm. In the case of opaque reflective colored solar cells, Ag is
used as the back contact, while ITO is used as the back contact for the semitranspar-
ent cells. We calculate the reflection spectrum of the device, and predict the apparent
reflective color using the widely accepted CIE 1931 color matching functions [30] and
solar source spectrum (AM1.5 Global Horizontal Irradiance). The predicted color is rep-
resented on the Yxy chromaticity plot, Cell “transparency” is calculated by averaging
transmittance data over the visible wavelength range (420 nm – 680 nm) output by the
TMM calculations.
In order to optimize the thickness profile for a target color, we use particle swarm
optimization (PSO) method, a global population -based algorithm [29], as illustrated in
Figure 3-1c.. A “swarm size” of solution thickness sets is initialized and fed into the
TMM to generate associated reflection spectra and the associated apparent color, as
the objective function value. These xy co-ordinates are then optimized by minimizing
the distance to the target color on the chromaticity plot, yielding a global optimum via
multiple iterations. The presence of a population with tendencies of movement towards
both the known global best location and individual’s best location in PSO allows for both
greater degrees of exploration and faster convergence when compared to other optimiza-
tion methods, such as genetic algorithms. Due to high-dimensionality search space re-
sulted from the multi-layer interference problem, it is highly likely that a semi-periodic
landscape of objective values with multiple local minima emerges. Therefore, employing
a PSO with a relatively large “swarm size” provides an efficient route to identifying the
global optimum for the intended color.
The trade-off between absorption-induced photocurrent generation and transmission
through the absorbing material can be partially mitigated by taking the advantage of
multi-layer interference effects to reduce the visible-range field overlap with the CQD
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Figure 3-2. a. Calculated average transparency and corresponding available photocur-
rent density (color of the point) versus PbS CQD film thickness. Top curve: optimized
for maximum average visible range transparency. Middle curve: optimized for maximum
available photocurrent. Bottom curve: optimized for minimum average transparency. b.
Calculated normalized field intensity as a function of wavelength and position across the
device (ITO back contact) with a PbS CQD layer thickness of 200 nm for transparency-
optimized case; c. for photocurrent-optimized case.
layer while maintaining absorption in the infrared. In order to achieve high photocur-
rent with minimum loss of visible transparency, optimization is performed on the layer
thicknesses, with PbS CQD layer thickness kept constant. The three objectives chosen to
explore the entire parameter space involved with the trade-off were high transparency,
high photocurrent, and low transparency. The available photocurrent and average trans-
parency of each solution to the three optimization problems are shown in Figure 3-2a
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Figure 3-3. a. Chromaticity plot showing achievable colors given minimum photocur-
rent requirements. Calculated Transmittance plots showing: b. trade-off between trans-
parency and photocurrent (for CQDs with 950 nm exciton peak wavelength), and c.
achievable transparency given minimum photocurrent requirements for different CQD
excitonic peak wavelengths.
Here, the average transparency is plotted as a function of CQD layer thickness, and
the available photocurrent is represented by the color of the point. The top curve is the
set of solutions at each given PbS CQD film thickness optimized for the transparency.
Themiddle curve is optimized for the highest photocurrent at each film thickness. Higher
photocurrent comes with the expected trade-off of lower transparency. The bottom curve
is calculated for the lowest transparency, and it happens to have the lowest available pho-
tocurrent of the three sets of solutions. The difference between the lowest transparency
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curve and the highest photocurrent curve represents the achievable gain for both trans-
parency and photocurrent from a well-formulated thickness optimization. Generally,
the high photocurrent of the middle curve is achieved by maximizing the electric field
strength within the active absorbing layer, while the high transparency of the top curve
is achieved by minimizing the electric field strength in visible range within all the absorb-
ing layers. These two targets are not completely opposite. The difference is visualized in
Figure 3-2b and Figure 3-2c. In the optimized photocurrent case Figure 3-2c, there is
an intensity peak at a wavelength near 700 nm within the CQD film, allowing more ab-
sorption and photogeneration. In the optimized transparency case Figure 3-2b, the peak
electric field is shifted just out of the visible range to around 800nm, allowing visible light
to be transmitted and maintaining photogeneration through NIR photon absorption.
The tradeoffs between attainable color or transparency and minimum device pho-
tocurrent are illustrated in Figure 3-3a. From this plot, it is apparent that photocurrent
requirements more strongly affect “redder” colors, whereas the range of “bluer” colors
that can be achieved shows little correlation with achievable photocurrent. Figure 3-3b
shows transmittance plots for devices optimized for their transparency based on pho-
tocurrent restrictions. As expected, a lower required device photocurrent result in higher
potential visual transparency. Figure 3-3c shows the dependence of the photocurrent/-
transparency tradeoff on the CQD excitonic peak wavelength.
3.1.3 Effects of non-ideal layers on color saturation
In evaluating the prospects for real devices, it is important to take into account non-ideal
effects, such as interface roughness, non-uniformity of the layer physical properties, and
the presence of scattering centers formed by impurities and contaminants. We can in-
corporate these effects into our model by using another parameter, the effective “optical
roughness” of each layer. We create a sufficiently large number of samples with random
thicknesses by adding the standard deviation of a Gaussian distribution based on the
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measured or assumed roughness to the mean thickness for each layer. We then calcu-
late the reflectance curve of each sample in the distribution and statistically average the
reflectance from all samples to derive the effective reflectance curves.
Due to the nanostructured nature of the material itself as well as the deposition tech-
nique, the CQD layer typically has a geometrical roughness of 3-10 nm [31]. The geomet-
rical roughness of the underlying electrodes and oxide layers deposited by evaporation,
which can be determined from surface profilometry, is usually smaller than that of the
CQD films. However, the effective optical roughness can be significantly greater than
the geometrical roughness. One possible origin of optical inhomogeneity in the ITO and
TiO2 layers is the compositional and structural non-uniformity introduced during the de-
position and processing steps, which can be seen as a spatial variation in the refractive
index profile of the electrode films.
Figure 3-4 shows the effects of non-ideal interference on the reflectance curves as
well as the effective colors of the devices. As can be seen in Figure 3-4a, the reflectance
from devices with rough CQD layers is smoothened in the red spectral region, while the
shorter-wavelength region is mostly unaffected by the roughness. For rough TiO2 and
ITO layers, the deviations from the ideal case are greater in the blue region. The changes
in the reflectance curves reduce the wavelength selectivity, and make the apparent color
less saturated. The chromaticity plot in Figure 3-4b demonstrates this effect for a device
that is designed to be blue in color. As the effective optical roughness of the ITO/TiO2
layer increases, the chromaticity point moves towards the white point, decreasing the
saturation, and shifting the color towards brown-grey. In Figure 3-4c, after accounting
for the optical roughness, all 3 points corresponding to the maximum achievable satura-
tion of red, blue and green, are closer to the white point. This approach to considering
the effects of non-ideal interference is particularly useful for understanding color in real
devices.
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Figure 3-4. a. Simulated reflectance curves for a specific color objective with and with-
out an effective optical roughness of 10% for the ITO/TiO2 layers and 10% for the CQD
layer. b. Effects of different levels of roughness on the chromaticity of a “blue” de-
vice. Percentages refer to the ratio of the standard deviation to the ideal thickness of
the ITO/TiO2 layer. The white point of the standard illuminant is referenced. c. The ex-
tent by which 10% roughness moves the largest achievable triangle of color profiles closer
to the white point.
3.1.4 Results and Discussion
We fabricated several proof-of-principle CQD solar cell devices based on optimizations for
different colors using PbSCQDswith exciton peakwavelengths near 950 nm. Tominimize
the fabrication uncertainty in the layer thicknesses, we used commercial ITO-coated glass
substrates with ITO thicknesses of 28 nm for our “red” and “green” cell designs. For the
“blue” cell, the ITO of desired thickness is deposited on a glass substrate with e-beam
evaporation and properly annealed . The TiO2 layer was also deposited using e-beam
evaporation for precise thickness control, and a TiCl4 solution treatment was applied
afterwards [32]. The PbS CQD layer was built up using a layer-by-layer solid state ligand
exchange process [32]. PbS CQD solution at a concentration of 50 mg/mL were spin-cast
on the substrate through a 0.22 µm filter,followed by soaking in 0.5% mercaptopropionic
acid (MPA)methanol solution for 3 seconds to replace the oleic acid, and then the filmwas
spin-cast dry. Lastly, the films were washed with methanol twice to remove the unbound
ligands, completing the deposition of one CQD film layer. The total CQD film thickness
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Figure 3-5. a. Experimental reflectance and transmittance spectra for colored and semi-
transparent solar cells, respectively. b. Chromaticity plot showing the calculated coor-
dinates for different colored devices. Crosses indicate design points while corresponding
colored shapes indicate experimental points. c. J-V characteristics taken under simulated
solar illumination for colored and semi-transparent devices. d. Photographs of blue (up-
per left), green (lower left), red (center), yellow (upper right), and semi-transparent (lower
right) CQD solar cells.
under certain deposition condition is verified using profilometrymeasurements. Wewere
able to control the thickness of the CQD layers to within +/-15 nm. The top contact was
composed of a thin MoO3 buffer layer and Ag, which were deposited with controlled
thicknesses using evaporation.
Photographs of the colored and transparent cells are shown in Figure 3-5d. We mea-
sured the reflectance of each solar cell under a integrating sphere-equipped spectropho-
tometer, calculated the corresponding Yxy color values under AM1.5 spectrum, and plot-








Blue 0.55(11) 14.6(6) 0.44(1) 3.6(1) 240/113/400/100/475
Green 0.55(2) 12.1(7) 0.42(2) 2.8(1) 28/150/297/12/60
Yellow 0.53(1) 12.6(5) 0.41(1) 2.7(2) 28/150/297/12/60
Red 0.50(3) 10.3(8) 0.41(3) 2.1(3) 28/166/222/22/274
Transparent 0.46(5) 5.2(7) 0.31(1) 0.8(1) 28/349/170/17/85(ITO)
Table 3.1. Average performance characteristics of colored and transparent solar cell de-
vices. Figures in the parentheses indicate the uncertainty at the least significant digit.
All measurements are for at least 6 devices.
and the calculated color of the fabricated devices is shown in Figure 3-5b. For the semi-
transparent device designed from the optimization, the top contact adopts a composite
electrode consisting of spin-coated Ag nanowires and ITO nanoparticles. Our test de-
vices had measured visible transparencies ranging from 27.3% to 32.2%. The measured JV
curves of the highest efficiency device is plotted in Figure 3-5c.
All current density-voltage measurements were carried out in a nitrogen-purged en-
vironment with source-meter and solar spectrum simulator. The measured short circuit
current (JSC), open circuit voltage (VOC), fill factor (FF), and power conversion efficiency
(PCE) for the different cells are summarized in Table 3.1. Blue is a relatively difficult
color to produce using this method, since the spectral range is absorbed the strongest in
all layers, which renders the interference modulation less effective, and more subject to
impact from random factors such as scatterings. The lower FF of the semi-transparent
device is related to the difficulty in making a highly conductive top transparent contact
without impact fromheat-processing on the temperature -sensitive underlying CQD film.
Generally, the experimental photocurrents were smaller than those predicted by the sim-
ulations by approximately 50-60%, due to deviations from the model assumptions. The
simulationsmake the assumption of perfect carrier collection (IQE = 100%), whereas CQD
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solar cell IQE is typically on the order of 50-90% above the band gap [32, 33]. Additionally,
experimental variations in the device layer thicknesses can contribute to lower average
photocurrents. On average, the ITO, TiO2, and PbS CQD layer thicknesses in our devices
were within 15 nm, 10 nm, and 15 nm, respectively, of the design thicknesses.
3.1.5 Conclusion
We developed a method for producing customized spectral profiles in layered solar cell
structures using thin film interference modulation techniques combined with optimiza-
tion algorithms. At selected wavelengths, our model maximizes reflection a nd/or trans-
mission to create a target color and transparency level while simultaneously maintaining
sufficient photocarrier generation rates. Our study revealed that designs with minimum
transparency do not necessarily correspond to the high photocurrent, providing a path-
way for high efficiency colored devices. Although effective optical roughness in the films
decreases the color saturation, CQD solar cell devices with well-defined color profiles can
still be produced.
In addition, our optimization method can also serve as a better approach to solving
the current match problem in tandem solar cells, as compared to the conventional cal-
culation based on Beer-Lambert exponential law. Because of a more accurate calculated
current generation profile, a higher attainablematched current density can almost always
be achieved given the exact solution of layer thickness distribution. This is especially im-
portant for thin-film based CQD and other solution-processed tandem solar cells [34, 35],
as the absorbing layer thicknesses, usually electronically optimized to be only a fraction
of the absorption depths, create significantly stronger interference that causes the field
to deviate from simple exponential profile.
Experimentally, we fabricated proof-of-principle blue, green, yellow, red and semi-
transparent devices. The measured reflectance and transmittance spectra agreed well
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with the perceived color and transparency levels. Future work will focus on broadening
the application of our model to hybrid materials systems (single junction and tandem de-
sign structures based on non-CQD-based films) and explicitly including additional loss
mechanisms. Additionally, the overall device performance could be improved by em-
ploying the current best CQD device architecture strategies involving halide passivation
strategies. [36, 37], with the corresponding device optical modeling readily covered with
our method. Finally, this work, coupled with the development of more efficient room-
temperature-processed transparent electrode materials, should extend the range of func-
tionalities of flexible optoelectronic devices.
3.2 Spectral Selectivity inAbsorbingOptoelectronic films
via Photonic Crystal Band Engineering
This section is partially adapted from Ref[38]. Reprinted with permission from Optics
Express 26, no. 21, pp. 26933-26945, ”Photonic band engineering in absorbing media for
spectrally selective optoelectronic films,” by B. Qiu, Y. Lin, E. S. Arinze, A. Chiu, L. Li and
S. M. Thon, copyright © 2018.
3.2.1 Introduction
Spectrally selectivity is one of the most critical foundations for countless modern opto-
electronic applications. Its coverage ranges from lighting, display and optical imaging[39]
that are closet to daily lives, to popular scientific research areas such as target recogni-
tion[40], gas detection [41, 42] and solar energy harvesting [43, 44]. Semiconductors, as
the most closely related materials for such applications, however, is difficult to achieve
adequate spectral selectivity since they typically absorb at all energies above their band
gaps. Specific examples of technologies requiring fine-tuned spectral responsivity include
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finite bandwidth photodetectors andmaterials with controlled transparency windows for
multijunction photovoltaics [35, 43, 45]. Spectral-selectivity can be employed for heat
management in solar cells or other optoelectronic devices by reflecting unwanted wave-
lengths that would otherwise be parasitically absorbed in the contacts or other device
layers. Common solutions to this problem include using external filters for photode-
tectors, which come with the cost of adding complexity to the system, and empirically
controlling the thicknesses of each absorbing material in tandem solar cells to realize cur-
rent matching, which often sacrifices photocurrent output [35, 46]. Here, we propose a
solution that achieves controlled spectral selectivity within the absorbing material itself,
i.e., the photogenerative material that is responsible for energy conversion or transfer
of the absorbed photon energy: using photonic crystals to engineer the band structure
in absorbing media to directly control the wavelength-dependent absorption, reflectivity
and transmissivity.
Photonic crystals (PCs) are materials with periodic variations in their dielectric func-
tions, potentially creating a photonic band gap, a range of frequencies in which photons
are forbidden to propagate [47, 48]. This compelling mechanism enables PCs to be used
to manipulate light flow in many optoelectronics applications [49–51]. In addition to
artificial structures, many examples of PCs can be found in the natural world, enabling
effects such as the structural colors of butterfly wings and beetles[52, 53].
Most of these examples use PCs with photonic band gaps lying in the naturally non-
absorbing range of the materials, i.e., below the electronic band gap where the mate-
rial behaves like a simple dielectric, although photonic band structures can be straight-
forwardly tuned in frequency by adjusting the length scale of the dielectric function pe-
riodicity (lattice constant) [47]. Positioning the photonic band gap of a PC in the absorb-
ing region of a material presents complications due to absorption being viewed as a loss
mechanism for many applications. However, optoelectronic applications such as pho-
tovoltaics or photodetectors rely on semiconductor absorption and photogeneration as
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vital operating mechanisms, and the possibility of using photonic crystal band engineer-
ing within the absorbing region represents a potential new spectral tuning mechanism.
Previous work on engineering photonic band gaps in lossy materials includes forming
PCs from metals that have shown diminished reflection peaks with increasing absorp-
tion [54]. Initial work on forming PCs within the photoactive layers for solar cells has
been proposed, focusing on utilizing the PC structures for spectrally-selective light trap-
ping[55] and absorption enhancement [55, 56] based on density of states modulation.
For wavelength-selective absorption, band-pass absorbers made from dye-glass [57] have
been widely implemented for decades, and in recent years, metamaterials based on pe-
riodic plasmonic structures have been demonstrated with very high absorbance within
the visible range for solar-thermal applications[58]. These implementations typically fo-
cus on engineering responses in different spectral ranges based on the respective struc-
tures. However, rather than focusing on absorption alone, a comprehensive method for
inducing spectral-selectivity that aims to enable wavelength- dependent absorption, re-
flectivity and transmissivity simultaneously, including not just absorption enhancement
but also suppression through the use of controlled transparency windows, has yet to be
demonstrated. Here, we describe PCs embedded in photogenerative materials could offer
a handle for controlling spectral features across multiple wavelength bands and dynamic
ranges in complicated optoelectronic systems.
Spectral-selectivity is particularly applicable for the design of color-tuned materials
with controlled transparency windows for multijunction and transparent photovoltaics.
Infrared (IR) sensitive materials, such as small-bandgap semiconductors, absorb strongly
at all energies above their band gaps. Molecular materials, such as organic semicon-
ductors, typically have finite-bandwidth absorption in the visible and UV, but IR-only
responsive materials are rare. To incorporate IR-sensitive materials into multijunction
solar cells, they must be positioned at the back side of a standard solar cell device to per-
mit the absorption of visible radiation by the front cell, and the thicknesses of both cells
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Figure 3-6. Schematic of a generic 2D slab photonic crystal illustrating the spectral tun-
ing concept (left). The photonic slab can be used to generate selective reflectivity, trans-
missivity and absorption for target optoelectronic applications. Broadband light (white in
color) is incident on the slab, with specific frequency components strongly coupled to the
resonance modes of the slab (yellow), resulting in spectrally-selective transmission (blue)
and reflection (red). A hypothetical photonic band diagram for the generic slab structure
(photonic bands are shown in yellow; the light line is shown in blue in the center panel)
and transmittance (blue) and reflectance (red) spectra at normal incidence are sketched
on the right side. The green stripes show direct correlations (coupling) between the sharp
resonance features in the transmittance and reflectance spectra and the photonic band
states at the γ-point. A corresponding Brillouin Zone diagram for the structure is shown
atop the band diagram sketch.
must be fine-tuned to achieve current-matching. An ideal material for incorporatingmul-
tijunction functionality into current single junction photovoltaic technology would have
an absorption profile that was both spectrally tunable and finite in bandwidth, thus of-
fering flexibility for both current-matching and device design. The concept of using the
band structure in a slab-type PC to control the reflection and transmission of external
propagating fields is illustrated in Figure 3-6. Here, we present a system consisting of
59
a 2D PC “slab” structure in which a periodic lattice of air holes is drilled in a semicon-
ductor. The incident, reflected, and transmitted fields are highlighted and interact with
the interior resonant field with spatial and temporal properties determined by the PC
structure. Here, we use “in-plane” to describe physical structures or fields and states that
are bound by or mostly concentrated in the slab itself, and “out-of-plane” to describe
fields and waves that propagate indefinitely outside of the slab structure. The “in-plane”
fields and states compose the band structure of the slab, and they can couple to the
“out-of-plane” incident waves at the γ point of the Brillouin Zone, shown on the right
side of Figure 3-6. We sketch hypothetical reflection and transmission spectra at nor-
mal incidence alongside a hypothetical (generic) in-plane band diagram for a structure
such as that shown in Figure 3-6 to illustrate the coupling between the in-plane pho-
tonic bands and the out-of-plane reflection and transmission profiles. The transmission
and reflection spectra should consist of a smoothly varying background that resembles
a Fabry-Perot interference spectrum [59] with sharp and asymmetric resonance features
on top. As will be discussing in the next section, the coupling between incident waves
and the photonic bands sharing a lateral wave-vector results in resonance features in the
transmission and reflection spectra of the slab. This coupling gives rise to the potential
for tuning the “out-of-plane” spectral selectivity by tailoring the band structure of the PC
slab, to achieve desired absorption, reflection and transmission profiles.
In this work, we use finite-difference time-domain (FDTD) simulations and Fourier
modal methods (FMM) [60–62] to quantify the effect of material absorption on a slab PC
with relevant photonic bands that fall above the electronic band gap of the semiconductor
slab material. The study shows that by careful choice of a photogenerative material, and
tuning the physics of resonance between the field and periodic material structure, simul-
taneous modulation and hence spectral selectivity of all spectrum can be achieved inside
thin-film layered structures that are particularly useful for optoelectronic applications.
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3.2.2 Simulation Setup and Results
To study the effect of material absorption on PC band structure, we first based our simu-
lations on the well-studied 2D GaAs slab PC structure[48], which consists of a triangular
lattice of air pillars in a semiconductor slab of finite thickness. In FDTD simulations, the
strength of the absorption is adjusted through control of the imaginary part of the dielec-
tric constant ϵI , with the real part ϵR kept constant, which is also equivalent to varying
the real and imaginary parts of the refractive index (n, k). Dispersion is not explicitly
considered in the test-case model since it results in difficulty in satisfying the Kramers-
Kronig relations [63–65]. The completely non-absorbing control case uses a material that
has ϵR set to 13, meant to approximate the average value of n for GaAs across the rel-
evant frequency range, and ϵI set to zero. We then gradually increase the value of ϵI
in the simulations, keeping ϵR constant, in order to systematically quantify the effect of
dissipation on the photonic band structure.
We use FDTD simulations to reconstruct the PC band structures of our artificial mate-
rial. Specifically,a broadband source is used to excite all possible modes in the structure.
Randomly distributed time monitors collect the temporal field data, collecting modes
that resonate with the structure and last beyond the initial transients. The frequencies
of these modes are extracted via apodized Fourier transformation (FT) of the temporal
signal.
Details of the FDTD simulation method for band structure simulations are as follows:
The simulation volume consists of an integer number of unit cells of the 2D slab periodic
structure, and the volume is extended in the z-direction symmetrically above and be-
low the slab by approximately 10 lattice constants to eliminate boundary effects. Bloch
boundary conditions are used for the x and y (in-plane) directions and perfectly matched
layers (PMLs) with symmetric or anti-symmetric boundary conditions are used in the
simulations corresponding to the even (TE-like) or odd (TM-like) mode with respect to z-
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axis. Identical broadband dipole sources with random polarizations are used to excite the
modes and randomly distributed throughout the simulation volume. Conformal mesh-
ing is used near material interfaces, and the integral form of Maxwell equations are used
to account for structural variations within a single mesh cell. The monitored temporal
fields are apodized with a Gaussian-shaped windowing function, to only consider the
portion of the time signal following the source pulse injection and before the simulation
is cut off. The resulting FT of the apodized signal is a spectrum with peaks at the reso-
nant mode frequencies, corresponding to allowed photonic bands. The energy spectra of
Fourier-transformed signals for each field component of every time monitor are summed
to ensure all of the resonant are identified, even if some of the randomly placed time
monitors are located close to the node of certain modes. The simulations are repeated
for each Bloch vector value, k, and frequency peaks for each k that meet the intensity
threshold are retained.
In our simulations, we chose a semiconductor slab thickness of 125 nm and adjusted
the lattice constant (a = 250 nm) and radius (r = 60 nm) of the air holes to produce a
number of relevant PC bands within the visible regime, or above the electronic band gap
of GaAs. The model structure is shown in the inset of Figure 3-7a. The simulated band
structure for the non-absorbing control case with both even and odd modes is shown in
the top left panel of Figure 3-7a, followed by a series of photonic band structures with
increasing k. The photonic band structure for a GaAs PC slab including full dispersion
[66] in the refractive index model is shown in Figure 3-7b.
As can be seen from Figure 3-7a, the frequencies of the photonic bands are almost
unchanged as dissipation is added to the optical model, if ϵI remains small compared to
ϵR, although the relative band strengths are reduced with increasing material absorption.
As material loss increases, the widths of the bands are broadened, and the clarity of the
higher order bands decreases faster than that of the lower order bands, which is expected
from the shorter absorption lengths at higher frequencies present in themodel. The rough
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Figure 3-7. a. FDTD- calculated PC slab bandstructure for the structure shown in c. with
media loss (absorption) varying from ϵI = 0 to ϵI = 3.61 and constant ϵR = 13, The light
lines are plotted in blue. The color scale is in arbitrary logarithmic units corresponding
to the field intensity. b. FDTD-calculated photonic band diagram for the same structure
for a GaAs slab. c. Quality factor of 5 selected modes, indicated by the blue markings at
the γ point in the top left panel of a., as a function of loss in the material. Inset: model
of the simulated structure, a triangular lattice of air holes in a semiconductor slab with
120 nm diameter, 250 nm lattice constant, and 125 nm slab thickness.
maintenance of the photonic band frequencies in the presence of weak material loss can
be understood using perturbation theory applied to the PC master equation[48]. Adding
a small imaginary part to the dielectric function ϵ, results in the addition of an imaginary
part to the resonance frequency, ω0 = ω0− iγ, which consequently adds to the linewidth
of the Lorentzian resonance profile and reduces the resonance peak height.
To quantitatively study the properties of photonic bands in dissipative structures, we
calculated quality factors, Q, for the individual bands in the structure shown in Figure
3-7: Qi = ω0Γi , where Γi is the energy decay rate, or the band resonance linewidth, of the
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ith photonic band at the γ point of the periodic structure. Modes at the γ point are above
the light line, and because of the finite thickness of the PC slab, they are radiating modes
at that point that can couple to external propagating fields. Here, we chose five modes
capable of coupling to plane waves at normal incidence angles, i.e., they can be excited by
incident plane waves and radiate energy to reflected and transmitted plane waves. For
this reason, these bands dissipate energy from the slab and have finite Q even without
the presence of material absorption. Figure 3-7c shows the quality factors for the five
bands as a function of increasing ϵI or k in the material. All quality factors exhibit similar




the quality factor of the lossless structure, andαi is a constant that depends on the spatial
distribution of the ith mode[48]. As loss in thematerial (ϵI ) increases, the differences inQ
between different modes decrease, corresponding to a “smearing” and overlapping of the
photonic bands until they eventually become indistinct at the limit of very high material
absorption.
Understanding the interactions of external propagating fields with the in-plane pho-
tonic band structure of a slab-like PC, specifically the spectral reflection and transmission
of a PC thin film, is a critical step in using them for absorbing optoelectronic applications.
These interactions involve power transfer from external fields to radiating modes within
the slab and vice versa. Such systems can be modeled as resonators interacting with
external ports using coupled-resonator theories [67]. In PC thin films of interest for op-
toelectronic applications, the periodicities are always smaller than the wavelengths of
interest; therefore, for plane wave sources, no diffraction orders exist. Consequently, all
fields and modes that interact with an incident wave are contained in the reflected and
transmitted waves with the same in-plane wave vector as the incident wave, and the
in-resonance slab radiating modes. Waves impingent at normal incidence on a slab-PC
therefore compose a system that can be fully and concisely modeled.
Figure 3-8 shows transmission and reflection spectra for absorbing and non-absorbing
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PC structures calculated via Fourier modal methods[60–62] at a fixed in-plane wave vec-
tor with polarization along one of the reciprocal lattice vectors. The smoothly-varying
background curve resembles the spectrum from a simple Fabry-Perot cavity consisting
of a uniform continuous media sandwiched between two mirrors, with additional sharp
resonance features added on top. The resonances occur at the same frequencies as the
in-plane PC radiating modes and are asymmetric with negative and positive features due
to the nature of Fano resonance behavior[67]; these features include dramatic increases
in transmission on one side of the resonance, even in the case with material absorption.
The transmitted and reflected fields directly couple to the incident field while simulta-
neously indirectly coupling to the radiating mode of the photonic crystal excited by the
incident field. Such resonance phenomena are well explained by temporal- coupled wave
theory[67–69]. We note that not all modes in the photonic band structure can be excited
with incident plane waves, due to restrictions in symmetry and polarization[67].
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Figure 3-8. FMM-calculated transmission (solid lines) and reflection (dashed lines) spec-
tra (bottom) for a triangular lattice slab PC with r = 0.24a, t = 0.5a and ϵ = 13 (blue and
yellow spectra) and ϵ = 13 + 0.3i (red and purple spectra). The incident field is perpen-
dicular to the slab structure. The corresponding FDTD-calculated band structure for the
ϵ = 13 case is shown in the top panel (light line plotted in white). The resonance regions
are highlighted and associated with the modes at the Γ point in the band structure.
In the absence of absorption, the Fano resonance features are narrow and sharp, due
to the intrinsic long lifetimes of the lossless radiating modes. When absorption is added
to the model, the lifetimes of the radiating modes are reduced, resulting in broader and
weaker resonance features, which originate from the same effects as the reduction in Q
factor seen for the modes in the band structures. The resonance frequencies for the same
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structure with a non-zero ϵI , set to 2% of ϵR, are almost unchanged, in accordance with
the FDTD photonic band structure simulations. The FDTD-calculated photonic band
structure for the ϵR = 0 case is plotted next to the reflection and transmission spectra
in Figure 3-8 illustrate direct spectral correspondence between the out-of-plane Fano
resonance features and the in-plane photonic crystal bands. The overall reflection and
transmission are both slightly reduced in the case with absorption compared to the case
without absorption, as would be expected for a uniform lossy slab.
Although the resonance features are less apparent in the transmission and reflection
spectra of the absorptive structure, the interactions of the PC medium with the radiat-
ing resonance modes are not necessarily weakened. Applications such as photovoltaics
and photocatalysis that depend on absorption of the photoactive material could benefit
from this phenomenon of increased absorption of the resonance modes. The amplitude
of the ith steady-state resonance mode in the presence of material absorption can be
approximated from temporal-coupled wave theory as shown below[68, 70]:
ai =
gs
i(ω − ω0) + Γrad,i + Γabs,i
(3.1)
where g and s are the coupling strength and the amplitude of the incident field, respec-
tively; ω0 is the resonance frequency; and Γrad and Γabs are the decay rates, i.e., the recip-
rocals of the radiation and absorption lifetimes. The power absorbed in the ith mode is
therefore approximated as:
Pabs ∝ Γabs|ai|2 =
Γabs|g|2|s|2
(ω − ω0)2 + (Γrad,i + Γabs,i)2
(3.2)
which can be maximized at the resonance frequency ω0, if the absorption strength is
comparable to the radiative strength. In the presence of material absorption, the widths
of the resonances are also broadened so that a larger range of frequencies is capable of
inducing stronger absorption in the media. Additionally, the integrated absorbed power
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associated with a specific resonance (photonic band) always increases with increasing
material absorption strength.
Based on this analysis, using 2D PC slabs in absorptive materials should enable spec-
tral modulation, including absorption and transmission tuning, with careful control of
the PC parameters. Broadband transmission and reflection selectivity is controlled pri-
marily by the average optical properties of the slab, i.e., the effective refractive index.
The smoothly varying background in the reflection spectra can be very accurately fitted
assuming an optically uniform slab with slight dispersion in the dielectric constant that
varies around the average dielectric constant of the PC slab. Broadband transmission
and reflection tuning is therefore effectively only dependent on the volume ratio of the
periodic voids (low-index inclusions), the slab thickness, and the properties of the high-
index material. The spectral locations of the sharp resonant features corresponding to
the photonic bands within the material, on the other hand, are highly dependent on the
PC structural properties, such as the periods and shapes of the voids, not on the slab
thickness and high-to-low index material volume ratio. Additionally, due to the optical
scalability of PC structures in the absence of strong dispersion, specific spectral features
can be easily shifted to preferred frequency ranges simply by scaling the structure accord-
ingly. The addition of material absorption allows abrupt spectral features to be smoothed
and broadened without significant shifts in frequency or decreases in the absorbed in-
cident power, an additional tool that can be used to tailor transmission and reflection
profiles.
3.2.3 Experimental Demonstration
To further explore the transmission and reflection tunability indicated from the theoret-
ical analyses, we sought to experimentally demonstrate this mechanism by fabricating
a proof-of-principle PC structure in a strongly absorbing material with response in the
infrared portion of the spectrum. PbS CQD thin films are used because of its facile solu-
68
tion processability and its broad involvementWe in various optoelectronics including LED,
photodetectors and solar cells. Nanosphere self-assembly [71, 72] is used to construct a
monolayer triangular lattice out of polystyrene beads, which served as the low-index ma-
terial, and is infiltrated with PbS CQDs as the high-index absorbing material to form a
PC structure. FDTD is used for optimization of the transmittance in the visible regime for
this PC-CQD film. To mimic the realistic system, we incorporate slight non-uniformity
in the large-scale film thicknesses. We calculated the transmission by averaging the sim-
ulation results for 11 different film thicknesses for PC-CQD (250(50) nm) and 3 different
film thicknesses for the CQD control (200(10) nm), of which the uncertainties are based
on our experimental thickness measurements. As shown in Figure 3-9a-b, the PC-CQD
film consisting of 250 nm beads infiltrated with PbS CQDs displays a slight enhancement
in visible transparency and a decrease in near-infrared (NIR) transparency comparedwith
the CQD control in both the simulation and the experiment. The electrical field profiles
at the transmittance peak and valley of the 250 nm PC-CQD film are shown in Figure
3-9c-d, respectively. At the transmittance peak, the field is mainly confined within the
low-index dielectric material, whereas at the valley, the field overlaps more with the ab-
sorbing media and hence higher absorption.
To fabricate the PC-CQD film, we started by hydrophilic treatment with oxygen
plasma of the glass substrates. The compact triangular beads arrays were self-assembled
following spin-cast deposition with the aqueous suspension of polystyrene beads. We
then applied an oxygen plasma etching procedure to adjust the ratio of the radius-to-
lattice constant. A scanning electron microscope (SEM) image of the bead array after
etching is shown Figure 3-9e, and the inset contains a photograph of the sample. The
iridescence from the structure indicates the existence of large-scale PC structure. We syn-
thesized oleic-acid capped PbS CQDs following methods discussed in previous sections
[73] and deposited the control CQD films from octane solutions, which is then treated
via a layer-by-layer 3-mercaptopropionic acid (MPA) ligand exchange process[74] to build
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Figure 3-9. a. Simulated transmittance for a control CQD film and a PC-CQD film. The
inset is the PC-CQD structure. The CQD control is 200 nm thick on average, and the
PC-CQD film consists of 250 nm diameter beads with a lattice constant of 250 nm. The
spectra are averaged over several thicknesses to simulate the effect from roughness. b.
Transmittance spectra of the PC-CQD film and the CQD control; Inset: SEM image of the
PC-CQD structure. c. FDTD-calculated cross-section profile of the electric field at the
transmittance peak d. valley. e. SEM image of the bead array before CQD infiltration.
The inset is a photo of the bead array on a 25mm× 25mm glass substrate before CQD
infiltration.
up a film of the desired thickness. We used a lower concentration CQD solution while
keeping the concentration of the MPA solution to promote infiltration of the CQDs into
the bead array. An SEM image of the PC-CQD film is shown in the inset of Figure 3-
9b. Optical transmittance spectra of the PC-CQD and control films are shown in Figure
3-9b, measured using integrating sphere in a UV-Vis-NIR spectrophotometer. The exper-
imental data is in rough qualitative agreement with the FDTD simulation results. The
peaks and valleys of the experimental spectra are broadened and reduced compared to
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the simulation, most likely due to non-uniformity across the films and significant surface
roughness that results in reduction of spectral tuning effect.
3.2.4 Summary and Outlook
We developed and analyzed a strategy for tuning the spectral selectivity of optoelectronic
thin films: using PC band engineering in absorbing materials in which the in-plane pho-
tonic energy bands interaction with out-of-plane reflection and transmission fields are
used to control the spectral properties of all related fields. We analyzed a model system
composed of a semiconductor-based 2D slab PC in which the photonic energy bands of
interest reside in the absorbing region of the material. With the help of FDTD and FMM
simulations to compare the effects from varying absorption strength, we were able to
quantify the impact of absorption on the photonic band structure. Specifically, adding
absorption had little impact on the frequency of the PC states, although the widths of
the bands were broadened and the quality factors of the in-plane modes decreased as
a natural result of the additional increased energy dissipation rate. Our FMM analy-
sis showed that coupling between the PC band states at the reciprocal lattice point and
an incident wave with corresponding lateral wave-vector induces sharp Fano resonance
features and the associated variations over the smoothly varying background in the re-
flection and transmission spectra, which is preserved even in the presence of material
absorption. These results indicate that PC structures in strongly absorbing media can be
used to produce spectrally selective optoelectronic thin films for targeted applications by
careful adjustment of the lattice parameters.
Experimentally, we demonstrated the use of photonic structuring as a transmittance
tunning mechanism in a strongly absorbing material by fabricating a proof-of-principle
structure consisting of a self-assembled polystyrene bead monolayer array infiltrated
with PbS CQDs. The PC-CQD structure showed both NIR absorption enhancement and
visible transparency enhancement over the CQD control of the same thickness, qualita-
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tively matching predictions.
Future work will focus on extending these results by utilizing the full PC band struc-
tures for solution-processed systems and including other realistic factors such as dis-
persion in the optical models. We will use the insights gained from this study to de-
sign spectral-selective photoactive optoelectronic films for targeted applications such as
narrow-band infrared photodetectors and infrared solar cell materials for multijunction
photovoltaics. The platform described here should form the basis for a new strategy
about using PC band structure engineering to control the spectral selectivity of systems
with strongly absorbing materials.
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Probing Local Properties and Defects
in Thin Film Optoelectronics via
Spatially Resolved Multi‐Modal
Optoelectronic Spectroscopy
This chapter is partially adapted from Ref[1]. Reprinted with permission from Advanced
Materials 32, no. 11 (2020): 1906602, ”Local Defects in Colloidal Quantum Dot Thin Films
Measured via Spatially ResolvedMulti‐Modal Optoelectronic Spectroscopy”, by Yida Lin,
Tina Gao, Xiaoyun Pan, Maria Kamenetska and Susanna M. Thon, copyright © 2020.
4.1 Motivation and Introduction to the Methodology
Themorphology, chemical composition, and electronic uniformity of thin‐film solution‐pro-
cessed optoelectronics are believed to greatly affect device performance. The concern
has been accompanying the rapid development and prosperity of the area. In recent
years,considerable attention has been devoted to solution‐processed thin‐film solar cells
81
based on perovskites [2–4] , colloidal quantum dots (CQDs)[5–7], and organic materi-
als[8–10], due to their low fabrication and materials costs, lightweight and flexible na-
ture, and potential for new applications. As a result, these technologies have experienced
improvements in device performance, parameter control, cost‐effective production meth-
ods, and stability, either via physical and chemical engineering down to themolecular and
atomic scales, or via development of new growth and fabrication methods.
Usually, the efficacy of a new growth or fabrication method is tested and verified
through a series of measurement performed on devices that are assumed to be uniform
in all relevant physical parameters (chemical composition, electronic properties, layer
thicknesses, etc.), and can be categorized by a defined set of parameters under inves-
tigation such as transport layer thickness, deposition solution concentration, annealing
temperature, and so on. The optoelectronic properties measured are therefore regarded
as a statistical average of similar portions of the active device area. This procedure is suf-
ficient if the device under investigation has a narrow distribution for most of the critical
physical properties which can, in theory, be guaranteed by careful control during the full
processes of preparation, synthesis and fabrication and optional encapsulation. How-
ever, this is hard to achieve due to the nature of solution‐processing techniques and the
materials. In reality, micrometer‐scale defects with dimensions greater than the entire
thickness of the structure, or lateral defects appearing as “streaks” or “ripples” can often
be observed by eye, with areas that may comprise only a small portion of, but extend
across the entire, device active area Figure 4-1c. Compositional variation can also be in-
duced by uneven dispersion of the material solutions during deposition, which may only
manifest as color variations in the final film though, indicate more profound underlying
structural and electronic non-uniformities.
These various sources of inhomogeneity are associated with important but unan-
swered questions, including: what is the magnitude of the direct negative effects, if any,
of inhomogeneity on device performance metrics, and are the defective areas ony respon-
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Figure 4-1. a. Diagram of the multi‐modal measurement and data collection system. b.
AFM image of a 3 µm× 3 µm area of the surface of one of the CQD photovoltaic devices
measured, showing a root‐mean‐square average local roughness of 2.6 nm. c. Left: Pho-
tograph of two of the device active areas reported here, defined by circular top contacts of
2.4 mm in diameter, taken through the glass substrate (“back”). The device indicated by
the orange rectangle is the subject of Figure 4-2, Figure 4-4 and Figure 4-8 (Device 1),
and the device indicated by the green rectangle is the subject of Figure 4-10 (Device 2).
Right: Photograph of the full substrate containing nine devices taken from the gold side
(“front”). d. Diagram of the full device architecture: ITO is the indium tin oxide transpar-
ent contact, ZnO is the zinc oxide electron transport layer, PbS‐I2/TBAI QD is the PbI2 or
TBAI‐ligated absorbing PbS quantum dot layer, PbS‐EDT QD is the ethanedithiol‐ligated
PbS quantum dot hole transport layer, and Au is the gold top contact.
sible for the performance loss in their own regions or there exist interactions between
them and the “normal” or defect-free film regions, causing further decreases in perfor-
mance? Relatedly, although it is logical to expect a better performance from a sample that
is visually uniform than from one with visible defects and inhomogeneity, experimental
results suggest that this may not always be the case. The question of if intrinsic nano
and micro-scale physical and/or electronic variation in the device, which are present even
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under ideal fabrication environments, such as the much‐studied effects of charge carrier
traps [11–14] are more important than the negative effects from larger scale faulty ar-
eas caused by accidental damage and defects introduced during the fabrication or even
testing and storage processes remains unaddressed.
These questions have been partly examined by scanning probe microscopy (SPM)
measurements, [15–22] which can be used to visualize nearly molecular‐scale morpho-
logical inhomogeneities in the active film and compared with conductivity, photocur-
rent, and work function mappings of the film with the same high resolution. For ex-
ample, conductive‐atomic force microscopy(AFM) has been very successful in reveal-
ing the strong photocurrent variation associated with polycrystalline domains and grain
boundaries[16–18] and AFM‐IR has been used to measure spatial absorption inhomo-
geneity caused by compositional variations that can be eliminated by annealing[23, 24].
Nonetheless, most SPM methods involve fundamental trade‐offs between total field of
view (FOV) and spatial resolution, and consequently, the mapping is usually restricted
to less than 10 µm× 10 µm in area. Even if multiple measurements are stitched together,
profiling a small device area of cm2 in extent is extremely impractical. Moreover, the visi-
ble defects accidentally introduced during fabrication such as dust, agglomerates precip-
itated during solution‐processing, and scratches from transfer and testing, usually have
dimensions of up to 0.1mm. These areas are too large to sample using SPM measure-
ments, and, consequently, their properties and effects cannot be probed. In addition, we
found that the optoelectronic behaviors of devices can have considerable spatial varia-
tions on scales larger than 0.1mm, even if their topological profiles, as measured by SPM,
are “smooth” across multiple‐micrometer‐scale regions, meaning these variations cannot
be studied using submicrometer‐scale SPM.
There are a few later reports of large‐area (≈ cm2) characterization methods using
infrared camera imaging that extract thin‐film optoelectronic device parameters such as
quasi‐Fermi level splitting, carrier mobilities, and carrier lifetimes, based on spectrally
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resolved photoluminescence (PL)[20] or frequency‐ dependent photoresponse obtained
from homodyne and heterodyne lock‐in carrierographies [25, 26]. However, the practical
spatial resolution of such methods is limited by the camera capabilities, and, compared
with scanning optical microscopy, diffraction‐limit resolution is hard to achieve due to
the nature of large‐FOV optics. Moreover, such methods are highly reliant on the specific
carrier physics model to describe the system and mathematical or numerical treatment
to extract a specific set of large numbers of parameters, which can result in large uncer-
tainties in the results should the assumptions be changed, and a lack of straightforward
physical interpretations of most intermediate data before the final results, which can be
otherwise very useful to intuitively predict and assess the qualitative behaviors of the
devices along with the progression of the measurements.
A high‐resolution 2D method for mapping optoelectronic properties that can bridge
the gap between submicrometer‐scale SPM and millimeter‐to‐centimeter‐scale practi-
cal device areas is therefore a critical need for answering questions about the effects
of macro-scale defects on device performance. This method should provide straightfor-
ward and self‐contained measurements that can both be interpreted both separately and
combined to derive more complicated parameters and, ideally, require minimal costly
advanced instrumentation. As a solution, we developed a system in which the spatial
resolution is configurable, with the fundamental limit set by the focusing of the excita-
tion optics and the step size of a scanning stage down to <1 µm, rather than the fixed
radius of an SPM tip or the resolution of a camera. Our system can therefore generate
mappings of either partial or full devices over large areas by scanning the excitation over
the active area and simultaneously measuring multiple optoelectronic properties of in-
terest. Here, we use this system to measure data collected from lead sulfide (PbS) CQD
solar cells and use it to analyze the effects of localized macro-scale defects on device
properties.
Our system consists almost entirely of off‐the‐shelf components already present in
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most optoelectronics labs, as opposed to costly or custom instrumentation. We use a
focused pulsed laser as the excitation source to probe an optoelectronic device mounted
on x–y–z translation stages driven by DC motors with sub‐micrometer resolution and
centimeter travel ranges. A diagram of the experiment setup is shown in Figure 4-1a.
A laser beam is collimated and focused onto the sample plane by an infinite‐conjugate
aspheric lens with an effective focal length of 8.0mm. The PL signal is then collected by
the same objective lens, collimated, directed back through a dichroic mirror only allowing
the passage of infrared wavelengths, and coupled into a multi‐mode optical fiber to be
analyzed by a fiber‐coupled near infrared spectrometer (Ocean Optics NIRQuest512).
For collection of photocurrent and photovoltage responses, the sample is electrically
connected bymicroprobes to an oscilloscope for transientmeasurements. A source‐meter
(Keithley 2400) provides biases, steady‐state current–voltage measurements, and shunt
resistance, if needed. The laser signal is modulated using a function generator with a
square wave output of 100–10 000Hz, and duty cycles 0.05–0.2. The modulation fre-
quency is chosen so that the photovoltage and photocurrent transients responses have
time to recover in between excitations, while allowing the fastest possible sampling rate.
The translation stage is programmed to move along a 2D grid with preset step sizes and
dwells at each step, so that PL and electrical measurements can be integrated and col-
lected. The resolution and range of the system can be varied by configuring the step sizes
and travels of translation stages, or adapting stages of even higher capabilities, making
our system adaptable to a wide range of length scales.
The system is capable of synchronous and aligned measurement of PL spectra, tran-
sient photocurrent and photovoltage responses, full current–voltage curves, and other
optical and electronic characteristics that can be probed through optical and/or electronic
excitation. The focused nature of the laser beam sets the excitation area in the sample to
smaller than a few micrometers. Photogenerated carriers in PbS CQD solar cells migrate
primarily in the vertical direction, due to the sub‐micrometer diffusion lengths[14, 27]
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electrical response is also collected from within the resolution range set by the excitation
area. The confocal nature of the collection mechanism further improves the resolution of
the PL mapping.
Once the 2D mappings of the device area are obtained, other critical parameters can
be extracted from fits to the data such as PL peak intensity and width, photocurrent
and photovoltage magnitudes and decay times, and carrier mobilities. Combined with
thickness profiles, we obtained clear images of morphological defect regions and their
relationships with optoelectronic properties, as well as the variation of optoelectronic
properties within non-defect regions. By simultaneously measuring multiple properties,
we were able to explore and elucidate the correlations and interactions between such
properties, and thus provide insights into the fundamental carrier dynamics that occur
in operating devices. Additionally, to understand the extent to which a certain defective
region affects the surroundings and the overall device performance, we artificially intro-
duced a continuous large‐scale faulty area of a given size and shape by subjecting the
CQD film to high intensity laser illumination, resulting in probable CQD ligand loss and
fusion that ensure the region dysfunctional . We then quantified the effects on device
metrics from both artificial and “natural” defects and compared their properties.
The step size in our CQD solar cell experiments was set to 10–50 µm based on the
required resolution and scanning time or desired area coverage, and the number of grid
points was set to 103–104, corresponding to complete image sizes as large as 5× 5mm,
covering a substantial fraction of a single solar cell device (typical area of ≈3–5 mm2).
Higher resolution and image sizes are also achievable as long as sufficient collection time
is allowed. The single‐point exposure and collection times for different types of measure-
ments are summarized in Table S1 (Supporting Information). For the PL measurements,
we collected a spectrum covering 1100 to 1700 nm in wavelength for each point, which
was then fit to a dual‐Gaussian distribution to account for emission from both the core





















50-120ms 50-200ms 200-600ms 300-1000ms 50-200ms
Table 4.1. Exposure/Sampling time required for different types of measurements (PL:
photoluminescence, PC: photocurrent, PV: photovoltage, TPC: transient photocurrent,
TPV: transient photovoltage). The total dwell time at each point in the scan is the sum
of the exposure time for the measurement type (yellow boxes) plus the stage movement
time (blue box).The total time for a complete measurement is approximately the number
of points in the scan times the dwell time.
As a result, the data containing PL peak intensity, peak width, and integrated peak
intensity are generated for the core emission and secondary emission states at each film
location. The photocurrent transient signals are captured by applying a zero or reverse
bias to the device, creating currents which generate voltage signals across the shunt re-
sistor that are then processed by the oscilloscope. The data consist of time curves, from
which the magnitudes and the time constants of the exponential decays can be extracted
from fits. To collect photovoltage signals, we set the open‐circuit voltage (VOC) of the
device by applying a constant laser excitation background and a modulated pulsed com-
ponent that creates an ≈100mV additional signal. The photovoltage data are collected
by connecting the device to the oscilloscope in an open‐circuit configuration. The data
are then processed to produce 2D maps of both background photovoltage (V ) and pulsed
photovoltage (∆V ) magnitudes, as well as the pulsed photovoltage decay time constant.
We illustrate our spatial-resolved multi-modal measurement method on CQD solar
cells employing the current standard device architectures in the field[5, 6]. Briefly, the
structure consists of a transparent indium tin oxide (ITO) electrode coated on a glass
substrate, a spin‐cast ZnO electron transport layer, a solution‐phase exchanged PbI2 or
solid‐state exchanged tetrabutylammonium iodide (TBAI) treated PbS CQD active layer,
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an ethanedithiol (EDT) treated PbS CQD hole transport layer, and an evaporated Au
electrode. A device photograph taken through the transparent glass is shown in Figure
4-1c, and a diagram of the device structure is shown in Figure 4-1d. Measurements
of the two devices indicated by colored rectangles in the photograph are described in
the following sections. All measurements were conducted in air, due to the excellent air
stability demonstrated by the devices of interest, although a nitrogen‐flow environment
could be incorporated into the system, if necessary.
4.2 Experimental Results and Discussion
Figure 4-2shows the results of PL mapping of the device in the orange square of Figure
4-1c (Device 1, TBAI‐PbS). This particular device was employed because it has a sur-
face profile with more topological variations than a typical device of the same type and
comparable performance, in order to demonstrate the effects on device behaviors of a
variety of defect types. The color scale of the PL map in Figure 4-2a denotes the peak
intensity of the core emission state, determined from the Gaussian fitting of the spec-
trum of each spatial point, as described in the previous section. Two example PL spectra
collected at two specific locations in the sampled region are shown in Figure 4-2b. The
location with lower PL intensity has a dramatically redshifted and slightly broadened PL
spectrum compared with other majority typical locations in the map, which is posited
to result from CQD fusion due to excessive heating or ablation from the focused laser
beam. Defects of this type can be identified by examining in the map of the secondary
PL intensity and are associated with higher‐intensity longer wavelength contribution in
the dual‐Gaussian fitting, as shown in Figure 4-2b.
In order to account for differences in PL intensity due purely to differences in film
thickness, we measured the height of the same device area using 3D scanning confocal
microscopy. The original height map contains several spikes of much greater height than
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Figure 4-2. a. Peak intensitymap of the PL core state emission. The properties of regions
A and B are described in the text. b. PL spectra from two example locations marked with
crosses in a.. c. Peak intensity map of the secondary PL peak emission. Defects caused
by intentional laser heating appear as spots with warmer colors and are indicated by
triangles. d. Relative emissivity map of the same area as in a..
the majority of the sampled area, potentially associated with CQD aggregates deposited
during the film fabrication process, which limited the visual dynamic range of the height
map. We therefore chose to compare the PL intensity map with the relative emissivity
derived from height map. PL intensity is a function of the emissivity and the PL quantum
yield (PLQY) of the thin film. If we first treat the PLQY and absorption coefficient as
effective averages over the entire sampled area, we can obtain the relative emissivity
mapping of the CQD film from the height map, which is given by −C exp(−αh), where
α is the average absorption coefficient of the PbS CQD film at the excitation wavelength,
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h is the sample height, and C is a constant that accounts for the offset of the thickness
from zero and other factors. The differences in the relative emissivity map are therefore a
measure of the contributions to the PL that originate only from thickness variation. The
result is shown in Figure 4-2d, and it suggests a strong correlation between emissivity
and PL core peak intensity, implying that most of the strong variation in the PL is caused
by the variations in the thickness of the CQD film. On the other hand, subtle deviations
from this correlation can reveal different properties of the underlying areas. For example,
the highest amplitude regions in the emissivity mapping (saturated in color) have the
strongest PL intensities, but their contrast with the surrounding areas is not as large in
the PL map as in the emissivity map. This suggests that these anomalous thick spots
have lower PLQY, possibly due to agglomeration and increased CQD size variation.
Another regionwith lower PL intensity than expected from its emissivity is circled and
labeled Region “A” in Figure 4-2a. This region is smooth on a local scale, with roughness
on the order of 2.6 nm rms, as measured via AFM for a small typical device area (Figure
4-1b). The lower PLQY here is potentially associated with efficient exciton dissociation
and higher carrier mobilities, as opposed to defects resulting from CQD fusion, for which
additional evidence can be found in the photocurrent and photovoltage maps shown in
Figure 4-2. The region labeled “B” located at the bottom right corner of Figure 4-2a
has higher PL intensity than expected from its emissivity, which could potentially result
from a higher absorption rate and anomalous nonradiative recombination properties, as
will be discussed later.
Another important factor that could result in PL intensities that deviate from the
emissivity estimates is the effect of multi‐ layer thin‐film interference (Fabry–Per̀ot) ef-
fects. Our device structure consists of a stack of thin films (Figure 4-1d) with thicknesses
on the order of the optical wavelengths of interest and long‐scale thickness variations of
≈10–20 nm, as commonlymeasured by cross‐sectional scanning electronmicroscopy. We
calculated the effect that thickness variations of this scale should have on the active layer
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Figure 4-3. Absorptivity of the active layer calculated via the Transfer Matrix Method
(TMM) for six different layer thicknesses (PbI2 +PbS-EDT). The dashed line indicates the
laser wavelength used in our experiments. Optical materials constants used in the calcu-
lations are taken from References [30, 31].
absorption using the transfer matrix method[30, 31] and show the results in Figure 4-3.
We found that the wavelength‐dependent absorptivity of the active layer can vary by up
to 20% at the laser excitation wavelengths (450–650 nm) used in our experiments. Inter-
ference effects can therefore be responsible for similar‐scale variations in photoinduced
responses such as photocurrents and photovoltages.
Photocurrent and photovoltage measurement results from the same device are sum-
marized in Figure 4-4. The results proved to be stable under repetitive measurements
over hours-long intervals, and the exposure or integration time has little effects but on the
signal-to-noise ratio (Figure 4-5). Spatial alignment between the maps is guaranteed by
the simultaneous collection of all measurements at each point. Photocurrent and pho-
tovoltage are excited using square wave laser modulation of 2–10 kHz and 0.5–5 kHz,
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respectively. Figure 4-4a shows a map of the amplitude of the transient photocurrent
at short‐circuit conditions, and Figure 4-4b shows a map of the time constant extracted
from the same measurement. The spatial variation in the photocurrent amplitude can
be larger than 30% of its mean value, even within the regions that are relatively flat and
smooth as measured by their PL intensity and emissivity mapping. This suggests that
factors other than the presence of macroscopic film defects, such as energy band align-
ment, recombination center density, and thin‐film interference effects, can vary widely
across the device and affect current extraction capabilities, even in a film that appears
morphologically uniform. Figure 4-4d shows a histogram of the photocurrent ampli-
tudes from the entire scanned area, indicating that device current could theoretically be
improved by at least 10% if the entire device had the average intrinsic film quality of the
highest photocurrent regions (Regions A and B in Figure 4-4a). This improvement could
be even greater if the local variance in the photocurrent was reduced.
An example photocurrent trace for a specific point is shown in Figure 4-4c. The time
signal can be well fit to a single exponential function to yield a time constant, which is
closely related to the transit time,τ , of the photogenerated carriers across the entire de-
vice. We verified that the RC time constant (product of the resistance and capacitance
of the circuit) [32] associated with the parasitic capacitance of the devices as well as the
external resistance, being less than 0.1 µs, is much smaller than the time scale being in-
vestigated 2–200 µs, so it should not interfere with the transient measurements. We also
tested the effect of a constant background (DC) white light bias on the device transient
photocurrent behaviors shown in Figure 4-6. The spatial distributions of the current
component from excitation by only the laser, and by both the laser and DC white light
bias are similar. However, the current component from the laser excitation in the pres-
ence of the DC white light bias is weaker overall than in the case without the bias. This
indicates the presence of a potential photocurrent saturation effect under higher illu-
mination intensities. Comparison of the two maps can also enable the identification of
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Figure 4-4. Simultaneous photocurrent and photovoltage maps of a CQD solar cell de-
vice (Device 1). Regions A and B indicate the same locations as in Figure 4-2. a. Pho-
tocurrent amplitude map. b. Electronic transit time map derived from the time decay of
the photocurrent. c. Representative photocurrent time trace from a single measurement
point fit to a single exponential function. d. Histogram of photocurrent amplitudes of
the entire area shown in a.. The mean photocurrent of Areas A and B is also indicated.
e. Background photovoltage map. f. Pulsed photovoltage map (∆V ). g. Pulsed photo-
voltage decay time, extracted from an exponential fit.
regions that outperform (e.g., area B) or underperform (e.g., area A) in terms of current
generation intensities compared to the surrounding areas.
By extracting transit times at different reverse biases, we can calculate the carrier
mobility, µ, based on the relation: d
2
τ
= µ(V − Vbi) , where d is the device thickness, V is
the applied bias, and Vbi is the built‐in potential. The transit time map in Figure 4-4b is
much noisier than the photocurrent amplitude map, due to the uncertainty in the fits of
the time traces. Nonetheless, differences across the sample can still be discerned; for ex-
ample, a vertical strip on the left side of the image has faster transit times than the sample
average. This area also displays high average photocurrent, labeled in Figure 4-4a, im-
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Figure 4-5. Device stability tests. Top: Photoluminescence maps. Bottom: Photocur-
rent amplitude maps. The same device was measured three times with varying exposure
(integration) times from 30 ms (left) to 60 ms (middle) to 240 ms (right). The measure-
ments were conducted over a period of approximately 10 hours and show only minimal
signal-to-noise ratio variations over this extended period.
plying that slightly faster (≈ 10%) carrier extraction may increase photocarrier collection
at a even higher rate (≈20% to 30%). We also probed spatial variations in photocurrent
collection capabilities by using the assumption of complete carrier extraction at sufficient
reverse bias to produce internal quantum efficiency (IQE) maps at short circuit(Figure
4-9e).
Meanwhile, the measured photovoltage amplitudes are divided into two different
components, a “background” voltage generated by a constantDC laser bias and a “pulsed”
component due to the addition of a modulated laser pulse on top of the background bias.
Maps of the two components are shown in Figure 4-4e,f, respectively. Figure 4-4f shows
the decay time constant of the pulsed photovoltage, extracted in the same manner as the
transit time in the photocurrent measurements. Regions with higher photovoltage in the
maps coincide with regions of higher photocurrent as would be expected from the simple
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Figure 4-6. Photocurrent maps excited with only modulated laser (left) and with the
addition of a constant 6500 K white light bias from an LED source (right). The white
light illuminance was approximately 0.8 suns. The photocurrent from only the white
LED source without any laser modulation, as a background, is subtracted from the data
of the right plot. The spatial distribution of current is similar in the two cases.
relationship: VOC = kT ln JGenJRec(0V ) , where JGen is the photogenerated current density and
JRec(0V ) is the recombination current density at zero bias. This observation does not
contradict the well‐accepted trade‐ off between short‐circuit current density JSC and VOC
for CQD solar cells when the thickness of the active layer is increased beyond the opti-
mum, in which case JSC is improved due to increased total absorption, which, however,
also induces higher recombination current that can outpace increases in the current. In
the case highlighted in Figure 4-4a, the high JSC of the two example regions is likely
due to better carrier extraction associated with lower average JRec or higher average JGen
caused by higher absorption rate instead of thicker material, all of which can benefit both
JSC and VOC. Similarly, the fact that the effect is not due to large average film thickness,
can be confirmed by the PL and height maps.
Moreover, comparisons between the background and pulsed photovoltage maps re-
veal an interesting effect: the regions with high background photovoltage are almost
always associated with lower pulsed photovoltage. This trend is not affected by the mag-
nitude of the constant background laser excitation (or equivalently the overall VOC mag-
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nitude) for a given device. Here we propose some possible origins of this VOC saturation
effect at higher excitation levels. Consider the simple case, where the recombination
current JRec and pen‐circuit voltage VOC are determined by:










where the carrier generation current JGen is only dependent on the absorption of the
material and the thickness of the active layer and is strictly proportional to the incident
photon flux. Suppose that during the pulsed excitation, the total incident photon flux is












and ∆VOC should be independent of JGen, JRec, or VOC themselves. The fact that our
observations diverge from this behavior implies that the carrier recombination must be
increasing faster in the regions with higher VOC, or faster across the device overall, than
predicted by a single exponential relationship at higher applied biases relative to the case
at lower biases. Several hypotheses for the origins of this behavior include (1) regions
with differing values of VOC have different dominant recombination types, which can be
quantified as different ideality factors (n) in the expression:




so that although lower values of JRec(0V ) in certain regions lead to higher VOC in those
regions, the increment, ∆VOC, with additional JGen is actually smaller when radiative
recombination processes are dominant (n = 1) than when Shockley–Read–Hall recom-
bination processes are dominant (n = 2). This is a common characteristic of higher qual-
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ity optoelectronic films. Another possibility is that (2) given the larger quasi‐Fermi‐level
splitting in all areas with higher JGen , the occurrence of multi‐exciton recombination
events with rates that depend on higher powers of the product of carrier concentra-
tions—such as Auger recombination and bi-exciton radiative recombination—is greatly
increased, resulting in smaller ∆VOC needed to compensate the additional JGen. More-
over, there could be (3) an energy‐dependent trap state density distribution that leads
to a varying number of activated trap states available for recombination under different
quasi‐Fermi‐level splittings. This effect could cause a faster or slower growth in JRec(0V ),
which could either aggravate the VOC saturation effect in addition to (1) and (2), or alle-
viate it, depending on the exact trap state distribution and VOC regime.
We note that the∆VOC generated in region B is lower than that in region A. Given that
both areas have comparable photocurrents and background photovoltages, one possible
explanation is that region B has higher JGen due to a higher absorption rate, and therefore
higher JRec(0V ) that limits JSC as JSC = JSC−JRec(0V ). In this case, region B has higher
carrier concentration and a higher recombination rate than region A at a certain VOC,
which causes it to approach VOC saturation faster and results in lower ∆VOC. Moreover,
the JRec(0V ) can be considered as a measure of the magnitude of the recombination rate
associated with carrier accumulation caused by strong illumination and can be estimated
by taking the derivative of the photocurrent with respect to voltage near zero bias, which











A spatial map of the ∆VOC time decay is shown in Figure 4-4g. The time constant as-
sociated with this process is usually taken as an indicator of recombination lifetime[33–
35]. Compared with the background VOC map in Figure 4-4e, the regions with faster
recombination coincide closely with those of higher background VOC. This observation is
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in accordance with the voltage saturation explained above, as an increased quasi‐Fermi
level splitting can accelerate recombination by either increasing the incidence of pro-
cesses that depend on carrier concentration or by activating the large shallow trap state
densities closer to the band edges. We note that region B has a similar recombination
lifetime as region A, which implies that the higher recombination rate associated with B
is not necessarily due to higher trap state densities but is more likely caused by the over-
all higher carrier concentration in this region. In general, R ∝ 1
τRec
× n , where R is the
recombination rate, τRec is the recombination lifetime, n is the carrier concentration, and
τRec could be concentration‐dependent on the dominant type of recombination. We also
note that our method is capable of determining parameters such as the spatial variations
in the open‐circuit voltage deficit by relating the PL spectra and VOC map. This is realized
based on the Generalized Planck law of radiation [36], similar to the method described
in [20], relating the spontaneous photo-emission power spectral density to the material












when the PL energy is much higher than the bandgap as well as the Fermi level split-
ting, the absorptivity a(h̄ω) is close to unity and the denominator in the Bose-Einstein
distribution factor can be approximated, which leads to:






d(h̄ω) + C (4.7)
where the integral is carried out from a fixed lower ω to nearly infinity and C is a con-
stant independent of the measured quantities. Note here by assuming a constant ∆EF
throughout the device, we are actually extracting the effective ∆EF averaged across the
device. By subtracting the collected spatial VOC map, this allows us to evaluate VOC deficit,
as is defined by the difference between the average Fermi level splitting across the de-
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Figure 4-7. Photovoltage and PL measurements for a solution-phase-exchanged PbI2
passivated device. The grey scale bars are 0.2mm. a. and b. Background and pulsed
photovoltage amplitudes maps, respectively, of the device. c. Core state PL peak inten-
sity. d. VOC deficit maps generated from the method described in the text.
vice and the photovoltage at the electrodes, by utilizing the high-frequency tail of the PL
signal. The resulted relative VOC deficit and associated maps of a different sample device
is shown in Figure 4-7. Note that these results are only qualitative at this point since
the calculation is very sensitive to the exact absorptivity as well as the accuracy of PL
spectral calibration and signal-to-noise level.
As is illustrated in Figure 4-4, the full device area contains several regions that differ
significantly in their optoelectronic properties. These regions are of 0.1–1mm in extent,
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and the entire device area can be simply partitioned into a set of these regions. In the
previous discussion, we manually identified two unique regions (A and B) and associ-
ated their PL, transient photovoltage, and transient photocurrent behaviors with their
underlying physical properties. In order for our method to be implemented as part of a
large‐scale characterization protocol, it will ultimately be necessary to automate the pro-
cess of defect identification and classification. Therefore, as a next step, we sought amore
automated method to identify and classify spatial regions based on analysis of multiple
2D maps. We used k‐means clustering, a standard statistical partitioning method com-
monly employed by machine learning algorithms, for this purpose[37, 38] method treats
the observations as n points in a p-dimensional space and partitions all points into k clus-
ters such that that each point lies in the cluster with the nearest mean, or equivalently,
the smallest variance in distances. In our implementation, we have a set of observations
with n equal to the total number of measurement points in the 2D maps, each contain-
ing pmeasured quantities such as PL, transient photovoltage and transient photocurrent
amplitudes, and time constants. We use the k‐means method to group all n points into
k clusters, within which the points can be considered to have the most similar optoelec-
tronic properties. Depending on the choice of k, we can thus automatically classify large
or small regions by their properties.
Here we use transient photocurrent amplitude, background photovoltage amplitude,
and pulsed photovoltage amplitude to construct a 3D space (p = 3). A normalization fac-
tor is applied in ourmodel to compensate for the dissimilar units and orders of magnitude
among the three quantities. Our clustered map results are shown in Figure 4-8. We first
applied the k‐means method individually to the background photovoltage (Figure 4-8a)
and pulsed photovoltage (Figure 4-8b) observations such that both were treated as 1D
spaces. We set the total number of clusters (k) to 6. The clustered maps show a clear re-
semblance to the maps of the full parameters. Figure 4-8c the results of clustering both
background and pulsed photovoltage amplitude as a 2D data set (p = 2). Here, most areas
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display a similar pattern as in the k = 1 maps, with the notable exception of a distinct
central region (in dark blue). This region displays both low background voltage and low
pulsed photovoltage amplitude, and was intentionally created by excessive laser heat-
ing and ablation. The defective region at the same location is also identified in Figure
4-2c. Figure 4-8d shows the results of clustering both photovoltages and photocurrent
amplitudes as a 3D data set (p = 3). As parameters are added to the clustered space,
the maps become richer in features, and associations between the different variables are
revealed. Specifically, the most inferior regions in terms of overall photocurrent and pho-
tovoltage generation are identified with bluer colors, while regions of higher quality are
yellow and orange in color. This analysis is the first step in building an automatic de-
fect identification protocol, in which device regions with specific properties as classified
by their cluster type could potentially be flagged for either electronic isolation or repair.
Additionally, this analysis can form the basis for a training data set for machine learn-
ing algorithms to potentially uncover additional correlations and discover new nanoscale
physics.
In order to test the significance of our findings and interrogate device‐to‐device vari-
ations, we applied the characterization method to another device (Device 2, TBAI‐PbS)
with the same solar cell materials architecture and found that, despite having similar
macroscopic figures of merit (JSC, VOC, power conversion efficiency (PCE)), the spatial
variation of properties can be notably different across similar‐performing devices. In Fig-
ure 4-10a–d, we show 2D maps of core state PL intensity, photovoltages, and photocur-
rent magnitudes. The maps reveal that Device 2 has slightly less spatial variation in its
optoelectronic properties than to Device 1. The scanned area of Device 2 has a standard
deviation in its photocurrent amplitude (Figure 4-10b) of σ2 = 0.051µ2, where µ2 is the
Device 2 sample mean. This is a much smaller photocurrent variation than that mea-
sured for Device 1 ( σ1 = 0.105µ1) and indicates that the effective photocurrent loss from
sub‐optimal regions in Device 2 is reduced by roughly a factor of two (0.105/0.051 = 2.06)
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Figure 4-8. Voltage and current maps with the k‐means clustering results for Device 1.
a. Clustered map of background photovoltage amplitude (k = 4, p = 1). b. Clustered
map of pulsed photovoltage amplitude (k = 4, p = 1). In a. and b., different clusters are
ordered and color‐labeled based on the magnitudes of VOC and∆VOC within each cluster.
c. Clusteredmap of both background and pulsed photovoltage amplitudes (k = 5, p = 2).
The defect region is indicated with a red contour. d. Clustered map of photocurrent,
background photovoltage, and pulsed photovoltage amplitudes (k = 5, p = 3). In c. and
d., the clusters are colored in a manner that approximately associates higher performing
areas with lighter (more yellow) colors. Due to the multi‐dimensionality of the data and
the semi‐arbitrary number of clusters imposed, there is no exact quantitative association
between the cluster number and film performance.
compared to Device 1, given the similar distributions of the photocurrent histograms.
Additional tests of uniformity were conducted on a solar cell device (Device S1) em-
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ploying an absorbing layer with solution‐phase‐ exchanged PbI2‐based passivation that
was deposited in a single step, rather than a layer‐by‐layer process. Figure 4-9a,b con-
tains a short‐circuit current amplitude map and histogram for Device S1. It can be seen
from the histogram that the photocurrent amplitude distribution is even narrower than
that of Device 2 with σS1 = 0.037µS1. Additionally, the difference between the mean of
the “optimal” regions, marked by rectangles in Figure 4-9a, and indicated by a red line
in Figure 4-9b, and the entire sample mean is 0.03µS1, much smaller than the equivalent
difference in Device 1 (Figure 4-4d). This evidence is further justification for the general
trend of employing solution‐phase ligand exchange methods in CQD solar cells. It pro-
vides an explanation for the improved device performance that the solution‐phase ligand
exchange process facilitates: this method leads to an “electronically smoother” film with
less spatial variation in its photocurrent generation potential and therefore less impact
from low‐current regions.
Other differences can be observed in the behavior of Devices 1 and 2, as well. The ap-
parent anti‐correlation between the background VOC and transient pulsed VOC that was
observed for Device 1 is mostly absent in Device 2, as can be seen in Figure 4-10c,d.
Instead, most sub‐regions in Device 2 have either no significant correlation or a slight
positive correlation between the background and pulsed VOC. Based on the previous dis-
cussion, the absence of a photovoltage saturation effect across most of Device 2 indicates
that the electronic trap state densities are likely distributed to favor non-accelerating
recombination rates when VOC is increased due to higher illumination levels.
To further investigate this behavior, we investigated the photovoltage maps of other
PbI2‐passivated devices. Such as the device of Figure 4-7, which displays evidence of an
anti‐correlation between the background and pulsed VOC associated with VOC saturation,
similar to Device 1. In fact, the majority of the devices that we have tested exhibit this
anti‐correlation between the two VOC components, regardless of the passivation or fabri-
cation method employed for the absorbing layer. This appears to be a common feature of
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Figure 4-9. Characterization of another solution-phase exchanged PbI2-passivated de-
vice. The grey scale bars are 0.2mm. a. Short circuit current map of the device. b.
Histogram of the short circuit current for the entire scanned device area. The mean of
the photocurrent distribution for the areas indicated by rectangles in a is indicated by
a red line. c. Shunt Conductance map derived from the IV curves near zero bias under
laser excitation, as calculated by Sshunt = dJdV (0V ). d. Fill factor map extracted from
full I-V curves of the device under laser excitation. e. IQE at zero bias, estimated by
IQE (0V ) = EQE(0V )
A





, assuming that at suffi-
ciently high reverse bias, VREV all photogenerated carriers contribute to the current.
iodine, or, more generally, halide‐passivated PbS CQD films and could be due to the na-
ture of the mid‐gap or interface recombination processes associated with these materials.
Exceptions such as Device 2, therefore, could provide critical insight into the fundamen-
tal origins of this behavior. Although these mechanisms are still under investigation, it
is clear that devices in which the VOC increases at high rates with illumination intensity
are good candidates for applications requiring high power output, such as concentrated
PV, even if this behavior is not necessarily beneficial for device performance under nor-
mal operating conditions. Our method, therefore, could be used as a diagnostic tool for
identifying promising devices and device architectures for high‐power or concentrator
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Figure 4-10. a–f. Device 2 and g–i. Device 3 maps and statistics. Device 2 figures of
merit: JSC = 20.7mA/cm2, VOC = 0.57 V, FF = 0.53, PCE = 6.3%. a. Core state photo-
luminescence intensity map. b. Transient photocurrent amplitude map. c. Background
transient photovoltage amplitude map. d. Pulsed transient photovoltage amplitude map.
e. Charge carrier transit time extracted from transient photocurrent measurements as a
function of reverse bias, from 100 random points within the same area. f. Carrier mobility
map obtained from the transient photocurrent measurements. g. Core state photolumi-
nescence intensity map for a device (Device 3) that was intentionally damaged via high
intensity laser irradiation in the upper right corner, indicated by the black region. h.
Photocurrent amplitude map for Device 3. i. Solar cell figures of merit for the entirety of
Device 3 before and after the intentional laser irradiation‐induced damage.
applications. We summarize the observed correlations between all of the primary ob-
servables that we have reported on so far in Table 4.2 , in order to provide a concise




















































Table 4.2. Correlations between primary observables for the majority of devices tested.
(+) and (-) denote positive and negative correlation coefficients, respectively.
We also produced carriermobilitymaps for Device 2, based on the extraction of carrier
transit times for a series of reverse biases. Figure 4-10e shows the relationship between
the transit times and reverse biases for a random choice of points within the measure-
ment area. The full 2D mobility map is shown in Figure 4-10f. It is marked with a
purple outline to indicate that it represents a quantity derived from two or more direct
measurements; Figure 4-7d and Figure 4-9e are similarly marked. The range of mea-
sured mobilities within the map is in good agreement with hole mobilities measured for
CQD solar cells from previous reports[11, 14, 27, 39]of ≈10−4 cm2V−1s−1. We measured
an ≈ 50% variation in the mobility across the device area, with no apparent correlation
with the variation in photocurrent and photovoltage. This implies that carrier mobility is
a relatively uniform property within a CQD film and supports the theory that it is primar-
ily determined bymicroscopic characteristics such as ligand character and electronic trap
state density rather than macroscopic features associated with fabrication and handling
defects.
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Finally, we intentionally introduced a macroscopic defect in order to isolate the ef-
fects of a single macroscopic defect on device performance. Figure 4-10g–i shows the
photocurrent map and current density–voltage characteristics for Device 3 (PbI2‐PbS), in
which a square area corresponding to roughly 25% of the total device area was irradiated
by high‐intensity laser illumination. This type of irradiation is expected to lead to strong
local heating and consequent ligand loss and CQD fusion and oxidation. The severity
of the damage can be seen by eye in the photograph in Figure 4-1c. The photocurrent
generation capability is completely destroyed in the damaged area; however, it remains
active outside of the immediate vicinity of the defective area, with almost no apparent
transition region in between. J–V testing revealed that there was a decrease in the to-
tal device short‐circuit current proportional to the area of the damage after irradiation,
with no obvious impact on the overall device fill factor (FF) and VOC. This is a promising
result in terms of device robustness and implies that macroscopic defects of this type, if
spatially confined, are not fatal for device performance.
Further, this suggests that cases of complete device failure, manifested, e.g., as high
shunt conductance, do not originate from conducting pathways of limited area associ-
ated with defects, but instead are more likely due to band alignment issues arising from
unfavorable film compositions, which can still present as morphologically smooth struc-
tures.
We note that the measurements presented here still does not fully cover the capabil-
ities of our system. Table 4.3 summarizes the specific observables that we can measure
using our method, the relationships between the measurement observables and param-
eters that can be derived from them, and the underlying device and materials properties
that can be extracted from the measurements. We note that this is only a partial list
relevant to the discussion in this report.
Although some of the individual properties, such as photoluminescence intensity or
transient photocurrent amplitude, can be obtained with existing methods including the
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ones discussed in the introduction, the uniqueness of our method lies in the combina-
tions and interactions of a rich set of multi‐dimensional data enabled by our simulta-
neous measurement technique. Our technique allows for the extraction and analysis of
more advanced physical quantities, such as 2D carrier mobility, quantum efficiency, and,
potentially, electronic trap state density. Moreover, we achieve a 2D resolution and range
that are not accessible to other methods, allowing for the correlation of multiple device
parameters across large areas that shed light on both micrometer‐scale optoelectronic
materials behavior and millimeter‐scale device behavior. We expect our method to yield
additional compositional and optoelectronic insights in the future due to the large vari-
ety of simultaneous optical and electronic measurements that our system is capable of
collecting.
Additionally, there are a number of promising analysis techniques from disparate
fields concerned with large data sets that we plan to apply to our multi‐modal data.
These include recursive partitioning methods such as the “random forest” approach[40]
that have been used for prediction, classification and correlation assessment in multiple
scientific fields[41], well as regression, cross‐correlation, and supervised learning algo-
rithms[42].
4.3 Summary
Wedemonstrated amulti‐modal spatialmapping system for optoelectronicmaterial prop-
erties and used it to investigate local defects in PbS CQD photovoltaic thin films and their
effect on device behavior. Although the hardware requirements of our system are min-
imal, the method produces rich, correlated, and spatially resolved information on pho-
toluminescence, transient photocurrent, and transient photovoltage, along with derived
properties such as carrier lifetimes and mobilities. Here, we analyzed the correlations
between these measurements to gain both qualitative and quantitative understanding of
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the interplay between film absorption, carrier density, and recombination strength. We
generated a carrier mobility map based on transient photocurrent measurements, which
revealed that average mobility across large areas, specifically, is unaffected by compli-
cated spatial variations in other macroscopic properties, and, therefore, that strategies to
increase mobility should focus on microscopic engineering of the nanoparticle films.
In addition, by analyzing both random and intentionally introduced film variations,
we found that themorphological defects introduced during the CQD film fabrication pro-
cess have an impact that is limited to their close vicinity, and, therefore, are not fatal for
device performance. These findings validate the common strategy of using characteriza-
tion techniques that essentially average over the entire area of a device. We also provide
evidence that device failures, which are usually ascribed to localized electronic shunt
pathways, are more likely the result of microscale electronic variations in parameters
such as energy band alignments. On the other hand, we found large spatial variations in
critical device properties such as photocurrent density in areas where other properties ap-
pear uniform, suggesting that further optimization, especially in fabrication techniques
and starting solution purification, is still necessary to fully realize the potential of the un-
derlying material, due to the high sensitivity of such properties to inconspicuous physical
changes.
Finally, we note that although the results presented here had a spatial resolution of
≈10 µm and a total area of 2× 2mm, our initial study was a proof‐of‐concept test of a
configurable system and method that could potentially have much higher capabilities
with the addition of more advanced optical and electrical testing accessories. With slight
modifications, the system could be configured to measure a wide range of additional
optoelectronic properties, including electroluminescence, electronic trap state densities,
radiative recombination rates, and so on. Additionally, our system is capable of producing
the large data sets required to build a training library for input into machine learning
algorithms, as evidenced by the preliminary statistical clustering analysis demonstrated
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here. Future work will involve using machine learning techniques on the data produced
by our scanning method to further probe the physical origins of phenomena such as














































































































Table 4.3. Summary of direct measurements that can be made by our instrument with
their associated 2D maps, potential derived parameters, associated figures in this report,
and a partial list of related materials and device properties.
112
References
1Y. Lin, T. Gao, X. Pan, M. Kamenetska, and S. M. Thon, “Local Defects in ColloidalQuan-
tumDot Thin FilmsMeasured via Spatially ResolvedMulti-Modal Optoelectronic Spec-
troscopy,” Advanced Materials 32, 1906602 (2020).
2J. A. Christians, P. Schulz, J. S. Tinkham, T. H. Schloemer, S. P. Harvey, B. J. Tremolet
de Villers, A. Sellinger, J. J. Berry, and J. M. Luther, “Tailored interfaces of unencapsu-
lated perovskite solar cells for >1,000 hour operational stability,” Nature Energy 3, 68–
74 (2018).
3N. J. Jeon, H. Na, E. H. Jung, T.-Y. Yang, Y. G. Lee, G. Kim, H.-W. Shin, S. Il Seok, J. Lee,
and J. Seo, “A fluorene-terminated hole-transporting material for highly efficient and
stable perovskite solar cells,” Nature Energy 3, 682–689 (2018).
4H. Tsai, R. Asadpour, J.-C. Blancon, C. C. Stoumpos, O. Durand, J. W. Strzalka, B. Chen,
R. Verduzco, P. M. Ajayan, S. Tretiak, J. Even, M. A. Alam, M. G. Kanatzidis, W. Nie, and
A. D. Mohite, “Light-induced lattice expansion leads to high-efficiency perovskite solar
cells,” Science 360, 67–70 (2018).
5C.-H. M. Chuang, P. R. Brown, V. Bulović, and M. G. Bawendi, “Improved performance
and stability in quantum dot solar cells through band alignment engineering,” Nature
Materials 13, 796–801 (2014).
6M. Liu, O. Voznyy, R. Sabatini, F. P. García de Arquer, R. Munir, A. H. Balawi, X. Lan, F.
Fan, G. Walters, A. R. Kirmani, S. Hoogland, F. Laquai, A. Amassian, and E. H. Sargent,
113
“Hybrid organic–inorganic inks flatten the energy landscape in colloidal quantum dot
solids,” Nature Materials 16, 258–263 (2017).
7R. Wang, X. Wu, K. Xu, W. Zhou, Y. Shang, H. Tang, H. Chen, and Z. Ning, “Highly
Efficient Inverted StructuralQuantumDot Solar Cells,” AdvancedMaterials 30, 1704882
(2018).
8B. Kippelen and J.-L. Brédas, “Organic photovoltaics,” Energy & Environmental Science
2, 251–261 (2009).
9J. Hou, O. Inganäs, R. H. Friend, and F. Gao, “Organic solar cells based on non-fullerene
acceptors,” Nature Materials 17, 119–128 (2018).
10L. Meng, Y. Zhang, X. Wan, C. Li, X. Zhang, Y. Wang, X. Ke, Z. Xiao, L. Ding, R. Xia,
H.-L. Yip, Y. Cao, and Y. Chen, “Organic and solution-processed tandem solar cells with
17.3% efficiency,” Science 361, 1094–1098 (2018).
11J. Tang, K. W. Kemp, S. Hoogland, K. S. Jeong, H. Liu, L. Levina, M. Furukawa, X. Wang,
R. Debnath, D. Cha, K. W. Chou, A. Fischer, A. Amassian, J. B. Asbury, and E. H. Sar-
gent, “Colloidal-quantum-dot photovoltaics using atomic-ligand passivation,” Nature
Materials 10, 765–771 (2011).
12X. Lan, O. Voznyy, A. Kiani, F. P. G. de Arquer, A. S. Abbas, G.-H. Kim, M. Liu, Z.
Yang, G. Walters, J. Xu, M. Yuan, Z. Ning, F. Fan, P. Kanjanaboos, I. Kramer, D. Zhito-
mirsky, P. Lee, A. Perelgut, S. Hoogland, and E. H. Sargent, “Passivation UsingMolecular
Halides Increases Quantum Dot Solar Cell Performance,” Advanced Materials 28, 299–
304 (2016).
13K. W. Kemp, C. T. O. Wong, S. H. Hoogland, and E. H. Sargent, “Photocurrent extraction
efficiency in colloidal quantum dot photovoltaics,” Applied Physics Letters 103, 211101
(2013).
114
14D. Zhitomirsky, O. Voznyy, L. Levina, S. Hoogland, K. W. Kemp, A. H. Ip, S. M. Thon,
and E. H. Sargent, “Engineering colloidal quantum dot solids within and beyond the
mobility-invariant regime,” Nature Communications 5, 3803 (2014).
15Q. Chen, H. Zhou, T.-B. Song, S. Luo, Z. Hong, H.-S. Duan, L. Dou, Y. Liu, and Y. Yang,
“Controllable Self-Induced Passivation of Hybrid Lead Iodide Perovskites toward High
Performance Solar Cells,” Nano Letters 14, 4158–4163 (2014).
16J. S. Yun, A. Ho-Baillie, S. Huang, S. H. Woo, Y. Heo, J. Seidel, F. Huang, Y.-B. Cheng,
and M. A. Green, “Benefit of Grain Boundaries in Organic–Inorganic Halide Planar
Perovskite Solar Cells,” The Journal of Physical Chemistry Letters 6, 875–880 (2015).
17Y. Kutes, Y. Zhou, J. L. Bosse, J. Steffes, N. P. Padture, and B. D. Huey, “Mapping the
Photoresponse of CH 3 NH 3 PbI 3 Hybrid Perovskite Thin Films at the Nanoscale,”
Nano Letters 16, 3434–3441 (2016).
18S. Y. Leblebici, L. Leppert, Y. Li, S. E. Reyes-Lillo, S. Wickenburg, E. Wong, J. Lee, M.
Melli, D. Ziegler, D. K. Angell, D. F. Ogletree, P. D. Ashby, F. M. Toma, J. B. Neaton, I. D.
Sharp, and A. Weber-Bargioni, “Facet-dependent photovoltaic efficiency variations in
single grains of hybrid halide perovskite,” Nature Energy 1, 16093 (2016).
19J. L. Garrett, E. M. Tennyson, M. Hu, J. Huang, J. N. Munday, and M. S. Leite, “Real-Time
Nanoscale Open-Circuit Voltage Dynamics of Perovskite Solar Cells,” Nano Letters 17,
2554–2560 (2017).
20M. Stolterfoht, C. M. Wolff, J. A. Márquez, S. Zhang, C. J. Hages, D. Rothhardt, S. Al-
brecht, P. L. Burn, P. Meredith, T. Unold, and D. Neher, “Visualization and suppression
of interfacial recombination for high-efficiency large-area pin perovskite solar cells,”
Nature Energy 3, 847–854 (2018).
21C. Jiang and P. Zhang, “Crystalline orientation dependent photoresponse and heteroge-
neous behaviors of grain boundaries in perovskite solar cells,” Journal of Applied Physics
123, 083105 (2018).
115
22J. Hieulle, C. Stecker, R. Ohmann, L. K. Ono, and Y. Qi, “Scanning Probe Microscopy Ap-
plied to Organic-Inorganic Halide Perovskite Materials and Solar Cells,” Small Methods
2, 1700295 (2018).
23J. Chae, Q. Dong, J. Huang, andA. Centrone, “Chloride Incorporation Process inCH3NH3PbI3–xClx
Perovskites via Nanoscale Bandgap Maps,” Nano Letters 15, 8114–8121 (2015).
24Y. Yoon, J. Chae, A. M. Katzenmeyer, H. P. Yoon, J. Schumacher, S. An, A. Centrone, and
N. Zhitenev, “Nanoscale imaging and spectroscopy of band gap and defects in polycrys-
talline photovoltaic devices,” Nanoscale 9, 7771–7780 (2017).
25L. Hu, Z. Yang, A. Mandelis, A. Melnikov, X. Lan, G. Walters, S. Hoogland, and E. H. Sar-
gent, “Quantitative Analysis of Trap-State-Mediated Exciton Transport in Perovskite-
Shelled PbS Quantum Dot Thin Films Using Photocarrier Diffusion-Wave Nondestruc-
tive Evaluation and Imaging,” The Journal of Physical Chemistry C 120, 14416–14427
(2016).
26L. Hu, M. Liu, A. Mandelis, Q. Sun, A. Melnikov, and E. H. Sargent, “Colloidal quantum
dot solar cell electrical parameter non-destructive quantitative imaging using high-
frequency heterodyne lock-in carrierography and photocarrier radiometry,” Solar En-
ergy Materials and Solar Cells 174, 405–411 (2018).
27C. R. Kagan and C. B. Murray, “Charge transport in strongly coupled quantum dot
solids,” Nature Nanotechnology 10, 1013–1026 (2015).
28M. S. Gaponenko, A. A. Lutich, N. A. Tolstik, A. A. Onushchenko, A. M. Malyarevich,
E. P. Petrov, and K. V. Yumashev, “Temperature-dependent photoluminescence of PbS
quantum dots in glass: Evidence of exciton state splitting and carrier trapping,” Physical
Review B 82, 125320 (2010).
29J. Gao and J. C. Johnson, “Charge Trapping in Bright and Dark States of Coupled PbS
Quantum Dot Films,” ACS Nano 6, 3292–3303 (2012).
116
30G. F. Burkhard, E. T. Hoke, and M. D. McGehee, “Accounting for Interference, Scat-
tering, and Electrode Absorption to Make Accurate Internal Quantum Efficiency Mea-
surements in Organic and Other Thin Solar Cells,” Advanced Materials 22, 3293–3297
(2010).
31E. S. Arinze, B. Qiu, N. Palmquist, Y. Cheng, Y. Lin, G. Nyirjesy, G. Qian, and S. M. Thon,
“Color-tuned and transparent colloidal quantum dot solar cells via optimizedmultilayer
interference,” Optics Express 25, A101–A112 (2017).
32Z. Yang, Z. Yu, H. Wei, X. Xiao, Z. Ni, B. Chen, Y. Deng, S. N. Habisreutinger, X. Chen,
K. Wang, J. Zhao, P. N. Rudd, J. J. Berry, M. C. Beard, and J. Huang, “Enhancing elec-
tron diffusion length in narrow-bandgap perovskites for efficient monolithic perovskite
tandem solar cells,” Nature Communications 10, 1–9 (2019).
33R. Hamilton, C. G. Shuttle, B. O’Regan, T. C. Hammant, J. Nelson, and J. R. Durrant,
“Recombination in Annealed and Nonannealed Polythiophene/Fullerene Solar Cells:
Transient Photovoltage Studies versus Numerical Modeling,” The Journal of Physical
Chemistry Letters 1, 1432–1436 (2010).
34R. Azmi, S.-H. Oh, and S.-Y. Jang, “High-Efficiency Colloidal Quantum Dot Photovoltaic
Devices Using Chemically Modified Heterojunctions,” ACS Energy Letters 1, 100–106
(2016).
35G. H. Carey, A. L. Abdelhady, Z. Ning, S. M. Thon, O. M. Bakr, and E. H. Sargent, “Col-
loidal Quantum Dot Solar Cells,” Chemical Reviews 115, 12732–12763 (2015).
36W. van Roosbroeck and W. Shockley, “Photon-Radiative Recombination of Electrons
and Holes in Germanium,” Physical Review 94, 1558–1560 (1954).
37H. Spath, TheCluster Dissection andAnalysis Theory FORTRANPrograms Examples (Prentice-
Hall, Inc., USA, 1985).
38D. Arthur and S. Vassilvitskii, “K-means++: the advantages of careful seeding,” in In
Proceedings of the 18th Annual ACM-SIAM Symposium on Discrete Algorithms (2007).
117
39A. Mandelis, L. Hu, and J. Wang, “Quantitative measurements of charge carrier hopping
transport properties in depleted-heterojunction PbS colloidal quantum dot solar cells
from temperature dependent current–voltage characteristics,” RSC Advances 6, 93180–
93194 (2016).
40L. Breiman, “Random Forests,” Machine Learning 45, 5–32 (2001).
41C. Strobl, J. Malley, and G. Tutz, “An Introduction to Recursive Partitioning: Rationale,
Application and Characteristics of Classification and Regression Trees, Bagging and
Random Forests,” Psychological methods 14, 323–348 (2009).
42J. Schmidt, M. R. G. Marques, S. Botti, and M. A. L. Marques, “Recent advances and
applications of machine learning in solid-state materials science,” npj Computational
Materials 5, 1–36 (2019).
118
Chapter 5
Solar Concentrator Technologies for
Thin Film Solar Cells
5.1 Integrated Concentrators for Scalable High-Power
Generation fromColloidalQuantumDot SolarCells
This section is partially adapted from Ref[1]. Reprinted with permission from ACS Ap-
plied EnergyMaterials 2018, 1, 6, 2592–2599, ”IntegratedConcentrators for ScalableHigh-
Power Generation from Colloidal Quantum Dot Solar Cells”, by Yida Lin, Garrett Ung,
Botong Qiu, Gary Qian, and Susanna M. Thon, copyright © 2018.
5.1.1 Introduction
Colloidal quantum dots (CQD) have been studied extensively in recent years as a promis-
ing candidate for next-generation thin film solar cells[2–5]. Specifically, the ease of chem-
ical synthesis and solution processing, along with the ability to tune the absorption into
the near-infrared region through the quantum confinement effect, make CQD solar cells
an enticing technology due to their low cost, fast fabrication cycle, and promise for flex-
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ible color-tuned photovoltaics compared with their crystalline inorganic counterparts.
The designs and architectures for PbS-based CQD solar cells have evolved remarkably
in the past few years with improvements in surface treatments[6, 7] and materials for
charge transport layers [8–11] as well as fine control over layer thicknesses leading to
devices with power conversion efficiencies (PCEs) exceeding 10% that are capable of re-
maining stable in air for months[12, 13]. In addition, there has been increasing interest in
fabricating CQD solar cells on flexible substrates [14, 15] and patterning solar cell pixels
into more complicated shapes and larger sizes for specific applications.
Although solution processability has many advantages, it also comes with several
challenges in producing large-area high-quality thin films. Typically, high-efficiencyCQD
solar cells are still demonstrated on impractically small-area devices. Inhomogeneities in
CQD and other types of thin films, including those arising from impurities in the starting
solution and those introduced during the fabrication process, all contribute to possible
recombination centers, shunt paths, and the breakdown of well-defined layered struc-
tures. These qualities decrease the performance of solution-processed optoelectronic de-
vices and ultimately lead to device failure. Therefore, the active solar cell pixels are usu-
ally limited to very small areas to allow for the best possible uniformity and efficiency.
Nearly all reported high-PCE values for PbS CQD devices, for example, have come from
active areas of 0.1–0.01 cm2 in area [8, 12, 13, 16, 17] corresponding to less than 1mW
output power per device, assuming approximately 10% PCE at 1 sun equivalent illumina-
tion power. Some of these powers are listed in Table 5.1. This figure is inarguably small
for practical applications when the required control electronics and complexity of wiring
together enough pixels to produce a kilowatt level system are considered.
We took the view that instead of scaling up active film areas in CQD and other
solution-processed solar cells, we could take advantage of the flexible processing con-
ditions to integrate light concentration directly into the cell design itself, as a route to
scaling up power output to practical levels. We achieved a maximum power of 3.2mW
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ref PCE(%) area (cm2) power output(mW)
[18] 11.3 0.049 0.55
[8] 10.3 0.052 0.54
[17] 8.4 0.054 0.45
Table 5.1. PCE, Active Areas, and Output Power from Some High Efficiency CQD Solar
Cell.
from a single CQD solar cell which is an approximately 5-fold improvement over typical
values reported for high efficiency cells (Table 5.1). Concentrator strategies based on
external focusing mirrors have been widely employed in photovoltaics and solar thermal
systems as a means to collect light from a large area and focus it down onto a smaller
area, thereby saving on active material and increasing the light intensity at the point
of energy conversion[19–21]. For example, adding a concentrator to a state-of-the-art
single crystalline Si cell adds 2% PCE to the baseline of 25.6% PCE at a concentration
power equivalent to 92 suns[22] Furthermore, utilization of concentrators has been cru-
cial in record-breaking 3- and 4-junction III–V cells[23] The concentrators used for these
devices are precisely optimized and manufactured to control the irradiance distribution
across the different cell layers and aim to produce highly concentrated light at up to 500
suns. Many of these systems use primary and secondary lenses with large device air
gaps necessary to achieve desired concentration levels and additional delicate mounting
components to ensure accurate alignment [24], which compromise the cost-effectiveness
and deployability of the systems.
A good solar concentrator should focus solar radiation from a large area uniformly
onto a much smaller area, with acceptably small losses due to absorption and reflection
in the concentrator itself. Ideally, concentrators can scale up the short circuit current
proportionally to the ratio of input and output areas. Furthermore, because the open
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, where n is the
diode ideality factor, k is the Boltzmann constant, T is temperature, q is the elementary
charge, JSC is the short circuit current density, and J0 is the dark saturation current
density, increases in illumination density under concentration can improve not only the
total power output but also the power conversion efficiency if the fill factor (FF) of the
device remains approximately constant.
Although current commercial concentrator systems have successfully increased cell
efficiencies and power outputs, they come with the downsides of bulky optical elements
and accessories, as described above. Solution-processed solar cell materials such as CQDs
are of most interest for flexible applications such as building integrated photovoltaics
(BIPV); conventional concentration systems would negate these benefits. Instead, we
devised an efficient and economical method to fabricate compact, flexible arrays of con-
centrating lenses that can be readily bonded to the CQD solar cell substrates and effec-
tively increase the cell collection area and power output while achieving 100% aerial light
collection coverage. We numerically designed, simulated, and optimized lens geometries
and used 3D printing to manufacture custom lens array molds. We then fabricated our
lenses out of polydimethylsiloxane (PDMS), a transparent, flexible, organosilicon poly-
mer, and achieved nearly 20-fold enhancement in the power output under 1 sun, and
even higher enhancement under the lower illumination levels likely to be encountered in
BIPV applications, after bonding to a CQD solar cell.
5.1.2 Flexible Concentrator Design and Fabrication
Microlenses, mirrors, and similar components have been incorporated into a wide vari-
ety of optoelectronic devices and are particularly fundamental to modern image sensor
technologies[25, 26]. Polymer- based microlens arrays for LED out-coupling[27] related
light trapping techniques for solar cells [28, 29] have been demonstrated. There has also
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been work on direct-contact compact lens arrays for III–V multijunction solar cells[30,
31]. The strategies used for light trapping or concentration in high-efficiency III–V solar
cells are typically not suitable for CQD solar cells due to their low carrier mobilities and
consequent pure vertical transport, and concentrator geometriesmust bemore accurately
controlled to match the low form factors of CQD devices. Our goal was to design a lens
array that could achieve 100% aerial fill factor of a CQD solar cell device patterned with
multiple solar cell pixels so that we could collect all of the sunlight impingent upon our so-
lar cells in the same way that planar photovoltaic modules operate, without requiring the
entire area of the substrate to function as a photovoltaic cell. The idea is demonstrated
in Figure 5-1a. We designed lens arrays based on a heterojunction CQD device architec-
ture that provides the platform for one of the highest efficiency cells demonstrated so far,
comprising a transparent substrate and contact, solution-processed ZnO as the electron
transport layer and tetrabutylammonium iodide (TBAI) and ethanedithiol (EDT) treated
PbS CQDs as the active layers. The solar cell active-area pixels share a common bottom
(illumination-side) contact and are defined by circular top contacts of 0.038 cm2 in area.
We carried out ray optics calculations using the commercial optical design software
Zemax. We set the input aperture diameter of each lens to be 1.25 cm and the pixel
diameter of the solar cells to be 0.22 cm. Given a glass substrate of 1.1mm in thickness
and assuming that the solar power is incident from the back side of the substrate, we
adjusted the surface profile of the lens, as well as its thickness, to ensure that the focused
output light spot is as close as possible in size and location to the pixel. The lens-coupled
device diagram is shown in Figure 5-1b.
We designed both spherical and aspherical lenses and simulated light spot uniformity
at the pixel plane. To reduce the parasitic absorption inside the PDMS, we aimed at
minimizing the total thickness of the lens, given a fixed entrance aperture size and pixel
size, leading to hemispherical and prolate elliptical designs.
We found that aspherical lens designs were optimal for eliminating the unevenness
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Figure 5-1. a. Rendering of an array of 9 PDMS concentrator lenses for integration
onto a substrate containing 9 solar cell pixels. b. Diagram of an optimized elliptical lens
including incoming light rays coupled with a device pixel on a glass substrate (left) and
zoom-in of a PbS CQD device architecture diagram (right). c. Simulated concentrated
beam profile at the solar cell pixel plane: the upper images show the in-plane irradiance
distribution (a.u.), and the lower plots are line scans across the center of the pixel for a
spherical lens design (left) and an elliptical lens design (right). The circular simulation
area has a diameter of 2.2mm. d. Light spot profile of a square sublens overlaid on
the beam area of a corresponding round single lens. The circular area has a diameter of
2.2mm, and the color bar is in arbitrary units of light intensity. The edges are nearly
straight lines with a slight inward bending.
in the irradiance distribution. The aspherical lens was an ellipsoid cropped by a plane
and connected to a planar slab of the same material. The specific parameters were R =
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1− (1 + κ) r2
R2
]︃ , (r < 6.33mm) (5.1)
where z is the surface sag and R is the radius of curvature when r = 0. The thickness of
the planar part was 6.8mm so that the thickest part of the lens was 13.1mm.
As shown in Figure 5-1c, the simulated 2D intensity profile at the solar cell pixel plane
for the hemispherical lens consists of a bright rim and center spot with irradiance over 10
times the levels of the majority of the beam area. It is important that the concentrated
light intensity profile at the pixel should be uniform to avoid open circuit voltage loss due
to equivalent parallel connections of subregions with uneven photocurrents. Moreover,
this large unevenness could lead to unnecessarily high local carrier density for increased
recombination loss and even damages to the solar cell material from intense local heating.
Our elliptical lens design flattens the irradiance distribution significantly, with only a
slightly weaker intensity at the rim of the beam. The total power received at the pixel
plane, considering only reflection loss, was calculated to be 87.8% and 88.8% of the input
power for the spherical and elliptical lens designs, respectively. Because of the smaller
overall PDMS thickness, we also expect lower parasitic absorption losses in the elliptical
lens.
The design and optimization were conducted using the refractive index of PDMS at
550nm inwavelength. Given that the refractive index of PDMS varies from 1.42 to 1.40[32,
33] in the 400–1000 nmregion, combined with dispersion of the glass substrate, simula-
tions showed a variance in the beam radius of approximately ±7% at the blue and red
edges of the spectrum, resulting in an 8% transmitted power spectral density loss at the
red edge and no loss at the blue edge, as shown in Figure 5-2. The predicted overall loss
due to chromatic aberration is well within the experimental measurement uncertainty.
The geometrical concentration ratio, as defined by the ratio of the area of the lens
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Figure 5-2. Zemax simulations showing the edges of the light spots at the solar cell
pixel plane for three different refractive indices of PDMS. From left to right n=1.42 (400
nmwavelength), 1.414 (550 nmwavelength), 1.406 (1000 nmwavelength). The blue curves
are pixel edges and the percentages refer to the power enclosed inside the pixel.
entrance to the area of the accepting pixel, was about 31 in our optimized single lens
design. A unity aerial utilization of the 27× 27mm substrate was achieved by designing
lens arrays containing 9 identical lens units, which were cut to have square perimeters
to leave no gap in light collection between pixels. The sublenses preserved the shape of
the single optimized lens, and the resulting light spot had nearly straight edges (Figure
5-1d), enabling the simple square pixel design. The square sublenses had geometrical
concentration ratios of 31.9, slightly different from the single lens ratio, due to the geom-
etry of the light pattern through the square. The lens array can potentially collect all light
impingent on the 27× 27mm area and focus the solar power to all 9 pixels with a total
area of 22.9mm2, corresponding to an over 30-fold power enhancement utilization, with-
out enlarging the standard-size CQD solar cell pixels. This design can also be modified
as-needed for any thin film solar cell pixel layout.
We fabricated spherical and elliptical lenses and lens array molds using a Strata-
sys uPrint SE Plus 3D printer, in acrylonitrile– butadiene–styrene (ABS) plastic. The 3D
printer has a z-resolution limited by its layer thickness of approximately 250 µm. There-
fore, the as-fabricated molds had visible stairs and crevices, which could lead to imper-
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fect surfaces and defects in the molded PDMS lens, causing undesired scattering and
degraded beam quality. A slurry-vapor polishing procedure was used to improve the sur-
face quality of the molds. Specifically, a small amount of ABS plastic powder (residual
from the 3D printing process) was dissolved in acetone to create a slurry to fill the largest
crevices in the as-printed ABS lens mold. The mold was then exposed to acetone vapor in
a stainless-steel chamber for 0.5 h and then placed in air to allow the surface to reharden.
This process resulted in a much smoother mold surface while preserving the critical lens
geometry.
DMS concentrators and lens arrays were formed inside the ABS molds, first by com-
bining a Dow Corning Sylgard 184 silicone elastomer base with its corresponding curing
agent at a 10:1 ratio. Themixture was degassed in amild vacuum environment for 15min.
The mixture was then transferred into the ABS mold, covered with a clean glass slide,
and placed in an oven for 30min at 80 °C to cure. The concentrators were then removed
from the molds. For bonding to solar cell substrates, a thin layer of uncured PDMS elas-
tomer and curing agent mixture was placed in between the surface of the lens and the
substrate. The concentrator was aligned to specific solar cell pixels by illuminating the
system with a white light source and maximizing the overlap of the beam with the so-
lar cell pixel through the lens. The bonded system was cured on a hot plate at 70 °C for
2 h. The PDMS bonding layer thickness was negligible compared to the total lens and
base thicknessThe lenses can be temporarily attached to a device for testing or can be
semi-permanently bonded to the substrate, forming a stable and air-gap-free integrated
system. The bonded lens elements can still be easily peeled off for replacement or reuse,
without damaging either surface. Our fabrication process flow for a single lens is shown
in Figure 5-8; the fabrication procedure for a lens array is analogous.
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Figure 5-3. Fabrication flowchart for PDMS lensmanufacturing and bonding to the solar
cell device shown for a single concentrator lens (the procedure is the same for the 9-lens
array).
5.1.3 Experimental Performance of the Integrated System
As shown in Figure 5-4a, the elliptical PDMS lens had a transmissivity of 85%–95%
across most of the solar spectrum, indicating relatively low absorption losses in the lens
material. The spherical lens had very similar transmission, as was predicted by the ray
tracing simulations. The physical concentration ratio, as defined by the irradiancemagni-
fication of the concentrator, is estimated to be about 24. The Zemax simulations predicted
the efficiency of the lens to be 89%, considering reflection losses. If we include the 7%
absorption losses from our measurements, the predicted concentration ratio is 25. The
actual concentration ratio that we measured is 24± 2, which matches the predictions
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Figure 5-4. a. Optical transmission spectrum of a single elliptical PDMS lens measured
in an integrating sphere, showing high transmittance across the visible spectral range.
b. Short circuit current magnification ratio and power magnification ratio with concen-
trators attached at various incident power densities. An input power of 100mW/cm2
corresponds to 1 sun illumination. c. Solar cell figures of merit (JSC, VOC, FF, PCE, and
output power density) plotted as a function of actual incident irradiance at the pixel plane.
The 1 sun level is the same for all four plots. In panel c, the PCE is indicated by the blue
diamonds in the bottom right subpanel.
from the Zemax simulations to within our experimental uncertainty.
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To test the performance of the solar cells integrated with the concentrators, we mea-
sured current–voltage characteristics under simulated solar illumination applied through
the same 1.25 cm diameter aperture to the front of the integrated system. Different in-
put power levels were achieved by adjusting the output of the solar simulator as well as
by testing with and without the concentrator lens. We observed a significant increase
in the short circuit current after attaching the concentrator to the solar cell. The current
magnification (ratio of the device short circuit current with and without the concentrator
lens) is stronger when the incident power density is below 1 sun (100mW/cm2), reach-
ing a value of 22.8 at an incident power of about 0.3 sun, as shown in Figure 5-4b. The
concentrated current density at 1 sun illumination was 302mW/cm2, 20 times that from
same solar cell pixel without concentration. The power magnification ratio is also shown
in Figure 5-4b, indicating an overall 20-fold power enhancement with the concentrator,
with a maximum at an illumination level of 0.3 sun.
The integrated system also produced up to a 4kT increase in VOC, approaching a
value of 0.67V under a concentration ratio of 24×, as shown in Figure 5-4c. The fill
factor, however, decreased monotonically under concentration beyond 1 sun and, under
most conditions, inhibited any potential for PCE improvement. Nonetheless, the output
power increased monotonically with the input power density, exceeding 3.2mW from a
single pixel, equivalent to 850W/m2 at 1 sun illumination with the concentrator, or under
an effective concentrated power of 24 suns. The test results are summarized in Figure
5-4c. It is worth noting that the power magnification ratio under 0.3 suns is greater than
24 (the irradiance magnification), indicating an actual PCE improvement at low light
levels. The magnification trend indicates that PCE improvements can be expected for
illumination intensities below 0.3 sun under concentration as well. This is advantageous
for realistic applications, since solar power in most deployment locations averages much
less than 100mW/cm2, and solar radiation levels can be under 0.3 sun for 30–40% of the
daytime hours on sunny days and for even larger proportions under imperfect weather
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conditions.
Despite a small loss in power scaling at high illumination levels, our integrated-
concentrator system was successful in harvesting solar power from an area 31 times the
pixel area, resulting in 18–26 fold boosts in both current and power output at different
irradiance levels.
5.1.4 Discussion of Limiting Factors
Limiting factors, including reflection (11%) and absorption (7%) losses associated with the
concentrator lenses, non-ideal scattering due to imperfect surface quality, aberrations in
the solar simulator beam, and misalignment between the device and the center of the
beam, may account for approximately 20% power loss on the input side, as is implied
by the difference between the geometrical (30.5) and physical concentration ratios (24).
Further optimization of the materials and fabrication procedures could make up this gap
and allow us to approach the absorption-loss limit.
Given that the JSC scales almost linearly with concentration level, with a monotonic
increase in VOC, the decreasing power magnification ratio and PCE are caused by a drop
in the fill factor at high irradiance. The most critical contribution to this drop is the series
resistance contributed by the transparent conductive oxide layer (ITO). Series resistance
in a solar cell causes a voltage deficit proportional to the photocurrent and effectively
shifts all points in the fourth quadrant of a J-V curve leftward, eventually “straightening”
the J-V curve and suppressing JSC, as illustrated in Figure 5-5a. While the effect is mini-
mal when photocurrents are relatively low under 1 sun illumination, it can become severe
under concentration or for large-area cells, when photocurrents increase by 1-2 orders of
magnitude. The ITO films commonly used as the transparent contact material typically
have sheet resistance values on the order of 10–100Ω□−1. In the device geometry used
here, consisting of a common ground, the series resistance is limited by and approxi-
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Figure 5-5. a. Calculation showing the effect of series resistance on J-V curves. The
series resistance increases from 3Ωcm2 (lightest color) to 15Ωcm2 (darkest color). b. J-V
curves measured for a device using low sheet resistance 25Ω□−1 ITO with and without
concentration. The dotted curve represents a PCE of 4.6% under sun, and the solid curve
represents a PCE of 3.5% under 24 suns concentration. c. J-V curvesmeasured for a device
using high sheet resistance 100Ω□−1 ITO with and without concentration. The dotted
curve represents a PCE of 5.7% under 1 sun, and the solid curve represents a PCE of 1.2%
under 24 suns concentration.
mately the same as the ITO sheet resistance. Considering an active area of 0.038 cm2,
a maximum power point near 0.5 V, and a 25Ω□−1 ITO sheet resistance, the short cir-
cuit current density is limited to approximately 0.5V/0.038× 25Ω/cm2 ∼ 550mA/cm2.
For optimized PbS CQD solar cells with JSC ∼ 25mA/cm2, this corresponds to a maxi-
mum concentration ratio of∼ 20. If PCE instead of total power output is maximized, the
concentration ratio should be limited even further.
We experimentally verified the importance of using low-sheet resistance transparent
contacts in our concentrating system. We measured J-V characteristics under different
concentration levels on devices with low (25Ω□−1) and high (100Ω□−1) sheet resistance
ITO; the results are shown in Figure 5-5b and c, respectively. Under concentration, the
device with high series resistance displayed a flattened J-V curve and a JSC restricted to
much lower values than predicted by the concentration ratio alone.
A secondary effect can also be discerned from the J-V curve comparisons at differ-
ent illumination levels. A nonzero slope at short circuit conditions, due to finite shunt
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resistance, is noticeable with increasing concentration. This effect can lead to JSC loss
when a finite series resistance is present, even if the series resistance by itself is not
large enough to limit JSC (See 4.5). We observed a consistent monotonic decrease in
the shunt resistance with increasing solar irradiance in our experiments at all illumina-
tion levels. This could be due to the combined effects of low carrier mobilities and high
recombination center density in the active CQD film. The phenomena can be qualita-
tively understood as follows: total current in a given solar cell device can generally be
expressed as J = JGen − JRec(V,Φ), where the generation current ( JGen ) depends only
on the integrated photogeneration rate, and can be regarded as a constant, whereas the
recombination current ( JRec ) depends on both the applied bias, V , and the illumination
level,Φ. Intuitively, JRec is nonzero at zero bias and increases with illumination level. Low
carrier mobilities combined with high recombination rates cause carrier build up across
the active layer and can result in a large JRec. However, JRec is still several orders of mag-
nitude smaller than JGen, so its existence is only noticeable at high concentration level,
as seen in Figure 5-4b. On the other hand, the derivative of JRec at zero bias reflects
the shunt resistance. While the magnitude of JRec at high concentration levels has only
a weak effect on the overall performance, the derivative of JRec with respect to V at zero
bias can be large in a device with low carrier mobility and/or high recombination center
density, resulting in slopes large enough to significantly affect the device fill factor.
In our experiment, we measured the shunt resistance at a concentration level of 24
















(V = 0) =
dJRec
dV








where β is a coefficient describing how much the average Fermi level splitting scales up
with applied voltage V , and is usually less than 1 at high incident illumination levels.
In our case, we obtained a JRec(V = 0) = 5.2–20.8mA cm−2 if β = 0.25–1. Given that
JSC = 302mA/cm2 in our experiment at 24 suns, this suggests that a recombination cur-
rent of 1 or 2 orders of magnitude smaller than the generation current can lead to a shunt
conductance significant enough to affect device performance. On the other hand, the re-
combination current is also responsible for the declining increase in or even saturation
of VOC at high illumination levels, as seen in Figure 5-4c. This is hypothesized to result
from increased rates of Auger recombination at high carrier concentrations that outpace
increases in the generation rate, combined with a distortion of the band bending in the
CQD layer that results in lower drift currents and increased recombination rates at high
irradiance. This effect is illustrated in Figure 5-6 using SCAPS photovoltaics simulation.
When the irradiance increases, the band tilting, and hence the favorable electric field near
the PbS(PbI2)-PbS(EDT) interface is reduced or flattened, and even with reverse bending
formed at even higher illumination levels, in which case the photogenerated charge carri-
ers rely on inefficient partial diffusion to the preferred directions, accumulate, and induce
excessive recombination near this region.
5.1.5 Conclusion
We successfully tested a flexible integrated concentrator lens system and fabrication
method on CQD solar cells and can, in theory, apply this technology to any thin-film
solar cell architecture that suffers from scalability issues. Using an initial proof-of- con-
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Figure 5-6. SCAPS simulation results showing the conduction band levels (ZnO-
PbS(PbI2)-PbS(EDT)), from left to right.) of a CQD solar cell under different illumination
levels. Interfaces are located at 0.04 µm and 0.3 µm. Band bending at higher illumination
levels becomes more unfavorable for charge extraction and hence recombination rates
increase at these levels.
cept system, we were able to increase the current and power output from CQD test cells
by 20 and 18 times at 1 sun, respectively, revealing the limiting factors for performance
at new high illumination regimes. This work represents an immediate solution to the
low-surface-area utilization in CQD solar cells and provides a method to produce prac-
tical amounts of power from these devices. We found the highest possible short circuit
current densities to be limited by the sheet resistance of the ITO electrodes as well as fill
factor drops caused by increasing recombination currents at high illumination levels. This
suggests an optimal concentration level for thin film solar cells using similar transparent
electrodes to be less than 30. Also, PbS CQD solar cells could benefit even further from
enhanced carrier transport and limited recombination under high illumination levels.
Our integrated concentrator system provides a promising and practical solution to
135
scalability issues in thin film solar cells while maintaining their essential fabrication
and flexibility benefits for building-integrated and next-generation photovoltaics. Future
work includes design and optimization of concentrators with large-angle acceptance ca-
pabilities to collect diffuse light and the adoption of emerging TCO materials such as
solution-processed ITO and Ag nanowires, in pursuit of better transmittance and con-
ductance compared to conventional ITO. Metal-grid electrodes are also a potential alter-
native [34] although the specific line widths and spacings of the grid lines, as well as the
manufacturing process must be carefully adjusted and optimized to achieve substantial
improvements over traditional TCOs in low-diffusion-length platforms such as CQD so-
lar cells. Additionally, utilizing high-resolution 3D printing technology will help reduce
scattering losses, allow for the integration of complex photonic light-trapping structures,
and enable high-resolution Fresnel lens designs with better compactness. In addition to
CQD-based solar cells, our flexible concentrator systems can be readily integrated with
other types of thin-film solution-processed solar cells, including organic photovoltaics
and perovskites, enabling practical scale-up and manufacturing of high-power low-cost
solar cells.
5.2 Diffuse Solar Micro-concentrators Using Dielectric
Total Internal ReflectionwithTunable Side andTop
Profiles
Photovoltaics (PV) is one of the most promising renewable energy technologies thanks to
the ubiquitous access to solar radiation around the globe as well as the development in
multijunction PV electronics that has increased power conversion efficiency (PCE) above
the single junction efficiency limits in the last half century. To fully realize the power pro-
duction potential of PV, solar cells with higher PCEs and deployment in greater areas are
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required. Although the costs of silicon solar cells have been dramatically reduced in re-
cent years, multi-junction solar cell technologies based on III-V semiconductors with the
highest PCEs still suffer from high unit costs due to expensive materials and complicated
fabrication processes[35], and are therefore used almost exclusively in space applications
or small installations that are impractical for large-scale terrestrial power production [36].
Concentrator PV (CPV) systems have long been regarded as a potential solution to such
difficulties. The implementation of optical concentrators allows for the harvesting of
solar radiation from a much larger area than that of the PV device, by replacing expen-
sive semiconductor materials with less expensive materials for the optics. Moreover, it
is well known that solar cells made from high-mobility crystalline materials can benefit
from higher incident radiation intensities to create higher PCEs at increased open circuit
voltages (VOC), making concentrators almost a necessary component for large-scale com-
mercialization and terrestrial deployment of III-V high PCE multijunction solar cells [23,
37].
Building Integrated Photovoltaics (BIPV) is a popular implementation of PV systems.
Direct integration of PV into the building envelope enables utilization of a large amount
of existing surface area to generate power and reduces costs associated with electricity
transportation and distribution. CPV can provide more flexibility to BIPV technologies
by reducing the usage of sensitive and expensive electronic materials, and integrated con-
centrators can perform a dual role as encapsulants for environmental protection. How-
ever, traditional CPV is highly directional and requires bulky external tracking elements
that are not compatible with BIPV. Here, we develop a novel design for dielectric total
internal reflection concentrators (DTIRCs) [38] that uses a tunable phase shift to increase
both the acceptance angle and concentration ratio over conventional designs, potentially
exceeding the limit imposed by etendue conservation[39]. Using our design, we calculate
the annual solar power our concentrators could collect and compare this to traditional di-
rect concentrator and standard DTIRC designs. The ability of our concentrators to collect
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diffuse light while maintaining high concentration factors makes them a good candidates
for BIPV and other applications requiring high efficiency, low cost PV technology.
Although the basic concept of all concentrator systems involves directing light from
a large area to a smaller area, concentrators come in many different types. Early work fo-
cused on using external Fresnel lenses to direct light to a small-area solar cell as a straight-
forward solution[40]. Later, concentrator optics evolved to enable more accurate control
of the direction of the light and, more importantly, to allow for some finite-acceptance-
angle and diffuse-light-collection capabilities. These included compound parabolic con-
centrators (CPC) [41] dielectric total-internal-reflection concentrator (DTIRC)[38]. Con-
ventional concentrators are designed only for normal-incidence radiation, and thus the
power accepted by the solar cell drops sharply outside of a narrow acceptance angle of
1-2 degrees. CPCs and DTIRCs, on the other hand, are able to maintain a power mul-
tiplication ratio that is close to the geometric concentration ratio of the design over a
much wider angular range up to the specified acceptance angle. DTIRC concepts were
first described in the 1980s and have more flexibility in their geometric profile to accom-
modate for different combinations of acceptance angle, concentration ratio and overall
aspect ratio. They usually have a higher concentration ratio for the same angular accep-
tance than CPCs, due to the incorporation of refractive media and the higher sidewall
reflectance due to total internal reflection (TIR). Moreover, design and generation pro-
cesses for DTIRCs have been developed to enable two-axis wide-angle acceptance and
concentration[42, 43], thus made possible thus making it possible for them to operate
fully without tracking systems.
The fundamental aspects of DTIRCs have been studied extensively. Recent work has
mostly focused on specific applications without major efforts to re-evaluate the basic
principles. Here, we demonstrate that it is possible to improve the concentration ratio
for a given acceptance angle in a DTIRC by careful re-evaluation of the relationship be-
tween the top surface and sidewall geometries. Wemodified the traditional DTIRCdesign
138
by using a top surface profile with an inherent sharp turning point, an additional phase,
and an associated intermediate segment gradient inserted between the top and bottom
segments of the traditional DTIRC sidewall, effectively enlarging the upper portion of
the concentrator. We note that in deriving the sidewall profile of the DTIRC, etendue
conservation is assumed in the conserved-phase method[39] While the maximum con-
centration method yields very similar results, an increased concentration ratio at a given
acceptance angle in the designs resulting from our method means that the limit imposed
by etendue conservation can be at least nominally overcome. We also found that addi-
tional optimization is required to generate the intermediate segment geometry to avoid
incident light at lower angles of incidence (AOI) from being reflected out of the structure
due to the sudden change in the slope of the sidewall.
In our design, the top surface profile (the entrance aperture) that involves a turning
point at the center, can be either a flat surface, a conical surface, or a macroscopically-
flat surface containing concentric sloped micro-rings, resembling the surface of a Fresnel
lens. The generation process for the full 3D sidewall profiles is based on the sequential
generation of planar sidewall contours of the cross-sections rotated about the central z-
axis, all of which share the same top surface profile. In this way, an axially symmetric top
surface is guaranteed and is smooth with only a central angled point if the conical-type
option is chosen. This reduces the challenges in fabrication compared with traditional
DTIRCs that contain complicated curvilinear structures or ridges in the top surface [43].
5.2.1 Design Methods and Results
The design process for our DTIRC concentrators starts by considering the cross-section
with respect to one of the principal axes perpendicular to the solar cell plane. The (half)
acceptance angle θA is predefined, along with the shape of the top surface profile, which
can, in theory, be any shape with axial–symmetry, such as an arc of a circle, an ellipse, or
a combination of straight lines. Specific cases will be considered in the following sections.
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Due to the scalability of DTIRC structures, the width of the output plane (i.e., the solar
cell width), d0, can be assigned any value. All other structural parameters are defined in
relationship to d0 and thus can be scaled proportionally. Figure 5-7a shows a diagram
of a cross-sectional slice through the center axis of a generic DTIRC with a spherical top
surface. The relevant lengths are labeled. In this case, before the numerical generation
of the entire profile, only the angle subtended by the top surface arc, 2φ, needs to be
pre-defined, and the radius or size of the circular top is mathematically determined as a
result of the design generation process.
Following the principles of DTIRC profile generation[38, 39], the light rays incident
at θA are first refracted by the top surface, at an angle determined by the refractive index
of the material. When the refracted rays reach the sidewall and undergo TIR, the upper
portion of the rays are directed to the bottom corner of the opposite wall of the structure
while the rest are distributed across the bottom surface. The lower portion of the sidewall
can be defined in 2 different ways [38, 39]: The former requires the corresponding rays
to propagate in parallel after hitting the lower segment of the sidewall, while the latter
requires that each ray hit the lower sidewall at exactly the TIR critical angle. It has
been shown in previous work that the MCM usually yields a slightly better (1-2%)[38,
43] geometric concentration ratio. We will base our calculations on the PCM because of
its higher efficiency in calculation, noting that our strategy of improvement can readily
adapt to either method.
Using the PCM for conventional DTIRCs allows simplification of the generation pro-
cess by defining one piece of additional critical information: the size of the entrance
surface, d1, by applying the rule of etendue conservation nominally [39, 41], so that:
d21 sin




where θ0 is the tilt angle of parallel rays exiting the bottom surface. Etendue conserva-
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Figure 5-7. a.Diagram of the cross-section of a conventional DTIRC with a spherical top.
The insert shows a 3D rendering of the same cross-section, with the coordinate system
labeled used later in this section. b.Cross section illustrating the effects of a staggered
sidewall profile (solid) that increases the OPLs of some of the rays, without changing the
propagation directions of the rays in the original design (dashed). c. Cross- sections of
threeDTIRCswith a turning point in the entrance surface combinedwith a corresponding
∆OPL on the sidewall. The outlined region indicates the straight-line connection points
for the upper and lower profiles.d. Normalized nominal etendue as a function of ∆OPL




tion, as the fundamental principle that governs illumination optics under certain circum-
stances, also conceptually indicates here, the trade-off between the geometric concentra-
tion ratio (roughly equals to d21/d20) and the acceptance angle θA.
As shown in Figure 5-7a, the path length of a given ray is divided into 4 segments.
When phase conservatio method is assumed, a ray either hits the bottom corner or
reaches a linear wavefront that intersects the bottom corner. This condition can be satis-
fied if all rays have an identical sum of optical path lengths (OPLs) of the 4 segments, as
described by Fermat’s principle. If this is true, a smooth top surface should only result in
smooth changes in all 4 segments of the OPLs during the calculation, and naturally leads
to a continuous and smooth sidewall profile. However, rays propagating between two
wavefronts do not need to have equal path lengths. A common example is rays that are
focused by different rings from a Fresnel lens. In Figure 5-7b, we show a DTIRC with a
flat top surface, that has an OPL difference assigned for part of the rays that travel with
a longer OPL than the rest, creating a discontinuous staggered sidewall. In the figure, a
design generated from the same input parameters but with a constant OPL is overlaid
for comparison. The modified structure still satisfies the requirement for rays incident
at θA to be exactly contained in the bottom segment, along with other predictions from
PCM, as illustrated by the ray diagram, but this time the upper part expands over the
original design for a larger entrance surface size, and a correspondingly higher geometric
concentration ratio.
However, this design does not necessarily yield better overall optical performance.
The discontinuous offset in the side profile produces a gap, and there is a chance that rays
can hit the gap, either after they enter the structure or after they are first reflected by the
upper sidewall (i.e., the case for rays with small AOIs). The rays will then be redirected
away from the bottom plane and contribute to collection loss. The situation is worse for
rays with incident angles much smaller than θA, in which case a larger percentage of the
rays is subject to hitting the gap. This is not a concern for the original DTIRC design, as
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ideally all rays with incident angles smaller than θA are guaranteed to be directed to the
bottom plane
TThe gap in this example arises solely from the arbitrary OPL differences that are
assigned to rays entering through an initially smooth (flat) entrance surface. Straight-
forwardly, in contrast, an entrance surface that has a sharp turning point will create a
corresponding turning point in the sidewall profile, so that the profiles will have discon-
tinuous slopes, and hence become non-smooth across the turning point. If at the same
time, the OPL difference is intentionally introduced exactly at the turning point, then by
carefully tuning the combination of the entrance surface profile and the OPL difference,
the resulting sidewall gap can be designed to posses a less abrupt and more monotonic
transition between the upper and lower part of the rays, lessening or eliminating the
problem in the previous ex- ample. For this purpose, we have found that for the top
surface profile, a simple two-piece line segment (effectively a cone in 3D) is a good can-
didate. As shown in Figure 5-7c, we generated a series of DTIRC cross-section profiles
with different OPL differences based on this type of entrance surface with a 12° symmet-
ric inclination. The intermediate segments here, or the gaps, are simply straight lines
connecting the upper and lower parts of the sidewall. A non-negative DeltaOPL corre-
sponds to a longer OPL for rays hitting the right portion of the entrance surface. Note
that all side profiles in Figure 5-7c show relatively less drastic changes compared with
the examples shown in Figure 5-7b, and thus avoid excessive abnormal ray paths, while
maintaining an increasing entrance surface size with a greater ∆OPL. An important
property is that in all of these examples, the ratio of the projected lengths, d1/d0, exceeds
the limit defined by the nominal etendue conservation, as all profiles share the same set
of parameters except d1. Figure 5-7d shows the relationship between ∆OPL and the
normalized nominal etendue, which should be unity as indicated by the conservation law.
However, even with this design, the ∆OPL cannot be set arbitrarily large before
severely compromising the optical efficiency. It can be understood intuitively that not
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Figure 5-8. a. and b. Diagrams showing the behaviors of rays incident at θA and at
smaller angles, respectively. c.Comparison of the efficiencies for different interpolation
methods calculated at the cross-section plane. d. Concentration ratios as a function of
AOI calculated from ray simulations of full 3D DTIRCs for different geometries.
only the slopes of the sidewalls, but also the behavior of the curvature over the interme-
diate segment, determines if rays are reflected at undesirable angles and ultimately not
collected at the bottom plane. In Figure 5-7c, it can be seen that as ∆OPL increases,
the slope of the intermediate segment becomes closer to that of the lower portion and
diverges more from that of the upper. If this segment was interpolated, it would undergo
a flatter transition downward, while the curvature near the connection point with the
upper portion would eventually become too large for rays hitting this part to still be re-
flected to the bottom plane, again causing efficiency loss. This effect is demonstrated in
Figure 5-8a and b with the intermediate segment interpolated as described in the cap-
tion. In Figure 5-8a the rays incident at exactly θA can avoid hitting the sidewall gap
and are received by the bottom plane. However, in Figure 5-8b, some of the rays at AOIs
less than θA, hit the interpolated portion of the sidewall, and exit through the opposite
sidewall. This implies that the magnitude of the ∆OPL and the way the intermediate
segment is interpolated are critical in limiting the efficiency at angles smaller than θA.
In Figure 5-8c, the approximate 2D cross-sectional optical efficiencies of the DTIRCs
with the same ∆OPL but intermediate segments interpolated using different methods
are plotted against the AOIs. These efficiencies are obtained by taking the percentage
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of the rays exiting through the sidewalls. The behaviors of the DTIRCs resulting from
different sidewall interpolation methods are compared. We find that the efficiencies for
vertical incidence rays and rays incident at θA are maintained at near unity for all meth-
ods. The exact interpolationmethod primarily affects efficiencies in themiddle AOI range
between these two extremes. Compared with straight-line connections, interpolation re-
duces the loss of rays after hitting the gap due to a sudden change in the sidewall slope,
and interpolation towards the endpoints of both the upper and lower profiles further re-
duces losses for incidence angles of around 15–20°, yet at the cost of an earlier drop in
the efficiency curve.
The full 3D structure for our DTIRC design must be generated to accurately evaluate
and understand its performance. We apply the generation procedure described above for
2D cross-sections at each azimuthal angle (angle along the z-axis in Figure 5-7a inset),
given the projected d0 at each angle from a predefined bottom solar cell contour, and
impose the condition that the shape of the top entrance surface must be preserved and
continuous for all azimuthal angles. The examples shown in Figure 5-82 will therefore
have a conical top surfaces in their corresponding 3D structures. This method ensures
that the entire DTIRC structure bears the symmetry of the bottom solar cell plane. Here,
we consider a recipient solar cell with a square shape - d0 is equal on the two major axes
x and y, and so is the θA for the DTIRC on these axes. For all generated 3D profiles,
we then test the single-axis angular dependent actual concentration ratio, defined as the
total power received at the solar cell plane at a certain angle divided by that received
without any concentrator at normal AOI. As a comparison, the method used to generate
the 2D efficiency plot in Figure 5-8c should be considered as a quick test of the effects of
the interpolated segment before completing the full 3D simulation, which is necessary to
obtain the true efficiency of a 3D structure as well as the concentration ratio. In Figure
5-8d, efficiency results for the concentrator with a conical top with a 12 degree inclina-
tion angle, and a θA of 22.5° on both major axes with different interpolation methods are
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presented. We chose a material refractive index n of 1.42, for the lens material, corre-
sponding to the value for PDMS, to demonstrate the potential of our designs when made
from a flexible, affordable and environment-friendly, yet relatively low-indexed polymer
material. For a baseline, we include the result for conventional DTIRC with a flat en-
trance surface and a θA = 21° because its nominal geometric concentration ratio of 12.5
is close to 12.7, the concentration of our improved design.
All of the DTIRC designs explored so far have efficiencies close to unity at low AOIs.
The conventional design maintains this efficiency at AOIs close to θA, while the efficiency
curves of our new designs start to decline at smaller AOIs due to the aforementioned is-
sueswith the intermediate segment continuity, but havewider angular acceptance ranges
as predicted by a 1.5° larger design θA. The efficiency differences at intermediate AOIs be-
tween the different interpolation methods are qualitatively consistent with the 2D cross-
sectional efficiency test shown in Figure 5-8c. Simplistically, the conventional design
seems to outperform all new designs if the enclosed area under the efficiency curve is
taken as the overall ability of the DTIRC to receive and concentrate solar power from
a moving source traversing a dome of angles. This is true when only single-axis accep-
tance is considered. However, if we consider the movement of the sun across the celestial
sphere over the course of a year, incidence at larger AOIs should contribute considerably
more to the total received solar power at the concentrator input, thus favoring structures
with wider acceptance capabilities.
To calculate the annual collectible power of different DTIRC designs, the sun’s posi-
tion at all times of the year must be known. Given the latitude of the location of interest
on the surface of the earth, the time of day and time of year, the obliquity of 23.5°, and
ignoring anomalous motion of the earth’s revolution and rotation, the sun’s course in
terms of the polar angle θ and azimuthal angle φ with respect to the local terrestrial
normal vector can be analytically solved. The results are shown in Figure 5-9a, for a
latitude of 39.3°, corresponding roughly to Baltimore, Maryland. The sun’s trajectory is
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sampled with a constant interval of 15min within each day and 10 days throughout the
year. For a static concentrator mounted perpendicular to the ground, the figure shows
the range of angles that it will receive solar power from. It can be straightforwardly de-
termined that the orientation that maximizes light collection for a static concentrator is
the angle corresponding to the sun’s location at noon on the equinox, i.e., directed to the
centroid of the sun’s annual course. In this case, the full angular acceptance range of
the concentrator can be better utilized. The results of the (θ, φ) for this orientation are
shown in Figure 5-9b. Note that for terrestrial locations not on the equator, the sun’s
trajectory is not exactly symmetric about this orientation due to the relative lengthening
and shortening of the daytime in the summer and winter, respectively. However, this
has no effect on the concentrator efficiency because the imbalance only occurs for small
elevation angles corresponding to θ ∼ 90°, well outside of the acceptance range of any
practical concentrator.
We calculated the annual collectible solar power by considering the average annual
concentration ratio for different DTIRC designs assuming that the concentrators are
oriented at the optimum angle. For this step, instead of obtaining 2D concentration
maps in the local angular space (θ, φ), we found it more convenient to sample the maps
over constant intervals. Because of the varying angular velocity of the sun in (θ, φ)
space, sampling at constant temporal intervals allows us to calculate the total average
annual concentration ratio via direct summation of the sampled data, as long as the
sampling grid is sufficiently fine. The angular position of the solar source at a specific








and rotation about Y-axis by the hour angleHRA = πt12 h ,
where a stands for the total number of days in a year, d for the number of days past the
equinox, and t for the time past noon. The angle of solar radiation along X-axis never
exceeds 23.5° and that is the reason we have chosen 21° and 22.5° respectively, for θA in
the conventional and new designs, in order to fully utilize the diminishing but still finite
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Figure 5-9. a. The sun’s position throughout the year in the local terrestrial angular
space (θ, φ). b. The sun’s position relative to the concentrator for optimal orientation.
c.Difference in concentrations between the original and new DTIRC design as a function
of time day and year relative to noon and the equinox.
angular acceptance beyond the designed θA. We also found that a 16× 16 grid for a quar-
ter of the fourfold-symmetric 2D concentration map (equivalent to a 31× 31 grid for the
full range) yields sufficiently accurate results. In Figure 5-9c, a full year time-dependent
concentration difference map between the improved DTIRC design and the conventional
DTIRC design are shown. The results agree with the 1D line scan in that the new design
outperforms the conventional design on the edges and the center. The total annual av-
erage power is hence calculated to be 1.035 suns for the conventional design and 1.056
suns for the new design. The new design provide approximately 2% more power overall
for the recipient solar cell despite its disadvantages at intermediate AOIs. In comparison,
a static flat panel receives only 0.305 suns on average annually, indicating that utilizing
a DTIRC can enable at least a 3.5-fold increase in power per unit area over the course of
a year.
We also carried out optical simulations to calculate the efficiency of different DTIRC
designs in collecting diffuse solar power. The simulations are set up similarly to those
described in [44], with a diffusive hemispherical light source that is much larger than the
dimensions of the concentrators imitating an isotropic celestial background, with the en-
trance surface of the DTIRCs placed near the origin of the hemisphere. In terms of power,
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the conventional DTIRC receives 1.91 times the power while the improved design receives
1.93 times the power that can be otherwise collected by a receiving area identical to the
bottom plane of the DTIRCs (i.e., a static solar cell). Typically, the diffuse background
light component on a clear day can make up 10% of the total solar radiation received
by a horizontal surface. This percentage is also implied by the difference between the
total power in the AM1.5 global horizontal irradiance and the AM1.5 direct normal irra-
diance spectra. This amount of diffuse solar power could be significantly higher under
inclement weather conditions. Hence, we have shown that the improved DTIRC design
offers advantages over a comparable conventional design for both direct and diffusive
solar radiation collection.
5.2.2 Conclusion
We proposed an improved DTIRC design by inserting an optical path length difference
between the upper and lower portion of the sidewall profiles, paired with a sharp turning
point on the top entrance surface. By choosing a proper shape for the top surface and
tuning the associated∆OPL, the upper portion of the DTIRC structure can be expanded
to result in a larger concentration ratio, while still allowing collection of rays at the orig-
inal design acceptance angle. Interpolation is used to smooth the intermediate sidewall
segment, allowing us to maintain collection efficiency for rays with angles of incidence
in the middle of the acceptance range. Due to the enlarged entrance surface dimensions,
the structure nominally overcomes the conventional limit imposed by etendue conserva-
tion, and can simultaneously achieve a higher concentration factor and acceptance angle
compared to the best performing conventional DTIRC with a flat top surface.
It is worth noting that although the improvements in our new DTIRC design may
appear marginal, due to efficiency loss arising from the interpolated sidewall segments,
a more complex or hand-tuned interpolation process is likely to provide a smoother tran-
sition and even smaller curvature change, leading to better results than we can achieve
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with generic interpolation algorithms. We note, however, that the efficiency loss is also
a fundamental consequence of the law of total etendue conservation, which applies not
only to the extreme rays (rays incident at θA, in our case), but also to the collection of rays
from all directions. Therefore, an increase in the input etendue from larger acceptance
angles leads to a “leakage” penalty for rays at intermediate acceptance angles which are
detected to a larger receiving area, so as to compensate for the output etendue, given that
the rays from angles near θA are still contained within the bottom surface area. This is
the reason that we refer to the limit exceeded by our new design as the “nominal etendue
conservation” as opposed to “total etendue conservation.”
Nonetheless, we have shown that, due to their higher concentration of nearly verti-
cal rays, as well as an extended acceptance angle range, the new designs incorporating
a conical top and ∆OPL on the sidewalls are indeed capable of delivering more annual
collectible solar power than the comparable conventional designs, in the absence of any
tracking system. Our new designs also out-perform conventional DTIRCs in collecting
fully diffuse solar power. Our modified DTIRCs are therefore a promising enabling tech-
nology for the deployment of high-efficiency small-area solar cells for power generation
in the practical circumstances found throughout the world outside of the tropics, where
the majority of Earth’s population lives.
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This thesis focuses on providing ideas and strategies to address some of the challenges in
the field of nano-material based thin film optoelectronics, specifically for renewable en-
ergy harvesting and light detection. Our discussion is primarily based on devices made
with PbS colloidal quantum dots, due to their appealing properties such as band-gap
tuning as well as their potential for economically scalable processing and production.
Nonetheless, most of the methods and solutions proposed in the thesis have wide appli-
cability to related materials, such as organic semiconductors and hybrid perovskites, and
can potentially be adapted to other optoelectronic technologies such as light-emission
devices and lasers.
In Chapter 2, we proposed strategies to enhance the functionalities of thin film pho-
tovoltaics based on a systematic study and optimization of multi- layer interference ef-
fects, as well as the idea to utilize photonic band structures in patterned optoelectronic
thin films to realize simultaneous tuning of different optical spectrum components. The
methods are of particular interest for applications relying on absorption and photogener-
ation. They could also potentially benefit other processes such as the tuning of density-
of-states and input/output light-coupling which are critical for lasers and LEDs.
Next, we proposed and demonstrated the capabilities of a novel 2D multi-modal op-
157
toelectronic microscopy system. The system can provide large amounts of data based
on parallel measurements of multiple device properties for thin-film optoelectronic de-
vices. We analyzed initial data sets to elucidate the connections between multiple phys-
ical properties of PbS QD photovoltaics. Due to the versatility of the system, there are
still many more capabilities left to explore. We hope to gather more insights and findings
that can only be accessed with an intercorrelated multi-dimensional perspective afforded
to us by this novel measurement system.
We also worked on extending the adaptability and functionality of solar concentra-
tors used for thin film solar cells. We made improvements in concentrator optical designs
to allow for more compactness, better economy and better performance in terms of the
combination of the concentration factor and wide-angle acceptance. We optimized con-
centrator designs for specific application and circumstances, using methodologies ap-
plicable to a wide range of scenarios. Some variants of these concentrator designs are
playing an important role in illumination optics, which have spurred advances in mod-
ern optoelectronic-based solid state lighting and display technologies. We plan to extend
our experience and findings to these areas as well.
The field of optoelectronics has been constantly incorporating the most advanced
achievements from all major fields of science, allowing it to develop a non-stop flow of
innovations that keep changing the world. The aim of the work described in this thesis




A.1 PbS CQD Synthesis and PbI2 Passivation
PbS CQD were synthesized based on literatures mentioned in 2.2. The materials used
were lead oxide (PbO), bis(trimethylsilyl) sulphide (TMS), oleic acid(OA), 1-octadecene
(ODE) purchased from suppliers including Alfa Aesar, Millipore Aldrich, Fischer Science,
etc. ODE was firstly prepared in large amounts by degassing under vacuum at 80 °C for
16 h using the Schlenk line, which could be then used for 8+ batches of syntheses. For
each batch,aA Pb oleate stock solution was prepared by mixing one unite of oleic acid
(1.5ml), PbO (0.45 g), and ODE (3ml) in a flask connected to the Schlenk line, which are
then heated to ∼105 °C under vacuum for 16 h. After this, 15ml of ODE was injected to
the stock solution, and the mixture was stirred, and heated to 120°C under the N2 flow,
during which time the TMS/ODE precursor was prepared by adding 210 µl of TMS into
10 ml of ODE inside a inert atmosphere glovebox. The TMS/ODE mixture was then in-
jected into the reaction flask when the desired temperature was stabilized. Immediately
after injection, the heating equipment was quickly removed and the flask was allowed to
cool gradually to ∼36 °C. The mixture containing the PbS CQDs were then precipitated
with sufficient amount of distilled acetone and centrifuged. After discarding the super-
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natant, the precipitate was re-dispersed in toluene and precipitated again with acetone,
centrifuged, dried, and finally dispersed in toluene at a concentration ∼50mgml−1.
For each synthesis, all chemicals can be used in double or triple units to allow for
more efficient production. The yield was usually>90% regardless of the number of units
of the chemicals. For CQDs of different sizes, the ratio of OA to Pb and the injection
temperature were adjusted according to literatures in 2.2.
The toluene-dispersed PbS CQDswere stored in the glove box before ligand-exchange
and treatment. For PbI2 solution-phase ligand exchange, PbI2 (0.1M), PbBr2 (0.02M) and
NH4Ac (0.04M) were fully dissolved in dimethylformamide (DMF). 5ml of CQD in octane
solution (10mgml−1) was added to the equi-volume DMF solution and was then vigor-
ously agitated to ensure the complete phase transfer. The DMF solution was washed
three times with octane and was then precipitated via the addition of toluene. The mix-
ture were separated by centrifugation. After drying,the CQDs were re-dispersed in buty-
lamine(230mgml−1). The CQD films were deposited by spinning the solution at 2500
rpm onto the substrates and was then transferred to the glove box for annealing at 70 °C
for 20min.
A.2 Synthesis of ZnO Nanoparticles and Deposition of
the Oxide Film
The ZnO nanoparticle solution was synthesized following the methods widely used in
reports of PbS CQD Devices[1]. Zinc acetate dihydrate (Zn(OAc)2 3.00 g, 13.7mmol)
was added to 2-methoxyethanol (200ml) and dissolved completely. In a separate vial,
Tetramethylammonium hydroxide (TMAH, 4.5 g, 25mmol) and 2-methoxyethanol (20ml)
were combined. Under constant stirring, the methoxyethanol solution was kept at 60 °C,
while the TMAH solution added to it dropwisely over 10min. The solution was allowed
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to stir for an additional 2 h. After this, 2-ethanolamine (4ml) was added to stabilize the
particles.
Each 10ml of ZnO nanocrystals solutions were purified by adding toluene (20ml) and
hexane (10ml) to precipitate the nanoparticles, followed by centrifugation. After decant-
ing the colorless supernatant, the powder was re-dispersed in a mixture of 2-isopropanol
(2ml) and methanol (1ml). Both the unpurified ZnO solution and the purified dispersion
were stored at −30 °C.
Alternative methods were also used when desired, which were primarily based on
the same or similar precursors with different solvents and anti- solvent. In most variants,
the molar-ratio of Zn:OH was kept close to 1.75 for optimal yield and quality[2]. For
example[3], in many cases the solvent for Zn(OAc)2 is replaced by methanol, and KOH
dissolved also in methanol is used as the base precursor. The mixture is centrifuged
without adding anti-solvent, andwas re-dispersed in chloroform or amixture ofmethanol
and chloroform.
The TCO substrates were thoroughly cleaned in saturated NaOH solution, acetone
and isopropanol inside an ultrasonic cleaner before deposition of ZnO film. The ZnO
solutionwas usually adjusted to a concentration of∼20mgml−1 andwas filtered through
0.25 µm syringe filter. The ZnO film was formed by spin coating the ZnO solution onto
the TCO substrates at∼1500 rpm. It was also found that the acceleration can have a great






B.1 Transfer-Matrix-Method forMulti-ColoredThin Film
Solar Cells
In Matlab, GPU computation can be incorporated by converting matrix data to gpuarray
and in Matlab to improve the speed.
1 function output= ObjectivePbI2_Au(x)
2 n=load('materials_nk.mat').n;
3 % load the refractive index data of all layers
4 t = [0 x(1) x(2) x(3) x(4) x(5)];
5 tic
6 % thickness of each corresponding layer in nm thickness of the first ←↩
layer is irrelivant)
7 lambda=300:1200;
8 % Wavelengths over which field patterns are calculated
9 h=6.626e-34; % Js Planck's constant
10 c=2.998e8; %m/s speed of light
11 q=1.602e-19; %C electric charge
12
13 output=struct();
14 % Calculate Incoherent power transmission through the glass substrate
15 R_glass=abs((1-n(1,:))./(1+n(1,:))).^2;
16 T_glass=abs(4*1*n(1,:)./(1+n(1,:)).^2);








23 %x_mat specifies what layer number the corresponding point in x_pos is←↩
in:











34 tr=2*n(m-1,:)./(n(m-1,:)+n(m,:));%Fresnel coefficients from left ←↩
to right
35 r=(n(m-1,:)-n(m,:))./(n(m-1,:)+n(m,:));




40 L11=exp(-1i*2*pi*n(m,:)./lambda*t(m)); %propagation matrix, ←↩
diagonal
41 L22=exp(1i*2*pi*n(m,:)./lambda*t(m));










































82 reff=S21./S11; %r and t coefficients excluding the glass substrate.
83 R=abs(reff).^2;
84 teff=1./S11;




88 % Absorption coefficient
89 a=4*pi*imag(n)./repmat(lambda*1e-7,length(t),1);
90 Absorptivity=zeros(length(t),length(lambda));
91 %The absorptivity (Percentage of light absorbed) of each layer.
92 AbsProb=zeros(thickness,length(lambda));
93 %The probability of absorption (generation) absorbed per unit length ←↩
(#/nm)
94 for matindex=2:length(t)
95 Pos=x_mat == matindex;
96 AbsProb(Pos,:)=repmat(a(matindex,:).*real(n(matindex,:)),sum(Pos)←↩
,1).*(abs(E(Pos,:)).^2);
97 Absorptivity(matindex,:)=sum(AbsRate,1)*1e-7; %Absorptivity from ←↩




101 % Load in 1sun AM 1.5 solar spectrum in mW/cm2nm
102 AM15_data= load('AM15.dat').n;
103 AM15=interp1(AM15_data(:,1), AM15_data(:,2), lambda, 'linear', 'extrap←↩
');
104 ActivePos=(x_mat ==4|(x_mat==5)); %Choose the active layer
105 AM15ph=1e-3*AM15.*lambda/(h*c)*1e-9; %AM1.5 Photon flux spectral ←↩
density #/(sec*cm^2*nm);
106 %Generation rate spectral density #/(sec*cm^3*nm)
107 Gen=AbsProb(ActivePos,:).*repmat(AM15ph,sum(ActivePos),1);
108 output.GenDensity=Gen;




113 output.Jsc=-sum(GenX)*1*1e-7*q*1e3; %in mA/cm^2




117 RefSpec = Reflection(1,91:441);
118 RefSpec_5=RefSpec(1:5:351)'; % At 5 nm intervals
119 AM15_5=AM15(1:5:351);
120 LumSpec=RefSpec_5.*AM15_5; %The reflected solar spectrum
121 XYZ= xyz_5'*AM15_5; %XYZ trimulus of the reflected spectrum.
122 xyz=XYZ/sum(XYZ);
123 output.Chromacity=xyz;
B.2 Fourier-Modal Method for Solving the Transmis-
sion Coefficients of 2D Photonic Crystal Slab
GPU computation can be enabled by storing most of the matrices using gpuarray. Inter-
mediate arrays with excessive large sizes were cleared frequently inside the function to




2 %M=Fourier Series nuber
3 %alpha0=AOI on x axis
4 %beta0=AOI on y axis
5 %lambda0 = wavelength, normalized by a
6 %h=slab height
7 %r=radius of lattice, normalized by a
8 %phi==Lattice type (pi/6 = hexagonal, pi/4 = square)
9
10 N=M; %the number of Fourier series ... resolutioun from diffraction ←↩
order
11 k0=2*pi/(lambda0); %wave vector in vacuum




16 [xx,yy]=meshgrid(x,y);%define the real space grid





22 %Create the 2D epsilon profile with a predefined hole (or cylinder) ←↩
and








29 epsilonF=fftshift(fft2(epsilon))/Ngrid; %Fourier series coefficients ←↩
of the 2D epsilon.
30 epsilonInvF=fftshift(fft2(1./epsilon))/Ngrid;%Fourier series ←↩
coefficients of the inverse of epsilon
31 aMax=(2*M+1)*(2*N+1);
32 alpha=alpha0+(-M:M)*2*pi;
33 beta=beta0+(-N:N)*2*pi; %generating all in-plan k vectors (alpha in x←↩
, beta in y)
34 %a and b are normalized length scale vectors within a unit cell ←↩
modulated




39 epsilonInvF_ab_vector=zeros(aMax,1); %vectorize the Fourier ←↩






45 %Fourier transfrom of the inverse of epsilon on the y-axis only
46 epsilonInvFy=fftshift(fft(1./epsilon),1)/length(epsilon);
47 % x-axis only
48 epsilonInvFx=fftshift(fft(1./epsilon,length(x),2),2)/length(epsilon);
























69 %Initializing final matrices with (a,b) indexing.
70 epsilonInvFy_MInv_Fx_ab=zeros(aMax);
71 epsilonInvFx_MInv_Fy_ab=zeros(aMax);
72 for a=1:aMax %Generating the Fourier series of epsilon and epsilon←↩
^-1 with a and b indexing.
73 %(na,ma) correspond to zero-centered a index
74 na=floor((a-1)/(2*M+1))-N;
75 ma=mod((a-1),(2*M+1))-M;






















































122 %gamma(imag(gamma)<0)=-gamma(imag(gamma)<0); %<- dispersive?
123 gamma(real(gamma)+imag(gamma)<0)=-gamma(real(gamma)+imag(gamma)<0);
124 %Amplitudes of eigen fields.
125 H=1/(mu*k0*cos(phi))*G*E*gamma^(-1);
126 W2=[E E;H -H];
127 E3=eye(length(E));
128 G3=[k0^2*sin(phi)*I_mono-ab, a2-k0^2*I_mono;k0^2*I_mono-b2, -k0^2*sin(←↩
phi)*I_mono+ab];
129 gamma3_s=sqrt(k0^2*I_mono-1/cos(phi)^2*(a2+b2-2*ab*sin(phi)));
130 gamma3=[gamma3_s zeros(length(gamma3_s)); zeros(length(gamma3_s)) ←↩
gamma3_s];





136 fprintf('Calculating S-matrix and coefficients\n');
137
138 T2=W3\W2; %this is inv(W3)*W2 where W3 is a more top layer than W2
139 clear F11 F12 F21 F22 G11 G12 G21 G22;




144 %Conversion from transfer matrix T to scattering matrix S
145 s2_tilde=[(T2_11-T2_12*T2crit*T2_21)*Kappa, T2_12*T2crit; -Kappa*←↩
T2crit*T2_21*Kappa, Kappa*T2crit];
146 clear gamma Kappa;
147 clear T2_11 T2_22 T2_21 T2_22 T2crit;
148 fprintf('s2 obtained\n');




153 s1=[T1_11-T1_12*T1crit*T1_21, T1_12*T1crit; -T1crit*T1_21, T1crit]; %S←↩
-matrix with 4 quadrants
154 clear T1_11 T1_12 T1_21 T1_22 T1crit;
155 clear W1 W2 T1;
156 fprintf('S1 obtained\n');
157 [ ~,Rud1,~,Tdd1]=quadsubmatrices(s1);
158 %only care about Rud1 and Tdd1 because they apply to light coming down←↩
on slab from topmost layer
159 [tuu2,rud2,rdu2,tdd2]=quadsubmatrices(s2_tilde);




163 Rud2=(rud2+tuu2*Rud1*M2); %% gives the reflection of waves coming down←↩
from top layer













































B.3 Generation of 3DDTIRCsProfileswithConical Top
Surfaces
1 PC=[]; %The coordinates of the pointCloud to be generated.
2 dome_area=0; % The xy plane projected area of the top surface
3 x_top=[]; % top surface coordinates on the computation plane.
4 y_top=[];
5 n=1.41;
6 thetaa1=pi/7.2; % acceptance angle
7 pAngle=-pi/15; % ramp angle
8 d00=5.0; %
9 d0=d00;
10 d1=15; % attepted d1
11 thetaa=thetaa1;
12 Theta=asin(sin(thetaa1-pAngle)/n)+pAngle; %Vertical inclination of the
13 %extreme ray hitting the left corner of the top surface
14 H0=0.5*(d1+d0)*cot(Theta)+d1/2*tan(pAngle); %The height at the center,
15 %consistent for side profiles of all angles to form a continuous top ←↩
dome shape
16




















35 z0=z(t); % the intersection
























58 %Generate the side profiles for all azimuthal angles
59 for alpha=pi/4/16:pi/4/16:pi/2 %rotation angle


















































106 %calculate concentration ratio
107 [S,~]=alphavol([reshape(xtop,[],1),reshape(ytop,[],1)],1,1);
108 C_ratio=4*S/d00^2;







116 %The function to solve for a consistent set of parameters
117 function [diff,points,idx]=DTIRCtrialParameters(n,d0,d1,pAngle,thetaa,←↩
H0_trial)
118 Theta=asin(sin(thetaa-pAngle)/n)+pAngle; % maximum vertical ray angle
119 thetac=asin(1/n); %critical angle of the material
120 theta0=pi-Theta-2*thetac;
121 %Angle of reflected ray from the extreme ray hitting the left corner ←↩
of the top surface
122
123 xd=linspace(-d1/2,d1/2,160); %the locations of rays hitting the top ←↩
plane






130 %the location of the ray (in terms of xd) hitting exactly the center ←↩











140 %The total OPL: constant optical path for ray hitting the left corner ←↩
(coming from left)









148 l2=(a.^2-b.^2-c.^2)./(2*(a+b.*sin(thetap)-c.*cos(thetap))); %segment 2←↩
for rays hitting the same point








155 d0_new=2*xp(1); %exiting aperture determined by the side profile, ←↩
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