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CYCLOTOMIC FACTORS OF NECKLACE POLYNOMIALS
TREVOR HYDE
ABSTRACT. Necklace polynomials Md(x) play an important role in number theory, combinatorics, dy-
namics, and representation theory. In this paper we introduce and analyze the cyclotomic factor phenom-
enon: the observation that for all d ≥ 1 the dth necklace polynomial Md(x) is highly reducible over Q
with the majority of their irreducible factors being cyclotomic polynomials. We show that this phenomenon
extends in two independent directions: to theG-necklace polynomials associated to a finite group G and to
the higher necklace polynomialsMd,n(x) counting multivariate irreducible polynomials over a finite field.
This latter generalization leads to a surprising formula for the Euler characteristic of the moduli space of
multivariate irreducible polynomials over R and C.
1. INTRODUCTION
The dth necklace polynomialMd(x) for d ≥ 1 an integer is defined by
Md(x) =
1
d
∑
e|d
µ(e)xd/e, (1.1)
where µ is the number theoretic Möbius function. Necklace polynomials arise naturally in number theory,
combinatorics, dynamics, geometry, representation theory, and algebra (see the beginning of Section 2.)
For example, if q is a prime power and Fq is a finite field with q elements, then Md(q) is the number of
Fq-irreducible monic polynomials of degree d in Fq[x]; if k ≥ 1 is a natural number, then Md(k) is the
number of aperiodic necklaces of length d one can make with beads in k colors.
We begin with the observation that necklace polynomials are highly reducible over Q.
Example 1.1. Let d = 3 · 5 · 7 = 105, then
105M105(x) = x
105 − x35 − x21 − x15 + x7 + x5 + x3 − x
= f(x)(x4 + 1)(x2 + x+ 1)(x2 − x+ 1)(x2 + 1)(x + 1)(x− 1)x,
where f(x) ∈ Z[x] is an irreducible polynomial of degree 92.
With only one exception, the low degree irreducible factors of Md(x) in Example 1.1 are all cyclo-
tomic polynomials. Recall that themth cyclotomic polynomial Φm(x) is the Q-minimal polynomial of
a primitive mth root of unity. More explicitly,
Φm(x) =
∏
n|m
(xm/n − 1)µ(n).
This preponderance of cyclotomic factors of Md(x) is not isolated to specific choices of d; it occurs to
some extent for all d.
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Example 1.2. There are irreducible, non-cyclotomic polynomials f(x), g(x), h(x) ∈ Z[x] with degrees
3, 210, 708 respectively such that
10M10(x) = x
10 − x5 − x2 + x
= f(x) · Φ6 · Φ4 · Φ2 · Φ1 · x
243M243(x) = x
243 − x23 − x11 + x
= g(x) · Φ24 · Φ22 · Φ11 · Φ10 · Φ8 · Φ5 · Φ2 · Φ1 · x
741M741(x) = x
741 − x247 − x57 − x39 + x19 + x13 + x3 − x
= h(x) · Φ20 · Φ18 · Φ12 · Φ9 · Φ6 · Φ4 · Φ3 · Φ2 · Φ1 · x.
We aim to explain why necklace polynomials have cyclotomic factors and to determine the m,d ≥ 1
such that Φm(x) dividesMd(x). Toward that end our first result is Theorem 1.3. Recall the factorizations
xm − 1 =
∏
n|m
Φn(x) x
m + 1 =
∏
n|2m
n∤m
Φn(x).
Theorem 1.3. Letm,d ≥ 1 be integers.
(1) If p is a prime dividing d such that p ≡ 1 mod m, then xm − 1 dividesMd(x).
(2) If xm − 1 dividesMd(x), then x
m − 1 dividesMde(x) for all e ≥ 1.
(3) If xm + 1 dividesMd(x), then x
m + 1 dividesMde(x) for all odd e ≥ 1.
(4) If c is the squarefree part of d (c is the product of all distinct prime factors of d), then all cyclo-
tomic factors of Md(x) are induced from cyclotomic factors of Mc(x) (see Definition 2.8.) In
other words, it suffices to determine the cyclotomic factors ofMd(x) for d squarefree.
(5) If xm − 1 dividesMd(x), thenm divides ϕ(d), where ϕ is the Euler totient function.
Theorem 1.3 describes conditions under whichMd(x) has factors of the form xm ± 1, which in turn
factor as products of cyclotomic polynomials. We conjecture that all cyclotomic factors of necklace
polynomials arise in this way.
Conjecture 1.4. If Φm(x) dividesMd(x) for somem,d ≥ 1, then either x
m − 1 dividesMd(x) orm is
even and xm/2 + 1 divides Md(x).
See Section 2.4 for a discussion of Conjecture 1.4 and supporting evidence.
1.1. Minimal cyclotomic factors. Assuming Conjecture 1.4 we turn to the problem of characterizing
them and d such that xm ± 1 divides Md(x). Theorem 1.3 reduces us to the case where d is squarefree
with at least two prime factors such that xm ± 1 does not divideMe(x) for any proper factor e of d. Say
xm ± 1 minimally dividesMd(x) if xm ± 1 divides Md(x) and does not divide Me(x) for any proper
divisor e of d.
A combinatorial encoding of minimal xm ± 1 factors of necklace polynomials in terms of primitive
necklace systems (Theorem 2.18) is given in Section 2. As a consequence we parametrize several
families of minimal xm ± 1 factors of necklace polynomials.
Theorem 1.5. Letm ≥ 1 be an integer.
(1) There are no pairs of distinct primes p and q such that d = pq and xm − 1 minimally divides
Md(x).
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(2) Suppose that d = pq for distinct primes p and q. Then xm + 1 minimally divides Md(x) if and
only if
pq ≡ 1 +m mod 2m
p ≡ q +m mod 2m
p, q 6≡ 1 mod 2m.
For example, if p ≡ m − 1 mod 2m and q ≡ −1 mod 2m, then xm + 1 minimally divides
Mpq(x).
(3) If d = pqr for distinct primes p, q, r such that
p2 ≡ q2 ≡ r2 ≡ 1 mod m
pqr ≡ 1 mod m
p, q, r 6≡ 1 mod m,
then xm − 1 minimally dividesMd(x).
Example 1.6. Let m = 15. Then the prime factors of d = 11 · 19 · 29 = 6061 satisfy the congruences
in Theorem 1.5 (3), hence x15 − 1 minimally divides M6061(x). In fact
6061M6061(x) =x
6061 − x551 − x319 − x209 + x29 + x19 + x11 − x
= f(x) · (x15 − 1) · Φ60 · Φ30 · Φ28 · Φ20 · Φ18 · Φ14 · Φ12
· Φ10 · Φ9 · Φ7 · Φ6 · Φ4 · Φ2 · x,
where f(x) is an irreducible, non-cyclotomic polynomial of degree 5964.
It would be interesting to know the extent to which minimal xm ± 1 divisors of necklace polynomials
can be classified into infinite families cut out by congruences.
1.2. Differences of necklace polynomials. After clearing denominators, the differences between neck-
lace polynomials often have cyclotomic factors.
Example 1.7. There is an irreducible, non-cyclotomic polynomial f(x) ∈ Z[x] of degree 83 such that
91M91(x)− 6M6(x) = x
91 − x13 − x7 − x6 + x3 + x2
= f(x) · Φ5(x) · Φ2(x) · Φ1(x) · x
2.
This implies, for example, that 91M91(ζ5) = 6M6(ζ5) for any 5th root of unity ζ5.
In line with Conjecture 1.4 we expect these cyclotomic factors to be accounted for by factors of
dMd(x) − eMe(x) of the form xm ± 1. Theorem 1.8 identifies the source of this phenomenon. Say
integers d and e are primewise congruent modulom if
d = pe11 p
e2
2 · · · p
ek
k e = q
f1
1 q
f2
2 · · · q
fk
k
for some k ≥ 1 and primes pi, qi such that ei = fi and pi ≡ qi mod m for each i. Then
Theorem 1.8. Let d, e ≥ 1 be integers.
(1) If d and e are primewise congruent modulom, then
dMd(x) ≡ eMe(x) mod x
m − 1.
(2) If d and e are primewise congruent modulo 2m, then
dMd(x) ≡ eMe(x) mod x
m + 1.
Example 1.9. Returning to Example 1.7, note that 91 = 7 · 13 and 6 = 2 · 3 are primewise congruent
modulo 5. Hence x5 − 1 divides 91M91(x) − 6M6(x). The factor of Φ2(x) = x + 1 appears because
Md(−1) = 0 for all d ≥ 2 (see Theorem 1.15.)
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1.3. Frobenius algebra and functional equations. Our main tool for analyzing cyclotomic factors of
necklace polynomials is the Frobenius algebra. The Frobenius algebra, denoted Ψ, is the ring freely
generated as an additive abelian group by symbols [m] for m ∈ N subject to the multiplicative relations
[m][n] = [mn]. Equivalently Ψ is the monoid ring Z[N×] where N× is the multiplicative monoid of
natural numbers. There is an action ofΨ on polynomials given by [m]f(x) := f(xm). Every polynomial
in f(x) =
∑d
k=0 akx
k ∈ Z[x] has a unique expression as f(x) = [f ]x where
[f ] :=
d∑
k=0
ak[k].
The operator [Md] associated to a necklace polynomial factors in Ψ according to the prime factorization
of d.
Theorem 1.10. Suppose that d =
∏
p|d
pep is the prime factorization of d. Then
Md(x) =
1
d
ϕ[d]x,
where
ϕ[d] :=
∏
p|d
[pep ]− [pep−1] ∈ Ψ.
Most cyclotomic factors of necklace polynomials can be traced back to this factorization of the op-
erator ϕ[d]. Theorem 1.11 demonstrates a sense in which the cyclotomic factor phenomenon can be
associated more generally to the operator ϕ[d] ∈ Ψ.
Theorem 1.11. Let f(x) ∈ Z[x] be a polynomial.
(1) If xm − 1 dividesMd(x), then
xm − 1 divides ϕ[d]f(x) =
∑
e|d
µ(e)f(xd/e).
(2) If xm + 1 dividesMd(x) and f(x) is an odd polynomial, then
xm + 1 divides ϕ[d]f(x) =
∑
e|d
µ(e)f(xd/e).
Example 1.12. In Example 1.2 we saw that x22− 1 dividesM243(x). It follows that for any polynomial
f(x) we have
x22 − 1 divides ϕ[243]f(x) = f(x243)− f(x23)− f(x11) + f(x).
1.4. Cyclotomic factors of Φd(x)− 1. The operator [f ] associated to a polynomial f(x) typically does
not factor in Ψ. Factorizations of [f ] correspond to functional equations satisfied by f(x). For example,
the factorization of [Md] given in Theorem 1.10 is equivalent toMd(x) satisfying the following relations
(see Theorem 2.26.) Let p be a prime integer.
(1) If p does not divide d, then
Mdp(x) =
1
p
(
Md(x
p)−Md(x)
)
.
(2) If p divides d, then
Mdp(x) =
1
p
Md(x
p).
These functional equations forMd(x) were first studied by Metropolis and Rota [27]. Cyclotomic poly-
nomials satisfy a multiplicative version of the same identities. Again let p be a prime integer.
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(1) If p does not divide d, then
Φdp(x) =
Φd(x
p)
Φd(x)
.
(2) If p divides d, then
Φdp(x) = Φd(x
p).
These identities are equivalent to
log Φd(x) = ϕ[d] log(x− 1).
Thus Theorem 1.11 suggests that cyclotomic factors ofMd(x) should also divide log Φd(x), or equiva-
lently Φd(x)−1. This does not follow formally from Theorem 1.11 since log(x−1) is not a polynomial,
however we do recover the following result along these lines.
Theorem 1.13. Suppose that m,d > 1 are integers, m does not divide d, and xm − 1 divides Md(x),
then x
m−1
x−1 divides Φd(x)− 1.
Example 1.14. In Example 1.6 we showed that x15 − 1 divides M6061(x). Thus Theorem 1.13 implies
that x
15−1
x−1 divides Φ6061(x)−1. Hence if ζ
j
15 is any non-trivial 15th root of unity and ζ6061 is a primitive
6061th root of unity, then the following product identity holds in Q,∏
(k,6061)=1
(ζj15 − ζ
k
6061) = Φ6061(ζ
j
15) = 1. (1.2)
Since (15, 6061) = 1 the difference ζj15 − ζ
k
6061 is an algebraic unit for each k coprime to 6061. Hence
(1.2) is a non-trivial relation satisfied by these units.
1.5. Trace formula. A cyclotomic factor Φm(x) ofMd(x) is equivalent to the vanishing Md(ζm) = 0
for any primitive mth root of unity m. Although Md(x) vanishes at only finitely many roots of unity,
Theorem 1.15 shows thatMd(ζm) is approximately zero (in a sense) for all but finitely manym.
Theorem 1.15. Let m,d ≥ 1 and let Trm : Q(ζm) → Q be the Q-linear trace map (where Trm(α) is
the sum over the orbit of α under Gal(Q(ζm)/Q).) Then
(1) The trace ofMd(ζm) is given by
Trm(Md(ζm)) =
{
µ(m/d) when d divides m
0 otherwise.
(2) If d does not divide m andMd(ζm) is rational, thenMd(ζm) = 0.
(3) In particular we have the following evaluations ofMd(±1),
Md(1) =
{
1 d = 1
0 otherwise.
Md(−1) =

−1 d = 1
1 d = 2
0 otherwise.
SinceM1(x) = x, the trace computation in Theorem 1.15 specializes when d = 1 to the well-known
formula for the trace of a primitivemth root of unity ζm,
Trm(ζm) = µ(m).
We view Theorem 1.15 as a generalization of this classic identity. The evaluations of Md(±1) given in
Theorem 1.15 (3) are given geometric interpretations in Section 6.
We show that aspects of the cyclotomic factor phenomenon extend to two independent generalizations
of the necklace polynomials Md(x): the G-necklace polynomials MG(x) associated to a finite group
G, and the higher necklace polynomials Md,n(x) enumerating irreducible polynomials in a multivariate
polynomial ring over Fq.
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1.6. G-necklace polynomials. Let G be a finite group and let X be a finite set. An X-coloring of G
or a G-necklace with X colors is simply a function from G to X. The group G acts on XG, the set
of all X-colorings of G. A primitive G-necklace is an element of XG with trivial stabilizer. If the set
X has x elements, then the total number of orbits of primitive G-necklaces with X colors is given by a
polynomial MG(x) in x called the G-necklace polynomial. An explicit formula forMG(x) is given by
MG(x) =
1
|G|
∑
H⊆G
µ(H)x|G|/|H|,
where µ(H) is the value of the Möbius function of the subgroup lattice of G on the interval of subgroups
between 1 and H (see Section 3.)
When G = Cd is the cyclic group of order d, a Cd-necklace reduces to the usual notion of a necklace
of length d and MCd(x) = Md(x). Hence MG(x) is a natural generalization of Md(x). For certain
classes of groups G we observe that MG(x) exhibits a cyclotomic factor phenomenon similar to the
cyclic case.
Example 1.16. LetD20 be the dihedral group with 20 elements. ThenMD20(x) factors over Q as
20MD20(x) = x
20 − 11x10 + 10x5 − x4 + 11x2 − 10x = f(x)(x2 + 1)(x+ 1)(x − 1)x,
where f(x) ∈ Z[x] is an irreducible, non-cyclotomic polynomial of degree 15.
Dress and Siebeneicher [6] introduced the G-necklace polynomials while constructing an isomor-
phism between the G-necklace algebra and the G-Burnside-Witt ring. Oh [29] studied the G-necklace
polynomials in depth, generalizing the functional identities for the classic necklace polynomials Md(x)
to G-necklace polynomials.
Oh’s results provide new insights into these functional equations, highlighting their relation to the
structure of the groupG. WhenG is solvable we show that Oh’s functional equations forMG(x) translate
into a product formula for [MG] in the Frobenius algebra. This factorization of [MG] gives rise to
cyclotomic factors ofMG(x).
Theorem 1.17. Suppose G is a finite group with subgroup K and a chain of normal subgroups
K = N0 ⊳ N1 ⊳ . . . Nk ⊳ Nk+1 = G
such Ni+1/Ni is cyclic of prime order pi. Let ci be the number of non-trivial subgroups H ⊆ Ni+1 such
that Ni ∩H = 1.
(1) LetMG(x) be the G-necklace polynomial, then
MG(x) =
1
[G : K]
( k∏
i=0
[pi]− ci[1]
)
MK(x).
(2) If ci = 1, then x
pi−1 − 1 divides MG(x). If G is solvable and K = 1, then c0 = 1 and this
implies thatMG(x) has cyclotomic factors.
(3) If ci > 1, then x
pi−1 − 1 divides |G|MG(x) in Z/(ci − 1).
Example 1.18. The dihedral group D20 has a cyclic normal subgroup C10 ⊳ D20 of index 2 such that
there are 10 non-trivial subgroups inD20 which intersect trivially with C10, hence
MD20(x) =
1
2
([2]− 10[1])M10(x) =
1
2
(M10(x
2)− 10M10(x)).
On the other hand, MD20(x) = ϕ[10]
1
2 (x
2 − 10x), so Theorem 1.11 implies that MD20(x) is divisible
by xm − 1 wheneverM10(x) is.
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1.7. Higher necklace polynomials. Let Fq be a finite field and let Irrd,n(Fq) be the set of monic, Fq-
irreducible, total degree d polynomials in Fq[x1, x2, . . . , xn]. By a monic polynomial in a multivariate
polynomial ring we mean an F×q -orbit of polynomials under scaling. Since Fq is finite, Irrd,n(Fq) is
a finite set. In [20, Lem. 2.1] we constructed a polynomial Md,n(x) ∈ Q(x) such that Md,n(q) =
|Irrd,n(Fq)| for any prime power q. For d, n ≥ 1 we callMd,n(x) the higher necklace polynomials.
The first (implicit) reference to Md,n(x) we are aware of is due to Carlitz [4, 5] who studied the
asymptotic behavior of Md,n(x) as n → ∞. In [20] we analyzed the x-adic asymptotic behavior of
Md,n(x), showing that Md,n(x) converges coefficientwise as n → ∞ to a simple rational function
related to the classic necklace polynomial Md(x) in a surprising way.
When n = 1 the higher necklace polynomials reduce to the classic caseMd,1(x) =Md(x). If n > 1,
then there is no known explicit formula forMd,n(x) analogous to the simple expression (1.1) forMd(x).
Furthermore [Md,n] ∈ Ψ is not known to factor analogously to [Md] and [MG] which we used to explain
the cyclotomic factor phenomenon in those cases. Nevertheless we observe thatMd,n(x) does generally
have cyclotomic factors for d, n ≥ 1.
For each fixed n > 1, instead of seeing many different cyclotomic factors of Md,n(x) as we vary
d, we see the same factors for all but finitely many d. When n = 1 the only cyclotomic factors that
divide Md(x) for all but finitely many d are Φ1(x) = x − 1 and Φ2(x) = x + 1. Theorem 1.19 below
demonstrates this phenomenon.
Let b, n ≥ 1 be integers. A balanced base b expansion of n is an expression
n = bk1 − bk2 + bk3 − . . .+ bki−1 − bki ,
where k1 > k2 > k3 > . . . > ki ≥ 0 is a decreasing sequence of integers and the coefficients on the
right hand side alternate between ±1. Equivalently, n has a balanced base b expansion if all of the base
b digits of n are 0 or b− 1,
n = (b− 1)bℓ1 + (b− 1)bℓ2 + . . . + (b− 1)bℓj .
In that case, the balanced base b expansion of n is gotten by expanding each (b− 1)bk = bk+1 − bk and
collecting coefficients.
Theorem 1.19. Let d, n ≥ 1 and suppose p is a prime such that n has the balanced base p expansion
n =
m∑
k=0
akp
k.
Let ζp be a primitive pth root of unity. Then
Md,n(ζp) =
{
ak if d = p
k
0 otherwise.
If n has a balanced base p expansion, then xp − 1 dividesMd,n(x) for all but finitely many d.
Example 1.20. If n = 121, then n has the balanced base 5 expansion
121 = 53 − 5 + 1.
Therefore, if ζ5 is a primitive 5th root of unity, then
Md,121(ζ5) =

1 d = 1, 125
−1 d = 5
0 otherwise.
HenceMd,121(x) is divisible by Φ5(x) for all but finitely many d.
The lack of functional equations or explicit formulas for Md,n(x) requires us to use another method
to analyze cyclotomic factors of Md,n(x). The following “combinatorial Euler product formula” gives
an indirect way to study the higher necklace polynomials.
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Theorem 1.21. Let Pd,n(x) ∈ Q[x] be the polynomial such that Pd,n(q) is the number of total degree d
monic polynomials in Fq[x1, x2, . . . , xn]. Then for each n ≥ 1 the following identity holds in the ring of
formal power series with coefficients in Q[x],
∑
d≥0
Pd,n(x)t
d =
∏
j≥1
(
1
1− tj
)Mj,n(x)
,
where exponentiation byMj,n(x) on the right hand side is defined by the binomial theorem,(
1
1− t
)a
:=
∑
d≥0
(−1)d
(
−a
d
)
td.
When n = 1 we have Pd,1(x) = xd and Theorem 1.21 specializes to the well-known cyclotomic
identity [27, Sec. 5],
1
1− xt
=
∏
j≥1
(
1
1− tj
)Mj(x)
.
We view Theorem 1.21 as a generalized cyclotomic identity.
1.8. Geometric interpretations. We interpret the valuesMd,n(±1) geometrically as Euler characteris-
tics of the spaces of irreducible polynomials over R and C. For any field K let Irrd,n(K) be the space
of all monic total degree d irreducible polynomials inK[x1, x2, . . . , xn]. When K = R or C, Irrd,n(K)
inherits a topology from its inclusion in the projective space Polyd,n(K) of all total degree d monic
polynomials in n variables.
Theorem 1.22. Let d, n ≥ 1 and let χc be the compactly supported Euler characteristic, then
χc(Irrd,n(C)) =Md,n(1) =
{
n if d = 1
0 otherwise.
χc(Irrd,n(R)) =Md,n(−1) =
{
bk if d = 2
k
0 otherwise.
where n =
∑
k≥0 bk2
k is the balanced base 2 expansion of n.
Example 1.23. Suppose n = 13. The balanced binary expansion of 13 is
13 = 24 − 22 + 2− 1.
Hence Theorem 1.22 implies
χc(Irrd,13(R)) =

1 d = 2, 16
−1 d = 1, 4
0 otherwise.
Theorem 1.22 suggests that the singular cohomology of Irrd,n(R) depends in a subtle way on the
additive structure of the parameter n. It would be interesting to determine the cohomology of this space.
Note that the n-dimensional affine general linear group acts on Irrd,n(R) by linear changes of coordinates
and that the quotient by this action can be identified with the moduli space of irreducible degree d real
hypersurfaces.
When n = 1we can use our understanding of the irreducible polynomials inC[x] andR[x] to compute
Md(±1) geometrically (see Corollary 6.6.) In particular since there are no irreducible polynomials in
C[x] or R[x] with degree d > 2 it follows that Md(±1) = 0 for all such d. This gives an interpretation
of the cyclotomic factors Φ1(x) and Φ2(x) of necklace polynomials Md(x). We would be interested to
know if there are interpretations, geometric or otherwise, of the valuesMd,n(ζm) form > 2.
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1.9. Organization. In Section 2 we introduce the Frobenius algebra and use it to explain the cyclotomic
factor phenomenon for the classic necklace polynomialsMd(x). Theorem 1.3 is proven as Theorems 2.7,
2.9, 2.13, and 2.15 in Section 2. Section 3 combines these methods with a result of Oh to understand
cyclotomic factors of G-necklace polynomials. Theorem 1.17 is proven as Theorem 3.2. Combinatorial
Euler products are discussed in Section 4 and then applied in Section 5 to prove Theorem 1.19. Section
6 contains the proof of Theorem 1.22.
1.10. Acknowledgements. We thank Suki Dasher andAndrew O’Desky for asking a question that prompted
this work. We thank Weiyan Chen, Nir Gadish, Bob Lutz, and Phil Tostesson for helpful conversations
and feedback on the manuscript. We thank David Cox for his help on references to the work of Gauss
and Schönemann. Finally we thank Jeff Lagarias for his generous advice and encouragement.
2. NECKLACE POLYNOMIALS
Necklace polynomials play an important role in several areas of mathematics.
(1) If x = k is a natural number, then Md(k) counts the number of primitive necklaces (cyclic order-
ings) formed with d beads in k possible colors. A necklace not invariant under any proper rotation is
called primitive. This interpretation of Md(k) gives necklace polynomials their name. Metropolis
and Rota [27, Pg. 95] attribute this interpretation ofMd(x) to the French colonel Moreau; theM in
the notation is presumably in his honor.
(2) A Lyndon word in a totally ordered alphabet with ℓ letters is a word that is lexicographically minimal
among all of its cyclic permutations. The number of Lyndon words of length d formed from ℓ letters
isMd(ℓ). See Berstel and Perrin [2, Sec. 4.2].
(3) If x = q is a prime power, then Md(q) is the number of irreducible monic polynomials in Fq[x] of
degree d. This interpretation was discovered by Gauss [12, Pg. 611] and later independently redis-
covered by Schönemann [33, Sec. 48, Pp. 51-52].
(4) If x = g is a natural number, then Witt [40, Satz 3] showed that Md(g) is the dimension of the
degree d homogeneous component of the free Lie algebra on g generators. In this context (1.1) is
sometimes called Witt’s formula [2, Pg. 1005]. Reutenaur [30, Thm. 4.9, Thm. 5.1] gave a combina-
torial proof of this result by constructing an explicit basis for the free Lie algebra from Lyndon words.
(5) If f(x) ∈ C[x] is a generic degree m polynomial, then the total number of length d periodic orbits
of f(x) under iteration isMd(m). See Silverman [34, Rmk. 4.3].
(6) Metropolis and Rota [27] derived functional equations satisfied byMd(x) and used them to construct
the necklace ring Nr(R) from any commutative ring R. They proved [27, Prop. 1, Pg. 114] that
Nr(R) is isomorphic toW (R) the ring of big Witt vectors of R whenever R is a binomial ring (see
Section 4.)
Despite the prevalence of necklace polynomials, the observation of their reducibility and cyclotomic
factors seems to have been overlooked. In this section we initiate the study of the cyclotomic factor
phenomenon. There are several equivalent ways to approach this problem, all fundamentally reducing
to the functional equations discovered by Metropolis and Rota [27]. We reinterpret these relations using
the Frobenius algebra defined below.
2.1. The Frobenius Algebra. For each integer n ≥ 0 let [n] be the operator on Z[x] defined by
[n]f(x) := f(xn).
Then [n] is a ring endomorphism of Z[x] and [m][n] = [mn]. We call [n] the nth Frobenius operator.
The Frobenius algebra Ψ is the Z-algebra generated by [n] for n ≥ 0. The polynomial ring Z[x] has a
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Ψ-module structure. For example, if α = 3[2] + 5[7] ∈ Ψ and f(x) ∈ Z[x] is a polynomial, then
αf(x) = (3[2] + 5[7])f(x) = 3f(x2) + 5f(x7).
Observe that Z[x] is cyclic as a Ψ-module since if f(x) =
∑j
i=0 aix
i, then
f(x) = [f ]x :=
( j∑
i=0
ai[i]
)
x.
The Frobenius algebra is canonically isomorphic to the monoid algebra Z[N×], where N× is the multi-
plicative monoid of natural numbers. Note that [1] = 1 but [0] 6= 0 in Ψ since [0]f(x) = f(x0) = f(1)
while 0f(x) = 0.
Our terminology is inspired by the Frobenius operators in the theory of Witt vectors. Metropolis and
Rota [27] construct the necklace ring Nr(Z) as a combinatorial model of the integral Witt vectorsW (Z).
In this model they show that the nth Frobenius operator [n] (which they denote Fn) acts on the dth
necklace polynomialMd(x) by [n]Md(x) =Md(xn). The Ψ in the notation for the Frobenius algebra is
a reference to the Adams operations ψm, which are the name for the Frobenius operators in the context
ofK-theory. We adopt this notation following Borger [3, Eq. (4.3.1)].
If m,n ≥ 0 are integers, then xm − 1 divides xmn − 1. Hence the ideal (xm − 1) in Z[x] is stable
under the action of Ψ. It follows that Z[x]/(xm − 1) inherits a Ψ-module structure. Let Ψ[m] denote the
quotient of Ψ by the annihilator of the module Z[x]/(xm − 1). If α, β ∈ Ψ we suggestively write
α ≡ β mod [m]
when α = β in Ψ[m]. Note that if a ≡ b mod m, then xa ≡ xb mod xm − 1. It follows that [a] ≡
[b] mod [m] whenever a ≡ b mod m.
We caution that Ψ[m] is not the quotient of Ψ by the principal ideal generated by [m]; instead it is the
quotient by “congruence modulo m inside brackets.” To see the difference consider integers a, b such
that a+ b ≡ 0 mod m. Then [a+ b] ≡ [0] mod [m] but generally [a] + [b] 6≡ [0] or 0 mod [m].
Suppose that m,n ≥ 0 are integers and n is odd. The roots of xm + 1 are the mth roots of −1 and
in characteristic 0 the polynomial xm + 1 is squarefree. If ζ is a root of xm + 1 and n is odd, then ζn is
still anmth root of −1, hence ζmn +1 = 0. Thus xm+1 divides xmn +1 whenever n is odd. LetΨodd
be the subalgebra of Ψ generated by [n] for n odd. Then the ideal (xm +1) of Z[x] is stable under Ψodd
and Z[x]/(xm + 1) inherits a Ψodd-module structure.
Since xm + 1 divides x2m − 1 and xb+m ≡ −xb mod xm + 1, it follows that Z[x]/(xm + 1) is
isomorphic as a Ψodd-module to the quotient of Ψ[2m] by the relations [b + m] = −[b]. Let Ψ[m]±
denote this quotient module and for α, β ∈ Ψ write α ≡ β mod [m]± if α = β in Ψ[m]±.
Lemma 2.1 shows how the modules Ψ[m] and Ψ[m]± may be used to study factors of polynomials of
the form xm ± 1.
Lemma 2.1. Letm ≥ 1 and let α ∈ Ψ.
(1) If α ≡ 0 mod [m], then xm − 1 divides αf(x) for all f(x) ∈ Z[x].
(2) If α ≡ 0 mod [m]±, then x
m + 1 divides αf(x) for all odd polynomials f(x) ∈ Z[x].
Proof. (1) If f(x) ∈ Z[x] is a polynomial, let [f ] ∈ Ψ be the operator such that f(x) = [f ]x. Then
α[f ] ≡ 0 mod [m], hence
αf(x) ≡ (α[f ])x ≡ 0x ≡ 0 mod xm − 1.
thus xm − 1 divides αf(x).
(2) If f(x) is an odd polynomial, then [f ] ∈ Ψodd and α[f ] ≡ 0 mod [m]±. The same calculation as
above shows that xm + 1 divides αf(x). 
Example 2.2. We consider a concrete example to illustrate Lemma 2.1 and clarify the notation. Suppose
α = [10]− [7]. Then for a polynomial f(x) ∈ Z[x],
αf(x) = ([10] − [7])f(x) = f(x10)− f(x7).
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Since 10 ≡ 7 mod 3 it follows that
α = [10] − [7] ≡ [1]− [1] = 0 mod [3],
thus Lemma 2.1 (1) implies that x3− 1 divides αf(x). On the other hand, x10 ≡ x7 ≡ x mod x3− 1 so
we see directly that
αf(x) = f(x10)− f(x7) ≡ f(x)− f(x) = 0 mod x3 − 1.
Example 2.3. Lemma 2.1 (2) can fail if f(x) is not an odd polynomial. For example, if m = 2 then
α = [2] + [0] satisfies α ≡ 0 mod [2]± since
[2] = [0 + 2] ≡ −[0] mod [2]±.
If f(x) = x2, then
αf(x) = ([2] + [0])x2 = x4 + 1 6≡ 0 mod x2 + 1.
However, if f(x) = x3, then
αf(x) = ([2] + [0])x3 = x6 + 1 ≡ 0 mod x2 + 1,
which is consistent with Lemma 2.1 (2).
Recall that the dth necklace polynomial Md(x) is defined by
Md(x) =
1
d
∑
e|d
µ(e)xd/e. (2.1)
Let Sd(x) := dMd(x) ∈ Z[x]. The denominator of Md(x) plays no role in the factorization of this
polynomial and adds unnecessary clutter, so we work with Sd(x) for simplicity. In the literature Sd(x)
is called the dth cyclic polynomial [27, Pg. 97].
Let ϕ[d] denote the operator [Sd] ∈ Ψ. Equation (2.1) gives us the explicit formula
ϕ[d] :=
∑
e|d
µ(e)[d/e].
Recall the classic identity [28, Pg. 195, (4.1)]
ϕ(d) =
∑
e|d
µ(e)(d/e), (2.2)
where ϕ(d) is the Euler totient function of d, defined as the number of multiplicative units in Z/(d). The
multiplicativity of the Möbius function allows us to factor (2.2) as
ϕ(d) =
∏
p|d
pep − pep−1
where the product is over prime divisors of d and ep is the maximum multiplicity of p as a divisor of d.
Since the Frobenius operators are multiplicative, it follows that ϕ[d] factors similarly.
Proposition 2.4. Let d ≥ 1 and let ϕ[d] := [Sd] =
∑
e|d µ(e)[d/e] ∈ Ψ. Then
ϕ[d] =
∏
p|d
[pep ]− [pep−1].
Proposition 2.4 justifies the notation ϕ[d] for [Sd]. Note that ϕ[d] 6= [ϕ(d)]. In Section 2.2 we combine
this factorization of ϕ[d] with Lemma 2.1 to characterize factors of Md(x) of the form xm ± 1, which
conjecturally account for all cyclotomic factors of necklace polynomials (see Section 2.4.)
While discussing the connection between the identity (2.2) and necklace polynomials we record one
related observation.
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Proposition 2.5. Let d ≥ 1 and letM ′d(x) denote the derivative ofMd(x), then
M ′d(1) =
ϕ(d)
d
=
∏
p|d
1−
1
p
.
Proof. Taking the derivative of (2.1) we have
M ′d(x) =
1
d
∑
e|d
µ(e)(d/e)xd/e−1.
Evaluating at x = 1 gives
M ′d(1) =
1
d
∑
e|d
µ(e)(d/e) =
ϕ(d)
d
. 
Theorem 2.6 shows that the cyclotomic factor phenomenon forMd(x) is associated more generally to
the operator ϕ[d].
Theorem 2.6. Let f(x) ∈ Z[x] be a polynomial.
(1) If xm − 1 dividesMd(x), then x
m − 1 divides
∑
e|d µ(e)f(x
d/e).
(2) If xm+1 dividesMd(x) and f(x) is an odd polynomial, then x
m+1 divides
∑
e|d µ(e)f(x
d/e).
Proof. First note that ϕ[d] := [Sd] is 0 in Ψ[m] or Ψ[m]± precisely when Sd(x) ≡ 0 modulo xm − 1 or
xm+1 respectively. If f(x) ∈ Z[x] is a polynomial, then Lemma 2.1 (1) gives us that ϕ[d] ≡ 0 mod [m]
implies
ϕ[d]f(x) =
∑
e|d
µ(e)f(xd/e) ≡ 0 mod xm − 1.
Similarly, if ϕ[d] ≡ 0 mod [m]± and f(x) is an odd polynomial, then Lemma 2.1 (2) implies that
ϕ[d]f(x) ≡ 0 mod xm + 1. 
2.2. Cyclotomic Factors. Recall that themth cyclotomic polynomial Φm(x) ∈ Z[x] is the monic poly-
nomial defined by
Φm(x) :=
∏
n|m
(xm/n − 1)µ(n).
Equivalently Φm(x) is determined by the identity
xm − 1 =
∏
n|m
Φn(x). (2.3)
Since x2m − 1 = (xm − 1)(xm + 1) it follows from (2.3) that
xm + 1 =
∏
n|m
2n∤m
Φ2n(x).
The goal of this section is to characterize the pairs of integers (m,d) such that Φm(x) divides Md(x).
Our criteria do not directly address cyclotomic factors of Md(x) but instead give conditions for when
xm ± 1 dividesMd(x). We conjecture that all cyclotomic factors ofMd(x) may be accounted for in this
way (see Conjecture 2.23.)
Theorem 2.7 shows that for a fixedm, the set of all d such that xm ± 1 dividesMd(x) is closed under
scaling.
Theorem 2.7. Letm,d ≥ 1.
(1) If xm − 1 dividesMd(x), then x
m − 1 dividesMde(x) for all e ≥ 1.
(2) If xm + 1 dividesMd(x), then x
m + 1 dividesMde(x) for all odd e ≥ 1.
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Proof. (1) Our assumption that xm − 1 dividesMd(x) is equivalent ϕ[d] ≡ 0 mod [m]. Proposition 2.4
implies that ϕ[d] divides ϕ[de] in Ψ, hence ϕ[de] ≡ 0 mod [m]. Thus Lemma 2.1 (1) implies xm − 1
dividesMde(x).
(2) Similarly xm+1 dividingMd(x) is equivalent toϕ[d] ≡ 0 mod [m]±. If e is odd, thenϕ[de]/ϕ[d] ∈
Ψodd. SinceΨ[m]± is aΨodd-module it follows that ϕ[de] ≡ 0 mod [m]±. Thus Lemma 2.1 (2) implies
xm + 1 dividesMde(x). 
Theorem 2.7 allows us to reduce to the case when xm±1 dividesMd(x) and d is minimal with respect
to divisibility. Our next result further reduces to the case when d is squarefree.
Definition 2.8. If f(x) ∈ Z[x] is a polynomial, then we say a cyclotomic factor Φm(x) of f(xe) is
induced from f(x) if Φn(x) divides f(x) for some n ≥ 1 and Φm(x) divides Φn(xe).
We claim that all cyclotomic factors of f(xm) are induced from f(x). If Φm(x) divides f(xe) and
ζm is a primitive mth root of unity, then f(ζem) = 0. Hence ζ
e
m is a root of f(x). Suppose that ζ
e
m is a
primitive nth root of unity, then Φn(x) divides f(x). Furthermore Φm(x) divides Φn(xe).
If c is the squarefree part of d, which is to say that c is the product of the distinct prime factors of d,
then Proposition 2.4 implies that
ϕ[d] =
∏
p|d
[pep ]− [pep−1] =
∏
p|d
[pep−1]([p]− [1]) = [d/c]ϕ[c].
Hence Sd(x) = [d/c]Sc(x) = Sc(xd/c). It follows that all cyclotomic factors of Md(x) =
1
dSd(x) are
induced from cyclotomic factors ofMc(x).
Theorem 2.9. If c is the squarefree part of d, then all cyclotomic factors of Md(x) are induced from
cyclotomic factors ofMc(x).
Together Theorems 2.7 and 2.9 further reduce us to considering squarefree d such that xm ± 1 mini-
mally dividesMd(x). Our final reduction restricts which primes we need to consider.
Definition 2.10. Say positive integers d and e are primewise congruent modulom if
d = pe11 p
e2
2 · · · p
ek
k e = q
f1
1 q
f2
2 · · · q
fk
k
for some k ≥ 1 and primes pi, qi such that
(1) ei = fi for each i,
(2) pi ≡ qi mod m for each i,
(3) pi 6= pj and qi 6= qj for each i 6= j.
Theorem 2.11. Letm,d, e ≥ 1.
(1) If d and e are primewise congruent modulom, then
Sd(x) ≡ Se(x) mod x
m − 1.
(2) If d and e are primewise congruent modulo 2m, then
Sd(x) ≡ Se(x) mod x
m + 1.
Proof. If d and e are primewise congruent modulom, then ϕ[d] ≡ ϕ[e] mod [m]. It follows that Sd(x) ≡
Se(x) mod x
m− 1. If d ≡ e mod 2m, then ϕ[d] = ϕ[e] in Ψ[2m] hence the same is true in the quotient
Ψ[m]±. Thus both claims follow from Lemma 2.1, Sd(x) = ϕ[d]x, and the fact that x is an odd
polynomial. 
Example 2.12. If d and e are primewise congruent modulo m, then d ≡ e mod m, but primewise
congruence is strictly stronger. Theorem 2.11 requires primewise congruence. For example, if m = 6
then 7 ≡ 25 mod 6 but S7(x) ≡ x7 − x ≡ 0 mod x6 − 1 while
S25(x) ≡ x
25 − x5 ≡ x− x5 6≡ 0 mod x6 − 1.
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Remark. Suppose p is a prime and dk is a sequence of natural numbers such that dk is primewise con-
gruent to dk+1 modulo pk for all k ≥ 1. Then Theorem 2.11 implies that the sequence Sdk(x) converges
in the projective limit lim←−Z[x]/(x
pk − 1) (see Habiro [16].) This limit can be interpreted as an “analytic
function on pth power roots of unity.” We save the study of these limits for future work.
The next result gives a simple necessary condition for xm − 1 to divideMd(x).
Theorem 2.13. If xm − 1 dividesMd(x), thenm divides ϕ(d).
Proof. Consider the Z-module map Ψ[m] → Z/(m) determined by [a] 7→ a for all a ∈ N. Proposition
2.4 implies that ϕ[d] 7→ ϕ(d) under this map. Since xm − 1 dividing Md(x) is equivalent to ϕ[d] ≡
0 mod [m], it follows that ϕ(d) ≡ 0 mod m is a necessary condition. 
Example 2.14. Let d = 15 andm = 8. Then ϕ(15) = 8, but
S15(x) = x
15 − x5 − x3 + x ≡ x7 − x5 − x3 + x 6≡ 0 mod x8 − 1.
Hencem dividing ϕ(d) is not a sufficient condition.
2.3. Necklace systems. We have reduced to studying when xm ± 1 minimally divides Md(x) for d
squarefree with prime factors only depending on their congruence classes modulom or 2m respectively.
The first case to consider is when d = p is prime.
Proposition 2.15. Letm,d ≥ 1.
(1) If d has a prime factor p such that p ≡ 1 mod m, then xm − 1 dividesMd(x).
(2) xm − 1 minimally dividesMp(x) for a prime p if and only if p ≡ 1 mod m.
Proof. (1) If p ≡ 1 mod m, then [p] ≡ [1] mod [m] and thus ϕ[d] ≡ 0 mod [m] by Proposition 2.4.
(2) Since Sp(x) = xp − x = x(xp−1 − 1) we see that xm − 1 divides Sp(x) if and only if m divides
p− 1, which is to say that p ≡ 1 mod m. 
Example 2.16. If d = 35 = 5 · 7, then Proposition 2.15 implies thatM35(x) is divisible by
x4 − 1 = Φ4(x) · Φ2(x) · Φ1(x) and x
6 − 1 = Φ6(x) · Φ3(x) · Φ2(x) · Φ1(x).
In fact we have
S35(x) = f(x)Φ6(x) · Φ4(x) · Φ3(x) · Φ2(x) · Φ1(x) · x,
where f(x) ∈ Z[x] is an irreducible, non-cyclotomic polynomial of degree 26.
The squarefree d which are a product of more than one prime such that xm ± 1 minimally divides
Md(x) are more difficult to describe. We can assume that d is squarefree and that no prime divisor of d
is congruent to 1 mod m. Theorem 2.11 implies that divisibility by xm − 1 or xm + 1 only depends on
the residue classes of the primes dividing d modulo m or 2m respectively. We encode these reductions
into a combinatorial structure we call a necklace system which we show is equivalent to xm±1 dividing
Md(x).
Definition 2.17. Let m ≥ 1. Note that every residue class modulo m contains either 0, 1, or infinitely
many primes. Call a class empty if it contains no primes and isolated if it contains only one prime. A
multiset S of residue classes modulo m is called a necklace system (modulo m) if
(1) S contains no empty classes and each isolated class appears at most once.
(2) Under the map T 7→
∏
T from subsets T ⊆ S to their product residue class in Z/(m), each
class in a ∈ Z/(m) is the product a =
∏
T for an equal number of T with |T | even and odd.
Note that every congruence class a mod 2m has a unique representation as a ≡ b + cm where 0 ≤
b < m and c = 0, 1. Let c := sgn(a) be the sign of a. A multiset S of residue classes modulo m is
called a signed necklace system (modulo m) if
(1) S contains no empty classes and each isolated class appears at most once.
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(2) Under the map T 7→
∏
T from subsets T ⊆ S to their product residue class in Z/(m), each
class in a ∈ Z/(m) is the product a =
∏
T for an equal number of T with |T |+sgn(
∏
T ) even
and odd.
We call a (signed) necklace system S primitive if no proper subset of S is a (signed) necklace system.
Theorem 2.18. Letm ≥ 1.
(1) There is a natural equivalence between primitive necklace systems modulo m and primewise
congruence classes of minimal d such that xm − 1 dividesMd(x).
(2) There is a natural equivalence between primitive signed necklace systems modulom and prime-
wise congruence classes of minimal d such that xm + 1 divides Md(x).
Proof. (1) Suppose that d is squarefree and that xm − 1 divides Md(x) but not Me(x) for any proper
divisor e of d. Let S be the multiset of congruence classes of the prime divisors of d modulo m. By
construction S contains no empty classes and since d is squarefree S contains no isolated class more than
once. By Proposition 2.4 and Lemma 2.1 we have∑
e|d
µ(d/e)[e] ≡ ϕ[d] ≡ 0 mod [m].
Each divisor e of d corresponds to a subset T of S, hence∑
T⊆S
(−1)|S|−|T |
[∏
T
]
≡ 0 mod [m].
The vanishing of this sum is equivalent to the coefficient of [a] being 0 for all congruence classes a mod
m. Each subset T contributes a coefficient of ±1 according to whether |T | is even or odd. Hence the
sum vanishes precisely when for each congruence class a mod m there are an equal number of subsets
T with |T | even and odd such that
∏
T ≡ a mod m. Thus S is a necklace system modulom. Since d is
assumed to be minimal such that xm − 1 dividesMd(x) it follows that S is primitive.
Given any necklace system S modulo m, the first condition implies that there are distinct primes in
each class of S. The above argument shows that xm − 1 divides Md(x) when d is the product of these
primes. If S is primitive, then xm − 1 must minimally divideMd(x).
(2) We now consider the image of ϕ[d] in Ψ[m]±. Recall that Ψ[m]± is Ψ[2m] modulo the rela-
tions [a + m] = −[a] for all a. Given a subset T of S the coefficient of
[∏
T
]
in ϕ[d] mod [m]± is
(−1)|S|−|T |+sgn(
∏
T ), since
∏
T ≡ b+ sgn(
∏
T )m mod 2m. The remainder of the argument proceeds
as in (1). 
Experimentation leads to many examples of primitive necklace systems, some of which fall into gen-
eral families. Theorem 2.19 describes several primitive (signed) necklace systems. Note that Proposition
2.15 characterizes all primitive necklace systems with one class.
Theorem 2.19. Letm ≥ 2.
(1) There are no primitive necklace systems S with |S| = 2.
(2) If S = {a, b} is a primitive signed necklace system modulom, then
ab ≡ 1 +m mod 2m
a ≡ b+m mod 2m
a, b 6≡ 1 mod 2m.
For example, a = m− 1 and b = 2m− 1 is a primitive signed necklace system modulom.
(3) If S = {a, b, c} such that
a2 ≡ b2 ≡ c2 ≡ 1 mod m
abc ≡ 1 mod m
a, b, c 6≡ 1 mod m,
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then S is a primitive necklace system modulo m.
Proof. (1) If S = {a, b} is a necklace system modulo m, then there has to be a subset T of S with odd
cardinality such that
∏
T ≡ 1 mod m in order to cancel
∏
∅ ≡ 1 mod m. That implies either a or b is
congruent to 1 mod m. Proposition 2.15 then implies that S is not primitive.
(2) If S = {a, b} is a primitive signed necklace system modulo m, then Proposition 2.15 implies that
a, b 6≡ 1 mod 2m. Thus T = S must be the subset that cancels
∏
∅ ≡ 1 mod m. Since |T | = 2 is even,
we must have sgn(ab) = 1. Hence ab ≡ 1 +m mod 2m. It follows that U = {a} must cancel V = {b}
which requires that a ≡ b+m mod 2m. If a = m− 1 and b = 2m− 1, then these congruence classes
are not empty and satisfy the above conditions, hence give a primitive signed necklace system modulo
m.
(3) Suppose S = {a, b, c} satisfies the congruences
a2 ≡ b2 ≡ c2 ≡ 1 mod m
abc ≡ 1 mod m
a, b, c 6≡ 1 mod m.
Then abc ≡ 1 mod m together with
ab ≡ c mod m
ac ≡ b mod m
bc ≡ a mod m
imply that S satisfies the second condition for a necklace system. Since all elements of S are units
modulom it follows by Dirichlet’s theorem on primes in arithmetic progressions [23, Pg. 167] that these
classes contain infinitely many primes. Hence S is a necklace system modulom. If S were not primitive,
then (1) implies that one of a, b, c is 1 mod m. Therefore S is primitive. 
Example 2.20. If m = 3, then for any prime p ≡ 5 mod 6 the set S = {2, p} is a primitive signed
necklace system modulo 3. This is an example of Theorem 2.19 (2). Hence if p = 5, then Theorem 2.18
(2) implies that x3 + 1 = Φ6(x) · Φ2(x) divides S10(x). In fact
S10(x) = (x
3 + x2 − 1)Φ6(x) · Φ4(x) · Φ2(x) · Φ1(x) · x.
Note that Φ6(x) divides S10(x) but x6 − 1 does not. This shows that not all cyclotomic factors of
necklace polynomials are accounted for by factors of the form xm − 1. Furthermore, if f(x) is any odd
polynomial, then Theorem 2.6 implies that
x3 + 1 divides f(x10)− f(x5)− f(x2) + f(x).
Example 2.21. Let m = 15. Then S = {4, 11, 14} gives an example of the primitive necklace system
modulo 15 described in Theorem 2.19 (3). Hence x15 − 1 divides Md(x) whenever d is divisible by
6061 = 11 · 19 · 29.
Example 2.22. Letm = 10 and S = {3, 13, 19}. The following congruences imply that S is a primitive
signed necklace system modulo 10,
3 · 13 · 19 ≡ 1 mod 20
3 ≡ 3 + 10 mod 20
19 ≡ 3 · 13 mod 20
13 · 19 ≡ 3 · 19 + 10 mod 20.
This example does not fit into a family described by Theorem 2.19. Theorem 2.18 implies that x10+1
dividesMd(x) whenever d is divisible by 741 = 3 · 13 · 19.
It would be interesting to know if all primitive (signed) necklace systems can be characterized in
some reasonable way. For example, every necklace system can be described in terms of a finite set of
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congruences involving m and the elements of S. If we fix the size of S, then there are only finitely
many possible congruences describing a necklace system. Which of these have solutions for some m?
For infinitely many m? Are there primitive (signed) necklace systems S modulo m with |S| arbitrarily
large?
2.4. Cyclotomic factor conjecture. Our results in the previous sections show there are structural rea-
sons to expectMd(x) to have factors of the form xm±1, which in turn give cyclotomic factors ofMd(x).
We conjecture that cyclotomic factors ofMd(x) may be accounted for in this way.
Conjecture 2.23. If Φm(x) divides Md(x) for some m,d ≥ 1, then either x
m − 1 divides Md(x) or m
is even and xm/2 + 1 dividesMd(x).
We have computationally verified Conjecture 2.23 for 1 ≤ m ≤ 300 and 1 ≤ d ≤ 5000. Theorem 2.9
implies that it suffices to prove Conjecture 2.23 for d squarefree. If d = p is prime, then we can verify
Conjecture 2.23 directly: since Sp(x) = xp − x, any cyclotomic factor Φm(x) must divide xp−1 − 1,
hence xm − 1 dividesMp(x). Example 2.20 shows that the xm/2 + 1 factors are necessary, since Φ6(x)
dividesM10(x) but x6 − 1 does not.
2.5. Local cyclotomic factors of necklace polynomials. The product formula for ϕ[d] allows us to
determine when xm− 1 divides Sd(x) modulo a prime ℓ. Note that this is equivalent to ℓ dividing Sd(x)
modulo xm − 1.
Theorem 2.24. Let m ≥ 1 and suppose that a mod m has multiplicative order dividing ℓk for some
prime ℓ and k ≥ 1. If d has at least jℓk distinct prime factors p such that p ≡ a mod m, then ℓj divides
Sd(x) mod x
m − 1.
Proof. Proposition 2.4 gives the factorization
ϕ[d] =
∏
p|d
[pep−1]([p]− [1]).
Our assumption on the divisors of d implies that ϕ[d] has a factor of ([a]− [1])jℓ
k
modulo [m]. Reducing
coefficients modulo ℓ we see that
([a]− [1])ℓ
k
≡ [aℓ
k
]− [1] ≡ 0 mod ℓ.
Hence ([a]− [1])ℓ
k
is divisible by ℓ in Ψ[m]. Therefore Sd(x) = ϕ[d]x is divisible by ℓj modulo xm− 1
by Lemma 2.1 (1). 
Example 2.25. Let m = 3 and ℓ = 2. Consider d = 2 · 5 · 11 · 17 · 23 · 29 = 1247290. All six of the
prime factors of d are congruent to −1 mod 3 which has multiplicative order 2. Hence, in the notation
of Theorem 2.24, j = 3 and it follows that 23 divides Sd(x) mod x3 − 1. If ω is a primitive 3rd root of
unity, then we can also conclude that Sd(ω) is divisible by 8 in Z[ω]. The divisibility of Theorem 2.24 is
not sharp; for example,
Sd(x) ≡ 2
5(x− x2) mod x3 − 1.
2.6. Functional equations. The factorization of ϕ[d] given in Proposition 2.4 is equivalent to Sd(x)
satisfying a family of functional equations. These identities were discovered by Metropolis and Rota
[27, Thm. 3] who proved them combinatorially using necklace interpretation ofMd(x).
Theorem 2.26. Let d ≥ 1 and let p be a prime.
(1) If p does not divide d, then
Sdp(x) = Sd(x
p)− Sd(x).
(2) If p divides d, then
Sdp(x) = Sd(x
p).
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Proof. (1) If p does not divide d, then ϕ[dp] = ([p]− [1])ϕ[d]. Hence
Sdp(x) = ϕ[dp]x = ([p]− [1])ϕ[d]x = ([p]− [1])Sd(x) = Sd(x
p)− Sd(x).
(2) If p divides d, then ϕ[dp] = [p]ϕ[d]. Hence
Sdp(x) = ϕ[dp]x = [p]ϕ[d]x = [p]Sd(x) = Sd(x
p). 
Our proof of Theorem 2.26 shows that, more generally, if f(x) = [f ]x and [f ] = [g][h] factors in Ψ,
then f(x) satisfies the functional equation f(x) = [g]h(x).
The two functional equations given in Theorem 2.26 are closely related to functional equations satis-
fied by cyclotomic polynomials. In particular, let d ≥ 1 and let p be a prime, then
(1) If p does not divide d, then
Φdp(x) =
Φd(x
p)
Φd(x)
.
(2) If p divides d, then
Φdp(x) = Φd(x
p).
Taking logarithms we get a sequence Ld(x) = log Φd(x) of power series satisfying the same functional
equations as Sd(x). It follows that
log Φd(x) = ϕ[d] log Φ1(x) = ϕ[d] log(x− 1). (2.4)
To see the connection between log Φd(x) and Sd(x) more directly recall that
Sd(x) =
∑
e|d
µ(e)xd/e =
∑
e|d
µ(e)[d/e]x.
On the other hand
Φd(x) =
∏
e|d
(xd/e − 1)µ(e),
and taking logarithms we find that
log Φd(x) =
∑
e|d
µ(e) log(xd/e − 1) =
∑
e|d
µ(e)[d/e] log(x− 1).
Theorem 2.6 shows that cyclotomic factors ofMd(x) imply cyclotomic factors of ϕ[d]f(x). This result
does not directly apply to log Φd(x) = ϕ[d] log(x−1) since log(x−1) is not a polynomial; convergence
issues arise when trying to define the quotient of the power series ring by xm − 1. Nevertheless, we
recover the following result.
Theorem 2.27. Suppose that m,d > 1, m does not divide d, and xm − 1 divides Md(x), then
xm−1
x−1
divides Φd(x)− 1.
Proof. If c is the squarefree part of d, then Φd(x) = Φc(xd/c) and it follows that all cyclotomic factors of
Φd(x)− 1 are induced (in the sense of Definition 2.8) from cyclotomic factors of Φc(x)− 1. Therefore,
by Theorem 2.9, it suffices to prove the result for d squarefree.
Theorem 2.18 implies that xm−1 dividingMd(x) is equivalent to the residue classes modulom of the
prime factors of d forming a necklace system S. Since we assume that m does not divide d, all divisors
of d are non-zero modulo m. Note that if a ≡ b mod m, then
xa − 1
x− 1
≡
xb − 1
x− 1
mod
xm − 1
x− 1
.
Consider the product formula for Φd(x) with d > 1,
Φd(x) =
∏
e|d
(xd/e − 1)µ(e) =
∏
e|d
(
xd/e − 1
x− 1
)µ(e)
,
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where the last equality follows from
∑
e|d µ(e) = 0 whenever d > 1. Reducing modulo
xm−1
x−1 we have
Φd(x) ≡
∏
1≤a<m
(
xa − 1
x− 1
)na
mod
xm − 1
x− 1
,
where for each 1 ≤ a < m,
na =
∑
e|d
d/e≡a mod m
µ(e).
The definition of a necklace system implies that na = 0. Therefore x
m−1
x−1 divides Φd(x)− 1. 
Example 2.28. In Example 2.21 we showed that x15 − 1 divides M6061(x). Theorem 2.27 implies that
x15−1
x−1 divides Φ6061(x)− 1.
Example 2.29. Since log(x − 1) is not an odd power series we should not expect factors of Md(x) of
the form xm + 1 to correspond to factors of Φd(x) − 1. For example, in Example 2.20 we showed that
x3 + 1 dividesM10(x), while Φ10(x)− 1 factors as
Φ10(x)− 1 = (x
2 + 1)(x− 1)x.
Theorem 2.27 may be interpreted as giving explicit relations between algebraic units in cyclotomic
extensions. If x
m−1
x−1 divides Φd(x)− 1, then∏
a∈(Z/(d))×
(ζm − ζ
a
d ) = 1,
where ζm and ζd are primitive m and dth roots of unity respectively. For more on cyclotomic units and
their relations see Washington [39, Chp. 8] and Sinnott [35].
2.7. Trace of Md(ζm). We conclude this section with a computation of the trace of Md(ζm), where
ζm is a primitive mth root of unity. Let Trm : Q(ζm) → Q be the Q-linear trace function defined by
Trm(α) :=
∑
σ∈Gal(Q(ζm)/Q)
σ(α). Then we define T (d,m) for positive integers d,m ≥ 1 by
T (d,m) := Trm(Md(ζm)) ∈ Q.
Note that T (d,m) is independent of the choice of primitive mth root of unity ζm since the trace is
invariant under the action of Galois.
Theorem 2.30. For allm,d ≥ 1 we have
T (d,m) := Trm(Md(ζm)) =
{
µ(m/d) when d divides m
0 otherwise.,
where µ is the standard Möbius function.
Our proof of Theorem 2.30 uses some results stated in Section 4.
Proof. The cyclotomic identity (see Theorem 4.3) is the following product formula for formal power
series with coefficients in Q[x],
1
1− xt
=
∏
d≥1
(
1
1− td
)Md(x)
.
Substituting x = ζkm for each k gives
1
1− tm
=
∏
0≤k<m
1
1− ζkmt
=
∏
0≤k<m
∏
d≥1
(
1
1− td
)Md(ζkm)
.
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Switching the order of the product gives
1
1− tm
=
∏
d≥1
(
1
1− td
)∑
0≤k<mMd(ζ
k
m)
=
∏
d≥1
(
1
1− td
)∑
e|m Tre(Md(ζe))
=
∏
d≥1
(
1
1− td
)∑
e|m T (d,e)
.
Lemma 4.2 allows us to compare exponents on both sides of this equation to conclude that∑
e|m
T (d, e) = δd,m,
where δd,m = 1 if and only if d = m and 0 otherwise. Applying Möbius inversion gives our conclusion,
T (d,m) =
∑
e|m
µ(m/e)δd,e =
{
µ(m/d) when d divides m
0 otherwise.

SinceMd(x) is defined over Q, ifMd(ζm) = 0 for some primitive mth root of unity ζm, thenMd(x)
must vanish at all primitive nth roots of unity. Thus, if Trm(Md(ζm)) 6= 0 it follows thatMd(ζm) 6= 0.
This provides an obstruction for cyclotomic factors of necklace polynomials.
Corollary 2.31. If d is a divisor of m such that m/d is squarefree, then Md(ζm) 6= 0, or equivalently
Φm(x) does not divideMd(x).
Proof. Ifm/d is squarefree, then
Trm(Md(ζm)) = T (d,m) = µ(m/d) 6= 0.
ThereforeMd(ζm) 6= 0. 
Theorem 2.30 shows thatMd(ζm) approximately vanishes for all but finitely many d where it presents
an obstruction. Corollary 2.32 gives a simple vanishing criterion from Theorem 2.30.
Corollary 2.32. If d does not divide m andMd(ζm) is rational, thenMd(ζm) = 0.
Proof. IfMd(ζm) were rational, then Trm(Md(ζm)) = ϕ(m)Md(ζm). On the other hand, Theorem 2.30
implies that Trm(Md(ζm)) = 0. HenceMd(ζm) = 0. 
In particular whenm = 1, 2 the values ofMd(±1) are necessarily rational. Theorem 2.30 specializes
in that case to give the following computation.
Corollary 2.33. LetMd(x) be the dth necklace polynomial. Then,
Md(1) =
{
1 d = 1
0 d > 1.
Md(−1) =

−1 d = 1
1 d = 2
0 d > 2.
We compute the evaluations Md(±1) in two other ways as Corollary 4.4 and Corollary 6.6. It is,
of course, easy to compute Md(±1) directly from the explicit formula for Md(x) (see Lagarias [21,
Lem. 2.2] where this evaluation is used in his construction of the z-splitting measure.) These alternative
computations of Md(±1) each offer a new perspective, and in the case of Corollary 6.6 a surprising
geometric interpretation.
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3. G-NECKLACE POLYNOMIALS
For any finite group G there is a polynomial MG(x) called the G-necklace polynomial such that if
G = Cd is the cyclic group of order d, then MCd(x) = Md(x) is the classic necklace polynomial. In
this section we show that the cyclotomic factor phenomenon studied in Section 2 for Md(x) extends to
MG(x) for all solvable groups G. Our main result is Theorem 3.2 stated below.
3.1. Constructing MG(x). Let X be a finite set and let XG be the set of functions from G to X, or
equivalently X-colorings of G. The group G acts on f ∈ XG by (g · f)(a) := f(g−1a). For each
subgroup K ⊆ G we define SG,K(X) ⊆ XG to be the set of colorings with stabilizer K . If K is a
subgroup ofG, then the subset of allX-colorings ofG with stabilizer containing K correspond naturally
toX-colorings of the right cosets K\G. Thus we have the decomposition G-sets,
XK\G ∼=
⊔
K⊆H⊆G
SG,H(X).
If X has x elements, then Möbius inversion with respect to the subgroup lattice of G [37, Prop. 3.7.1]
implies that |SG,K(X)| is a polynomial in x which we denote SG,K(x),
SG,K(x) :=
∑
K⊆H⊆G
µ(K,H)x[G:H], (3.1)
where µ is the Möbius function of the subgroup lattice of G. When K = 1 is the trivial subgroup we
write SG(X) := SG,1(X) and
SG(x) := SG,1(x) =
∑
H⊆G
µ(H)x[G:H], (3.2)
where µ(H) := µ(1,H). Let MG(X) denote the set of G-orbits of elements in SG(X). The elements
ofMG(X) are called primitive G-necklaces. Then by the orbit-stabilizer theorem,
MG(x) := |MG(X)| =
1
|G|
SG(x).
MG(x) is called the G-necklace polynomial. When G = Cd is the cyclic group of order d, (3.2)
specializes to the formula forMd(x)
MCd(x) =
1
|Cd|
∑
H⊆Cd
µ(H)x[Cd:H] =
1
d
∑
e|d
µ(e)xd/e =Md(x).
Hence theG-necklace polynomials generalize the classic necklace polynomials and SG(x) = |G|MG(x)
generalizes Sd(x) = dMd(x).
Dress and Siebeneicher [6] introduced the G-necklace polynomials in the course of constructing an
isomorphism between the G-necklace algebra and the G-Burnside-Witt ring. In their work G is al-
lowed to be any profinite group, but for simplicity we only consider finite groups. Oh [29] studied the
G-necklace polynomials in depth, generalizing the functional identities (Theorem 2.26) established by
Metropolis and Rota [27] for the classic necklace polynomials Md(x) to the G-necklace polynomials
MG(x).
Example 3.1. Let G = S3 be the 3rd symmetric group. If we divide an equilateral triangle into six
regions by connecting each edge to the opposite vertex, then S3 acts acts freely and transitively by
reflections on the regions. Hence an X-coloring of the regions gives an element of XS3 . The figure
below illustrates 2-colorings of S3 with stabilizers H = 1, 〈(12)〉, 〈(123)〉 respectively.
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Recall that the Möbius function of a poset P is defined so that for each interval [a, c] in P we have∑
a≤b≤c µ(a, b) = 0 unless a = c in which case µ(a, a) = 1. These conditions uniquely determine µ if
P has finite intervals. Using (3.2) we compute
MS3(x) =
1
6
(x6 − 3x3 − x2 + 3x).
Therefore there are 7 = MS3(2) primitive 2-colorings of S3. Representatives of these colorings are
depicted below.
3.2. Cyclotomic factors of MG(x). Recall the Frobenius algebra Ψ defined in Section 2.1 as the Z-
algebra generated by [m] for m ∈ N such that [m][n] = [mn]. Theorem 3.2 shows how an expression
of G as a solvable extension of a subgroup K corresponds to a factorization of [SG] in Ψ and hence to a
functional equation relating SG(x) and SK(x).
Theorem 3.2. Suppose G is a finite group with subgroup K and a chain of subgroups
K = N0 ⊳ N1 ⊳ . . . Nk ⊳ Nk+1 = G
such Ni+1/Ni is cyclic of prime order pi. Let ci be the number of non-trivial subgroups H ⊆ Ni+1 such
that Ni ∩H = 1.
(1) Let SG(x) be the polynomial defined in (3.2), then
SG(x) =
( k∏
i=0
[pi]− ci[1]
)
SK(x).
(2) If ci = 1, then x
pi−1 − 1 divides SG(x). If G is solvable and K = 1, then c0 = 1 and this
implies that SG(x) has cyclotomic factors.
(3) If ci > 1, then SG(x) mod [pi − 1] is divisible by ci − 1.
We first prove Lemma 3.3. This result, due to Oh [29, Thm. 3.6], generalizes an identity for Md(x)
first proved by Metropolis and Rota [27, Thm. 3].
Lemma 3.3. IfK ⊆ G is a subgroup, then
SK(x
[G:K]) =
∑
K∩H=1
SG,H(x).
Proof. The result follows by counting the elements of the restriction ResGK(X
G) with trivial stabilizer in
two ways.
First note that as a left K-set G decomposes into [G : K] copies of K corresponding to the right
cosets K\G. Hence we have the K-set isomorphisms,
ResGK(X
G) ∼= (XK)[G:K] ∼= (X [G:K])K .
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Therefore the number of elements of ResGK(X
G) ∼= (X [G:K])K with trivial stabilizer is, by definition,
SK(x
[G:K]).
On the other hand, if f is an element of XG with stabilizer H , then the stabilizer of f in ResGK(X
G)
isK ∩H . Thus
SK(x
[G:K]) =
∑
K∩H=1
SG,H(x). 
Proof of Theorem 3.2. (1) Applying Lemma 3.3 to G = Ni+1 with subgroup K = Ni we have
SNi(x
pi) =
∑
Ni∩H=1
SNi+1,H(x),
hence
SNi+1(x) = SNi(x
pi)−
∑
Ni∩H=1
H 6=1
SNi+1,H(x). (3.3)
Since Ni ⊳ Ni+1 is a normal subgroup with cyclic quotient of prime order, any nontrivial subgroup
H ⊆ Ni+1 such that Ni ∩H = 1 must be cyclic of order pi. By (3.1) we have
SNi+1,H(x) =
∑
H⊆J⊆Ni+1
µ(H,J)x[Ni+1:J ].
The second isomorphism theorem for groups [23, Pg. 17] implies that the interval of subgroups between
H and Ni+1 is isomorphic as a lattice to the subgroups of Ni and that [Ni+1 : J ] = [Ni, Ni ∩ J ]. Hence
SNi+1,H(x) =
∑
1⊆J⊆Ni
µ(J)x[Ni:J ] = SNi(x).
If ci is the number of nontrivial subgroups H ⊆ Ni+1 such that Ni ∩H = 1, then (3.3) simplifies to
SNi+1(x) = SNi(x
pi)− ciSNi(x) = ([pi]− ci[1])SNi(x),
where [pi] − ci[1] ∈ Ψ is an element of the Frobenius algebra. The product formula then follows by
induction on i.
(2) If ci = 1, then the factor [pi]− ci[1] in the product formula for SG(x) vanishes in Ψ[pi − 1]. Hence
by Lemma 2.1 (1) it follows that xpi−1 − 1 divides SG(x). If G is solvable and K = N0 = 1, then N1
is the only nontrivial subgroup ofN1 andN0∩N1 = 1. Hence c0 = 1 and SG(x) is divisible by xpi−1−1.
(3) This follows from (2) after reducing the coefficients in Ψ modulo ci − 1. 
Example 3.4. If G = Cpe is cyclic of order pe with e > 1 and 1 = N0 ⊳ N1 ⊳ . . . ⊳ Ne = Cpe is a
composition series, then each pi = p and ci = 0 for all i except c0 = 1. In this case Theorem 3.2 (1)
simplifies to Proposition 2.4,
SCpe (x) = ([p
e]− [pe−1])x = ϕ[pe]x.
Example 3.5. If G = D2d is the dihedral group of order 2d, then the cyclic group Cd ⊳ D2d is a normal
subgroup of index 2. There are d elements of order 2 inD2d not contained in Cd, hence Theorem 3.2 (1)
implies that
SD2d(x) = ([2]− d[1])Sd(x) = Sd(x
2)− dSd(x) =
∑
e|d
µ(e)(x2d/e − dxd/e).
Lemma 2.1 (1) implies that xm− 1 divides SD2d(x) whenever x
m− 1 divides Sd(x). This does not hold
for factors of Sd(x) of the form xm+1 since 2 is even. For instance, in Example 2.20 we saw that x3+1
divides S10(x), but
SD20(x) = x
20 − 11x10 + 10x5 − x4 + 11x2 − 10x = f(x)(x2 + 1)(x + 1)(x− 1)x,
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where f(x) is an irreducible, non-cyclotomic polynomial of degree 15, hence SD20(x) is not divisible by
x3 + 1.
Example 3.6. If G = Q8 is the quaternion group, then Q8 has a cyclic normal subgroup N of order 4
such that there are no nontrivial subgroups of Q8 which intersect N trivially. Thus Theorem 3.2 (1) and
Proposition 2.4 imply that
SQ8(x) = [2]S4(x) = x
8 − x4 = x4(x2 + 1)(x + 1)(x− 1).
Example 3.7. If G is a finite abelian group, then G is a direct product of cyclic groups [22, Thm. 8.2],
G ∼= Cd1 × Cd2 × · · · × Cdk .
Combining Theorem 3.2 (1) and Proposition 2.4 we find that
SG(x) = ϕ[d1]ϕ[d2] · · ·ϕ[dk]x,
hence if xm − 1 divides Sdi(x) for some i, then x
m − 1 divides SG(x) by Lemma 2.1.
3.3. Möbius function of a solvable extension. Combining the explicit formula for SG(x) in (3.2) with
the functional equations in Theorem 3.2 (1) we derive a relation between the value of the Möbius function
of a group K and of a solvable extension G of K . An essentially equivalent version of this formula
appears in Hawkes, Isaacs, Özaydin [19, Cor. 3.4]. They attribute this formula to Gaschütz [13], however
we were unable to find an explicit reference to it in his paper.
Theorem 3.8. If G is a group with normal subgroup K such that G/K is solvable with composition
series
1 = N0 ⊳ N1 ⊳ . . . ⊳ Nk+1 = G/K,
such that [Ni+1 : Ni] = pi is prime with ci non-trivial subgroups H ⊆ Ni+1 such thatNi ∩H = 1, then
µ(G) = (−1)k+1c0c1 · · · ckµ(K).
Proof. Recall the formula (3.2) for SG(x),
SG(x) =
∑
H⊆G
µ(H)x[G:H].
The coefficient of the linear term of SG(x) is µ(G). On the other hand Theorem 3.2 (1) gives the relation
SG(x) =
( k∏
i=0
[pi]− ci[1]
)
SK(x).
Comparing linear terms on each side of this equation we get
µ(G) = (−1)k+1c0c1 · · · ckµ(K). 
When G is solvable and K = 1 Theorem 3.8 simplifies to
µ(G) = (−1)k+1c0c1 · · · ck,
which appears in [19, Cor. 3.4].
Numerical experiments suggest that abelian composition factors of a group G account for all the
cyclotomic factors of MG(x). It could be interesting to know what can be said about the factorizations
of MG(x) more generally. One could extend the notion of a necklace system from Definition 2.17 to
combinatorially encode cyclotomic factors of MG(x) for solvable G, but we choose not to pursue that
here.
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4. COMBINATORIAL EULER PRODUCTS
Our main tool for the results in Sections 5 and 6 is a product formula for unital formal power series
which we call the combinatorial Euler product. In this section we review the existence and uniqueness
of combinatorial Euler products (Lemma 4.2); discuss their relation to number theory, combinatorics,
and Witt vectors; and apply them to the evaluation of necklace polynomials (Corollary 4.4.)
4.1. Existence and uniqueness.
Definition 4.1. A commutative ring R is called a binomial ring if
(1) R is torsion free as an abelian group (ma = 0 withm ∈ Z and a ∈ A implies m = 0 or a = 0,)
and
(2) For each a ∈ R and n ≥ 0,
(a
n
)
= 1n!a(a− 1)(a − 2) · · · (a− n+ 1) ∈ R.
Binomial rings were defined by Philip Hall [17] in his study of nilpotent groups. See Elliott [7] for an
overview and further references on binomial rings. Examples of binomial rings include any localization
of Z, any Q-algebra, and the ring of integer valued polynomials in Q[x].
Let ((x
n
))
:=
1
n!
x(x+ 1)(x+ 2) · · · (x+ n− 1) =
(
x+ n− 1
n
)
.
Recall that
((
x
n
))
counts the number of subsets of size n chosen from a set of size x with repetition.
The second condition of a binomial ring is equivalent to
(( a
n
))
∈ R for each a ∈ R and n ≥ 0 by the
combinatorial reciprocity identity (see Stanley [36],)((x
n
))
= (−1)n
(
−x
n
)
. (4.1)
Let R be a binomial ring and let Λ(R) := 1 + tR[[t]] be the set of unital formal power series with
coefficients in R. We use
((
x
n
))
to define an exponential action of R on certain elements of Λ(R). In
particular, (
1
1− t
)a
:=
∑
n≥0
((a
n
))
tn.
By (4.1) this identity is equivalent to the binomial theorem.
Lemma 4.2 is well-known in the context of formal power series, symmetric functions, and the theory
of Witt vectors but is typically not stated in the generality which we technically require.1 We prove it
here for completeness.
Lemma 4.2. For any binomial ring R and any sequence ad ∈ R for d ≥ 0 such that a0 = 1 there exists
a unique sequence bj ∈ R for j ≥ 1 such that the following identity holds in Λ(R).∑
d≥0
adt
d =
∏
j≥1
(
1
1− tj
)bj
. (4.2)
Furthermore (4.2) is equivalent to
ad =
∑
λ⊢d
bλ
where for a partition λ = (1m12m2 · · · )
bλ :=
∏
j≥1
((
bj
mj
))
. (4.3)
1Metropolis and Rota [27, Sec. 6, Prop. 1] mistakenly state this result for an arbitrary commutative ring; the correct version
in terms of binomial rings appears in Elliott [7, Prop. 10.1].
26 TREVOR HYDE
Proof. The right hand side of (4.2) expands as∏
j≥1
(
1
1− tj
)bj
=
∏
j≥1
∑
m≥0
((
bj
m
))
tmj =
∑
d≥0
∑
λ⊢d
bλt
d.
We show by induction on d that there exists a uniquely determined sequence bj such that for all d ≥ 1,
ad =
∑
λ⊢d
bλ.
For d = 1 there is only partition λ and thus a1 = b1. Now suppose that d > 1 and that we have shown bj
is uniquely determined for j < d. Then
bd = ad −
∑
λ⊢d
λ6=(d)
bλ.
If λ 6= (d), then all parts of λ have size j < d hence bd is uniquely determined by our induction
hypothesis. 
We call (4.2) the combinatorial Euler product factorization of the series f(t) =
∑
d≥0 adt
d. This
terminology was chosen to highlight a useful analogy which we discuss below.
4.2. Combinatorial Euler products in number theory. Classically an Euler product refers to a factor-
ization of a Dirichlet series associated to prime ideals in a ring of integers. The essential example is the
Euler product for the Riemann zeta function,
ζ(s) :=
∑
n≥1
1
ns
=
∏
p
1
1− 1ps
.
If V is a variety defined over a finite field Fq, then the Hasse-Weil zeta function ζV (t) ∈ Λ(Z) associated
to V is defined by
ζV (t) := exp
∑
d≥1
|V (Fqd)|
td
d
 =∑
d≥0
|Symd(V )(Fq)|t
d,
where Symd(V ) is the dth symmetric power of V . The Euler product for ζV (t) takes the form
ζV (t) =
∏
j≥1
(
1
1− tj
)Mj(V )
,
where Mj(V ) is the number of transitive Frobenius orbits on V (Fq) with size j. This Euler product is
an example of a combinatorial Euler product and is our motivation for the name.
4.3. Combinatorial Euler products in combinatorics. The combinatorial aspect of the combinatorial
Euler product relates in part to an analogy between integers and partitions discussed in the paper [14] by
Granville and further elaborated in the book [1] by Arratia, Barbour, and Tavaré: Just as every integer
has a unique prime factorization, every partition has a unique “factorization” as λ = (1m12m2 · · · ). The
“primes” in this setting are the natural numbers j ≥ 1. The analog of the Riemann zeta function is the
partition generating function; its combinatorial Euler product decomposition is the well-known identity∑
d≥0
p(d)td =
∏
j≥1
(
1
1− tj
)
,
where p(d) is the number of partitions of d.
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4.4. Necklace rings and Witt vectors. For any commutative ring R Grothendieck [15] defined a ring
structure on the unital formal power series Λ(R). The addition in Λ(R) is multiplication f(t)⊕ g(t) :=
f(t)g(t) and the product is uniquely determined by
1
1− at
⊗
1
1− bt
:=
1
1− abt
,
where a, b ∈ R. The ring Λ(R) is isomorphic to the ring of big Witt vectorsW (R). See the unpublished
notes of Lenstra [24] for a nice proof that Λ(R) forms a ring with these operations and that Λ(R) is
canonically isomorphic toW (R) as it is classically defined.
Metropolis and Rota [27, Sec. 6, Prop. 1] use the combinatorial Euler product formula to give an
isomorphism between Λ(Z) with Grothendieck’s ring structure and the necklace ring Nr(Z). Dress and
Siebeneicher [6] give a combinatorial construction of the necklace ring Nr(Z) as the Burnside ring of
almost finite C-sets Ω̂(C), where C is the infinite cyclic group. A set X with an action of C is called
an almost finite C-set if for each subgroup Cj of C , the setMj(X) of orbits with stabilizer Cj is finite.
Then the Burnside ring of almost finite C-sets is the complete topological ring generated by classes [X]
for each isomorphism class of almost finite C-set X with relations
[X ⊔ Y ] = [X] + [Y ] [X × Y ] = [X][Y ]
when X and Y are almost finite C-sets. If [j] ∈ Ω̂(Z) represents the class of the transitive C-set with j
elements, then each [X] ∈ Ω̂(Z) has a unique expression as
[X] =
∑
j≥1
|Mj(X)|[j].
The isomorphism between Ω̂(C) and Λ(Z) is given by
[X] 7−→
∏
j≥1
(
1
1− tj
)|Mj(X)|
, (4.4)
bringing us again to a combinatorial Euler product.
There is a close connection between this interpretation and the Euler product formula for the Hasse-
Weil zeta function: if V is a variety over Fq, then V (Fq) is an almost finite C-set, where the cyclic action
is given by the Frobenius automorphism of V . Hence [V (Fq)] ∈ Ω̂(Z) and the map (4.4) sends [V (Fq)]
to ζV (t).
4.5. Cyclotomic identity. The necklace polynomials Md(x) arise in relation to an important combina-
torial Euler product formula known as the cyclotomic identity.
Theorem 4.3 (Cyclotomic identity). The following identity holds in Λ(Q[x]),
1
1− xt
=
∏
j≥1
(
1
1− tj
)Mj(x)
.
When x = q is a prime power, Theorem 4.3 reduces to the Euler product formula for Hasse-Weil zeta
function of A1 over Fq. One may interpret this formula as an expression of the unique factorization of
polynomials in Fq[x] into irreducibles. There are many proofs of the cyclotomic identity from different
perspectives including number theory [32, Pg. 13], combinatorics [27, Sec. 5], and Lie theory [31, Lem.
3.2].
We close this section by applying the uniqueness of combinatorial Euler products (Lemma 4.2) to give
a second computation of the valuesMd(±1) for all d ≥ 1.
Corollary 4.4. LetMd(x) be the dth necklace polynomial. Then,
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Md(1) =
{
1 d = 1
0 d > 1.
Md(−1) =

−1 d = 1
1 d = 2
0 d > 2.
Proof. (1) Evaluating the cyclotomic identity at x = 1 we have
1
1− t
=
∏
j≥1
(
1
1− tj
)Mj(1)
.
On the other hand, by Lemma 4.2 we can compare exponents on both sides of this equation to see that
Md(1) =
{
1 d = 1
0 d > 1.
(2) Evaluating the cyclotomic identity at x = −1 we have
1
1 + t
=
∏
j≥1
(
1
1− tj
)Mj(−1)
.
The left hand side can also be written
1
1 + t
=
1− t
1− t2
=
(
1
1− t
)−1( 1
1− t2
)
.
Comparing exponents with Lemma 4.2 we conclude
Md(−1) =

−1 d = 1
1 d = 2
0 d > 2.

In Section 5 we generalize the cyclotomic identity to a one parameter family of identities associated
to the higher necklace polynomials Md,n(x). Our proof of Corollary 4.4 generalizes to the evaluation
of higher necklace polynomials at certain roots of unity, including ±1 (see Theorem 5.6.)
5. HIGHER NECKLACE POLYNOMIALS
LetK be a field and consider the polynomial ring K[x1, x2, . . . , xn] in n variables.
Definition 5.1. A monic polynomial is a K×-orbit of non-zero polynomials in K[x1, x2, . . . , xn]. Let
Polyd,n(K) be the space of total degree d monic polynomials in K[x1, x2, . . . , xn]. Let Irrd,n(K) ⊆
Polyd,n(K) be the subspace ofK-irreducible polynomials.
In this section we study Polyd,n(K) and Irrd,n(K) whenK = Fq is a finite field. Section 6 considers
these spaces whenK = R or C. To keep track of the subscripts d and n note that d stands for the degree
of the polynomials and n stands for the number of variables.
If K = Fq is a finite field, then Irrd,n(Fq) is a finite set. In [20, Lem. 2.1] we showed that the
cardinality of Irrd,n(Fq) is a polynomial in q with rational coefficients. Note that n = 1 corresponds to
the space of univariate polynomials and in that case |Irrd,1(Fq)| =Md(q).
Definition 5.2. Suppose that d, n ≥ 1.
(1) Let Pd,n(x) be the polynomial with rational coefficients such that for any prime power q
Pd,n(q) = |Polyd,n(Fq)|.
(2) The higher necklace polynomialMd,n(x) is the polynomial with rational coefficients such that
for any prime power q,
Md,n(q) = |Irrd,n(Fq)|.
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The polynomial Pd,n(x) is given explicitly by
Pd,n(x) :=
x(
d+n
n ) − x(
d+n−1
n )
x− 1
, (5.1)
(see [20, Lem. 2.1].) When the number of variables is n = 1 the higher necklace polynomials specialize
to the classic necklace polynomials
Md,1(x) =Md(x) =
1
d
∑
e|d
µ(e)xd/e. (5.2)
When n > 1 there is no known explicit formula forMd,n(x) analogous to (5.2). This makes it challeng-
ing to study the higher necklace polynomials directly. Instead we approach Md,n(x) indirectly using the
following family of combinatorial Euler products.
Theorem 5.3. For each n ≥ 1 the following identity holds in Λ(Q[x]) := 1 + tQ[x][[t]],∑
d≥0
Pd,n(x)t
d =
∏
j≥1
(
1
1− tj
)Mj,n(x)
. (5.3)
Proof. This identity is equivalent to Fq[x1, x2, . . . , xn] having unique factorization. More explicitly, for
each partition λ = (1m12m2 · · · ) of d define Pλ,n(x) by
Pλ,n(x) :=
∏
j≥1
((
Mj,n(x)
mj
))
.
The degrees of the Fq-irreducible factors of a polynomial f ∈ Polyd,n(Fq) form a partition λ ⊢ d
which we call the factorization type of f . Thus Pλ,n(q) is the number of elements of Polyd,n(Fq) with
factorization type λ. Since every element of Polyd,n(Fq) factors uniquely into Fq-irreducibles, we have
for each prime power q
Pd,n(q) =
∑
λ⊢d
Pλ,n(q). (5.4)
Lemma 4.2 shows that (5.4) is equivalent to∑
d≥0
Pd,n(q)t
d =
∏
j≥1
(
1
1− tj
)Mj,n(q)
.
Finally, since this holds for all prime powers q the identity must hold as polynomials in x. 
Theorem 5.3 appears in the proof of [20, Thm. 2.3] where we used it to study the x-adic convergence
of Md,n(x) for d fixed as n → ∞. The advantage of Theorem 5.3 is that it allows us to study the
implicitly defined polynomial sequence Md,n(x) by way of the explicitly known polynomial sequence
Pd,n(x). When n = 1, Pd,n(x) = xd and Theorem 5.3 specializes to the classic cyclotomic identity
(Theorem 4.3.)
The cyclotomic factor phenomenon studied for Md(x) in Section 2 extends, in part, to the entire
familyMd,n(x) of higher necklace polynomials. When n > 1 the polynomialsMd,n(x) do not appear to
satisfy functional equations similar to those satisfied byMd(x) andMG(x). This is reflected in the fact
that for each fixed n > 1 we see fewer distinct cyclotomic factors as d varies. Our main result for this
section is Theorem 5.6.
Definition 5.4. Let b ≥ 2 and n ≥ 1 be integers. A balanced base b expansion of n is an expression
n = bk1 − bk2 + bk3 − . . .+ bki−1 − bki ,
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where k1 > k2 > k3 > . . . > ki ≥ 0 is a decreasing sequence of integers and the coefficients on the
right hand side alternate between ±1. Equivalently, n has a balanced base b expansion if all of the base
b digits of n are 0 or b− 1,
n = (b− 1)bℓ1 + (b− 1)bℓ2 + . . . + (b− 1)bℓj .
In that case, the balanced base b expansion of n is gotten by expanding each (b− 1)bk = bk+1 − bk and
collecting coefficients. Not every n ≥ 1 has a balanced base b expansion, but when they do exist they
are unique.
Example 5.5. Every positive integer has a balanced base 2 expansion. For example the balanced base 2
expansion of n = 13 is
13 = 24 − 22 + 21 − 1.
Theorem 5.6. Let p be a prime and let n ≥ 1 be an integer such that
n =
∑
k≥0
bkp
k
is the balanced base p expansion of n. If ζp is a primitive pth root of unity, then
Md,n(ζp) =
{
bk if d = p
k
0 otherwise.
Thus it follows that Φp(x) divides Md,n(x) for all but finitely many d ≥ 1 whenever n has a balanced
base p expansion.
Before proving Theorem 5.6 we prove two lemmas. Ifm ≥ 0 is an integer, let
[m]x :=
xm − 1
x− 1
= xm−1 + xm−2 + . . .+ x+ 1.
Lemma 5.7. If ζ is a non-trivial nth root of unity, then [m]ζ depends only onm modulo n.
Proof. If ζ is a nontrivial nth root of unity, then
[n]ζ = ζ
n−1 + ζn−2 + . . .+ ζ + 1 = 0.
Ifm = an+ b, then
[m]x =
xan+b − 1
x− 1
= xb ·
xan − 1
x− 1
+
xb − 1
x− 1
= xb ·
xan − 1
xn − 1
·
xn − 1
x− 1
+
xb − 1
x− 1
= xb[a]xn [n]x + [b]x.
Evaluating at x = ζ gives
[m]ζ = [b]ζ . 
Lemma 5.8 is known as Lucas’ congruence, due to Èdouard Lucas [25]. See Fine [11] for a slick
modern proof.
Lemma 5.8. If p is a prime and
m = akp
k + ak−1p
k−1 + . . . + a1p+ a0
n = bkp
k + bk−1p
k−1 + . . .+ b1p + b0
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are the base p expansions of the natural numbersm and n (without assuming the leading coefficients are
non-zero), then (
m
n
)
≡
(
ak
bk
)(
ak−1
bk−1
)
· · ·
(
a1
b1
)(
a0
b0
)
mod p.
We now prove Theorem 5.6.
Proof of Theorem 5.6. The polynomial Pd,n(x) may be expressed as
Pd,n(x) =
x(
d+n
n ) − x(
d+n−1
n )
x− 1
=
[(
d+ n
n
)]
x
−
[(
d+ n− 1
n
)]
x
. (5.5)
Suppose that n has a balanced base p expansion and let ζ be a non-trivial pth root of unity. Then by
Theorem 5.3, ∑
d≥0
Pd,n(ζ)t
d =
∏
j≥1
(
1
1− tj
)Mj,n(ζ)
. (5.6)
We evaluateMd,n(ζ) by expressing the left hand side of (5.6) as a combinatorial Euler product in another
way and then using the uniqueness of Lemma 4.2. Towards that end, let Q(t) ∈ Λ(Q(ζ)) be defined by
Q(t) :=
∑
d≥0
[(
d+ n
n
)]
ζ
td.
Then by (5.5) ∑
d≥0
Pd,n(ζ)t
d =
∑
d≥0
([(
d+ n
n
)]
ζ
−
[(
d+ n− 1
n
)]
ζ
)
td
=
∑
d≥0
[(
d+ n
n
)]
ζ
td − t
∑
d≥1
[(
d+ n− 1
n
)]
ζ
td−1
= Q(t)− tQ(t)
= (1− t)Q(t).
Next we determine the coefficients of Q(t). Say positive integers d and n are p-complementary if there
is no pk with a non-zero coefficient in the base p expansions of both d and n. If d and n are not p-
complementary, suppose pk is the smallest power of p common to the base p expansions of d and n.
Then the coefficient of pk in d+ n is 0 since
(1) the coefficient of pk in n is p− 1 by our assumption that n has a balanced base p expansion,
(2) the coefficient of pk in d is at least 1, and
(3) the minimality of k implies there are no carries for smaller power p in the sum.
Thus Lucas’ congruence (Lemma 5.8) implies that if d and n are not p-complementary, then(
d+ n
n
)
≡ 0 mod p
since the factor corresponding to pk will be 0. Therefore, if d and n are not p-complementary, then by
Lemma 5.7 we have [(
d+ n
n
)]
ζ
= 0.
Suppose d and n are p-complementary. Then for each k, the coefficient of pk in the base p expansion
of n is either 0 or p − 1 by the assumption that n has a balanced base p expansion. In the first case the
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factor corresponding to pk in Lucas’ congruence is
(dk
0
)
= 1 where dk is the coefficient of pk in the base
p expansion of d. In the latter case, note that if 0 ≤ a < p, then(
a
p− 1
)
=
{
0 if a < p− 1
1 if a = p− 1
. (5.7)
Then Lucas’ congruence and (5.7) imply that when d and n are p-complementary,(
d+ n
n
)
≡ 1 mod p.
Hence by Lemma 5.7, [(
d+ n
n
)]
ζ
= 1.
Combining these computations we have
Q(t) =
∑
d≥0
[(
d+ n
n
)]
ζ
td =
∑
d is p-comp.
to n
td.
The existence and uniqueness of base p expansions of natural numbers is equivalent to the following
product formula,
1
1− t
=
∑
d≥0
td =
∏
k≥1
p−1∑
a=0
tap
k
=
∏
k≥1
1− tp
k+1
1− tpk
,
where the factor of 1−t
pk+1
1−tpk
contributes to the coefficient of td precisely when d is not p-complementary
to pk. If n = (p− 1)pk1 + (p− 1)pk2 + . . .+ (p− 1)pks is the base p expansion of n, then
Q(t) =
∑
d is p-comp.
to n
td =
1
1− t
s∏
i=1
1− tp
ki
1− tp
ki+1
.
Therefore ∑
d≥0
Pd,n(ζ)t
d = (1− t)Q(t) =
s∏
i=1
1− tp
ki
1− tp
ki+1
=
∏
j≥1
(
1
1− tpk
)bk
,
where n = bℓpℓ + bℓ−1pℓ−1 + . . . + b1p + b0 is the balanced base p expansion of n. The uniqueness of
combinatorial Euler products (Lemma 4.2) implies that Mpk,n(ζ) = bk and Md,n(ζ) = 0 when d is not
a power of p. 
For a fixed n there are finitely many primes p for which n has a balanced base p expansion. Theorem
5.6 tells us that for each such prime p there are only finitely many d such that Md,n(ζp) 6= 0 for ζp a
primitive pth root of unity. The only prime p for which n = 1 has a balanced base p expansion is p = 2
and this reflects the fact thatMd,1(ζp) = 0 for all but finitely many d if and only if p = 2 (Corollary 4.4.)
For any integer m ≥ 1 we have [m]0 = 1. Thus (5.5) implies Pd,n(0) = 0 for all d, n ≥ 1, hence
Md,n(0) = 0. Setting x = 1 gives [m]1 = m, hence by (5.5)
Pd,n(1) =
(
d+ n
n
)
−
(
d+ n− 1
n
)
=
(
d+ n− 1
d
)
=
((n
d
))
.
Therefore ∑
d≥0
Pd,n(1)t
d =
∑
d≥0
((n
d
))
td =
(
1
1− t
)n
.
ThusM1,n(1) = n andMd,n(1) = 0 for d > 1. We record these computations in Proposition 5.9.
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Proposition 5.9. For all d, n ≥ 1,Md,n(0) = 0 and
Md,n(1) =
{
n if d = 1
0 otherwise.
In Section 6 we interpret the values ofMd,n(±1) as Euler characteristics.
We finish this section with a result on the family of formal power series
Zn(x, t) :=
∑
d≥0
Pd,n(x)t
d
appearing in the generalized cyclotomic identity.
Theorem 5.10. If n ≥ 1, then the formal power series
Zn(x, t) =
∑
d≥0
Pd,n(x)t
d
is a rational function in t with coefficients in Q[x] if and only if n = 1. However, for every root of unity
ζ , Z(ζ, t) is a rational function in t with coefficients in Q(ζ).
Proof. When n = 1 the series Zn(x, t) specializes to
Z1(x, t) =
1
1− xt
.
If n > 1 and Zn(x, t) were a rational function in t with coefficients in Q[x], then the coefficient of td
in Zn(x, t) would have leading term xcd for some constant c. However, (5.1) shows that Pd,n(x) has
leading term of the form xcd
n
which for n > 1 implies that Zn(x, t) is not rational.
If x = ζ is anmth root of unity, then
Pd,n(ζ) =
[(
d+ n
n
)]
ζ
−
[(
d+ n− 1
n
)]
ζ
,
and by Lemma 5.7 the values of Pd,n(ζ) only depend on
(d+n
n
)
and
(d+n−1
n
)
modulo m. Hence the
values of Pd,n(ζ) are periodic as functions of d. All formal power series with periodic coefficients are
rational. 
6. NECKLACE VALUES AS EULER CHARACTERISTICS
Recall from Definition 5.1 the space Polyd,n(K) of all total degree dmonic polynomials inK[x1, x2, . . . , xn]
and the subspace Irrd,n(K) ofK-irreducible polynomials. WhenK = R or C the space Polyd,n(K) has
a natural topology inherited from the ambient affine space of all polynomials in K[x1, x2, . . . , xn] with
degree at most d, and thus Irrd,n(K) ⊆ Polyd,n(K) inherits a subspace topology.
Definition 6.1. Say a topological space X is tame if the compactly supported singular cohomology
Hkc (X,Q) (see Hatcher [18, Pg. 243]) is defined for all k ≥ 0 and vanishes for all but finitely many k.
If X is tame, then the compactly supported Euler characteristic χc(X) is
χc(X) :=
∑
k≥0
(−1)k dimQH
k
c (X,Q).
When K = R or C, the space Irrd,n(K) may be constructed from projective spaces by cut-and-
paste relations and is therefore tame. The main result of this section is Theorem 6.2 which shows that
χc(Irrd,n(K)) when K = R or C is given byMd,n(±1).
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Theorem 6.2. Let d, n ≥ 1 and letMd,n(x) be the higher necklace polynomial as defined in Definition
5.2. Then
χc(Irrd,n(C)) =Md,n(1) =
{
n if d = 1
0 otherwise.
χc(Irrd,n(R)) =Md,n(−1) =
{
bk if d = 2
k
0 otherwise.
where n =
∑
k≥0 bk2
k is the balanced binary expansion of n (see Definition 5.4.)
Remark. When one has a space V which can be defined over any field K such that the size of V (Fq) is
given by a polynomial F (x) evaluated at x = q, one hopes that the compactly supported Euler charac-
teristic of V (K) when K = R or C should be given by evaluating F (x) at x = ±1. If V is a variety
defined over Z this heuristic can be made precise by working the Grothendieck ring of varieties (see Farb,
Wolfson [8, 9, 10] or Vakil’s notes [38].) Theorem 6.2 shows that this is the case for the space Irrd,n,
although Irrd,n is not a variety or even constructible in the Zariski topology, which presents a technical
difficulty. If one could identify the proper Grothendieck ring in which to define the class of Irrd,n, then
Theorem 6.2 could potentially be generalized to the motivic identity
[Irrd,n] =Md,n(L),
where L := [A1] is the class of the affine line.
We first prove several lemmas. Lemma 6.3 describes the geometry of the space Polyd,n(K).
Lemma 6.3. LetK be a field. Then for all d, n ≥ 1,
(1) If Poly≤d,n(K) is the space of all non-zero monic polynomials inK[x1, x2, . . . , xn] with degree
at most d, then Poly≤d,n(K)
∼= P(
d+n
n )−1(K). The space Poly≤d−1,n(K) sits naturally inside
of Poly≤d,n(K) and Polyd,n(K) is the complement,
Polyd,n(K) = P
(d+nn )−1(K) \ P(
d+n−1
n )−1(K).
(2) If λ is a partition, let mj(λ) denote the number of parts of λ of size j. Unique factorization of
polynomials over a field gives the decomposition
Polyd,n(K) =
⊔
λ⊢d
∏
j≥1
Symmj(λ)(Irrj,n(K)).
Proof. (1) Consider the K-vector space spanned by all monomials in n variables of degree at most d.
By the classic stars-and-bars counting argument this space has dimension
(d+n
n
)
. The projectivization
of this vector space is, by definition, the space of all non-zero monic degree at most d polynomials in
K[x1, x2, . . . , xn]. Hence Poly≤d,n(K) ∼= P
(d+nn )−1(K).
(2) This follows immediately from the fact that any finitely generated polynomial ring over a field has
unique factorization. 
Remark. Some caution is needed when interpreting the symmetric powers in Lemma 6.3 (2). That
is, Symm(Irrd,n(K)) should not be interpreted as (Sym
mIrrd,n)(K) in the sense of scheme theory.
For example, the irreducible degree one polynomials over K correspond to points on the affine line
Irr1,1(K) ∼= A
1(K). On one hand Sym2A1 is a scheme defined over Z and as such is isomorphic to
A2, hence (Sym2Irr1,1)(R) = A2(R) is the space of all degree 2 monic polynomials over R. However
Sym2(Irr1,1(R)) is the collection all reducible quadratic polynomials of the form (x − a)(x − b) with
a, b ∈ R.
Theorem 6.4, due to MacDonald [26], allows us to compute the Euler characteristic of a symmetric
power of a space X in terms of the Euler characteristic of X. See Vakil’s notes [38, Thm. 2.3] for a nice
one line proof.
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Theorem 6.4 (MacDonald). If X is a tame space, then so is SymmX and
χc(Sym
mX) =
((
χc(X)
m
))
.
Equivalently, in Λ(Z) we have ∑
d≥0
χc(Sym
dX)td =
(
1
1− t
)χc(X)
.
Finally Lemma 6.5 recalls some important well-known properties of the compactly supported Euler
characteristic (see [38].) Note that property (2) fails for the non-compactly supported Euler characteristic.
Lemma 6.5. Suppose that X and Y are tame spaces. Then
(1) χc(X ⊔ Y ) = χc(X) + χc(Y ),
(2) χc(X × Y ) = χc(X)χc(Y ),
(3) χc(R) = −1 and χc(C) = 1,
(4) IfK = R or C, then χc(P
n−1(K)) = [n]χc(K).
Proof. The first three properties are well-known. To compute the Euler characteristic of projective space
we use
Pn−1(K) = Kn−1 ⊔Kn−2 ⊔ . . . ⊔K ⊔ 1,
where 1 = K0 is the one point space. Taking χc when K = R or C we have
χc(P
n−1(K)) = χc(K)
n−1 + χc(K)
n−2 + . . . + χc(K) + 1 = [n]χc(K). 
We now prove Theorem 6.2.
Proof of Theorem 6.2. Let K = R or C. Then by Lemma 6.3 (2), Lemma 6.5, and MacDonald’s Theo-
rem 6.4 we have
χc(Polyd,n(K)) =
∑
λ⊢d
∏
j≥1
χc(Sym
mj (Irrj,n(K)))
=
∑
λ⊢d
∏
j≥1
((
χc(Irrj,n(K))
mj
))
.
Lemma 4.2 implies that this is equivalent to∑
d≥0
χc(Polyd,n(K))t
d =
∏
j≥1
(
1
1− tj
)χc(Irrj,n(K))
.
On the other hand, Lemma 6.3 (1) and Lemma 6.3 show that
χc(Polyd,n(K)) = χc(P
(n+dn )−1(K))− χc(P(
n+d−1
n )−1(K))
=
[(
n+ d
n
)]
χc(K)
−
[(
n+ d− 1
n
)]
χc(K)
= Pd,n(χc(K)).
The generalized cyclotomic identity (Theorem 5.3) gives∑
d≥0
Pd,n(χc(K))t
d =
∏
j≥1
(
1
1− tj
)Mj,n(χc(K))
.
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Hence by the uniqueness of combinatorial Euler products we conclude that for all d, n ≥ 1,
χc(Irrd,n(K)) =Md,n(χc(K)).
Our result then follows from Lemma 6.5 (3), Proposition 5.9, and Theorem 5.6. 
6.1. Geometric computations of necklace values. Theorem 6.2 gives a geometric interpretation of
Md,n(±1). When n = 1 this leads to a “geometric computation” ofMd(±1).
Corollary 6.6. LetMd(x) be the dth necklace polynomial. Then,
Md(1) =
{
1 if d = 1
0 otherwise.
Md(−1) =

−1 if d = 1
1 if d = 2
0 otherwise.
Proof. (1) Theorem 6.2 implies that Md(1) = χc(Irrd,1(C)). Since C is algebraically closed, there are
no C-irreducible polynomials of degree d > 1. Hence Md(1) = 0 for d > 1. On the other hand, every
degree one polynomial is irreducible and thus Irr1,1(C) ∼= C. ThereforeM1(1) = χc(C) = 1.
(2) Theorem 6.2 implies that Md(−1) = χc(Irrd,1(R)). Since C/R is a degree 2 extension and C
is algebraically closed, it follows that there are no R-irreducible polynomials of degree d > 2. Thus
Md(−1) = χc(Irrd,1(R)) = 0 for d > 2. As noted above, Irr1,1(R) ∼= R and thusM1(−1) = χc(R) =
−1.
Finally, there is a homeomorphism Poly2,1(R) ∼= R
2 given by x2+bx+c 7→ (b, c) and Irr2,1(R) corre-
sponds to the open subspace b2− 4c < 0 with Euler characteristic 1. HenceM2(−1) = χc(Irr2,1(R)) =
1. 
As another example of this type of argument consider the space of degree 1 irreducible polynomials
Irr1,n(K). The space of monic linear polynomials is Pn minus a point P0 corresponding to the constant
monic function 1. Since every degree 1 polynomial is irreducible, we have
χc(Irr1,n(C)) = χc(P
n(C))− χc(P
0(C)) = (n+ 1)− 1 = n.
This agrees with Proposition 5.9 where we found thatM1,n(1) = n. On the other hand
χc(Irr1,n(R)) = χc(P
n(R))− χc(P
0(R)) =
1 + (−1)n
2
− 1 =
{
0 if n is even
−1 if n is odd.
This agrees with the evaluation ofM1,n(−1) from Theorem 5.6 since the coefficient of 1 in the balanced
binary expansion of n is 0 if n is even and −1 if n is odd.
Theorem 6.2 connects the evaluation of Md,n(x) at the second roots of unity to the geometry of the
space Irrd,n(K) of irreducible polynomials. When n = 1 our understanding of these spaces for K = R
or C gives a geometric reason for cyclotomic factors Φm(x) of Md(x) with m = 1, 2. It would be
interesting to know if there is some geometric or otherwise “motivic” explanation for the rest of the
cyclotomic factors ofMd(x).
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