Abstract-Image fusion is the process of combining information of interest in two or more images of a scene into a single highly informative image. Generally, the multi-resolution image fusion based on the wavelet transform performs better on diverse images than traditional methods. Therefore, a comparative study of wavelet-based image fusion with different wavelet families and fusion methods are far-reaching to guide people in their applications. In our previous paper, a platform of wavelet-based image fusion has been built, which includes different wavelet families, image fusion rules, and statistical evaluation criteria. Therefore, it can be used to assess, and more importantly, select appropriate method for a specific fusion task. In this paper, the platform is further extended with more advanced algorithms and objective evaluation criteria. Discussions with these algorithms with multi-focus and multi-spectral images demonstrate that our proposed fusion approach still outperforms traditional methods in most of multi-focus images and multi-spectral images, which also complies with statistical analysis by objective evaluation criteria.
I. INTRODUCTION
Image fusion has become a widely used tool to integrate different information images like getting an "all-in-focus" image from a set of multi-focus images or multi-spectral images for various applications such as remote sensing, astronomy, medical imaging, security, surveillance, etc. The main objective of the image fusion is to preserve or combine all important visual information from multiple input images without losing any significant information or features and introducing any artifacts. Concerning the various methods developed for fusing various images from diverse areas, it is necessary to give a general assessment and analysis of the wavelet-based fusion methods.
In our previous paper, discussions of the image fusion focus on multi-resolution analysis, especially in the waveletbased algorithm [4] , in which the comparisons of different wavelet families, decomposition levels (DL), image fusion rules, and evaluation criteria are demonstrated. The paper was to facilitate the understanding of wavelet-based fusion methods and to provide a review and comparison of the methods by introducing a selection of wavelet transforms and a group of different fusion rules. These methods were also analyzed and discussed according to a series of evaluation criteria. And some overall comments were given regarding the advantages and limitations of wavelet-based fusion.
Although the results cannot disclose an universal principle for various applications with one specific wavelet function, decomposition level, fusion rule, and evaluation criterion, some comments from previous experiments are listed below: 1) There is not one wavelet family or one specific wavelet function, which could be general for various applications. But, for most cases, the wavelet functions having smaller length work better than these functions with longer length with less blurriness. 2) For the decomposition level, the level 2 is the best choice for most cases. Once the decomposition level is higher than 3, the blurriness and the artifacts in the fused results will be largely increased.
3) The proposed rule based outperforms traditional rules such as averaging rule, gradient-based rules, energybased rules, statistical rules, etc., in terms of subjective assessment and objective criteria. 4) About evaluation criteria, there is not one rule, whose result is consistent with human subjective evaluation. Unfortunately, human perception still acts as a critical tool for the image fusion area.
Different from our previous paper introduced comparisons of different wavelet families, decomposition levels, image fusion rules, and evaluation criteria, this paper focuses on introducing more advanced methods into former platform and make it more generic. More importantly, discussions of wavelet-based image fusion on some specific area such as multi-spectral, medical imaging, inferred images are shown. Experimental results show that the proposed fusion rule still outperforms than these algorithms in most areas. However, for some multi-spectral areas, such as medical diagnosis, other algorithms works better. This phenomenon demonstrates that different algorithms are appropriate for various applications, which reminds people to select proper algorithm for their specific application. Further, we are still exploring whether there is one evaluation criterion consistent with subjective evaluation or not. Therefore, a group of objective evaluation criteria are introduced to assess the quality of fused images and evaluate the performance of different methods.
II. WAVELET-BASED FUSION PLATFORM
So far, plenty of image fusion algorithms have been proposed by researchers, but there is not an universally accepted standard method emerged for diverse applications or environments. As same as other subareas in image processing, a quantitative study and comparison is significant to help people initially selecting an appropriate method in their specific application. Therefore, a platform assessing the performance of the image fusion algorithm has been built, which includes diverse images, different decomposition methods due to various wavelet functions, various fusion rules, and several evaluation criteria (Fig. 1 ). The DWT with one of 77 wavelet functions is first applied on each source image to generate a fusion decision map, which is generated based on a set of fusion rules (18 rules in our platform), where the fused wavelet coefficient map can be constructed from the wavelet coefficients of the source images according to the fusion decision map. Finally, the fused image is obtained by performing the inverse DWT. Then, the performance evaluation will be carried out with 12 evaluation criteria.
A. Wavelet Functions
The wavelets families used in the platform are: Haar, Daubechies 
B. Fusion Rules
The fusion rule is the most important step in the image fusion. Therefore, various alternatives are included in the platform and compared in this paper: 1) Averaging fusion rule for low-frequency images, and for high-frequency, a) maximum-selection rule selects the pixel with larger absolute value [6] . b) the pixel having larger standard variance based on neighbors is used [16] . c) the pixel having larger energy based on neighbors is used [14] . d) the pixel having larger standard deviation based on neighbors is used [2] . e) the pixel having more number of larger values is used [17] .
2) Gradient-based fusion rule [3] : For low-frequency subimages, averaging fusion rule is applied. For high-frequency subimages, a) the pixel-gradient-based method will use the gradient value of the pixel. b) the region-gradient-based one uses the weight based on neighbors. c) the global-gradient-based one is calculated from all high-frequency bands. 3) For low-frequency subimage, the pixel from a source image having lower energy is used, and for high-frequency subimages, the pixel from a source image having larger energy is used [12] . 4) For low-frequency subimage, weighted averaging rule based on the energy is used, and for high-frequency subimages, the value of a pixel from a source image having larger absolute is used [13] . 5) Activity measurement: it is based on the statistical quantities of local windows of size 3 × 3 [1]. 6) Pixel significance: it considers the coefficient at the current decomposition level and all his children and grandchildren coefficients [5] . 7) Our proposed rule based on focus measure and local contrast measure [4] . 8) For low-frequency subimage, weighted averaging rule based on the spatial frequency is used, and for highfrequency subimages, the value of a pixelhaving larger absolute is used [10] . 9) The modified feature selection algorithm [8] : The variance of each image patch is computed as activity measure. 10) The region entropy is used to measure the amount of information from the approximation images contributing to the fused result [13] . 11) A new averaging fusion rule: averaging fusion rule for low-frequency subimages, and for high-frequency subimages, information is fused based on average gradient (AG) and mutual information (MI) [9] . 12) Multiscale products (MSP) [7] : a feature contrast measurement of the multi-scale products is used to select coefficients from the sharpness parts of the high-frequency subbands. In all, there are 18 rules integrated in our platform, where the first 13 rules marked from 1a to 7 were stated in the previous paper [4] and discussed their performance under different images. In this paper, another 5 rules labelled from 8 to 12 are introduced in this new platform.
C. Objective Evaluation Criteria
It is a challenge to assess the performance of image fusion as the ground-truth is not available in most of cases. For exhaustive study, several classical evaluation criteria shown in different literatures [1] [5] are used in this paper, which are listed as follows: 1) Mean [5] : average pixel intensity measures image brightness. 2) Standard deviation (STD) [5] : reflects image contrast.
3) Root-mean-square (RMSE) [1] measures of the differences between the fused image and the source image. 4) Peak signal to noise ratio (PSNR) [1] : a term for the ratio between the maximum value of a signal and the power of distorting noise. 5) Average gradient (AG) [5] measures a degree of clarity and sharpness. 6) Entropy (H) [5] estimates the amount of information presenting in the image. 7) Mutual information (MI) [5] quantifies the overall mutual information between source images and fused image. 8) Correlation coefficient(CC) [5] measures a relevance of input and output. 9) Spatial frequency(SF) [5] measures the overall information level in the regions (activity level) of an image. 10) A performance measure ρ [8] is defined as the standard deviation of the difference image between the ideal image and the fused image. 11) Structural similarity (SSIM) [15] : an quality assessment metric comparing local patterns of pixel intensities from luminance, contrast, and structure. 12) QABF and LABF measures [11] : measures localized preservation of input gradient information and provides an analysis of fusion performance by quantifying total fusion gain, fusion loss, and fusion artifacts.
III. EXPERIMENTAL TESTS
Experimental tests are carried out on various standard test pairs of multi-focus, medical, and multi-spectral images. Due to limited pages, a part of results are shown, where one example represent one kind of areas.
A test strategy is designed according to the following conditions. As we stated in our previous paper, there is not one wavelet family or one specific wavelet function is general for various applications. But, for most cases, the wavelet functions having smaller length work better than these functions with longer length. The smaller length also means fewer calculations during convolution. In our tests, Db2 works better than Db3, whose results are shown in results. For the decomposition level, the results suggest the level 2 may be the best choice. Once the decomposition level is higher than 3, the blurriness and the artifacts in the fused results will be largely increased. A few images work well at level 1 or 3, but the level 2 shows the best result for most images and wavelet functions. Therefore, results with the DL 2 are only demonstrated in this paper, which is superior to the DL 3 during our tests due to less blurriness even for those medical and multi-spectral images.
When comparing with different fusion rules, only 4 rules are selected from these rules stated in the previous paper ranging from rule 1a to 7, for they demonstrated good effects or own better performance in the category to which they belonging, such as 1a belonging to group 1. Therefore, the total 9 algorithms: 1a, 2c, 6, 7, 8, 9, 10, 11, and 12 are compared in our tests, where these algorithms 1a, 2c, 6, and 7 were compared in other tests in the previous paper. 
A. Fusion of Infrared and Visible Images
These algorithms also applied to the infrared (IR) and Visible images. Fig. 3 shows an infrared image, in which the contour of persons or something else could be easily detected, but lights and characters above awnings could not be seen. In visible images, the persons could not be detected, but lights and characters are clearly demonstrated. For these kind of images, the algorithm 8 always performs well by combining different source image together, in which person, lights, or characters are visible with clare edges than other methods. The algorithms 1a, 2c, 10, and 11 have fair results without obvious errors but low brightness and contrast. The algorithms 6, 7, and 12 pay more attention to local gradient values, which introduce lots of errors. The algorithm 9 is the worst one, which makes the bright awnings almost invisible.
B. Fusion of Multi-focus Images
These fusion algorithms are applied to a set of multi-focus images, such as "pepsi" in Fig. 2 . The proposed algorithm 7 and E are very close with less blurriness and artifacts, since they are designed based on local contrast measure, but the multi-scale product doesn't demonstrate any performance improvement. The algorithm 6 is the one having a lightly more blurriness than them, but it still works well. The rest images generated by other algorithm have more errors, except the algorithm 9. It brings lots of errors and artifacts.
C. Fusion of Infrared and Visible Images
D. Fusion of MMW and Visible Images
The effectiveness of these algorithms can be also proved by extending them to the application of millimeter wave (MMW) image and visible image. Fig. 4 shows images with a group of people or a pistol concealed by the third person. Thus, the ideal fused result should make the pistol easily identified in the third person.
As stated in the image fusion test between the infrared and the visible image, the algorithm 8 always performs well by combining different source image together, in which person and pistol are visible, also without introducing any obvious errors. The algorithms 6, 7, and 12 come next with some errors. The algorithms 1a, 2c, 10, and 11 have fair results 7  1  4  1  1  1  4  2  1  6  2  1  1  5  8  7  2  2  2  1  2  1  1  1  2  2  1  2  12  0  2  1  0  0  1  2  1  0  1  0  5  0  Total  8  8  4  3  2  7  5  3  7  5  3  7  7  9  0  1  0  1  4  1  2  0  3  3  0  0  0  TABLE I  COMPARISON BETWEEN OBJECTIVE AND SUBJECTIVE EVOLUTIONS without obvious errors but very low brightness. The algorithm 9 still acts bad with a black image.
E. Fusion of CT and MR Images
For medical images, the computed tomography (CT) data and the magnetic resonance (MR) scan provide different information with bone and dense tissue with less distortions and soft tissue with more distortions, such as shown in Fig. 5 .
For these medical images, the algorithm 8 always performs well by keeping more completed dense tissue. However, the algorithms 7 and 12 work better in soft tissues. The algorithm 6 shows a good balance between dense tissues and soft tissues but with low brightness or contrast. The algorithms 1a, 2c, 10, and 11 are better at preserving soft tissues, where dense tissues is not kept well. The algorithm 9 isn't a good option in the medical images.
F. Performance evaluation and analysis
The performance of the fusion rules are also compared with the objective fidelity criteria measures as we stated above. From a subjective point of view, rule 7, 8 and 12 are considered perform better, while rule 9 performs the worst. In the Table II, the first row shows different objective measurements, and the number means the count of each measurements that perform the best in 9 groups . For example, rule 8 has 7 times performs the highest in measurement mean. Whilst, rule 12 never perform the best, so the count of measurement mean is zero. The total row means the sum of rule 7, 8 and 12. Since we have 9 groups, the sample size is 9. From the objective point of view, when measurement mean and STD perform the best, we have 88.89% to say that the rule also perform best from the subjective point of view. In addition, when measurement AG perform the best, we have 44.45% to say that the rule perform the worst.
IV. CONCLUSIONS
Different from our previous paper introduced comparisons of different wavelet families, decomposition levels, image fusion rules, and evaluation criteria, this paper focuses on introducing more advanced fusion algorithms and objective evaluation criteria into former platform and make it more generic. More importantly, discussions of wavelet-based image fusion on some specific area such as multi-spectral, medical imaging, and inferred images demonstrate that our proposed algorithm still has excellent performance under most of various conditions, but some kind of algorithm might be more appropriate for certain application, which reminds people to carefully select algorithm for their specific application.
Due to limited pages, a brief discussion about the consistence between subjective and objective evaluations are demonstrated, which reveals that combining different measures together might be more effective than a single measure. For example, the measures mean and STD have higher probabilities to point out the proper fusion rule according to our tests. More statistical analysis based on objective evaluation criteria will be further discussed in the future.
