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Capitolo 1
Integrità firmware e hardware
1.1 Panoramica integrità firmware e hardware
Il tema che andrò a trattare è l’integrità firmware e hardware il quale, in
questi ultimi anni, si è fatto sempre più spazio nel campo dell’Information
Security [1].
Per integrità [36] intendiamo la protezione di dati e informazioni a fronte di
modifiche dolose o meno del loro contenuto.
Sono molteplici i casi reperibili in rete di attacchi verso terminali avvenu-
ti attraverso la violazione dell’integrità dei firmware installati sulle macchine
stesse, i quali hanno causato ingenti danni. Tanto per citarne uno, si può fare
riferimento ad un gruppo di hacker denominato Equation Group [2], di cui par-
leremo più in dettaglio successivamente, il quale è stato capace di progettare
ed implementare un tool in grado di infettare i firmware di diversi modelli di
dischi rigidi di imprese come Seagate, Western Digital, IBM, Toshiba, Samsung
e Maxtor. Una volta infettato il sistema, il tool riusciva a creare partizioni non
visibili dall’utente ma accessibili dagli attaccanti, le quali erano utilizzate per
memorizzare informazioni che il tool stesso reperiva dal sistema infetto.
Il problema principale per evitare e scovare questo tipo di attacchi è proprio il
livello a cui essi operano, come si può notare in Figura 1.1 il livello firmware
si trova appena sopra quello hardware e risulta essere quindi alla base della
gerarchia di qualsiasi sistema informatico.
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Figura 1.1: In questa immagine vengono descritti i diversi livelli architetturali
di un generico sistema informatico. Immagine tratta da [37]
Un attacco a questa profondità è difficilmente rilevabile, soprattutto dai
generici antivirus e, se ben progettato, può essere in grado di sopravvivere a
riavvii e formattazioni del sistema stesso.
Risulta quindi interessante poter verificare l’autenticità dei firmware installati
in una determinata postazione e, inoltre, poter monitorare costantemente lo
stato dell’hardware installato.
1.2 Obbiettivi
L’obbiettivo posto è quello di riuscire a creare uno strumento software in
grado di verificare che non ci siano state alterazioni hardware o firmware in una
generica postazione utente. In pratica, vogliamo essere in grado, di determinare




In questo capitolo si vogliono fornire le conoscenze di base dei principa-
li concetti che verranno trattati e con i quali il lettore potrebbe non avere
dimestichezza.
2.1 Nozioni di hardware e firmware
Quando parliamo di hardware intendiamo tutti i componenti fisici presenti
all’interno di una macchina. La componentistica a cui facciamo riferimento
può essere di natura elettronica, meccanica (e.g. dischi rigidi), magnetica (e.g
floppy disk) e ottica (e.g lettore ottico). Essendo componenti di vario genere
e con scopi diversi alcuni di essi risultano sicuramente più interessanti da un
punto di vista della sicurezza, analizzeremo in seguito suddetti elementi.
Un firmware (anche chiamato microcodice) può essere visto come una
sorta di software contenuto in una memoria permanente (e.g ROM, EPROM
o memorie flash) di un determinato dispositivo. Attraverso esso è possibile
avviare il dispositivo su cui è installato ed interagirci, può essere quindi visto
come un intermediario tra le componenti logiche e fisiche di un sistema. Essen-
do una sorta di applicativo molto low-level, nel corso della sua vita potrebbe
richiedere aggiornamenti di varia natura (e.g aggiunta di servizi, correzione di
bug), questo tipo di operazione è chiamata comunemente flash ed è considera-
ta molto rischiosa in quanto, se qualcosa andasse storto durante questa fase,
il dispositivo sul quale si sta svolgendo l’aggiornamento del firmware potreb-
be smettere di funzionare o non funzionare più correttamente. Nella maggior
parte dei casi l’aggiornamento di un firmware avviene attraverso tool specifi-
ci distribuiti dai produttori dell’hardware stesso i quali possono offrire anche
funzionalità di backup del firmware, in modo da poter recuperare ad eventuali
danni. Un’altra operazione che può essere svolta sui firmware è il cosiddetto
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dump, cioè il recupero del firmware stesso da un determinato device, vedremo
in seguito casi interessanti di questo tipo.
2.2 Nozione di kernel
Nell’ambito informatico, per kernel, si intende il nucleo del sistema ope-
rativo il quale ha il completo controllo di tutto ciò che si verifica nel sistema
e fornisce ai processi attivi sulla macchina un accesso sicuro e controllato sul-
l’hardware. Il kernel è la prima componente del sistema operativo ad essere
caricata durante l’avvio del sistema e rimane attiva per tutta la durata della
sessione visto che i suoi servizi sono continuamente richiesti. Le funzionalità
che offre sono molteplici, tipicamente include la gestione della memoria, la ge-
stione dei processi, la gestione Input/Output e molto altro. Tutti questi servizi
sono utilizzabili dal sistema attraverso opportune interfacce chiamate system
calls (chiamate a sistema). I kernel possono essere divisi in due macrofami-
glie, quelli monolitici e i microkernel. I primi contengono tutte le funzionalità
principali del sistema operativo e le interfacce per l’utilizzo dei dispositivi e,
proprio per questi motivi, rendono le dimensioni del codice molto ampie ed il
kernel stesso difficilmente estendibile a fronte di aggiunte di dispositivi hard-
ware. Quest’ultima operazione, infatti, comporterebbe all’aggiunta nel kernel
dell’interfaccia utilizzata per uno specifico device, tuttavia i kernel monolitici
odierni (come il kernel Linux [3]) sono in grado di caricare moduli in fase di
esecuzione permettendo un’estensione dinamica del kernel stesso. I microker-
nel, invece, offrono solamente le funzioni basilari per il corretto funzionamento
di un sistema, come la definizione dello spazio di indirizzamento di memo-
ria, la comunicazione tra processi e la gestione di questi ultimi permettendo
al sistema operativo una maggiore flessibilità nell’implementazione di ulteriori
funzionalità.
2.3 Nozione di integrità e crittografia
In informatica per integrità intendiamo uno dei cinque pilastri dell’Infor-
mation Assurance (IA) [4], gli altri quattro sono autenticazione, disponibilità,
riservatezza e non ripudiabilità. Questo termine è composto da due concetti
[5] correlati tra loro, che sono:
• Integrità dei dati: Assicura che le informazioni vengano modificate
solo da utenti autorizzati e secondo determinate modalità.
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• Integrità del sistema: Assicura che un sistema svolga le funzionali-
tà previste in maniera sicura, cioè senza che esso sia stato soggetto a
manipolazioni intenzionali o accidentali.
La perdità di integrità dei dati può avvenire accidentalmente, per esempio la
rottura di un disco rigido in cui i dati sono contenuti, o intenzionalmente,
cioè attraverso attacchi informatici. Un attacco può essere generalmente visto
come una violazione della politica di sicurezza adottata da un sistema avvenuto
violando i meccanismi progettati appositamente per rendere sicuro il sistema.
Uno dei metodi maggiormente adottati nell’IA per far fronte ad attacchi
informatici e cercare di garantire anche l’integrità dei dati è la crittografia.
Attraverso quest’ultima è possibile codificare i dati in un formato non accessi-
bile da un utente non autorizzato, permettendo di trasmettere dati senza che
nessuno, a parte il diretto interessato, possa decodificare o compromettere le
informazioni.
Questo campo è composto da un’ampia famiglia di algoritmi crittografici tra i
quali i più importanti sono:
• Crittografia a chiave simmetrica: Utilizzata per crittare messaggi
facendo utilizzo di una sola chiave.
• Crittografia a chiave pubblica: Utilizzata per crittare messaggi uti-
lizzando una coppia di chiavi, una pubblica e una privata.
• Funzioni hash crittografiche: Utilizzano una particolare trasforma-
zione, la quale varia a seconda dell’algoritmo utilizzato, per crittare i
dati presi come input.
2.3.1 Funzioni crittografiche di hash
Tra le tre macrocategorie appena citate porremo più attenzione sulle fun-
zioni crittografiche di hash visto che sono adatte per verificare l’integrità dei
dati.
Come si può notare in Figura 2.1 una generica funzione di hash prende come
input un messaggio di lungezza variabile e produce una stringa di dimensione
fissa chiamata valore di hash (o digest) la quale lunghezza varia a seconda
dell’algoritmo utilizzato.
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Figura 2.1: Funzionamento di una generica funzione di hash
Immagine tratta da [5]
Una generica funzione di hash, per essere considerata tale, deve rispettare
le seguenti proprietà:
1. Deve poter essere applicata ad un blocco di dati di qualsiasi grandezza.
2. Deve produrre un output di lunghezza fissa.
3. Dato un input deve essere computazionalmente facile calcolare il suo
digest.
4. Dato un valore di hash deve essere computazionalmente difficile, se non
impossibile, risalire al messaggio che lo ha generato. Questa proprietà
prende il nome di non invertibilità della funzione.
5. Deve essere computazionalmente difficile modificare un messaggio senza
modificare il relativo valore di hash. La proprietà in questione è anche
chiamata resistenza debole alle collisioni.
6. Deve essere difficile, sempre in termini computazionali, trovare due input
che, passati alla funzione, generano lo stesso valore di hash. In questo
caso parliamo di resistenza forte alle collisioni.
Dopo aver definito le proprietà che qualsiasi funzione hash dovrebbe rispettare
passiamo ad analizzare la sicurezza di una generica funzione. Esistono due
approcci di attacco per queste funzioni, il primo è basato sulla crittoanalisi
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mentre il secondo è un approccio di tipo brute-force. La crittoanalisi di una
funzione di hash si basa sullo studio di quest’ultima con lo scopo di ricercare
falle logiche che poi verranno sfruttate per corrompere la sicurezza della fun-
zione, l’unico modo per evitare attacchi del genere è progettare la funzione nel
modo più sicuro possibile.
La resistenza di una funzione a fronte di attacchi brute-force, invece, deriva
unicamente dalla lunghezza dell’output prodotto. Se una funzione rispetta le
proprietà precedentemente descritte di resistenza alle collisioni allora, secondo
il birthday-paradox1, un eventuale attaccante riuscirebbe a trovare una colli-
sione eseguendo 2n/2 computazioni. Andiamo ora ad analizzare due delle più
utilizzate funzioni crittografiche di hash ponendo particolare attenzione alla
loro sicurezza.
2.3.2 MD5
La funzione crittografica di hash MD5 [6] fu progettata da Ronald Rivest
nel 1994 come miglioramento della precedente versione MD4 [7], sempre ideata
da lui.
L’algoritmo in questione prende come input un messaggio di lunghezza arbitra-
ria e produce un digest di 128-bit. Anche se, già dalla sua nascita, sono state
trovate diverse debolezze [8] risulta ancora molto utilizzato nella crittografia
come firma digitale, integrità dei dati ed autenticazione degli utenti.
Sono numerose le ricerche effettuate sulla sicurezza di questa funzione, nel 2005
un ricercatore cinese di nome Jie Liang [9] è riuscito a progettare un algoritmo
in grado di trovare in poche ore due sequenze di stringhe lunghe 128 byte che,
passate alla funzione MD5, producono lo stesso valore di hash, rompendo così
la resistenza alle collisioni dell’algoritmo. Alla luce di queste ricerche posso
affermare che la funzione crittografica di hash MD5 non è una funzione sicura
e che non può sempre garantire l’integrità dei dati.
2.3.3 SHA
La seconda famiglia di funzioni di hash che trattiamo è la Secure Hash
Algorithm (SHA) [10], questa comprende cinque diversi algoritmi, che sono
SHA-1, SHA-224, SHA-256, SHA-384 e SHA-512 dei quali il primo produce
un digest di 160 bit, mentre i restanti producono valori di hash con lunghezza
in bit pari al valore riportato nella loro sigla.
Soffermiamoci ora sulla sicurezza che il primo algoritmo di questa famiglia
offre; anche in questo caso, come per l’MD5, sono stati effettuati diversi test di
attacco uno [11] dei quali ha dimostrato che è possibile trovare una collisione
1https://en.wikipedia.org/wiki/Birthday_problem
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con una complessita minore di 269 operazioni di hash. Tutte le altre funzioni
della famiglia, invece, risultano essere più resistenti alle collisioni e quindi
migliori per la verifica dell’integrità dei dati.
Capitolo 3
Analisi firmware e hardware
In questo capitolo verranno affrontate diverse tematiche riguardanti il mon-
do del firmware e dell’hardware. Si procederà trattando inizialmente la gestione
dei firmware in ambienti Linux per poi analizzare in dettaglio il funzionamento
dei firmware di dispositivi particolarmente delicati nell’ambito della sicurezza,
come BIOS e dischi rigidi. Durante tutta questa fase di analisi verranno mo-
strati diversi esempi di attacchi e progetti interessanti per comprendere al
meglio l’importanza di questo ambito.
3.1 Firmware nel mondo Linux
In questa prima sezione verrà definito come e dove, nei moderni sistemi
Linux, i firmware vengano caricati facendo anche riferimento ad un interessante
progetto nato da poco ma, prima di entrare nel dettaglio, è meglio effettuare
alcune precisazioni.
Il mondo Linux comprende un grande insieme di distribuzioni (circa 300) le
quali si basano sul Kernel Linux [3], il quale ricordiamo essere monolitico, ma
che si differenziano per diversi fattori. Uno di questi, tra i più importanti, è
l’organizzazione dei filesystem, cioè il meccanismo secondo il quale i file di un
generico Sistema Operativo vengono organizzati all’interno del dispositivo di
memorizzazione. Molte distribuzioni seguono il Filesystem Hierarchy Standard
(FHS) [12], cioè uno standard nato nel 1993 ed evolutosi nel tempo, il quale si
pone come obbiettivo quello di standardizzare l’organizzazione dei filesystem in
sistemi operativi Unix-like, tra cui i sistemi Linux. Altre distribuzioni, invece,
hanno preferito non seguire questo standard ed adottare approcci differenti.
Ci troviamo quindi in un mondo molto frammentato e difficile da coprire nella
sua interezza.
9
10 CAPITOLO 3. ANALISI FIRMWARE E HARDWARE
3.1.1 Evoluzione del kernel
Per raggiungere al meglio l’obbiettivo posto in questa sezione è utile vedere
come il Kernel Linux si sia evoluto nel tempo. Il Kernel Linux nacque più di
20 anni fa e, anno dopo anno, ha visto aggiungersi diverse funzionalità, tra
tutte le versioni noi ci concentreremo sulla 2.6. Da questa versione, rilascia-
ta nel Dicembre del 2003, è possibile identificare dinamicamente i dispositivi
che vengono collegati al sistema e riconoscere le relative proprietà (e.g. codi-
ce identificativo del produttore, id del device,ecc), questa funzionalità è stata
implementata attraverso il sistema udev [13] e l’aiuto di hotplug, che andremo
presto a definire.
Prima di questa versione il Kernel Linux utilizzava un filesystem statico chia-
mato Device File System (DevFS), il quale era eseguito esclusivamente in ker-
nel mode. Con questo filesystem la directory /dev era popolata sin dall’instal-
lazione del sistema operativo da tutti i possibili device che un sistema poteva
controllare, ovviamente questa metodologia non era la migliore e comportava
un enorme spreco di spazio di memorizzazione. La versione presa in analisi
ha portato alla sostituzione del DevFS con Udev; udev è un sistema composto
da un demone1 e da diversi servizi kernel, tra cui hotplug il quale può essere
eseguito in userspace, al contrario del suo predecessore. È proprio l’avvento di
hotplug che permette di gestire dinamicamente l’aggiunta e la rimozione dei
dispositivi, caricare i driver appropriati e ricercare i firmware per determinati
device. Sarà proprio questa funzionalità ad essere presa come caso di studio
in seguito.
3.1.2 Richiesta dei firmware
Dopo aver definito come l’avvento di udev e hotplug abbia rivoluzionato
il Kernel Linux passiamo ora ad analizzare come un generico sistema Linux
effettui le varie richieste dei firmware [14].
Ogni volta che il driver di un determinato dispositivo necessita del firmware vie-
ne effettuata una chiamata alla funzione request_firmware(fw_entry, FIRM-
WARE, device) questa funzione, come si può notare, accetta tre parametri che
andiamo ora a definire. Il primo parametro rappresenta il puntatore all’imma-
gine del firmware in questione sul quale, come vedremo successivamente, verrà
caricato il firmware, il secondo parametro indica il nome del file contenente il
firmware mentre il terzo è il device per il quale viene richiesto il firmware.
Non appena questa chiamata a funzione viene effettuata, il kernel effettua una
ricerca dell’immagine del firmware attraverso il suo nome, il quale ricordia-
1un demone è un software eseguito in background il quale tipicamente ha lo scopo di
fornire servizi all’utente
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mo essere passato come secondo parametro, nelle directory /lib/firmware e
/lib/firmware/updates dedicate appositamente a contenere i diversi firmware.
Se l’esito della ricerca è positivo allora l’immagine sarà collegata al puntatore
passato come primo parametro ed il driver sarà in grado di accedervi per poi
rilasciare le risorse. Nel caso in cui il kernel non sia stato in grado di trovare
l’immagine allora si passa in userspace generando la directory /sys/class/firm-
ware/X/loading,data, in questo path la X identifica il nome del firmware che
si sta ricercando mentre loading e data sono due attributi. Loading è utilizza-
to per gestire lo stato di caricamento del firmware e può assumere tre diversi
valori, 1, 0 o -1. Il valore 1 indica che il processo sta caricando il firmware, con
il valore 0 viene indicato che il processo di caricamento ha raggiunto il termine
mentre, se l’attributo loading assume il valore -1 allora significa che il processo
è stato abortito. Il secondo attributo, invece, è utilizzato esclusivamente per
contenere l’immagine del firmware.
Appena finita la creazione della cartella l’attributo loading viene impostato
ad 1 così da poter cominciare la ricerca del firmware. Dopo questa fase il
processo torna in kernel mode dove il kernel si occuperà di terminare tutti i
caricamenti parziali che sono in corso, per poi tornare in userspace. Ora è
compito dell’utente effettuare l’upload del firmware interessato nella cartella
/sys/class/firmware/X/data, una volta che anche questa operazione è stata
completata entra in gioco lo script hotplug il quale non farà altro che recupe-
rare l’immagine nell’apposita cartella e passarla al kernel il quale, a sua volta,
si occuperà di reindirizzarlo al driver che ha generato la chiamata.
Il processo appena descritto, però, deve avvenire entro un certo limite di tempo,
questo limite è impostabile ed è definito in termini di secondi nel file /sys/-
class/firmware/timeout, nel caso in cui l’esecuzione del processo non avvengo
entro questo limite, hotplug lo ferma impostando l’attributo loading a -1 e
facendo così restituire un errore alla funzione request_firmware. Se tutto è
andato bene ed è quindi stato possibile reperire il firmware allora il driver ha
tutto ciò che gli serve nella struttura fw_entry appositamente popolata con
l’immagine e può procedere con il caricamento dell’immagine all’interno del de-
vice desiderato. Una volta caricato potrà effettuare una chiamata alla funzione
release_firmware(fw_entry) rilasciando l’immagine e le relative risorse.
3.1.3 Distribuzione dei firmware
In questa sezione verranno analizzate le possibili modalità di distribuzione
dei firmware prendendo come caso di studio le distribuzioni Debian/ Ubuntu.
Nei sistemi Linux i firmware possono essere distribuiti da diverse origini.
Alcuni firmware sono già contenuti nei kernel Linux sin dalla loro installazione,
altri possono essere reperibili da fonti on-line mentre molti altri, non avendo
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una licenza di distribuzione libera, non possono essere distribuiti liberamente
come il resto del sistema.
Nelle distribuzioni Ubuntu i firmware possono essere ottenuti dalle seguenti
fonti:
1. linux-image package, package contenente il kernel linux e i firmware
autorizzati.
2. linux-firmware package, ulteriore package contenente firmware autoriz-
zati.
3. linux-nonfree package, in questo package sono contenuti i firmware con
licenze commerciali.
4. un package driver separato
5. altre fonti come siti web, CD o email.
Le prime due fonti (linux-image package e linux-firmware package) sono instal-
late di default dall’installer della distribuzione mentre le restanti sono reperibili
dall’utente. Tutti i file contenenti i firmware sono contenuti all’interno della
cartella /lib/firmware, proprio per questo motivo il kernel ogni qualvolta debba
cercare firmware da reindirizzare all’opportuno driver analizza completamente
la suddetta cartella.
3.1.4 Progetto FWUPD
Fwupd [15] è un progetto open-source nato nel 2015 che si pone come scopo
quello di automatizzare l’aggiornamento dei firmware nelle macchine Linux in
modo sicuro ed affidabile. Il progetto in questione è molto interessante in quan-
to, al giorno d’oggi, l’aggiornamento di un qualsiasi firmware richiede sia che
il produttore fornisca informazioni riguardanti i diversi aggiornamenti specifici
per l’hardware, sia un meccanismo che consenta l’installazione del firmware,
in pratica non esiste ancora un metodo standard che possa comprendere tutti
gli aggiornamenti di questo tipo.
Questo sistema è stato progettato come un servizio D-Bus [16] il quale vie-
ne attivato ogni qualvolta sia richiesto. D-Bus è un demone open-source di
comunicazione tra processi (IPC) ed offre alle applicazioni la possibilità di co-
municare tra loro e con il sistema, riuscendo a captare anche eventi generati
dal kernel come, per esempio, il collegamento di nuove periferiche.
Essendo nato da poco, fwupd, ha ancora un numero limitato di firmware
supportati, questo è causato anche dal fatto che i produttori di firmware che
aderiscono o vogliono aderire a questo progetto devono effettuare l’upload dei
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loro firmware i quali saranno sottoposti a diversi controlli prima di porter essere
pubblicati ed utilizzati dagli utilizzatori finali.
Può risultare interessante spendere due parole sullo standard adottato per
l’identificazione dei firmware. Un produttore che voglia effettuare l’upload dei
propri firmware, oltre all’immagine del firmware stesso, deve allegare un file
XML che segua una determinata struttura, così facendo, il servizio, è in grado
di memorizzare e gestire tutti i firmware con più facilità ed omogeneità.
Per quanto riguarda la sicurezza che questo servizio offre, ogni aggiornamento
firmware da loro proposto è firmato e accompagnato da un checksum inoltre
forniscono un file XML dal quale è possibile ricavare tutte le informazioni
riguardanti l’aggiornamento stesso.
Il progetto in questione è molto interessante e, con il giusto supporto dei
produttori, potrebbe prendere piede in non molto tempo.
3.2 Firmware nei dischi rigidi
In questa sezione verranno trattati i firmware dei dischi rigidi. Inizialmente
verrà mostrato dove gli odierni dischi rigidi memorizzano i firmware per poi
analizzare due interessanti casi di dump ed infine citare un importante attacco
che ha coinvolto questa componente.
Risulta triviale dire che un dispositivo come il disco rigido assuma rilevante
importanza all’interno dei sistemi odierni in quanto funge come contenitore
della maggior parte di informazioni presenti in un sistema e, come vedremo in
seguito, un attacco a questa componente potrebbe causare ingenti danni.
3.2.1 Locazione e caricamento del firmware
Gli odierni dischi rigidi sono composti da diverse componenti una delle quali
può essere vista come la "scheda madre" dell’hard disk, la componente a cui
stiamo facendo riferimento prende il nome di Printed Circuit Board (PCB).
Quest’ultima è composta da una serie di chip e da una piccola, ma molto
importante, parte del microcodice del disco rigido. In Figura 3.1 è possibile
notare come la parte mancante del firmware sia situata all’interno dei dischi
dell’hard disk, in un’area riservata e non accessibile.
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Figura 3.1: Posizionamento firmware in un generico hard disk.
Immagine tratta da [38]
Questa area viene anche chiamata Service Area, ed è inoltre utilizzata per
tutti i servizi e le informazioni utili ad un hard disk come le tabelle di configu-
razione, informazioni di sicurezza (password del disco, ecc..), informazioni sul
disco (numero seriale, produttore, ecc..) e altro.
Quando il disco rigido viene avviato la prima porzione di firmware, contenu-
ta nel PCB, avvia l’intero processo di avvio del sistema, quindi il firmware
presente all’interno della Service Area viene caricato nella memoria del disco
rigido. Successivamente, il codice appena caricato, verrà abbinato alla sua
parte mancante presente all’interno del PCB e, se in questa fase di abbina-
mento si dovessero aver problemi, allora significa che probabilmente l’integrità
del firmware in questione è stata violata.
La Service Area contenente tutti i moduli utili al disco rigido e parte del
firmware è accessibile solo attraverso opportuni comandi ATA[40] che variano
da produttore a produttore e difficilmente reperibili. Risulta quindi molto
complesso, ma non impossibile, eseguire operazioni in questa specifica area.
3.2.2 Casi di dump
Sarebbe sicuramente interessante riuscire ad estrapolare il firmware di una
componente così rilevante per poi sottoporre l’output restituito ad un sistema
in grado di verificare la sua autenticità ma, dalle precedenti analisi, è facile
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capire come eseguire operazioni di questo tipo non sia un lavoro facile in quanto
ci troviamo in un mondo molto frammentato e privo di standard.
Un software reperibile in rete che offre una funzionalità di questo tipo
è PC3000 [17]. Il tool in questione è frutto di circa 20 anni di esperienza
nell’ambito del recupero dati e riparazione di dischi rigidi ed offre numerose
funzionalità, tra cui:
1. Diagnosi completa del disco rigido.
2. Verifica e recupero della Service Area.
3. Lettura e scrittura del firmware .
4. Modifica delle tabelle di configurazione.
5. Modifica delle impostazioni e dei parametri di identificazione.
6. Reset completo del disco rigido.
Come si può notare, tra le tante funzionalità offerte è presente anche la lettura
e la scrittura del firmware. Questo software, inoltre, supporta una gran vastità
di modelli dei maggiori produttori di dischi rigidi odierni; a fronte delle analisi
effettuate precedentemente è facile capire come un tool che dia tutte queste
possibilità debba conoscere il set di comandi ATA utilizzati da ogni produttore
per poter interagire con la Service Area dei dischi rigidi. Purtroppo PC3000
si può reperire in commercio per un prezzo che si aggira intorno ai 4500$, il
quale risulta essere inadatto ai nostri scopi.
Un ulteriore metodo utilizzato per effettuare il dump del firmware di un
Hard Disk Drive è attraverso l’utilizzo dell’interfaccia JTAG [18]. JTAG altro
non è che un protocollo utilizzato da più di 200 imprese produttrici di circuiti
integrati e circuiti stampati utilizzato per il test funzionale dei dispositivi.
Attraverso questa interfaccia possono essere attivate varie funzioni sviluppate
dai costruttori del componente, una delle più interessanti è la possibilità di
testare, leggere e programmare il microcode del dispositivo. È proprio questa
funzionalità che può essere sfruttata per effettuare il dump del firmware.
Per effettuare un dump attraverso JTAG è necessario disassemblare l’hard disk
dal prorpio sistema e avere una buona conoscenza del protocollo JTAG, cioè
essere in grado di riconoscere i pin del device utilizzati da questo protocollo
ed i comandi utilizzabili. In rete è possibile trovare diversi articoli riguardanti
questo metodo di dump uno2 dei quali viene effettuato da un ragazzo il quale
mostra come sia possibile infettare il firmware di un disco rigido partendo da
2http://www.malwaretech.com/2015/04/hard-disk-firmware-hacking-part-1.
html
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una copia del firmware che viene recuperata attraverso l’interfaccia appena
descritta.
3.2.3 Equation Group
Un caso di attacco interessante da analizzare è quello effettuato da un
gruppo di hacker denominato Equation Group [2]. Il gruppo in questione
è considerato uno dei più sofisticati gruppi di cyber-attacco nel mondo ed
è coinvolto in numerose operazioni illecite. Diverse ricerche effettuate dalla
Kaspersky [19] hanno portato alla luce diversi malware da loro sviluppati ed
utilizzati, tra cui:
• EquationDrug - Piattaforma di attacco molto complessa in grado di
supportare un sistema modulare di plugin aggiornabile dinamicamente
dagli attaccanti.
• DoubleFantasy - Un validatore progettato per identificare le vittime.
• TripleFantasy - Sistema completo utilizzato per effettuare attacchi ba-
sati su backdoor.
• GrayFish - La piattaforma d’attacco più sofisticata dell’Equation Group,
è eseguita in fase di avvio del sistema ed è in grado di sopravvivere a
fronte di formattazioni e riavvii del sistema stesso.
• Fanny - Un sistema utilizzato per raccogliere informazioni riguardanti
vittime risiedenti nel Medio Oriente e Asia.
• EquationLaser - Uno dei primi tool di attacco da loro sviluppato, usato
tra il 2001 ed il 2004.
Tra i numerosi attacchi che il suddetto gruppo è riuscito a portare a termine
noi ci concentreremo su uno in particolare, il quale coinvolge i firmware dei
dischi rigidi.
La piattaforma d’attacco EquationDrug precedentemente citata offre due fun-
zionalità molto interessanti: la possibilità di riprogrammare il firmware del
disco rigido con un payload modificato appositamente dal gruppo e, inoltre,
fornisce una serie di API memorizzate all’interno di settori nascosti del disco
rigido. Un attacco di questo genere può comportare due grandi problemi:
• Un’estrema persistenza dell’infezione a fronte di formattazioni del disco
o del sistema operativo.
• Un’area di memorizzazione accessibile da remoto, persistente ed invisibile
all’interno del disco rigido.
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Le ricerche effettuate dalla Kaspersky hanno inoltre dimostrato che il sistema
in questione è in grado di infettare dischi rigidi di produttori come Western Di-
gital, Samsung, Seagate, Maxtor, Toshiba e Micron. Una volta che il malware
è riuscito ad insidiarsi nel computer della vittima è in grado di riconoscere il
modello del disco rigido installato e riprogrammare il suo firmware utilizzan-
do una serie di comandi ATA specifici per poi riuscire ad accedere da remoto
e creare partizioni invisibili su cui poter memorizzare dati provenienti dalla
macchina della vittima.
3.3 Firmware BIOS
In questa sezione analizzeremo più in dettaglio i firmware dei BIOS. Ini-
zialmente verrà trattata la sua evoluzione in UEFI ponendo attenzione al lato
sicurezza che questa implementazione ha cercato di apportare, poi passeremo
ad una rassegna di un caso di attacco il quale ha coinvolto questa componente
ed infine analizzeremo un interessante sistema progettato da VirusTotal [20].
3.3.1 BIOS e UEFI
Il Basic Input/Output System (BIOS) è composto da un insieme di routi-
ne software contenenti tutte le funzionalità per controllare la componentistica
installata in un sistema. All’avvio del sistema esso è il primo componente
ad essere avviato e si occupa dell’inizializzazione e del controllo di tutte le
componenti hardware installate sulla macchina, dopo aver effettuato questa
operazione si occupa di preparare tutto il necessario affinchè il sistema opera-
tivo possa avviarsi correttamente per poi avviarlo.Per fare in modo che il suo
contenuto sia persistente ma che sia anche possibile eseguire aggiornamenti di
questa componente, essa è posizionata all’interno di memorie riprogrammabili
non volatili.
Con il passare degli anni l’evoluzione tecnologica ha portato a richiedere fun-
zionalità per le quali i BIOS non erano progettati (e.g. gestione remota della
sicurezza, monitoring della potenza e della temperatura del sistema, ecc..).
I BIOS, come si può facilmente intuire, hanno preso vita molteplici anni fa
e quindi non erano progettati ed implementati per essere estesi. Per questi
motivi nel 2003 Intel ha deciso di presentare una nuova tecnologia chiamata
Unified Extensible Firmware Interface (UEFI), che si poneva come obbiettivo
quello di sostituire gradualmente i vecchi BIOS. Una miglioria che questo si-
stema ha apportato è la risoluzione al problema riguardante le limitazioni di
memorizzazione che il BIOS imponeva, quest’ultimo utilizzava il Master Boot
Record (MBR) per salvare tutti i dati mentre UEFI utilizza la GUID Partition
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Table. La differenza sostanziale tra questi due elementi risiede nella loro capa-
cità di memorizzazione, il Master Boot Record utilizza entry dalla dimensione
di 32-bit limitando il numero di partizioni totali a 4 mentre il metodo adottato
dall’UEFI utilizza entry estese a 64-bit offrendo quindi una capacità di me-
morizzazione più ampia. Un’ulteriore caratteristica apportarta da UEFI è la
capacità di ridurre notevolmente i tempi di caricamento del sistema operativo,
questo incremento della velocità è dovuto al fatto che UEFI è stato progettato
per essere modulare e, durante l’avvio del sistema, carica solo i moduli stret-
tamente neccessari al corretto funzionamento del sistema senza preoccuparsi
di tutto ciò che reputa inutile.
Un importante funzionalità apportata dall’UEFI è sicuramente il Secure
Boot, un meccanismo che nasce con l’obbiettivo di garantire l’integrità del-
la piattaforma e controllare tutti gli stati del processo di avvio del sistema.
Durante la prima fase di boot del sistema esso è il primo elemento ad essere
avviato ed è composto da tre elementi chiave che andiamo ora a descrivere.
• Verifica delle immagini - Una delle principali innovazioni che l’UEFI
ha portato è la possibilità di utilizzare la crittografia per la verifica delle
immagini che esso contiene attraverso un’infrastruttura a chiave pubbli-
ca. Le chiavi utilizzate sono memorizzate all’interno del meccanismo di
Secure Boot e seguono la seguente gerarchia:
1. Platform Key (PK): È la chiave radice ed è specifica per ogni si-
stema, l’accesso a questa chiave (generalmente dato ai produttori)
consente la modifica di tutte le chiavi facenti parte della gerarchia.
2. Key Exchange Key (KEK): Il proprietario di questa chiave (gene-
ralmente il produttore del SO) può effettuare aggiornamenti sui
database di chiavi db/dbx.
3. db - database contenente tutti i certificati e valori di hash leciti.
4. dbx - database contenente i certificati e i digest proibiti.
• Variabili di autenticazione UEFI - Esse fornisconono un mezzo per
garantire l’integrità delle diverse variabili che potranno essere memo-
rizzate all’interno dei diversi database. Come si può notare in Figura
3.2 alle variabili di autenticazione vengono aggiunti in testa dei dati di
autenticazione che verranno utilizzati per garantire l’integrità.
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Figura 3.2: Layout di una variabile di autenticazione.
• Aggiornamento sicuro dell’UEFI - Questa componente è usata per
verificare l’aggiornamento delle immagini dei firmware. L’intero processo
di verifica avviene mediante l’utilizzo di firme digitali.
Essendo il primo elemento ad essere avviato esso è in grado di controllare tut-
ti i binari in suo possesso controllando l’esistenza dei relativi valori di hash
all’interno del database dbx. Se la ricerca ha esisto positivo allora viene gene-
rato un errore ed il relativo binario non verrà caricato altrimenti, il sistema,
effettuerà un’ulteriore ricerca nel database contenente i valori di hash leciti.
Se quest’ultima ricerca termina senza che il valore sia stato trovato allora il
binario non potrà essere caricato e sarà comunque generato un messaggio di
errore mentre, se il valore di hash viene trovato all’interno di questo database,
il binario potrà essere caricato senza problemi. Il meccanismo appena descrit-
to offre sicuramente maggiore sicurezza rispetto al normale funzionamento del
BIOS ma ricerche come [21] hanno comunque dimostrato come sia possibile,
attraverso meccanismi non banali, riuscire ad infettare sistemi con il Secure
Boot abilitato.
3.3.2 LightEater
Un caso interessante di attacco informatico che ha preso di mira il BIOS
è quello presentato da due ricercatori durante la conferenza CanSecWest dello
scorso 2015. Ciò che hanno fatto è stato mostrare come un generico BIOS possa
essere compromesso in soli due minuti attraverso un malware da loro progettato
che prende il nome di LightEater [22]. Il malware in questione è in grado
di sfruttare alcune vulnerabilità del BIOS dirottando il System Management
Mode (SMM). Il SMM è una modalità operativa dei processori Intel utilizzata
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dal BIOS per determinate funzioni le quali necessitano di privilegi di sistema
di alto livello (e.g. power managment, controllo della velocità della CPU,
controllo delle ventole, ecc). Attraverso l’attacco ad una componente così
importante sono riusciti ad ottenere dei privilegi di alto livello attraverso i
quali sono riusciti a riscrivere il contenuto del BIOS installando un sistema in
grado di fornire loro un entry point. Una volta che il sistema è stato infettato il
malware è in grado di leggere completamente il contenuto della memoria della
macchina e fornire il tutto agli attaccanti. È facile capire come un malware
di questo tipo possa causare danni notevoli, soprattutto se, sulle macchine
infette, il sistema operativo in esecuzione sia Tails [23]. Questo comporterebbe
un accesso, da parte degli attaccanti, alle chiavi crittografiche utilizzate come
forma di criptaggio garantendo quindi l’accesso a tutti i dati e i documenti
presenti in memoria.
3.3.3 Sistema Virustotal
Un recente articolo [24] pubblicato da VirusTotal ha mostrato come es-
si siano stati in grado di sviluppare un sistema capace, data l’immagine del
firmware del BIOS, di estrarre tutti gli eseguibili ed i file contenuti in esso
per poi effettuare un’analisi dettagliata di ognuno di essi ed avere una visione
complessiva di tutto ciò che è contenuto all’interno del proprio BIOS. L’ar-
ticolo comprende anche scansioni effettuate su diversi firmware dalle quali si
può notare come molti di questi comprendano non solo eseguibili BIOS ma
anche seguibili Windows potenzialmente dannosi, alcuni dei quali classifica-
ti come Trojan da molti antivirus, questo conferma quanto precedentemente
detto sulla sicurezza dei BIOS ed i diversi binari da esso contenuti.
Sarebbe quindi interessante poter effettuare un dump del firmware del BIOS
per poi sottoporlo al sistema appena descritto, è proprio per questo motivo che
ora verranno trattati due diversi tool da me utilizzati per cercare di effettuare
questa operazione.
3.3.4 Tool per dump del firmware
Prima di partire con l’analisi dei tool è importante capire come il dump
del firmware di una componente così delicata sia rischioso, se per qualche
motivo durante questa fase qualcosa dovesse andare storto (e.g. shutdown
della macchina, tool non configurati ad-hoc) il rischio che il BIOS possa essere
corrotto e non più funzionante è molto alto, occorre quindi prestare molta
attenzione.
Il primo tool che ho utilizzato per cercare di effettuare il dump del firm-
ware del BIOS prende il nome di Flashrom [25]. Flashrom è progettato per
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identificare, leggere, scrivere, verificare e resettare diversi chip. Naturalmente
il tool in questione non è in grado di supportare tutti i chipset3 esistenti in
commercio, proprio per questo motivo dal sito web dei produttori del tool è
possibile sfogliare la lista di chipset supportati, per questo motivo prima di
provare ad effettuare il dump ho deciso di cercare informazioni riguardanti il
chipset installato sul mio sistema. Per effettuare questa operazione ho sfrutta-
to il comando lspci4 già installato sulla mia piattaforma. Come si può notare
in Figura 3.3 l’output restituito dall’esecuzione del comando è riuscito a for-
nirmi diverse informazioni tra le quali è presente anche l’Host Bridge che il
mio sistema possiede.
Figura 3.3: Output restituito da lspci.
Partendo da questa informazione ed effettuando diverse ricerche sono riu-
scito a trovare il chipset corrispondente all’Host Bridge in questione che risulta
essere il modello C226 della famiglia Intel.
Cercando il suddetto modello tra i chipset supportati da Flashrom ho poi sco-
perto che non è ancora stato testato ma questo non dovrebbe causare grossi
problemi e il tool potrebbe funzionare, per questi motivi ho deciso di eseguire
il test.
Flashrom è utilizzabile da linea di comando e l’unico parametro di cui necessita
è il programmer cioè la famiglia di chip su cui deve agire. Nel mio caso, tra le
diverse opzioni, il programmer selezionato è stato l’internal in quanto è quello
contenente il chipset installato sul mio sistema. Purtroppo l’esecuzione del co-
mando ha restituito un messaggio di errore (Figura 3.4) secondo il quale avrei
provato ad eseguire il tool in un laptop non supportato e che mi avvertiva del
fatto che anche solo una semplice lettura del firmware avrebbe potuto causare
problemi.
3il chipset è quell’insieme di circuiti integrati di una scheda madre i quali si occupano
dello smistamento delle informazioni passanti dal bus di sistema, nelle moderne architetture
esso è composto da due componenti principali, l’Host Bridge ed il SouthBridge
4lspci è un comando utilizzato nelle piattaforme Unix-like per elencare tutte le periferiche
e i bus PCI installati sul sistema stesso
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Figura 3.4: Errore Flashrom.
Eseguendo diverse ricerche ho scoperto che questa avvertenza poteva essere
bypassata attraverso un parametro aggiuntivo ma ho comunque deciso di non
testare il tool onde evitare problemi.
Il secondo software testato è Copernicus [26]. Copernicus è un tool in grado di
valutare la sicurezza del BIOS in macchine Intel. Tra le funzionalità che offre
da anche la possibilità di eseguire il dump del BIOS ma, purtroppo, è eseguibile
solo in sistemi Windows indi per cui per eseguire il test ho dovuto accedere
alla partizione Windows della mia macchina. Al contrario del precedente tool,
Copernicus non fornisce una lista di chipset supportati ma offre solamente un
manuale di utilizzo sul quale vengono spiegati tutti gli step da eseguire per
effettuare il dump del firmware. Dopo aver seguito tutti i passi che la guida
proponeva sono riuscito finalmente ad estrapolare l’immagine del firmware
senza incappare in particolari problemi.
Successivamente ho deciso di effettuare l’upload dell’immagine al servizio
VirusTotal precedentemente descritto per verificare la sicurezza relativa al mio
BIOS. Come si può notare in Figura 3.5 il risultato fornitomi dalla scansione
è privo di elementi dannosi.
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Figura 3.5: Porzione di analisi effettuata da VirusTotal
3.4 Tracciamento Hardware
Procediamo ora con un’analisi dettagliata riguardante il tracciamento del-
l’hardware in un generico sistema Linux. Inizialmente verrà analizzato un
tentativo, da parte di Intel, di identificazione univoca dei processori da loro
prodotti poi passeremno ad una rassegna dei comandi disponibili nei moderni
sistemi Linux ed utilizzabili per recuperare informazioni relative all’hardware
installato, infine verranno analizzati nel dettaglio due dei comandi descritti.
Prima di proseguire definiamo meglio il concetto di tracciamento hardware
e la relativa importanza. Con il suddetto concetto intendiamo la possibilità
di tenere costantemente traccia dell’hardware installato sul proprio sistema e
riuscire a rilevare eventuali variazioni le quali potrebbero essere lecite (e.g.
upgrade di una determinata componente) oppure illecite (e.g. sostituzione
di una componente trusted con una alterata). L’importanza di riuscire ad
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avere un tracciamento hardware all’interno del proprio sistema è alla base del
concetto di integrità in quanto non è possibile avere un sistema trusted senza
poter fare affidamento sull’hardware installato.
3.4.1 PSN Intel
Un caso interessante da citare è sicuramente il tentativo da parte di Intel
di inserire all’interno dei propri processori un identificativo univoco. Con la
produzione dei primi processori Pentium III, Intel ha introdotto una nuova
funzionalità chiamata Processor Serial Number [27] che si pone come scopo
quello di identificare univocamente i microprocessori sui quali viene installato
e, sempre secondo i loro obbiettivi, non da la possibilità di essere modificato
ma è solo accessibile in lettura. Il PSN è un numero composto da 96-bit e
stampato nel silicio del processore durante la sua produzione, è proprio questo
il motivo per il quale non può subire variazioni. I primi 32-bit forniscono infor-
mazioni riguardanti la famiglia del processore mentre i rimanenti 64 bit sono
differenti da processore a processore e sono utilizzati come forma di identifi-
cazione univoca. L’Intel, inoltre, forniva assieme al processore un software da
loro progettato attraverso il quale l’utente aveva la possibilità di abilitare/di-
sabilitare il PSN e di leggere il suo valore, le stesse operazioni potevano essere
effettuate direttamente dal BIOS. Secondo l’Intel questo meccanismo avrebbe
apportato molti benefici, tra cui:
• Nascita di sistemi di identificazione e autenticazione più sicuri.
• Maggiore sicurezza dei dati.
• Una migliore gestione delle violazioni delle licenze software.
L’idea iniziale di Intel era quella di commercializzare i processori Pentium III
con il PSN abilitato ma, proprio questa motivazione, ha causato l’insurrezione
dei membri della Science and Technology Options Assessment (STOI)5 i quali
sostenevano che attraverso Processor Serial Number sarebbe stato facile trac-
ciare i movimenti degli utilizzatori sul web infrangendo la loro privacy, oltre a
questo è stata anche messa in discussione la sicurezza offerta da questo mec-
canismo. Effettivamente il PSN è sì stampato su silicio ma la relativa lettura
avviene o attraverso un software oppure attraverso il BIOS ma, sfortunatamen-
te, la maggior parte degli utenti non è familiare con quest’ultima componente
e sicuramente preferisce l’utilizzo di uno strumento software il quale però po-
trebbe essere facilmente soggetto ad attacchi. Inoltre ricordiamo che, anche se
5La Science and Technology Options Assessment è un comitato di membri del parlamento
europeo che si occupa di tutti i problemi relativi alle tecnologie in commercio.
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con una probabilità minore, anche i BIOS potrebbero subire attacchi. A segui-
to di questa denuncia l’Intel decise di non implementare questo meccanismo e
lo mise quindi fuori dal commercio. A parer mio l’idea in questione sarebbe
stata molto interessante ma, se avesse preso piede, avrebbe sicuramente dovuto
evolvere il sistema di sicurezza per limitare al minimo la possibilità di subire
attacchi.
3.4.2 Analisi dei comandi
In questa sezione saranno analizzati diversi comandi che possono essere
utilizzati per l’estrapolazione di informazioni riguardanti l’hardware installato
su una generica macchina Linux per poi selezionare ed analizzare nel dettaglio
quelli che, a seguito di un confronto, risultano migliori.
Il primo tool preso in analisi è dmidecode [28], questo comando, a differen-
za di molti altri in circolazione, riesce ad recuperare le informazioni relative
all’hardware richiedendole direttamente al BIOS sfruttando gli standard SM-
BIOS/DMI [29]. Offrendo questo tipo di interazione l’attendibilità delle in-
formazioni restituite è molto alta. Eseguendo diversi test sulla mia macchina
e analizzando l’output restituito (Figura 3.6) posso affermare che il tool è in
grado di restituire un numero di informazioni alquanto elevato.
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Figura 3.6: Porzione di output restituito dopo l’esecuzione del comando
dmidecode
Un ulteriore valore aggiunto a questo comando è dato dal fatto che è
supportato dai seguenti sistemi operativi:
• Linux i386, x86-64, ia64
• FreeBSD i386, amd64
• NetBSD i386, amd64
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• Haiku i586
Risulta quindi molto portabile da un sistema ad un altro senza dover incappare
in grossi problemi.
Un ulteriore comando utilizzabile per gli scopi proposti è lscpu [30]. Come
si può notare in figura 3.7 l’output che questo comando restituisce, però, è
limitato alle informazioni riguardanti la CPU installata sul sistema, per fare
ciò non fa altro che controllare il contenuto del file /proc/cpuinfo
Figura 3.7: Output restituito dall’esecuzione del comando lscpu
Un’altro tool molto interessante è lshw [31]. Il comando in questione per-
mette di estrarre informazioni dettagliate sulla configurazione hardware della
macchina ed è in grado di restituire l’output in diversi formati (plain text,
HTML o XML). Dopo aver eseguito il comando sulla mia macchina (Figura
3.8) posso affermare che il il tool è in grado di restituire un numero elevato
di informazioni riguardanti la maggior parte dei dispositivi installati (configu-
razione di memoria, configurazione della scheda madre, versione della CPU e
relativa velocità, configurazione della cache, configurazione delle schede di rete
e delle schede video).
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Figura 3.8: Porzione di output restituito dall’esecuzione del comando lshw
Effettuando diverse ricerche purtroppo ho scoperto che in alcuni sistemi
potrebbe causare problemi con l’individuazione del numero di core presenti
nella cpu6.
L’ultimo tool analizzato è hwinfo [32]. Questo comando, come i restanti,
riporta informazioni riguardanti unità hardware come CPU, controller del disco
rigido, controller USB, schede di rete e schede grafiche. Dopo aver testato il
comando ed analizzato l’output restituito (Figura 3.9) mi sono accorto che
genera un elevato numero di informazioni, molte delle quali risultano poco
utili.
6Per core intendiamo il nucleo della CPU, cioè quello/quegli elementi che si occupano
dell’eleborazione delle informazioni.
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Figura 3.9: Porzione di output restituito dall’esecuzione del comando hwinfo
Avendo testato e confrontato i diversi output restituiti dai comandi sopra-
citati posso afermare che dmidecode è sicuramente il più completo, affidabile
e portabile di tutti in quanto viene supportato da un gran numero di sistemi
operativi e, interagendo direttamente con il BIOS, riesce a recuperare un gran
numero di informazioni attendibili. Anche hwinfo risulta molto completo ma,
leggendo il relativo manuale, ho notato che potrebbe non essere in grado di
individuare tutti i dispositivi hardware presenti nel sistema, questo problema
potrebbe essere causato dal fatto che il recupero delle informazioni avviene at-
traverso la libreria libhd che potrebbe non essere supportata in tutti i sistemi
Linux.
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3.4.3 Analisi dettagliata dmidecode
Analizziamo ora il comando dmidecode il quale è risultato essere il migliore
tra quelli precedentemente descritti.
Dmidecode raggruppa i diversi devices secondo le categorie SMBIOS (figura
3.10) ed associa ad ognuna di esse un intero univoco.
Figura 3.10: Categorizzazione device SMBIOS.
Tabella tratta da [39]
Come si può notare, la suddivisione in categorie offerta da SMBIOS è molto
ampia e copre praticamente tutti i device possibilmente reperibili in un sistema.
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Dmidecode, inoltre, offre un ulteriore livello di raggruppamento attraverso le
seguenti keyword:
Tabella 3.1: Raggruppamento attraverso keywork offerto da dmidecode
Tabella tratta da [39]
Keywork Types
bios 0
system 1, 12, 15, 23, 32
baseboard 2, 10, 41
chassis 3
processor 4




Le keyword appena mostrate non fanno altro che accorpare alcune delle
categorie di dispositivi precedentemente descritte. Passiamo ora ad analizzare
l’output restituito dall’esecuzione del comando. Dmidecode genera, per ogni
device riconosciuto, un record il quale segue la seguente struttura:
• Handle - identificativo univoco del device in questione utilizzato per
referenziare diversi records tra loro.
• Type - intero che rappresenta la categoria di hardware a cui il device
appartiene.
• Size - rappresenta la grandezza del record in questione.
• Decoded Values - insieme di valori dipendenti dal device analizzato i
quali rappresentano le caratteristiche del dispositivo.
È proprio l’insieme dei decoded value che contiene tutte le informazioni riguar-
danti i diversi dispositivi.

Capitolo 4
Progettazione e sviluppo del
sistema
In questa sezione tratteremo la progettazione e lo sviluppo del sistema
posto come obbiettivo. Partiremo definendo le funzionalità che il sistema dovrà
offrire per poi passare ad un analisi dettagliata della sua struttura, tutta la
descrizione del lavoro svolto sarà accompagnata da diagrammi UML in modo
da facilitare la comprensione.
4.1 Funzionalità
Per prima cosa andiamo ora a definire le funzionalità che lo strumento
software dovrà svolgere. Come si può notare nel diagramma dei casi d’uso in
Figura 4.1 il tool dovrà fornire all’utente le seguenti possibilità:
• Mostrare a video tutte le informazioni riguardanti l’hardware installato
sulla macchina.
• Generare dei log1 contenenti le informazioni della configurazione hard-
ware.
• Controllare l’hardware installato sul sistema e confrontarlo con i file di
log restituendo un risultato contenente le eventuali differenze.
• Mostrare a video tutte le informazioni riguardanti le diverse immagini
dei firmware contenute nel sistema.
• Generare dei log contenenti le informazioni sui firmware contenuti sulla
propria macchina.
1Per log intendiamo dei file contenenti le registrazioni degli eventi.
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• Controllare i firmware in possesso del sistema e confrontarli con i file di
log rilevando eventuali differenze.
Offrendo queste funzionalità ad un generico utente, egli sarà in grado di riu-
scire a tenere costantemente traccia dei dispositivi hardware e delle immagini
firmware presenti sul proprio sistema, e poter rilevare eventuali cambiamenti
e/o manomissioni.
Figura 4.1: Diagramma dei casi d’uso del sistema.
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4.2 Scelta del linguaggio e dell’IDE di sviluppo
Per quanto riguarda la scelta del linguaggio di programmazione utilizzato
si è deciso di optare per un linguaggio ad oggetti come il C++ visto che
offre un’alta riusabilità ed un buon livello di astrazione attraverso il quale
sarà possibile modellare tutte le entità presenti nel sistema. L’IDE scelto per
lo sviluppo del software è Eclipse [41] poichè precedentemente utilizzato per
diversi progetti e ritenuto completo.
Un’ulteriore parentesi sulla scelta del sistema operativo va aperta, come
detto nella sezione 3.1 il mondo Linux comprende una gran vastita di distri-
buzioni e, purtroppo, non offre una completa omogeneità per quanto riguarda
l’organizzazione del FileSystem, per questi motivi ho deciso di sviluppare lo
strumento software facendo riferimento al Filesystem Hierarchy Standard [12]
il quale offre un’ampia copertura dei sistemi Linux odierni.
4.3 Suddivisione del sistema e panoramica
Come si può facilmente notare, il sistema, è composto da due macrosezioni,
la prima riguardante le componentistiche hardware e la seconda riguardante
le immagini firmware. Per questi motivi ho deciso di suddividere il sistema
in due sottosistemi, sviluppando e testando un sistema alla volta. Da quì, la
descrizione del lavoro, proseguirà inizialmente analizzando la porzione di siste-
ma che si occupa della gestione dell’hardware e poi proseguirà con un analisi
del sottosistema firmware riuscendo a dare una visione complessiva di tutto
il sistema. Entrambe le analisi appena citate definiranno inizialmente come
raggiungere l’obbiettivo e quali strumenti verranno utilizzati, poi passeranno
ad un analisi dettagliata di tutti gli elementi che compongono il sottosistema,
ed infine verranno mostrati diversi test effettuati sulla mia macchina.
4.4 Progettazione e sviluppo del sottosistema hard-
ware
Come precedentemente detto, questa porzione di sistema deve raggiungere
i tre seguenti obbiettivi principali:
1. Mostrare a video le informazioni riguardanti la configurazione hardware.
2. Generare dei log con le informazioni estrapolate.
3. Controllare eventuali differenze tra le componenti attualmente installate
e le componenti contenute nei file di log.
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Per raggiungere gli obbiettivi appena citati sicuramente bisogna prima tro-
vare un modo per recuperare il maggior numero di informazioni possibili dal
sistema. Per conseguire quest’ultimo scopo le possibili opzioni sono diverse,
si potrebbero utilizzare librerie reperibili in rete oppure utilizzare API che
offrono, appunto, questa funzionalità. Effettuando diverse ricerche non sono
riuscito a trovare alcun tipo di libreria o API in grado di svolgere il recupero
di informazioni hardware ed ho quindi optato per l’utilizzo dei comandi Linux.
Le analisi da me effettuate in precedenza (sezione 3.4.2) hanno classificato, tra
un insieme ampio di comandi, dmidecode come il più adatto a svolgere questa
funzionalità, per queste motivazioni la maggior parte delle informazioni che il
tool dovrà estrarre sarà effettuata attraverso l’utilizzo di questo comando e la
relativa gestione dell’output restituito.
Occorre spendere due parole anche sul tipo di device sui quali il tool dovrà
essere in grado di lavorare. La prima versione del software sarà in grado di
supportare tutti i dispositivi più delicati da un punto di vista della sicurezza
e che risultano essere più soggetti a manomissioni che risultano essere:
• BIOS




Naturalmente si dovrà tenere conto degli sviluppi futuri e fare in modo che
aggiungere dispositivi supportati non sia un problema.
Passiamo ora a definire la modellazione degli elementi del sottosistema.
4.4.1 Modellazione classi HWDevice e Command
Per modellare correttamente tutti i possibili device di un sistema si è deciso
di creare un’interfaccia HWDevice la quale rappresenta un generico dispositi-
vo hardware, uno specifico device, per essere tale, non dovrà fare altro che
implementare questa interfaccia.
Come si può notare in Figura 4.2 l’interfaccia in questione offre un solo
campo, deviceInfos, il quale altro non è che un array di BaseProperty che si
occupa di rappresentare tutte le possibili informazioni di un generico device
e che andremo presto a definire. Inoltre, l’interfaccia, offre un metodo get-
Property il quale prende in ingresso un parametro indicante la posizione della
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proprietà all’interno dell’array di informazioni del device e ritorna l’opportuna
informazione.
Figura 4.2: Diagramma delle classi di un generico device hardware.
Come appena detto la classe BaseProperty è designata per la rappresenta-
zione di una generica proprietà di un dispositivo hardware.
Prima di procedere con la sua descrizione è meglio spendere due parole per
motivare la scelta di modellare le proprietà dei device come delle classi piutto-
sto che come campi specifici per le diverse implementazioni. Durante la fase di
progettazione delle diverse funzionalità del sottosistema in questione mi sono
accorto che le operazioni da svolgere sui dispositivi hardware erano sempre
le stesse ma, la loro implementazione, sarebbe stata dipendente unicamente
dai campi sul quale lavorava i quali potevano essere di tipi differenti (stringhe
piuttosto che interi) quindi mi è servito un metodo per riuscire a modellare un
insieme di proprietà potenzialmente tutte differenti, proprio per questi motivi
la modellazione delle proprietà è avvenuta attraverso la classe BaseProperty e
l’utilizzo dei generici, vedremo poi come è stato possibile lavorare su queste
proprietà attraverso l’utilizzo del pattern Visitor.
La modellazione di una generica proprietà avviene, come detto, attraverso
la classe BaseProperty. Per raggiungere lo scopo preposto dalla classe l’idea
iniziale era quella di effettuare la relativa modellazione mediante una stringa
rappresentante la proprietà ed un campo generico rappresentate il valore della
proprietà ma, purtroppo, la natura del linguaggio non permette l’inserimento,
all’interno della classe, di campi e/o metodi generici a meno che tutta la classe
non sia generica. Modellare questa classe come una classe generica avrebbe
portato ad avere, all’interno di un generico HWDevice un array di BaseProperty
di un solo tipo e quindi inadatto agli scopi. Per questi motivi, come si può
notare in Figura 4.3, ho deciso di modellare la classe BaseProperty come una
classe astratta contenente solamente la proprietà rappresentata come stringa
e dei metodi astratti che verranno descritti a breve, questa classe è poi estesa
ed implementata dalla classe BaseInfo la quale contiene un campo generico
che ha come scopo quello di rappresentare il valore della proprietà a cui fa
riferimento.
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Figura 4.3: Diagramma delle classi della classe BaseProperty.
Seguendo una modellazione di questo tipo è possibile creare, per ogni spe-
cifico device, un set di proprietà che possono variare tra loro in base al tipo
della proprietà stessa.
Per la gestione di queste proprietà ho deciso di applicare il pattern compor-
tamentale Visitor [33] in quanto risulta essere adatto agli scopi. Per applicare
il pattern ho dovuto, innanzitutto, modellare una classe Visitor astratta (Fi-
gura 4.4) contenente tutto l’insieme dei metodi utili da utilizzare per svolgere
le diverse funzionalità su una generica classe BaseInfo (e.g. assegnamento del
valore, mostrare a video la proprietà, scrivere su file le proprietà). La classe
Visitor è poi implementata dalla classe BaseInfoVisitor che contiene tutte le
logiche delle funzionalità descritte nella classe padre.
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Figura 4.4: Diagramma delle classi della classe Visitor e BaseInfoVisitor.
Come si può notare dalla Figura 4.4 la classe Visitor contiene diversi metodi
sui quali è stato effettuato l’overloading, questa scelta è dovuta dal fatto che le
proprietà da modellare possono essere di diversi tipi e, quindi, servono diverse
modalità attraverso le quali è possibile operare su di esse.
Ora risulta facile capire come siano state gestite le diverse funzionalità
applicabili ad una proprietà che sono:
• Assegnamento del valore generico - Può avvenire attraverso i metodi
visitValueWithBaseCommand e visitToAssign della classe. Con il primo
metodo il valore viene assegnato sulla base dell’esecuzione di un comando
(vedremo poi come questo sia possibile) mentre, con il secondo metodo,
il valore viene assegnato attraverso un valore passato come parametro.
• Stampa della proprietà - Avviene attraverso il metodo visitToPrint.
• Stampa su file della proprietà - Questa funzionalità viene implemen-
tata dal metodo visitToLog.
Come abbiamo precedentemente affermato, il recupero delle informazioni
riguardanti un generico device, avviene attraverso l’utilizzo dei comandi Linux,
in particolare del comando dmidecode. Analizzando attentamente l’output re-
stituito dall’esecuzione del comando in questione mi sono accorto che le entry
dei decoded values descritti in 3.4.3 seguono il formato Proprietà : Valore,
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dove Proprietà rappresenta il nome dell’informazione restituita mentre Valore
modella il valore relativo alla proprietà, è proprio sulla base di queste informa-
zioni che i diversi device che dovranno essere modellati saranno popolati con
le giuste proprietà.
Ho deciso di modellare un generico comando attraverso un’interfaccia Com-
mand (Figura 4.5) la quale è caratterizzata da tre campi di tipo stringa. Il
primo campo modella il comando da eseguire, il secondo ed il terzo campo,
invece, rappresentano due filtri che vengono utilizzati per fare in modo che
l’esecuzione di un comando restituisca solo ed unicamente il valore interessato.
Per comprendere al meglio la natura di questi ultimi due filtri è meglio fare un
esempio, l’esecuzione del comando "dmidecode –type bios | grep "ROM Size""
è in grado di restituire la grandezza della ROM in possesso dal BIOS instal-
lato sul sistema. L’output che questo comando genera segue generalmente il
seguente pattern: ROM Size: X kB dove X identifica il numero di kByte in
possesso ed è l’unica informazione a noi utile, per filtrarla basterà applicare
due filtri, il primo (campo mainFilter della classe) settato a ":" permetterà
di ricavare la sottostringa contenente il valore della ROM installata e la sua
unità di misura, con il secondo filtro (campo secondFilter) impostato a " " sarà
possibile filtrare nuovamente il contenuto ed ottenere solamente l’informazione
necessaria.
Strutturando un generico comando in questa maniera sarà facile, in futuro,
effettuare aggiornamenti al software a fronte di variazioni degli output resti-
tuiti maneggiando e modificando opportunamente i valori dei campi appena
descritti.
Figura 4.5: Diagramma delle classi della classe Command.
Oltre alla modellazione di un generico comando è stato necessario anche
modellare un’entità in grado di eseguire un comando e restituire il valore fil-
trato attraverso i due filtri precedentemente descritti. Come si può notare in
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Figura 4.6 la modellazione di questa entità è stata effettuata attraverso una
classe generica CommandManager che tiene conto del tipo di dato da restitui-
re e che estende una classe padre helper_cmdManager contenente il metodo
GetStdoutFromCommand il quale si occupa, dato un comando, di restituire
il relativo output in formato stringa. Sarà poi l’implementazione specifica
del CommandManager a gestire, attraverso il metodo getInfoFromCommand,
l’opportuno cast al tipo desiderato.
Figura 4.6: Diagramma delle classi della classe CommandManager.
Durante lo sviluppo dello strumento software sono incappato in diversi
problemi riguardanti le stringhe (e.g. trim dei risultati, generazione dei time-
stamp, ecc) ed è quindi sorta la necessità di avere un elemento in grado di
gestire tutte queste problematiche, lo StringManager. Come si può notare in
Figura 4.7 questa entità contiene tutta una serie di metodi che, come vedremo
dopo, saranno utili per la manipolazione e generazione di stringhe.
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Figura 4.7: Diagramma delle classi della classe StringManager.
4.4.2 Implementazione dei dispositivi specifici
Come abbiamo precedentemente detto la classe HWDevice modella un ge-
nerico device, sarà poi ogni implementazione specifica di ogni device a dover
realizzare la classe astratta HWDevice e a dover definire l’insieme delle sue
proprietà. Definiamo ora, per ogni device che il tool dovrà supportare (definiti
in 4.4) l’insieme delle sue proprietà e il tipo di valore ad esse associate.
Tabella 4.1: Proprietà del BIOS







Tabella 4.2: Proprietà di una generica scheda video
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Tabella 4.3: Proprietà di un generico disco rigido




Tabella 4.4: Proprietà di un generico dispositivo di memoria (RAM)






Tabella 4.5: Proprietà di una generica scheda di rete





4.4.3 Modellazione e sviluppo DeviceManager
Passiamo ora a definire la modellazione della classe cardine dell’intero
sottosistema.
Considerando che, nel caso più generale, una postazione utente può con-
tenere più dispositivi dello stesso tipo (e.g. due schede video) si è deciso di
modellare un’entità capace di gestire correttamente tutta la categoria di di-
spositivi associata ad essa ed in grado di svolgere le operazioni per le quali il
tool è stato progettato. Come si può notare in Figura 4.8 questa classe è molto
corposa e copre un insieme di campi e metodi molto ampio, per questo moti-
vo l’analisi di questa classe verrà suddivisa analizzando le quattro principali
funzionalità che offre in modo da poter capire al meglio lo scopo dei diversi
metodi e campi offerti. Le funzionalità appena citate sono:
1. Recupero delle informazioni riguardanti i device
2. Stampa delle informazioni
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3. Generazione dei log
4. Controllo dei device attualmente installati con dei file di log
Figura 4.8: Diagramma delle classi della classe DeviceManager.
La procedura di recupero delle informazioni riguardanti i device ha come
scopo quello di popolare l’array di HWDevice contenuto all’interno del De-
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viceManager e fa largo uso del pattern comportamentale Template Method
[35]. Per riuscire a conoscere la grandezza dell’array appena citato e quindi
il numero di dispositivi che verranno identificati (campo numberOfDevices) la
procedura che ci accingiamo a descrivere è preceduta da una fase attraverso la
quale viene prima definito un comando in grado di effettuare questo conteggio
e poi, sulla base del valore restituito da questo comando, viene generato un
array di HWDevice della corretta dimensione.
Come precedentemente detto tutta la fase di recupero avviene mediante l’u-
tilizzo dei comandi quindi, ogni specifico DeviceManager, dovrà definire il set
di comandi da utilizzare per svolgere questa funzione, per fare ciò la classe in
questione offre un metodo virtuale setCommands che dovrà obbligatoriamente
essere definito da tutte le implementazioni specifiche della classe. Come si può
notare, il metodo in questione, accetta in ingresso un intero che definisce la
posizione del device all’interno del set di dispositivi contenuti nella classe, per
il quale sono stati impostati i comandi, vedremo poi come questo parametro
possa risultare utile nelle diverse implementazioni specifiche di DeviceMana-
ger.
Una volta che i comandi sono stati correttamente impostati si può procede-
re ciclando ogni comando tenendo conto che, nel caso più generale, ad ogni
comando eseguito corrisponde una proprietà del dispositivo modellato. Pro-
prio sulla base di quest’ultima affermazione ogni BaseProperty viene visitata
da un BaseInfoVisitor il quale accetta un comando attraverso il quale è in
grado di impostare il valore della proprietà. Il procedimento appena descritto
è contenuto all’interno del metodo virtuale setAllInfos, ho deciso di rendere
questo metodo virtuale in modo da dare la possibilità di definire una diversa
modalità di recupero delle informazioni alle implementazioni future dei Device-
Manager e non legare strettamente questa procedura all’utilizzo dei comandi.
Infine arriviamo al metodo centrale utilizzato per offrire questa funzionalità,
cioè findDevices, con i metodi descritti fin’ora siamo in grado di popolare un
generico dispositivo con le corrette proprietà quindi, quest ultimo metodo, non
dovrà fare altro che ciclare per tutti i dispositivi richiamando l’operazione se-
tAllInfos, facendo così, una volta completato il ciclo, avremo il set di HWDevice
completo e correttamente popolato.
La procedura di stampa delle informazioni avviene attraverso il metodo
printAllinfos, ciò che fa è semplicemente visitare tutti i dispositivi, preceden-
temente popolati dalla funzione appena descritta, e utilizzare un BaseInfoVi-
sitor su ogni BaseProperty del device. Sarà poi compito del Visitor appena
utilizzato stampare la proprietà ed il relativo valore.
Veniamo ora alla descrizione della procedura di generazione dei log. Attra-
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verso questa funzionalità si vuole fornire all’utente la possibilità di generare
dei log in una posizione specifica del filesystem oppure utilizzare la directory
di default /var/log/, dando la possibilità di tener traccia di tutte le scansio-
ni effettuate. Per raggiungere questo obbiettivo ho implementato la funzione
generateLog la quale prende in ingresso una stringa rappresentante il percorso
dal quale si vogliono generare i log. Ogni volta che questa funzione viene chia-
mata, prima di procedere con la scrittura su file, si occupa di salvare l’intero
contenuto del file (funzione saveFileContent) in modo da poterlo appendere
successivamente al termine della scansione. Una volta che questa fase di backup
è terminata la funzione procede scrivendo inizialmente un timestamp (generato
dallo StringManager precedentemente descritto) al quale susseguono, per ogni
device, le relative informazioni le quali sono scritte su file attraverso la funzio-
ne visitToLog del BaseInfoVisitor. Non appena tutte le proprietà ed i relativi
valori di ogni dispositivo gestito dal manager sono state stampate, il metodo,
non fa altro che appendere il contenuto precedente sotto la scansione appena
effettuata ed infine chiudere il file. Con un’implementazione del genere si dà
la possibilità all’utente di trovare sempre le ultime scansioni effettuate in cima
al file di log e, come vedremo tra poco, è utile per riuscire a dare la possibilità
all’utilizzatore di controllare l’hardware presente nella propria macchina con
scansioni effettuate anche parecchi giorni precedenti.
Passiamo, infine, alla descrizione della funzionalità più importante, cioè
controllare i device attualmente in possesso con quelli contenuti all’interno di
un file di log. Per fare ciò però è meglio procedere per gradi analizzando le
diverse fasi e componenti che compongono questa procedura, che sono:
1. Generazione di un set di HWDevice da un file di log - Questa
funzionalità è stata implementata attraverso la funzione retrieveFromFi-
le. Ciò che fa è, prima di tutto, contare il numero di dispositivi contenuti
all’interno del file di log (funzione countDevicesFromFile), facendo così
è in grado di generare un array di HWDevice della corretta dimensione.
Una volta generato l’array l’algoritmo parte cominciando facendo il par-
sing l’intero file e, facendo sempre uso del BaseInfoVisitor, è in grado
di assegnare correttamente i valori alle proprietà di ogni dispositivo ed
infine restituire il set di device appena popolato. Il processo appena de-
scritto è inoltre in grado di tenere conto delle diverse scansioni contenute
all’interno di un file di log e selezionare unicamente la versione che viene
passata come parametro alla funzione.
2. Modellazione delle differenze di due generici HWDevice - Defi-
niamo ora il concetto di differenza tra due dispositivi facenti parte della
stessa categoria. Due generici HWDevice sono differenti tra loro se e solo
CAPITOLO 4. PROGETTAZIONE E SVILUPPO DEL SISTEMA 47
se almeno un valore relativo ad una loro proprietà risulta essere diverso
tra i due, risulta quindi utile avere un entità in grado di modellare que-
sta differenza. La classe a cui si sta facendo riferimento è BaseDifference
(Figura 4.9), come si può notare anche in questo caso, come per la mo-
dellazione delle BaseProperty, si è fatto uso di una classe generica che
estende BaseDifference, in questo modo è possibile tener traccia di un set
di differenze potenzialmente di tipo diverso (stringhe piuttosto che interi
o viceversa). La classe in questione presenta un campo booleano il quale
ha come scopo quello di definire la presenza o meno di una differenza, se
impostato a true allora vuol dire che la corrispettiva proprietà, indica-
ta dal campo property della classe, ha subito una variazione, altrimenti
significa che la proprietà è rimasta invariata. Per le operazioni di asse-
gnamento e stampa della differenza è stato utilizzato, anche in questo
caso, un Visitor il quale opera secondo le stesse logiche precedentemente
descritte.
Figura 4.9: Diagramma delle classi della classe BaseDifference.
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3. Confronto di due generici HWDevice - Il confronto di due disposi-
tivi avviene mediante l’utilizzo della funzione checkDevices. La funzione
non fa altro che ciclare tutte le informazioni dei due device e passare
tutto in pasto ad un comparatore da me progettato. Il comparatore in
questione è il BaseInfoComparator (Figura 4.10), esso offre il metodo
pubblico compare il quale non fa altro che, date due BaseProperty, ca-
pire in fase di run-time il tipo specifico della proprietà e richiamare la
corretta implementazione del metodo visitToCompare il quale effettua
il confronto e, in caso le due proprietà siano differenti, assegna il valo-
re della proprietà da controllare alla BaseDifference. Facendo così, la
funzione è in grado di generare un set di BaseDifference della stessa di-
mensione del numero di informazioni del dispositivo e contenente, per
ogni proprietà, il risultato del confronto.
Figura 4.10: Diagramma delle classi della classe BaseInfoComparator.
4. Confronto di tutti i dispositivi presenti con il file di log - Pri-
ma di procedere con l’analisi della funzione che è in grado di svolgere
questa funzionalità è meglio effettuare una precisazione che mi ha per-
messo di implementare la suddetta funzione. La struttura della fase di
recupero delle informazioni dei dispositivi impone il fatto che i device
vengano identificati e memorizzati secondo un certo ordine quindi anche
la procedura di log avviene secondo le stesse logiche. Durante la fase
di confronto dei dispositivi attualmente presenti e quelli contenuti al-
l’interno dei log ogni dispositivo in posizione X viene confrontato con il
device nella medesima posizione nel file di log facendo uso della funzio-
ne di confronto precedentemente descritta e riuscendo quindi a generare
un insieme di differenze tra i due. Rimane però da definire la modalità
attraverso la quale è possibile identificare eventuali device aggiunti o ri-
mossi. Questa operazione viene effettuata semplicemente confrontando
le grandezze del set di dispositivi sul quale si sta eseguendo il confronto,
se i device presenti attualmente nel sistema sono in un numero maggiore
rispetto a quelli loggati allora vorrà dire che è stato aggiunto almeno un
dispositivo mentre, se il set dei dispositivi installati nel sistema è minore
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rispetto ai device presenti nel file di log vorrà dire che qualche device è
stato rimosso. Implementando le suddette logiche la funzione checkDe-
vicesFromFile è in grado di restituire l’insieme delle differenze tra tutti
i dispositivi installati e loggati le quali possono essere stampate a video
e quindi informare l’utente in caso qualcosa non sembri integro.
Avendo definito e descritto le quattro funzionalità del DeviceManager do-
vrebbe essere più chiaro il significato dei suoi campi e dei suoi metodi. L’unico
elemento che potrebbe non essere compreso è il DeviceCreator. Questa classe è
nata per far fronte al problema della generazione dei diversi HWDevice, infatti
ogni implementazione specifica del DeviceManager dovrà contenere un’imple-
mentazione specifica del DeviceCreator in modo da poter generare le corrette
istanze di HWDevice. Come si può notare in Figura 4.11 questa classe astratta
definisce solamente i metodi createDefaultDevice e createFakeDevice. Attra-
verso il primo ogni istanza specifica della classe in questione sarà in grado
di generare uno specifico HWDevice mentre il secondo metodo è utilizzato
per generare un dispositivo fasullo ed è unicamente utilizzato all’interno della
procedura di confronto descritta in precedenza.
Figura 4.11: Diagramma delle classi della classe DeviceCreator.
4.4.4 Implementazioni specifiche DeviceManager
Avendo strutturato il DeviceManager facendo in modo che il più del codice
sia riusato da tutte le relative implementazioni specifiche risulta molto sem-
plice e veloce definire queste implementazioni in quanto, per ognuna di esse,
è sufficiente effettuare l’overriding dei metodi setCommands e generateLogDif-
ference. L’overriding del primo metodo è dovuto al fatto che, come detto in
precedenza, ogni manager utilizza un set di comandi differenti per effettuare
il recupero delle informazioni mentre con la seconda funzione ogni manager
definisce il set di BaseDifference che vuole utilizzare. Inoltre ogni manager
deve definire un’implementazione specifica del DeviceCreator la quale deve in-
capsulare le logiche di creazione degli oggetti. In Figura 4.12 è possibile vedere
come siano stati modellati cinque diversi manager che andiamo ora a descrivere
ponendo particolare attenzione ai comandi utilizzati per effettuare il recupero
delle informazioni dei dispositivi.
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Figura 4.12: Diagramma delle classi delle classi specifiche di DeviceManager.
Partiamo con l’analisi del BIOSManager, come si può facilmente capire,
questo manager si occupa della gestione di tutti i BIOS presenti all’interno del
sistema. Dalla tabella 4.1 possiamo notare come un generico BIOS, secondo
la modellazione seguita, sia composto da 6 diverse proprietà. Come abbia-
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mo detto in precedenza, nel caso più generale possibile, ad ad ogni proprietà
corrisponde un comando in grado di recuperare il relativo valore, analizziamo
quindi ora i sei Command utilizzati per estrapolare le informazioni riguardanti
i BIOS:
Proprietà Comando
Vendor dmidecode –type BIOS | grep -i ’vendor’ | sed -n Xp
Version dmidecode –type BIOS | grep -i ’version’ | sed -n Xp
Release Date dmidecode –type BIOS | grep -i ’release date’ | sed -n Xp
ROM Size dmidecode –type BIOS | grep -i ’ROM size’ | sed -n Xp
BIOS Revision dmidecode –type BIOS | grep -i ’BIOS revision’ | sed -n Xp
Firmware Revision dmidecode –type BIOS | grep -i ’firmware revision’ | sed -n Xp
Come si può notare, per ogni proprietà, è stato utilizzato il comando
dmidecode. Come detto in 3.4.3 questo comando offre una gran vastità di
categorie di dispositivi, per filtrare solo la categoria relativa al BIOS è ba-
stato parametrizzare il comando con la categoria BIOS. Per ricavare il valore
di ogni proprietà è bastato poi concatenare al comando il comando grep2 op-
portunamente parametrizzato con l’opportuna proprietà. Come si può notare
ogni comando è inoltre formato da un ulteriore comando finale, cioè sed -n
Xp. Questo è dovuto al fatto che, nel momento in cui esistano più dispositivi
dello stesso tipo (in questo caso BIOS) l’esecuzione del comando deve riuscire
a restituire solo l’informazione relativa al dispositivo in questione e, attraverso
l’utilizzo del comando sed3 opportunamente parametrizzato questo è possibi-
le. Ora dovrebbe risultare più chiaro l’utilità del parametro position che la
funzione setCommands richiede, questo parametro è utilizzato appunto per
identificare la posizione del dispositivo all’interno del set del DeviceManager
e comporre opportunamente i diversi comandi in quanto sarà proprio questo
intero a definire il parametro del comando sed appena descritto.
Passiamo ora alla definizione dei comandi utilizzati dal MemoryDeviceMa-
nager il quale si occupa di tutti i dispositivi di memoria presenti nel siste-
ma. Un generico dispositivo di memoria è composto da cinque proprietà (de-
scritte in 4.4) e anche in questo caso, come nel precedente, ad ogni proprietà
corrisponde ad un comando che andiamo ora a definire:
2grep è un comando dei sistemi Unix e Unix-like che è in grado di ricercare all’interno
di un file o di un output di un altro comando tutte le linee che contengono un determinato
valore passato come parametro.
3sed è un comando Linux che permette di filtrare un testo in base a diversi parametri
(es. numero di riga)
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Proprietà Comando
Serial Number dmidecode –type 17 | grep -i ’Serial Number: ’ | sed -n Xp
Size dmidecode –type 17 | grep -i ’Size: ’ | sed -n Xp
Speed dmidecode –type 17 | grep -i ’Speed: ’ | sed -n Xp
Type dmidecode –type 17 | grep -i ’Type: ’ | sed -n Xp
Manufacturer dmidecode –type 17 | grep -i ’Manufacturer: ’ | sed -n Xp
Proprio come per i BIOS anche per i dispositivi di memorizzazione è stato
utilizzato il comando dmidecode in combinazione con i comandi grep e sed. Ciò
che varia dal caso precedente è naturalmente l’insieme delle proprietà e quindi
dei parametri passati al comando grep e la categoria utilizzata per dmidecode
la quale risulta essere la numero 17 tra le 40 presenti.
La classe HardDiskManager, invece, si occupa della gestione di tutti gli
dischi rigidi presenti sul sistema. Analizziamo il set di comandi utilizzato da
questo manager per recuperare tutte le informazioni riguardanti gli hard disk,
le quali possono essere visualizzate nella tabella 4.3.
Proprietà Comando
Model Number hdparm -I /dev/sda | grep -i ’Model Number: | sed -n Xp
Serial Number hdparm -I /dev/sda | grep -i ’Serial Number: | sed -n Xp
Firmware Revision hdparm -I /dev/sda | grep -i ’Firmware revision: ’ | sed -n Xp
In questo caso al posto del comando dmidecode è stato utilizzato il coman-
do hdparm. Questa scelta è stata forzata dal fatto che dmidecode, purtroppo,
non è stato in grado di estrapolare le tre proprietà utili alla modellazione di un
generico disco rigido e ho quindi dovuto optare per il comando hdparm. Ar-
ricchendo il comando con il parametro -I /dev/sda esso è in grado di restituire
tutte le informazioni riguardanti i dischi rigidi installati sul sistema. Anche
in questo caso è stata necessario l’utilizzo dei comandi grep e sed per filtrare
opportunamente l’output.
Analizziamo ora i comandi utilizzati dal GraphicCardManager, cioè il ma-
nager in grado di gestire tutte le schede video presenti sul sistema. Come affer-
mato nella tabella 4.2 ogni scheda video è caratterizzata da quattro proprietà
le quali vengono popolate attraverso i comandi che andiamo ora a definire:
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Tabella 4.6: My caption
Proprietà Comando
Product lshw -c video | grep -i ’product: ’ | sed -n Xp
Vendor lshw -c video | grep -i ’vendor: ’ | sed -n Xp
Physical ID lshw -c video | grep -i ’physical id: ’ | sed -n Xp
Clock lshw -c video | grep -i ’clock: ’ | sed -n Xp
Come si può notare, anche in questo caso, non si è fatto uso del comando
dmidecode in quanto, come per i dischi rigidi, quest ultimo non è stato in
grado di recuperare tutte le informazioni necessarie. Al posto di dmidecode ho
deciso di utilizzare lshw visto che, come descritto in 3.4.2, è risultato completo
ed efficiente. Anche lshw, come dmidecode, offre la possibilità di filtrare i de-
vice per categoria, in questo caso, quindi, è bastato parametrizzare il comando
in questione con la categoria video per avere tutte le informazioni riguardanti
le schede video presenti nel sistema. Applicando poi i filtri grep e sed sono
riuscito ad avere tutte le proprietà necessarie.
Arriviamo ora all’analisi dell’ultimo DeviceManager cioè il NetworkCard-
Manager il quale compito è quello di occuparsi delle schede di rete presenti nel
sistema. Come si può notare dal diagramma in Figura 4.12 questo manager
oltre all’overriding delle due funzioni setCommands e generateLogDifference
effettua un ulteriore ovverriding, quello della funzione setAllInfos cioè il me-
todo incaricato all’assegnamento di tutte le proprietà le quali, normalmente,
vengono popolate attraverso l’utilizzo di uno specifico comando per ognuna di
esse in questo caso, invece, l’approccio che ho dovuto seguire è diverso. Pur-
troppo anche in questo caso dmidecode non è stato in grado di fornire tutte le
informazioni necessarie per la modellazione di una generica scheda di rete quin-
di ho dovuto optare all’utilizzo del comando lshw. Analizzando l’output del
comando in questione opportuamente parametrizzato per filtrare solo le sche-
de di rete mi sono accorto che le informazioni che generava per ogni scheda di
rete non erano omogenee. Come si può notare in Figura 4.13 per le prime due
schede identificate è presente la proprietà Product mentre la terza scheda la
proprietà non è presente, l’utilizzo del comando lshw opportunamente parame-
trizzato e filtrato attraverso l’utilizzo di grep e sed, come fatto fin’ora, avrebbe
causato problemi e le proprietà delle diverse schede video non sarebbero state
correttamente popolate.
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Figura 4.13: Output lshw filtrato per restituire le schede di rete.
Per questi motivi l’approccio che ho seguito si discosta dai precedenti, per
ogni scheda di rete ho deciso di identificare nell’output restituito dal comando
lshw -class network il blocco di informazioni riguardanti la scheda stessa il
quale poi viene analizzato dallo StringManager facendo in modo di restituire
le corrette proprietà. Per fare ciò ho dovuto ideare tre diversi comandi, uno per
la localizzazione del punto di partenza del blocco, uno per identificare il punto
finale del blocco e, infine, un comando in grado di combinare i due precedenti e
restituire il blocco opportuno, andiamo ora ad analizzare i tre comandi appena
citati:
1. Comando per l’identificazione del punto di partenza - Come si
può notare in Figura 4.13 ogni scheda di rete viene identificata nell’out-
put dalla stringa *-network quindi, per trovare il punto iniziale del blocco
di informazioni, basterà identificare la linea in cui questa stringa è con-
tenuta tenendo conto di quale scheda si sta analizzando. Per fare ciò
ho utilizzato il comando lshw -class network | grep -n *-network | cut -d
’:’ -f 1 | sed -n Xp, con le prime due porzioni di comando sono stato in
grado di filtrare le schede di rete e poi filtrare ulteriormente solo le linee
contenenti la stringa di identificazione. Attraverso il comando cut -d ’:’
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-f 1 ho poi isolato il numero di linea contenente la riga di identificazione
ed, infine, è stato utilizzato il comando sed per estrapolare solamente
l’informazione riguardante la scheda di rete in considerazione.
2. Comando per l’identificazione del punto terminale - Per identifi-
care il punto terminale del blocco di informazioni il comando utilizzato
può variare tra due implementazioni leggermente differenti tra loro. La
prima è lshw -class network | grep -n *-network | cut -d ’:’ -f 1 | sed
-n (X+1)p la quale ricalca molto il comando precedentemente utilizzato,
infatti questo comando permette l’identificazione dell’inizio del prossimo
blocco di informazioni e, quindi, la fine di quello corrente, esso è utiliz-
zato in tutti i casi in cui la scheda in analisi non è l’ultima del blocco
restituito dal comando. La seconda implementazione di questo comando
serve proprio per coprire l’ultimo caso citato, cioè quello in cui la scheda
di rete presa in considerazione è l’ultima del blocco, in questo caso il
comando utilizzato è stato lshw -class network | wc -l il quale non fa
altro che ritornare il numero di righe totali dell’output.
3. Estrapolazione del blocco di informazioni - Avendo definito i due
estremi del blocco non rimane che utilizzare il comando lshw -class net-
work | tail -n +START | head -n END dove il parametro START è
definito dall’output del comando descritto al punto 1 mentre il secondo
parametro END è ricavato sottraendo all’output del comando descritto
al punto 1 il valore di START. Attraverso il comando tail -n +START
l’output viene filtrato dalla riga START in poi e combinando il comando
head -n END, il quale permette di filtrare le prime END righe dall’output,
sono riuscito ad estrarre il blocco di informazioni riguardanti l’opportuna
scheda di rete.
A questo punto è bastato effettuare l’overriding del metodo setAllInfos facendo
in modo che eseguisse il comando appena descritto e, attraverso lo StringMa-
nager, ricercasse le opportune proprietà all’interno dell’output generato dal
comando.
4.4.5 Modellazione HWManager
Passiamo ora all’analisi della classe HWManager. Questa classe si occupa
della gestione di tutti i possibili DeviceManager e, quindi, gestisce tutte le
operazioni che possono essere effettuate su di essi. Come si può notare in
Figura 4.14 esso è composto da diversi DeviceManager e da una serie di metodi
che rispecchiano le funzionalità che il sottosistema dovrà offire.
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Figura 4.14: Diagramma delle classi della classe HWManager.
Analizziamo ora le funzionalità offerte da questo manager in modo da
comprendere al meglio come esso utilizzi i metodi che offre:
• Popolazione dei device - Questa funzionalità è espressa attraverso la
funzione populateAllDevices la quale non fa altro che, per ogni manager
gestito, richiamare l’opportuno metodo findDevices. In questo modo ogni
manager contenuto dal HWManager sarà in possesso di tutti i disposi-
tivi recuperati. Naturalmente per poter usufruire di questo metodo è
necessario prima popolare il set di manager attraverso la funzione popu-
lateAllManager. Entrambi i metodi appena descritti sono disponibili in
due versioni, una che permette la popolazione di tutti i manager e tutti
i device ed un’altra che permette la creazione di uno specifico manager
e, quindi, solamente dei relativi device.
• Stampa dei dispositivi - La funzionalità in questione è implementata
dal metodo printAllInfos. Questo metodo si occupa di ciclare tutti i
manager e, per ognuno di essi, richiamare la funzione printAllInfos. In
questo modo si ha la possibilità di stampare a video tutte le informazioni
recuperate dai diversi dispositivi.
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• Generazione dei file di log - Questa operazione è possibile grazie all’u-
tilizzo del metodo generateAllLogs il quale, prima genera la directory (se
non presente) sulla quale verranno generati i file di log, e poi cicla tutti i
manager richiamando l’opportuno metodo generateLog precedentemente
descritto.
• Confronto dispositivi - Quest’ultima funzionalità è stata implementa-
ta attraverso le funzioni checkWithFile e checkWithDirectory. Il primo
metodo accetta un percorso contenente il file di log con cui effettuare il
confronto, la scelta del manager da utilizzare e la versione di scan con
cui effettuare il confronto. Ciò che fa è richiamare la funzione checkDe-
vicesFromFile dell’opportuno manager e, sulla base delle BaseDifference
restituite da questa funzione, stampare a video il risultato del confronto.
Il metodo checkWithDirectory, invece, cicla tutti i manager richiamando
la funzione appena descritta, così facendo è possibile mostrare all’utente
i risultati di tutti i confronti effettuati.
Ora dovrebbe essere chiaro come sia stato possibile modellare ed implemen-
tare tutte le entità del sottosistema in modo da offrire all’utilizzatore tutte le
funzionalità preposte come obbiettivo.
4.4.6 Test del sottosistema
In questa sezione verrà mostrato il funzionamento del sottosistema appena
descritto attraverso dei test, ognuno dei quali si incentra su una funzionalità
specifica del sistema.
Il primo test effettuato mira alla funzionalità di recupero e visualizzazio-
ne delle informazioni riguardanti BIOS, schede video, RAM, schede di rete e
dischi rigidi installati sul sistema. Come si può notare in Figura 4.15 questa
funzionalità è stata espressa attraverso il parametro -hw e, attraverso la sua
esecuzione, il tool è stato in grado di recuperare un gran numero di informa-
zioni. Come si può notare, per alcune proprietà (e.g. tipo e velocità delle
RAM) il tool non è stato in grado di recuperare il relativo valore, questo è
dovuto al fatto che il comando utilizzato per recuperare queste informazioni
non è riuscito a recuperarle ed ha quindi restituito un valore fasullo.
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Figura 4.15: Esecuzione del comando di recupero delle informazioni.
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Il secondo test, invece, è incentrato sulla funzionalità di generazione dei
log la quale, ricordiamo, può essere effettuata sia nella directory di default
/var/log/hwfwinfo/HW/ che in una qualsiasi cartella passata come parametro
al tool. Come si può notare in Figura 4.16 questa funzionalità viene espres-
sa attraverso il parametro -hw -l il quale può essere ulteriormente arricchito
attraverso il passaggio di un ulteriore parametro identificante il path sotto il
quale si vogliono generare i log.
Figura 4.16: Esecuzione del comando di generazione dei log.
I log generati dal tool possono essere visti in Figura 4.17, come si può
notare, in ogni file di log, ogni scansione è identificata da un timestamp e dalla
serie di informazioni riguardanti i device.
Figura 4.17: File di log generati.
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Passiamo ora al test della funzionalità di confronto analizzando il compor-
tamento del tool in tre diversi casi che sono:
1. Nessun device è stato alterato rispetto all’ultima scansione.
2. È stato alterato almeno un device.
3. È stato rimosso o aggiunto un device.
Per effettuare il primo test dei tre appena citati è bastato parametrizzare il
software con -hw -c subito dopo aver generato i log, naturalmente non è stata
cambiata alcuna componentistica nel frattempo ed il tool, infatti, ha riportato
esattamente questo risultato (Figura 4.18).
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Figura 4.18: Test del confronto dei device con risultato di non alterazione.
Per effettuare i due rimanenti test verrà utilizzato come caso di studio il
BIOS in quanto, prendere in considerazione tutti i dispositivi, sarebbe ripeti-
tivo e poco sensato visto che il comportamento che il tool assume nei confronti
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dei diversi dispositivi è sempre lo stesso.
Non potendo realmente alterare il mio sistema il caso dell’alterazione del
device è stato simulato semplicemente modificando i file di log generati in
precedenza, è bastato modificare il valore di un paio di proprietà e vedere
come il software rispondesse a queste modifiche. Dai risultati mostrati in
Figura 4.19 si può notare come il software sia stato in grado di trovare le
alterazioni e mostrarle a video.
Figura 4.19: Test del confronto dei device con risultato di alterazione.
L’ultimo test, cioè quello riguardante l’aggiunta o la rimozione di un di-
spositivo è stato simulato sempre alterando il file di log. È bastato aggiungere
e rimuovere dal log del BIOS il blocco di informazioni riguardanti il BIOS
stesso, attraverso la rimozione del blocco di informazioni appena citato si è
voluto simulare l’aggiunta di un dispositivo rispetto alla configurazione prece-
dente mentre, attraverso l’aggiunta di un blocco di informazioni al file di log,
si è simulata la rimozione completa di un dispositivo. Come si può vedere in
Figura 4.20 il software è riuscito, in entrambi i casi, ad accorgersi e riportare
all’utente le informazioni di alterazione.
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(a) Test di aggiunta di un BIOS
(b) Test di rimozione di un BIOS
Figura 4.20: Test di aggiunta e rimozione di un BIOS
Arrivati a questo punto posso dire che tutti i test riguardanti il sottosistema
hardware hanno restituito i risultati attesi e quindi questa porzione di sistema
risulta completa ed è in grado di fornire all’utente tutte le funzionalità poste
come obbiettivo.
4.5 Progettazione e sviluppo del sottosistema firm-
ware
In questa sezione verrà trattata la progettazione e lo sviluppo del sottosi-
stema firmware. Come detto in precedenza questa porzione di sistema deve
fornire all’utente le seguenti funzionalità:
1. Mostrare a video le informazioni riguardanti i firmware presenti sul si-
stema.
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2. Generare dei log con le informazioni estrapolate.
3. Controllare eventuali differenze tra i firmware attualmente in possesso e
quelli presenti nei log.
Per raggiungere questi obbiettivi innanzitutto bisogna definire da dove le im-
magini dei firmware vengano recuperate. Come mostrato dalle ricerche ef-
fettuate e descritte in 3.1 la maggior parte delle immagini in questione sono
contenute all’interno della directory /lib/firmware/, ho quindi deciso di imple-
mentare tutte le funzionalità appena citate appoggiandomi al contenuto della
suddetta cartella.
4.5.1 Modellazione di un Firmware
La modellazione di un generico firmware è avvenuta attraverso la classe
Firmware. Come si può notare in Figura 4.21 la classe in questione è composta
da tre campi di tipo stringa. Il campo file_name identifica il nome del file, il
campo directory rappresenta il path attraverso il quale è possibile raggiungere il
file mentre, l’ultimo campo, sha256 viene utilizzato per memorizzare, appunto,
l’sha256 del file in questione.
Figura 4.21: Diagramma delle classi della classe Firmware.
Inoltre la classe offre anche tre metodi setter e tre metodi getter per poter
impostare e/o restituire i valori dei diversi campi.
Esplorando la cartella /lib/firmware/ mi sono accorto che molte immagini
venivano replicate ma in differenti cartelle, questo è dovuto al fatto che ogni
versione del kernel Linux si porta con se un set di immagini firmware, molte
delle quali risultano in comune tra le diverse versioni e, per ogni versione,
all’interno della cartella sopractitata viene creata una subdirectory specifica.
Per questo motivo ogni file è univocamente identificato dalla combinazione data
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dal nome del file e dal percorso per raggiungerlo in modo da poter conto di tutte
le immagini presenti. Inoltre ho deciso di utilizzare la funzione crittografica
di hash sha256 perchè, come detto in 2.3.1, risulta essere molto resistente alle
collisioni e, quindi, molto affidabile.
4.5.2 Modellazione e sviluppo FirmwareManager
Passiamo ora all’analisi della classe FirmwareManager. Questa classe si
occupa della gestione di tutti firmware in possesso dal sistema e, come si può
notare in Figura 4.22, offre un gran numero di metodi. Per comprendere al
meglio il funzionamento di tutti i metodi e, quindi, dell’intera classe procederò
con un’analisi centrata sulle funzionalità che vengono offerte dalla classe.
Figura 4.22: Diagramma delle classi della classe FirmwareManager.
Prima di tutto è meglio analizzare la fase di recupero delle informazioni
relative alle immagini dei firmware attraverso la quale viene popolato il set di
Firmware in possesso dal manager. Questa operazione viene svolta dal me-
todo pubblico findFirmware il quale non fa altro che richiamare la funzione
listFiles. Quest’ultima funzione è in grado di ciclare ricorsivamente la cartella
che le viene passata come parametro e ogni volta che identifica un file non fa
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altro che creare un oggetto di tipo Firmware impostando le giuste proprietà e
poi inserirlo all’interno del set di firmware del manager. Per effettuare l’sha256
di ogni file ho deciso di riutilizzare la classe Command in combinazione con
il CommandManager, infatti i sistemi Linux offrono, tra i tanti comandi di
default, anche una serie di comandi utilizzabili per calcolare i valori di hash
di qualsiasi file dando la possibilità di scegliere tra diverse funzioni crittogra-
fiche, tra cui è presente anche la funzione sha256. Il comando in questione è
sha256sum e, per essere eseguito, necessita solo del path completo del file sul
quale si vuole effettuare il checksum.
La procedura di stampa delle informazioni avviene attraverso il metodo
pubblico printAllFWInfos. Ciò che fa è ciclare tutti i firmware precedente-
mente popolati e stampare le relative informazioni a video.
La funzionalità di generazione dei log è stata implementata dal metodo ge-
nerateLog il quale, inizialmente, non fa altro che generare la log directory (se
non presente) basandosi sul path identificato dal campo filePath il quale, di
default, è impostato al valore /var/log/hwfwinfo/FW ma è anche impostabile
attraverso opportuni metodi setter e getter in modo da poter dare la possibi-
lità di generazione dei log anche in directory passate direttamente dall’utente.
Dopo aver fatto ciò, la funzione in questione, esegue un ciclo su tutti i firmware
in possesso dal manager e stampa su file le giuste informazioni.
L’ultima, ma anche più corposa, funzionalità offerta è il confronto dei firm-
ware attualmente in possesso con quelli presenti in un file di log. Vediamo ora
i componenti e le procedure principali utilizzate per offrire questa funzionalità:
1. Recupero delle informazioni dei firmware da un file di log - Na-
turalmente, per poter effettuare il suddetto confronto è necessario un
modo per estrapolare il set di firmware contenuti all’interno di un file di
log generato attraverso la funzione precedentemente descritta, il metodo
incaricato per svolgere questo lavoro è retrieveFromFile. Quest’ultimo
accetta come parametro il percorso contenente il file di log il quale viene
completamente visitato dal metodo. Attraverso l’aiuto dello StringMa-
nager è stato possibile identificare tutti i firmware contenuti all’interno
del file i quali, mano a mano che il file viene letto, vengono inseriti all’in-
terno del set di firmware che, al termine della lettura del file, il metodo
restituisce.
2. Modellazione delle differenze tra due Firmware - Come per il
sottosistema hardware, anche in questa porzione di sistema ho dovuto
modellare un’entità in grado di memorizzare le eventuali differenze di
due Firmware. L’elemento in questione è stato modellato attraverso la
classe FWDifference. Come si può notare il Figura 4.23 essa è composta
da un enumerazione interna la quale indica lo stato della differenza, ana-
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lizziamo i diversi stati possibili di un istanza di questa classe in modo da
comprendere al meglio il funzionamento della classe stessa:
(a) same - Il Firmware sul quale si sta effettuando l’analisi era presente
anche durante l’ultima scansione (quindi presente nel file di log) ed il
suo contenuto non è cambiato, cioè il valore del suo digest è rimasto
inalterato. In questo caso, le informazioni relative al firmware, sono
contenute all’interno del campo original della classe.
(b) different - Il Firmware in questione era presente anche durante
l’ultima scansione ma il suo contenuto è cambiato, cioè il valore di
hash restituito dalla funzione sha256 è differente. Le informazioni
relative al Firmware attualmente in possesso sono contenute nel
campo original mentre quelle relative al Firmware precedentemente
in possesso sono nel campo different.
(c) added - Questo stato indica che il Firmware in questione non era
presente nel file di log ed è quindi stato aggiunto, tutte le infor-
mazioni riguardanti il suddetto firmware sono contenute nel campo
original.
(d) removed - Attraverso questo stato si vuole indicare che il Firmware
in analisi è stato rimosso dal sistema, cioè è presente nel file di log
ma non nel sistema e, tutte le relative informazioni, sono contenute
dal campo original.
Figura 4.23: Diagramma delle classi della classe FirmwareDifference.
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3. Confronto dei firmware - Il confronto dei Firmware in possesso con
quelli contenuti all’interno di un file di log viene effettuato dal metodo
checkFWFromFile il quale accetta un parametro indicante il percorso del
file di log. Per prima cosa la funzione non fa altro che estrapolare tutti
i Firmware contenuti all’interno del file di log attraverso la funzione
esplicata al punto 1. Dopo aver fatto ciò, il metodo, è in possesso di
entrambi i set di Firmware (quelli presenti sul sistema e quelli estrapolati
dal file) e comincia a ciclare le due liste applicando le seguenti logiche:
• Se un file è presente nella stessa directory e con lo stesso nome ma
con sha256 differente allora viene generato un FWDifference di tipo
different.
• Se un file è presente nella stessa directory, con lo stesso nome e con
lo stesso sha256 allora si genera un FWDifference di tipo same.
• Se un Firmware attualmente in possesso non viene trovato nel
set di Firmware presenti nel file di log allora viene generato un
FWDifference di tipo added.
• Se un Firmware è presente nel file di log ma non è attualmente sul
sistema allora l’istanza di FWDifference che dovrà essere generata
sarà di tipo removed.
Applicando le suddette logiche, l’ultimo metodo descritto, è in grado di ge-
nerare un set di FWDifference il quale viene ciclato dal metodo printChecks
che non fa altro che, per ogni FWDifference, stampare il relativo risultato,
riuscendo ad avere così una visione complessiva del confronto effettuato.
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4.5.3 Test del sottosistema
In questa sezione saranno mostrate le diverse funzionalità descritte in pre-
cedenza.
Il primo test mira alla visualizzazione di tutti i firmware in possesso. Come
si può notare in Figura 4.24 l’esecuzione di questa funzionalità avviene attra-
verso il parametro -fw e, il risultato che restituisce, non è altro che la lista dei
firmware contenuta nella directory /lib/firmware/.
Figura 4.24: Porzione di output restituito dal test di visualizzazione dei
firmware in possesso.
La funzionalità di generazione dei log può essere espressa attraverso l’uti-
lizzo di due combinazioni di parametri. Utilizzando come parametro -fw -l il
tool genererà i file di log sotto la directory /var/log/hwfwinfo/FW/ mentre
utilizzando gli stessi parametri ma aggiungendo un path come ultimo parame-
tro l’utente può indicare dove generare il file. Come si vede in Figura 4.25 il
log generato contiene tutte le informazioni riguardanti i firmware in possesso.
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Figura 4.25: Porzione di output restituito dal test di generazione dei log dei
firmware in possesso.
L’ultimo test mira al confronto dei firmware presenti sul sistema con quelli
presenti nel file di log. Anche in questo caso è possibile effettuare il confronto
sia nella log directory principale /var/log/hwfwinfo/FW/ utilizzando il para-
metro -fw -c, sia attraverso il path del file di log aggiungendo il percorso come
ultimo parametro. Ho deciso di scomporre il test in quattro sotto-test, in modo
da mostrare la completa copertura di questa funzionalità.
Il primo test prende di mira il caso in cui nessuna immagine sia variata rispetto
all’ultima scansione, per fare ciò è bastato lanciare il comando appena dopo la
generazione dei log e, come si può vedere in Figura 4.26, il tool non ha trovato
alcuna differenza tra i firmware in possesso e quelli loggati.
Figura 4.26: Test del confronto con esito positivo.
Con il secondo test ho voluto cambiare il digest di una delle immagini
presenti nel file di log in modo da testare il tool a fronte di un eventuale
cambiamento del contenuto di una immagine. Come si può notare in Figura
4.27 il software è riuscito ad identificare il cambiamento, mostrando la directory
contenente il file e l’alterazione del suo sha256.
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Figura 4.27: Test del confronto con esito di alterazione.
Con gli ultimi due test ho voluto osservare il comportamento del tool a
fronte di una aggiunta e una rimozione di un’immagine firmware dal sistema.
Per fare ciò mi è bastato alterare il file di log inserendo prima, e rimuovendo
poi, un’immagine e, come si può vedere il Figura 4.28, il software è stato in
grado di rilevare queste modifiche.
(a) Test di rimozione di un’immagine.
(b) Test di aggiunta di un’immagine.
Figura 4.28: Test di rimozione e aggiunta di un’immagine.
Arrivati a questo punto posso affermare che tutte le funzionalità poste
come obbiettivo dal sottosistema appena analizzato sono state implementate
e risultano funzionanti.
4.6 Modellazione e implementazione della classe
ShellMenuParser
L’ultima entità del sistema non ancora descritta è lo ShellMenuParser, cioè
la classe in grado di gestire l’esecuzione dell’intero sistema sulla base dei para-
metri passati come input dalla shell di comando. Come si può notare in Figura
4.29 la classe in questione offre il solo metodo pubblico parseAndExecute il qua-
le prende in ingresso un intero rappresentante il numero di parametri passati
al tool e un array di puntatori a caratteri rappresentanti i parametri stessi,
inoltre esso è composto da un HardwareManager e un FirmwareManager. Il
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metodo parseAndExecute non farà altro che, a fronte dei parametri in ingresso,
scegliere il giusto manager da utilizzare e richiamare le opportune funzioni.
Figura 4.29: Diagramma delle classi della classe ShellMenuParser.
4.7 Sviluppi futuri
Dopo aver analizzato e descritto tutte le entità presenti nel sistema posso
affermare che l’intero progetto è in grado di gestire tutte le funzionalità che
erano state poste come obbiettivo ed è quindi completo. Un eventuale sviluppo
futuro potrebbe essere quello di supportare un numero più ampio di disposi-
tivi hardware (e.g. processore, scheda madre, cache, ecc..), questo obbiettivo
potrebbe essere facilmente raggiungibile in quanto la progettazione del sotto-
sistema hardware permette una facile estendibilità, offrendo la possibilità di
aggiungere nuovi HWDevice e DeviceManager facilmente. Per quanto riguar-
da il sottosistema firmware sarebbe stato interessante implementare diverse
funzionalità per riuscire ad effettuare il dump dei firmware da device come
BIOS e dischi rigidi ma le conoscenze in mio possesso non mi hanno permesso
di poterle implementare, come mostrato in Sezione 3.3 esistono comunque dei
tool in grado di effettuare il dump dell’immagine del firmware del BIOS.
Capitolo 5
Conclusioni
In questa tesi è stato mostrato come implementare uno strumento software
in grado di verificare che non ci siano state alterazioni hardware o firmware in
una generica postazione utente. Tutta la fase di progettazione ed implementa-
zione del sistema è stata preceduta da un’attenta analisi dello stato dell’arte,
sono partito analizzando prima il mondo dei firmware estendendo la ricerca
in tre diversi campi, i firmware nel mondo Linux (sezione 3.1), i firmware nei
dischi rigidi (sezione 3.2) ed i firmware dei BIOS (sezione 3.3). Attraverso la
prima di queste tre sezioni sono riuscito ad identificare il target del sottosiste-
ma firmware (la cartella /lib/firmware/ ) e a comprendere come avvengono le
richieste dei firmware nei sistemi Linux. Dopo l’analisi dei firmware utilizzati
dai dischi rigidi e dai BIOS posso affermare che attacchi a queste componen-
tistiche possono causare ingenti danni e, la loro rilevazione, non è per niente
facile.
Infine ho analizzato il tracciamento hardware in un generico sistema Linux
dal quale sono riuscito ad identificare i comandi che, successivamente, sono sta-
ti utilizzati nel sistema per effettuare il recupero delle informazioni riguardanti
i dispositivi hardware installati.
Tutta la fase di ricerca è stata accompagnata da casi di attacchi, come
quello dell’Equation Group (sezione 3.2.3) e il caso Lighteater (sezione 3.3.2),
i quali mi hanno fatto capire come questo mondo sia tanto trascurato quanto
pericoloso, fortunatamente ho scoperto molti progetti interessanti (FWUPD,
Sistema VirusTotal e PSN Intel) i quali, con un opportuno appoggio dai pro-
duttori e dalla Comunità del software libero, potrebbero rendere molto più
sicuro questo mondo.
Lo sviluppo dell’intero progetto mi ha permesso di migliorare ampiamente
la mia conoscenza dei sistemi Linux e dei loro comandi, inoltre mi ha permesso
di addentrarmi in una porzione del mondo della sicurezza informatica dalla
quale sono sempre stato attratto, confermando l’idea che già avevo di questo
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campo, cioè bello per quanto complicato. La parte di sviluppo del progetto,
inoltre, mi ha permesso di approfondire la conoscenza del linguaggio C++ che
avevo trattato poco nel corso di questi anni.
Complessivamente sono molto contento del lavoro svolto e dei risultati
ottenuti.
Appendice A
Link GitHub al progetto
Il progetto è reperibile al link Github [42] https://github.com/marcomancini94/
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