Let G be a graph, and Z a subset of its vertices, which we color black, while the remaining are colored white. We define the skew color change rule as follows: if u is a vertex of G, and exactly one of its neighbors v, is white, then change the color of v to black. A set Z is a skew zero forcing set for G if the application of the skew color change rule (as many times as necessary) will result in all the vertices in G colored black. A set Z is a minimum skew zero forcing set for G if it is a skew zero forcing set for G of least cardinality. The skew zero forcing number Z − (G) is the minimum of |Z| over all skew zero forcing sets Z for G.
Introduction
A graph is a pair G = (V G , E G ), where V G is the (finite, nonempty) set of vertices of G and E G is the set of edges, where an edge is a two-element subset of vertices. The complete graph on n vertices is denoted K n . An induced subgraph of G is a subgraph obtained from G by deleting a vertex v, or a number of vertices S, and we write G − v or G − S, respectively. If {u, v} ∈ E G the vertices u and v are said to be adjacent, they are also said to be neighbors. The set N (v), consisting of all the neighbors of v, is called the open neighborhood of v (it does not include v), the set N [v] = N (v) ∪ {v} is the closed neighborhood of v. The degree of a vertex v ∈ V G , denoted by deg G (v) , is the number of edges adjacent to v. The minimum (respectively, maximum) degree in a graph G is denoted δ(G) (respectively, ∆(G)). A subset S ⊆ V G is called independent if no two vertices in S are adjacent. A graph G is connected if each pair of vertices in V G belongs to a path. A vertex v ∈ V G is a cut-vertex if the induced graph G − v is not connected. We say that G is the vertex sum of two graphs G 1 and G 2 , and write G 1 v G 2 if v is a cut-vertex of G, V G 1 ∩ V G 2 = {v}, and E G 1 ∩ E G 2 = ∅. A graph with no cut-vertices is said to be nonseparable.
A matching in a graph G is a set of edges M = {{i 1 , j 1 }, {i 2 , j 2 }, . . . , {i k , j k }} ⊆ E G , such that no endpoints are shared. The vertices that determine the edges in M are called M -saturated vertices, all other vertices in V G are called M -unsaturated vertices. A perfect matching in a graph G is a matching that saturates all vertices of G. A maximum matching in a graph G is a matching of maximum order among all matchings in G. The matching number of a graph G, denoted by match(G), is the number of edges in a maximum matching. An even cycle in a graph G is called M -alternating if it alternates between edges in M and edges not in M . A matching M in a graph G is uniquely restricted if G does not contain an M -alternating cycle.
A graph G is k-partite if V G can be expressed as the union of k (possibly empty) independent sets, and is denoted K n 1 ,n 2 ,...,n k , k ≥ 2, n i ≥ 1, i = 1, 2, . . . , k. A tree is a connected graph T , with |E T | = |V T − 1|, trees are 2-partite, also known as bipartite.
Although many of the results presented here are valid for some finite fields, we assume throughout this paper that F is an infinite field. A matrix A ∈ F n×n is skew-symmetric if A T = −A. For an n × n skew-symmetric matrix A, the graph of A, denoted G(A), is the graph with vertices {v 1 , ..., v n } and edges {{v i , v j } : a ij = 0, 1 ≤ i < j ≤ n}.
Let S − (F, G) = {A ∈ F n×n : A T = −A, G(A) = G} be the set of skew-symmetric matrices over the field F described by a graph G. The minimum skew rank of a graph G over the field F is defined as mr − (F, G) = min{rank(A) : A ∈ S − (F, G)}, the maximum skew nullity of G over the field F is defined as M − (F, G) = max{nullity(A) : A ∈ S − (F, G)}, and the maximum skew rank of G over the field
For a graph G, select Z ⊆ V G , color all vertices in Z black, and all others white. Next apply the skew color change rule: if u ∈ V G (u any color), and exactly one of its neighbors v, is white, then change the color of v to black (we say u forces v black). Continue to apply the skew color change rule until no more changes are possible. A skew zero forcing set for a graph G is a subset Z of V G , such that, if initially the vertices in Z are colored black and the remaining vertices are colored white, the skew color change rule forces all the vertices in V G black. A minimum skew zero forcing set for a graph G is a skew zero forcing set of minimum order among all skew zero forcing sets for G. The skew zero forcing number Z − (G) is the minimum of |Z| over all skew zero forcing sets Z ⊆ V G .
Preliminary results
The parameter Z(G) was introduced in [1] , while the parameter Z − (G), was introduced in [3] . 
[3, Proposition 3.5] For any graph
G, M − (F, G) ≤ Z − (G) and mr − (F, G) ≥ |G| − Z − (G).
[1, Proposition 4.2] For any tree
T , M (F, T ) = Z(T ), and hence mr(F, T ) = |T | − M(F, T ) = |T | − Z(T ). Theorem 2.2. 1. [3, Theorem 2.1] Let G be a connected graph with |G| ≥ 2, then mr − (F, G) = 2 if and only if G = K n 1 ,n 2 ,...,ns , s ≥ 2, n i ≥ 1, i = 1, 2, . . . , s.
[3, Theorem 2.5] For a graph
5. [3, Proposition 3.3] . Let F be a field and
Graphs with extreme skew zero forcing number
It is a fact that for any graph G, 0 ≤ Z − (G) ≤ |G|. If a graph has isolated vertices, those vertices must belong to all skew zero forcing sets for the graph. Thus, without loss of generality, we assume that graphs have no isolated vertices. Also, some of the results presented here are valid for graphs that are disconnected, we specifically note when a graph must be connected.
and Z a minimum skew zero forcing set for
From Proposition 2.1, and Theorem 2.2, we obtain the inequalities
The following are derived using the inequalities in Equation 1 , and the definition of skew zero forcing set.
and G has a unique perfect matching.
If Z
− (G) = 1 and |G| is even, then mr − (F, G) = |G| and G has a unique perfect matching.
If Z − (G) = 2 and |G| is even, then either mr − (F, G) = |G| and G has a unique perfect matching, or mr
− (F, G) = |G| − 2.
([3, Observation 1.6] Z − (G) = |G| if and only if G consists only of isolated vertices.
It is clear that the converses of Items 1-6 in Proposition 3.2 are not true, the graphs in Figures 1-3 , and Item 6 in Observation 6.4, also illustrate this. For the graph G 2 in Figure 2 (which is a cactus graph, and also a block-clique graph), Note that if G is one of the graphs K 2 , K 3 , or K 2,1 , then Z − (G) = |G| − 2. We now show that this equation characterizes all complete multipartite graphs. The proof given below involves the use of mr − (F, G), but one can easily construct a field independent proof.
Proof. 
Proof. Let G be connected, and v ∈ V G be a cut-vertex. Let G 1 be the connected subgraph of G induced by the vertices of one of the components of G − v and v, and G 2 be the connected subgraph of G induced by (
If Z − (G 1 ) = |G 1 | − 2, and Z − (G 2 ) = |G 2 | − 2, then G is the vertex sum of two complete multipartite graphs, and in this case mr − (F, G) = 4.
The two other possibilities that arise from Corollary 3.4 do not allow Z − (G) = |G|−4. Let Z 1 and Z 2 be minimum skew zero forcing sets for G 1 and G 2 , respectively.
, and Z 1 = ∅, then from the proof of Theorem 3.3, we can take v ∈ Z 1 , thus Z 1 ∪ Z 2 is a skew zero forcing set for G. Proof. Figure 4 shows the twenty connected graphs on six vertices that have a unique perfect matching. One of these is G 2 , also pictured in Figure 2 , and satisfies 
Proof. If mr
The following example provided by Sudipta Mallik and Bryan Shader, and constructed using their methods as in [6] , shows that the converse of Proposition 3.8 is not true. Proof. Using the graph in Figure 5 , and the fact that G is tripartite, it is not difficult to show that Z − (G) > 4, and that Z = {1, 2, 3, 4, 7} is a minimum skew zero forcing set for G. Hence Z − (G) = 5 = |G| − 4, and 4 = |G| − Z − (G) ≤ mr − (G).
Let B ∈ S − (G), and assume columns 3i + 1, 3i + 2, 3i + 3 are linearly independent for i = 0, 1, 2. Then from the zero-nonzero pattern of B we observe that columns 3i + 1, 3i + 2, 3i + 3, 3i + 4, 3i + 5 (mod 9) are linearly independent, and since B is skew symmetric, rank(B) ≥ 6.
Assume now that columns 3i + 1, 3i + 2, 3i + 3 of B are linearly dependent for i = 0, 1, 2, and hence minimally linearly dependent. By Lemma 4.7 in [6] , the nullspace of B contains vectors of the form 
, and 
Bipartite graphs
In this section we study the relation between certain matchings and skew zero forcing sets. Bipartite graphs provide a natural setting for this discussion.
Proposition 4.1. If B is a bipartite graph, and M a uniquely restricted matching in B, then the set of M -unsaturated vertices of B is a skew zero forcing set for B.
Proof. Let B be a bipartite graph, M a uniquely restricted matching in B, and H the connected subgraph of B induced by the vertices in M (If H is not connected, the following process can be applied separately to each of the components of H). Suppose the vertices in the bipartition of H are u 1 , . . . , u r and v 1 , . . . , v r , {u i , v i } ∈ M , {u i , v j } / ∈ E H whenever 1 ≤ i < j ≤ r. Let Q = V B − V H , and color the vertices in Q black. Without loss of generality we may assume deg H (v r ) = 1, then we have the following sequence of forces v r → u r , v r−1 → u r−1 , . . . , v 1 → u 1 , u 1 → v 1 , u 2 → v 2 , . . . , u r → v r . Thus Q forms a skew zero forcing set for B.
Proposition 4.2. Let G be a graph, M a matching in G, and mr
− (F, G) ≤ 2|M |.
If the set of M -unsaturated vertices of G is a skew zero forcing set for G, then it is a minimum skew zero forcing set for G.
Proof. Let F be a field, M a matching in G, and Q the set of M -unsaturated vertices.
. Thus, if Q is a zero forcing set for G, it is a minimum skew zero forcing set for G. Proof. Let B be a a bipartite graph in which all maximum matchings are uniquely restricted, M a maximum matching in B, and Q the set of M -unsaturated vertices. Since M is a uniquely restricted matching, from Proposition 4.1, Q is a minimum skew zero forcing set for B. Conversely, suppose that Q is a minimum skew zero forcing set for B. From Theorem 4.6, V B − Q has a unique perfect matching which is a maximum matching in B.
We omit the alternate proof.
In a tree all maximum matchings are uniquely restricted matchings, thus we have the following. 
Unicyclic Graphs
Results on the minimum skew rank of unicyclic graphs can be found in [2] , explicitly: mr − (F, U ) = MR − (F, U ) if the unique cycle is odd, or if the unique cycle is even and U has a uniquely restricted maximum matching; mr − (F, U ) = MR − (F, U ) − 2 if the unique cycle is even and U does not have a uniquely restricted maximum matching. Proof. If the unique cycle has odd order, and M is a maximum matching in U , we can construct a proof by induction to show that the set of M -unsaturated vertices is a minimum skew zero forcing set for U . The base cases follow from examples in [2] ; we omit the details of the proof.
If the unique cycle has even order, and mr − (F, U ) = MR − (F, U ), then the result follows from Item 1 in Corollary 4.4.
If the unique cycle has even order, mr − (F, U ) = MR − (F, U )−2, and M is a maximum matching in U , then the cycle is M -alternating. If U is a cycle, and e is an edge in M , then M = M − e is a uniquely restricted matching in U .
If U is not a cycle, then it has an induced subgraph H, consisting of the vertex sum of the cycle and a path of order 3, that is H = C v 1 P 3 , where
, and u is a neighbor of v 1 on the cycle. Thus, there exists a maximum matching M , in U , containing the edges {u, v 1 }, and
In either case M has order
, and since mr − (U ) = MR − (F, U ) − 2, it follows from Proposition 4.1 that the set of M -unsaturated vertices is a minimum skew zero forcing set for U .
Additional Examples
We conclude with several contrasting examples of graphs G, for which there is a matching M , in G, such that the set of M -unsaturated vertices is a minimum skew zero forcing set for G. Also, in Observation 6.4, we list the skew zero forcing number of some special graphs. 
G7 Figure 6 : Non-bipartite graph with Z − (G 7 ) = 2, |G 7 | − 2 = mr − (F, G 7 ).
Example 6.2. The graph G 8 (see [5, pp.6-7] ), in Figure 7, Below we list some graphs and their skew zero forcing numbers. We refer the reader to [3] for the definitions of W n , the wheel on n vertices; P m,k , the m, k-pineapple, with m ≥ 3, k ≥ 1; Q s , the sth hypercube; T n , the super-triangle; H s the sth halfgraph; N s , the necklace with s diamonds; G • H, the corona of G with H; G H, the Cartesian product of G and H.
Observation 6.4. For the graphs G in Items 1, 2, 3, 4, 5, 7, 9 , and 11, Z − (G) = |G| − mr − (F, G) (note that there might be restrictions on the field F, see [3] ): 11. Z − (P s P s ) = s;
12. Z − (K 3 P 2 ) = 2, Z − (K 3 P 2 ) = |K 3 P 2 |−mr − (F, K 3 P 2 ), and for s ≥ 3, t ≥ 3, Z − (K s P t ) = s, Z − (K s P t ) = |K s P t | − mr − (F, K s P t ) if and only if s is even, or both s and t are odd.
