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In der vorliegenden Arbeit wird ein neues numerisches Verfahren entwickelt und getestet,
das sogenannte semi-Lagrangsche Zelhntegrationsverfahren (SLZI). Die Idee besteht darin,
ein lokales Schema zu entwickeln, welches globale Integralinvarianten, wie z.B. die
Gesamtmasse der Atmosphäre, erhält und ansonsten die bekannten positiven Eigenschaften
semi-Lagrangscher Methoden zeigt. Die Entwicklung verläuft sukzessive von eindimensio-
nalen Untersuchungen, über Tests in ebenen kartesischen Koordinaten bis hin zu den spe-
ziellen Bedingungen auf der Kugeloberfläche. In jedem Entwicklungsschritt wird am Ende
ein Standardtest durchgeftihrt und die Ergebnisse mit der analytischen Lösung und mit
einem traditionellen Verfahren verglichen. Neben den Experimenten mit analytisch lösba-
ren Testsituationen wird auch ein Experiment mit realen Daten durchgeführt. Die Erweite-
rung der Methode auf drei Dimensionen wird ebenso diskutiert wie die Kombination des
SlZl-Verfahrens mit dem semi-impliziten Zeitschrittverfahren. Neben der Anwendung als
Transportschema werden noch einige Überlegungen zur Ausdehnung der Methode auf den
kompletten Satz der primitiven Gleichungen angestellt.
Bei den Untersuchungen in einer Dimension liegt der Schwerpunkt zunächst in der konkre-
ten Formulierung der neuen Methode. Dabei stellt sich heraus, daß man prinzipiell zwei
Schritte unterscheiden kann. Zuerst wird in jeder Gitterzelle ein Polynom berechnet, wel-
ches die Verteilung einer Variablen in dieser Zelle reprâsentiert und anschließend wird eine
konservative Abbildung, bestehend aus Integralen über diese Polynome, zwischen dem Git-
ter ntm alten und zum neuen Zeitpunkt durchgeführt. In dieser Arbeit werden als Polynome
konstante, lineare und quadratische Funktionen verwendet und als Test wird zunächst der
Transport eines Rechteck- bnv. Dreiecksignals analysiert. Es hat sich gezeig¡, daß die
numerische Genauigkeit der Methode um so größer ist, je höher der Grad der verwendeten
Polynome ist. Schränkt man die Polynome weiter ein, indem man etwa Positivitat oder gar
Monotonie fordert, geht dies geringfrigig zu Lasten der Genauigkeit.
Die Entwicklung des a¡reidimensionalen SlZl-Verfahrens in ebenen kartesischen Koordi-
naten hat den Fokus die konservative Abbildung derart zu gestalten, daß sie die Eigenschaf-
ten des eindimensionalen Verfahrens bestätigt und dabei möglichst effizient ist. Dabei hat
sich gezeigt, daß eine sukzessive Anwendung von eindimensionalen Integrationen in Rich-
tung der zwei Koordinatenachsen die Forderungen erfüllen kann. Als Testobjekt dient die
gleichftirmige Rotation eines Zylinderc um den Mittelpunkt des Integrationsgebietes. Die
Lösung ist dabei unabhängig von der V/ahl der Koordinatenrichtung in welche zuerst inte-
griert wird. V/ie bei den eindimensionalen Tests hat sich bestätigt, daß die Verwendung
linearer Funktionen zu ähnlichen Eigenschaften flihrt wie die klassische semi-Lagrangsche
bikubische Interpolation.
Auf der Kugeloberfläche wird der Standardtest, die Advekfion einer kosinusftirmigen Glok-
kenfunktion direkt über den Pol, entlang des Aquators und in kleinen Abweichungen von
diesen Extremen, untersucht. Insbesondere die Advektion direkt über den Pol zeigt, daß hier
mit neuen Problemen zu rechnen ist. Die starke Krümmung und Drängung der Koordinaten-
linien erfordert eine Modifikation des bisher entwickelten Schemas. Die Änderung beinhal-
tet im Wesentlichen die Berechnung von zusätzlichen Punkten, um die Fläche der
Gitterzellen in Polnähe zum alten Zeitpurktkorrekt wiederzugeben. Die Verwendung eines
Polfilters ftihrt dann schließlich auch zu quantitativ zufriedenstellenden Resultaten. Gerade
die besondere Behandlung der Gitterpunkte in der Nähe der Pole bietet aber auch Ansatz-
punkte für weitere Verbesserungen. Experimente mit verschiedenen Auflösungen ergaben,
daß mit höherer Gitterauflösung die SLZI-Methode, wie zu erwarten, eine genauere Lösung
liefert. Die wichtige Frage nach der Effizienz des Verfahrens wird an dieser Stelle auch
beantwortet. Dabei kam heraus, daß die Verwendung linearer Funktionen im SLZI-Schema
zrrar geringfügig aufwendiger ist als bikubische semi-Lagrangsche Interpolation, aber den
zusätzlichen Vorteil der Massenerhaltung bietet. V/ill man höhere Genauigkeit erzielen, so
kann dies durch quadratische Funktionen erreicht werden, wodurch die Methode etwa um
den Faktor 1,6 mehr Rechenzeit benötigt.
Um das Verfahren mit realen Daten zu testen, mußte eine Situation gefunden werden, die
über einen längeren Zeitraum annähernd nveidimensionale Strömungsverhältnisse bietet.
Die Advektion potentieller Vorticity im Zeitram 16-28 Januar 1992 auf der 450 K Isentro-
penfläche konnte diese Anforderungen erfüllen. Neben der Bestätigung der bis dahin
gewonnenen Ergebnisse wird deutlich, daß die genauere SLZI-Methode mit quadratischen




In the present study, a new numerical method is developed and tested, the so-called cell-
integrated semi-Lagrangian scheme (CISL). The basic idea is to develop a local scheme
which shows the well-known solid properties of semi-Lagrangian schemes and additionally
conserves some global integral invariants. The development proceeds continuously from
simple one-dimensional investigation and tests in the cartesian plane up to the special con-
ditions on the sphere. At the end of every step a standard test is carried out and the results
are compared with the analytical solution and a traditional method. Besides the experiments
with analytical test cases an integration with realistic data is performed. The extension to a
three-dimensional scheme is discussed as well as the combination of the CISL method with
the semi-implicit time stepping. Additional to the design as a transport scheme some ideas
to apply the method to the full set of primitive equations are presented.
The one-dimensional investigations concentrate above all on the practical formulation of
the scheme. It turned out that in principle the new method could be divided in two steps. At
first a polynomial which describes the spatial distribution of the variable is computed in
every grid cell and subsequently a conservative remapping between the grid at previous
time level and the grid at next time level is carried out using integrals over these polynomi-
als. In the present paper constant, linear and parabolic functions are used and the first test
case is the transport of a rectangular and a triangular wave. The experiments show that with
higher degree of the polynomials a more accurate solution is achieved. Implying additional
conditions on the functions like positivity o. monotonicity the accuracy is slightly smaller.
The focus of the tests in two-dimensional cartesian coordinates is to develop an efficient
conservative remapping which maintains the properties from the one-dimensional experi-
ments. It turned out that a cascade of one-dimensional integrations parallel to the coordinate
lines might fit these requirements. The test case here is the solid body rotation of a cylinder
and it ends up that the solution is independent of the sequence of integrations. Similar to the
one-dimensional results the use of linear functions within the CISL scheme is comparable
to the traditional semi-Lagrangian bicubic interpolation.
On the sphere the standard test, the advection of a cosine bell directly over the poles, around
the equator and minor shifts from these two orientations, is performed. Especially the
advection over the poles shows new problems under the conditions of spherical geometry.
The strong curvature and the crowded coordinate lines near the poles require a modification
of the scheme developed until now. The main changes are the calculation of additional
points in order to reflect the area of the grid cell at previous time level more conect. Finally,
the application of a pole filter leeds to quantitatively sufficient results. But the specific treat-
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ment of near pole grid points shows some promise for further improvements. Experiments
with different grid resolutions result in more accurate solutions with CISL as the resolution
increases. The important question of efficiency has been regarded now. CISL scheme with
linear functions is slightly more expensive than semi-Lagrangian bicubic interpolation, but
besides the same numerical properties the new method offers the additional advantage of
the exact conservation of total mass. Higher accuracy can achieved using parabolic func-
tions which need a factor of 1,6 more computer time.
In order to test the method with realistic data a situation with an almost two-dimensional
flow over a longer period has to be found. This is the case for the advection of potential vor-
ticity during the period 16-28 january 1992 on the 450 K isentropic surface. Besides the
confirmation of previous results the more accurate CISL scheme with parabolic functions




Die Entwicklung von Atmosphärenmodellen erfordert die Berücksichtigung einer Vielzahl
von Prozessen und Vorgängen unterschiedlicher Art, die ein großes Spektrum räumlicher
und zeitlicher Skalen umfassen. Unabhängig davon welche Skala man betrachtet hat eine
Strömung die Fähigkeit Substanzen oder Eigenschafteî zu transportieren. Betrachtet man
z.B. ein Volumenelement V1, welches eine bestimmte Menge Luft umschließt und mit der
Strömung an einen anderen Ort transportiert wird, läßt sich beobachten, daß das Volumen-
element in der Regel deformiert wird und einige Zeit spater den Raum V2 einnimmt. In









Abb.1.1 Qualitative Darstellung des Transportes eines Volumenelements in einer Strö-
mung. Die Pfeile stellen die Geschwindigkeitsvektoren der Strömung dar. V1 ist
das Volumenelement zu Beginn des Transportvorgangs, V2 das Volumen nach
einer bestimmten Zeit Àt.
Betrachtet man nun z.B. die gesamte Masse innerhalb des Volumenelements, dann bleibt
diese während des Transportes erhalten, \ryenn im Innern keine Quellen und Senken vorhan-
den sind. Genaugenommen sieht man bei dieser Betrachtung vom diffusiven Massentrans-
port durch die Wände des Volumenelements und vom eventuellen Eintritt oder Ausfall von
Masse in Form von Niederschlag ab. Die mittlere Dichte innerhalb des Luftvolumens ändert
sich hauptsächlich aufgrund der stattfindenden Volumenänderung. Diffusion und Nieder-
schlagsprozesse können hier als sekundäre Effekte angesehen werden. In einem Klimamo-
dell müssen natürlich alle Prozesse, die das Dichtefeld beeinflussen berücksichtigt werden,
d.h. in diesem Beispiel Transport, Diffusion undNiederschlag.
Die wichtigsten physikalischen Gesetze, welche die Entwicklung der Atmosphäre beein-
flussen sind die Erhaltung der Energie, das zweite Newton'sche Gesetz, was in der Bewe-
gungsgleichung seinen Ausdruck findet und die Erhaltung der Masse. Die mathematische
Darstellung des Entwicklungsproblems zeigt, daß es sich hierbei um nichtlineare, von Ort
undZeit abhängige, partielle Differentialgleichungen handelt, deren analytische Lösung im
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Allgemeinen nicht möglich ist. Daher wurden im Laufe der Zeit verschiedene Lösungsver-
fahren entwickelt, um numerische Lösungen eines vorliegenden Problems zu erhalten. Bei
der Vielzahl an Lösungsverfahren ist eine vollständige Übersicht sehr schwierig, daher wer-
den an dieser Stelle nur die wichtigsten Methoden und Begriffe kurz erklärt.
Eine erste wichtige Einteilung, die in Abb. I .2 grob skizziertwurde, ist die Unterscheidung
zwischen Euler-Verfahren und Lagrange-Verfahren. Diese Einteilung ist deshalb so funda-
mental, weil sich in ihÌ zwei grundlegend verschiedene Sichtweisen strömungsmechani-
scher Phänomene widerspiegeln. Die Eulersche Betrachtungsweise versieht die Strömung
mit einem raumfesten Gitter und der Betrachter befindet sich an den Knoten des gedachten
Gitters und erlebt wie sich die Strömung an seinem Ort im Laufe der Zeitverändert. Da die
Knoten im allgemeinen regelmäßig über den Bereich, der von der Strömung eingenommen
wird, verteilt sind erhält man die Information über den Zustand der Strömung durch die
Auswertung aller Gitterpunkte. Im Falle der Lagrangschen Sichtweise reist der Beobachter
mit den sich bewegenden Partikeln der Strömung mit und erlebt die zeitliche Entwicklung
einer Strömungsvariablen am jeweiligen Ort des Partikels während seiner Reise. Die Bahn,
welche ein Strömungspartikel bei seiner Bewegung im Raum durchläuft nennt man Trajek-
torie.
Abb.1.2 Konzeptioneller Unterschied zwischen Eulerscher und Lagrangscher Sichtweise.
Links im Bild ist ein ortsfester Beobachter zu sehen, während in der rechten Hälfte
der Beobachter sich mit der Strömung mitbewegt.
Ein Bild über den Zustand der gesamten Strömung ergibt sich, indem man ein große Zahl an























teilt sind, entwickelt sich, insbesondere in divergenten Geschwindigkeitsfeldern, im Laufe
der Zeit ein ziemlich unregelmäßiges und ungeordnetes Bild von Trajektorien, so daß in der
Praxis vieler meteorologischer Anwendungen eine Modifikation des Lagrange-Verfahrens
benutzt wird. Dabei verfolgt man ein Ensemble an Trajektorien immer nur einen Zeitschritt
lang und wählt im nächsten Schritt einen anderen Satz Trajektorien aus. Die V/ahl erfolgt
derart, daß die Trajektorien am Ende eines Zeitschritts an den Knoten eines regelmäßigen
Gitters enden sollen. Diese Abwandlung des Lagrange-Verfahrens nennt man semi-Lag-
range-Verfahren, es kombiniert die Vorteile der Lagrange-Verfahren mit dem Vorteil des
regelmäßigen Gitters der Euler-Verfahren. Einen sehr umfangreichen Überblick über ver-
schiedene Algorithmen zur Behandlung advektiver Prozesse in atmosphärischen Transport-
und Chemiemodellen ist bei Rood (1987) zu finden und eine gute Zusammenfassung
semi-Lagrangscher Verfahren liefern Stanífurth und Cote (199l).
Die Entwicklung verschiedener Verfahreîzur Lösung der Gleichungen wurde im Laufe der
Zeit meistens durch jeweils aktuelle Erfordernisse und die vorhandenen technischen Mög-
lichkeiten vorangetrieben. Seit Beginn der numerischen Wettervorhersage bestand ein fun-
damentales Problem darin, daß explizite Zeitschritwerfahren nur bedingt stabil waren, d.h.
der Zeitschriu mußte kleiner gewählt werden als die Zeit in der das schnellste Signal die
kleinste im Model aufgelöste Distanz zurücklegt. Diese, als CFl-Kriterium bekannte, Sta-
bilitätsbedingung wurde 1928 von Courant, Friedrichs und Lewy entdeckt, Courant et al,
(1928). Implizite Zeitschrittverfahren hingegen sind zrvar unbedingt stabil, können aber
aufgrund der komplizierten nichtlinearen Struktur im Allgemeinen nicht auf das komplette
Gleichungssystem angewendet werden. Das schnellste sich in der Atmosphäre ausbreitende
Signal sind Schallwellen. Da man aber in der Regel eine relativ geringe vertikale Auflösung
benutzt, würden Schallwellen den erlaubten Zeitschrifi auf unter eine Sekunde begrenzen.
Da aber das Hauptinteresse meteorologischen Prozessen gilt, die sich sehr viel langsamer
entwickeln, ist ein Zeitsclvitt im Sekundenbereich unnötig kurz. Deshalb benutzt man bis
heute in allen Modellen die auf großer Skala arbeiten eine hydrostatische Approximation in
der die vertikale Komponente der Bewegungsgleichung durch die hydrostatische Gundglei-
chung ersetzt wird. In diesem System, auch primitive Gleichungen genannt, ist die vertikale
Ausbreitung von Schallwellen nicht mehr möglich.
Ein weiteres Problem von Modellen, die auf den primitiven Gleichungen basieren, sind
Schwerewellen. Insbesondere externe Schwerewellen stellen Lösungen dar, die sich hori
zontal mit Geschwindigkeiten nahe der Schallgeschwindigkeit ausbreiten. Bei expliziten
Zeitschrittverfahren ist damit ein Zeitschritt im Bereich weniger Minuten erforderlich,
wenn man typische horizontale Auflösungen heutiger Klimamodelle zugrunde legt. Aber
auch ein solcher Zeitschritt ist noch unnötig klein gemessen an den uns interessierenden
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Skalen. Um dieses Problem zu umgehen, haben sich zwei verschiedene Ansätze entwickelt:
Das erste ist ein "explizites Zeitsplittingverfahren" bei dem jeder Zeitschritt in zwei Teil-
schritte aufgespalten wird. Zunächst findet eine zeitliche Extrapolation über einen langen
Zeitschritt statt, der alle Terme beinhaltet mit Ausnahme der linearen Terme, die fi.ir die
Ausbreitung der Schwerewellen verantwortlich sind. Im Anschluß daran werden nur diese
Terme in einer Serie von Extrapolationen mit einem kurzen Zeitschritt, der das CFL-Krite-
rium erfüllt, nachgefühf. Die zweite Alternative, die in Kwizak und Robert (1971) vorge-
stellt wurde, ist das semi-implizite Verfahren. Hierbei wird ein langer Zeitscfuitt benutzt
und die linearen Schwerewellen implizit behandelt, alle anderen Terme der Tendenzglei-
chung jedoch explizit.
Die meisten der heutigen Klimamodelle sind semi-implizite, spektrale Modelle. Der Begriff
Spektralmodell steht hier als Alternative zu den reinen Gitterpunktsmodellen. Die Unter-
schiede beheffen im wesentlichen den Aspekt der räumlichen Diskretisierung. Während die
Diskretisierung und Lösung der Differentialgleichungen in Gitterpunktsmodellen im physi-
kalischen Ortsraum stattfindet, ist bei den spektralen Methoden eine Transformation der
Felder zwischen Ortsraum und'Wellenzahbaum der entscheidende Schritt. Der Durchbruch
gelang den Spektralmodellen mit Einführung einer effizienten Methode zur Behandlung der
nichtlinearen Terme in der Vorticitygleichung, der sogenannten Transformationsmethode
(Elíasen et al., 1970; Orszag, 1970).In den späten Siebzigern und den frühen Achtziger
Jahren haben eine Reihe von Wettervorhersagezentren von Gitterpunktsmodellen zu Spek-
tralmodellen gewechselt. Diesem Wechsel gingen einige Vergleichsstudien an verschiede-
nen Zentren voraus, wie z.B. Jarraud und Girard (1984). Die größere Efftzienz der
Spektralmodelle, die einfache Lösung der Helmholtz-Gleichung und die leichte Behand-
lung von Horizontaldiffusion höherer Ordnung sowie die Beseitigung des Polproblems
waren die ausschlaggebenden Gründe.
Robert (1982) fand heraus, daß selbst die Zeitschritte, welche das semi-implizite Zeit-
schrittverfahren erfordert, um die Stabilität der Advektionsterme sicherzustellen, immer
noch unnötig klein sind. Das war ein Hauptgrund für Robert et al., (1985) Untersuchungen
anzustellen, mit dem Ziel den semi-Lagrangschen Ansatz in Wettervorhersagemodellen,
sowohl in spekhalen Modellen als auch in Gitterpunktsmodellen, zu etablieren. Dieses Zeit-
schrittverfahren hat den Vorteil, daß der Advektionsterm nahezu unbedingf stabil integriert
werden kann und die Wahl von Ât hängf nur noch von den jeweiligen Genauigkeitsanforde-
rungen ab.
All den genannten Verfahren ist gemeinsam, daß sie das zu lösende System partieller Diffe-
rentialgleichungen auf ein System algebraischer Gleichungen reduzieren. Wählt man z.B.
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zur Diskretisierung der Differentialgleichung die Finite-Differenzen-Methode, werden
Ableitungen durch Differenzenquotienten ersetzt und aus den Differentialgleichungen wer-
den somit Differenzengleichungen. Welches Verfahren letztlich ausgewählt wird hangt oft
von der Problemstellung und den daran geknüpften Anforderungen ab. Als erste und wich-
tigste Regel sollte man sich vor Augen halten, daß es keine Methode gibt, die als eindeutig
beste bezeichnet werden kann, denn kein Verfahren ist frei von numerischen Fehlern. Eine
garze Reihe von Schemen ist ff.ir die spezielle Anwendung, für die sie entworfen wurden
hervorragend geeignet, in anderen Fällen hingegen möglicherweise unbrauchbar. So wird in
der festgeschriebenen Version des Klimamodells am Max-Planck-Institut für Meteorologie,
ECHAM4, die Advektion von spezifischer Feuchte, Wolkenwasser und von chemischen
Tracern durch ein formerhaltendes semi-Lagrangsches Schema von Rasch und Williamson
(1990a) berechnet. Im Modell der nächsten Generation ist eine modifizierte Formulierung
dieses Schemas vorgesehen, wie z. B. in einem Beitrag von Rasch und Lawrence (1998)
nachzulesen ist. Die Advekfion der anderen Größen wird mittels spekhaler Transformation
gelöst wird. Der Grund für die Sonderbehandlung der erstgenannten Variablen ist, daß sie
in einem kleinskaligen Bereich stark variieren können und positiv definit sind. Diese Eigen-
schaften werden durch die spektral abgeschnittenen Felder nur unzureichend wiedergege-
ben.
Auch die Geometrie des zu lösenden Problems spielt eine wichtige Rolle. Verfahren die bei
Fragestellungen in ein- oder zrveidimensionalen kartesischen Koordinaten erfolgreich ange-
wendet werden, sind nicht a priori auch auf Kugelkoordinaten übertragbar. Auf jeden Fall
möchte man erreichen, daß die Eigenschaften der zugrundeliegenden Differentialgleichun-
gen auch Eigenschaften der diskretisierten Gleichungen sind. Wie Rood (1987) zeig!,laßt
sich schon am einfachen Beispiel der eindimensionalen Advektion von Rechteck- oder
Dreieckprofilen mittels konstanter positiver Geschwindigkeit das klassische Verhalten
numerischer Dispersion und Dissipation studieren. Obwohl diese Beispiele analytisch lös-
bar sind gibt es kein numerisches Verfahren, welches eine vollkommen dispersions- und
dissipationsfreie exakte Lösung reproduziert.
Eine ganze Reihe unterschiedlicher Anforderungen werden, je nach vorliegendem Problem,
an ein numerisches Verfahren gestellt. Ein Differenzenquotient wird meistens als Approxi-
mation einer Ableitung verwendet. Die Approximation wird als konsistent bezeichnet,
wenn sie sich bei immer kleiner werdender Gitterweite der Ableitung nähert. Mathematisch
ist hierbei ein Grenzübergang der Gitterweite gegen Null gemeint. Eine wichtige Eigen-
schaft, die eigentlich jeder Algorithmus erfüllen sollte, ist hinreichende numerische Genau-
igkeit. Setzt man die wahre Lösung einer Gleichung in das numerische Schema ein, erhält
man ein Maß für die numerische Genauigkeit. Dazu muß man sich klar machen, daß die
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wahre Lösung die numerische Gleichung immer nur bis auf einen Term e erfüllt. Dieses e
wird als Abschneidefehler bezeichnet. Wenn man den Fehler in Form einer Taylor-Reihe
darstellt, wird die niedrigste Potenz der Gitterweite bzw. des Zeitschritts in e als Genauig-
keitsordnung bezeichnet. Genaugenommen muß man zrvischen räumlicher und zeitlicher
Genauigkeit unterscheiden, da die kleinsten vorkommenden Potenzen der Gitterweite und
des Zeitschritts nicht unbedingt gleich sind. Ferner ist zu beachten, daß eine hohe formale
Genauigkeit, wie sie aus einer Taylorentwicklung des verwendeten Algorithmus abge-
schätzt werden kann, nicht für jedes spezielle Problem automatisch eine genaue Lösung zur
Folge hat. Ein gutes Beispiel ist die Behandlung von Schockwellen die per Definition eine
Diskontinuität bilden, wodurch die Fehlerabschätzung aus Taylor-Reihen wenig aussage-
kräftig ist, Colella und Woodward (1984).
Eine weitere Forderung, die man stellen, muß ist die Stabilität der numerischen Lösung, d.h.
sie muß über den gesamten Integrationszeitraum gültig sein. Oft wird auch gefordert, daß
der Algorithmus lokal ist. Dies bedeutet, daß die Lösung an einem Punkt nicht vom Feld an
weit entfernten Punkten beeinflußt wird. Ein Verfahren wird als monoton bezeichnet, wenn
sich bei reiner Advektion keine neuen Extrema bilden können. Diese Definition wird bei
Rasch und Williamson (1990a) als shape-preserving bezeichnet, desweiteren findet man in
der Literatur auch den Begriff "non-oscillúory", der in gleichem Sinne benutzt wird. Eine
schwächere Forderung als Monotonie ist die Positivität einer Methode. Damit meint man,
daß Felder die anfangs nur positive Werte haben auch positiv bleiben. Integriert man über
lange Zeiträume, wie es in Klimasimulationen geschieht, ist die Erhaltung von z.B. Masse
und Energie bedeutsam, da diesen fundamentale physikalische Prinzipien zugrunde liegen,
deren Verletzung Auswirkung auf die Ergebnisse haben kann. Bei zunehmender Komplexi-
tät heutiger Modelle ist es neben den genannten Eigenschaften ebenso wichtig, ob das Ver-
fahren leicht nachvollziehbar ist und auf einfachen Vorstellungen beruht. Schließlich ist es
natürlich sinnvoll, daß das Verfahren effektiv ist und die nötige Rechenzeit in einem ver-
nünftigen Verhältnis zu den erwarteten Verbesserungen steht.
1.1 Entwicklung der sem¡-Lagrange Methode
Die Weiterentwicklung und Verbesserung numerischer Verfahren hat in den letzten 10-15
Jahren insbesondere auf dem Gebiet der semi-Lagrange-Methoden bedeutende Fortschritte
erzielt. Von den ersten ldeen, die in den fünfziger und sechziger Jahren in den Arbeiten von
Fjørtoft (1952),Wiin-Níelsen (1959),Krishnamurti (1962),Sawyer (1963) wñLeith (1965)
entwickelt wurden fand sich in den siebziger Jahren keine nennenswerte Fortsetzung. Im
Bereich der Meteorologie wäre lediglich die Arbeit von PurneU (1976) zu nennen. Es dau-
erte bis zur Mitte der achtziger Jahre, ab der eine konsequente und systematische Verbesse-
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rung dieser Methode erfolgte. Am Anfang standen ein- und n¡reidimensionale Tests,
McDonald (1984), Pudykiewicz und Staniþrth (1984), Staniforth und Pudykiewícz (1985),
Ritchie (1986), McDonald (1987), Temperton und Staníþrth (1987), es folgte die Lösung
der Flachwassergleichungen auf der Kugel, Ritchie (1987), Coté (1988), Ritchie (1988),
Coté und Staniþrth (1988), McDonald und Bates (1989), Bates et al. (1990), und schließ-
lich experimentierte man mit komplexen dreidimensionalen Modellen und deren operatio-
nelle Anwendung, Robert et al. (1985), McDonald (1986), McDonald und Bates (1987),
Tanguay et al. (1989), Ritchie (1991), Leslie und Purser (1991). Die wichtigste Anwendung
ist zweifellos die Behandlung der Advektion in Atmosphären- und Tracertransportmodel-
len. Das wachsende Interesse an semi-Lagrangscher Advektion ist auf eine ganze Reihe
positiver Eigenschaften zurückzuführen. Die bedeutendste Eigenschaft ist die Überwindung
des CFl-Kriteriums. Außer dem längeren Zeitschritt sind hohe numerische Genauigkeit,
ein kleiner Phasenfehler und geringe numerische Dispersion ein weiterer Vorteil. Die
Arbeiten von Robert (1981, 1982) haben ferner gezeig¡, daß sich die semi-Lagrangsche
Methode sehr gut mit dem semi-implizitenZeitschrittverfahren verbinden läßt. Die Mono-
tonie oder Positivitat eines Signals kann durch znsatzliche Bedingungen ebenfalls erreicht
werden.
1.2 Die Erhaltung globaler Eigenschaften
Ein Nachteil ist aber, daß semi-Lagrange-Verfahren die formale Erhaltung globaler Inte-
gralinvarianten, wie z.B. die Gesamtmasse innerhalb des Modellgebietes, die Gesamtener-
gie der Strömung, der Gesamtdrehimpuls oder aber das Mischungsverhältnis passiver
chemischer Konstituenten, nicht gewährleisten. In Modellen, die ntr numerischer Wetter-
vorhersage benutzt werden und damit Integrationszeiten von typischerweise bis zu l0
Tagen haben mag dieser Mangel kein ernsthaftes Problem darstellen. Bei langen Integratio-
nen, wie sie in der Klimaforschung üblich sind, kann man die Auswirkungen aber nicht
mehr vernachlässigen.
Moorthí et al. (1995) berichten über ein Experiment in welchem sie eine systematische
Massenzunahme beobachteten. Bei dem verwendeten Modell handelte es sich um ein
semi-implizites semi-Lagrangsches Globalmodell mit vollständiger physikalischer Parame-
trisierung. Die Anfangsfelder waren Analysedaten vom l. November 1992 um 00 UTC.
V/ährend der siebzehnmonatigen Integration stieg der global gemittelte Bodendruck um 34
hPa an, die Anstiegsrate war nicht zeitlich konstant. Mit der Wahl anderer Modellparameter
konnte die Zunahme 
^ryar 
erheblich redtziert werden, aber die im Experiment benutzten
Parameter lieferten andererseits die beste Vorhersagegüte und Klimastatistik.
7
Laprise (1988) zftiert eine Integration die mit einem spektralen Modell und Eulerschem
Zeitschrittverfahren durchgeftihrt wurde. Die horizontale Auflösung war T20 und vertikal
hatte man 10 Level zur Verfügung. Hier wurde ein Nettomassenverlust beobachtet, der
einer Abnahme des global gemittelten Bodendrucks von 0.3 hPa pro Jahr entspricht.
Ein weiteres Beispiel ist die Arbeit von Gravel und Staniþrth (1994). Sie benutzten ein
semi-Lagrangsches Flachwasser-Modell und führten 100 Tage Integrationen bei 4 verschie-
dene Auflösungen durch. Der verwendete Zeitschritt war in allen Fällen Lt:6 min. In der
Abb. L3 ist die mittlere geopotentielle Höhe als Funktion der ZeiI dargestellt. Man erkennt,
daß bei keiner Auflösung die Gesamtmasse erhalten bleibt und die Nichterhaltung ist bei
der groben Auflösung am größten, während bei der feinen Auflösung die Erhaltung noch
am besten gewährleistet ist. Ob ein Massenverlust oder eine Massenzunahme vorliegt, ist in












Figur I aus Gravel und Staniforth (1994). Mittlere geopotentielle Höhe als
Funktion der Zeit bei vier verschiedenen Auflösungen, die in der Abbil-
dung durch unterschiedliche Linientypen dargestellt sind.
Schließlich bestätigen auch die Untersuchungen, die mit Hilfe des operationellen Modells
am Europäischen Zentrum ftir mittelfristige Wettervorhersage (EZMWF) durchgeftihrt
wurden (Machenhauer, persönliche Mítteilung) die bisher ge\ryonnenen Erkenntnisse. Den
Experimenten lag Modellzyklus 39 zugrunde und die Integrationszeit betrug 120 Tage mit
beobachteter Meeresoberflächentemperatur (SST), von Mai bis August 1987. Zudem \mr-
den einmal eine semi-Lagrangsche Version (SL) mit einem Zeitschrttt von At :22.5 mtn
und eine Eulersche Version (EU) mit At: 15 min in T63 Auflösung verglichen. In Abb. 1.4
ist der zeitliche Verlauf des global gemittelten Bodendrucks des semi-Lagrangschen Expe-










Abb.l.4 Global gemittelter Bodendruck während der lntegrationsperiode mit
der SL-Modellversion.
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Im ersten Fall kann man einen systematischen Massenverlust entsprechend einer Abnahme
von etwa 4.5 hPa beobachten, im letzten Fall hingegen eine Massenzunahme entsprechend
etwa t hPa. Bei allen Experimenten ist es naheliegend anzunehmen, daß sich Fehler in der
Vorhersagegleichung für den Bodendruck systematisch anhäufen. Die großen Abweichun-
gen im global gemittelten Bodendruck lassen vermuten, daß die lokalen Fehler sogar noch
größer sind. Die dreidimensionale Struktur dieses Fehlers ist ebenso unbekannt wie mögli-
che Auswirkungen auf die interne Dynamik des Modells. Der Fehler ist zrvar bei der Euler-
schen Version kleiner als bei den semi-Lagrangschen Experimenten, dennoch möchte man
die positiven Eigenschaften der semi-Lagrangschen Methode nicht aufgeben. Ein globaler
Massenfixer, der in diesem Modell schließlich verwendet wurde um die Massenerhaltung
zu gewährleisten, ist nur eine unbefriedigende Lösung. Aufgrund der lokalen Natur des
numerischen Fehlers scheint eine globale Korrektur nicht geeignet das Problem zu lösen, da
die Korrekturen dann nicht ausschließlich an den Stellen wirken an denen auch der Fehler
auftritt.
1.3 Aufbau der Arbeit
Nach dieser Einleitung folgt im zweiten Kapitel ein Überblick verschiedener Entwicklun-
gen im Bereich semi-Lagrangscher Methoden, die sich dem Aspekt der Massenerhaltung
widmen. Vor- und Nachteile der jeweiligen Verfahren werden diskutiert. Im dritten Kapitel
folgt dann eine Beschreibung des in dieser Arbeit vorgestellten und getesteten Ansatzes in
einer Dimension. Einfache Experimente erlauben eine erste Beurteilung der Eigenschaften
und der Brauchbarkeit dieser Methode. In Kapitel4 wird dann gezeip5t, wie die Methode auf
zrveidimensionale Probleme ausgedehnt werden kann. Dies wird zunächst in kartesischen
Koordinaten vollzogen bevor dann im fünften Kapitel die speziellen Probleme in Polnähe
bei Fragestellungen in sphärischen Koordinaten diskutiert werden. Dann wird auch das Ver-
halten bei verschiedenen Auflösungen anhand des einfachen Beispiels der Advektion einer
zweidimensionalen, kosinusftirmigen Glockenfunktion beleuchtet. Der Transport erfolgt
dabei direkt über den Pol, entlang des Äquators und jeweils in kleinen Winkeln abweichend
von diesen ExtremfÌillen. Im sechsten Kapitel wird dann eine Situation mit realen V/indfel-
dern getestet. Die transportierte Größe ist hier die potentielle Vorticity. Nach den n¡reidi-
mensionalen Experimenten wird schließlich im siebten Kapitel gezeigt, wie die
Erweiterung auf drei Dimensionen funktionieren kann. Ferner wird über die Anwendung
des Verfahrens auf den kompletten Satz der primitiven Gleichungen nachgedacht und über
die Verbindung des neuen Verfahrens mit dem semi-impliziten Zeitschrittverfahren disku-
tiert. Im achten Kapitel werden die Ausführungen dann mit einer Diskussion und einem
Ausblick beschlossen.
l0
2. Ansätze zur Lösung des Erhaltungsproblems
Die Möglichkeit bei semi-Lagrange-Verfahren ohne Verlust an Genauigkeit einen längeren
Zeitschritt zu wählen als bei Euler-Verfahren hat dazu geführt, daß diese Methode in den
letzten Jahren zunehmend Einzug in Modelle der numerischen Wettervorhersage gefunden
hat. Für Klimasimulationen ist diese Methode nati.irlich besonders interessant, da der län-
gere Zeitschritt verbunden mit hoher numerischer Genauigkeit eine Steigerung der Effizi-
enz verspricht, die gerade bei langen Integrationszeiten wünschenswert ist. Andererseits ist
der Nachteil, daß die Methode in Bezug auf die Erhaltung global integrierter Eigenschaften
nicht konservativ ist, bei Integrationszeiten von mehreren Monaten bis mehreren Jahrzehn-
ten besonders schwerwiegend. So ist es nicht verwunderlich, daß diesem Problem in den
letzten Jahren von unterschiedlichen Gruppen, die sich mit der Weiterentwicklung numeri-
scher Methoden beschäftigen, besondere Aufmerksamkeit gewidmet wurde. Im folgenden
werde ich einen Überblick über bisher entwickelte Ansätze geben, wobei ich mich aus den
schon,geschilderten Gründen auf semi-Lagrangsche Methoden beschränke. Ebenso erhebe
ich kéinen Anspruch auf Vollständigkeit der Aufzähltng. Zunächst aber möchte ich die
Prinzipien der semi-Lagrange-Methode, die allen folgenden Ausführungen zugrunde liegt
anhand eines einfachen Beispiels erläutern.
Das klassische Problem der passiven Advektion eines skalaren Feldes in einer Dimension
eignet sich dazu in besonderer Weise. Die Gleichung dazu lautet:
ô0
ae -0 (2.11
Hier bezeichnet $ : 0(€,t) das zu transportierende skalare Feld, das nur von der Zeit t und
der räumlichen Koordinate ( abhängt und für das eine Anfangsbedingung ö(€,0) vorgege-
ben ist. d\ldt: u(6,Ð ist die Geschwindigkeit mit der das Feld transportiert wird. Gleichung
(2.1) bringt zt:urn Ausdruck, daß $ entlang einer Trajekforie konstant ist. Setzt man die
Advektionsgeschwindigkeit u(E,t) : c(€) zeitlich konstant, läßt sich sogar eine analytische
Lösung für das Problem angeben.
In Abb. 2.1 sind die Verhälûrisse für ein sogenanntes Drei-Schritt-Verfahren vereinfacht
dargestellt, wobei sich der Zusatz 'Drei' auf die Arnahl der involvierten Zeitebenen
bezieht. Die Darstellung und Notation ist in Anlehnung an Figur I aus Staniþrth und Cote
(1991) gewählt. Die durchgezogene Kurve AC in der (({)-Ebene bezeichnet die exakte
Trajektorie, die zum Zeitpunl<ttn+^t am Gitterpunkt mit der Koordinate (rn endet, n bzw. m






wird sie durch eine lineare Trajektorie A'C approximiert, die in der Abbildung als gestri-
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Schematische Darstellung eines Drei-Schritt-Verfahrens:
Die durchgezogene Linie stellt die exakte Trajektorie dar,
die zum Zeitpunkt tn+At am Gitterpunkt (, endet. Die gestri-
chelte Linie stellt die approximierte Trajektorie dar. o'n ist
die Distanz, um die das Luftpaket während Ât nach (, ver-
schoben wurde.
A' heißt Anfangs- oder Startpunkt, B Mittelpunkt und C Endpunkt der Trajektorie. Unter
der Annahme, daß 0(6,Ð an allen Gitterpunkten €m zu den Zeitpunkten Ç-Ât und t, bekannt
ist läßt sich das Feld an diesen GitterpunkterLzur Zeitq+Ltaus der diskretisierten Form von
Gleichung (2.1) bestimmen. Diese lautet
Abb.2.1
(2.21
wobei cr- die Distanz ist, die das Luftpaket in der Zeit At zurücklegt. Wenn dieser Wert
bekannt ist, kann man $ am Endpunkt der Trajektorie einfach durch Interpolation des Feldes
am Anfangspunkt (€--2a.) berechnen. Um u- zu bestimmen nützt man die Tatsache, daß
der Kehrwert der Steigung der Trajektorie gleich der Geschwindigkeit am Mittelpunkt der
Trajektorie ist, es ergibt sich
0- : Atu((* 
- 
cr-, t,r). (2.3)
Gleichung (2.3) ist implizit und kann mit Hilfe folgender Beziehung iterativ gelöst werden:
o$*t) : Âtu((.- o$), tn),
0(€m, tn + 
^t) - 0(€m - 2cr,m, tn - At) _ 0,2Lt
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(2.41
mit einer geeigneten Anfangsbedingung o-(0). Die Geschwindigkeit u muß dabei zwischen
Gitterpunkten interpoliert werden. Der Algorithmus lautet nunmehr:
. Berechne om an allen Gitterpunkten (n, mit Hilfe von (2.4).
. Berechne Q an allen Startpunkten (€'n-2o*) durch ein geeignetes Interpolationsverfahren.
. Ermittle $ zum neuen Zertpunktq+^t an den Punkten \^aus (2.2).
Dieses Verfahren ist mehrfach verändert und verbessert worden. Den größten Spielraum
bietet zum einen die Art und Weise der Interpolationen und zum anderen haben beispiels-
weise Temperton und Staniþrth (1987), sowie McDonald und Bates (1987) die erfolgreiche
Erweiterung zu einem Zwei'Schritt-Verfahren demonstriert. Weiterhin konnte gezeigt wer-
den, daß es ausreichend ist ftir die Bestimmung der cr- eine lineare Interpolation zu ver-
wenden wenn ftir die Interpolation von $ an den stromaufwärtsgelegenen Punkten kubische
Interpolation benutzt wird. Die Anzahl der Iterationen kann a'uf rwei beschränkt werden,
Staniþrth und Pudykiewicz (1985), Temperton und Staníþrth (1987), Bates et al. (1990).
Eine ganze Reihe von Modifikationen hat sich damit befaßt das klassische semi-Lag-
range-Schema so zu verändern, daß die Erhaltung global integrierter Eigenschaften gewähr-
leistet ist. Eine Unterscheidung, die unterschiedliche Konzepte repräsentiert, ist für eine
erste Einteilttng ganz hilfreich. Auf der einen Seite steht die Idee individueller Strömungs-
teilchen, die sich mathematisch in Gitterpunkten äußem. Auf der anderen Seite steht die
Vorstellung von Boxen oder Zellen die durch Gitterpunkte definiert werden und innerhalb
derer sich die nt untersuchende Eigenschaft kontinuierlich verteilt. Letztere läßt kann man
noch unterteilen in Methoden die den Fluß einer Eigenschaft durch die Wände der Gitter-
box in den Mittelpunkt stellen und in Verfahren, die den Transport einer ganzen Box
betrachten. Rood (1987) hat erstere als 'teilchenorientierte' Verfahren bezeichnet während
er letztere als 'volumenorientierte Verfahren' klassifiziert hat. Eine Art Mittelstellung neh-
men in dieser Klassifizierung die flußorientierten Verfahren ein. Unter diesem Gesichts-
punkt wird nun die Modifikation klassischer semi-Lagrange-Methodeî zrt konservativen
Verfahren unterschieden.
2.1 Teilchenor¡ent¡erte konservat¡ve sem¡-Lagrange-Verfahren
Rasch und Wílliamson (1990a) untersuchten intensiv den semi-Lagrangschen Transport von
Wasserdampf. Als Grundlage des Vergleichs nahmen sie einmal ein klassisches
semi-Lagrangsches Transportschema mit einer Interpolation basierend auf Lagrangschen
Polynomen und zum zweiten einen gestalterhaltenden Algorithmus dessen Entwicklung in
den Arbeiten von Rasch und ílilliamson (1990b), Wílliamson und Rasch (1989) und, Willi-
amson (1990) beschrieben ist. Ein Merkmal ihrer Methode ist, daß die Erhaltungseigen-
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schaft nicht implizit durch das verwendete Verfahren erfüllt wird sondem durch zusätzliche
Bedingungen quasi erãÃrungen wird. Die zusâtzlichen Bedingungen werden in ihrer Arbeit
Fixer genannt und wirken sich auf die Eigenschaft der Positivität und Erhaltung der totalen
Masse des Wasserdampfes aus. Die Anwendung klassischer Interpolationsverfahren höhe-
rer Ordnung zur Bestimmung der spezifischen Feuchte führt einerseits zu negativen Werten
und andererseits zu systematischer Massenzunahme oder Massenabnahme. Um diese Defi-
zite nt beheben, gehen Rasch und Williamson (1990a) im wesentlichen folgendermaßen
vor:
. Anwendung eines lokalen Fixers Fy (tTilliamson et al., 1987) der negative V/erte von q
an einem Gitterpunlf aufNull setzt und dabei die fehlende Masse von denNachbarpunk-
ten abzieht, dessen Masse dabei proportional reduziert wird. Ist an den Nachbarpunkten
nicht genügend Masse vorhanden passiert zunächst nichts und das Verfahren wendet sich
dem nächsten Punkt zu. Diese Prozedur wird fortlaufend in allen Breitenkreis-Höhe Ebe-
nen durchgeftihrt.
. Unter Schritt 1 kann der Fall eintreten, daß die benachbarten Punkte nicht genügend
Masse zur Verfügung stellen können und negative q-Werte übrigbleiben. Dann wird ein
globaler Fixer F6 eingesetzt der die negativen Werte auf Null setzt.
. Eine Massenbilanzierung entscheidet nun über den Umfang der noch notwendigen
Renormalisierung. Dazu werden alle Werte von q mit einer Konstanten multipliziert, so
daß die Gesamtmasse derjenigen vor Beginn des semi-Lagrangschen Advektionschritts
entspricht.
Ein Nachteil der beschriebenen Prozedur liegt darin, daß die Massenerhaltung lediglich
durch globale Verteilung des Massendefizits erreicht wird, obwohl der Fehler lokal unter-
schiedlich groß ist. Einige Hinweise in obiger Untersuchung lassen vermuten, daß der Feh-
ler in Regionen mit großem Gradienten der betreffenden Eigenschaft besonders groß ist.
Der größte Fehleranteil ftillt daher auf den vertikalen Transport. V/eiterhin ist zu bedenken,
daß die Massenverlagerung infolge des Fixers selbst einen Transport von Masse darstellt,
dem kein erkennbarer physikalischer Prozeß zugrunde liegt.
Die Methode von Priestly (1993) stellt eine Erweiterung der quasi'monotonen semi-Lag-
range-Methode von Bermejo und Staniþrth (1992) dar. Diese basiert auf der Monotoniebe-
dingung, daß ein interpolierter Wert zwischen dem Maximum und Minimum der vier
benachbarten Gitterpunkte liegen muß. Benutzt man eine Kombination nvischen linearer
Interpolation und einer Interpolation höherer Ordnung, so kann die Monotoniebedingung
durch den Spielraum, der sich durch die unterschiedliche Gewichtung der Interpolationen
ergibt, erfüllt werden. Priestly wählt diese Gewichtung so, daß die Monotoniebedingung
zwar erfüllt bleibt aber die kombinierte Lösung nicht unbedingt möglichst nahe an der
Lösung der Interpolation höherer Ordnung liegt. Wenn cr¡ den Gewichtungsparameter
bezeichnet und o¡max den optimalen'Wert am Gitterpunkt k, dann ist
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0<orloflu* (2.5)
Dadurch gewinnt er ztsâtzlichen Spielraum für die Erftillung einer weiteren Bedingung,
nämlich die Erhaltung einer global integrierten Eigenschaft. Ziel seines Algorithmus ist
nach jedem Zeitschritt die Minimierung der Differenz zwischen der totalen Masse der
Eigenschaft zu Beginn der Integration und der totalen Masse der Eigenschaft nach den
Interpolationen des jeweiligen Zeitschrittes. Dazu wird o¡ an einigen Stellen k weiter in
Richtung linearer Interpolation verschoben.
Gravel und Staniforth (199a) haben diesen Algorithmus auf die Flachwassergleichungen
ausgedehnt um auch Größen wie die Gesamtmasse der Strömung zu erhalten, die im Gegen-
satz zu passiv transportierten Größen nicht explizit in den Gleichungen vorkommen. Das
Verfahren stellt sich dann folgendermaßen dar:
. Zu Beginn der Integration wird einmal die Gesamtmasse der Atmosphäre M(O)aus dem
zeitabhängigen Teil des Geopotentials berechnet. Alle folgenden Schritte werden zu
j edem Zeitschritt durchgeftihrt.
. Je eine lineare und kubische Interpolation des entsprechenden Anteils der Kontinuitäts-
gleichung am Anfangspun}f der Trajektorie.
. Berechnung des optimalen Koeffizienten c der einerseits die kubische Interpolation
möglichst hoch gewichtet und andererseits die Monotoniebedingung, wie oben beschrie-
ben, nach Bermejo und Staniforth erfüllt.
. Berechnung der neuen Gesamtmasse der Atmosphär" ¡1(neu)'
. Falls ¡1(neu) größer (kleiner) als M(0) ist, werden die Koeffizienten a an denjenigen Git-
terpunkten erniedrigt wo die kubische Interpolation einen größeren (kleineren) Wert lie-
fert, vorrausgesetzt die Korrektur verletzt weiterhin nicht die Monotoniebedingung.
Der recht einfache Ansatz von Gravel und Staniþrth (199Q hat gegenüber dem Prinzip der
Gleichverteilung des Massendefizits bzrv. Massenüberschuß auf alle Gitterpunkte den Vor-
teil, daß eine Korrektur nur an einigen wenigen Punkten erfolgt. Allerdings ist zu bemän-
geln, daß die Größenordnung dieser Korrektur eine gewisse Beliebigkeit zulaßt und im
Endeffekt eine Art Gleichverteilung unter den in Frage kommenden Gitterpunkten stattfin-
det. Weiterhin beinhaltet diese Methode auch die Möglichkeit, daß an einigen Punkten
keine Korrektur vorgenommen wird, wenn nämlich dadurch die Monotoniebedingung wie-
der verletzt würde. Die in Kapitel 1.2 erwäInten Experimente von Gravel und Staniforth
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Abb.2.2 Figur 2 aus Gravel und Stan¡forth (1994). Darstellung der mittleren
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Abb.2.3 Figur4 aus Gravel und Staniforth (1994). Veränderung der normierten
Gesamtenergie mit und ohne Massenerhaltung
Ein interessanter Nebeneffekt ist, wie in Abb. 2.3 zu sehen ist, daß als Folge der Massener-
haltung auch die Erhaltung der Gesamtenergie signifikant verbessert wird. Allerdings ist
dies zu verstehen, wenn man bedenkt, daß sich in einem Flachwassermodell die Gesamten-
ergie aus kinetischer und potentieller Energie zusammensetzt, es ist
Eror : 0, 5 .hV2 + 0, 5 .gh2 .
t6
(2.6)
Letzterer ist der weitaus dominierende Anteil und die Erhaltung der Gesamtmasse wirkt
sich natürlich direkt darauf aus. In Gleichung(2.6) ist V der Betrag der Geschwindigkeit, g
die Gravitationsbeschleunigung und h die Höhe.
Schließlich muß auch noch das von Leslie und Purser (1995) entwickelte dreidimensionale
massenerhaltende semi-Lagrange-Schema erwähnt werden, da hier einige neue Gedanken
auftauchen. Einzelne Schritte dieser Methode sind in früheren Arbeiten schon entwickelt
worden, wie z.B. in Purser und Leslie (1988, l99I und 1994) sowie Leslíe und Purser
(1991). Der Kern ihres Verfahrens besteht darin als Ausgangspunkt anstelle der zu erhalten-
den Größe dessen Integral zu betrachten. Da sie, im Gegensatz zu den bisher vorgestellten
Methoden, Vorwärtstrajektorien benutzen, müssen sie ausgehend von der Dichteverteilung
auf dem Lagrangschen Gitter schrittweise zu der neuen Verteilung auf Eulerschen Gitter-
punkten gelangen. Dies wird durch eine Kaskade von Operationen (Integration, Interpola-
tion und Differentation) für jede Koordinatenrichtung einzeln vollzogen währendessen die
anderen Richtungen festgehalten werden, Leslie und Purser (1995). Da die Kaskadentech-
nik mit eindimensionalen Operationen auskommt ist der Rechenaufi¡¿and verhältnismäßig
gering. Die Autoren erwähnen aber auch, daß die Methode nur funktioniert, wenn die Ver-
zeffungen des Lagrangschen Gitters über einen Zeitscl:lritt nicht zu groß sind. Insbesondere
in der Nähe der Pole kann es ihrer Meinung nach zu einer Verletzung dieser Bedingung
kommen und die Methode liefert dann keine zufriedenstellenden Ergebnisse.
2.2 Flußorientierte konseruative Methoden
In diesem Abschnitt werden Methoden vorgestellt, die das Problem unter dem Aspekt des
Transports eines bestimmten Volumens sehen. Obwohl einige der im folgenden erwåihnten
Verfahren keine semi-Lagrange-Verfahren in oben beschriebenem Sinn sind, werden sie
aufgrund konzeptioneller Áhnlichkeiten, die einen langen Zeitscfuitterlauben, aufgefrihrt.
In einer Arbeit von Allen et al. (1991) wird die Erweiterung eines eindimensionalen van
Leer Schema (van Leer 1974; 1977; 1979), welches eine Klasse monotoner, stromaufivärts
gerichteter Transportverfahren repräsentiert, für die Anwendung in einem dreidimensiona-
len Tracertransportmodell beschrieben. Die Lösung der eindimensionalen Advektionsglei-





{ (Fluß).""n, - (Fluß)u*r } . (2.71
$,r"u und $ux ist der neue bzw. alte Wert des Dichtefeldes im Zentram der Gitterbox, At ist
der verwendete Zeitschritt, 
^E 
die Breite der Gitterzelle und (Fluß)."r¡1r¡1¿, beschreibt die
A
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zeitliche Rate des Massentransfers durch den rechten bzr¡r. linken Rand von stromaufwärts
gelegenen Gitterzellen ausgehend. Diese Rate wird bestimmt, indem man die Massendichte
am Rand zu den Zeitpunkten t und t+At abschatzt und den zeitlichen Mittelwert mit der
Advektionsgeschwindigkeit am Rand multipliziert. Die Abschätzung der Dichte am Rand
erfolgt über eine stromaufivärts gerichtete Extrapolation der Steigung des Dichtefeldes. Die
Bestimmung dieser Steigung kann dann so gewählt werden, daß man ein monotones
Schema erhält (van Leer 1977, 1979). Die Anwendung auf eine dreidimensionale Tracer-
transportgleichung wird über eine unabhängige Berechnung der entsprechenden Terme in
den drei verschiedenen Richtungen vollzogen. Obwohl bekannt ist, daß Richtungssplitting
zusätzliche Fehlerquellen mit sich bringt, Smolarkiewicz (1984), ist das Problem bei Ver-
fahren des van Leer Typs bisher nicht bekannt. Ein geringer Phasenfehler und die Eigen-
schaft Tracerkorrelationen zu erhalten machen es attraktiv, ein Nachteil ist jedoch eine
beträchtliche implizite Diffusion insbesondere bei niedriger Auflösung.
Die gleiche Idee wurde auch in einer Arbeit von Lín et al. (199Q aufgegriffen. Durch eine
veränderte Bestimmung der Steigung des Dichtefeldes kann die strenge Monotoniebedin-
gung durch die weniger strenge Positivitätsbedingung ersetzt werden, d.h. negative 'Werte
werden zwar ausgeschlossen, ein Überschießen über das Maximum hinaus ist jedoch
erlaubt. Weiterhin wird gezeigt, daß bei Verwendung einer globalen Begrenzung des Maxi-
mums der transportierten Eigenschaft, die Monotonie zrvar lokal verletzt werden kann, aber
die implizite Diffusion beträchtlich reduziert werden kann. Falls dies nicht ausreicht wird
empfohlen ein Verfahren höherer Ordnung, Colella und Woodward (1984), zur Bestim-
mung der Dichte an den V/änden der Gitterbox zu verwenden.
IndenArbeitenvonLinundRood(1996) sowie Leonardetal. (1996) wirdeinmehrdimen-
sionales semi-Lagrange-Verfahren in Flußform-Formulierung vorgeschlagen. Traditionelle
Operator-Splitting Techniken, wie sie auch bei den oben genannten Autoren verwendet
werden, haben den Vorteil, daß sie automatisch einen transversalen Beitrag zs denNormal-
komponenten der Flüsse einftihren, der aus Stabilitätsgründen auch notwendig ist. Nimmt
man für die Berechnung der eindimensionalen Beiträge Operatoren in advektiver Form an,
lautet die Operatorform der Gleichung für den Zellmittelwert eines skalaren Feldes zum
neuen Zeipunkt [u*,
0u* : (1 + XaXo )
mit x"([-) : .i"tt(Ol,ofO I - Ol"fõ-ll. SID ist jeweils der effektive eindimensionale Fluß
des skalaren Feldes senkrecht durch die Seiteflache einer Gitterzelle. Für die Bezeichnung
der Richtung wurde die übliche Kompassnotation benutzt. x bezeichnet die Koordinaten-
(2.8)
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richtung und c die entsprechende Normalkomponente der Courantzahl. Der Index a steht für
die advektive Form des Operators. Addiert man dazs das Resultat, welches sich ergibt rilenn
man den entsprechenden Operator auf (2.8) in y-Richtung angewendet, so ist
f
öu*y : (l + xa + Ya + XuYuX$ ) (2.e)
die advektive Form für das Operator-Splitting. Das Analogon zu (2.9) ftir die Operatoren in
konservativer Flußform ist
ï
or*y : (l + Xk + Yk + XrYrXo ), (2.r0)
wobei diesmal aber Xo($ ) : r**$Ll - 
""o$:o ist. Der wesentliche Unterschied zwischen
advektiver Form und konservativer Flußform liegt in der Behandlung der Geschwindigkei-
ten, Smolarkiewicz und Rasch ( I 99 1) . In der konservativen Betrachtung sind die Geschwin-
digkeiten fi.ir die Seitenflächen einer Zelle ndividuell verschieden. In der advektiven Form
beziehen sie sich jedoch auf das Zellvolumen, welches von den Seiten umschlossen wird.
Nun laßt sich leicht überprüfen, daß mit der advektiven Form in einem solenoiden Strö-
mungsfeld ein anfringlich homogenes skalares Feld auch in der Folge homogen bleibt, die
Masse des skalaren Feldes ist jedoch nicht erhalten, Leonard et al. (1996). Die konservative
Form erfüllt hingegen genau die letzte Eigenschaft, verletzt aber die erste. Die oben
genannten Autoren zeigen, daß eine Kombination der beiden Formulierungen beide Eigen-
schaften gleichzeitig erfüllen kann. Im ersten Schritt erfolgt die Berechnung des neuen Fel-
des in z.B. x-Richtung mittels des advekfiven Operators X¿. Im zweiten Schritt wird auf
das Ergebnis des ersten in y'Richtung der konservative Operator Ys angewendet und bildet
zusammen mit einem separaten konservativen Schritt in y-Richtung das neue skalare Feld
$+. Anstelle von (2.9) oder (2.10) ergibt sich dann,
t
0*y : (l + Xk + Yk + Y¡X"Xö ) (2.111
Kehrt man die Reihenfolge der Berechnungen um, erhält man
0
+--
y* : (l + xk + Yk + xkYaxo ). (2.12)
Der schließlich von Leonard et al. (1996) verwendete Algorithmus wechselt n jedemZeit-
schritt zwischen (2.11) und(2.12) ab. Die zugrunde liegenden eindimensionalen Operatoren
bauen auf den Arbeiten von Allen (1991) vnd Lin et al. (1994) auf. Ein weiteres Merkmal
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ihrer Methode, die Verwendung von Zeitschritten jenseits des CFl-Stabilitätskriteriums,
macht sie nati.irlich besonders effizient.
Abb.2.4 lnterpretation des Algorithmus von Leonard für ein
g leichförm iges Geschwind ig keitsfeld. Die sch raffierte
Fläche ist eine Gitterzelle die am Ende des Zeit-
schritts in der stark umrandeten Fläche endet.
Im Spezialfall gleichffirmiger Geschwindigkeit zeigt Abb. 2.4 eine Interpretation des
beschriebenen Verfahrens, nämlich eine Art Verschiebung von Gitterzellen entlang von tra-
jektorienähnlichen Linien. Eine Erweiterung des Zeitschritts auf Werte jenseits des
CFl-Kriteriums ist vergleichbar mit den Methoden von LeVeque (1985), Roache (1992)
und Leonard (1994) für eindimensionale Fragestellungen. Sie hat konzeptionelle Ähnlich-
keiten mit nicht interpolierenden semi-Lagrange-Methoden der Trajektorienbestimmung
Ritchie (1986) vnd Smolarkiewícz und Rasch (1991) und baut auf einer Verschiebung des
Signals um eine ganzzahlige Anzahl von Gitterboxen gefolgt von einer Verschiebung um
den Bruchteil einer Maschenweite, die mittels eines Euler-Verfahrens berechnet wird.
Eine sehr genaues und wenig diffusives Advektionsverfahren, das auf der Erhaltung von
Momenten zsteiter Ordnung basiert ist bei Prather (1986) beschrieben. Allerdings besteht
ein gravierender Nachteil darin, daß diese Methode sehr teuer ist und so eine Anwendung in
umfangreichen Modellen ineffektiv wird. Für Einzelstudien ist dieses Verfahren hingegen
gut geeignet.
2.3 Volumenor¡ent¡erte konservat¡ve Methoden
Die letzte Klasse konservativer semi-Lagrange-Methoden die hier vorgestellt wird ist in
einer Arbeit von Laprise und Plante (1995) umrissen worden. Es handelt sich dabei um







Navier-Stokes Gleichung in allgemeinen hydrodynamischen Anwendungen entwickelt
worden. Das dabei benutzte Zeitschrittverfahren ist wahlweise ein Euler- oder
Lagrange-Verfahren (nicht semi-Lagrange!). Ein wesentliches Merkmal dieser Idee ist die
Diskretisierung der Gleichungen in integraler Form anstatt in der meistens benutzten
differentiellen Form. Die Integralform ist eigentlich auch die naheliegende Form, da die
Erhaltungseigenschaft der jeweils betrachteten Größen auf einem Integralprinzip basiert.
Wie in Laprise und Plante (1995) gezeig¡, läßt sich aus der Flußform der
Kontinuitätsgleichung mit Hilfe der totalen Ableitung unter Ausnutzung der Leibnitz-Regel
die Integro-Differentialform der Kontinuitätsgleichung herleiten anhand der die Eleganz




¿,- J Ö(q,t) d€ : o, (2.13)
A(t)
wobei ó(8,Ð die Konzentration eines beliebigen Stoffes ist. A(t) bzrv. B(t) sind die mit der
Strömung mitgeführten Integrationsgrenzen, die oftmals auch als die Seitenflächen oder
Membranen einer Gitterzelle interpretiert werden. Da (2.13) die Form einer totalen Ablei-
tung hat, eignet sie sich besonders zur Lösung mittels eines semi-Lagrangschen Verfahrens.
Je nach Wahl der Zellmembranen kann man ein stromaufivärts oder stromabwärts gerichte-
tes Schema entwickeln. Die Interpretation dieser rwei Ansatze wird in Abb. 2.5 deutlich.
Bildhaft gesprochen kann man sich das stromaufivärtsgerichtete Verfahren so vorstellen,
daß man ein Fischnetz stromaufwärts auswirft um die Masse heranzuholen, die vom Volu-
men des Netzes umschlossen wird und die 2N spater genau eine Box des regulären Gitters
frillt. Das stromabwärts gerichtete Verfahren ist in etwa äquivalent nt der Vorstellung, daß
Staub, welcher anfangs in kleinen Eimem vorhanden ist, in den Wind gestreut wird und
man beobachtet wie er zwei Zeitschritte später in verschiedene Eimer niederfÌillt.
Rechnerisch zerfrillt die erste Version in avei Teilschritte: Ztxn einen in die Darstellung der
Dichteverteilung innerhalb der Gitterboxen mittels einer geeigneten Funktion und zrryeitens
in eine konservative Abbildung des regelmäßigen Gitters auf das unregelmäßige, d.h. eine
Integration der Dichteverteilung über die Gitterzellen des unregelmäßigen Gitters.
Als Ergebnis der Experimente von Laprise und Plante (1995) kann man festhalten, daß die
Idee der volumenorientierten konservativen Methoden sowohl als stromaufuärts Verfahren








Figur I aus Laprise und Plante (1995). Die schwarz schat-
tierten Flächen zeigen die Situation für den Fall eines strom-
abwärts gerichteten Verfahrens, die heller schattierten
Flächen für ein stromaufwärts Verfahren.
Die Eigenschaften dieser Methode sind denen klassischer Verfahren ähnlich, mit dem
zusâtzlichen Bonus der Massenerhaltung. Der Rechenaufivand ist gegenüber klassischen
Methoden zwar etwas höher muß aber gegenüber dem Vorteil der Massenerhaltung abge-
wogen werden.
Unabhängig von der Arbeit von Lapríse und Plante (1995) wurde das stromaufwärtsgerich-
tete semi-Lagrangsche Integrationsverfahren von Machenhauer (1994) entwickelt, welches
dann später als semi-Lagrangsches Zellintegrationsverfahren (SLZD bezeichnet wurde.
Machenhauer (1994) hat gezeigt, daß es mit dieser Methode möglich ist einen vollständigen
Gleichungssatz aufzustellen, der die Gesamtmasse, Gesamtenergie und Gesamtdrehimpuls
der Atmosphäre erhält. Diese Idee wurde auf einem V/orkshop über semi-Lagrange Metho-
den präsentiert, der im Oktober 1992 am Max-Planck-Institut für Meteorologie stattgefun-
den hat. Dort wurden von Ritchíe (1994) auch erste Ergebnisse der Arbeit von Plante
(1993) vorgestellt. In diesem Zusammenhang müssen auch die Experimente von Rancic
(1992) erwähnt werden, der ebenfalls mit dem SLZI Schema arbeitete, welches er unabhän-
gig entwickelt und auf nveidimensionale, horizontale Advektion eines passiven Skalars in
kartesischen Koordinaten angewandt hat.
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3. Die Zellintegrationsmethode in einer Dimension
In diesem Kapitel sollen die wichtigsten Merkmale der Zellntegrationsmethode anhand
einfacher, eindimensionaler Beispiele erläutert werden. Die Beschäftigung mit eindimen-
sionalen Beispielen erscheint vor allen Dingen aus den folgenden zwei Gründen sinnvoll:
Zum einen ist es eine übliche Vorgehensweise bei der Entwicklung eines neuen numeri-
schen Verfahrens dieses zunächst an einfachen Problemen zv studieren, damit eventuelle
Schwierigkeiten besser erkannt werden können und die Brauchbarkeit der Methode schon
frähzeitig eingeschätzt werden kann. Zum andercn, soviel sei vorweggenofirmen, sind Inte-
grationen in einer Dimension auch elementare Bausteine des Verfahrens in mehreren
Dimensionen.
3.1 Die grundlegende Idee
Folgt man Machenhauer (1994), so betrachtet man zunächst die Kontinuitätsgleichung für
eine passive, skalare Größe in Eulerscher Formulierung,
Setzt man in diese den Eulerschen Ausdruck der Divergenz
ô
ö(€, t) * aC(Ö(E, t) .u((, t)) : o






Ç ist die Ortskoordinate, t die Zeit,udie Geschwindigkeitskomponente in (-Richtung und $
die Konzentration oder Dichte der zu transportierenden Eigenschaft. Da es sich hier um ein
lD-Problem handelt, ist die Einheit von þ kg/m. Dividiert man $ durch die Dichte der Luft
erhält man die massenspezifische Konzentration der betreffenden Größe. Handelt es sich
bei þ z.B. um die Konzentration von Wasserdampf, nennt man die entsprechende massen-
spezifische Größe, spezifische Feuchte q. Aus (3.1) ergibt sich nach einer kleinen Umfor-
mung
ein, so erhält man schließlich die folgende Fassung der Kontinuitatsgleichung
d (0ô€) : 0dt
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(3.4)
wobei ôÇ ein infinitesimal kleines Låingenintervall bedeutet. (3.a) ist die differentielle Form
des Integralprinzips, daß die Gesamtmasse eines Skalars in einem Gebiet bei Wahl entspre-
chender Randbedingungen zeitlich konstant bleibt. Für die weitere Betrachtung ist die Inte-
gro-Differential-Form der Kontinuitätsgleichung sehr hilfreich. Zv Herleitung integriert
man (3.1) zwischen zwei Grenzen A((,t) und B(Ç,t), die mit der Strömung mitgeführt wer-
den d.h.,
* 
o,a, t) : u(A((, t), t) , 
d.q 
B(€, t) : u(B((, t), t) (3.5)
(3.6)
Unter Anwendung der Leibnitnegel erhält man schließlich
B(q,Ð
d
J $((', t)d(' : o.dt
A(6, t)
Gleichung (3.6) hat nun zwei besondere Merkmale: Ihr liegt ein Integralprinzip zugrunde
und sie enthält eine totale Ableitung, wodurch sie sich besonders für die Behandlung mit
semi-Lagrangschen Methoden eignet. Da (3.5) eine Trajekforiengleichung ist lassen sich A
und B leicht als Anfangspunkte von Trajektorien interpretieren. In Abb. 3.1 ist dies veran-
schaulicht. Gleichung (3.6) ist mit (2.13) nahezu identisch, (3.6) ist allerdings formal
genauer, da die Integrationsgrenzen im allgemeinen von der Zeit und vom Ort abhängen.
Sei nun ein eindimensionales, äquidistantes Gitter der Gitterweite ÂÇ und den K Gitter-
punkten 
€t: kÂ€, k:1,...,K gegeben. In der Mitte nvischen zwei Punkten befinden sich die
sogenanntenZellwande oder Zellmembranen, deren Ortskoordinaten mit halbzahligen Indi-
zes versehen sind, d.h. 
^Ék 
: \k+t/z-\t-ttz. Der Wert von S am Gitterpunkt [¡ zum Zeit-
punkt t : nÂt wird mit $i bezeichnet, es ist also $l:$(kA(, nÂt). Ist nur die räumliche
Diskretisierung relevant, wird auch die Notation 0r(t):0(k^8, t) benutzt. Gitterpunkts-






J 0(€, t)dE (3.7)
e\k t/2




Zunächst konstruiert man für jede Gitterzelle k Trajektorien, die an den Zellwänden enden
und deren Anfangspunkte ein unregelmäßiges Gitter zum Zeitpunkt t-At bilden. Dem Bei-
spiel in Abb. 3.1 ist zu entnehmen, daß die Trajektorie A, welches die linke Wand von Git-
terzelle k bildet, zum Zeitpunkt t-At in Zelle k-2 beginnt und B, die entsprechende rechte
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A(qk,t-^Ð B(6k,t-^t) F:
k-2 k-l k k+t k+2
Abb.3.t Erklärung der verwendeten Notation am Beispiel des semi-Lagrangschen
Drei-Schritt-Verfahrens in einer Dimension. Die zwei Achsen stellen jeweils die Raum-
koordinate zu den zwei verschiedenen Zeitpunkten dar. Die ausgefüllten Kreise sind
die Gitterpunkte des regelmäßigen Gitters, die jeweiligen Ortskoordinaten tragen
ganzzahlige lndizes. Die sogenannten Zellwände sind als kurze, senkrechte Linien an
den Achsen eingezeichnet, deren Ortskoordinaten tragen halbzahlige lndizes. Die
gestrichelten Linien sind Trajektorien mit Kreuzen als Anfangspunkte. Für die Gitter-
box k sind die entsprechenden Anfangspunkte der Trajektorien von linker bzw. rechter
Zellwand mitA bzw. B bezeichnet und als ausgefüllte Quadrate dargestellt. Schließlich




J ô(€r, t + At)de :
zçk- t/2
B(qk, t-^t)
J o(ek, t-^t)d€ .
A(€k, t-^t)
(3.8)
Hierbei wurde benutzt, daß ftir die Endpunkte der Trajektorien gilt: A((p,t+Ât) : (p-172 und
B(6k,t+^t) : \u+t/2. Für das in Abb. 3.1 gezeigle Beispiel läßt sich die rechte Seite von (3.8)





ffJ 0r._z(r-at)d( + J fu_ r(t-^t)d€ +





Nach Auswertung einiger Integrale verbleibt
zçk-3/2 B(6k, t-At)
^q.Ol*t: I 4k-2(t-^t)dq+A6.Ol-t+ J Ok(t-^t)d€. (3.r0)A(€k, t-^r) 9\k 1/2
Die weitere Auswerfung von (3.10) h¿ingt nun davon ab, wie die Konzentration Q(Ç,t) para-
metrisiert wird. Zunächst sei nur verlangt, daß 0(q,Ð Gleichung (3.7) erftillt und stücloveise
stetig ist, in dem Sinne, daß $ stetig in jeder Gitterzelle ist. Ist diese Funkfion gefunden,
stellt sich die rechte Seite von Gleichung (3.9) im allgemeinen Fall als Summe von Integra-
len stäckweise analytisch integrierbarer Funktionen dar. Im gezeig¡en Beispiel besteht die
Summe aus drei Summanden, sonst hängt die genaue Anzahl im allgemeinen davon ab, wie
viele Gitterzellen ganz oder teilweise zwischen den Positionen von A und B liegen. Der
Wert von Q¡ zum Zeitpunkt t + 
^t 
läßt sich also als eine Art gewichtetes Mittel über eine
Anzahln: n(k) Werte $¡ zum Zeitpunktt-^t interpretieren.
Die Erhaltung der Gesamtmasse eines Skalars 0 läßt sich aus den bisher gemachten Erläute-
rungen nun wie folgt erkennen. Summiert man (3.8) tiber alle k erhält man:
ll \k+ t,/2 K B(€k, r-^r)
I J4r(r+^t)d€:I J ôr(t-^t)dq (3.rr)
k:1 Eu-tr" k: I A((¡,t-At)
Die linke Seite von (3.11) liefert wegen (3.7),
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Aus der rechten Seite erhält man wegen
K
LS : I n€u6i*'
k=l















wobei die Anfangspunkte A(€r, t 
- 
^t) und B(l*, t - At) in der Gitterbox j liegen sollen.Unter der Annahme periodischer Randbedingungen, d.h.
A(€r, t-^t) : B(6r, t-At) (3.r5)
sowie (3.11), (3.12) und (3.14) erhält man schließlich
K K
k:l
d.h. die Gesamtmasse von Q in einem geschlossenen Gebiet ist zeitlich konstant. Die Wahl
der periodischen Randbedingung macht das Integrationsgebiet geschlossen.
Bisher besteht das SlZl-Verfahren aus einer konservativen Abbildung von einem unregel-
mäßigen Gitter, welches durch die Anfangspunkte der Trajektorien gebildet wird, auf ein
regelmäßiges Gitter. Es bleibt festzuhalten, daß bislang keine Bedingungen an ö(q,Ð
gestellt wurden mit Ausnahme von (3.7). In den folgenden Kapiteln wird die Auswahl einer
geeigneten Funktionen näher betrachtet und unter Umständen notwendige, weitere Ein-
schränkungen diskutiert.
3.2 Stückweise konstante Funktionen
Die einfachste Funktion, die man für 0(q,Ð auswählen kann, ist eine räumlich konstante
Funktion, d.h. überall in einer Gitterbox k nimmt Q den gleichen Wert an. Damit (3.7)
erfüllt ist muß demnach gelten,
$(Er, r) : ö1. (3.r2)
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+ (B(€r., t 
- 
^t) - 6u_r) 0l_l2
(3.18)
Die Faktoren im ersten bzw. dritten Term von (3.18) hängen nur noch von den Anfangs-
punkten der Trajektorien A bar. B und damit von der vorherrschenden Strömung ab.
c t+at
t-at
Abb.3.2 Hier wird der Ablauf des Transports mittels der Zellintegrations-
methode dargestellt. Die senkrechten Linien in jedem Bild sind
die Wände der Gitterboxen und die gestrichelten, horizontalen
Linien sind die Zellmittelwerte.
In Abb. 3.2 ist zu sehen, wie der Transport eines Signals mittels Zellfurtegrationsmethode
abläuft. Zunächst werden aus einer Anfangsverteilung (durchgezogene Kurve) Boxmittel-
werte, im Bild durch gepunktete Linien dargestellt, ermittelt.'Wenn diese Verteilung analy-
tisch bekannt ist, kann man die Mittelwerte berechnen, andernfalls werden die
Gitterpunktswerte als Startwerte angenommen. Dieser Schritt ist im Teilbild (a) illustriert
und wird nur einmal, zu Beginn der Berechnungen durchgeführt. Im zweiten Teilbild ist
nun der Transport mit konstanter Geschwindigkeit dargestellt. Die Zellwände, die zu den








Zeitspanne 2Ltmrt einer Courantzahl von ungeftihr ll3 nach rechts transportiert. Die neuen
Zellmittelwerte erhält man nun durch Integration der sti.ickweise konstanten Funlfion über
den entsprechenden Abschnitt ntmZeitpunkt t-At. Im Bild ist diese Integration exempla-
risch für eine Gitterbox durch die schraffierte Fläche angedeutet. In Teilbild (c) sieht man
nun die neuen Zellmittelwerte am Ende des Zeitschritts, die zugleich die Startwerte für den
übernächsten Zeitschritt darstellen. Die Wahl eines Drei-Schritt-Verfahrens ist für dieses
Beispiel zwar nicht notwendig, wird aber beibehalten, da dies in der ursprünglichen Kon-








Abb.3.3 Notation für das SlZ|-Verfahren im Fall eines konstanten
\Mndfeldes. Die ausgefüllten Quadrate stellen die Startpunkte
der Trajektorien dar und die gestrichelten Linien sind die Tra-
jektorien selbst.
Im Falle eines konstanten V/indfeldes läßt sich recht einfach zeigen, daß das SLZI-Verfah-
ren mit konstanten Funktionen äquivalent zur klassischen o'Forward-Upstream-Methode"
ist. Dazu soll die in Abb. 3.3 festgelegte Notation verwendet werden: Die konstante Strö-
mung u (hier sei u > 0) transportiert die Gitterbox k während der Zeitspanne 2Lt entlang den
gestrichelt dargestellten Trajekforien. Das Intervall, in welches der Startpunkt der rechten
Boxgrenze ftillt, liege p Intervalle stromaufivärts von der Box, deren rechte Grenze der End-






. Ol*t : ((k-n- jXe-A(€r, t-^t)) . Oil-i-,







Bestimmt man die Startpunkte der Trajektorien mit dem in Kapitel 2 beschrieben Verfah-
ren, so ergibt sich,
Oil*t : (l - â)Oi-i+ 
"Ai-i- r (3.20)




Eine Umfonnung von (3.20) zu




läßt die formale Äquivalenz zu einem Eulerschen "Forward-Upstream-Verfahren" sofort








womit die Äquivalenz bewiesen wäre. Aus (3.20) erkennt man weiterhin die formale
Gleichheit zur semi-Lagrange-Methode mittels linearer Interpolation. Wie weiter unten
noch zu sehen sein wird, besitzt das Sl-Zl-Verfahren mit konstanten Funktionen auch ähnli-
che Eigenschaften wie das "Forward-Upstream-Verfahren".
3.3 Stückweise lineare Funktionen
Die Repräsentation der Verteilung mittels konstanter Funktionen ist sehr einfach und es ist
zu erwarten, daß eine Funktion, die eine Variation innerhalb einer Box niläßt, besser geeig-
net ist. So erreicht van Leer (1979) eine formale Genauigkeit zweiter Ordnung indem er
eine lineare Verteilung der in seiner Arbeit betrachteten Größen annimmt, d.h.
n- I
oi*t : o k
30





eine lokale, mit der Länge der Gitterbox normierte Ortskoordinate ist. Die Koeffizienten
müssen wiederum (3.7) erfrillen. Ersetzt man ( in (3.7) durch x, so erhält man
(3.271
bzw (3.28)
Als zweite Bedingung zur Bestimmung der Koeffìzienten kann man ausnutzen, daß die
Steigung ÂS¡ innerhalb der ZelIe gleich der Differenz der Funktionswerte am rechten und
linken Rand ist, also
À0r : 0(€r* tn)- 0(€r_ tn) : br. (3.2e)

















Die Koeffizienten a¡ und bp können demnach allein aus Boxmittelwerten und Steigungen
bestimmt werden. Die Steigungen wiederum lassen sich z.B. als zentrale Differenzen aus-
rechnen
Aör
Fordert man zusätzlich, daß die Lösung keine neuen Extrema produzieren soll, also mono-
ton ist, muß die Berechnung der Steigung modifiziert werden. Die Monotoniebedingung
verlangt, daß die Verteilung der betrachteten Größe nur innerhalb des Bereichs liegen darf,
der durch die Mittelwerte der Zelle selbst und ihrer beiden Nachbarzellen aufgespannt wird.
Man kann dies dadurch erreichen, indem man die kleinste von drei Steigungen auswählt:
Die Steigung aus zentralen Differenzen (3.31) und die rechts- bzrv. linksseitigen Steigun-
3l
gen. V/enn der Zellmittelwert ein Extremwert ist, sei die Steigung Null. Zusammenfassend
läßt sich die Monotoniebedingung durch
^orono
0




ausdrücken. Diese Bedingung wird auch bei Collela und Woodward (1984) und Carpenter










Abb. 3.4 lllustration der monotonen Steigung (in Anlehnung an Fig.2 in Carpenter et.
al (1990).
Möchte man keine strenge Monotonie, sondern lediglich eine positiv definite Lösung, läßt
sich das durch eine schwächere Bedingung als (3.32) erreichen. Man nimmt wieder zeîrrlale
Differenzen als Steigung,begrenzt diese aber mit dem doppelten des Boxmittelwertes, d.h.
AOlo' : sign(A$k)' MlN(l^0rl,z4u¡. (3.33)
3.4 Stückweise quadratische Funktionen
Verwendet man anstelle der linearen Funktion ein Polynom höherer Ordnung steigt der
Aufivand zur Bestimmung der Koeffizienten schnell an. Ein Kompromiß nvischen verbes-
serten Ergebnissen und Rechenaufivand sind sti.ickweise quadratische Funktionen. Diese
Methode ist in der Astrophysik entwickelt worden und im Laufe der Zeit auch auf meteoro-
4r
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logische Fragestellungen erweitert worden, Collela und Woodward (1984), Carpenter et. al
(I 990), Rancic (I 992) und, Rancic ( I 99 5).
Bei dieser Wahl approximiert man $((¡) durch ein Polynom zweiter Ordnung
0(€r) : a(6t) + b(€t) . x+ c((¡) . x2, (3.34)
wobei x wieder durch (3.26) festgelegt ist. Für die Bestimmung der Koeffizienten braucht
man diesesmal drei Bedingungen. Das Integral über $((¡) über die gesamte ZeIIe liefert
wegen (3.7)
(3.35)
Weiterhin sollen die Werte am linken (x:0) bzw. rechten (x:l) Rand der Zelle bekannt
sein, dann ergibt sich aus (3.34)
ak : þu_ ttz (3.36)
au * bo + ck þr*tn. (3.37)
Aus (3.35)-(3.37) erhält man schließlich
cr : 3(0r. +1/2+ þv_tn) - 60r. (3.38a)




Damit reduziert sich die Bestimmung der Koeffizienten auf eine genaue Berechnung der
Funktionswerte an den Rändem. Nach Collela und Woodward (1984) ergibt sich insgesamt





2(0t* r + 0r) - ;(A0r+ r - A0r) (3.3s)
bzw. mit (3.31)
(3.40)
benutzt. Die Herleitung von (3.39) findet sich im Anhang A. Insgesamt braucht man also
fünf Boxmiffelwerte, um die Koeffizienten einer Parabel zu bestimmen. Dies ist in Abb. 3.5
skizziert. Wählt man für die Steigungen in (3.39) monotone Steigungen, dann ist garantiert,
7tþx+rtz : ¡(0r* r + 0r) - ¡(0r*z + 0r-r)
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daß die Randwerte öu+ttz in dem von $¡ und S¡llaufgespannten Bereich liegen. Wenn die
Randwerte nicht weiter veråindert werden, sind die Polynome aus (3.34) in je nvei benach-
barten Zellen am gemeinsamen Rand stetig. Bei den so konstruierten Parabeln kann jedoch
der Fall auftreten, daß nicht alle Funktionswerte zrryischen þçtn und $¡.,.172 liegen. Zum
einen besteht die Möglichkeit, daß der Boxmittelwert selbst ein lokales Extremum bildet,
dann wird die Funktion als konstant angesehen. Zum zweiten kann $¡ genügend nahe an
ör:n bzw. 0t*t¡2 liegen, so daß ebenfalls einige Funktionswerte innerhalb der Box über
bzw. unter den Randwerten liegen. Im Anhang B wird gezeig¡, das dafür gelten muß:
löu* rrz- ör- t/21<lckl. (3.4r)
betrachtete Box






Abb. 3.5 Um die Parabel der Gitterbox k zu berechnen werden fünf Boxmittelwerte benötigt, dies
sind Q¡-2,$¡-1,...,0k+2. Dies ergibt sich aus der Tatsache, daß für die Berechnung der
Randwerte $¡-172 und $¡a1¡2 jeweils vier Mittelwerte gebraucht werden, von denen drei
übereinstimmen.
Dann kann man durch eine Veränderung der Randwerte eine Funktion bilden, die wieder
monoton ist. Die Veränderung erfolgt derart, daß die Steigung am jeweils anderen Rand-
punkt Null ist. Mathematisch lassen sich die Fälle folgendermaßen zusammenfassen:
-tA k At+t k+2tttt
þ'*-ttz: 0t* tn: þy
þx-ttz: 30r -2þu+ttz
þç*ttz: 30t -2þu-r,
falls (þu* ttz- 0rX0r - 0r* ,rr) 3 0
falls 
- 
(þu* rtr- ör- ,rr) 
"x> 
(0r* ,rr- þu*rrr)'




Die beiden letztenFälle bedeuten bildlich gesprochen, das der Extremwert zunächst inner-
halb der Gitterbox liegt und durch die Neuberechnung der Randwerte auf den jeweils
gegenüberliegenden Rand verschoben wird. Es ist auch, wie im Fall der linearen Funktio-
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nen möglich, eine positiv definite Lösung zu konstruieren. Dazu muß überprüft werden, ob
das Minimum der Funktion innerhalb der Gitterbox liegt und ob es negativ ist. Dann läßt
sich analog zt (3.42) eine Bedingung für eine positiv definite Lösung formulieren:
Wenn lir * vz- 0r. - r nl < co und örnin < 0
þt-ttz: 0t* tn: þk , falls
þr._ttz: 30r-20r* 172 , falls
þt*ttz: 30r -2þu_tn , falls
Ok < MIN( þn*tnþr.-rtz) (3'43)
0k > MIN(þ¡*tn,þt 
-tn) und, þu+ttz> þu-rtz
ök > MIN(6nn r72,ir- ttz) tnd, þu+ ttz < þu-ttz
An dieser Stelle muß erwåihnt werden, daß nach Anwendung von (3.42) und (3.43) die
Funktion am Rand nicht mehr stetig ist.
3.5 Ergebn¡sse der Experimente in einer Dimension
Die Eigenschaften der Zellintegrationsmethode werden nun anhand eindimensionaler Test-
fÌille etwas näher untersucht.
Das Modellgebiet für diese Tests umfaßt K:50 Gitterpunkte und hat einen zyklischen Rand.
Der Transport eines analytisch vorgegebenen Signals soll mit konstanter Geschwindigkeit
erfolgen und zwar derart, daß pro Zeitscbritteine halbe Gitterweite zurückgelegt wird. Nach
100 Zeitschritten hat das Signal dann wieder seine Ausgangsposition erreicht. In den durch-
geftihrten Experimenten wird jeweils das Ergebnis nach drei vollen Umrundungen betrach-
tet. Das zu transportierende Feld ist einmal ein Rechtecksignal,
$(ka(,F0) :











Die Breite des Signals beträgt in beiden Fallen sechs Gitterboxen. Folgende Experimente
wurden mit beiden Profilen durchgeführt:
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Im ersten Experiment wird das Signal durch konstante Funktionen approximiert. Anschlie-
ßend wurde eine lineare Funktion verwendet und rwar mit drei verschiedenen Möglichkei-
ten die Steigung zu berechnen, zentrierte Differenzen ohne Einschränkung, eine monotone
und eine positiv definite Variante. Schließlich wurden Parabeln bent¡tzt und zwar wieder
ohne jegliche Einschränkung, sowie jeweils eine monotone und positiv definite Lösung. Als
Vergleich wurde ein traditionelles semi-Lagrange-Verfahren herangezogeî, einmal mit
linearer Interpolation (aus (3.20) ergibt sich mit p: 0 und â, : 0, 5 ),
,n
Qr.
.' : jtoi + ol- r) (3.46)
und dann mittels kubischer Interpolation
Ol*t : -(t/16)þl-, * (s/r6)+i+e/rc)þi*,- (r/r6)þi+2 (3.471
und abschließend noch eine quasi-monotone kubische Interpolation. Dabei wird der inter-
polierte Wert auf den Bereich der von $i und 0l * r arftespannt wird, begrenzt.
Experiment Beschreibung Gleichungen
ZIKON Zellinfe gr ation mit konstanten Funktionen (3.17)
ZILIN Zellintegration mit linearen Funktionen (3.25), (3.30)
ZILIN MON Zellintegration mit linearen Funktionen und Mono-tonie (3.2s), (3.30), (3.32)
ZILIN POS Zellintegration mit linearen Funktionen und Positi-
vität (3.25), (3.30), (3.33)
ZIPAR Zellintegration mit quadratischen Funktionen (3.38), (3.40)
ZIPAR MON Zellintegration mit quadratischen Funktionen und
Monotonie
(3.38), (3.40), (3.42)
ZIPAR POS ZellintegrationmitquadratischenFunktionenundPositivität (3.38), (3.40), (3.43)
LININT lineare Interpolation (3.46)
KUB INT kubische Interpolation (3.47)
KUB-MON INT quasi-monotone kubische Interpolation (3.47), (3.48), (3.49)
Übersicht der 1D-Experimente: ln der linken Spalte steht der Name des Experi-
ments, in der Mitte die genauere Beschreibung und rechts die wichtigsten Glei-
chungen die jeweils verwendet werden.
Tab.3.1
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Dazu wird zunächst eine kubische Interpolation (3.47) durchgeführt, dessen Ergebnis
(0')l * I sei, dann ist die quasi-monotone Lösung durch folgenden Ablauf sichergestellt:
Es ist
$.in : MIN(O|,O|+r) (3.48a)
0.u* : MAX(Ol,$i+1) (3.48b)
und schließlich
Ol*t : MIN(4max, MAx(Omin, (0')l* t)). (3.4e)
In Tabelle 3.1 sind die verschiedenen Experimente und die entsprechenden Gleichungen
noch einmal zusammengefaßt. Bevor die Ergebnisse nun diskutiert werden, möchte ich
noch kurz einige Bemerkungen zu den Fehlermaßen anschließen. Da bei den beschriebenen
Experimenten die analytische Lösung bekannt ist, liegt es nahe den mittleren quadratischen
Fehler zu untersuchen, der hier mit E6Bg bezeichnet wird. Dieser lautet
EcBs (3.50)
K ist die Anzahlder Gitterpunkte, Oå irt die analytische Lösung am Gitterpunkt k und Sf;
die entsprechende numerische Lösung. V/ie bei Takacs (1985) nachzulesen ist, läßt sich der
Gesamtfehler in nvei Anteile aufspalten: Einen Anteil aufgrund von Dissipation und einen








p ist der Korrelationskoeffrzient zwischen der analytischen und numerischen Lösung, $a
b*. Oro sind die jeweiligen Mittelwerte und o' ist die entsprechende Standardabweichung.
Anschaulich hat der dissipative Fehleranteil zur Folge, daß die numerische Lösung meist
einer gewissen Dämpfung unterliegt und die Amplitude des Signals kleiner wird. Wenn
man das transportierte Signal einer Frequenzanalyse unterzieht stellt man fest, daß bei den
kurzen Wellenlängen eine Diskrepanz in der Phasengeschwindigkeit zwischen numerischer
2),








und analytischer Lösung besteht. Diesen Effekt nennt man Dispersion. Je größer der
dadurch verursachte Fehler ist, desto mehr sind numerische und analytische Lösung außer
Phase. Falls $f und $f exakt korreliert sind der gesamte Fehler rein dissipativ. In der Pra-
xis kommt aber immer ein dispersiver Anteil hinzu. In Tabelle 3.2 sind diese Fehler für das
Experiment mit dem Dreiecksignal aufgeführt und in Tabelle 3.3 diejenigen für das Recht-
ecksignal.
Enrss Errsp Eror
ZIKON 2.23 rc'2 9.41 10-3 3.18 t0-2
ZILIN 2.87 rc'3 8.59 10-3 t.t3 rc'2
ZILIN MON 5.82 10-3 1.01 10-2 t.5g rc-2
ZILIN POS 4.47 rc-3 7.23 rc-3 l.t7 rc'z
ZIPAR 8.03 10-4 4.29 rc-3 5.09 10-3
ZIPAR MON 3.09 10-3 7.36 rc-3 1.04 rc-2
ZIPARPOS 1.43 10-3 2.89 l0-3 4.33 rc-3
LININT 2.23 rc-3 9.41 10-3 3.18 l0-2
KUB INT 2.87 rc'3 8.61 10-3 1.15 l0-3
KUB-MON INT 1.06 10-3 8.49 l0-3 1.91 10-3
Tab.3.2 Fehlertabelle der Experimente mit einem Drei-
ecksignal
Die Abbildungen zu den Experimenten sind am Ende dieses Kapitels zu finden. In allen Bil-
dem sind die Ergebnisse nach drei Umrundungen zu sehen. Das Anfangssignal ist jeweils
durch eine dünne, durchgezogene Linie dargestellt. Zunachst werden die Experimente, bei
denen die Zellntegration mit konstanten, linearen und quadratischen Funktionen im Mittel-
punkt steht und die keinen weiteren Einschränkungen, wie Monotonie oder Positivität,
unterliegen betrachtet. Es sind die Experimente ZIKON, ZILIN und ZIPAR. Es stellt sich
heraus, daß mit wachsendem Grad der Polynome der totale Fehler kleiner wird. Dies gilt
sogar für den dissipativen und dispersiven Fehler separat. Das ist leicht zu verstehen, wenn
man bedenkt, daß mit steigendem Grad der Funktion immer mehr Boxmittelwerte hinzuge-
nommen werden, um den Verlauf des Signals innerhalb einer Box zu ermitteln. Je genauer
diese Darstellung aber ist, um so besser repräsentieren die berechneten Funktionen den tat-
sächlichen funktionalen Verlauf. Insbesondere stellt die numerische Behandlung von Varia-
blen mit großem räumlichen Gradienten jedes Verfahren vor eine Herausforderung. Je
glatter ein Signal ist, desto kleiner ist in der Regel der Fehler des Verfahrens. Dies erklärt
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auch hier, warum die Fehler der Experimente mit dem Rechtecksignal ausnahmslos größer
sind als die mit dem Dreiecksignal.
Enrss Errsp Eror
ZIKON 5.39 rc-2 2.53 rc-2 7.92 rc'2
ZILIN 3.57 l0-3 t.5g rc-2 l.g5 rc-2
ZILIN MON 8.46 l0-3 1.73 rc'2 2.57 rc-2
ZILIN POS 5.72 rc-3 1.34 rc-2 t.9t rc'2
ZIPAR 8.94 t0-4 1.08 10-2 1.17 rc'2
ZIPAR MON 3.46 rc-3 1.02 rc-2 1.37 rc'2
ZIPARPOS l.4t rc-3 9.48 t0-3 1.0910-2
LIN INT 5.39 rc-2 2.s3 rc-2 7.92 rc'2
KUB INT 3.57 rc-3 1.60 rc-z t.g6 rc-z
KUB-MON INT 1.55 l0-2 1.77 rc'2 3.3r rc-z
Tab.3.3 Fehlertabelle der Experimente mit einem
Rechtecksignal
Bei den Experimenten mit konstanter Funktion ist der Anteil von Eplgg mit mehr als zwei
Drittel am Gesamtfehler sehr groß, d.h. dieses Verfahren wirkt vor allem stark dämpfend
auf ein vorgegebenes Signal und die Verteilung wird im Laufe der Zeit über das gesamte
Gebiet "verschmiert". Dieses Verhalten ist von der Upstream-Methode her bekannt, dessen
Aquivalenz zu SLZI mit konstanten Funktionen und zur linearcn Interpolation in Kap.3.2
formal bewiesen wurde. Ein Blick auf die Ergebnisse von ZIKON und LIN INT bestätigt
diese Übereinstimmung auch im Experiment. Vergleicht man zudem die Ergebnisse der
Integration mit linearen Funktionen (ZILIN) und klassischer kubischer Interpolation (KUB
INT), erkennt man das diese beiden Verfahren Fehler in fast der gleichen Größe aufiveisen.
In den Experimenten mit linearen bnv. quadratischen Funktionen wird der totale Fehler
deutlich kleiner und der dispersive Fehler wird mit einem Anteil von 10-20%ó dominierend.
Der höhere Grad der Polynome bewirkt eine deutliche Reduktion der Dämpfung und
dispersive Effekte überwiegen. Das gleiche kann man nati.irlich auch bei der klassischen
Interpolation beobachten. Die Fehler bei kubischer Interpolation sind entsprechend deutlich
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Abb.3.6 Ergebnisse der eindimensionalen Experimente: Oben und in der Mitte sind Resultate
des Rechteckexperimentes zu sehen, in der unteren Reihe die Kurven des Dreieckex-
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Abb.3.7 Ergebnisse der eindimensionalen Dreieckexperimente. Einzelheiten sind wiederum
jeweils der Legende zu entnehmen.
Betrachtet man nun die Experimente mit monotoner bzw. positiv definiter Lösung erkennt
man, daß beide Beschränkungen einen dämpfenden Einfluß auf die Ergebnisse haben. Die
monotone Lösung schneidet dabei natürlich schlechter ab als die positiv definite Variante,
da letztere nur negative W'erte unterdrückt. Der dispersive Fehler wird bei beiden etwas
geringer, d.h. das Signal ist durch die Beseitigung von o'fJnter- und Überschwingern" etwas
besser mit der analytischen Lösung korreliert. Schaut man auf den Gesamtfehler so ist nur
im Experiment mit dem Dreiecksignal und linearer Integration der Fehler bei der positiv
definiten Lösung geringfügig größer geworden, bei allen anderen Experimenten mit dieser
Beschränkung ist der totale Fehler etwas reduziert worden. In den Experimenten mit einem
Rechtecksignal liefert die positiv definite Lösung einen durchweg kleineren totalen Fehler.
Dies ist vor allem auf die Reduzierung des dispersiven Anteils zurückzuführen. Bei der
streng monotonen Lösung ist der gesamte Fehler bei allen Experimenten schlechter als die
Lösung ohne jede Einschränkung. Dieses Verhalten kann man allerdings auch bei klassi-
scher kubischer Interpolation beobachten, der Vorteil einer quasi-monotonen Lösung geht










4. Das Zellintegrationsverfahren in der Ebene
Das in Kapitel 3 vorgestellte Verfahren soll nun für ebene kartesische Koordinaten verall-
gemeinert werden. Insbesondere steht in diesem Abschnitt die Betrachtung der zweidimen-
sionalen konservativen Abbildung einer skalaren Größe zwischen einem unregelmäßigen
und einem regelmäßigen Gittemetz im Mittelpunkt. In Abb. 4.1 ist die Beziehung zwischen
beiden Gittern illustriert: Trajektorien, die ntmZeitpunkt t+^t an den Ecken von Zellen des
regelmäßigen Gitters enden, bilden mit ihren Anfangspunkten die Ecken von Zellen des
unregelmäßigen Gitters zur Zeit t-Ât, die sogenannten Startzellen. Die Seiten der Startzel-






Abb.4.1 lllustration des unregelmäßigen Gitters, das durch die Start-
punkte der Trajektorien, die an den Eckpunkten des regelmäßi-
gen Gitters enden, definiert wird.
Das sind die geometrischen Bedingungen die im nun folgenden Abschnitt eine wichtige
Rolle spielen. Ziel ist es einen vernünftigen Algorithmus zu finden, der die konservative
Abbildung zwischen zwei verschiedenen Gittem realisiert.
x
4.1 Transportgleichung in zwei Dimensionen
Die nt (3.4) entsprechende Gleichung, die das 2D-Problem behandelt, lautet:
d,.
ài(oôA) : o
$ ist hier wiederum eine skalare Variable, die vom Ort und von der Zeit abhangt, es ist
,n




wobei A€:An, die Maschenweite des Gitters ist. õA ist ein infinitesimal kleines Flächenele-
ment. Integriert man (4.1) über eine Gitterzelle, so ergibt sich analog zu Q.$ bis (3.8),
J IotE,,ri,t+at)dldn : IIorE,, r¡,t-at)d[drì (4.3)
AA ðA;
Die Integration zur Zeitt+Lt erfolgt über die Fläche AA:ÂfÂr1, während zur Zeit t-Ât die
entsprechende Fläche ôAU ist. Diese ist in Abb. 4.2 sclT afftert dargestellt und im allge-
meinen ftir jede Gitterzelle verschieden.
regelmäßiges Gitter
unregelmäßiges Gitter
Abb.4.2 Das Flächenstück ôA ist ein allgemeines Viereck, in der Abbildung
schraffiert dargestellt, während AA ein Quadrat oder Rechteck ist.
Benutzt man die Tatsache, daß im Rahmen der volumenorientierten Methoden Gitter-
punktswerte Si den Mittelwert der Konzentration 0(6,n,t) in der Zelle (ij)bilden, d.h
(€i, I¡, t)d(d"a (4.41
vereinfacht sich (4.3) zu
t---
,n
Qij : * JJ*AA






Die Berechnung von Sn+l reduziert sich damit auf die Integration einer im allgemeinen
unbekannten Funktion über ein unregelmäßiges Gebiet ôA; . Das Gebiet ist ein Viereck,
dessen Ecken, wie oben beschrieben, von den Startpunkten der Trajektorien und damit von
der Strömung abhängen.
4.2 T ra¡ektorien berech n u ng
Die Berechnung der Trajektorien in ebenen kartesischen Koordinaten verläuft analog zum
eindimensionalen Fall, wie er in Kapitel 2 beschrieben ist. Für einen Gitterpunkt (€t,n¡) ist
cq bzw. 0.¡ ist die Distanz, die das Luftpaket in der Zeit Lt in (- bzrv. q-Richtung zurücklegt.
Analog nt Q.$ ergeben sich die Distanzen aus einem iterativen Prozeß,
olk + t) : Âtu((' 
- 
oÍu), n¡ - F¡(u), t"¡ (a.6a)
BG 
+ 1) : Âtv((i 
- 
oÍu), n¡ - Ê;(k), tn¡ (4.6b)
mit entsprechenden Anfangswerten o,(0) und Bj(0). k in (a.Q ist der Iterationsindex und tn
bezeichnet den aktuellen Zeiþunkt. Die Geschwindigkeitskomponenten u bnv. v werden
zrvischen den Gitterpunkten mit Hilfe bilinearer oder bikubischer Interpolation bestimmt.
Es hat sich gezeigt das nvei Iterationen ausreichend sind, denn jede weitere Iteration bringt
keinen großen Zuwachs in der Genauigkeit.
4.3 Konseruative Abbildung
Die Art und Weise wie das Integral in (a.5) gelöst werden kann wird im nächsten Schritt
untersucht. Dabei werden unterschiedliche Varianten diskutiert, die sich hauptsächlich in
der Art des verwendeten Abbildungsverfahrens unterscheiden.
4.3.1 Integrat¡on biquadratischer Funktionen
Führt man die Argumentation aus Kapitel 3 fort, muß man zur Lösung von (4.5) in jeder
Gitterzelle des regelmäßigen Gitters nveidimensionale, analytische Funktionen $(€i,n¡)
definieren. Jede Funktion muß dabei dem korrektem Mittelwert entsprechen, d.h. Gleichung
(4.4) erfrillen. Die einfachste Annahme wäre auch hier wieder, wie im eindimensionalen
Fall, eine konstante Funktion. Diese wird aber, aus den im vorhergehenden Kapitel erläuter-
ten Gründen nicht weiter betrachtet.
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Rancic (1992) hat als Kompromiß zwischen den gewünschten Eigenschaften auf der einen
Seite und dem rechnerischen Aufwand andererseits, stückvreise biquadratische Funktionen
angenommen, d.h.

















die innerhalb einer Gitterzelle zwischen 0 und I variieren, wobei (0,0) in der südwestlichen
Ecke der Zelleliegl. Die Bestimmung der neun Koeffizienten erfolgt in einer'Weise, so daß
(4.4) erfrillt ist. Verlangt man außerdem, daß die Funktionen an interpolierte 'Werte in den
Ecken und Seitenmittelpunkten einer Zelle exakt angepaßt werden, erhält man insgesamt
neun Bedingungen zur eindeutigen Bestimmung der neun Koeffizienten. Im Anschluß an
deren Berechnung kann die nun bekannte Funktion in jeder Zelle über das entsprechende
Gebiet ôA- integriert werden. B,ei Rancic (1992) wird das so gelöst, daß die Integration
über das unregelmäßige Gebiet in Elementarintegrale zerleg! wird. Diese Elementarinte-
grale erlauben dann eine Integration parallel nt den Koordinatenachsen und sind somit
leicht analytisch auszuführen.
Rancic konnte zeigen, daß diese Methode zusâtzlich zur Massenerhaltung auch in anderen
Eigenschaften etwas bessere Ergebnisse brachte als ein traditionelles semi-Lagrangsches
Schema mit bikubischer Interpolation. Allerdings brauchte das Verfahren in seiner Testum-
gebung auch etwa 2,5-mal mehr CPU-Zeit.Bedenkt man eine Erweitenrng des Verfahrens
auf drei Dimensionen wird diese Rechnung sicher noch ungünstiger. Neben der Integration
müssen dann pro Gitterzelle und Zeitschritt 27 Koeffizienten berechnet werden. Deshalb
wird in den nächsten Unterabschnitten 4.3.2b2-¡t.4.3.3 eine Alternative für zrryei Dimensio-
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nen und in Kapitel 7.1 für drei Dimensionen vorgestellt, die hinsichtlich des Aufivandes
günstiger ist ohne von den positiven Eigenschaften einzubüßen.
4.3.2 Das Prinzip der akkumulierten Masse in einem Punkt
Ausgangspunkt des neuen Verfahrens ist der Begriff der akkumulierten Masse in einem
Punkt, wie er tn Machenhauer und Olk (1996) eingefrihrt wurde. Betrachtet man Abb. 4.3,
dann ist die akkumulierte Masse im Punkt A mit den Koordinaten (€e,îÐ die gesamte
Masse südlich und westlich von A. In der Grafik ist dies als hell schraffierte Fläche darge-
stellt. Die V/ahl des Koordinatenursprungs als Bezugspunkt ist in dieser Definition beliebig.
Eine entsprechende Definition wäre bezüglich jedes anderen Punktes ebenso möglich.
D
Abb.4.3 Die akkumulierte Masse in Punkt A, M¡, ist die hell schraf-
fierte Fläche. Aus der akkumulierten Masse in den vier Eck-
punkten läßt sich die Masse mABco im Rechteck ABCD
bestimmen.
Mit Hilfe dieser Definition läßt sich die Masse innerhalb des Rechtecks ABCD bestimmen.
Bezeichnet man mit M¡ die akkumulierte Masse im Punkt X, dann gilt
ffienco: Mc-MD-MB+Me (4.13)
Das Integrationsgebiet õAij in (4.5) ist aber im allgemeinen kein Rechteck sondem ein
beliebiges Viereck. Anhand des Beispiels in Abb. 4.4 wird gezeigt, daß die eben beschrie-
bene Vorgehensweise dennoch sinnvoll eingesetzt werden kann, um die Masse megct im
beliebigen Viereck ABCD zu bestimmen, d.h. die rechte Seite von Gleichung (4.4) zu
ermitteln. Die Koordinaten der Punkte A, B, C und D sind dann die Startpunkte der Trajek-





sei derart gewählt, daß für eine Gitterzelle mit dem Mittelpunkt ((¡,¡, ni, j), die Koordinaten
des Startpunktes der Trajektorie, die an der südwestlichen Ecke der Zelle endet, (€i¡, ni;)
sind. Der Stem deutet an, daß es sich bei den Koordinaten um Werte handelt, die im allge-
meinen zwischen Gitterpunkten liegen.
Abb.4.4 Skizze zur Verdeutlichung der Notation in einem allgemeinen Vier-
eck ABCD.
Fär das Beispiel in Abbildung4.4 gih
,k ,ß :t ,< :ß *4 : (€i,j,îi,j), g : (€i+1,¡rri*t,;), C : (€i+r,j+r, li+t,3+1) und
P: (€i,j+r,Ii,j+r).
Durch diese vier Punkte sind aber auch die Koordinaten der anderen Punkte eindeutig fest-
gelegt. Es ist AD : (€i3, ni¡ * r), um nur ein Beispiel ãr nennen. Eine einfache Betrach-
tung ergibt nun, daß die Masse im Viereck ABCD gleich der Masse im äußeren Rechteck
abzüglich der Masse des kleinen Rechtecks und der vier schraffierten Dreiecke ist, d.h.:
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(Mso-Mco-Msc*M.)
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+ (Ms-Mes-Mea*Mo)+(Msc-Mc-MB+Mc")l









( M¡e-Msa*Msc-Mc" *Mco-Mtcf Mot-Mno). (4.15)
In dieser Betrachtung steckt die Annahme, daß die Masse der schraffierten Dreiecke jeweils
gleich der Hälfte der Masse der dazv gehörenden Rechtecke ist. Diese Annahme ist um so
besser erfüllt, je gleichmäßiger die Masse über das Rechteck verteilt ist. Aus (4.15) wird
ferner ersichtlich, daß jede der vier Seiten des Vierecks einen Beitag zur Gesamtmasse lie-
fert. Sollten zwei Eckpunkte des Vierecks zusammenfallen und nur noch ein Dreieck übrig-
bleiben kann man mit dem gleichen Verfahren dennoch die Masse bestimmen. In Abb. 4.5
ist dieser Fall dargestellt.
ACC BC
BA
Abb.4.5 Beispiel für das Zusammenfallen zweier Eckpunkte, aus
dem Viereck wird damit ein Dreieck.
Mit der Notation aus der Abbildung ist, analog nt (4.15), die Masse des Dreiecks
I
mesc : ; (Mes - Msa t Msc -Mcs * Mce-Moc ) (4.r6)
Betrachtet man in Abb. 4.4 einmal das rechte Nachbarviereck, so ergibt sich nach kt¡rzer
Rechnung, daß z.B. der Beitrag der linken Seite des Vierecks (i+lj) vom gleichen Betrag
aber umgekehrten Vorzeichen ist wie der Beitrag der rechten Seite des Vierecks (ij). Man
muß also pro Viereck lediglich zwei Beiträge berechnen, welches jeweils die Differenz der
akkumulierten Masse rweier Punkte ist. Da die Koordinaten dieser Punkte aber im allge-
meinen nicht auf Gitterpunkten liegen kannzur Berechnung der akkumulierten Masse nicht
einfach die Definition angewendet werden. Dieser Sachverhalt ist in Abb. 4.6 erläutert.
Gesucht ist die akkumulierte Masse im Punkt C, der in der Gitterzelle (I,J) liegt und die
*. 4(
Koordinater 




Mc : Ma+m(or) +m(Q2) +m(o3), (4.171
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+ bry + ar)dy : trrt- * rbrr'f ary (4.1s)
Die Koeffizienten a¡, b¡ und c¡ 
€nechnen sich gemäß (3.38) und sie sind die Koeffizienten
der Parabel für die Verteilung der Masse in r1-Richtung innerhalb von Ç)1. Die ftinf in






ln (4.20), wie auch in allen folgenden Gleichungen, die eine akkumulierte Masse beschrei-
ben, muß die Summe genaugenommen noch mit der Fläche AA multipliziert werden.
Gebiet O2 ist nun analog zu betrachten,
*r"l
: J(crx" + brx + at)dx : t.,*
0
m(Os) : ftrrr"'t brrx + arr)dx : I
0





a¡, b¡ und c¡ bestimmt man aus ftinf in r1-Richtung akkumulierten Massen und sie bilden die
Koeffizienten der Parabel ftir die Verteilung der Masse in (-Richtung innerhalb von Çl2. Die
fünf akkumulierten Massen sind nun,
J- I
Iou, i:r-2,...,r+2. (.22)j:r
Und schließlich erhält man m(Q¡),
ot)(m
-tcux (4.231
die akkumulierten Massen zur Berechnung der Koeffizienten sind diesmal,
i:I-2,...,I+2 (4.24)
wobei a¡¡, bil und c¡¡ jeweils die Parabel fi.ir die Verteilung der Masse in (-Richtung inner-
halb der Zellen (I 
- 
2,1),...,(I+2,J) festlegen.
Da pro Gitterzelle die akkumulierte Masse an vier Punkten zu berechnen ist, stellt sich die
Frage, ob in dem beschriebenen Verfahren noch redundante Berechnungen enthalten sind.
V/eiterhin liefert das Verfahren eine Quelle die eine Ungenauigkeit, welche nicht auf den
ersten Blick zu erkennen ist, zur Folge haben kann. Diese liegt in der Berechnung von Dif-
ferenzen akkumulierter Massen. Die akkumulierten Massen sind Werte, die im gewählten
Koordinatensystem von links unten nach rechts oben zunehmen. Die Differenz zwischen
sehr großen Werten kann aber nur bis zu einer vom Rechner abhängigen Grenze genau
bestimmt werden. Im ungünstigsten Fall bekommt man so eine über das ganze Gebiet unter-
schiedliche genaue Verteilung. Im folgenden Abschnitt wird eine Alternative diskutiert, die





4.3.3 Eine Alternative: Die akkumulierte Masse einer Linie
Analog zur Definition der akkumulierten Masse in einem Punkt, kann man die akkumulierte
Masse einer Linie parallel zrrr \- bzrv. r1-Achse defrnieren. Dies ist dann die gesamte Masse
südlich bav. westlich dieser Linie bis zur entsprechenden Koordinatenachse. In Abb. 4.7 ist
diese Definition wiederum für die Masse in einem Rechteck ABCD veranschaulicht. Ist
Mx,y die akkumulierte Masse einer Linie mit den Endpunkten X und Y, dann gilt ftir das
Rechteck n Abb.4.7:
magco : M",B-MA,D. (4.25)
In diesem Beispiel wurde die Definition einer Linie paralhel zur r1-Achse zugrunde gelegt.
Diese Wahl wird bei den folgenden Ausführungen beibehalten ist aber prinzipiell beliebig.
D
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Abb.4.7 Die akkumulierte Masse der Linie AD, M¡,p ist die schraf-
fierte Fläche. Aus der akkumulierten Masse der Linien AD
und BC läßt sich die Masse mRecD im Rechteck ABCD
bestimmen.
Auf ähnliche V/eise wie zuvor kann man auch diesmal die Masse in einem beliebigen Vier-
eck bestimmen. Für das Beispiel in Abb. 4.4 erhalt man dann:
ffiABCD : I
2 [(Msc, B * Mc, cs) - (Mn, oa * Ma, Ro) (4.26)
+YZr. (Mco, c + Mo, oc) + YZz.(Ms, sa + Mas, a)l
YZlundYZ2sindVorzeichen mit dem der Beitrag der "nördlichen" bzvr. "südlichen" Seite
des Vierecks in die Gesamtmasse eingeht. Es ist




wobei die Funktion "sign" das Vorzeichen des Ausdrucks in der runden Klammer liefert.
Wenn man Gleichung (4.26) etwas näher betrachtet, erkennt man, daß die Terme in den
runden Klammern jeweils das arithmetische Mittel der akkumulierten Masse zweier Linien
ist. Das bedeutet aber, daß man ebenso gut direkt die akkumulierte Masse an der Linie
berechnen kann, die in der Mitte zwischen beiden liegt. In Abb. 4.8 ist die Fläche schraffiert
über die effektiv integriert wird, weil das Viereck letztlich durch die schraffierte Fläche
approximiert wird.
Abb.4.8 Allgemeines Viereck und die dazugehörige Fläche
durch die es approximiert wird.
Die Approximation ist natürlich um so besser, je weniger das Viereck deformiert ist, d.h. je
glatter die Strömung ist. Da auch hier wieder die Beiträge einer Seite beim jeweils benach-
barten Viereck mit entgegengesetztem Vorzeichen eingehen ist pro Gitterzelle nur die akku-
















m(Qr) : J{"r,, *ty2 rbr,l*ry*ar,¡*r)dy : å.r,r*,y' *)or,r*ry'*ar,¡*,y. (a.28)
0
Das Verfahren, die akkumulierte Masse einer Linie, deren Endpunkte nicht auf Gitterpunk-
ten liegen, zu bestimmen, wird anhand von Abb. 4.9 erläutert. Die schraffïerte Fläche ist die
gesuchte akkumulierte Masse. lV'enn diese sich in r'¡-Richtung über zrvei oder mehr Reihen
erstreckt, ist eine getrennte Berechnung der Bereiche notwendig, es ist
Die Koeffizienlen àt,I+t, \,¡a1 und c¡,¡a1 sind die Koeffizienten der Parabel, welche die
Massenverteilung innerhalb Ç)1 bis zur Linie AB in r1-Richtung beschreibt. Sie müssen
zunächst mit (3.38) berechnet werden und die dabei verwendeten akkumulierten Massen
sind durch
I- I l"l
I0,,¡ + jc,.,x3 +;brjx2 + arjx , i: J- 1,...,J+3, (4.2s1
i:l
gegeben. arj, brj und c1; sind jeweils die Koeffizienten der Parabel fi.ir die Verteilung der
Masse in [-Richtung in der Gitterzelle (Ij). Analog gilt für den Bereicho"z,
1
m(oz) : J{",rv'+ br¡y + a,r)dy : 1.,rr' *Lor,r'* arry (4.30)





I ô,,; * ].,,*' *)or,*
Dieser Algorithmus kann derart programmiert werden, daß er alle möglichen Fälle erfaßt.
Beim Beispiel in Abb. 4.9 liegen A und B, Anfangs- und Endpunkt der Linie, in benachbar-
tenZellen. Es kann nattirlich ebenso sein, daß sie in die gleiche Zelle fallen bzw. daß eine
oder mehre rc Zellen danvischenliegen.
Die in diesem Kapitel beschriebene Alternative, welche die Berechnung akkumulierter
Massen von Linien parallel zur r1-Achse als Grundlage hat kann prinzipiell ebenso mit
akkumulierten Massen von Linien parallel zur Ç-Achse hergeleitet werden. Erstere hat aller-
dings einige Vorteile wenn man das Verfahren in sphärischen Koordinaten formuliert. In
numerischen Modellen auf der Kugeloberfläche läuft die Lösung der verschiedenen Glei-
chungen im allgemeinen derart ab, daß sie vom Nordpol beginnend sukzessive für jeden
Breitenkreis berechnet wird. Ein Gewinn dieser Methode ist das immer nur die Variablen
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für einige wenige Breitenkreise im Hauptspeicher gehalten werden muß. Betrachtet man
nun aber (4.31) frir den Fall, daß die akkumulierte Masse einer Linie parallel zur [-Achse
berechnet wird so bedeutet der erste Term, daß die Boxmittelmittelwerte für alle Breiten-
kreise vom Nordpol bis zur Box in der die Linie liegt benötigt werden, was nicht gewährlei-
stet werden kann. Daher ist die in diesem Kapitel beschriebene Variante im Vorteil.
In Abb. 4.10 ist der Ablauf der einzelnen Teilschritte des Verfahrens noch einmal schema-
tisch zusammengestellt. Das bisher entwickelte 2D-Verfahren hat den Vorteil, daß es aus-
schließlich mit eindimensionalen Operatoren (hier sind das die Integrationen) auskommt.
Durch sukzessives Anwenden dieser Operatoren ist die eindimensionale Methode auf zrvei
Dimensionen erweitert worden. Das so gewonnene zweidimensionale Verfahren ist aber
leider nicht mehr monoton oder positiv defìnit, selbst wenn die lD-Operatoren dies einzeln
jeweils erfüllen. Der Grund dafi.ir ist wie folgt einzusehen: Um z.B. eine Funktion in
r1-Richtung zu berechnen, muß man zunächst fünf Integrationen in (-Richtung durchführen,
wodurch automatisch die Variation der Masse entlang der Diagonalen mit ins Spiel
gebracht wird. Diese Variation ist in r'¡-Richtung aber nicht einheitlich und Eigenschaften
wie Positivität oder Monotonie, die den Parabeln aufgeprägt werden, gelten dann nur bei
Integration über eine ganze Zelle. Da man in der Praxis aber über Teilbereiche einer Gitter-
zelle integriert sind Monotonie oder Positivität der Lösung im beschriebenen nveidimen-
sionalen Ansatz auf diese Weise nicht zu erreichen.
Erhebt man die Forderung nach Monotonie, ist es notwendig das etwas umfangreichere
Konzept des "Fluß-korrigierten Transportes" von Zaleszak (1979) zu verfolgen, wie es zrlm
Beispiel in der Arbeit von Holm (1995) geschieht. Eine andere Technik, die den Fluß einer
Eigenschaft von einer Gitterzelle in die benachbarte begrenzt ist von Thuburn (1996) ent'
wickelt worden. In den Experimenten dieser Arbeit wurde lediglich eine positiv definite
Lösung verlangt, welches man im Nachhinein auf verschiedenen Wegen bewirken kann.
Die einfachste Methode ist das sogenannte "hole-fïl1ing" bei dem die negativen Werte eini-
ger Gitterpunkte durch die Masse an benachbarten Punkten aufgefüllt werden. Dieser Vor-
gang verletzt in keiner 'Weise die Massenerhaltung. Hier wurde ein lokales "hole-filling"
bentttzi., d.h. die Masse, die gebraucht wird, um einen negativen Wert auf Null zu heben,
wird immer von Punkten aus einem lokal begrenzten Bereich genommen. Dieser Bereich
wird aus denjenigen Gitterzellen gebildet, die in die Berechnung der Parabeln der in Frage
kommendenZelle involviert sind. Dadurch ist gewährleistet das in derNachbarschaft nega-
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Abb.4.lo Ablauf der verschiedenen Schritte beim Zellintegrations-
verfahren in ebenen kartesischen Koordinaten.
4.4 Ergebn¡sse am Beispiel des rotierenden Zylinders
Das 2D-Verfahren wird nun anhand eines bekannten Beispiels untersucht. Dabei handelt es
sich um einen Zylinder, der um den Mittelpunkt eines gegebenen Gebietes rotiert. Das Inte-









repräsentiert, R ist der Radius und H die Höhe des Zylinders. Es ist
2 22r +(n-no) (4.33)
wobei (€o,no) die Anfangskoordinaten der Zylndermitie sind. Die hier verwendeten geo-
metrischen Parameter sind H:30 und R:5 und die Startkoordinaten sind ((s,ng):(60,40). In
Abb. 4.1la ist der Zylinder im Ausgangszustand zu sehen.
Die Rotation erfolgt mit einer Winkelgeschwindigkeit von o : 0, 3636.10-as-1 und der
Zeitschritt beträgt 2700 s. Dies bedeutet eine maximale Cotxant-Zahl von 5,5 und 64 Zeít-
schritte für eine volle Umrundung. Die Komponenten des Geschwindigkeitsfeldes sind
durch,
ü (8, rl) : (u, v) : (rrr(, -rrrq) (4.34)
gegeben, Ì i" 1+.1+) ist der Geschwindigkeitsvekor, der in diesem Beispiel divergenzfrei
ist. Die Startpunkte der Trajektorien können hier analytisch berechnet werden. Für eine Tra-
jektorie die am Gitterpunkt (IÂ(,JAq) endet, lautet der korrekte Startpunkt (€*,n*), wie z.B.
bei McDonald (198Q zu verfolgen ist
q* : IA6- {usinorÂt+v(l - cosoAt)}/o (4.35a)
r1* : JÅn 
- {vsinrrrAt-u(l - cosroÂt)}/a. (4.35b)
Als Fehlermaß fi.ir die Abweichung der berechneten von der analytischen Lösung wird die




RMSE : Iton - of"')' .I (4.36)K
k
Hierin ist K die Anzahl der Gitterpunkte, $o die berechnete Lösung am Gitterpunkt k und
6[t" dle "wahre" Lösung. Weiterhin wird das Maximum und das Minimum der berechne-
ten Lösung sowie die mit der Anfangsmasse normierte Gesamtmasse des rotierenden Zylin-
ders untersucht.
Bei den Experimenten wurde das SlZl-Verfahren wie in Kapitel4.3 beschrieben, verwen-
det, d.h. zunächst Integration in (-Richtung und dann in q-Richtung. Es wurde je ein Expe-
riment mit konstanten, linearen und quadratischen Funktionen durchgefrihrt mit der
zusätzlichen Bedingung, daß die Lösung positiv definit sein soll.
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MIN MAX RMSE TOTAL
initial 0.000 30.000 0.000 1.000
quadratisch 0.000 29.982 0.805 1.000
linear 0.000 23.1s6 r.269 1.000
konstant 0.000 8.049 2.122 1.000
bikubisch -1.251 34.5r9 1.249 0.987
quadratisch-1 0.000 29.984 0.802 1.000
Tab.4.1 Ergebnisse der Experimente mit einem rotierenden Zylinder nach sechs
vollen Umrundungen. Die Werte in der Tabelle sind jeweils dimensions-
lose Größen. Das Experiment mit der Bezeichnung "quadratisch-1" bedeu-
tet umgekehrte lntegrationsreihenfolge bezogen auf die anderen Fälle.
Als Vergleich dient ein Experiment mit semi-Lagrangscher bikubischer Interpolation.
Schließlich wurde auch noch ein Experiment mit quadratischen Funktionen, aber umge-
kehrter Integrationsreihenfolge, d.h. zuerst in q-Richtung und dann in (-Richtung, aufge-
setzt. Letztgenanntes Experiment bezeichne ich im folgenden mit "quadratisch-1". In
Tabelle 4.1 sind die Ergebnisse nach sechs kompletten Umrundungen zusammengestellt
und die Abbildungen 4.1 lb 
- 
4.1 lf zeigen jeweils den Zylnder am Ende der sechs Runden.
Alle Experimente zeigen, daß wie beim semi-Lagrangschen Verfahren erwartet, die numeri-
sche Lösung auch bei Courantzahlenweit größer als eins, stabil ist. Für das in dieser Arbeit
entwickelte Sl.Zl-Verfahren war dieser Beweis noch zu erbringen. Beim Experiment mit
konstanten Funktionen (b) kann man nach sechs Umläufen nicht mehr erkennen wie der
Ausgangszustand ausgesehen hat. Das Profil ist über ein weites Gebiet verschmiert und die
Höhe des Signals ist auf unter ein Drittel der ursprünglichen Höhe gesunken. Schaut man
sich hingegen die linearen und quadratischen Funktionen (d)-(Ð an ist eine deutliche Ver-
besserung zu erkennen. Die Wurzel des mittleren quadratischen Fehlers, ein Maß fi.ir die
numerische Genauigkeit des Verfahrens, wird wie erwartet mit steigendem Grad der Funk-
tionen kleiner und die Gestalt des Zylinders bleibt deutlicher zu sehen. Vergleicht man die
SLZI-Experimente mit der bikubischen Interpolation (c), so ist der Tabelle zu entnehmen,
daß die linearen Funktionen in etwa die gleiche formale Genauigkeit aufiryeisen. Der
geringe Unterschied ist dadurch nt erklären, daß die linearen Funktionen der ntsätzlichen









Abb.4.11 Berechneter Zylinder nach 6 Umrundungen bei einem Zeitschritt von At=2700 Sekunden
für (b) konstante Fkt., (c) bikubische lnterpolation, (d) lineare Fkt., (e) quadratische Fkt.
und (f) quadratische Fkt. aber umgekehrte lntegrationsreihenfolge als zuvor. Teilbild (a)
zeigt schließlich den Ausgangszustand.
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Das negative Minimum und ein Maximum größer als die ursprüngliche Höhe des Zylinders
bei der bikubischen Interpolation sind auf das Über- bzw. Unterschwingen der numerischen
Lösung zurückzuführen. Dies hat keine weitere Bedeutung, denn es läßt sich mit zusätzli-
chen Einschränkungen wie Positivität oder Monotonie beseitigen. Die Erhaltung der
Gesamtmasse ist, wie erwartet, bei allen SlZl-Experimenten erfüllt, nur das Experiment
mit bikubischer Interpolation hat am Ende einen leichten Massenverlust aufzuweisen. Wei-
terhin ist zu bemerken, daß die Reihenfolge der Integration keine Rolle spielt und beide
Varianten zu ähnlichen Ergebnissen führen. Die Teilbilder (e) und (f) in Abb. 4.11 lassen
keine Unterschiede erkennen und auch die numerischen Ergebnisse in Tab. 4.1 zeigen nur
geringe Abweichungen voneinander.
Als Fazit läßt sich festhalten, daß die in Kapitel4 vorgestellte Erweiterung des SLZI-Ver-
fahrens auf zrrei Dimensionen sinnvolle Ergebnisse liefert. Im Kern werden dabei sukzes-
sive eindimensionale Integrale berechnet, die Bestandteile einer konservativen Abbildung
des Eigenschaftsfeldes zwischen einem regelmäßigen und einem unregelmäßigen Gitter
sind. Die in Kapitel3 untersuchten Eigenschaften der Methode konnten auch in 2D-Experi-
menten bestätigt werden. Dabei ist das Verfahren symmetrisch bezüglich der Vertauschung
der Integrationsreihenfolge, d.h. es ist egal ob zunächst in (-Richtung und dann in r1-Rich-
tung integriert wird oder umgekehrt. Vergleicht man es mit anderen weitverbreiteten
semi-Lagrange-Verfahren wie z.B. der semi-Lagrangschen bikubischen Interpolation,
erhält man bereits mit linearen Funktionen eine ähnliche numerische Genauigkeit aber der
ntsâtzlichen Eigenschaft, daß die Gesamtmasse erhalten bleibt. Ein Verfahren höherer Ord-
nung ergibt sich durch quadratische Funktionen, die nvar einen höheren Aufivand bedeu-
ten, aber durchweg verbesserte Resultate liefern.
Im nächsten Kapitel wird nun untersucht, wie sich das Verfahren auf die Kugelgeometrie
übertragen läßt. Besondere Aufinerksamkeit wird dabei den Polen gewidmet, die eine
gesonderte Behandlung erfahren.
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5. Das Zellintegrationsvedahren auf der Kugel
Bei den Überlegungen das Sl.Zl-Verfahren auf die Kugel zu übertragen sind zunächst
einige Besonderheiten der Kugeloberfläche zu berücksichtigen. Für ein Gitterpunktsmodell
gibt es auf der Kugeloberfläche zwei ausgezeichnete Punkte, wenn man ein Koordinatensy-
stem aus Längengraden und Breitenkreisen zugrunde legt. Natürlicherweise bildet die
Kugeloberfläche besonders für spektrale Modelle die idealen geometrischen Bedingungen.
In diesen Modellen gehört zu den Spektralkoeffizienten einer Variablen immer ein entspre-
chendes Feld im Ortsraum (1,,0). Die Koordinatenlinien des Ortsraumes bestehen aus Län-
gengraden und Breitenkreisen und sie bilden das sogenannte Gaußsche Gitter. Dieses ist im
folgenden gemeint, wenn von einem Gitter oder von Gitterpunkten die Rede ist. In diesem
Gitter sind Nord- und Südpol ausgezeichnete Gitterpunkte, da dort alle Längengrade
zusammenkommen und die Pole damit keine eindeutige Längenkoordinate haben. Der
geringe Abstand der Längenkreise und die große Krümmung der Koordinatenlinien in der
Nåihe des Pols sind ein weiteres Merkmal der Kugelgeometrie. Weiter unten wird genauer
erläutert welche Auswirkungen das auf die Trajektorienberechnung und auf die konserva-
tive Abbildung hat.
Der in Kapitel 4 für ebene kartesische Koordinaten entwickelte Algorithmus ist zunächst
relativ einfach auf Kugelkoordinaten zu übertragen. Das wird deutlich wenn man sich in
Erinnerung ruft, daß Flächenintegrale Kernsti.ick des Algorithmus sind. Integrale der Form
II - J 0i;(€, n)d€dn (5.r)
ôA;
lauten in Kugelkoordinaten ausgedrückf,
I I 0,¡{r,, o)cosodod}.. (5.2)
ðAu
õAU ist das Flächenstück, über das zu integrieren ist, l" ist die Längenkoordinate und 0 die
Gaußsche Breite,I bzw. Ï sind Bezeichnungen für die entsprechenden Integrale. Verwendet
man anstelle von 0 jedoch den Sinus der Breite,
p : sinO
ergibt sich aus Gleichung (5.2)





d.h. man hat eine formale Gleichheit mit (5.1) hergestellt und kann nun den gleichen Algo-
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Abb.5.t Skizze des À-p-Koordinatensystem, dünne senkrechte Linien sind Län-
genkreise, waagerechte Linien sind Gaußsche Breitenkreise. Der Aquator
(U=0) und der Nordpol (p=1) sind etwas stärker hervorgehoben.
In der Skizze sind exemplarisch einige Koordinatenlinien eingezeichnet. Die Linien ¡r:l
bzv,r. ¡¡:- 1 repräsentieren den Nord- bnv. Südpol, die ebenso mehrdeutig bzgl der Län-
genkoordinate sind wie im l,-0-Koordinatensystem auch. Die Seiten des eingezeichneten
Vierecks werden als gerade Linien angenommen analog zu den Verhältnissen in kartesi-
schen Koordinaten. Diese Annahme ist aber in der Nähe der Pole nicht mehr ausreichend
gerechtfertigt, was in einem späteren Teilkapitel noch genauer untersucht wird.
Führt man die Analogie zu kartesischen Koordinaten fort muß noch ein weiterer Aspekt
betrachtet werden. Die Gleichungen zrú Berechnung von Parabeln in Kapitel 3 gingen von
einem äquidistanten Gitter aus was insbesondere bei der Herleitung von (3.39) eine Rolle
spielt. Die ¡r-Koordinaten auf der Kugel sind aber nicht aquidistant was nun berücksichtigt
werden muß. Führt man die Berechnungen in Anhang A, die als Resultat (3.39) ergeben, für
ein nicht-äquidistantes Gitter durch, erhält man, wie z.B. bei Collela und Woodward (1984)
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Obwohl diese Gleichungen recht kompliziert aussehen ist die Berechnung nicht sehr viel
aufuendiger als im Fall des äquidistanten Gitters. Da sich das Gitter mit der Zeit natürlich
nicht ändert muß man die meisten Faktoren nur einmal vor Beginn der Zeitschleife berech-
nen und kann sie dann als Konstante verwenden. Um die Beziehungen auch in Polnähe in
p-Richtung benutzten zu können, erweitert man das Gitter über den Pol hinaus um die not-
wendigen Punkte. Das ist in Abb. 5.1 am Nordpol durch gestrichelte Linien angedeutet.
5.1 Trajektorienberechnung auf der Kugel
In den meisten semi-Lagrangschen Modellen werden die Trajektorien linear approximiert.
Durch diesen Ansatz werden die Trajektorien durch Geraden dargestellt, was in kartesi-
schen Koordinaten auch eine gute Näherung ist. Da ist es naheliegend auf der Kugel direkt
in (À,0)-Koordinaten zu arbeiten, um die Winkeländerungen (^I,^e) innerhalb eines Zeit-
schritts zu berechnen,
dî.AI: 2LtT;+o(At2) (5.7a)




g1 : u(},(t), e(r)) _ u(À(t), e(t)) (5.8a,b)dt a. cos(0(t))' a
u bzw. v ist die zonale bzw. meridionale Komponente der Geschwindigkeit und a ist der
Erdradius. Diese Gleichungen wtirden bedeuten, daß Trajektorien auf der Kugel, durch
gerade Linien im (I,0)-Raum dargestellt werden, was aber in Polnähe eine schlechte
Lösung ist. In Abb.5.2 ist eine Situation skizziert, die das verdeutlicht.
A
Abb.5.2 Trajektorie an einem Breitenkreis in der Nähe des
Pols die im Punkt A endet.
Die Kreise stellen einige Breitenkreise rund um den Pol dar und die radialen Linien die
Meridiane. Betrachtet man nun Punkt A mit den Koordinaten (It,OÐ der Endpunkt einer
Trajektorie ist. Ist z.B. v(1,,0):0, dann ist die Tangente an den Breitenkreis in A eine gute
Wahl fi.ir die tatsächliche Trajektorie, in Abb. 5.2 als gestrichelte Linie dargestellt. Aus
(5.7) würde man als Trajektorie hingegen das in der Abbildung durchgezogene Bogenstück
erhalten. Um die falsche Berechnung der Trajektorien in Polnähe zu verhindern wird eine
Methode benutzt, die z.B.bei Ritchie (1956) oder McDonald und Bates (1989) beschrieben
ist.
Für jeden polnahen Punkt A, der im (I,0)-Koordinatensystem die Koordinaten
(I':I4,0':0a) hat, wird ein Hilfskoordinatensystem (1,',0') eingeführt, so daß der Punkt A





man durch zr¡rei aufeinanderfolgende Rotationen um die Winkel À¡ und 04 erzeugen. In
Abb. 5.3 sind die Verhältnisse graphisch dargestellt.
Abb.5.3 Das Hilfskoordinatensystem (I',0') am Punkt A wird durch Rota-
tion des geographischen Systems (I,0) um die Wnkel À¡ und 0¡
erzeugt.
Führt man diese Rotationen formal durch (siehe z.B. bei McDonald und Bates (1959) trr
Appendix A) so erhält man folgende Beziehung zwischen den Koordinaten beider Systeme,
cos0'cosl,' : cos0cos(I 
- 
l,a)cos0o + sinOsin0a (5.sa)
cos0'sinl,' : cos0 sin(}, 
- 
Io) (5.eb)





oder die inversen Formeln für l, und 0,
À: Àef atan
0 : asinIcos0'cosI'sin0o + sin0'cos0o] .
I cos 0'sin],' I





Aus (5.9a)-(5.9c) kann man weiterhin ableiten (McDonald und Bates (l9SS),Appendix A),









G : IcosOcos0o + sinOsinOocos(I 
- 
],o)],zcosO' F.121
und S : sinOosin(I-Ia)/cos0'. (5.13)
Am Punkt A ist G:l und S:0, d.h. (u',v')R:(u,v)e. Da die Krtimmung der Koordinatenli-
nien in der Umgebung von im (1"',0')-System genügend klein ist, kann dort nun (5.7) und
(5.8) zur genauen Berechnung des Startpunktes (À*',0*') der Trajektorie die in A endet
verwendet werden. Aus (À*', 0*') erhält man dann mit (5.10) den Startpunkt der Trajektorie




wobei ( ) ein zeitliches und räumliches Mittel entlang der Trajektorie ist, welches in
einem iterativen Prozeß bestimmt wird, der folgendermaßen abläuft:
(a) Erste Iteration mit (u', V') : (u', v')4 was nach (5.11) gleich (u, v)a ist.
(b) Ersetze 2Ât durch 
^t 
in (5.14) um den Mittelpunkt der Trajektorie im
(À',0')- System zu erhalten.
(c) Rücktransformation der Koordinaten des Mittelpunktes ins (1",0)-System mit Glei-
chung (5.10).
(d) Interpolation von (u, v)a am Mittelpunkt im (I,O)-System ergibt (u, v)u.
(e) Transformation von (u, v)u ins (I',0')-system mit (5.1l) um (ú', V')u im zwei-
ten Iterationschritt zu verwenden.
Dieses Verfahren der Trajektorienbestimmung auf der Kugel wird auch im "Integrated fore-
casting system"-Modell (IFS-Modell) des EZMV/F verwendet. Zum IFS-Modell, welches
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bei den Berechnungen in diesem Kapitel benutzt wurde folgen im Anhang C einige Erläute-
rungen.
Da ftir die SLZI-Methode die Trajektorien an den Eckpunkten der Gitterzellen berechnet
werden, muß noch erklärt werden wie der Startpunkt der Trajektorie die am Pol endet,
ermittelt wird. Dazu wird angenommen, daß in der unmittelbaren Umgebung des Pols der
Windvektor konstant ist. An jedem Punkt in dieser Umgebung gilt dann ftir die Komponen-
ten,
u, : V.sin(}"-Ào) (s.lsa)
v, : Vrcos(I-l,o) (5.r5b)
wobei Vo der Betrag des Windes ist und Ig der Längengrad aus dessen Richtung der l[ind
zum Pol weht. Gleichung (5.15b) ist aber die erste Fourierkomponente von v ztx Zeitt an
den polnächsten Gitterpunkten. Das bedeutet,
Vo : @+b)t/2 (5.r6)






*,ìvn1r.¡, r -¡e)sinÀr (5.r8b)
(5.19a,b)
(5.20a)
Der Startpunkt der Trajektorie am Nordpol (¡"*, e*)Np ist demnach,
l,* : atan(b/a), n fi Vp2AtU*:- 2a
Entsprechende Überlegungen für den Südpol ergeben,







Damit sind nun alle notwendigen Gleichungen zut Berechnung von Trajektorien auf der
Kugel aufgefrihrt. Im folgenden Teilkapitel wird nun ein Testproblem n¿r 2D-Advektion
auf der Kugeloberfläche genauer untersucht.
5.2 Advektion über den Pol
Das in diesem Kapitel beschriebene Experiment kann man zurecht als Standardtest für die
Entwicklung numerischer Verfahren in Kugelgeometrie ansehen. Es ist der Transport einer
kosinusfürmigen Glockenfunktion über den Pol mittels eines divergenzfreien Windfeldes.
Bei Willíamson et al. (1992) ist dies der Testfall 1. Die Glockenfunktion vollführt dabei
eine komplette Umrundung der Erdkugel und überquert dabei direkt den Nord- bzw. Süd-
pol. Der Anfangszustand der Funktion wird durch





beschrieben. Die maximale Anfangshöhe der Funktion ist 4:1690, dessen Radius R:a/3
und r ist der Großkreisabstand nvischen einem beliebigen Punkt (1",0) und dem Anfangs-
mittelpunkt der Funktion, der bei (Iç,0s):(3n12,0) liegt. Der Abstand r wird durch,
r : aacosIsin0"sin0 * cos0ccos0cos(], 
- 
fc)] (5.221
berechnet, wobei 16,37122106m der Erdradius ist. Das transportierende V/indfeld ist
u : uo(cosOcoso+ sinOcosl"sina) (5.23a)
v : 
-uosinl"sino (5.23b)
mitus:2nal(12 Tage) was ungeftihr 40 m/s bedeutet. u ist der Winkel zwischen der Achse
der Rotation und der Erdachse. Wählt man z.B. a:n12, erfolgt die Advektion direkt über
den Pol. Die Kosinus-Glockenfunktion wird in diesem V/indfeld ohne Änderung der Gestalt
transportiert.
Als erstes steht das Verhalten der SLZI-Methode beim Transport über den Nordpol im Mit-
telpunkt der Untersuchung. Dazu wird das eben beschriebene Experiment durchgeführt und
die Gestalt der Kosinus-Glockenfunktion kurz vor und kurz nach der Überquerung des
Nordpols analysiert. Eine detaillierte Fehlerechnung wird zunächst noch nicht durchgeführt.
Die spektrale Auflösung des Modells beträgt T42 was einem zugehörigen Gaußschen Gitter




schritte sind für eine volle Umrundung notwendig. In Abb. 5.4 sind die Konturlinien der
Funktion vor bzw. nach der Überquerung des Nordpols zu sehen.
Abb.5.4 Konturlinien der Kosinus-Glockenfunktion vor (unten im Bild) und
nach (oben im Bild) Überquerung des Nordpols. Die Konturlinien
haben einen Abstand von 100 und die niedrigste eingezeichnete
Linie liegt bei 100.
Im unteren Teil von Abb. 5.4 sind die Konturen einige Zeitschritte vor der Überquerung des
Nordpols zu sehen. Die dem Pol zugewandte Seite zeigt schon eine deutliche Abweichung
der Konturlinien von der Kreisform, aber insgesamt ist die Form der Kosinus-Glockenfunk-
tion noch zufriedenstellend. Einige Zeitschritte nach Passieren des Nordpols ist das Bild
ziemlich verzerct. Es scheint fast eine Aufspaltung des Musters in nvei verschiedene HälÊ
ten stattgefunden zu haben, zumindest kann man deutlich zu¡ei verschiedene Maxima
erkennen die symmetrisch angeordnet sind. Darüber hinaus scheint der Transport noch
nicht vollständig abgeschlossen zu sein, da direkt über dem Pol eine weitere Struktur zu
sehen ist, wenn auch nicht ganz so stark ausgepragt. Wie in den einleitenden Bemerkungen
zu Beginn dieses Kapitels erwähnt, hat man am Pol die besondere Situation daß die Koordi-
natenlinien stark gekrümmt sind und die Längengrade einen kleinen Abstand von einander
haben. Unter diesen Verhältnissen scheint das SlZl-Verfahren am Pol verfÌilschte Ergeb-
nisse zu liefern. Es ist allerdings erwähnenswert, daß die Erhaltung der Masse in diesem
Experiment erfüllt war. Eine mögliche Erklärung für die verzerrte Lösung ist die starke
Krämmung der Koordinatenlinien in Polnähe, die nt einer verfülschten Berechnung der
a..'...-ìr:{ii
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Flächenintegrale führen kann. Mit Hilfe von Abb. 5.5, einer polarstereographischen Ansicht




Abb.5.5 lllustration des SlZ|-Verfahrens anhand einer Gitterzelle in der Nähe des Pols.
Die schraffierten Flächen zeigen zwei Zellen zum Zeitpunkt t+^t, welche zum
Zeitpunkt t-Ât das Dreieck ABC bzw. das Viereck BCDE bilden. Die dünnen
Linien deuten die Trajektorien an, deren Startpunkte mit A, B, C, D und E
bezeichnet sind.
Die Kreise in der Abbildung stellen die Gaußschen Breiten dar und die radialen Linien die
Längengrade. Exemplarisch sind zwei Gitterzellen des regelmäßigen Gitters grau hervorge-
hoben, eine dreieckige Zelle, die als einen Eckpunkt den Pol besitz und die einen Breiten-
kreis weiter südlich angrenzende Zelle. Die Startpunkte der Trajektorien die an den
Eckpunkten dieser Zellen enden, sind durch kleine ausgefüllte Kreise dargestellt und mit
den Buchstaben A, B und C ftir die dreieckige Zelle, sowie B, C, D und E ftir die zweite
Zelle bezeichnet. Die durchgezogene Linie beschreibt dementsprechend das Viereck bzw.
Dreieck welches durch die Startpunkte z.rm Zeitpunkt t-Àt gebildet wird. Die dünnen
Linien sollen die Trajektorien andeuten. Schließlich sind noch eine Reihe offener Kreise in
der Abbildung zu sehen und zwar genau an den Stellen, an denen die Seiten des Dreiecks
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mit den Längenkreisen einen Schnittpunkt bilden. Man sieht, daß eine einzelne Seite eine
erhebliche Anzahl an Llingenkreisen schneidet, was aufgrund des geringen Abstands der
Meridiane in Polnähe nicht ven¡vunderlich ist. Die gleiche Situation ist in Abb. 5.6 nun noch
einmal in einem l"-¡r-Diagram dargestellt.
p:l
nl2 n 3nl2 2n
T
Abb.5.6 Situation wie in Abb.5.5, diesmal als À-p-Diagram. Zusälzlich sieht man als dicke
gestrichelte Linien die Verbindungslinien AB und AC.
Wenn man die Startpunkte der Trajektorien von den vier bnv. drei Ecken einer Gitterzelle
ermittelt hat legen diese das Viereck oder Dreieck fest über das zu integrieren ist. Die Seiten
des Vierecks oder Dreiecks sind, wie in der Beschreibung des Algorithmus dargelegt
wurde, gerade Linien im l,-pr-Diagram analog zu den Linien in ebenen kartesischen Koordi-
naten. Die geraden Linien sind in guter Näherung Bögen von Großkreisen. Diese Wahl ist
auch ausreichend genau solange man genügend weit vom Pol entfernt ist. In Abb. 5.6 sind
die Seiten eines Dreiecks eingezeichnet, das den Pol als Eckpunkt besitz. Schaut man ins-
besondere auf die Seiten AB und AC welche im Bild durch dick gepunktete Linien ange-
deutet sind erkennt man, daß die geraden Linien den Verlauf der Seiten wie sie in der
stereographischen Projekfion zu sehen sind, völlig unzureichend wiedergeben. Beim Blick
auf die Schnittpunkte der Dreiecksseiten mit den Längenkreisen wird dies ganz deutlich:
Der Schnittpunkt der Seite AC mit dem Längenkreis 8nl6 liegt in Abb. 5.5 deutlich nåfüer







Abb. 5.6 liegt aber weiter vom Pol (pr:l) entfernt als A. Berücksichtigt man also die korrek-
ten Schnittpunkte der Dreieckseiten mit den Meridianen, die zwischen A und beispielsweise
C liegen, ergibt sich die korrekte Fläche über die in diesem Beispiel integriert werden muß.
Die dick durchgezogenen Polygonzüge, die durch A, B, C und die Schnittpunkte festgelegt
sind werden durch die Meridiane in einzelne Teilabschnitte unterteilt so daß der Beitrag der
Seiten AB und AC zur Masse im Dreieck ABC, siehe Gleichung (4.16), durch die Summe
der Beiträge der Teilabschnitte zustande kommt. Um diese berechnen zu können sind neben
den bekannten Koordinaten der Startpunkte der Trajektorien auch noch die Koordinaten der
erwähnten Schnittpunkte notwendig.
5.3 Die Berechnung der Schnittpunkte
Unter der Annahme, daß die Seiten des Dreiecks Bogenstücke von Großkreisen sind, redu-
ziert sich das Problem auf die Bestimmung des Schnittpunktes n¡¡eier Großkreise, da die
Längengrade ebenfalls Großkreise sind. Zwei voneinander verschiedene Großkreise schnei-
den sich in genau zrvei Punkten und wenn keiner der Kreise der Aquator ist, liegt einer der
Schnitþunkte auf der Nordhalbkugel und der andere auf der Südhalbkugel. In der vorlie-
genden Aufgabe ist es relativ einfach den in Frage kommenden Schnittpunlf zu finden,
wenn man in der Nähe des Nordpols arbeitet ist es derjenige auf der Nordhalbkugel und
umgekehrt. Legt man nun durch die Großkreise eine Ebene so braucht man einen Punkt und
nruei linear unabhängige Richtungsvektoren um diese eindeutig festzulegen. Zunächst ein-
mal betrachtet man die Normalenvektoren auf der Ebene, die in Abbildung 5.7 im Teilbild a
-+ 
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Hilfsskizze zur Berechnung des Schnittpunktes zweier Großkreise. (a) Ebenen im
-t
Raum mit Normalenvektor (b) senkrechte Komponente von n1 (c) O-bzw. 1.r-Koordi-

















Die senkrechte Linie in Teilbild (a) mit der Beschriftung À:Is ist die Ebene durch den Län-
genkreis î,6 mit dem Normalenvektor nf . li. Ebene mit dem Normalenvektor n] legt den^-)
zweiten Großkreis fest. Während il in diesem Beispiel in der Bildebene liegt zeigt ;l in
die Bildebene hinein. In Teilbild (b) wo im wesentlichen der Bezug zwischen ne, n1 und
dem neu eingeführten Vektor k* aufgezeigt wird, liegt die Betrachtungsebene nun in der
von den Normalenvektoren aufgespannten Ebene. Im dritten Teilbild schließlich soll ver-
deutlicht werden, daß sich die 0- oder ¡r-Koordinate des Schnittpunktes unmittelbar aus nx
und dem kartesischen Einheitsvektor in z-Richtung bestimmen läßt. Die l,-Koordinate des
Schnittpunktes ist trivial, sie ist einfach gleich l,s. Die einzelnen Schritte sind also wie folgt,
. bestimme die Normalenvektore" 
"f unA n]
-) -)
. cosc[ : flO.fl1
I
--)-)








a cosO : l-¡r : fl*.e3
Der erste Schritt, die Bestimmung der Normalenvektoren auf den Ebenen bedarf noch der
näheren Erläuterung. Wie zu Beginn des Kapitels erwähnt sind ein Punkt ì .rrr¿ zrvei linear
unabhängige Richtungsvektoren I ,nO -1, ai. in der Ebene liegen zur eindeutigen Bestim-




r ist dabei ein beliebiger Punkt der Ebene, o und B durchlaufen unabhängig voneinander
reelle Zahlen.Der Vektor ? t ì steht senkrecht auf der Ebene und nach der Normierung
auf den Betrag eins ist der Normalenvektor auf die Ebene gefunden. Da beide Großkreise
durch den Mittelpunkt der Kugel gehen ist der Auþunkt ì : ì zu wählen. Der erste
Großkreis Gl ist ein Längengrad und enthält folglich den Nord- bzw. Südpol als Punkt. Fer-







Der aveite Großkreis G2 enthält ebenfalls zwei markante und bekannte Punkte. Den Start-
punkt der Trajektorie die am Pol endet und den Startpunkt der Trajektorie die im Punkt A
von Abb. 5.6 endet. Die Koordinaten dieser Punkte (À,0)a bzw. (1,,0)po1 legen somit die













a ist jeweils der Erdradius. Aus (5.25) und (5.26) kann man jetztdte Normalenvektoren
bestimmen und damit auch den Schnittpunkt der beiden Großkreise.
Bisher ist noch nicht näher spezifiziert worden für welche Gitterzellen diese Prozedur not-
wendig ist. Folgt man Abb. 5.6, kommen besonders diejenigenZellen des unregelmäßigen
Gitters in Frage, deren Seiten eine große Zahl an Längengraden kreuzen. Dies trifft in der
Regel auf alle Zellen zu die mit dem Pol einen Punkt gemeinsam haben, da der Abstand der
Meridiane dort besonders gering ist.
Abb.5.8 Konturlinien der Kosinus-Glockenfunktion vor (unten im Bild) und
nach (oben im Bild) Überquerung des Nordpols im Experiment
mit der verbesserten Berechnung für polnahe Breitenkreise. \Me-
derum beträgt der Abstand 100 und die niedrigste eingezeich-
nete Linie liegt bei 100.
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Es hat sich gezeigt, daß die Berechnung der Schnittpunkte zu spürbaren Verbessenrngen
führt, wenn die Ecke einer Zelle im Bereich lel > 80' liegt, bei einer T42-Auflösung bedeu-
tet dies, daß etwa 3-4 Breitenkreise rund um die Pole betroffen sind.
Wiederholt man nun das Experiment aus Kapitel 5.2 mit dem verbesserten SlZl-Verfahren,
erhält man das Bild aus Abb. 5.8. Die äussere Gestalt der Glockenfunkfion ist nun nach der
Überquerung des Nordpol deutlich zu erkennen, denn die Konturlinien zeigen annähernd
Kreisform. Der Transport des Signals ist ohne Verzemrng und vollständig vollzogen und
die in Abb. 5.4 noch beobachtete Spaltung des Signals ist verschwunden. Allerdings wurde
auch hier nur auf den qualitativen Aspekt des Transportes geschaut ohne exakte Fehlerbe-
rechnungen anzustellen, dies wird im folgenden Abschnitt nachgeholt.
5.4 Quantitative Untersuchungen zum SLz|-Transport auf der Kugel
Hier werden für verschiedene Experimente zunächst Konturlinien-Plots in orthographischer
Projektion untersucht. DasZentrum der Projektion liegt genau in der Mitte der analytischen
Lösung. Die Bilder zeigen die analytische Lösung mit gestrichelten Linien und die numeri-
sche Lösung mit durchgezogenen Linien jeweils nach einer vollen Rotation um die Kugel.
Das Linieninterval beträgt 100 Einheiten und die niedrigste Linie beginnt bei 100. Als zwei-
tes Bild wird für jedes Experiment noch ein Differenzenplot nvischen analytischer und
numerischer Lösung gezeigt, negative Werte sind gestrichelt und positive Werte durchgezo-
gen dargestellt. Eine Ausnahme bildet Abb. 5.9, dort ist es leider genau umgekehrt. Das
Minimum bzw. Maximum der Konturlinien ist jeweils angegeben. Anschließend wird der
zeitliche Verlauf einiger globaler Fehlermaße dargestellt.Dazu definiert man zunächst das
Integral I(Q)
Qn î+n/2I(0) : Jo L^nþ(}",0)cos0d0dl", (5.271
welches konsistent mit der gewählten numerischen Methode sein muß. Ist die Methode z.B.
kubische Interpolation, dann wird aus (5.27)
IJ
I(0): I Iö,:cos0,al(Â0)¡. (5.2s)
i:l j=1
0i¡ ist der Gitterpunktswert von S an der Stelle (I1, 0;). I ist die AnzahI der Längengrade
und J die Anzahl der Gaußschen Breiten. AÀ ist einfach der äquidistante Abstand zwischen
zstteiLangengraden. Im Falle von (Â0)¡ muß man beachten, daß aufgrund des nicht äquidi-
stanten Abstandes keine Werte ftir halbzahlige Indizes zur Verfügung stehen, daher ist
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(5.2s)
Im Falle des SlZl-Verfahrens jedoch sind die 01¡ schon automatisch Mittelwerte über eine
Gitterzelle (i j), die nur noch aufsummiert werden müssen. Denn analog zu (4.5), ist im
(I-p)-System
0i¡Â4, : Öi¡Âl,1lp)j : JJOI^,,t¡,t-^t)d),dp (5'30)
ôA;
die Masse in der Gitterzelle (i j). Die Summe über alle Zellen stellt somit die Gesamtmasse
dar. Für (ÂpÌ gilt das gleiche was in (5.29) für (^0)j hergeleitet wurde.
Mit Hilfe dieses Integrals können weitere Größen abgeleitet werden, wie z.B die l1-, 12- und
1- -Norm, gemäß den Definitionen
(^eÌ : 0j* 1/2-ei-t/2 : )rr,., *0.i) -)rr,*0j-,1 : fte,*, -0¡-r)
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$a ist die analytische und S die numerische Lösung. Zùsätzlichwerden die normierten Grö-
ßen von Mittelwert,Yarianz,Minimum und Maximum aufgezeichnet. Mit O : I[O(],, e)]
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Abb.5.9 Advektion mit SLZl-Verfahren über Nordpol in T42 Auflö-






















und Örnin : (minuu" (r, ei$(À, 0) - minu¡e 11, e¡$a(I, e))/(^0) . (s.37)
Â$ ist die Differenz zwischen dem Maximum und dem Minimum der analytischen Lösung
und Ss ist die analytische Lösung zumZeitpunkt F0. Der zeitliche Verlauf dieser Fehler ist
im dritten Bild der jeweiligen Experimente zu sehen. Für die verschiedenen Kurven wurden
unterschiedliche Linientypen und -stärken gewählt. Die Legende in den Bildern zeigl die
genaue Zuordnung.
In Abb. 5.9 sind nun die Konturlinien und der zeitliche Verlauf der Fehlermaße für das
Experiment aus Kapitel 5.3 zu sehen. Das normierte Minimum und die YaÅanz im unteren
Bild sind nicht zu unterscheiden. Schaut man zttnâchst einmal auf die Konturplots in der
oberen Hälfte der Abbildung sieht man ein in allen Richtungen, insbesondere in der Advek-
tionsrichtung, verbreitertes Signal. Diese Ausdehnung geht zu Lasten einer Abflachung im
Zentrum der Funktion. Die Differenz zwischen analytischer Lösung und numerischer
Lösung im rechten Bild verdeutlicht dies noch einmal. Das Maximum der Differenz scheint
bei genauerem Hinsehen nicht exakt auf dem Aquator liegen, d.h. auch ein kleiner Phasen-
fehler ist zu beobachten. Die mögliche Ursache ist im zeitlichen Verlauf der globalen Fehler
angedeutet. Alle Fehler steigen dem Betrage nach im Laufe der Zeit an. Der Anstieg ist zu
Beginn der Integration recht groß und bleibt dann annähernd konstant. Besonders markant
sind die Zeitpunkte an denen das Signal den Nord- bzw. Südpol überquert, dies ist nach 64
bnv. 192 Zeitschriuen der Fall. Die Fehlerverläufe von 1.o- und Maximumfehler steigen
dort rapide an und fallen einige Zeitschritte später ebenso steil wieder ab, allerdings nicht
ganz auf das Ausgangsniveau zurück. Offensichtlich zeigl das Maximum der numerischen
Lösung bnv. die maximale Differenz zwischen analytischer und numerischer Lösung in
allemächster Umgebung der Pole einen großen Fehler. Dies ist bei der qualitativen Betrach-
tung der Polüberquerung, wie das in Abb. 5.8 geschehen ist, nicht aufftillig geworden, zeigt
sich aber nunmehr bei der detaillierten Fehleranalyse. Dazu muß in Erinnerung gerufen
werden, daß in den bisherigen Experimenten auf der Kugel den zu integrierenden Funktio-
nen bisher keinerlei Einschränkungen wie Monotonie oder Positivität auferlegt wurde. Das
bedeutet aber auch, daß ein Überschießen bzw. Unterlaufen der numerischen gegenüber der
analytischen Lösung möglich ist. Die Situation am Pol, wo Parabeln über sehr kleine
Distanzen integriert werden scheint dafür besonders anfìillig. Bedenkt man zudem noch,
daß mit der Einführung der Schnittpunkte das ohnehin schon kleine Integrationsgebiet noch
weiter unterteilt wurde, stellt sich die Situation verschärft dar. Die qualitative Verbesserung
des Ergebnisses ist noch nicht ausreichend um auch eine quantitativ zufriedenstellende
Lösung zu erzielen Um dies zu erreichen wurde ein Polfilter eingeführt, was in reinen Git-
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In dieser Arbeit handelt es sich dabei um ein laufendes Mittel in zonaler Richtung, welches
für eine Variable A folgendermaßen definiert ist:
i+M
Tl_ei :ñ L Aj (s.38)j:i-M
i ist der Gitterindex in zonaler Richtung und M : (N 
- 
l)/2. Die Idee dabei ist eine Art
Mittelung des Signals über N Gitterzellen zu erreichen, so daß die unterschiedliche Fläche
der Zellen des regelmäßigen Gitters etwas ausgeglichen wird. Bei der Wahl von N wurden
Kriterien zugrunde gelegt, die im wesentlichen einer Plausibilitätsbetrachtung genügen. Der
Polfilter soll maximal ein Viertel der Breitenkreise pro Hemisphäre beeinflussen und der
Übergang zu den unbeeinflußten Breitenkreisen soll einigermaßen fließend sein. Für ein
Modell in T42-Auflösung sind dann die ersten acht Breitenkreise vonNord- bzw. Südpol an
betroffen. In Tabelle 5.1 sind die im Experiment verwendeten V/erte für N aufgeftihrt.
Tab. 5.1 Anzahl der Gitterzellen N pro Breitenkreis, über die durch
den Polfilter ein Art Mittel gebildet wird.
Wiederholt man das vorherige Experiment nun mit dem Polfilter ergibt sich als Resultat
Abb. 5.10. Um die verschiedenen Einflüsse getrennt voneinander zu untersuchen, ist im
Experiment von Abb. 5.ll als ntsatzliche Eigenschaft Positivitat gefordert, was für diesen
Spezialfall vernünftig ist, da die Funktion zu Beginn der Integration ausschließlich positive
W.erte annimmt. In Tabelle 5.2 sind die Fehler am Ende der Integration für die drei Experi-
mente aufgelistet.
ll 12 l"o M V Min Max
T42, ohne Filter, nicht pos. def. 0.227 0.741 0.166 0 -0.761 -0.767 -0163
T 42, mit Filter, nicht pos. def. 0.1 98 0.117 8.9 l0-2 0 -5.1 l0-2 -3.1 10-2 -8.4rc-2
T42,mit Filter, positiv definit 0.1 53 0.119 9.i 1o-2 0 4.7 1o-2 -8.5 10-2
Tab.5.2 Fehler nach 256 Zeitschritten für die drei Experimente mit der SLZI-Methode. ln der
ersten Zeile wurde weder ein Polfilter venruendet noch Positivität gefordert. ln der
zweiten Zeile kam ein Polfilter hinzu und in der dritten Zeile ist die Lösung zusätzlich
positiv definit.
Breitenkreis 1 2 3 4 5 6 7 B
N I I 7 7 5 5 3 3
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Durch die Einführung des Polfìlters konnte das Ergebnis erheblich verbessert werden. Man
kann im zeitlichen Verlauf der Fehler zvrar immer noch erkennen zu welchen Zeiþunkten
Nord- bzrv. Südpol überquert wurden, der sprunghafte Anstieg und Abfall ist jedoch ver-
schwunden. Am Ende der Integration liegen alle Fehler niedriger als in dem Experiment
ohne Polfilter obwohl der kontinuierliche Anstieg der Fehler mit der Zeit geblieben ist. Der
Differenzenplot zeigt weiterhin ein recht symmehisches Bild, das heißt der mögliche Pha-
senfehler ist durch den Polfilter auch beseitigt worden. Die Verbreiterung des Signals findet
nunmehr fast ausschließlich in Transportrichtung statt, senkrecht daz:u ist sie vernachlässig-
bar. Die negativen Werte sind im Konturplot nicht zu sehen, da der Abstand der Konturli-
nien 100 behägt. Das negative Minimum in Abb. 5.10 entspricht aber immerhin ca.3%o des
Maximums, ist also nicht zu vernachlässigen.
Verlangt man von der Lösung ntsätzlichPositivitat ergeben sich noch geringe Änderungen
wie in Abb. 5.11 und Tab. 5.2 zu sehen ist. Der 11- Fehler ist sichtbar zurückgegangen, weil
der Beitrag der negativen'Werte nun ausbleibt. Dieser kompensatorische Effekt fÌillt bei den
anderen Fehlem weg, so daß man beim 12- und l*-Fehler, sowie dem normierten globalen
Maximum sogar eine leichte Verschlechterung gegenüber dem Experiment zuvor festzu-
stellen ist. Auch das Maximum der Funktion am Ende der Integration ist leicht gesunken.
Dies steht aber im Einklang mit der Erkenntnis das eine positiv definite oder gar monotone
numerische Lösung gegenüber einer uneingeschränkten Lösung leicht dissipativ ist. Für alle
weiteren Experimente wird jedoch der Transport einer Kosinus-Glockenfunktion direkt
über den Pol, in T42-Auflösung, mit quadratischen Funktionen, Polfilter und positiv defini-
ter Lösung als Referenz herangezogen. In den folgenden Experimenten werden einzelne
Parameter verändert und ihr Einfluß auf die Lösung diskutiert. Die Abbildungen zu allen
weiteren Experimenten finden sich im Anhang D.
Experimente mit unterschiedlichen Auflösungen
Zwächst einmal wird der Einfluß des Gitters auf die numerische Lösung untersucht. Dazu
wurden Experimente mit unterschiedlichen Auflösungen analog dem Referenzexperiment
(dritte Zeile nTab.5.2) durchgefrihrt. Neben dem Referenzexperiment in T42-Auflösung,
wurde noch ein T2l,T30 und T63 Lauf durchgeftihrt. Wie in Tab. 5.3 zu sehen ist nehmen
sämtliche Fehler mit steigender Auflösung ab, d.h. die bessere Auflösung führt, wie auchnt
erwarten ist, zu einer genaueren numerischen Lösung und die Differenz zwischen beiden
Lösungen wird kleiner. Schaut man sich den 11- oder l2-Fehler an stellt man fest, daß sich
der Fehler bei jeder Steigerung der Auflösung in etwa halbiert. Dies gilt aber nicht für den
Sprung vonT42 auf T63, hier fÌillt die Verbesserung deutlicher aus. Ein Blick auf die Kon-
turlinien im T63 Experiment zeigt ebenfalls eine sehr gute Übereinstimmung zwischen ana-
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lytischer und numerischer Lösung. Für diese Tatsache gibt es aber keinen offensichtlichen
Grund, es scheint vielmehr so, daß bei dem gewählten Zeitschritt, der ja in allen Experimen-
ten gleich ist, die Startpunkte der Trajektorien im T63-Gitter zuftillig besonders günstig lie-
gen. Das ist dann der Fall, wenn die Überlappung einer Zelle des unregelmäßigen Gitters
mit einer einzigen Zelle des regelmäßigen Gitters besonders groß ist.
ll 12 l* M V Min Max
Auflösung T21 0.734 0.465 0.367 0 0.322 0 -0.359
Auflösung T30 0.35 r 0.258 0.205 0 0.109 0 -0.205
Auflösung T42 0.1 53 0.1 19 9.7 rc-z 0 4.7 rc'z 0 -8.5 l0-2
Auflösung T63 2.t rc'z 1.8 10-2 1.4 rc-2 0 1.5 10-2 0 -2.2rc-3
Tab. 5.3 Fehler nach 256 Zeitschritten für die Experimente mit unterschiedlicher Auflösung
Das T42-Experiment ist das Referenzexperiment.
Ein Blick auf die Differenzenplots zeigt eine weitere Besonderheit beim T63-Experiment.
Während bei allen anderen Auflösungen im wesentlichen im Zentrum der Kosinus-Glok-
kenfunktion eine Abflachung und an den Rändern in Advektionsrichtung einZerfließen des
Signals zu beobachten ist, sind die Verhältnisse im T63-Experiment leicht verändert. Hier
machen sich auch dissipative Effekte senkrecht zur Transportrichtung bemerkbar. Sie sind
von der Amplitude her gesehen w,lar absolut klein, aber doch größer als entsprechende
Effekte in Transportrichtung. Noch bedeutender erscheint mir aber eine zweite Beobach-
tung. Der Differenzenplot im T63-Experiment deutet auf eine Tendenz zur Aufspaltung des
Signals und zur Herausbildung zrveier Maxima hin. Für das SlZl-Verfahren ist möglicher-
weise eine Grenze erreicht an der die feine Auflösung am Pol zu Problemen ftihren kann. Es
ist ohnehin empfehlenswert bei derartigen Auflösungen mit einem sogenannten reduzierten
Gitter zu arbeiten. Bei einem solchen Gifier ist die Anzahl der Längengrade in einigen Brei-
tenkreisen in Polnåihe gegenüber der Anzahl am Äquator verringert. Im Ausblick werde ich
auf diesen Punkt aber noch nifüer eingehen.
Experimente mit u ntersch ied I ichen Fu n ktionen
Der experimentelle Vergleich von konstanten, linearen und quadratischen Funktionen
bestätigt im die in den vorherigen Kapiteln beobachteten Eigenschaften. Die exaktenZah-
len nach 256 Zeitschritten sind Tab. 5.4 zu entnehmen. Dort ist zusätzlich noch ein Experi-
ment mit einer traditionellen bikubischen Interpolation sowie wie einer positiv definiten
Variante davon aufgeftihrt. Das Experiment mit konstanten Funktionen fÌillt auch hier
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erwartungsgemäß mit relativ großen Fehlern auf, die Gründe daftir sind bekannt und in
Kapitel 3 und 4 schon ausreichend erläutert worden. Interessant ist allerdings die Beobach-
tung, daß in den Fehlerkurven des Experiments mit konstanten Funktionen die Überquerung
der Pole nicht zu sehen ist, während sie in allen anderen Experimenten ja durch einen mehr
oder minder großen Ausschlag erkennbar ist. Die Variation der Kosinus-Glockenfunktion
innerhalb der Zellen scheint in der Nähe des Pols durch eine konstante Funktion ausrei-
chend beschrieben zu sein. Dieses Ergebnis kommt sogar zustande ohne einen Polfilter zu
benutzen.
ll l2 I
oO M V Min Max
T42, quadratische Fkt. 0.1 53 0.119 9.7 n-2 0 4.7 rc-2 0 -8.5 10-2
T42, lineare Fkt. 0.204 0.158 0.124 0 5.5 10-2 0 -0.124
T42, konstante Fkt. 1.263 0.7s9 0.762 0 -0.285 0 -0.761
T42, bikubische Interpolation 0.2s4 0.152 0.119
-2.5rc-2 -6.5 ]r0-2 -3.4rc'2 -0.1 l8
T 42, pos. def. bikub. Interp. 0.202 0.1 56 0.123 6.4 rc-2 s.4 rc'2 0 -0.t21
Tab.5.4 Fehler nach 256 Zeitschritten für die Experimente mit verschiedenen Funktionen.
Zusätzlich sind als Vergleich Experimente mit bikubischer lnterpolation durchgeführt
worden. Das T42-Experiment mit quadratischen Funktionen ist das Referenzexperi-
ment.
Stellt man einen Vergleich zrrischen den Experimenten mittels des SlZl-Verfahrens und
bikubischer Interpolation an, bestätigf sich das Bild aus Kapitel 3 und 4. Die Integration
linearer Funktionen liefert für dieses Experiment in etwa ähnliche Eigenschaften wie
semi-Lagrangsche Interpolation. Konstante Funktionen schneiden erwartungsgemäß deut-
lich schlechter ab, während quadratische Funktionen ein etwas besseres Resultat ergeben.
Nebenbei sei erw?ihnt, daß die Erhaltungseigenschaft natürlich unabhängig von der Wahl
der Funktionen ist und uneingeschränkt erfüllt wird. V/ie zuvor schon beim SlZ-Verfahren
festgestellt wurde, zeig¡ auch das Interpolationsverfahren bei der Einschränkung auf eine
positiv definite Lösung einen leichten Anstieg aller Fehler bis auf den l1-Fehler. Dies ist
also keine Besonderheit des neuen Verfahrens.
Bisher ist ein wichtiger Aspekt numerischer Verfahren noch nicht diskutiert worden, näm-
lich die Effizienz der Methode, welche ihren Ausdruck in der erforderlichen Rechenzeit für
ein Experiment unter genau definierten Bedingungen findet. Da das Sl-Zl-Verfahren ein-
fach als eine weitere Option in das IFS-Modell integriert wurde, sind die Bedingungen
gegenüber der quasi-monotonen bikubischen Interpolation genau gleich. Die Experimente
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wurden auf einer Workstation durchgeführt und waren daher unabhängig von momentanen
Auslastungen, wie das auf einem Großrechner der Fall sein kann. Verglichen wird die LauÊ
zeit des Experiments mit semi-Lagrangscher Interpolation und des SlZl-Verfahren mit
quadratischen, linearen und konstanten Funktionen. Bei allen Experimenten wurde eine
positiv definite Lösung verlangt. Die Zeitangaben in Tab. 5.5 sind mit der Laufzeit des klas-
sischen Verfahrens normiert.
Interpolation quadratisch linear konstant
normierte Laufzeit I 1.65 t.17 0.92
Tab. 5.5 normierte Laufzeiten verschiedener Experimente im Vergleich
Mit dem Vergleich wird deutlich, daß die exakte Erhaltung der Masse ihren Preis hat. Aller-
dings muß man bedenken, daß die erhöhte Rechenzeit für diesen Transport in einem voll-
ständigen Atmosphärenmodell nicht sehr in Gewicht fÌillt. Strahlungsprozesse, Wolken-
und Turbulenzparametrisierung benötigen deutlich mehr Rechenzeit als adiabatische Pro-
zesse insgesamt. Bezieht man sich auf die linearen Funktionen so ist der Mehraufi¡¡and
sogar recht gering und das mit dem Vorteil der exakten Massenerhaltung. Die konstanten
Funkfionen sind zwar noch etwas günstiger, sie stehen aber aus anderen Grtinden nicht zur
Diskussion. Der deutliche Mehraufivand bei den quadratischen Funktionen entsteht vor
allem aus zwei Gründen: Zum einen ist die Berechnung und Integration dieser Funktionen
aufivendiger als eine bikubische Interpolation und zum anderen schlägt die zusätzliche
Berücksichtigung von Schnittpunkten und die daraus resultierende feinere Unterteilung des
Integrationsgebietes am Pol negativ zu Buche. Der letztgenannte Grund bietet aber noch
Potential einer Redu zierung der Rechenzeit.
Trans port mit versch iedenen O rientieru n gen des Wi ndfeldes
Neben der Advektion direkt über den Pol sollen zum Schluß auch noch Experimente, die
einen Transport entlang des Äquators und, um Symmetrieeffekte auszuschließen, in kleinen
Winkeln abweichend von Pol und Aquator zeigen,betrachtet werden. Die Orientierung des
Windfeldes kann durch den Winkel o in Gleichung (5.23) beeinflußt werden. Wie schon zu
Beginn des Kapitels erwähnt wurde, bedeutet u:nl2 den Transport direkt über die Pole und
cr:0 entsprechend entlang des Äquators. Die Abweichungen von diesen ExtremfÌillen wer-
den durch a:(nl2)- 0.05 bzw. a:- 0.05 definiert. In Tab. 5.6 sind die Ergebnisse notiert.
Die Fehler liegen etwa alle im selben Bereich und keine Orientierung scheint bevorzugt zu
sein. Dies ist nicht selbstverständlich, da die Advektion direkt über den Pol eine größere
Herausforderung an ein numerisches Verfahren ist als z.B. entlang des Äquators. Betrachtet
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man das Experiment bei dem die Rotation in einem kleinen Winkel o am Pol vorbei läuft,
so kann man in den zeitlichen Verläufen der Fehler den Einfluß des Pols kaum mehr erken-
nen.
ll 12 l_ M V Min Max
u:nl2 0.1 s3 0.119 9.7 rc-2 0 4.7 rc'2 0 -8.5 10-2
u: (n/2)-0.05 0.178 0.105 8.2rc-2 0 -4.6rc'z 0 -7.6rc-2
o=0 0.201 0.1 18 9.0 n-2 -5.2n-2 0 -8.7 rc-2
o: 
- 
0.05 0.192 0.113 8.7 rc-2 0 -4.9 rc-z 0 -8.2n-2
Tab.5.6 Fehler nach 256 Zeitschritten für die Experimente mit verschiedenen Orientie-
rungen des \Mndfeldes. Das T42-Experiment mit o=n/2 ist das Referenzexperi-
ment.
Den Zeiþunkt an dem das Signal seinen kürzesten Abstand zum Pol hat kann man nur noch
schwach erkennen. Die Differenzenbilder zeigen deutlich, daß die Funktion in der jeweili-
gen Advektionsrichtung leicht auseinander läuft und in der Mitte etwas flacher wird. Die
unterschiedliche Höhe der Dämpfung ist aber eher zufìillig und es ist wohl so, daß der
gewählte Zeitschritt sich je nach Transportrichtung verschieden günstig auswirkt.
Verg leich m it Literatu ruverten
Zum Abschluß soll nun auch noch ein Vergleich mit einem in der in Literatur zitierten
Experiment erwähnt werden. ln Rasch (1994) wird ein Experiment gezeig¡ welches exakt
die gleichen Parameter wie in dieser Arbeit verwendet. Die Parameter sind tn Rasch (1994)
nicht explizit erwâl'n|, jedoch wird auf Williamson und Rasch (1989) Bezug genonìmen, wo
das Experiment detailliert beschrieben wird.
ll 12 I@ V Min Max
Rasch, RG2.8 0.289 0.176 0.164
-7.98 ro-a -2.7trc-2 -0.1 50
Rasch, RG2.8M 0.181 0.158 0.196
-9.69rc'4 0 -0.210
T42, quadr. Fkt., nicht pos. def,rnit 0.198 0.t17 8.9 t0-2 -5.1 l0-2 -3.1 10-2 -8.4rc-z
T42, quadr. Fkf., pos. definit 0.153 0.119 9.7 rc-z 4.7 rc-2 0 -8.5 r o-2
Tab. 5.7 Fehler nach 256 Zeitschritten für die Experimente aus Rasc/¡ (1994) und den entspre-
chenden Experimenten mit der SLZ|-Methode aus dieser Arbeit.
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Rasch (1994) löst die Transportgleichung in Flußform und approximiert den zweidimensio-
nalen Transportoperator durch eine Sequenz eindimensionaler Operatoren auf ähnliche Art
und Weise wie Lin und Rood (1996) und Leonard (1996). Die Bezeichnung RG2.8 in sei-
nem Experiment bedeutet, daß er ein reduziertes Gaußsches Gitter in T42 Auflösung ver-
wendet. Der Begriff "redutziert" bedeutet in diesem Zusammenhang, daß die Anzahl der
Längengrade in einigen Breitenkreisen gegenüber der Anzahlam Äquator verringert wurde.
V/ie die Verringerung begründet ist, wird tn Rasch (1994) ausftihrlich beschrieben. Das
Experiment RG2.8M bezeichnet eine monotone Version. Die Ergebnisse nach 256 Zeit-
schritten sind in Tab.5.7 zu sehen. Man erkennt, daß die Fehler der SLZI-Methode prinzipi-
ell in der gleichen Größenordnung liegen wie die Fehler in den Experimenten von Rasch.
Die meisten Fehler sind im SlZl-Verfahren sogar etwas geringer. Das gilt jedoch nicht für
die Varianz, hier scheint Rasch deutlich besser zuliegen, was aber zunächst einmal nicht zu
verstehen ist. Allerdings berechnet Rasch die Varianz auch etwas anders, denn Gleichung
(35) in Rasch (1994) lautet,
v : {I[(z(À,, O) -z(]",þ))2lttt@r(I,0) -zr(]",0))21] - I (5.3e)
worin z(I,0) die skalare Variable ist, die transportiert wird und der Index T die analytische
Lösung bezeichnet. Diese Definition ist aber abweichend von (5.35), der in dieser Arbeit
verwendeten Definition aus Williamson et al. (1992).
Als kurzes Fazitlaßt sich festhalten, daß die Eigenschaften des SlZl-Verfahrens sich mit
denen klassischer semi-Lagrangscher Verfahren durchaus messen lassen können. Verwen-
det man quadratische Funktionen, so ergibt sich sogar ein formal genaueres Verfahren als
man es bei der bikubischen Interpolation erhält. Allerdings ist das Sl-Zl-Verfahren etwas




6. Ergebnisse eines Experiments mit realen Daten
Während im letzten Kapitel mit Hilfe eines Tesþroblems, dessen analytische Lösung
bekannt war, die Überprüfung der Eigenschaften des SlZl-Verfahrens im Vordergrund
stand, soll nun gezeiglwerden, daß die Methode auch bei Verwendung realer Daten brauch-
bare Ergebnisse liefert. Da die Shömung in guter Näherung n¡¡eidimensional sein soll, ist
die Auswahl der Testfìille eingeschränkt. Gut geeignet ist jedoch eine Fallstudie über die
Advektion von potentieller Vorticity auf der 450 K Isentropenfläche im Zeitraum vom 16
bis 28 Januar 1992, die bei Plumb et al. (1992) dokumentiert ist. In diesem Testfall wird die
Strömung als adiabatisch und reibungsfrei angenommen, d.h. die Luftpartikel bewegen sich
auf Isentropenflächen und können diese nicht verlassen, und somit bleibt die potentielle
Vorticity erhalten. An dieser Stelle sei noch einmal betont, daß die meteorologischen
Aspekte der potentiellen Vorticity bei diesem Experiment nicht von Interesse sind. Sie steht
vielmehr stellvertretend für ein beliebiges skalares Feld, welches unter den gegebenen
Bedingungen einem konservativen Transport unterliegt. Der Schwerpunkt der Auswertung
ist demnach auch etwas anders als bei Plumb et al. (1992).
Das Anfangsfeld der potentiellen Vorticity kommt aus Reanalyse-Daten des EZMWF in
T42Auflösungzum Zeitpunkt 16Januar 1992,I}UTC. DiesesFeldwirdmitdenentspre-
chend balancierten V/inden bis zum 28 Januar 12UTC, also l2 Tage lang, transportiert.
Aus den Reanalyse-Daten (im wesentlichen zonaler und meridionaler Wind sowie Tempe-
ratur) müssen die Anfangsfelder auf der 450 K-Isentrope zunächst noch vorbereitet werden.
Im einzelnen sind folgende Schritte notwendig:
. berechne die potentielle Temperatur auf Druckflächen
. berechne die Vorticity auf Druckflächen
. berechne potentielle Vorticity (PV) auf Druckflächen
. interpoliere PV, zonalenund meridionalen Wind auf Isentropenfläche
Diese vorbereitenden Berechnungen wurden freundlicherweise von Marco Giorgetta durch-
geführt, die genaue Methode mit den einzelnen Gleichungen ist bei Andrews et al. (1987)
beschrieben. Für die Berechnung der notwendigen Ableitungen nach der geographischen
Länge bzw. Breite auf der Kugeloberfläche wurde ein S-Punkt-Verfahren benutzt. An den
Polen muß das entsprechende Feld ftir die meridionalen Ableitungen erweitert werden.
Ableitungen nach der Druckkoordinate werden ebenfalls nach einem 5-Punkt-Schema
berechnet. Ausnahmen davon sind das erste bzr¡¡. letzte Level, wo ein 2-Punkt-Verfahren
benutztwurde und das zweite brw.vorletzte Level auf das ein 3-Punkt-Verfahren angewen-
det wurde.
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Das Experiment wird in T42 Auflösung mit einem Zeitschritt von 90 min gerechnet und
rwar je einmal mit dem Sl,Zl-Verfahren ohne eine Einschränkung auf Positivität und klas-
sischer semi'Lagrangscher bikubischer Interpolation. Da das V/indfeld aus den Reanalyse-
daten nur alle 6 Stunden vorliegt, muß zwischen diesen Terminen interpoliert werden. In
Abb. 6.1 ist beispielsweise der Zeitraumvon 12 Uhr bis l8 Lrhr dargestellt.
13.30 Lrhr l5 LIhr 16.30 Uhr
l2uhr lS LIhr t
Abb. 6.1 Darstellung der Abfolge von Analysewerten (Kreuz) und interpo-
lierten Werten (ausgefüllte Kreise) in einem 6-Stunden-lntervall.
Auf einen Beobachtungswert folgen drei interpolierte Werte. Zwischen linearer und kubi-
scher Interpolation wurde kein Unterschied festgestellt der einen relevanten Einfluß auf das
Experiment gehabt hätte. Das Anfangsfeld der potentiellen Vorticity (16.01.1992,12 UTC)
ist in Abb. 6.2 m sehen.
Abb. 6.2 Potentielle Vorticity auf der 450 K-lsentrope um 12 UTC am 16 Januar


















Abb. 6.4 PV vom 22.01. (linke Hälfte) und 24.01.92 (rechte Hälfte), 12 UTC
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Abb. 6.5 PV vom 26.01. (linke Hälfte) und 28.01.92 (rechte Hälfte), 12 UTC.
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In Abb. 6.2 bis Abb. 6.5 sind die Ergebnisse zu sehen. Alle Konturlinien sind in Einheiten
von 106 K s-l Pal dargestellt. Die niedrigste Linie beginnt bei20 und der Konturlinienab-
stand ist 2 in den vorgenannten Einheiten. Damit das kleinskalige Rauschen in den Abbil-
dungen unterdrückt wird wurde die Konturlinie 20 als niedrigste Linie gewählt.
Das Muster des polaren Wirbels in seiner Entwicklung ist in beiden Experimenten recht gut
zu erkennen. Schaut man auf die feineren Strukturen, so sieht man beim SlZl-Experiment
etwas mehr die einzelnen Nebenmaxima im Inneren des Musters. Betrachtet man beispiels-
weise die linke Hälfte von Abb. 6.3, das sind die Bilder vom 18.01. um 12 UTC, dann sieht
man im mittleren Bild das Ergebnis des SlZl-Verfahrens. Dort sind am oberen Rand der
Struktur deutlich mehr Einzelheiten zu sehen als im unteren Bild, welches das Resultat der
bikubischen Interpolation ist. Die längliche Ausstülpung ist im mittleren Bild noch ohne
Unterbrechuîg zu sehen, während sie unten nicht mehr als zusammenhängendes Element
zu erkennen ist. Beim Experiment mit kubischer Interpolation sind die Einzelheiten teil-
weise durch Dissipation frühzeitig im Laufe der Integration verschwunden. Die Dissipation
macht sich wie erwartet bei der Interpolation stärker bemerkbar als beim genaueren
SlZl-Verfahren. Insofem konnten die zuvorgewonnen Erkenntnisse auch in einem Experi-
ment mit realen Daten bestätigt werden. Kleinere Strukturen außerhalb des zentralen
Musters werden in beiden Experimenten nur unzureichend wiedergegeben. Erhöht man die
horizontale Auflösung so ist zu erwarten, daß auch kleinere Strukturen besser über den Zeit-
raum von 12Tagen transportiert werden.
Die im allgemeinen gute Übereinstimmung zrvischen den berechneten Ergebnissen und den
Analysedaten auf der 450 K-Isentrope läßt den Schluß zu, daß die Annahme einer adiabati-
schen und reibungsfreien Strömung während der Integrationsperiode ausreichend gut erftillt
war. Am 28 Januar ist bei beiden Experimenten allerdings kaum mehr ein Unterschied fest-
zustellen. Die kleinskaligen Strukturen in denen sie sich unterscheiden sind stark gedämpft
und im Konturlinienplot nicht mehr zu sehen.
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7. Enreiterungen und Ergänzungen des SLZI-Verfahrens
In diesem Kapitel werden zrvei Erweiterungen der SLZI-Methode behandelt. Einmal wird
die Möglichkeit das Verfahren auf drei Dimensionen auszudehnen diskutiert, was notwen-
dig ist, da realistische Fragestellungen im allgemeinen von dreidimensionaler Natur sind.
Spezialfülle, wie der in Kapitel 6 behandelte, bilden eine Ausnahme. Die m¡eite Erweite-
rung zielt darauf ab, das neue Verfahren mit dem semi-impliziten Verfahren zur Lösung
von Helmholtzgleichungen zu verbinden. Die zugrunde liegende [dee, Machenhauer
(1994), ist die SLZI-Methode nicht nur zur Behandlung des advektiven Transports einzuset-
zen, sondern auf den kompletten Satz der primitiven Gleichungen auszudehnen. In Machen-
hauer und Olk (1997) sind dazu die Ergebnisse einfacher eindimensionaler Experimente
vorgestellt worden.
7.1 Das SlZI-Verfahren in drei Dimensionen
Beim bisher betrachteten 2D-Verfahren ging es um eine konservative Abbildung zwischen
einem unregelmäßigen und einem regelmäßigen Gitter. Die einzelnen Zellen des unregel-
mäßigen Gitters sind allgemeine Vierecke. Da die Eckpunkte der Vierecke aber wiederum
die Startpunkte der Trajektorien sind, wird deren Gestalt durch das Strömungsfeld
bestimmt. In einem dreidimensionalen nicht-hydrostatischen Modell gibt es auch eine Ver-
tikalgeschwindigkeit, so daß man anstatt eines Vierecks nun die entsprechenden dreidimen-
sionalen Körper erhält die ein unregelmäßiges Gitternetz bilden. In einem hydrostatischen
Modell fehlt diese Geschwindigkeitskomponente, daher muß der vertikale Transport dort
auf andere Weise bewerkstelligt werden. Dazu betrachte man zunachst die diskrete Form
der Kontinuitätsgleichung, dessen Herleitung in Machenhauer (1994) zu finden ist
lpfle* : ôpuôAu, (7.1)
hierin ist p der Druck und k bezeichnet eine beliebige Schicht in dem vertikalen Koordina-
tensystem. Dabei wurde angenommen, daß eine 3D-Gitterbox, die zum Zeitpunkt t+Ât in
einer regelmäßigen Gitterzelle in der Schicht k endet, mit vertikalen Seitenflächen durch
den Horizontalwind transportiert wurde. Die Druckdifferenz zum neuen Zeitprfirkt ist mit
dem Bodendruck p, durch
tpi : aAo + ABrpl (r.2t
verbunden. A¡ und Bp sind Konstanten, die die vertikalen Schichten im Modell festlegen.
Das Ergebnis dieser Betrachtung ist ein implizites System gekoppelter linearer Gleichungen
im Bodendruck, jeweils eine Gleichung pro horizontaler Zelle. Dieses Verfahren würde
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aber recht viel Rechenzeit benötigen, daher wird in Machenhauer und Olk (1998) eine effi-
zientere Methode vorgeschlagen. Diese basiert darauf lediglich horizontale Zellen, wie-
derum mit vertikalen Seitenflächen, zu transportieren und die vertikalen Druckintervalle
vorwärts in der Zeitzu extrapolieren. An die Stelle von Gleichung(7.1) tritt dann
apfla* : ap¡ôA¡. (z.s)
Hierin sind õp[ die zeitlich extrapolierten vertikalen Druckdifferenzen. Summiert man




NLEV ist die Aruahl der Schichten im Modell. Aus (7.2) kann man mit dem neuen Boden-







Abb.7.l lllustration der Prozedur, die bei der lntegration der Kontinuitätsgleichung ver-
wendet wird.
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Die gepunkteten Linien sind die Druckschichten zur Zeitt-Lt und die gestrichelten Linien
die Drucklevel zum neuen Zertpunkt. Die schraffierten Boxen repräsentieren die linke bzrv.
rechte Seite von Gleichung (7.3).
Die zeitliche Extrapolation der Kontinuitätsgleichung ist Grundlage für alle anderen pro-
gnostischen Variablen. Neben der horizontalen konservativen Abbildung ist dafür aber
znsätzlich eine konservative Abbildung in vertikaler Richtung erforderlich. Diese erfolgt
zwischen den zeitlich extrapolierten und den endgültig neuen Druckschichten. Betrachtet
man zum Beispiel den Wasserdampf q, dann lautet bei einem zeitlichen Drei-Schritt-Ver-
fahren die diskretisierte Form der prognostischen Gleichung analog nt (7.3)
-ôp -Àoq[ ^apine* : qr ap;ôA * zltaplaeogl+ r!) (7.5)
Po und Ko sind die parametrisierte physikalische Tendenz bzw. eine Tendenz aufgrund der
Horizontaldiffusion von q. Die Bezeichnung ôp bnv. Âp am Querstrich in (7.5) deutet an ob






Abb.7.2 lllustration der eindimensionalen konservativen Abbildung in vertikaler
Richtung
Aus der Kontinuitätsgleichung erhält man











-ðp qk ApiôA-+ (7.7)
ApuôA¡
-ApDie konservative Abbildung in vertikaler Richtung ergibt dann q[ . In Abb. 7.2 istdieser
Schritt graphisch dargestellt, auf der linken Seite das Gitter aus den Druckschichten nach
Gleichung (7.3) und auf der rechten Seite nach (7.2) mit dem neuen Bodendruck, der nati.ir-
lich auf beiden Seiten gleich ist. Die beschriebene Prozedur beruht darauf, daß man nicht zu
große Vertikalgeschwindigkeiten im Modell hat, da der Transport in (7.3) mit der horizon-
talen Geschwindigkeit vonstatten ging. Andernfalls muß die Geschwindigkeit in vertikaler
Richtung interpoliert werden und die Schritte (7.3) und Q.$ in einem iterativen Prozeß
wiederholt werden.
7 .2 SLZI u nd sem ¡-impl izites Zeitsch rittverfah ren
Bisher wurde das Sl,Zl-Verfahren stets in Zusammenhang mit dem konservativen Trans-
port von skalaren Feldern betrachtet. Im ursprünglichen Design bei Machenhauer (1994)
wurde das Verfahren aber sehr viel weitläufiger formuliert, von einer Anwendung auf die
Flachwassergleichungen in einer und n¡¡ei Dimensionen bis hin zum vollständigen dreidi-
mensionalen Satz der primitiven Gleichungen. Dabei wurde spekuliert, daß aufgrund der
Erhaltungseigenschaften solch eines Modells die SLZI-Methode im Rahmen eines explizi-
ten Zeitschrittverfahrens absolut stabil ist. In Machenhauer und Olk (1997) wurde jedoch
anhand einfacher eindimensionaler Experimente mit Flachwassergleichungen gezeigt, daß
diese Modelle instabil werden wenn der Zeitschritt den kritischen W.ert aus dem CFL-Krite-
rium für Schwerewellen überschreitet. Die Amplitude der instabilen kurzen Wellen wächst
weiter an, obwohl die Gesamtmasse und Gesamtimpuls bzw. Gesamtmasse und Gesamten-
ergie exakt erhalten sind. Man kann beobachten, daß mit größer werdender Amplitude sich
die Trajektorien in einigen Punkten kreuzen was zum Verlust der Erhaltung und einige Zeit-
schritte später zumZusammenbruch der Integration führt.
Damit das SlZl-Verfahren in komplexeren Modellen eingesetzt werden und mit traditionel-
len semi-Lagrangschen Methoden verglichen werden kann, ist es notwendig entweder ein
explizites Zeitsplitting oder das semi-implizite Zettschrittverfahren in das SLZI-Schema zù
integrieren. Versuche eine SLZI-Version mit explizitem Zeitsplitting, welche entweder
Masse und Energie oder Masse und Impuls erhält, zu entwickeln, waten jedoch nicht
erfolgreich. Es hat sich dabei gezeigt, daß es nicht m<iglich ist ein Gleichungssystem atfzu-
stellen ohne die Erhaltungseigenschaft aufzugeben. Wenn man nämlich das Gleichungssy-
stem in den notwendigen Advektions- und Adjustmenteil außpaltet, so ist in jedem der
9r + 2^t(P;+ r!)
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Subsysteme die Energie- bzrv. Impulserhaltung verletzt.Da man die Erhaltungseigenschaft
aber beibehalten will bleibt einem noch die Möglichkeit das semi-implizite Schema als
effektives Zeitschrittverfahren mit der SLZI-Methode zu kombinieren. Die Details der sich
ergebenden Gleichungen sind bei Machenhauer und Olk (1997) nachzulesen. An dieser
Stelle werden nur die wichtigsten Aspekte diskutiert. Die Experimente wurden sowohl mit
einem Gleichungsystem welches Masse und Impuls als auch mit einem System das Masse




rt (uhôx) + gôxfr (;h') : o (7.8a)
und (7.8b)
h ist die Höhe der Flachwasserströmung, t die Zeit, g die Gravitationsbeschleunigung, u die
Geschwindigkeit in x-Richtung und õx ein infìnitesimal kleines Längenintervall. In diesem
eindimensionalen System ist (uhõx) der Gesamtimpuls und (hõx) die Gesamtmasse bis auf
einen konstanten Faktor. Das zweite Gleichungsystem lautet
*{ {hô*) : o,
(Eðx) + a'$ ()ehzu) : oddt (7.sa)
(7.eb)und ff {no*) : o
(7.8b) und (7.9b) ist jeweils die Lagrangsche Form der Kontinuitätsgleichung, die in beiden
Systemen identisch ist. Die Energie n : )u'n*)en' setzt sich zusammen aus potentiel-
ler und kinetischer Energie.
Die Schwierigkeit daraus nun ein semi-implizites Gleichungssystem zu formulieren ist
zunächst einmal nicht offensichtlich. Dazu muß man sich in Erinnerung rufen wie dieser
Prozeß bei einem traditionellen Flachwassersystem bestehend aus der Kontinuitätsglei-
chung und einer prognostischen Gleichung für die Geschwindigkeit u ablauft. Die linearen
Anteile von Divergenz- und Druckgradienterm werden dabei als zeitliches Mittel entlang
der Trajektorien d.h. zwischen t+Ât und t-Ât formuliert, anstatt die Werte zumZeitpunl*t
am Mittelpunkt der Trajektorien zu nehmen. Beim SLZI-Schema ist dies aber so nicht mög-
lich da der Divergenzterm nicht mehr explizrt in den Gleichungen vorkommt, sondern in
der Trajektorienberechnung "versteckt" ist, wie man an der Trajektoriengleichung am Git-
terpunkt jÂx




sehen kann. Verftihrt man nun nach der üblichen Prozedur müßte man Trajektorien benut-
zen, die durch zeitlich gemittelte Winde berechnet wurden. Da nt Beginn eines Zeitschritts
der Wind ntr Zeitt+^t nicht zur Verft.igung steht, funktioniert das nicht ohne weiteres. Ein
iteratives Verfahren ist rwar möglich wird aber aus Gründen des höheren Aufwands ver-
worfen. In den Experimenten hat sich gezeigt, daß die explizit berechneten Trajektorien
auch vollkommen ausreichend sind und das beschriebene Problem vernachlässigt werden
kann. Die Lagrangsche Form der Flachwassergleichungen scheint sich in diesem Punkt
somit als vorteilhaft herauszustellen.
Ein zweites Problem das besonderer Aufmerksamkeit bedarf ist die Tatsache, daß eine der
prognostischen Variablen nichtlinear in u und h ist. Dieses Problem läßt sich durch eine
Linearisierung lösen bei der die kritischen Variablen u bzw. h in einen Mittelwert und eine
Fluktuation aufgeteilt werden. Nach einigen algebraischen Umformungen, die tn Machen-
hauer und Olk (1997) ausfi.ihrlich behandelt werden, gewinnt man die beim semi-impliziten
Verfahren typische Helmholtzgleichung für h. Wenn man die Methode auf den kompletten
dreidimensionalen Satz der primitiven Gleichungen ausdehnen will, muß man sich genau
überlegen welches die prognostischen Variablen sein sollen. Jede prognostische Gleichung
muß in der Form
d (XôM): Fx+ôMSx (7.111dt
formuliert werden. ôM ist die Masse eines infinitesimal kleinen Volumens, das sich mit der
Strömung bewegt, X ist der Mittelwert einer konservativen Variablen über dieses Volumen
oder hat den Wert eins (X:l bedeutet die Kontinuitatsgleichung), Fx ist ein Fluß oder ein
Druckterm der an der Oberfläche des Volumens wirkt und S¡ ist schließlich ein Quellterm
der innerhalb des Volumens arbeitet. Im eindimensionalen Modell können prinzipiell zwei
Variablen erhalten sein, die Gesamtmasse und eine weitere, die nach den obigen Ausfüh-
rungen z.B. Gesamtimpuls oder Gesamtmasse sein kann. In einem 3D-Modell kann man
neben der Masse passiver Tracer sowie diverser Formen von Wasser insgesamt vier weitere
Größen erhalten. Eine sinnvolle V/ahl ist die Masse, der Drehimpuls, die Gesamtenergie
und die totale Entrophie, wie in Machenhauer (1994) aufgelistet ist. Allerdings hat sich
gezeig¡, daß es nicht m<iglich ist die Gesamtenergie als prognostische Variable zu wählen
wenn man das semi-implizite Zeitschrittverfahren benutzen will. Der Grund dafür ist, daß
man den Ausdruck für die kinetische Energie in zrvei oder drei Dimensionen nicht auf die
gleiche Weise linearisieren kann wie das in einer Dimension der Fall ist.
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8. Diskussion und Ausblick
In dieser Arbeit wurde ein numerisches Verfahren entwickelt, das die Vorteile des
semi-Lagrangschen Zeitschrittverfahrens mit den Prinzipien der Erhaltung globaler Inte-
gralinvarianten kombiniert. Ein besonderes Merkmal der neuen Methode ist die Berück-
sichtigung des Erhaltungsprinzips als elementarer Bestandteil des Verfahrens anstelle einer
nachträglichen Korrektur am Ende eines Zeitschritts. Ziel dabei ist es, daß diese Methode in
wesentlichen Eigenschaften mit anderen numerischen Methoden konkurrieren kann und
dabei nrsàtzlich die Erhaltung globaler Invarianten garantiert. Die Problematik gehört somit
in den Bereich der Verbesserung der numerischen Grundlagen globaler Atmosphärenmo-
delle.
Beim klassischen semi-Lagrangschen Zeitschrittverfahren berechnet man zunãchst eine
Rückwärtstrajektorie vom Mittelpunkt einer Gitterzelle ausgehend. Der Startpunkt der Tra-
jektorie liegt dann aber im allgemeinen nicht auf einem Gitterpunkt, so daß man das zu
transportierende Feld am Gitterpunkt zum neuen Zeitsc}ritt durch Interpolation des Feldes
zum alten Zeitschritt am Startpunkt der Trajektorie ermitteln kann. Die Idee des
semi-Lagrangschen Zellintegrationsverfahrens besteht nun darin, Rückwärtstrajektorien
von den Eckpunkten einer Gitterzelle zu betrachten, deren Startpunkte dann die Ausdeh-
nung dieser Zelle zum vorherigenZeitpunkt festlegen. Die Werte der in Frage kommenden
Felder werden dabei nicht als Gitterpunktswerte, sondern als Mittelwerte der Felder über
eine Zelle angesehen. Die so konstruierten, unregelmäßigen Gitterzellen überlappen dann
ganz oder teilweise mehrere Zellen des darunter liegenden, regelmäßigen Gitters. Die
Variation der Variablen innerhalb einer Zelle wtrd durch ein Polynom beschrieben. Das
Integral dieses Polynoms über die gaîze Zelle ist dabei gleich dem Mittelwert des Feldes
über die Zelle. Um den Mittelwert zum neuen Zeþunkt auszurechnen, muß man das ska-
lare Feld stücla¡reise über alle Teilzellen des regelmåißigen Gitters, die von einem allgemei-
nen Viereck des unregelmäßigen Gitters überdeckf werden, integrieren und die
Teilintegrale außummieren. Setzt man weiterhin periodische Randbedingungen voraus,
was auf der Kugeloberfläche der Fall ist, erhält man ein numerisches Verfahren, welches
beispielsweise die Gesamtmasse eines chemischen Spurenstofß oder die Masse von Was-
serdampf erhalt. Da sowohl das unregelmäßige Gitter zum alten Zeitpunkt, als auch das
regelmäßige Gitter zum neuen Zeitpunl<t die Kugeloberfläche vollständig bedecken, kann
bei dem beschriebenen Verfahren keine Masse verloren gehen. Der Advektionsprozeß mit-
tels des Zellintegrationsverfahrens bedeutet daher im Grunde eine lokale Umverteilung von
Masse zwischen zwei Gittern, die beide die Kugel bedecken.
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Wie bei der Entwicklung eines numerischen Verfahrens üblich, wurde die Idee schrittweise
weiterentwickelt und nach jeder größeren Veränderung durch geeignete Tests verifiziert, ob
das angestrebte Ziel erreicht wurde oder eine Änderung im Design des neuen Verfahrens
notwendig war. Ein Vergleich mit einer klassischen semi-Lagrangschen Interpolation
wurde ebenso in jedem Teilschritt vollzogen.
Um erste Eigenschaften der Zellintegrationsmethode zu untersuchen, wurden einfache
Transportexperimente in einer Dimension durchgefrihrt. So konnte im Experiment bestätigt
werden, daß alle Fehler kleiner werden, desto höher der Grad des verwendeten Polynoms
ist, da die Variation des skalaren Feldes innerhalb einer Gitterbox genauer wiedergegeben
werden kann. Durch Zusatzbedtngungen ließ sich bei linearen und quadratischen Funktio-
nen eine positiv definite oder gar eine streng monotone Lösung erzwingen, allerdings auf
Kosten einer etwas größeren Dämpfung. Die Experimente haben gezeigt, daß es keine prin-
zipiellen Unterschiede zwischen dem Transport eines Dreiecksignals oder etwa eines
Rechtecksignals gibt. Es zeigt sich lediglich, daß die formale Genauigkeit der Methode um
so höher ist, je glatter das zu transportierende Feld ist. Vergleicht man die Experimente mit
einem semi-Lagrangschen Interpolationsverfahren, wie z.B. der kubischen Interpolation,
wird folgendes deutlich: Das Zellintegrationsverfahren mit linearen Funktionen ist ver-
gleichbar mit semi-Lagrangscher kubischer Interpolation was die numerische Genauigkeit
betrifft. Verwendet man jedoch quadratische Funktionen ist das Zellintegrationsverfahren
die genauere Methode. Bei konstanten Funktionen hingegen wurde sowohl im Experiment
als auch formal nachgewiesen, daß bei konstanter Strömung das Zellintegrationsverfahren
äquivalent zu semi-Lagrangscher linearer Interpolation bz,¡v. dem klassischen "for-
ward-upstream-Verfahren" ist. Unabhängig von der Wahl der Funktionen blieb die Gesamt-
masse während des Transports exakt erhalten.
Der nächste Schritt bestand darin die neue Methode auf zwei Dimensionen auszudehnen
und die bisher gewonnen Erkenntnisse zu überprüfen. Dabei wurde deutlich, daß das Kon-
zept in zr¡rei Dimensionen übertragen relativ aufuendig war. Bei der Berechnung von
biquadratischen Funkfionen sind pro Gitterzelle z.B. neben dem Zellmittelwert noch acht
Koeffizienten zu berechnen und daran anschließend ein recht aufivendiges Verfahreî ztJr
Abbildung zrrischen dem unregelmäßigen und dem regelmåißigen Gitter. Dieses Konzept
verbraucht dann etwa 2,5 mal soviel Rechenzeit wie die semi-Lagrangsche bikubische
Interpolation. Schließlich wurde ein effizienterer Weg gefunden, bei dem das nveidimen-
sionale Verfahren auf sequentielles Anwenden eindimensionaler Integrationen zurückge-
ftihrt werden konnte, was die Anzahl der zs berechnenden Koeffizienten pro Gitterzelle
ungeftihr halbierte. Mit dem Konzept der akkumulierten Masse einer Linie konnte die kon-
servative Abbildung wesentlich vereinfacht werden, so daß man auch die Anzahl der not-
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wendigen Integrationen verringern konnte, was ebenfalls zur Steigerung der Efftzienz
beigetragen hat. Dieses Konzept geht davon aus, daß man zunächst als Ursprungslinie die
r1-Koordinatenachse wählt. Die akkumulierte Masse einer Strecke ist dann die gesamte
Masse links von dieser Shecke bis zur Koordinatenachse. Die Masse innerhalb einer Gitter-
zelle dessen Seiten parallel zu den Koordinatenachsen liegen und durch gerade Linien
approximiert sind, ist dann gleich der akkumulierten Masse der rechten Seite minus der
akkumulierten Masse der linken Seite. Die Wahl gerader Linien stellt sicher, daß die Fläche
der Zelle unverändert bleibt. Daher war es möglich mit Hilfe der akkumulierten Masse eine
allgemein gültige Beziehung für die Masse innerhalb eines beliebigen Vierecks abzuleiten,
die allein die Koordinaten der Eckpunkte des Vierecks und die Koeffizienten der Funktio-
nen im regelmaßigen Gitter als bekannte Größen benutzt. Eine Analyse der Beziehung
ergab, daß sich in ihr ein Beitrag von jeder Seite des Vierecks wiederspiegelt der mit
bestimmtem Vorzeichen in die Summe eingeht. Jeder dieser Beitrage fand sich im angren-
zenden Nachbarviereck mit umgekehrtem Vorzeichen wieder, so daß man netto pro Gitter-
zelle nur zwei Beiträge zu berechnen hatte.
Als Test zurYeriftzierung des Zellintegrationsverfahrens in zrvei Dimensionen wurde wie-
derum ein Standardexperiment, nämlich die Rotation eines Zylinders um den Mittelpunkt
eines begrenzten ebenen Gebietes herangezogen. Die Erkenntnisse aus den eindimensiona-
len Experimenten bzgl. der Ordnung der verwendeten Polynome und der numerischen
Genauigkeit sowie der Vergleich mit semi-Lagrangscher bikubischer Interpolation konnten
auch in zwei Dimensionen bestätigt werden. V/eiterhin konnte festgestellt werden, daß die
Reihenfolge der Integrationen, zuerst in Ç-Richtung und danach in n-Richtung oder umge-
kehrt, keinen Einfluß auf die Lösung hat. Die Aufspaltung in eindimensionale Operatoren
hat allerdings dazu geführt, daß die Lösung nun nicht mehr positiv definit war, obwohl die
jeweiligen eindimensionalen Funktionen für sich genommen diese Bedingung erftillten. Die
zrveidimensionale Prozedur bringt nämlich implizit die Variation der Masse entlang der
Diagonalen einer Gitterzelle ins Spiel. Allerdings ist diese Variation in r1-Richtung nicht
einheitlich was ztr Folge hat, daß Eigenschaften wie Positivitat oder Monotonie dann nur
bei Integration über eine ganze Zelle gewährleistet sind. In der Praxis wird jedoch meistens
nur über Teilbereiche einer Zelle ntegriert. In dieser Arbeit wurde Positivitat der Lösung
de shalb durch ein lokal modifi ziertes "hole- fi lling " -Verfahren erzwungen.
An dieser Stelle sei aber ein Ausblick auf eine elegantere Lösung gestattet als das in dieser
Arbeit verwendete "hole-filling"-Verfahren: Interpretiert man nämlich die Beiträge der ver-
schiedenen Seiten als Fluß durch die Begrenzungen des Viereck, so kann man möglicher-
weise durch Fluß-konigierten Transport eine positiv definite oder gar monotone Lösung
erzielen.Im Prinzip würde es bedeuten, daß die monotone oder positiv definite Lösung nvi-
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schen den quadratischen Funktionen und den konstanten Funktionen liegt. Die genaue Pro-
zedur muß allerdings noch im Detail formuliert und getestet werden.
Die Erweiterung auf sphärische Geometrie war nun ein wichtiger, ganz neuer, Entwick-
lungsschritt. Formal konnte das in der Ebene entwickelte 2D-Verfahren zunächst ohne Ver-
änderung auf die Kugel übertragen werden, wenn man die geographische Länge und den
Sinus der geographischen Breite als Koordinaten wählt. Die Seiten der Vierecke, die in die-
sem Koordinatensystem als gerade Linien angenommen wurden, sind mit dieser Wahl in
guter Näherung Bogensti.icke von Großkreisen, wenn man weit genug von den Polen ent-
femt ist. Das Experiment bestand in diesem Fall aus dem Standardtest der Advektion einer
kosinusfürmigen Glockenfunktion über den Nordpol, den Äquator und in kleinen Winkeln
abweichend von diesen Extremen. Nach einigen Versuchen stellte sich aber heraus, daß die
große Krümmung und Drängung der Koordinatenlinien in Polnähe einer gesonderten
Behandlung bedarf da die Glockenfunktion bei der Ûberquerung des Pols stark deformiert
wird. Eine gerade Linie zrvischen zwei Eckpunkten ist in der Nähe des Pols kein Bogen-
stück eines Großkreises mehr und die Flächenstücke der unregelmäßigen Gitterzellen wer-
den falsch repräsentiert. Das Problem konnte dadurch gelöst werden, indem man den
Verlauf des Bogensti.icks durch die Berechnung weiterer Hilfspunkte genauer bestimmt hat.
Dies bedeutet aus geometrischer Sicht, daß eine Gitterzelle des unregelmåißigen Gitters in
mehrere Teilflachen unterteilt wurde. Damit war die falsche Repräsentation der Gitterzelle
zrruar korrigiert aber im zeitlichen Verlauf der verschiedenen Fehlermaße \ilar der Zeitpunkt
der Polüberquerung deutlich durch einen sprunghaften Ausschlag 
^r 
erkennen. Mit Hilfe
eines Polfilters, der auf die Gitterpunktswerte einen glättenden Einfluß hatte, konnte der
Ausschlag deutlich reduziert werden, weil die dichte Drängung der Koordinatenlinien nun
kompensiert wurde.
Nach dieser Modifikation zeigle das Zellintegrationsverfahren auch auf der Kugeloberflä-
che das nunmehr bekannte Verhalten. Der Transport in kleinen Winkeln abweichend von
dem direkten Weg über den Pol bzrv. entlang des Äquators bewies ferner, daß das neue Ver-
fahren auch bei asymmetrischem Strömungsfeld die erwarteten Resultate lieferte und nicht
zufÌillig auf die Überquerung des Pols hin optimiert wurde. Experimente mit verschiedenen
Auflösungen zeiglen wie erwartet, daß die Genauigkeit der numerischen Lösung mit stei-
gender Auflösung zunimmt. Dies war auch erwartet, da die funktionale Darstellung der
Verteilung eines skalaren Feldes in kleineren Gitterzellen realistischer ist.
Neben all den beobachteten positiven Eigenschaften war aber am wichtigsten, daß ntsãtz-
lich die exakte Erhaltung der Masse des skalaren Feldes über den gesamten Zeitraum der
Integration gegeben war. Im Vergleichsexperiment, der semi-Lagrangschen bikubischen
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Interpolation \ /ar hingegen ein systematischer Massenverlust zu beobachten. Der Preis für
diesen Gewinn ist eine etwas höhere Rechenzeit. Zieht man lineare Funktionen in Betracht,
was in punkto Genauigkeit der bikubischen Interpolation entspricht, so ist der Aufivand nur
um den Faktor 1,2 höher. Nimmt man jedoch quadratische Funktionen, die in diesem
Zusammenhang einer großen Genauigkeit entsprechen, ist die Rechenzeit etwa um den Fak-
tor 1,65 größer als im Vergleichexperiment. Das erscheint auf den ersten Blick sehr viel,
bedenkt man allerdings, daß die adiabatischen Prozesse in einem vollständigen Atmosphä-
renmodell nur einen kleinen Anteil der Rechenzeit beanspruchen, relativiert sich der Mehr-
aufivand wieder.
Das zentrale Problem war die zuverlässige Formulierung des Zellintegrationsverfahrens auf
der Kugeloberfläche insbesondere in Polnähe. Die in dieser Arbeit vorgeschlagene Lösung
konnte die gestellten Anforderungen gut erfüllen, weist aber dennoch einige Mängel auf.
Zum einen ist es unbefriedigend, wenn einige Breitenkreise anders behandelt werden müs-
sen als die übrigen. Außerdem besteht eine gewisse Willkür bis zu welchem Breitenkreis
diese Sonderbehandlung stattfinden soll. Die Komplexität der modifizierten Prozedur
macht sie etwas unflexibel im Bezug auf Änderungen des Gitters, wie es beispielsweise mit
der Einftihrung eines reduzierten Gaußschen Gitters der Fall wäre. Der nächste Schritt bei
der Weiterentwicklung der Zellintegrationsmethode sollte noch einmal dem Polproblem
gewidmet werden um die Prozedur zu vereinfachen. Die Möglichkeiten reichen von einem
anderen Koordinatensystem, wie zum Beispiel ein Dreiecksgitter bis zu einer ähnlichen
Koordinatentransformation, wie es bei der Berechnung der Trajekforien der Fall ist. Bei
diesen Überlegungen ist es aber wichtig, daß man im Endeffekt ein globales Koordinatensy-
stem verwenden kann. Hat man lokal verschiedene Systeme, so ist es nicht ohne weiteres
möglich Beiträge zur Masse eines Vierecks im Nachbarviereck mit umgekehrtem Vorzei-
chen wiederzuverwenden und damit Massenerhaltung zu gewährleisten.
Im letzten Experiment wurde überprüft, ob die Methode auch mit realen Daten die
gewünschten Eigenschaften liefern konnte. Dazu wurde ein Testfall ausgesucht, der für eine
Periode von zwölf Tagen in guter Näherung adiabatische und reibungsfreie Bedingungen
und somit eine horizontale Strömung bot. Das zu transportierende Feld war, stellverhetend
für eine beliebiges skalares Feld, Ertel's potentielle Vorticity und das Strömungsfeld führte
zu einer permanenten Umströmung des Nordpols. Im Vergleich, wiederum mit
semi-Lagrangscher bikubischer Interpolation sowie Reanalysedaten wurde ein realistischer
Transport simuliert, wobei die SLZI-Methode eine detailliertere Verteilung lieferte.
Zum Abschluß wurde noch gezeigt wie eine Erweiterung auf drei Dimensionen für ein
hydrostatisches Atmosphärenmodell aussehen kann. Wenn dieser Schritt realisiert ist steht
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ein vollständiges, konservatives, semi-Lagrangsches Transportschema zur Verfügung. Wei-
tergehende Überlegungen die Idee auf Flachwassergleichungen und sogar auf die komplet-
ten primitiven Gleichungen auszudehnen wurden ebenfalls angestellt. So ist es möglich,
wie in eindimensionalen Experimenten gezeigt wurde, das semi-implizite Zeitschrittverfah-
ren mit der Zellintegrationsmethode zu kombinieren. Das ist ein wichtiger Schritt auf dem
Weg zu einem effizienten konservativen Verfahren ff.ir die elementaren prognostischen
Variablen, denen ein physikalisch begründetes Erhaltungsprinzip zugrunde liegt.
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Anhang A: Interpolation nach Newton-Gregory
Das allgemeine Interpolationspolynom vom Grad 4, pa(x) ist nach Newton-Gregory gege-
ben durch

































































l-(x4-*o)(x, - xr)(x¡ - xr) (x, - xr)(xz - xr)
mit prr(x¡) : ¡l1 für i:0,...,4. Nun sei die Aufgabe gegeben den Randwetr öi*ttzeiner Gitter-
box j zu berechnen. Dazu interpoliert man zunãchst ein Polynom 4.Ordnung durch die
Menge der Punkte (*;*t +ttz,@i+k+t/2), k : 0,+1,+2. und differenziert es an der






zu erhalten. (Þ4 bedeutet, daß O ein Polynom 4. Ordnung ist. Zwischen O und S bestehe
weiterhin folgende Beziehung
<Þ(x¡+ tn): C-.+rtz: I0rÂ*r.
k<j
















x6 x1 x2 x3 x4
Qr-zn @ttn Qu+Uz @u*z2 Qu+s2 X
Abb. A.l
und mit x:x2 folgt nach etwas Algebra
þt * ttz: c1 * 3Lxcr+ 3(Ax)2c ,-2(Lx)3 co
Lage der verschiedenen Punkte, die bei der Berechnung der
Randwerte miteinbezogen werden
Damit ergibt sich:
fo : ct+ cz(2x-xl -xo)+cr(3x'-2*1*o**, *xz) +x.xr *x0x2+xrxz)
+ co(4x3 
- 
3x21xo * x, * x, * x3) * 2x(xsx1 * xoxz * xox: * xrx2 * x1x3 * x2x3)
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-tlzt Qt -ltz (Ar2)
2(Lx)z
_ 
@r +3/2- 3@u* ttzt 3Qt _ttz- @t _ttz (413)ca
6(Ax)3
und c4: Qu* stz- 4Õu + 3/2+ 60O* rrr- 4Qt._ ttz* Qt<_ztz (414)
2a(Lx)4
Nach einigen Umformungen ergibt sich dann mit Gleichung (48)
aJþy*ttz : 0t-r + r(0t-0t-r) + 3(öt*r -2ót+ ôt-r) (415)
I
- ¡(0t*z - 30t* r + 30t- öt- r)
woraus man unmittelbar (3.39) erhält:
I
11
þx* ttz : f(0t* r + 0t) - 6(Â0r.* r - Â0r.) (Ar6)
11
mit A$u* r : J(ör*z - 0r) und A$u : ;(0t* r - 0t- r)
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Anhang B: Begründung von Bedingung (3.4f )
Eine Parabel $(x) : 
"*'* 
bx f a, die in einem Intervall von 0 bis I definiert ist, hat fi.ir
c + o genau ein Extremum. Dieses kann innerhalb des Intervalls liegen oder aber außer-
halb. Die Nullstelle der ersten Ableitung ist genau diese Extremstelle.
Aus 0'(*) : 2coxu-r bu
erhält man







gelten oder nach einer kleinen Umformung
O<-(br+c¡)<cr. (84)
Mit Hilfe von (3.38) erkennt man, daß der Ausdruck (bo + c¡) die Differenz der Rand-
werte, þu+ttz-$r_ tr,, ist. Wie man durch Fallunterscheidung nun leicht nachprüfen
kann, läßt sich (B4) zu
lÖx+vz-$t- trrl'l"ul (85)
zusammenfassen, welches zu begründen war.
113
114
Anhang G: Das IFS-Modell
Das "Integrated Forecasting System"-Modell (IFS-Modell) ist eine auf verschiedenen Platt-
formen laufftihige Version des spektralen Vorhersagemodells des EZMWF. Die wichtigsten
Charakteristiken dieses Modell sind:
. spektrale Transformationsmethode
. semi-Lagrangsches Advektionsverfahren
. horizontale AuflösungT2l,T42,T63, Tl06 und T213
. vertikal 19 oder 3l Schichten
. reduziertes Gitter
. volle physikalische Parametrisierung
Das System beinhaltet verschiedene Modellvarianten. Ein 3D-Vorhersagemodell, ein 2D-
Variante, ein 3D- und 4D-Var-Analysesystem und einige andere Komponenten mehr. Das
Modell ist aus einer Kooperation nryischen EZMWF und Meteo France hervorgegangen.
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Anhang D: Ergebnisse zu Kapitel 5
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