Ray, Devanbu and Filkov ("the FSE authors") issued a rebuttal [1] of our TOPLAS paper On the Impact of Programming Languages on Code Quality: A Reproduction Study ("TOPLAS") [2] . Our paper reproduced A Large-Scale Study of Programming Languages and Code Quality in GitHub [3] , which appeared at FSE 2014 ("FSE") and was subsequently republished as a CACM research highlight in 2017 [4] ("CACM"). This article is a rebuttal to that rebuttal.
The FSE paper mixes correlation and causation in a way that makes it easy to misread its conclusions. An analysis of GitHub is necessarily measuring correlation and not establishing causation, as it does not constitute an experiment. In some parts of the text, the FSE authors are in fact careful to qualify their results as having a "small effect" and being "associations" (i.e., correlations). However, it is clear that their work is only of interest if it becomes actionable. Without a causal link between languages and bugs, these results are no more useful than observing that it often rains on Tuesdays.
Unfortunately, in numerous places in both the FSE and CACM papers and in the FSE authors' own follow up work, a more causal formulation of their conclusions is presented (e.g., "static typing is better than dynamic"). The citation analysis reported in our TOPLAS paper shows that most people interested in their conclusions read the CACM and FSE papers as taking a stand on what is a better computer language. Out of all citations we have reviewed, only 4 were couched in terms of associations while 26 (incorrectly) implied causality. As a community, we must aim to minimize the chances that our research will be misinterpreted. We believe this is a goal worth fighting for.
A word about statistics. In the TOPLAS paper, we discuss the treatment of p-values and how to correct for the testing of multiple hypotheses. That discussion should not obscure the fact that, in the end, p-values are a tool ill-suited to large scale data analysis, as is the case for the analysis of GitHub repositories. Second, and more importantly, in the words of the American Statistical Association: "Scientific conclusions should not be based only on whether a pvalue passes a specific threshold." Our TOPLAS paper shows how to use prediction intervals to estimate the practical significance of observed effects (i.e., bugs). In Fig. 6 , we take the language with the strongest association with bugs after reanalysis, namely C++, and the one with the smallest association, Clojure. Fig. 6 shows that these are mostly indistinguishable in practice. Since the difference is so small for languages at the two extremes, there is little point in discussing the others.
We note the presence of numerous demonstrably incorrect statements in the response, which we address in Sections 2.1, 2.2, 2.7, 2.9, and 2.10.
The remainder of this document provides an in-depth response to the rebuttal.
Overview
We briefly review and classify the 20 issues found in TOPLAS, marking them as either accepted, unchallenged or challenged by the FSE authors. The impact of 8 issues could be captured in our reanalysis as we corrected for them; they are marked with a * . We link to a version of TOPLAS with line numbers [PDF] ; references are Section:Line. "Data" refers to the data set provided by the FSE authors. Cites refer to the citation list of TOPLAS. 6 . * Bug categories. (S3.2:L333) The data regarding bug categories was inconsistent, and did not match what is in the paper. We were not able to correct for this. This made it impossible to repeat or reanalyse RQ4. Unchallenged. 20. Relevance to the RQs. (S5.7:L630) We observe that many of the bug fixing commits are not affected by programming languages, e.g., setting the wrong TCP/IP port is not a bug sensitive to the choice of language. Only a portion of the bugs are relevant. For two projects we looked at, only 5% of the bugs were "language related" . We did not correct for this. Unchallenged.
To summarize: we reported 20 issues. Out of those, we corrected for 8 in reanalysis. The FSE authors challenge 4 issues, including two we corrected for, namely 11 (labelling accuracy) and 12 (0 sum contrasts), and take issue with the use of Bonferroni adjustments.
Response
This section is structured chronologically around quotes from the rebuttal. We answer all points.
Choice of reproducing FSE rather than CACM
The FSE authors say it would have been proper to focus on the 2017 CACM archival version rather than the older FSE 2014 conference paper.
"It is standard practice in Computer Science to have conference paper abstracts extended/improved and published in an archival form in a journal. Once the journal version is published, other papers begin to cite it and stop citing the conference version. Berger et al. refer to results from both our preliminary, FSE paper and our final CACM paper in their TOPLAS paper comparisons, which creates confusion." -Rebuttal
We requested the CACM data on November 13th 2017, a second request was issued a week later, and some data was provided on December 6th 2017:
Please use the following Dropbox link to download the data and scripts we used for the project. https://www.dropbox.com/sh/pfjkg2oztsohsls/AABzCIUCx1TyJqHYa0vf4MfEa?dl=0 I think the scripts are quite self-explanatory and will help you to start the project. We are in the process of releasing the data and scripts with detailed README files. I will share the link once we finish that, hopefully by end of the year. Please let me know if you have any questions. Thanks Baishakhi
No further data was shared. As of this writing, as far as we are aware, no dataset or scripts have been released to the public. The FSE authors write:
"CACM uses the corrected TypeScript data, and Berger et al. were aware of that, yet they chose to compare to the version of our FSE paper that has a mistake in it. This seems unnecessarily tendentious." -Rebuttal "TOPLAS authors were aware that our CACM was the definitive version, yet chose to compare to FSE" -Rebuttal
Nowhere in the email exchange with the FSE authors is there mention that we were given FSE data. We discovered it later, when we found numbers that did not match CACM.
To sum up, we "chose" to reproduce the paper we had the data for. The FSE authors further claim:
"We believe the apparent small differences are attributable to changes our artifacts were going through as we were transitioning the FSE artifact to the CACM artifact (close in time to when we shared the FSE artifact with Dr. J. Vitek and his student in 2017)." -Rebuttal
We requested the CACM data after that paper had been published, months after the FSE authors sent their camera ready version to the ACM. One would expect the CACM data to be available.
Improvements between FSE and CACM
The FSE authors argue that CACM vastly improved over FSE, and thus any comparison to FSE is moot.
"That conference paper reported on preliminary results. Upon it being invited as a research highlight, after being recommended by the FSE conference program committee chairs, it underwent multiple review rounds at CACM. The CACM version is much improved over the FSE version and completely supersedes it." -Rebuttal
Reading CACM does not reveal any changes in methodology or approach. In fact, the paper does not describe any changes to the research approach, methodology or result with respect to FSE.
To evaluate the putative improvements in CACM over FSE, we take every numeric constant and every table appearing in CACM and compare those constants and tables to their corresponding values in FSE. The expectation is that a "much improved" paper would have different numbers, and that those differences would have a qualitative impact on the scientific conclusions. We show the differences below in yellow. 
FSE
For each of these 729 projects, we downloaded CACM ... fewer than 20 commits in that language, where 20 is the first quartile...
... fewer than 20 commits in that language, where 20 is the first quartile CACM For example, we find 220 projects that use more than 20 commits in C.
For example, we find 220 projects that use more than 20 commits in C. The only difference is the name of the categories. The grouping of languages has not changed. Table 6 . Some languages induce fewer defects than other languages.
As expected, the regression results are different; this is explained by the removal of TypeScript. To conclude, the difference between CACM and FSE can be attributed in its entirety to the removal of 1375 TypeScript bug-fixing commits. Since we correct for TypeScript, our TOPLAS paper subsumes the changes made by the FSE authors in CACM.
Project size
The FSE authors paraphrase a talk we gave:
"The size of projects are too different (some have millions of lines of code, others just tens of lines), yet in CACM the authors don't normalize for the number of commits. Hence the results may be wrong!" -Rebuttal
Project size and commits are part of the FSE model. This is not in dispute.
In the talk, we made the following argument: In the data, the 25 Perl projects have an average of 194 commits (4,863 in total) whereas the 82 C projects have an average 5,451 commits (447,043). The regression with "project size" as predictor assumes that the log of the expected number of bugs increases linearly with size, and with the same slope for every language. This assumption is difficult to verify when projects in different languages differ in size substantially. When the assumption does not hold, the adjustment may be insufficient, and the difference in the number of bugs between languages may as well be attributed to a non-linear scaling in complexity of larger-size projects.
This can easily be avoided by changing the way projects are selected. The projects should be chosen by controlling their characteristics rather than relying on GitHub "stars" which capture popularity and are unrelated to software development.
Uncontrolled effects
The FSE authors take issue with uncontrolled effects:
"There seem to be uncontrolled effects, hence the results may be wrong!" -Rebuttal This refers to issue 18 (S5.6:L614) where we point out potential biases that were not controlled, such as a prolific developer working on multiple projects in one language. Such a developer can influence the analysis (e.g. positively, if she writes non-buggy code). This, and other possible sources of bias, were not corrected for in TOPLAS as it would require work outside the scope of a reproduction. We argue it is worth investigating.
Controlling duplicates
The FSE authors dismiss the importance of duplicates, they suggests it is unlikely that they can matter:
"We did not look for duplicated commits but are not surprised that such commits may exist: notably they amount to less than 2% overall! TOPLAS doesn't provide any evidence that the duplicated commits are anyhow biased, i.e., either more or less buggy than the 98+% non-duplicated ones. Thus, it is very unlikely that this affects our results." -Rebuttal
What the FSE authors miss is that their data is skewed with a few languages constituting the majority of the commits. Furthermore, they assume duplicates are uniformly distributed, i.e., that each language is affected the same way.
However, duplicate commits are decidedly not uniformly distributed. The attached graph shows duplicates by language: they account for 9% of C++ and close to 15% of Scala and TypeScript. 
Missing data
The FSE authors mischaracterize issue 7 (S4.1:L364) where we found 106K missing commits:
"There is missing data, about 20% over all projects, and up to 80% for some projects. Hence, the results may be wrong!" -Rebuttal
We make no such claim. We simply assert that missing data is something to worry about, especially when languages like Perl or C++ lose so many of their commits. We did not correct for this, and thus this issue did not affect our conclusions. We suggest that this should be corrected in future versions of the FSE authors' work.
The FSE authors also remark that our figure is "highly disingenuous":
" Figure 3 are highly disingenuous. Fig 3 shows all the bar plots on the same chart, and truncates (shortens) the 80% bar (for Perl), thus most bars look comparable to it, appearing as if for most languages we have lost most commits. In fact, looking at the figure's y-axis units, we see that there is only one language for which the discrepancy is at 80% , Perl. For all others the discrepancy is below 15% , and for most way below. This is classical data misrepresentation, usually only seen in tendentious political debates." -Rebuttal
The figure is clearly labeled and the case of Perl is called out in the text.
TypeScript
Our correction for TypeScript was challenged by the FSE authors. This is issue 9 (S4.1:L384), out of 41 projects labeled as TypeScript, only 16 contained TypeScript code. The other were translation files (.ts). The FSE authors say (a) they fixed it and (b) we were aware of it:
"This is an unnecessary misrepresentation of our work. We were the first to correct our work immediately after noticing this very issue." -Rebuttal "CACM uses the corrected TypeScript data, and Berger et al. were aware of that, yet they chose to compare to the version of our FSE paper that has a mistake in it. This seems unnecessarily tendentious." -Rebuttal
The paper in the ACM DL (https://dl.acm.org/citation.cfm?id=2635922) is what we reproduced and are commenting on. That version does not include any information about errors in TypeScript. Neither does CACM.
Part of issue 9 is left unchallenged: 34% of the remaining TypeScript commits are to type declarations. In TypeScript, some files do not contain code, they only have function signatures. These are the most popular and biggest projects in the dataset. We corrected for this by removing TypeScript.
V8 and C++
Our TOPLAS paper makes a point with respect to C++ and V8 which the FSE authors may have missed:
"The V8 example is interesting from a software engineering perspective. Yes, a significant amount of the JavaScript code in V8 is test code. However, coding (and fixing) test files is a big part of what developers do, and thus, there are good experimental reasons to include them" -Rebuttal While V8 is a C++ project, the dataset only contains 16 C++ commits, and 2,907 JavaScript commits. To account for this one should recover the commits that were lost and disambiguate whether a bug fixing commit to a JavaScript file means that the test (in JavaScript) is buggy or that there was a bug in C++ code and that the test is a reproduction. In the latter case, the FSE analysis blames the wrong language.
Correlation vs. Causation
A main points of contention is about causation. In TOPLAS, we argue that FSE and CACM were read as advocating a causal link. The FSE authors take umbrage:
"In FSE and CACM we were clear that we are talking of associations and correlations, not causality" -Rebuttal "Berger et al. object to the world's interpretation of our work, which is not something that should be addressed to us. They disingenuously attempted to pin this on us by erroneously quote mining" -Rebuttal
We wrote: "Correlation is not causality, but it is tempting to confuse them. The original study couched its results in terms of associations (i.e., correlations) rather than effects (i.e., causality) and carefully qualified effect size. Unfortunately, many of the paper's readers were not as careful. The work was taken by many as a statement on the impact of programming languages on defects . . . Out of the citations that discussed the results, 4 were careful to talk about associations (i.e., correlation), while 26 used language that indicated effects (i.e., causation)." -TOPLAS (S1:L68)
We stand by the above and argue that, as scientists, it is our responsibility to write our results in a way that minimizes the likelihood of being misconstrued.
In this spirit, consider the following from CACM:
1. "Most notably, it does appear that disallowing type confusion is modestly better than allowing it" 2. "among functional languages, static typing is also somewhat better than dynamic typing" 3. "We also find that functional languages are somewhat better than procedural languages" 4. "The data indicates that functional languages are better than procedural languages" 5. "it suggests that disallowing implicit type conversion is better than allowing it" 6. "that static typing is better than dynamic" 7. "that managed memory usage is better than unmanaged"
These are causal arguments. They make for good copy, but are not supported. In other words, use of causal language by the FSE authors invited readers to draw causal inferences.
Language classes
The FSE authors disagreed with TOPLAS S3.2.2:L300 where, during repetition, we reclassify languages. Their argument is: (a) this belongs in reanalysis, and (b) we confirm FSE's conclusions.
"After the reclassification they got qualitatively the same results as ours: comparing tables 4c in TOPLAS and Table 7 in CACM, it is clear they both imply that the functional language categories are associated with (very slightly) fewer bugs, and that those findings are statistically significant." -Rebuttal "We note that this should have been called a reanalysis. Berger et al. called it repetition" -Rebuttal
Addressing errors in data labelling does not fit neatly in the repetition/reanalysis framework. It is not reanalysis as we are not changing the analysis or cleaning the data, but it is not quite repetition either.
The classification of languages is wrong: consider Scala. In FSE, it is lumped with Clojure, Erlang & Haskell under the "Functional Paradigm". For this to be meaningful, there must exist some shared attribute these languages have that makes programs written in them similar. Referential transparency and higher order functions could be that. But, while Scala has higher-order functions, it is imperative. So, it is not a perfect match. Worse: Java also has higher-order functions, yet it isn't in that group.
As to the claim that we confirm the conclusions of FSE: our reclassification simply says that with a better classification, you get slightly different results. It does not validate the FSE authors' conclusion because the FSE analysis suffers from the same statistical problems as the rest of the paper. To validate their conclusions, we'd have to run with cleaned data and proper statistics. If curious, the FSE authors can adapt our scripts.
The FSE authors argued that it is not possible to compare models with different categories:
"Their model has different variables than ours, they derived two categories from one of ours. Thus, the models are not directly comparable, only the implications of those models are comparable." -Rebuttal
We agree. The takeaway is that the FSE categories do not match any meaningful partition of languages according to features and that reclassification yields different but uncomparable results.
Finally, the FSE authors argue against the use of the FSE paper for comparison:
"We note that they compared their results to FSE, the superseded study. In the latter, CACM, we revised our classification of languages, e.g. with TypeScript." -Rebuttal This is a misstatement. The groupings of languages in categories are exactly the same in FSE and CACM; they just have different names. We repeat our findings from 2.2 above: Table 3 . Different types of language classes. The only difference is the name of the categories. The grouping of languages has not changed. So, not only was there no meaningful change in the groupings, but the models are also exactly identical.
Repetition of RQ3 and RQ4
There is confusion about the status of repetition for RQ3 and RQ4. Did we repeat the FSE result? No.
"They reproduce our RQ3 results, and they acknowledge this in S.3.2.3. They implemented their own methods for RQ3, different than ours (in the data and scripts package we sent the TOPLAS authors, by mistake we had omitted the scripts to reproduce our RQ3 and RQ4; they did not follow up to ask us for them). ... From their results, they conclude the same as we do from ours in CACM: no evidence is found of a correlation between domain and defect proneness. Thus, this is a confirmatory reproduction study of ours. They did not perform a repetition of our RQ4 as they did not have our scripts, see previous paragraph." -Rebuttal S3.2.3 was a best effort guess of what FSE did. It is neither a successful repetition, nor a reanalysis.
Approaching reanalysis
We focus on RQ1 as it is the most important of the questions, and one we could repeat to our satisfaction.
"This is where TOPLAS is most misleading, on multiple accounts. First, their reanalysis is only an RQ1 reanalysis. They did not do a reanalysis of our RQ2-RQ4. They gathered their own data, for the same projects we did. For various reasons they couldn't mine all the projects we did. They also could get more data for some projects than we did" -Rebuttal
Our reanalysis was done entirely using the FSE data with cleaning applied as described above.
The confusion comes from a misreading of issue 7 (S4.1:L364) where, in order to find missing commits, we downloaded projects from GitHub to compare them with the FSE data. The downloaded data was not used for our corrections. We did not find all the projects because the data lacked owner names. We compensated by heuristically matching projects (see S4.1:L360).
Multi-hypothesis testing
While the FSE authors concede that adjustment for multiple hypothesis testing is required, they disagree with our use of Bonferroni to correct for the error.
"In spite of them showing FDR results in Table 6 , as discussed above, for their conclusions they use the very conservative, and problematic Bonferoni correction." -Rebuttal "they defer to the Bonferroni correction, and not FDR, in their final analyses in TOPLAS. They end up with only 5 significant results after the Bonferroni correction." -Rebuttal
As the FSE authors mention, Table 6 , column (c) shows the results of FDR and Bonferroni. The difference between the two is that one language, namely Ruby, loses statistical significance under Bonferroni. As a side note, column (e) where we apply the bootstrap, makes Ruby significant again.
Controlling for uncertainty, and the Bootstrap
The FSE authors argue that our use of the Bonferroni correction in the bootstrap is unnecessarily harsh:
"While bootstrap is potentially useful vis-a-vis labelling in the presence of uncertainty, unfortunately, they used the Bonferroni correction with the bootstrap. As discussed above, that correction is too conservative, with an inappropriately deleterious effect on significant findings. We posit that much of the information in the data was lost in TOPLAS after the application of Bonferroni." -Rebuttal
The bootstrap-based analysis used the Bonferroni correction for methodological simplicity. Briefly, any FDR adjustment requires the calculation of p-values, which in turn requires the calculation of the reference distribution under the null hypothesis. Yet, it is not possible to resample the existing data under the null. Therefore, procedures for bootstrapbased hypothesis testing make additional assumptions -such as the assumption that the sampling distributions of the parameters are pivotal (i.e., the null hypothesis shifts the mean of the sampling distribution, without changing the variance). We decided against adding assumptions.
Instead, we opted for reporting bootstrap-based confidence intervals for the parameters of the Negative Binomial regression, for which the confidence level can be easily adjusted with Bonferroni. There is no generally accepted FDR-based adjustments for the width of confidence intervals.
Labeling uncertainty is a major issue in the original work, one that cannot be swept under the rug or ignored.
Zero sum contrasts
The use of zero-sum contrast is questioned:
"Berger et al. also apply a different contrasting technique, zero-sum, than the one we used, which they claim may be more appropriate in this setting, though they give no evidence for it. In CACM we have justified the use of weighted contrasts and provided a reference. TOPLAS doesn't directly compare their contrasting technique to ours. Due to the lack of objective evidence either way, we are not swayed by their argument. At best this point is debatable, if not unnecessary." -Rebuttal
We recommend Chapter 8.4 of the 2004 book by Kutner, Neter, Nachtsheim, and Li, "Applied Linear Statistical Models" as a good starting point on the benefits and drawbacks of alternative coding strategies of categorical variables.
Bug labelling false positives
The FSE authors take issue with our methodology for determining bug labelling accuracy. Bug labelling takes each commit and labels that commit either as a bug-fixing-commit or not. We reported labelling (S4.1:L421) has a 36% false positive rate. This was done with the help of independent developers. The FSE authors claim that a sampling of twelve commits revealed 10 true positives.
"When examining a subset (numbering 12) of the buggy commits which they claim are false positives, considering the commit logs, the actual changes, linked issue numbers (when available) and discussions (when available) we found that 1 was a false positive, but 10 were in fact true positives, with one other one being debatable. We are therefore skeptical of their claimed 36% FP?" -Rebuttal
Our reanalysis has 197 commits deemed buggy in FSE. Three independent developers evaluated them, and found that 71 of those were in fact not buggy. In the appendix we provide a full list of those 71 commits, giving the original URL, part of the commit message, and our assessment. Unlike suggested by the comment above, we find only 6 cases out of 71 in which we disagree with the developers.
Among these allegedly buggy commits are many obvious non-bugs. Clearly, the accuracy of the automated process used in FSE/CACM is questionable.
There is a further misunderstanding:
"Ours was not shown wrong: we reported 84% precision in both CACM and FSE (See S.2.4, CACM). Our method is automatic, which has pluses and minuses, as discussed in our paper." -Rebuttal
Unfortunately, this has little to do with the point at hand as it refers to bug classification, i.e. once a bug-fixing commit has been identified, to which class (such as Algorithm, Concurrency, ...) does it belong: "To evaluate the accuracy of the bug classifier, we manually annotated 180 randomly chosen bug fixes, equally distributed across all of the categories." [CACM S2.4] This answers a different question.
Small Perl project
One of our talks was inaccurate:
"Dr. J. Vitek, in his many talks, publicly mocks us for including a 16-line Perl project in a table of the "Largest Projects" in Github. Hilarity understandably ensues from the audience. That would indeed be a laughable error, if we had done that. Three points here: first, the table, as described in our paper, shows the most-starred projects. Second, at the time of study, the Perl file mysqltuner.pl had 784 lines of code. Finally, that particular highly-starred Perl project got filtered out of our analyzed subset, for having insufficient commit history." -Rebuttal
The accurate statement is "one of the three top-starred Perl projects is a 784 line script that does not have enough commits to be considered for inclusion in the analysis" .
Conclusion
We reviewed the points made by the FSE authors in their rebuttal. None of their issues invalidates our approach. Thus, our conclusions stand:
• The FSE paper found six languages had a positive association with bugs (C, C++, Objective-C, PHP, Python, JavaScript) and four had a negative association (Typescript, Clojure, Haskell, Scala, Ruby).
• Our reanalysis, based on the same data after data cleaning and improvement to the statistical methodology, shows only one language with a positive association to errors (C++) and three with a negative association (Clojure, Haskell, and Ruby).
All of our data and code is publicly available.
We look forward to the FSE authors publishing their CACM artifact.
