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CAPÍTULO 5
SERIES DE TIEMPO
Imagen 12
• Una serie temporal es un conjunto de medidas ordenadas 
a lo largo del tiempo de una variable de interés.
• Con las series de tiempo se analiza el comportamiento 
histórico de una variable a través de una función matemática.
• Se utilizan para pronosticar; no se hace análisis estructural.
• Se supone que se dispone de datos en intervalos regulares 
de tiempo (horas, días, meses, trimestres, años…) y se 
desea utilizar la posible “inercia” en el comportamiento de 
la serie para prever su evolución futura. 
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5.1 Formas de analizar una serie
• Por descomposición de la serie o determinístico.
• Un segundo enfoque es el estocástico.
5.2 Componentes de una serie
5.2.1 Componente de tendencia
Comportamiento de crecimiento o decrecimiento en un 
periodo de tiempo.
Imagen 13                                      Imagen 14
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Imagen 15             
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t
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5.2.2 Componente de estacionalidad
Comportamiento que se repite en intervalos regulares de 
tiempo y se representa en datos menores al anual; por ejemplo 
la producción, la inflación, la oferta monetaria, etc. 
Imagen 16
Componente de 
Estacionalidad
Zt
t
5.2.3 Componente cíclico 
Se repite en periodos prolongados de tiempo, comportamiento 
de crecimiento o depreciación de las economías o fluctuaciones 
de la serie respecto a su tendencia.
Imagen 17
Componente Cíclico
Zt
t
c c
d
5 10 15
C
ur
so
 B
ás
ic
o 
de
 E
co
no
m
et
rí
a 
C
lá
si
ca
106
5.2.4 Componente irregular
Aquel que es debido a la multitud de factores que inciden 
sobre la serie y es difícil de representar a través de una función 
matemática. Es preciso este componente, el que da a lugar el 
análisis estocástico, dado que la irregularidad logra esconder los 
otros componentes.
Imagen 18
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5.3 Promedios móviles para el suavizado 
de series 
• El componente irregular en algunas series temporales 
puede ser tan grande que esconda cualquier regularidad 
subyacente lo que hace difícil cualquier interpretación del 
gráfico temporal. Para evitar esto se hace un suavizado de 
la serie con los promedios móviles.
• En caso de datos trimestrales se utiliza el promedio móvil 
de 4 puntos y en datos mensuales promedios móviles de 
12 puntos.
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5.3.1 Pasos para el cálculo de índices estacionales, 
desestacionalización de series y predicción
• Calcular el promedio móvil para la serie de tiempo ( ). 
Como los datos son trimestrales en nuestro ejemplo, realizamos 
el promedio cada 4 datos, donde perdemos 4 observaciones 
(2 al inicio y 2 al final). Por tanto, para realizar promedios 
mensuales el promedio es cada 12 datos, luego también 
perdemos 12 observaciones (6 al inicio y 6 al final).
• Centrar el promedio móvil si es necesario. 
00
6,5
I
II
III
IV
I
II
III
IV
I
II
III
IV
01
02
8
3
5
10
9
4
6
11
10
5
17
12
6,75
7,75
8
8,25
8,5
7
7,25
7,5
6,625
6,875
7,125
7,375
7,625
7,875
8,125
8,375
tsZ
tCZ
tsZ
tZ
tSZ
75,47
145,45
126,32
54,23
78,69
139,68
123,08
59,7
• Calcular la razón 100*100* *
t
t
X
X
movilpromedio
realValor
=
Ejemplo para el III trimestre del 00:
 
47,75100*
625,6
5
=
Para el III trimestre del 01:
  689,78100*
625,7
6
=
• Organizar las razones 100**
t
t
X
X  de acuerdo con la periodicidad 
(trimestres y meses) y calcular la media de cada trimestre 
o mes (Índiceo).
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I II III IV
00 - - 75,470 145,45
01 126,32 54,24 78,69 139,68
 
⇒esestacional
indices 02 123,08 59,7 - -  
400serdebeporque
indiceelajustaSe
⇐124,7 56,97 77,08 142,565 401,315
¿Qué tanto cambia el comportamiento de la variable con 
respecto a su valor medio?
Para eliminar los datos atípicos y no dañar los índices 
estacionales se eliminan los datos máximo y mínimo antes 
de sacar el promedio.
• Ajustar el índiceo I ajustado = 
 
∑
∑
o
r
o I
I
I
400=+++==
∑
∑
IVIIIIIA
o
r
oA IIIIII
I
II
 
29,124
31,401
7,124400
==
xII
   83,76
31,401
080,77400
==
xIIII
II III IIII IVI  
 ⇒esestacionalindices 124,7 56,97 77,080 142,565 401,315
⇒ajustadosindices 124,29 56,78 76,83 142,10 400
• Finalmente se ajusta la serie original como:






=
ajustadoIndice
originalvalorajustadoValor 100*
Una vez eliminada la variación estacional se puede calcular 
la línea de tendencia sin variación estacional, la cual puede ser 
proyectada hacia el futuro. Finalmente se incluye el componente 
estacional multiplicando la proyección por el componente 
correspondiente del índice. 
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436,6
29,124
100*8 =





=II
   
 
28,5
78,56
100*3 =





=III
 
81,6
83,76
100*5 =





=IIII
      
04,7
095,142
100*10 =





=IVI
8 6,436  
3 5,283  
5 6,508  
10 7,037  
9 7,241  
4 7,044  
6 7,810  
11 7,741  
10 8,046  
5 8,805  
7 9,111  
12 8,445  
Imagen 19
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Con la serie ajustada extraemos la tendencia.
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Imagen 20
Serie Ajustada
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5.4 Series de tiempo vistas como procesos 
estocásticos 
• Definimos una serie temporal como una variable Zi = Z(ti) 
en la que i = ti = 1, 2,…n indica los diferentes momentos 
del tiempo para una serie de longitud n y donde todos los 
intervalos entre observaciones son iguales (es decir, todos 
están referidos a días, meses o años). 
• Proceso estocástico es una sucesión de variables aleatorias 
{Zt } t= ∞+∞− ....... ; cada dato de la serie es considerado 
como una variable aleatoria.
5.4.1 Procesos estocásticos 
• En el contexto de los modelos estocásticos toda serie 
temporal se considera generada por un proceso estocástico.
• Los valores de la serie de tiempo 1ξ , 2ξ , … nξ  pueden 
considerarse así como realizaciones muestrales de las 
variables teóricas Z1, Z2, … Zn con una probabilidad 
de ocurrencia deducidas de una supuesta función de 
distribución conjunta p( 1ξ , 2ξ , … nξ ).
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5.4.2 Hipótesis simplificadoras
• No se hará distinción entre una variable aleatoria Zt y su 
valor observado tξ , que se denotará también por Zt.
• Se considera que el proceso es exactamente estacionario, 
es decir que:
F(Zt1, Zt2, … Ztn) = F(Zt1+k, Zt2+k, … Ztn+k) 
Estacionario → la función no cambia a través del tiempo.
• Si se admite que las distribuciones de probabilidad son 
normales, para su caracterización sería suficiente conocer 
medias y varianzas-covarianzas.
5.4.3 Uso de operadores retraso
• Operador de retraso se denota por la letra B .
• Este se define mediante la relación 1−= tt ZZB  para todo t ( t∀ ). Por aplicación sucesiva del operador B  se obtiene:
C
ur
so
 B
ás
ic
o 
de
 E
co
no
m
et
rí
a 
C
lá
si
ca
112
356
735
973
397
839
83
8
21 −− ttt ZZZ            21
2 )()( −− === tttt ZZBZBBZB
32
23 )()( −− === tttt ZZBZBBZB
ktktt
k
t
k ZZBZBBZB −−−
− === )()( )1(
1
             Generalizando:
                                      
tktt
k yKparaZZB ∀== − 2,1,0
Nótese que por cada rezago se pierde una observación.
5.4.4 Polinomios de retraso
El uso de polinomios de retraso es de particular importancia 
porque permiten expresar de una manera concisa y simple 
algunos de los modelos que han probado ser de mayor utilidad 
en la práctica para representar fenómenos reales. 
5.5 Modelos más utilizados en series de 
tiempo
5.5.1 Autorregresivos
Cuando la serie Zt está en función de ella misma rezagada 
1, 2, 3… p periodos, se define como autorregresivos.
 )(221 pARaZZZZ tptpttt →++++= −−− φφφ 
Suponemos que se les ha restado la media a todas las 
variables (µ).
φ → es el coeficiente para estimar.
tptttt aZZZZ =−−−− −−− φφφ 21  
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Incluyendo el operador de rezagos B, tenemos:
t
p
ttt aZBZBZBZ =−−−− φφφ 
2
2
tt
p
p aZBBB =−−−− )1(
2
21 φφφ 
Polinomios de rezagos.
ttp aZB =)(φ
    
 
tt
p
p aZBBB =−−−−−→ )()1(
2
21 µφφφ 
 
ttp aZB =− )()( µφ
5.5.2 Promedios móviles: 
Es cuando la serie está en función de los residuos, su 
comportamiento en periodos anteriores.
 )(221 qMAaaaaZ qtqtttt →−−−−= −−− θθθ 
θ → es el coeficiente para estimar. Introducimos el operador 
de rezago B.
qt
q
qtttt aBaBaBaZ −−− −−−−= θθθ 2
2
21
t
q
qt aBBBZ )1(
2
21 θθθ −−−−= 
tqt aBZ )(θ=     tqt aBZ )(θµ =−
5.5.3 Autorregresivos de promedios móviles
Es cuando la serie va a estar en función de ella misma 
rezagada 1, 2, 3… p periodos y los residuos van a estar rezagados 
1, 2, 3… q periodos.
),(221221 qpARMAaaaaZZZZ qtqtttptpttt →−−−−++++= −−−−−− θθθφφφ 
tqtp aBZB )()( θφ =
Restándole la media a todas las variables:
tqtp aBZB )()()( θµφ =−
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5.5.4 Operador de diferencia
       Imagen 21                                 Imagen 22
Se introducen las diferencias 
a que de lugar....
Zt
t
(primera= (∆(segunda= (  ∆2, ,etc.
Cuando la medida (µ) no es 
estacionaria...
Zt
t
                                              ⇒
                         
Este operador se utiliza para expresar relaciones del tipo 
Yt = Zt – Zt-1 Se define ∇ mediante ∇ Zt = Zt – Zt-1 para todo t
La variable Yt puede escribirse como Yt = ∇ Zt 
La relación que liga a ∇ con B es ∇ Zt = Zt – B Zt 
∇ Zt = (1-B) Zt        ∇ = (1-B)
• Cuando la serie se estacionaliza en la primera diferencia 
(∇), la serie se define de orden 1.
                   ∇² = (1-B)² = 1 -2B + B²
          ∇2 Zt = (1 -2B + B2) Zt = Zt -2 Zt-1 + Zt-2
        ∇(∇Zt) = ∇( Zt – Zt-1) = Zt – Zt-1 - Zt-1 + Zt-2 ∇
• Cuando la serie se estacionaliza en la segunda diferencia 
(∇), la serie se define de orden 2.
Ojo, al diferenciar la serie aumenta su varianza.
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5.6 Ecuaciones en diferencias estocásticas
El término Ec en diferencia sirve para anotar el equivalente 
discreto de las ecuaciones diferenciales que involucra variables 
a través del tiempo. Para escribir el equivalente discreto de:
t
Z
t
Zt
∇
∇
⇔
∂
∂
5.6.1 Ecuación en diferencia de primer orden
ott
tot
aZaZ
ZaaZ
=−
+=
−
−
11
11
ot aZBa =− )1( 1
 1
1 )1(
−− Baporladosambosoperaral
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t saa
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=     
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5.6.1.1 Ecuación en diferencia de primer orden 
(solución particular)
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Generalizando se tiene:
   :11 seraadetemporalatrayectoriladondeCaAZ
t
constante
t
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Imagen 23
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Donde A es punto donde converge la trayectoria – nivel 
de equilibrio.
Ejemplo: considere la Ec en diferencia (1- 0.5B) Zt = 2 
junto con la condición inicial Z0 = 50.
Imagen 24
Zt
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t
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t
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                                              4650450 00 =→=+=→+= ssZsZ
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La solución a esta Ec será: Zt = 4+46(0.5)t. Debido a que |a1|<1, 
entonces el proceso tiende a estabilizarse en el punto 4 cuando 
t es grande.
t 1 2 3 4 5 6 7 8 9 10 11
Zt 27 15.5 9.75 6.87 5.44 4.72 4.36 4.18 4.09 4.04 4.02
5.6.2 Ecuación en diferencia de segundo orden
2211 −− ++= ttot ZaZaaZ
ottt aZaZaZ =−− −− 2211
ot aZBaBa =−− )1(
2
21
cuya solución general es: 
1raiz
inversa   2raiz
inversa
tt
t gsgsaa
aZ 2211
21
0
1
++
−−
=
 tt
t gsgsgg
aZ 2211
21
0
)1)(1(
++
−−
=
Si 21 gyg  son reales y diferentes
 tt
t tgsgsg
aZ 212
0
)1(
++
−
=
Si 21 gyg son reales e iguales
 
)]()12()cos()21[(
)1)(1( 21
0 tsenssitssr
gg
aZ tt θθ −+++−−
=
Si 21 gyg  son complejos
Ejemplo: considere la Ec en diferencia (1 - 0.9B + 0.2B2) Zt 
= 3 junto con las condiciones iniciales Z0 = 0 y Z1 = 50.
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  
021
32.09.0 21
a
t
a
t
a
t ZZZ +−= −−
 10
2.09.01
3
1 21
0 =
+−
=
−− aa
a     
)*(2
)*(42
ba
babbx −±=
                                 
)9,0*2,0(2
)9,0*2,0(49,09,0 2 −±
=x
440450 21 =−= ss
La solución a esta Ec será: . Debido 
a que |g1|<1 y |g2|<1, entonces el proceso tiende a estabilizarse 
en el punto 10 cuando t es grande.
5.6.3 Ecuación en diferencia caso general
5.7 Procesos estacionarios
Se dice que un proceso estocástico es estacionario si su 
media y su varianza son constantes en el tiempo y si el valor 
de la covarianza entre dos periodos depende solamente de la 
distancia o rezago entre ellos y no del tiempo en el cual se 
haya calculado.
 0)5,0()4,0(10 02
0
10 =++= ssZ
 50)5,0()4,0(10 22
0
11 =++= ssZ
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5.7.1 Condiciones de estacionariedad
• Media estacionaria: la media debe ser igual al valor 
esperado.
        µzt = E(Zt) = E(Zt+m) = µ para todo t y m
• Varianza estacionaria
        Var(Zt) = E[(Zt - µ )²] = [(Zt+m - µ )²] = γo
• Covar depende del retardo k.
Cov(Zt, Zt+k) = E[(Zt - µ) (Zt+k -µ)] = E[(Zt+m - µ) (Zt+k+m -µ)] 
= cov(Zt+m, Zt+k+m) = γk
Ejemplo:
Zt
Z1 2γ
Z2 2 orden
2γ Z3  
.
mod
),(),(),( 855331
matematico
elounconrlarepresentadificil
muyesiaestacionaresnoserielaSi
ZZCovZZCovZZCov ==
Z4
3γ
Z5
Z6 2γ
3 orden Z7
Z8
5.7.2 Coeficiente de correlación simple ρ
• Se utiliza para evitar la influencia de las unidades de 
medida. Se denota como ρ0, ρ1, ρ2… 
ρk = 
 
])[(])[(
)])([(
22 µµ
µµ
−−
−−
+
+
ktt
ktt
ZEZE
ZZE
   
ktt zz
ktt )ZZcov(
+
σσ
+  =
• Como en los procesos estacionarios σz= σz+k
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Entonces ρk =  
O
K
t
ktt
ZVAR
ZZCOV
γ
γ
=+
)(
),(  
                        y por tanto ρ0 = 1    k = 0, ±1, ±2…
Imagen 25                                       Imagen 26
Zt
Zt+K
       Zt
Zt+K
5.8 Función de autocorrelación simple -FAS
FAS o correlograma es la representación de los coeficientes 
de autocorrelación en función del retardo.
Imagen 27
ρk FAS
1-1 2-2 3-3 4-4
K
Dado que ρk = ρ-k, entonces cuando se representa 
gráficamente ρk para diferentes valores de k, basta con 
considerar únicamente los valores positivos de k.
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5.8.1 Proceso ruido blanco
Un proceso estacionario muy importante es el definido por:
• E(Zt) = 0
• Var(Zt) = σ2      homocedasticidad 
Se le exigen 
a los residuos 
del modelo• Cov(Zt Zt-k) = 0 ∀k ≠ 0 no
autocorrelación
Este proceso se denomina proceso ruido blanco; si los 
residuos no cumplen estas condiciones, al modelo le falta algo.
Imagen 28
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5.8.2 Proceso homogéneo-integrado de orden 1
La mayoría de las series no son estacionarias; aumentan 
su varianza pero se pueden volver a diferenciar.
Cuando una serie no es estacionaria y con la primera 
diferencia se vuelve estacionaria, se dice que el proceso es 
homogéneo de orden 1 o I (1).
{ Zt }, t= 1,….n → Wt
Wt= Zt- Zt-1 → Wt = I (1)
Si se requieren dos diferencias para volver la serie 
estacionaria, el proceso es homogéneo de orden 2 o I (2).
Imagen 29                                  Imagen 30

ioestacionar
baZ ttt ε++=                           
tendencia
iedadestacionarlabaZ tt )(sin+=
                                              Zt Tende cia
t
EstacionarioZt
t
5.8.3 Integradas de orden 1 
 ))1(( 1−+−+−++=∇ tttt tbabaZ εε
 
1−−++/−++/= tttt bbaba εε
 ttttt bbZ εεε ∇+=−+=∇ −1
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Imagen 31
Z∆
t
b
Donde b es la constante y tε∇  es estacionaria.
Si la serie es resultado de una función cuadrática + ε se 
requiere la doble diferenciación.
Imagen 32                                   Imagen 33
Zt
t
           Zt
Cúbica
t
Si una serie es el resultado de un polinomio de orden h + un 
proceso estacionario (ε), esa serie requiere de h diferenciaciones 
para volverla estacionaria.
5.8.4 Procesos autorregresivos
La serie está representada en ella misma rezagada 1, 
2, 3… p periodos; es decir, básicamente es una ecuación de 
regresión lineal con la característica especial de que la variable 
dependiente Z en el periodo t depende de sus propios valores 
observados en periodos anteriores a t y ponderados de acuerdo 
con los coeficientes autorregresivos φ1 φ2…….. φp.
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 )(221 pARaZZZZ tptpttt →++++= −−− φφφ 
Donde φ → son las ponderaciones de la importancia de 
cada uno de los rezagos.
5.8.4.1 Procesos AR de primer orden AR(1)
ttt aZZ += −1φ  
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5.8.4.2 Procesos AR de segundo orden AR(2)
Zt= φ1 Zt-1 + φ2 Zt-2 + at   Zt = Zt- μ
(1 - φ1 B - φ2 B2) Zt = at
at es ruido blanco
• k>0   γk = φ1 γk-1 + φ2 γk-2
• K=0   γ0 = φ1 γ1 + φ2 γ2 + σa2 
            ρ k = φ1 ρk-1 + φ2 ρk-2 k>0
            ρ1 = φ1 + φ2 ρ1   para k=1
            ρ2 = φ1 ρ1 + φ2 para k=2
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22
φφφφφ
σφ
σ
−+−−+
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= az
Condiciones para que un proceso AR(2) sea estacionario:
-1<φ2<1      φ1+ φ2<1 
φ2 - φ1<1
5.9 Función de autocorrelación parcial -FAP
tptpttt aZZZZ ++++= −−− φφφ 221
La autocorrelación parcial entre Zt-2 y Zt elimina los efectos 
de Zt-1; así la autocorrelación parcial entre Zt y Zt-5 elimina los 
efectos de Zt-1, Zt-2, Zt-3 y Zt-4
En un proceso AR(1) la autocorrelación parcial entre Zt 
y Zt-2 es igual a cero. En un proceso AR(2) la autocorrelación 
parcial entre Zt y Zt-3 es igual a cero, etc.
De la anterior definición se deduce que un proceso AR(ρ) 
tendrá los primeros ρ coeficientes de autocorrelación parcial 
distintos de cero y por tanto en la FAP el número de coeficientes 
distintos de cero indican el orden del proceso.
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Imagen 34                                          Imagen 35
Un coeficiente 
solamente 
significativo
Φkk
K
AR(1)   FAP
            
dos coeficientes 
significativos
Φkk
K
AR(2)   FAP
                                         n
Es un AR(1) si la FAS 
está decreciendo.
           Es un AR(2) si la FAS 
está decreciendo.      
 Imagen 36                                         Imagen 37
Un coeficiente 
solamente 
significativo
Φkk
K
AR(1)   FAP
            
dos coeficientes 
significativo
Φkk
K
AR(2)   FAP
Es un AR(1) si la FAS 
está decreciendo.
             Es un AR(2) si la FAS 
está decreciendo.
Finalmente:               
Imagen 38
Φkk
K
AR(p)   FAP
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El camino más directo para encontrar las FAP es a través 
de la ecuación de regresión.  
                   orden 1
• Zt = φ11 Zt-1 + et
                                   orden 2
• Zt = φ21 Zt-1 + φ22 Zt-2 + et
                                                           orden k 
• Zt = φk1 Zt-1 + φk2 Zt-2 +……….+ φkk Zt-k + et
Los coeficientes φ11, φ22 , ........ φkk son los coeficientes 
de correlación parcial.
Imagen 39                                          Imagen 40
K
Φkk FAS
            
lo mejor es
un AR(1)
K
Φkk FAP
                                         y   
Imagen 41                                          Imagen 42
Φkk
K
FAS
             
lo mejor es
un AR(2)
K
Φkk FAP
y 
C
ur
so
 B
ás
ic
o 
de
 E
co
no
m
et
rí
a 
C
lá
si
ca
128
5.9.1 Significancia de los φkk 
• Para comprobar la significancia de φkk se utiliza una t.
 
)/1,0(ˆˆ
1
ˆ
NNN
N
t kkkkkk →== φφ
φ    
.
lg
cos
ivosignificates
asobresaqueloyivosignificatno
esbandaslasdedentroencuentrase
queloeconometripaqueteslosEn
               Desviación estándar
El valor calculado se contrasta con un valor crítico tc = 2 
para α = 0.05 
5.9.2 Procesos media móvil -MA
Los modelos MA representan un proceso estocástico {Zt} 
cuyos valores pueden ser dependientes unos de otros como una 
suma finita ponderada de choques aleatorios independientes 
{at}, o sea 
 )(221 qMAaaaaZ qtqtttt →−−−−= −−− θθθ 
θ1, θ2... θq son ponderaciones (parámetros de promedios 
móviles) asociadas a los choques aleatorios en los periodos t-1, 
t-2… t-q respectivamente.
5.9.2.1 Proceso MA(1)
Zt = at – θ at-1 
Zt = (1- θ B) at 
Si | θ|<1 existe operador inverso (1- θ B)-1 
                     γk = θ σa 2 si k=1  
   
                     γk = 0    si k>1 
  
De aquí se obtiene que la FAS de un proceso MA(1) es igual 
a cero para k>1. 
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5.9.2.2 Proceso MA(2)
Zt = at – θ1 at-1 – θ2 at-2   
Y es estacionario para todos los valores de θ1 y θ2 y es invertible 
solamente si las raíces características de la ecuación (1-θ1B-θ2 B2) = 
0 caen fuera del círculo unitario; eso es si cumple que:
11
1
1
2
12
12
<<−
<−
<+
θ
θθ
θθ     0)1( 221 =−− BB θθ
5.9.2.3 Proceso ARMA
El proceso autorregresivo y de promedios móviles ARMA(p,q) 
se representa mediante 
t
q
qt
p
p aBBBZBBB )1()1(
2
21
2
21 θθθφφφ −−−−=−−−− 
o en notación compacta
 
tqtp aBZB )()( θφ =
Dicha generalización surge del hecho de que las series de 
tiempo que se observan en la práctica muchas veces presentan 
características tanto de procesos AR como de procesos MA. 
5.9.2.3.1 Proceso ARMA(1, 1)
El proceso más simple es el ARMA(1,1), que se escribe
 
Zt –φ1Zt-1 = at – θ1 at-1 
(1- φ1B)Zt = (1-θ1B)at 
 
donde φ1 es diferente de θ1 y | φ |<1 para que el proceso 
sea estacionario y | θ |<1 para que sea invertible.
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Imagen 43                                          Imagen 44
El primer coeficiente esta 
en función de Ø y Ө, el 
resto en función de Ø
FAS
Ø
            
El primer coeficiente esta 
en función de Ø y Ө, el 
resto en función de Ө
FAP
Ө
FAS FAP
AR(ρ)
Muchos coeficientes no 
nulos que decrecen con el 
retardo como mezcla de 
exponenciales y senoides
ρ primeros coeficientes no 
nulos y el resto cero 
MA(q) q primeros coeficientes no nulos y el resto cero 
 Muchos coeficientes no 
nulos que decrecen con el 
retardo como mezcla de 
exponenciales y senoides
ARMA(ρ,q)
q coeficientes iniciales que 
dependen del orden de 
la parte MA y después un 
decrecimiento dictado por 
la parte AR 
ρ valores iniciales que 
dependen del orden de 
la parte AR(ρ) y seguidos 
de decrecimientos que 
dependen de la parte MA
5.10 Procesos para series no estacionarios
• En la discusión de los procesos AR, MA y ARMA nos 
basamos en las suposiciones de que las series de tiempo 
eran estacionarias; desafortunadamente muchas de las 
series observables en economía son no estacionarias.
• Un caso especial de procesos no estacionarios es el paseo 
aleatorio (random walk).
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Imagen 45                                     Imagen 46
Estacionario
Zt
t
                
La medida no 
es constante en 
el tiempo.
Zt
t
No estaciónales
Imagen 47
No es estacionaria ni la 
media ni la varianza.Zt
t
5.10.1 Paseo aleatorio 
En la ecuación Zt=φZt-1+at si | φ|=1 el proceso no es 
estacionario, pero tampoco es explosivo; se convierte en un 
proceso homogéneo de orden uno (ya que su primera diferencia 
Zt-Zt-1= at sí es un proceso estacionario) que se denomina 
paseo aleatorio.
5.10.2 Proceso ARIMA
Es un proceso del tipo: 
 atBBBZBBBB qqt
dp
p ).....1()1)(...1(
2
2
2
2 θθθφφφ −−−−=−−−−
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tqt
d
p aBZB )()( θφ =∇
que llamaremos proceso autorregresivo integrado de media 
móvil -ARIMA(p,d,q).
En esta notación p es el orden de la parte AR estacionaria, 
d es el número de raíces unitarias (orden de homogeneidad 
del proceso) o número de diferenciaciones requeridas y q es el 
orden de la parte de media móvil.
 
Llamando B−=∇ 1  al operador de diferencia, cuando una 
serie es no estacionaria, la diferenciamos ( d∇ ) y la volvemos 
estacionaria. 
tt ZBW )1( −=
ttttt ZWWWW =+++ −−− 321
5.10.3 Construcción de modelos de series de tiempo 
por la metodología Box-Jenkins (1970)
a. Identificación de un posible modelo dentro de la clase 
de modelos ARIMA(p,d,q); es decir, determinación de los 
valores p, d y q que especifiquen el modelo ARIMA apropiado 
para la serie en estudio.
Imagen 48                                     Imagen 49
Zt
t
                
Z∆
dT(Zt)
∆
t
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b. Estimación de los parámetros involucrados en el modelo 
a través de técnicas de estimación no lineales.
c. Diagnóstico o chequeo del modelo con el objeto de 
comprobar si las hipótesis básicas realizadas respecto a los 
residuos son ciertas.
5.10.3.1 Identificación 
La identificación como tal requiere:
• Decidir qué transformación aplicar para convertir el proceso 
subyacente en estacionario (determinar la transformación para 
estacionarizar la varianza T o el número de diferenciaciones 
para estacionarizar media d).
• Determinar un modelo para el proceso estacionario; es 
decir, los órdenes p y q de su representación ARMA(p,q)
5.10.3.2 Estimación 
Para un modelo ARMA(p, q), que es la forma más general, 
se discutirá la estimación de los parámetros 
 Φ=(φ1, φ2, φ3,…. φp)
 Ө=(θ1, θ2, θ3,…… θq)
Para AR puros se puede utilizar MCO. 
Para ARIMA se utilizan técnicas de estimación por mínimos 
cuadrados no lineales (NLS). 
Box Jenkins sugiere un método de estimación no lineal 
(MCNL) basado en el algoritmo de Marquardt (1963).
(RATS→ estima por el método Gauss-Newton).
C
ur
so
 B
ás
ic
o 
de
 E
co
no
m
et
rí
a 
C
lá
si
ca
134
5.10.3.3 Diagnóstico o chequeo 
Comprobar si los residuos del modelo cumplen las condiciones 
de ruido blanco.
E(at) = 0
Var(at) = σ2
Cov(at at-k) = 0 para todo k diferente de cero
El supuesto más importante para medir la validez de un modelo 
ARIMA tiene que ver con suposición que los errores aleatorios son 
independientes; es decir, son no autocorrelacionados.
5.10.4 Formas de hacer chequeo del modelo
1. La FAS de los residuos: la FAS residual para un modelo 
ARIMA idealmente tendrá coeficientes de autocorrelación 
que podrán ser estadísticamente iguales a cero. Para 
verificar esta condición se utilizan las pruebas de Ljung-
Box y Box-Pierce.
2. Gráfico de los residuos
3. Técnica de la sobreestimación 
5.10.4.1 La FAS en los residuos
t
t
aFAS
ZFAS
ˆ→
→
Imagen 50
k
ρak
Ruido Blanco en los 
Residuos
   
0
0
1
321
≠=
======
esunalmenosH
H
ai
anaaaOak
ρ
ρρρρρ 
                                            
.ceroacercanosconsiderar
debensetodosamenteEstadistic⇐
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5.10.4.1.1 Ljung-Box
La hipótesis nula
0)(...........)()()(: 321 ==== aaaaH Ko ρρρρ
Se contrasta con el test
∑
= −
+=
K
k
k
kn
annQ
1
2
* )(ˆ)2( ρ
donde n es el número de observaciones usadas para 
estimar el modelo n = (N-d-p).
El estadístico Q* sigue aproximadamente una distribución 
2
mk−χ  donde m es el número de parámetros estimados en el 
modelo ARIMA(ρ+q).
5.10.4.1.2 Uso de los residuales para modificar el modelo
Supongamos que se identifica y estima un modelo AR(1) 
tt bZB =− )1( ϕ   (1)
Donde bt no es RB y supongamos que la FAS de los 
residuos bt tiene un coeficiente significativo seguido por el resto 
aproximadamente iguales a cero; esto sugiere un MA(1) para bt 
tt aBb )1( θ−=   (2)
Donde at no está autocorrelacionado. Si se usa (2) para 
sustituir bt en (1), el resultado es un ARMA(1,1) para Zt
tt aBZB )1()1( θϕ −=−
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5.10.4.2 Gráfico de los residuos contra el tiempo
Imagen 51
Ver posibles cambios en la 
varianza o datos atípicos en 
la serie
ât
t
Imagen 52                                     Imagen 53
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5.10.4.3 Técnica de sobreestimación
)1,(
),1(),(
+→
+→
qpARMA
qpARMAqpARMA
 movilmediadepartelaenarSobreestim
No es recomendable sobreestimarlas conjuntamente (p,q).
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5.10.5 Criterios de selección de modelos
• AKAIKE Information Criterium-AIC
• SCHWARTZ Bayesian Criterium-SBC
Cuál tiene mejor ajuste. El criterio de elección es el valor más 
pequeño porque representa el mejor ajuste (es parsimonioso).
Parsimonia → Explica mucho con pocas variables exógenas.
En series de tiempo, entre más variables el ↑R², por tanto, 
no es parsimonioso.
Se calculan como:
• AIC = Nln(SRC)+2K
• SBC = Nln(SRC)+Kln(N)
• K = número de parámetros estimados p + q + cte
• N = número de observaciones usables
La condición necesaria para tener como criterio de selección 
es que el número de observaciones para comparar sea el mismo. 
AR(1) → 99, AR(2) → 98.
 .)1( estimasenobservaciosegundaladesdeZARBoxjenk t=
 ./)2( residuosZARBoxjenk t=
Graph 1
# Zt
Correlate (Partial = nombre de las correlaciones parciales) 
Zt/nombre de las correlaciones simples.
Boxjenk (AR = 1, de t = 1, MA = 1)Zt / residuos
Correlate (θstat) residuos
El supuesto del modelo de regresión es la estabilidad 
estructural, pero por un cambio exógeno cambian los parámetros.
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Imagen 54                 Imagen 55                   Imagen 56
β1 β1
β2
En series de tiempo el cambio estructural también se 
presenta; para ello aplicar el test de Chow.
 ./)2( residuosZARBoxjenk t=
5.11 Series de tiempo estacionales
Son aquellas series que aparte de tendencia o ciclo de larga 
duración, muestran fluctuaciones que se repiten anualmente.
La estacionalidad hace la serie no estacionaria porque 
cambia a media. Si la estacionalidad es aproximada / constante 
se puede eliminar tomando diferencias estacionales
 D
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5.11.1 Forma general de un ARIMA estacional
5.11.1.1 SARIMA(p, d, q) (P, D, Q)S
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Ejemplo:
• SARIMA(1,1,2)(2,1,1)4
     p                                d                            q
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• SARIMA(0,2,1)(2,1,2)12
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• SARIMA(2,1,1)(1,0,2)S
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                          Operador de rezago estacional
5.11.2 Identificación de procesos estacionales
El proceso de identificación es similar al caso de procesos 
no estacionales. Para seleccionar los valores de D que hacen la 
serie estacionaria se recomienda graficar la FAS muestral de:
 { } { } { } { } { } { })(,)(,)(,)(,)(,)( 22 tstststtt ZTZTZTZTZTZT ∇∇∇∇∇∇∇
 Q)s D, (P, q) d, (p,SARIMA )()()()( →Θ=∇∇Φ tq
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5.12 Predicción con modelos de series de 
tiempo
Lo que se busca es predecir h periodos a partir de un 
modelo ARMA(p, q) estimado y que tiene información disponible 
hasta el periodo T para la variable Zt.
El objetivo es obtener una predicción que este lo más cerca 
posible al verdadero valor futuro.
Una forma de lograr este objetivo es minimizando el error 
cuadrático medio (ECM) entre el valor verdadero y el valor 
predicho basado en la información disponible hasta el periodo T.
Específicamente se busca minimizar el valor esperado.
[ ]2)ˆ( hThTT ZZE ++ −
Se demuestra que el predictor hTZ +ˆ  que minimiza el error 
cuadrático medio es la esperanza de la distribución condicionada.
[ ]hTThT ZEZ ++ =ˆ
5.12.1 Predicción con un modelo AR(1)
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5.12.2 Predicción con un modelo MA(1)
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5.12.3 Predicción con un modelo ARMA(1,1)
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5.12.4 Varianza del error de predicción
5.12.4.1 Modelo AR(1)
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5.12.4.2 Modelo MA(1)
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5.12.4.3 Modelo ARMA(1,1)
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Predicción por intervalos:
Zt+h+/-1.96 (DS(error de predicción))
• Selección de modelos a partir de la predicción
• Out of sample forecasting
5.13 Predicción en series no estacionarias
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5.13.1 Raíz unitaria
Si |φ| = 1, existe raíz unitaria y el proceso es no estacionario
)1(1 ttt aZZ += −φ
Una de las pruebas para detectar raíz unitaria es la prueba 
de Dickey-Fuller, quien propone los siguientes modelos: 
Donde se contrasta
La Ho:δ = 0 (raíz unitaria)  
donde δ = φ-1
Estas Ec se contrastan con los valores
tabulados tyτττ µ ,,  respectivamente.
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Para proteger el modelo del problema de AR se adiciona 
el término ΔZt-i al lado derecho de las Ecs. A esta prueba se le 
llama de Dickey-Fuller aumentada (ADF). 
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Estas Ec se contrastan con los valores tabulados ty τττ µ,   
respectivamente.
5.13.2 Phillips-Perron
estableció una prueba para raíz unitaria con correlación 
serial de los errores la cual tiene en cuenta las mismas Ec de 
Dickey-Fuller (2), (3) y (4); solo que PP calcula unos valores Zρ 
y Zt que contrastan con los valores tabulados por DF ty τττ µ,  
respectivamente.
5.13.3 Raíces unitarias estacionales
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5.13.4 Perron en presencia de cambios 
estructurales
HZt μ  Zt γDP  at
AZt  μ  βt  γDS  a
H Zt  μ + Zt  γDS  at
A Zt  μ  βt  γDT  at
H Zt  μ  Zt + γDP + γDS + at
A Zt  μ  βt + γ DS + γDT + at
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5.13.4.1 Perron paso a paso 
• Eliminar la tendencia de los datos de acuerdo con la 
Ha. Ejemplo bajo la especificación 1. 
tSt ZDtZ ˆ+++= γβµ
• Estimar la siguiente ecuación:
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i
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• Calcular el t estadístico para la Ho:Φ=1
 
)(
1
φ
φ
DS
t −=
• Comparar el t calculado con los valores tabulados 
por Perron.
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5.14 Análisis de intervención
• Evento exógeno al comportamiento de la variable en estudio.
• Expresión genérica de un modelo de intervención
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5.14.1 Análisis de intervención y función de 
transferencia
Xt es la variable de intervención o dummy en la primera 
ecuación y sería una variable exógena en la función de transferencia.
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