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Introduzione.
La rivelazione diretta di onde gravitazionali e` una delle grandi sfide della
fisica contemporanea. Nell’ultimo mezzo secolo sono stati compiuti enormi
sforzi per progettare e realizzare dei rivelatori adeguati e adesso l’obbiettivo
sembra essere a portata di mano. Gli interferometri e le barre risonanti sono
in continuo sviluppo e le curve di sensibilita` si avvicinano sempre piu` a quelle
di progettazione.
Nel presente lavoro esporremo i principi di funzionamento e le caratteristiche
dei rivelatori di onde gravitazionali con particolare riferimento al proget-
to VIRGO, il grande interferometro realizzato in cooperazione dall’INFN
(Istituto Nazionale di Fisica Nucleare) e l’ente nazionale di ricerca francese
CNRS. Situato nella campagna nei pressi di Pisa, VIRGO e` un interfero-
metro di tipo Michelson, con due bracci ortogonali di 3 km costituiti da due
cavita` risonanti Fabry–Perot. Nel seguito parleremo diffusamente dei princi-
pi di funzionamento della rivelazione interferometrica di onde gravitazionali
e delle avanzate tecnologie adottate in VIRGO per raggiungere l’estrema sen-
sibilita` necessaria. In particolare questo lavoro e` dedicato allo studio delle
cavita` ottiche risonanti, a due e tre specchi, piano–curve dette Mode Cleaner,
utilizzate in VIRGO per ottenere un fascio laser sufficientemente stabile in
potenza, in frequenza e con adeguate caratteristiche spaziali.
Il testo e` organizzato in quattro parti pricipali:
• I primi due capitoli sono dedicati alla teoria della Relativita` Generale ed
alla deduzione delle equazioni delle onde gravitazionali dalle equazioni
di Einstein in approssimazione lineare.
• I capitoli 3 e 4 sono dedicati rispettivamente alle tecniche di rivelazione
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di onde gravitazionali ed al progetto VIRGO, di cui descriveremo in
dettaglio il funzionamento.
• I succesivi due capitoli sono incentrati sulle caratteristiche delle ca-
vita` Mode Cleaner. Il capitolo 5 offre un approccio teorico, mentre il
capitolo 6 presenta i risultati della simulazione di cavita` Mode Clea-
ner ottenuti tramite il software SIESTA, sviluppato appositamente per
VIRGO. In particolar modo saranno presentati gli effetti sul fascio do-
vuti al disallineamento degli specchi della cavita` sia nel caso statico che
dinamico.
• Nell’ultimo capitolo sara` presentato un riepilogo dei risultati ottenuti
ed una discussione conclusiva.
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Capitolo 1
La Teoria della Relativita`
Generale.
In questo capitolo tracceremo le linee principali della teoria della Relativita`
Generale di Albert Einstein [1], dal principio di equivalenza alla forma espli-
cita delle equazioni di campo. Per una trattazione completa si rimanda alle
referenze [2, 3, 4].
1.1 Il Principio di Equivalenza.
Esiste un prezioso documento storiografico, facente parte delle memorie di
Albert Einstein, che testimonia la nascita di quelle idee che porteranno alla
formalizzazione della teoria della Relativita` Generale; ne riportiamo di se-
guito un breve passo, era il 1907[5]:
[...] Fu allora che ebbi il pensiero piu` felice della mia vita, nella forma seguente.
Il campo gravitazionale ha solo un’esistenza relativa, in modo analogo al cam-
po elettrico generato dall’induzione elettromagnetica. Infatti, per un osservatore
che cada liberamente dal tetto di casa, non esiste – almeno nelle immediate vici-
nanze – alcun campo gravitazionale. [...] se l’osservatore lascia cadere dei corpi,
questi permangono in uno stato di quiete o di moto uniforme rispetto a lui, in-
dipendentemente dalla loro particolare natura chimica o fisica. L’osservatore di
conseguenza ha il diritto di interpretare il proprio stato come uno stato di quiete.
[...] Grazie a questa idea, quella singolarissima legge sperimentale secondo cui, in
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un campo gravitazionale, tutti i corpi cadono con la stessa accelerazione, veniva
improvvisamente ad acquistare un significato fisico profondo [...] [e diveniva] un
solido argomento in favore dell’ estensione del principio di relativita` a sistemi di
coordinate in moto non uniforme l’uno rispetto all’altro1.
Queste considerazioni spinsero Einstein a teorizzare l’equivalenza fra forze gravi-
tazionali e forze non inerziali: per un osservatore solidale ad un riferimento in
moto qualsiasi sarebbe impossibile distinguere l’azione delle forze apparenti da
quella di un campo gravitazionale, nei due casi il moto dei corpi non dipende dalla
massa o composizione interna dei corpi coinvolti. Si affaccia quindi l’idea di po-
ter costruire una teoria relativistica della gravitazione invariante rispetto ad un
qualsiasi cambiamento di coordinate, a patto di modificare l’idea Newtoniana di
Sistema Inerziale. Ad un’attenta analisi, infatti, non vi e` modo di definire in modo
operativo un sistema inerziale nel senso newtoniano senza ricorrere ad astrazioni
concettuali, di scarso valore scientifico, come le stelle fisse o l’etere.
Secondo le idee di Einstein i sistemi inerziali non esistono in senso assoluto, tut-
tavia, localmente, cioe` in una regione abbastanza piccola dello spazio–tempo, e`
sempre possibile trovare un sistema di riferimento in cui l’effetto della gravita` e` in-
finitesimo e la Fisica e` descritta dalle leggi della relativivta` ristretta [2, 3, 4]. Questi
sono chiamati Sistemi Localmente Inerziali (indicati brevemente LIF, acronimo
di Local Inertial Frame).
Alla base dell’impianto teorico della Relativita` Generale Einstein pone un prin-
cipio di equivalenza che estende e completa quello di Newton,talmente fondante
nella teoria della dinamica classica da occupare interamente il primo capitolo dei
Principia:
Principio di Equivalenza di Einstein[7](EEP da Einstein Equivalence Prin-
ciple): non c’e` modo di distinguere un LIF in un intorno di un punto dello spazio–
tempo da un qualsiasi altro LIF in qualsiasi altra regione dello spazio–tempo at-
traverso esperienze eseguite in porzioni infinitamente piccole dello spazio–tempo2.
Un enunciato alternativo puo` essere dato in tre parti [8]:
• Vale il Principio di Equivalenza di Newton3 che attesta l’uguaglianza fra
1Questo articolo, pur essendo stato pubblicato nel 1921, fu scritto da Einstein nel 1907,
il manoscritto originale e` conservato alla biblioteca Morgan di New York [6].
2Questo e` tratto dal riferimento [2] pag.386.
3Il principio di equivalenza di Newton viene spesso indicato con l’acronimo WEP, da
Weak Equivalence Principle.
7
massa inerziale e gravitazionale dei corpi.
• Il risultato di ogni esperimento locale non gravitazionale 4 e` indipendente
dalla velocita` dell’apparato in caduta libera.
• Il risultato di ogni esperimento locale non gravitazionale e` indipendente da
dove e quando venga realizzato nell’universo.
La seconda richiesta viene spesso indicata come invarianza di Lorentz locale (LLI),
la terza attesta l’isotropia locale dello spazio-tempo e spesso viene indicata come
LPI (da Local Position Invariance.
Dalla validita` di EEP e` possibile dedurre [9] che i fenomeni gravitazionali sono
descrivibili in termini di curvatura dello spazio–tempo, in particolare ogni teoria
che incorpori EEP soddisfa i postulati delle teorie metriche della gravita`:
• Lo spazio–tempo e` una varieta` differenziabile quadridimensionale dotata di
metrica simmetrica.
• Le traiettorie di oggetti in caduta libera seguono le geodetiche5 della
metrica.
Le Equazioni di Einstein nascono dall’esigenza di stabilire una relazione quanti-
tativa tra curvatura dello spazio–tempo e distribuzione di materia, e costituiscono
il legame fra proprieta` topologiche e fisiche dello spazio–tempo [2, 3, 4, 8].
1.2 Le Equazioni di Einstein.
[...] Di una cosa tuttavia non e` permesso dubitare: che le forze da sole governano tutto:
movimento, velocita`, tempo, massa, perfino distanze ed angoli. Con le forze tutto si trova
in stretto legame [...].
N. I. Lobacˇevskij (1835). [10]
Dal 1905 al 1912 Einstein si avvalse della collaborazione del matematico e
grande amico Grossmann (1878–1936) per risalire alle equazioni della gravita`. In
principio i due incontrarono enormi problemi matematici poiche´, in analogia con
4Per esperimenti non gravitazionali si intendono esperienze in cui le forze dominanti
sono elettromagnetiche o nucleari.
5Curve di lunghezza minima.
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le equazioni di Maxwell, per il potenziale gravitazionale si cercava un sistema di
equazioni alle derivate seconde ordinarie. Ogni tentativo in questa strada risulo`
vano, tanto che nel pensiero di Einstein sorsero seri dubbi sulla validita` del suo
principio di equivalenza.
Si deve attendere il 1912 perche´ Einstein capisca che il linguaggio naturale del-
la teoria della gravitazione e` la Geometria Differenziale: la potente teoria delle
superfici curve sviluppata nel corso di un secolo ad opera di illustri matematici
come Gauss (1777–1855), Riemann (1826–1866), Christoffel (1829–1900), Ricci-
Curbastro (1853–1925) e il suo assistente Levi-Civita (1873–1941).
In questo contesto ci limiteremo a presentare le equazioni di Einstein senza darne
una derivazione formale, che sarebbe al di la` degli scopi di questo lavoro. Per
convenzione nelle espressioni che seguono gli indici greci variano da 0 a 3, mentre
gli indici latini da 1 a 3, la coordinata temporala e` indicata con 0, e si utilizza la
regola della somma sugli indici ripetuti.
1.2.1 Formalismo dello Spazio–Tempo Curvo.
Nel linguaggio geometrico lo spazio–tempo e` una varieta` differenziabile quadridi-
mensionale dotata di metrica (o varieta` Riemanniana). In particolare l’intervallo
infinitesimo di tempo proprio che separa due eventi dello spazio tempo e` esprimibile
tramite la seguente equazione:
ds2 = gµνdxµdxν (1.1)
Dove il tensore metrico di rango 2, gµν , risulta simmetrico. Tramite l’equazione
1.1 si puo` definire la lunghezza di una qualsiasi curva nello spazio–tempo, risulta
quindi chiaro che la conoscenza dei coefficienti metrici equivale alla completa de-
terminazione della struttura geometrica dello spazio–tempo. In particolare, noti
i gµν e` possibile calcolare le componenti del Tensore di Riemann che, come
vedremo nel seguito, individua la curvatura intrinseca dello spazio–tempo. Prima
di procedere ritengo opportuno introdurre alcuni concetti della geometria differen-
ziale utili alla comprensione del testo.
La Derivata Covariante (∇µ) rappresenta la generalizzazione dell’operatore
derivata parziale ordinaria (∂µ) al caso di varieta` quadridimensionale dotata di
curvatura. Per un vettore V ν la derivata covariante e` definita dalla seguente
equazione:
∇µV ν ≡ ∂µV ν + ΓνµλV λ (1.2)
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Dove Γνµλ viene detto Simbolo di Christoffel o coefficiente di Connessione Af-
fine. Da notare che Γνµλ non e` un tensore, ma e` un termine di correzione che rende
la derivata covariante un operatore tensoriale. Si puo` dimostrare che imponendo
opportuni vincoli (vedere per esempio [2]), si risale alla seguente espressione di Γνµλ




gσρ(∂µgνρ + ∂νgρµ − ∂ρgµν) (1.3)
Come si nota il simbolo di Christoffel cos`ı definito risulta simmetrico rispetto agli
indici inferiori (Γσνµ = Γ
σ
µν). In analogia alla derivata ordinaria lungo una curva







Adesso siamo in grado di introdurre la nozione di Trasporto Parallelo, fon-
damentale nella discussione delle leggi di conservazione nella Relativita` Generale.
Una quantita` tensoriale (T ) si dice trasportata parallelamente lungo la curva xµ(λ)




Ad ogni punto della varieta` in esame e` associato uno spazio vettoriale detto Spazio
Tangente, ogni vettore di tale struttura puo` essere individuato localmente tramite
un sistema di coordinate, per confrontare due vettori appartenenti a spazi tan-
genti diversi (quindi collocati in punti diversi dello spazio–tempo) e` necessario
trasportare parallelamente un vettore sull’altro, solo dopo questa operazione un
il confronto fra i due acquista senso. Infatti nello spazio tempo curvo un vettore,
o piu` in generale un tensore, puo` essere modificato anche dal trasporto parallelo
lungo una curva chiusa, al contrario, nel caso di spazio–tempo piatto, ogni tensore
ha la stessa forma in ogni punto dello spazio.
Consideriamo la curva chiusa ABCD in figura 1.1, supponiamo che un vettore
V α sia trasportato parallelamente lungo la stessa. Poiche´ il trasporto parallelo
e` un’operazione covariante, la variazione infinitesima dV α di V α relativa si puo`
esprimere tramite la contrazione di un tensore R sui tre vettori V , da e db:
dV α = V βRαβγδda
γdbδ (1.6)
L’equazione 1.6 puo` essere considerata la definizione operativa del tensore di Rie-
mann. Dal confronto della 1.6 con la 1.5 (calcolata nel caso T = V ) si ottiene
















Figura 1.1: V α viene trasportato parallelamente attraverso la curva ABCD.
Le componenti del tensore di Riemann godono di numerose proprieta` (per una
descrizione completa vedere per esempio [2, 4]) che ne riducono il numero di coef-
ficienti indipendenti a 20. Per completezza qui di seguito riportiamo l’Identita`







αγδ = 0 (1.8)
Da notare che confrontando le equazioni 1.7 e 1.3 si possono esprimere le compo-
nenti del tensore di Riemann in termini delle derivate seconde delle componenti
della metrica rispetto alle coordinate.
E` possibile dimostrare [11] che la deviazione da uno spazio piatto ad uno curvo
puo` essere individuata tramite 20 coefficienti calcolabili a partire dalle derivate
seconde della metrica, questo e` indice della profondita` del significato geometrico
di R.
A partire dal tensore di Riemann si puo` costrure un tensore di rango 2, noto come
Tensore di Ricci:
Rµν = gαβRαµβν (1.9)
Allo stesso modo dal tensore di Ricci si puo` calcolare la Curvatura Scalare (R),
operando la contrazione degli indici di Rµν :
R = gµνRµν (1.10)
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1.2.2 Curvatura e Materia.
Dal 1912 gli sforzi di Einstein furono volti interamente alla ricerca di un’equazione
che collegasse la curvatura dello spazio–tempo alla distribuzione fisica di materia6.
Questo compito richiese l’aiuto di illustri matematici quali Hilbert (1862–1943),
Levi-Civita e, in modo particolare Grossmann; il lavoro fu portato a termine in po-
co piu` di tre anni [6]. L’espressione ottenuta, nota come Equazione di Einstein,
esprime un rapporto di proporzionalita` fra due tensori di rango 2, simmetrici,





Dove Gµν e` detto Tensore di Einstein, ed e` connesso alla curvatura della varieta`;
l’espressione formale per Gµν e` la seguente:
Gµν = Rµν − 12gµνR (1.12)
Tµν indica il Tensore Impulso–Energia, che descrive le caratteristiche energeti-
che del sistema in esame. In modo generale, dato un sistema di coordinate (xµ), si
puo` definire Tµν , come il valore del flusso della componente µ del quadrimpulso
attraverso la superficie xν = cost.. Nel calcolo di Tµν e` necessario includere tutte
le forme di energia (elettromagnetica, cinetica, pressione, ecc.), in particolare l’e-
nergia del campo gravitazionale stesso; questo rende le equazioni di Einstein non
lineari. Confrontando la 1.12 con la 1.8 si ottiene ∇µGµν = 0, come era da aspet-
tarsi visto che la conservazione del quadrimpulso impone ∇µTµν = 0, in particolare
e` possibile dimostrare che di tutti i tensori di rango 2, derivati da contrazione del
tensore di Riemann solo G soddisfa tale richiesta. Questo, considerata la simmetria
di T e G, riduce il numero delle equazioni di Einstein indipendenti a 6.
1.2.3 Problemi di Risoluzione.
Le equazioni di Einstein sono non lineari per cui, nella situazione piu` generale, non
ammettono soluzioni in forma chiusa. Per ottenere dei risultati analitici e` necessa-
rio ricorrere ad ipotesi aggiuntive che semplifichino la forma delle 1.11, utilizzando
ad esempio argomenti di simmetria. L’esempio piu` celebre di soluzione analitica
delle equazioni di Einstein e` sicuramente la Metrica di Schwarzchild, che si
ottiene considerando il tensore Energia–Impulso di un fluido perfetto a simmetria
6Dove per materia si intende l’insieme di massa e energia
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sferica. Per inciso la Metrica di Shwarzchild costitusce la base teorica dello studio
dei modelli stellari relativistici.
Nel caso generale le equazioni di Einstein vengono risolte in forma numerica tra-
mite l’utilizzo del calcolatore, oppure attraverso il calcolo delle perturbazioni della
metrica di Minkowski.
1.3 Test Sperimentali dei Fondamenti di RG.
In questa sezione esporremo brevemente le tecniche sperimentali usate per verifi-
care la validita` di EEP, si rimanda al capitolo seguente per una discussione dei test
della cos`ı detta Gravita` Forte, comprendente, in particolar modo, le osservazioni
della pulsar di Hulse–Taylor (PSR 1913 + 16)[12].
Il principio di equivalenza costituisce il fondamento di ogni teoria metrica della
gravita`, abbiamo visto precedentemente come EEP si possa considerare il risulta-
to della validita` complessiva di WEP, LLI e LPI, nel corso degli ultimi cinquanta
anni, sono stati effettuati numerosi test sperimentali per le tre richieste di EEP:
• WEP
Un test diretto del principio di equivalenza di Newton, in linea generale, si
ottiene misurando l’accelerazione relativa di due masse di prova, costituite
da corpi di diversa composizione interna, in un campo gravitazionale esterno;
se le accelerazioni risultano diverse, esiste violazione di WEP.
Per avere dei riferimenti quantitativi si consideri un corpo di massa inerziale
mI e massa gravitazionale mG. La massa inerziale di un corpo si puo` vedere
come la somma di diversi tipi di massa–energia: massa a riposo, energia
di legame elettromagnetica, energia associata alle forze nucleari e cos`ı via.
Se una di queste forme di energia contribuisse in modo diverso al valore
della massa gravitazionale di un corpo si avrebbe una violazione di WEP. In
generale si puo` porre:







Dove Ei e` l’energia interna del corpo associata all’interazione i-esima, ηi
e` un parametro adimensionale che misura la violazione di WEP indotta
dalla stessa interazione. La misura dell’accelerazione relativa di due corpi
(di massa inerziale m1 e m2) immersi in un campo gravitazionale, rende
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Figura 1.2: La figura a sinistra mostra i risultati di alcuni test di WEP. I limiti superiori sul valore
di η misurano la differenza nell’accelerazione gravitazionale di corpi di diversi materiali. Gli esperimenti
all’interno della banda verticale furono concepiti originariamente per la ricerca di una quinta forza [8]. La
banda diagonale in basso a sinistra indica i limiti raggiunti nella misura di η per oggetti gravitanti (LURE
sta per Lunar Laser Ranging) [8]. La figura a destra rappresenta i limiti superiori al valore di δ = c2 − 1
ottenuti con esperienze mirate a verificare LLI.
possibile la stima dell’ Indice di Eo¨tvo¨s, dato dalla seguente espressione:













Da cui si deduce che la validita` di WEP implica η = 0: la misura diretta di
η pone un limite ai valori degli ηi, e quindi alla possibile violazione di WEP.
Le prime misure del parametro η vennero effettuate da Eotvos fra il 1906
e 1909 [13] usando una bilancia di torsione, ottenedo un limite superiore
al valore di η intorno a 10−8 [14]. Da allora sono state eseguite numerose
esperienze di questo tipo, utilizzando complessi apparati di misura, e at-
tualmente il limite superiore per η risulta ≈ 10−13 [15]. In figura 1.2 sono
esposti i risultati della misura del parametro η ottenuti negli ultimi ottanta
anni, per una discussione approfondita dei singoli esperimenti si rimanda
alla referenza [8].
• LLI
Si potrebbe supporre che l’interazione elettromagnetica violi l’invarianza di
Lorenz locale, e che la velocita` della luce c (intesa come limite per la velo-
cita` di una particella materiale), non sia una costante assoluta, ma cambi in
base alla direzione di propagazione. Cio` renderebbe possibile l’esistenza di
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un sistema di riferimento privilegiato, probabilmente quello comovente con
la radiazione cosmica di fondo, e quindi di una direzione privilegiata nello
spazio. In particolare i livelli di energia di ogni atomo o nucleo dipendereb-
bero dall’orientazione del momento angolare totale rispetto alla direzione
privilegiata. Per mettere in luce l’eventuale violazione di LLI, si potrebbe-
ro osservare transizioni elettromagnetiche fra livelli atomici equidistanti (in
condizioni ordinarie) in Energia, alla ricerca di uno shift degli stessi dovuto
a violazione di LLI. Un esperimento di questo tipo fu condotto da Drever
intorno al 1960, usando i quattro livelli fondamentali (J = 32) del nucleo
7Li
immerso in un campo magnetico. La presenza del campo magnetico rimuo-
ve la degenerazione fra i livelli spaziando ugualmente i livelli. L’esistenza
di una direzione privilegiata nello spazio provocherebbe una spaziatura non
uniforme dei livelli energetici e quindi si avrebbero frequenze diverse della
radiazione emessa nelle transizioni. Ci sono numerosi altri metodi per met-
tere alla prova la validita` di LLI con estrema accuratezza, per un elenco
completo si rimanda alla referenza [9].
Considerando un sistema di misura in cui c = 1, la deviazione dal LLI viene
misurata tramite il parametro δ = c2 − 1, in figura 1.2 vengono presentati
i limiti imposti al valore di δ dalle osservazioni, dalla quale si deduce un
valore δ <∼ 10−19.
• LPI
La validita` LPI puo` essere verificata attraverso delle misure di redshift gravi-
tazionale. Un esperimento tipico consiste nel confrontare la frequenza di due
orologi atomici identici posti a differenti altezze in un campo gravitazionale
statico. Se vale LPI, la frequenza di uno stesso orologio atomico deve essere
la stessa misurata in un qualsiasi LIF comovente, indipendentemente dalla
velocita` o dalla posizione del LIF. Quindi confrontare la frequenza di due
orologi identici posti a differenti altezze equivale a confrontare le velocita` di
due LIF: uno a riposo rispetto a un orologio al momento dell’emissione del
segnale e l’altro a riposo con l’altro orologio al momento della ricezione dello
stesso. Il redshift (z = ∆νν ) corrispondente, nell’ipotesi di validita` di LPI
sarebbe dato dal’effetto Doppler, dovuto alla differenza di velocita` dei due
LIF indipendentemente dalla particolare natura dell’orologio utilizzato. Al






Dove ∆U rappresenta la variazione di potenziale newtoniano fra l’emettitore
e il rivelatore. Se ci fosse una violazione di LPI si potrebbe porre [8]:




Con α parametro adimensionale dipendente dal tipo di orologio impiega-
to nella misura, chiaramente la validita` di LPI e` espressa dalla condizione
α = 0. L’esperimenti di Pound–Rebka–Snider [16], condotto all’Univer-
sita` di Harvard negli anni 1960–1965, rappresenta il primo successo speri-
mentale: in quel contesto veniva misurata la differenza di frequenza fra raggi
gamma da decadimento di 57Fe propagantesi in direzione opposte [8] in una
torre verticale. Un altro importante esperimento per la misura del redshift
gravitazionale fu condotto nel 1976 da Vessot, Levine e Mattison [17]: un
orologio maser all’idrogeno fu posto su un razzo e lanciato a 10.000 km di
altezza, quindi la sua frequenza fu messa a confronto con quella di un oro-
logio identico a terra. Con questo esperimento fu raggiunta un’accuratezza
sulla misura dello 0.02% [17]. Altri esperimenti di questo tipo sono stati
effettuati con l’ausilio di satelliti artificiali in orbita, il limite superiore per
α ottenuto risulta α <∼ 10−4 [8].
Le esperienze appena esposte devono essere considerate come verifiche di EEP, che
e` alla base di ogni teoria metrica della gravita`, non solo della RG. Esistono pero`
altre esperienze direttamente connesse alle predizioni della Relativita` Generale,
esporremo di seguito una breve rassegna di questo tipo di osservazioni, note come
Verifiche Post–Newtoniane:
• Precessione del Perielio di Mercurio.
La nota anomalia nel moto orbitale di Mercurio e` stato uno dei problemi
piu` dibattuti nella storia della meccanica celeste: Le Verrier (1811–1877)
nel 1859, dichiara che, nonostante si tengano in conto tutti i possibili effetti
perturbativi nel calcolo dell’orbita di Mercurio non e` possibile spiegare l’a-
vanzamento tanto veloce del perielio del pianeta [18].
Il valore della discrepanza dalle previsioni della teoria classica risulta ≈ 43
arcsec per secolo [8]. Per spiegare questa anomalia sono state esposte nu-
merose ipotesi ad hoc: esistenza di un altro pianeta (Vulcano) piu` interno
di Mercurio, contributi dovuti al momento di quadrupolo solare, presenza di
un anello di planetesimi. Nessuna delle suddette ipotesi sembrava esaustiva
finche` non si utilizzarono gli strumenti di RG per il calcolo dei parametri
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orbitali di Mercurio, che condussero ad un ottimo accordo fra le misure e le
previsioni. Questo e` stato un grande successo scientifico che porto` alla fama
Einstein e la sua teoria della gravita`.
Oggi lo spostamento del perielio di Mercurio e` noto con grande precisione
da misure radar, ed e` in accordo con il valore predetto dalla RG a meno
dello 0.1% [8, 9].
• Deflessione della Luce.
La Relativita` Generale prevede la deviazione di un fascio di luce al pas-
saggio nelle vicinanze di un corpo, dovuto alla curvatura non nulla dello
spazio–tempo nelle vicinanze di oggetti massivi. La prima osservazione di-
retta di questo fenomeno fu effettuata dallo stesso Eddington, misurando il
cambiamento nella posizione apparente di alcune stelle di campo durante il
passaggio nelle vicinanze del Sole [19], con questo metodo fu ottenuta una
misura poco accurata (≈ 30%), tuttavia cio` basto` per dare nuova fama al
lavoro di Einstein.
La precisione nella misura della deflessione della luce fu incrementata no-
tevolmente durante gli anni 1960–1970: tramite l’utilizzo dei radiotelescopi
[20] venivano misurati i cambiamenti nella posizione apparente di quasars
nel momento dell’eclissamento da parte del Sole. L’accuratezza nella misura
della posizione di sorgenti radio puo` essere molto incrementata, dall’uso di
una rete di radiotelescopi connessi in tempo reale. Questa tecnica, chiamata
VLBI (Very Long Baseline Interferometry), venne sviluppata a pieno sola-
mente negli anni ′90 ed ha permesso di raggiungere un’accuratezza di ≈ 1
muarcsec nella misura della posizione di sorgenti radio. Tramite queste ap-
parecchiature le previsioni di RG sono state verificate con una precisione
dello 0.2% [21]. Questo risultato puo` essere ulteriormente migliorato mi-
surando le posizioni degli astri tramite satelliti orbitanti come Hypparchos
dell’agenzia spaziale Europea (ESA). Con questa tecnica la deviazione dei
raggi luminosi e` stata misurata con un’accuratezza ≈ 0.1% [22].
• Effetto Shapiro.
Irwin Shapiro, nel 1964, propone una nuova verifica per la RG: secondo i suoi
calcoli un segnale radar inviato attraverso il sistema solare verso un pianeta
in opposizione sarebbe tornato sulla Terra con un ritardo dovuto al rallen-
tamento della radiazione elettromagnetica causato dal campo gravitazionale
solare [23]. Lo stesso Shapiro, utilizzando la sonda Vicking come deflettore
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radar, misuro` con precisione ≈ 0.1%, il ritardo da lui stesso teorizzato [24]
(oggi noto come Effetto Shapiro).
A questa lista deve essere aggiunta una ulteriore, recente, verifica indiretta del-
le previsioni della Relativita` Generale, connessa con un apparato di uso ormai
comune: il Global Positioning System o GPS. Difatti, l’alto livello di precisione
raggiungibile dal sistema GPS7 , e` stato ottenuto grazie alle correzioni alla teoria
elettromagnetica imposte dalla Relativita` Generale [25].





La Fisica del XXesimo secolo e` stata caratterizzata da enormi cambiamenti strut-
turali, in particolar modo nel campo della fisica delle interazioni fondamentali.
Il riconoscimento di c come velocita` limite per la propagazione delle interazioni,
ha posto le basi per lo studio di campi liberi, non legati a corpi, ossia dei cam-
pi di radiazione. Cos`ı nella teoria della Relativita` Generale, come nella teoria
dell’elettromagnetismo, e` possibile ottenere soluzioni ondulatorie: le onde gravi-
tazionali.
Questo capitolo e` dedicato alla descrizione delle caratteristiche delle onde gravita-
zionali deducibili dalle equazioni di Einstein nello schema di approssimazione linea-
re. Sara` presentata una breve nota storica, seguita dalla discussione degli aspetti
teorici piu` importanti. In conclusione presenteremo alcune prove sperimentali
significative dell’esistenza della radiazione gravitazionale.
2.1 Nota Storica.
La speculazione scientifica sulle onde gravitazionali ha una tradizione di oltre due
secoli, anche se i contributi teorici piu` significativi e di maggiore rigore scientifico
risalgono a dopo il 1920 [26]. Il primo a immaginare l’esistenza di radiazione gravi-
tazionale fu Pierre Simon Laplace (1749–1827), in uno scritto risalente al 1776 [27].
Il matematico francese considera il problema dell’azione di una forza dissipativa
nel moto dei pianeti, causata dalla velocita` di propagazione finita dell’attrazione
gravitazionale. Con questa ipotesi si voleva spiegare l’osservata diminuzione del
periodo orbitale della Luna rispetto alle antiche osservazioni delle eclissi. In se-
guito Laplace riusc`ı a dimostrare che l’anomalia del periodo lunare poteva essere
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spiegata in base a effetti gravitazionali conservativi e abbandono` la sua posizione
[28]. Nel 1908 Poincare´ (1854–1912) considera nuovamente l’ipotesi di radiazione
gravitazionale, per spiegare l’avanzamento del perielio di Mercurio [29] arrivando
alla conclusione che tali effetti sarebbero stati troppo deboli per spiegare le osser-
vazioni.
La prima concreta descrizione delle onde gravitazionali, all’interno di una teoria
di campo relativistica, fu data dallo stesso Einstein nel 1916 [30], poco dopo la
pubblicazione della teoria della Relativita` Generale [1]. In questo contesto Einstein
propose una formula per l’energia trasportata dalla radiazione gravitazionale, oggi
nota come formula di quadrupolo1, ottenuta utilizzando un’approssimazione
lineare delle equazioni della RG, che presentava una stretta analogia con le equa-
zioni dell’elettromagnetismo. In effetti la formula di quadrupolo e` molto simile a
quelle relative alla radiazione di multipolo dell’elettromagnetismo2. Per conclu-
dere questo breve excursus sulle origini, e` doveroso ricordare il lavoro di Arthur
Stanley Eddington (1882–1944), il cui nome spesso viene associato alle famose pa-
role: le onde gravitazionali viaggiano alla velocita` del pensiero[31]. Questa frase
potrebbe sembrare una dichiarazione di scetticismo verso la teoria della radiazione
gravitazionale, in realta` il significato e` molto diverso. Lo scienziato inglese si rife-
riva, infatti, a due particolari classi di onde gravitazionali, trasverse-longitudinali
e longitudinali-longitudinali, analizzate a lungo da Einstein, ma che egli riconob-
be essere artifci dovuti alla scelta di coordinate; quindi non essendo oggetti fisici
potevano propagarsi a una qualsiasi velocita` ci si potesse immaginare [31]. Nello
stesso periodo Eddington corresse la formula di quadrupolo di Einstein, che nella
formulazione originale conteneva un fattore due di troppo.
Per il lettore che volesse approfondire il lato storico della fisica gravitazionale si
rimanda alle referenze [6, 26].
1In quanto l’emissione di energia viene causata dalla variazione del momento di
quadrupolo della distribuzione di massa.
2In questo contesto si parla di somiglianza formale. Infatti, come precedentemente
notato, le onde gravitazionali, come si chiarira` nel resto del capitolo, sono il frutto della
variazione temporale del momento di quadrupolo della distribuzione di massa, mentre,
l’ordine piu` basso che contribuisce alla radiazione elettromagnetica e` il dipolo. Cio` rende
molto differenti le proprieta` fisiche dei due tipi di radiazione
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2.2 Aspetti Teorici.
Per ottenere delle soluzioni delle equazioni di Einstein in forma chiusa, e` neces-
sario introdurre delle ipotesi aggiuntive che ne semplifichino la forma. Nel caso
della teoria delle onde gravitazionali, l’approccio piu` diffuso e` quello di considera-
re un campo gravitazionale debole variabile nel tempo. Ci si pone idealmente a
grande distanza dalla sorgente di radiazione in modo che la metrica dello spazio–
tempo (gµν) sia quella di Minkowski (ηµν) sovrapposta a una piccola perturbazione
dipendente dal tempo (hµν):
gµν = ηµν + hµν |hµν |  1 (2.1)
In questo schema (|hµν |  1), si possono trascurare i termini del secondo ordine in
hµν , ottenendo una forma lineare delle equazioni di Einstein. Da notare che, date
le proprieta` di hµν e` possibile usare la metrica di Minkowski per alzare o abbassare
gli indici della perturbazione, in particolare:
gµν = ηµν − hµν hµν = ηµσηνδhσδ (2.2)
2.2.1 Le Equazioni Lineari della Relativita` Generale.
Utilizzando la metrica definita in equazione 2.1, si ottiene la seguente espressione













h = hµµ = η
µνhµν (2.4)
 = − 1
c2
∂tt + ∂xx + ∂yy + ∂zz (Operatore di D’Alembert). (2.5)
Il tensore energia–impulso (Tµν) e` calcolato all’ordine 0 in hµν , quindi, dato il ca-
rattere infinitesimo della perturbazione, la legge di conservazione del quadrimpulso
si esprime nel modo consueto: ∂µTµν = 0.
La decomposizione della metrica espressa in equazione 2.1, lascia una certa ar-
bitrarieta` nella scelta del sistema di coordinate; tuttavia l’utilizzo di (due) op-
portune trasformazioni di gauge semplifica notevolmente il calcolo, inoltre mostra
direttamente come le onde gravitazionali siano la sovrapposizione di due stati di
polarizzazione indipendenti.
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Per prima cosa e` possibile introdurre l’ampiezza d’onda (h¯µν), definita dalla se-
guente equazione:
h¯µν = hµν − 12ηµνh (2.6)
h¯µν cos`ı definita ha traccia nulla.
Inoltre e` sempre possibile operare una scelta di coordinate in cui e` verificata la
condizione di gauge armonica [2]:
∂µh¯
µ
ν = 0 (2.7)





Per cercare le soluzioni della 2.8 nel vuoto, e` sufficiente porre Tµν = 0, quello che
si ottiene e` un’equazione analoga a quella delle onde elettromagnetiche nel vuoto,
e` quindi possibile trovare soluzioni come sovrapposizione di onde piane:
h¯µν = Cµνeikσx
σ
kσkσ = 0 (2.9)
Data la scelta della gauge armonica (equazione 2.7), si possono imporre quattro
condizioni sui Cµν , cio` riduce a sei le componenti indipendenti. Rimangono due
gradi di liberta` nella definizione delle coordinate che permettono di effettuare altre
due scelte di gauge:
Cµµ = 0 (traccia nulla) (2.10)
C0µ = 0 (carattere trasversale) (2.11)
Le relazioni 2.10 e 2.11 vengono indicate sinteticamente come gauge TT (acroni-
mo dell’inglese Transverse–Traceless). Queste cinque relazioni, inducono quattro
nuovi vincoli su Cµν , si hanno cos`ı due sole componenti indipendenti, che daranno
origine ai due stati di polarizzazione di cui sopra. Inoltre l’onda ha traccia nulla e
quindi h¯µν = hµν .
Supponiamo che la direzione di propagazione dell’onda sia ~e3, versore della terna
ortogonale canonica [~e1,~e2,~e3], imponendo le condizioni di gauge TT, si risale alla
seguente forma per il tensore simmetrico a traccia nulla Cµν :
Cµν =

0 0 0 0
0 C11 C12 0
0 C12 −C11 0
0 0 0 0
 (2.12)
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Per ragioni che saranno chiare nel seguito si usa porre C11 = h+ e C12 = h×;
la soluzione canonica delle onde gravitazionali si puo` cos`ı esprimere in notazione
tensoriale:
h = [h+ (~e1 ⊗ ~e1 − ~e2 ⊗ ~e2) + 2h× (~e1 ⊗ ~e2)] eiω(t−
z
c ) (2.13)
L’equazione 2.13 mette in luce l’esistenza di due stati di polarizzazione indipendenti
(~e1 ⊗ ~e1 − ~e2 ⊗ ~e2 e ~e1 ⊗ ~e2).
2.2.2 Significato Fisico della Polarizzazione.
Abbiamo visto come un’onda gravitazionale sia rappresentabile come piccola per-
turbazione della metrica di Minkowsky. Per capire il significato fisico delle due
polarizzazioni consideriamo separatamente l’effetto di ognuna di esse sulla metrica.
• Polarizzazione +
Stabilito un sistema di coordinate cartesiane nello spazio quadridimensiona-
le, e data un’onda piana polarizzata + incidente dalla direzione ~z, la metrica
perturbata puo` essere espressa mediante la seguente espressione:
g+µν(z, t) =

−1 0 0 0
0 1 + h+eiw(t−
z
c ) 0 0
0 0 1− h+eiw(t−
z
c ) 0
0 0 0 1
 (2.14)
Consideriamo adesso due masse di prova poste sul piano z = 0, rispettiva-
mente nei punti P = (δ0; 0; 0) e O, origine degli assi coordinati. La distanza
propria fra le due masse subisce delle fluttuazioni temporali dovute alla
presenza dell’onda:









L’ampiezza massima dell’oscillazione, come si deduce facilmente dall’equa-
zione 2.15, risulta h+2 . Se le masse di prova fossero state poste lungo l’asse
y, si sarebbe ottenuto un risultato del tutto analogo alla 2.15, con una dif-
ferenza di fase di pi. Le oscillazioni della distanza propria lungo x e lungo
y risultano quindi in opposizione di fase. Per chiarire a pieno questa situa-
zione si consideri la figura 2.1, in cui viene presentato l’effetto di un’onda
gravitazionale piana, incidente perpendicolarmente su un anello di materia.
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• Polarizzazione ×
In analogia al caso precedente si puo` definire una metrica perturbata g×µν :
g×µν(z, t) =







c ) 1 0
0 0 0 1
 (2.16)
Dalla forma della matrice 2.16 si evince che assume forma diagonale sui
generatori delle bisettrici del piano cartesiano (come, ad esempio, i versori
~a = 1√
2
(1; 1; 0) e ~b = 1√
2
(1;−1; 0)). In altre parole, operando un cambio
di coordinate3 [~e1; ~e2] → [~a;~b] si ottiene un’espressione per le componenti
della metrica identica al caso di polarizzazione +4 (equazione 2.15). Questo
semplice confronto indica che la polarizzazione × induce un’oscillazione sulla
distanza propria dei punti del piano xy che raggiunge il massimo di ampiezza
(h×2 ) sulle bisettrici. La variazione nel tempo delle coordinate canoniche (x e

















In figura 2.1 e` rappresentato l’effetto di un’onda polarizzata × incidente
su un anello di materia posto su un piano perpendicolare alla direzione di
propagazione.
2.3 Formula di Quadrupolo di Einstein.
La radiazione gravitazionale viene generata dal moto accelerato di distribuzioni di
materia. La teoria dell’emissione si basa sullo studio di perturbazioni del secondo
ordine della metrica e del tensore di Einstein [32], questo approccio permette di










dove l’operazione di media (〈. . .〉) viene eseguita su un grande numero di cicli.
Dalla 2.18 si ottiene la luminosita` della sorgente integrando sulla superficie di una
3Piu` precisamente una rotazione di pi4 dei versori ~e1 ed ~e2
4Naturalmente con l’accortezza di cambiare i segni + con ×
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Figura 2.1: Nella figura e` rappresentata una visione schematica dell’effetto di un’onda gravitazionale
su un anello di materia posto in direzione perpendicolare a quella di propagazione dell’onda. Il diagramma
in alto e` relativo ad un’onda polarizzata +, quello in basso alla polarizzazione × .
sfera di raggio R contenente il sistema radiante. Utilizzando le espressioni di h+
e h× in termini del momento di quadrupolo (Qij) della distribuzione di materia,












Come anticipato, l’emissione di onde gravitazionali e` legata alla variazione tempo-
rale del momento di quadrupolo della distribuzione di materia. Da questa consi-
derazione si deduce che i sistemi a simmetria sferica non possono essere sorgenti
di onde gravitazionali, in quanto i Qij risultano identicamente nulli. Inoltre dato
il carattere infinitesimale della costante di accoppiamento ( G
5c5
≈ 10−53W−1), ci si
attende un segnale intrinsecamente flebile. Utilizzando un calcolo euristico, basa-
to sulla stima degli ordini di grandezza, si puo` ottenere una forma approssimata
dell’equazione 2.19 [34], utile a mettere in luce alcune caratteristiche dei possibili
sistemi sorgente:





dove M e` la massa del corpo di dimensione caratteristica R e T e` il tempo carat-
teristico di variazione del momento di quadrupolo. Il parametro  ∈ [0; 1] misura
il grado di asimmetria del sistema:  = 0 per sistemi a simmetria sferica,  → 1
al crescere del grado di asimmetria della distribuzione di materia. Esprimendo le
dimensioni tipiche del sistema in unita` del Raggio di Schwarzchild (RS = 2GMc2 )
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e la velocita` tipica (v = RT ) in unita` di c si ottiene la seguente formula [34]:










da cui si deduce che le sorgenti piu` luminose saranno costituite da oggetti astrono-
mici compatti, in moto relativistico e con una distribuzione di materia fortemente
asimmetrica. I maggiori candidati a questo ruolo sono sistemi binari con una com-
ponenete (o entrambe) formata da una struttura compatta relativistica (Stella di
Neutroni, Buco Nero), oppure oggetti stellari singoli che attraversano stadi di evo-
luzione catastrofica (Supernovæ, formazione e stabilizzazione dinamica di Buchi
neri). E` inoltre prevista l’esistenza di un fondo stocastico di radiazione gravita-
zionale dovuto al Big Bang [2, 35, 36] ed a sorgenti deboli come sistemi binari di
nane bianche.
2.4 PSR1913 + 16.
Nel 1979 Joseph Taylor e Russel Hulse, durante osservazioni alla ricerca di nuove
pulsars5, identificarono PSR1913 + 16[38], il primo sistema binario costituito da
oggetti astronomici relativistici (si tratta di due stelle di neutroni rotanti). Data
l’importanza dello studio dei sistemi binari nell’indagine dinamica e strutturale dei
sistemi stellari, la scoperta di PSR1913+ 16 venne accolta con grande entusiasmo
dalla comunita` scientifica, tanto da valere il premio Nobel (1993) ai due artefici
[39, 40].
Le osservazioni successive, oltre ad avere un grande valore nello studio dei model-
li di evoluzione stellare, misero in evidenza un fenomeno inatteso: la separazione
delle due componenti stava diminuendo progressivamente, in altre parole il sistema
stava perdendo energia. Fu proposta l’ipotesi che l’azione dissipativa fosse l’effetto
di emissione di onde gravitazionali dovuta alle variazioni locali del forte campo
generato dal sistema binario. Questo fu il primo sistema astronomico osservato a
cui le leggi della meccanica classica erano inapplicabili.
5L’esistenza di questi oggetti astronomici fu proposta per la prima volta da Zwicky
(1898–1974) nel 1934; lo scienziato svizzero osservando le galassie vicine si rese conto del
verificarsi di violente esplosioni a cui dette il nome di supernovæ. In un celebre scritto
([37]) Zwicky propone l’idea che le supernoværappresentino il passaggio da stelle ordinarie
a strutture compatte: stelle di neutroni. L’osservazione delle prime radio pulsar risale a
circa 40 anni dopo.
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Successivi studi teorici e sperimentali hanno messo in luce un forte accordo fra le
previsioni della Relativita` Generale e l’effettiva dinamica di PSR1913 + 16[40, 8]
(vedi2.2).Il decadimento orbitale di PSR1913+16 costituisce la prova piu` stringente
dell’esistenza di radiazione gravitazionale, inoltre, l’estrema precisione delle misure
ha permesso di mettere alla prova con successo le previsioni di RG in condizioni
di campo gravitazionale forte con ottima accuratezza (≈ 0.002% [8]). Riportiamo,
per completezza, alcuni dati relativi PSR1913 + 16: il sistema e` composto da una
radio-pulsar di periodo 59ms e massa M1 ≈ 1.44M, e da una compagna, mai
osservata direttamente, di massa M2 ≈ 1.39M (probabilmente una stella di neu-
troni fredda). Il periodo orbitale e` ≈ 7.75ore, la separazione delle componenti
risulta ≈ 1R.Dal 1979 sono stati catalogati numerosi altri sistemi binari di ca-
rattere simile a PSR1913 + 16, per un elenco si rimanda alla referenza [8]. Un
sistema di questo tipo emette prevalentemente onde gravitazionali con una fre-
quenza doppia di quella orbitale; questo significa che attualmente la frequenza del
segnale emesso da PSR1913+16 risulta ≈ 10−4Hz, ben al di sotto della sensibilita`
di qualsiasi rivelatore terrestre. Tuttavia la frequenza del segnale da un sistema di
stelle binarie compatte, e` destinata a crescere al diminuire della separazione delle
componenti fintanto che non si raggiunge la coalescenza delle componenti: Le due
strutture giungono a collidere e, con ogni probabilita`, danno origine ad un Buco
Nero. Come sara` esposto nella prossima sezione, questi ultimi stadi evolutivi do-
vrebbero generare segnali gravitazionali rivelabili tramite i grandi interferometri
terrestri (VIRGO,LIGO).
2.5 Tipi di Sistema Sorgente e Segnale Gra-
vitazionale Associato.





dove ∆L(t) rappresenta la variazione della distanza propria fra due punti indotta
dall’onda gravitazionale ed L la distanza propria imperturbata.
I rivelatori piu` efficaci di onde gravitazionali sono gli interferometri terrestri che
raggiungono la massima sensibilita` (h ≈ 10−22Hz− 12 ) per segnali nella regione
delle alte frequenze: νgw ≈ 10–104Hz. Nel presente testo faremo riferimento
solamente a segnali con caratteristiche compatibili con le capacita` delle attuali
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strumentazioni, in particolare saranno ignorate le sorgenti a bassa frequenza (νgw ≈
10−4–1Hz). E` possibile classificare le sorgenti di onde gravitazionale di interesse
scientifico in alcune categorie in base alle caratteristiche temporali del segnale
atteso:
• Sorgenti Impulsive.
L’esempio classico sono le Supernovædi tipo II o Supernovæda collasso gra-
vitazionale. Queste sono strutture stellari di grande massa (M >∼5–8M) che
terminano la loro vita nucleare in una esplosione catastrofica in cui vengono
liberati ≈ 1053erg in energia elettromagnetica, neutrini e onde gravitazio-
nali 6. Questo tipo di fenomeno da` origine alle pulsars, stelle di neutroni in
rapida rotazione (ν ≈ 1kHz), [41, 42].
L’emissione di onde gravitazionali avviene in un ristretto lasso temporale
(≈ 100ms) in corrispondenza della neutronizzazione del nucleo stellare e
della successiva stabilizzazione dinamica dello stesso [36], ed ha chiaramente
natura impulsiva. Da considerazioni di tipo teorico si possono ricavare le se-
guenti espressioni per l’ampiezza (h) massima del segnale atteso dal collasso
gravitazionale di un nucleo stellare diM ≈MCh e distante r dalla terra [43]:











senza simmetria assiale (2.24)
L’emissione avviene in due fasi caratterizzate da differenti caratteristiche
spettrali e connesse a momenti diversi dell’evoluzione esplosiva della sorgen-
te:
– Rimbalzo del Nucleo Stellare. Alla fine della vita nucleare di una
struttura di grande massa il nucleo stellare e` composto di 56Fe, il nucli-
de con la piu` alta energia di legame in natura. La combustione nucleare
centrale risulta quindi inibita [8] e il nucleo stellare, ricevendo nuova
materia dalle shell esterne, dove la fusione e` ancora attiva, diventa
inevitabilmente degenere. Una volta che la massa del nucleo supera il
valore critico di ≈ 1.44M (noto come Massa di Chandrasekhar
MCh, la pressione degli elettroni della struttura non puo` piu` contrasta-
re il peso degli strati esterni. Il nucleo stellare implode, ed in ≈ 5ms
6Una percentuale minore di questa energia viene emessa sotto forma di energia cinetica
dell’inviluppo della struttura che viene eiettato nello spazio dall’esplosione.
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[42] la densita` centrale (ρc) della struttura passa da ρc ≈ 109 g cm−3
a ρc ≈ 1014 g cm−3, valore confrontabile con la densita` di un nucleo
atomico. In questo breve arco di tempo, gran parte del nucleo stellare
si neutronizza, ed i tempi caratteristici dell’evoluzione dinamica della
struttura sono dell’ordine del tempo di free fall7 (tff ). A questa fa-
se e` associata l’emissione di un impulso gravitazionale della durata di
≈ 5–10ms, di ampiezza massima h definita dalle equazioni 2.23 o 2.24,
che per una SN II nell’Ammasso della Vergine (r ≈ 15Mpc) risulta
h ≈ 10−22–10−21. La frequenza tipica del segnale in questa fase puo`






da cui per una tipica SN II (M ≈ 10M), si deduce νgw 1 kHz. Il segna-
le relativo a questa fase di emissione dovrebbe quindi essere rivelabile
tramite VIRGO e LIGO.
– Raffreddamento della Stella di Neutroni. Successivamente alla
fase di implosione (dato che la compressibilita` della materia a den-
sita` nucleare, pur essendo piccola, non e` nulla) la struttura del nu-
cleo stellare si stabilizza tramite una serie di oscillazioni smorzate,
che producono onde gravitazionali [41]. Questa fase ha una durata
di ≈ 100ms [41, 42], tuttavia l’ampiezza delle oscillazzioni risulta ri-
dotta di un fattore >∼ 10 rispetto pulso iniziale, il che rende incerte le
possibilita` di osservare questa fase di emissione. La frequenza attesa
risulta νgw ≈ 10–100Hz.
Nonostante le numerose difficolta` teoriche nel descrivere il comportamento
relativistico di sistemi complessi, tramite simulazioni al calcolatore e` oggi
possibile costruire dei profili temporali per il segnale atteso [45, 46]. In figura
2.3 viene presentata una forma d’onda ottenuta con un tale procedimento.
• Sorgenti Periodiche.
Nella rivelazione di segnali che presentano un debole accoppiamento con la
materia, come le onde gravitazionali (o i neutrini per esempio), le sorgenti
rivelabili con piu` facilita` sono quelle che permettono l’osservazione del se-
gnale per tempi lunghi, in modo da aumentare il rapporto segnale–rumore
7per maggiori dettagli si vedano, per esempio, le referenze [8, 42]
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Per questo motivo le sorgenti periodiche8 risultano obbiettivi privilegiati per
l’osservazione scientifica.
Le Pulsars, caratterizzate dalla grande stabilita` della rotazione, sono le
principali candidate a questo ruolo. Infatti, quando una stella di neutroni
si raffredda e la superficie dell’astro si cristallizza, si possono formare delle
asimmetrie strutturali: la presenza di un campo magnetico molto intenso
(tipicamente ≈ 108 T ) non allineato con lo spin della stella puo` produrre
una deviazione dalla simmetria sferica. Un tale sistema emette radiazione
gravitazionale con una frequenza (νgw) doppia rispetto a quella di rotazione
(νrot) [43]:
νgw = 2 νrot (2.27)
Per stimare l’ampiezza (h) del segnale atteso da una sorgente pulsar, si puo`
utilizzare la seguente formula [43]:









Dove νrot e` la frequenza di rotazione della stella, r e` la distanza della sorgente
ed  e` un fattore che misura l’asimmetria del sistema, valori attendibili sono
nell’intervallo 10−6–10−4. Per una sorgente pulsar con frequenza pari a
500Hz distante 10 kpc, con un grado massimo di asimmetria si avrebbe
un’ampiezza del segnale gravitazionale a terra h ≈ 10−23 ai limiti delle
capacita` strumentali9. Tuttavia la possibilita` di disporre di un lungo tempo
di integrazione (mesi o magari anni), renderebbe queste sorgenti oservabili
da terra. In particolare e` possibile definire l’ampiezza effettiva del segnale
periodico come h¯ =
√
nh dove n rappresenta il numero di cicli del segnale
osservati (n = νgw · T ) nel tempo di integrazione T . Si puo` dare una stima
quantitativa del fattore
√













8A rigor di logica, essendo l’emissione di onde gravitazionali un fenomeno dissipati-
vo nella dinamica del sistema sorgente, non esistono emettitori rigorosamente periodici.
Tuttavia alcune sorgenti possono emettere segnali stabili per tempi lunghi.
9La sensibilita` di Virgo per un segnale con frequenza pari a 1kHz non permette di
rivelare segnali con ampiezza h <∼ 10−22
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Questo segnale potrebbe essere rivelato dai grandi interferometri come dai
rivelatori a barra opportunamente accordati alla frequenza del segnale.
All’interno della nostra galassia dovrebbero esistere ≈ 109 stelle di neutro-
ni, tuttavia non esistono stime certe sul numero di pulsar che presentino
caratteristiche adeguate all’emissione di radiazione gravitazionale osservabi-
le. La possibilita` di osservare oggetti extragalattici e` preclusa dalla ridotta
ampiezza del segnale 2.28.
• Sorgenti Quasi–Periodiche.
Le sorgenti di onde gravitazionali piu` studiate dal punto di vista della forma
del segnale sono i sistemi binari di oggetti relativistici compatti. L’ampiezza
del segnale atteso ha la seguente forma analitica (vedere figura 2.3):
h(t) = H(t) cos ν(t) (2.30)
Con H e φ funzioni crescenti del tempo, in particolare sussistono le seguenti
leggi di proporzionalita`:
H(t) ∝ (tc − t)−
1
4 ν(t) ∝ (tc − t)−
3
8 (2.31)
Dove tc rappresenta l’istante dello scontro e viene detto tempo di coalescenza.
In particolare H(t) risulta proporzionale a ν
2
3 , e il fattore di proporzionalita`





5 detto massa di chirp[43].
Il segnale gravitazionale emesso da questo tipo di sistema raggiunge le ca-
ratteristiche di frequenza e ampiezza necessarie all’osservazione negli ultimi
secondi di vita dinamica. Si puo` definire l’ultima orbita stabile (LSO da
Last Stable Orbit) come limite dinamico oltre il quale non vale piu` l’ap-
prossimazione Post-Newtoniana e gli effetti mareali influenzano fortemente
il moto successivo. Per t = tLSO (istante in cui il sistema entra nell’ultima








Dove M e` la massa solare e Mtot e` la massa totale del sistema binario: per
due stelle di neutroni (Mtot ≈ 2.8M) νLSO ≈ 1.5kHz. L’ampiezza massima
del segnale associato alla coalescenza di due stelle di neutroni alla distanza
dell’Ammasso della Vergine (≈ 15Mpc) risulta h ≈ 10−20 [43], rivelabile
dagli interferometri terrestri.
Nella nostra Galassia la frequenza stimata di eventi di coalescenza e` molto
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bassa ≈ 1 ogni 104 anni, anche includendo la possibilita` di osservare sistemi
dell’Ammasso della Vergine, si potrebbe arrivare ad osservare ≈ 1 evento
ogni 10 anni. Per poter disporre di ≈ 10 eventi in un anno si dovrebbe
coprire una distanza di almeno 60Mpc [47], in questo caso l’ampiezza del
segnale associato potrebbe essere al di sopra delle capacita` degli odierni
interferometri.
• Fondo stocastico di origine astrofisica e cosmologica.
Uno degli obbiettivi della rivelazione di onde gravitazionali tramite i grandi
interferometri e` la misura del fondo cosmico di radiazione gravitaziona-
le, dato dalla sovrapposizione scorrelata dei segnali provenienti da sorgenti
lontane (nello spazio e nel tempo) e della radiazione cosmologica primordiale
prodotta durante il Big Bang. Questa misura potrebbe mettere luce su alcu-
ni punti aperti del modello cosmologico standard. Per esempio, l’eventuale
rivelazione di una componente ad alta frequenza nel fondo cosmico di ra-
diazione gravitazionale, potrebbe dare indicazioni sulla validita` dei modelli
































Figura 2.3: A sinistra probabile forma d’onda del segnale gravitazionale emesso da una SN II nella






Esistono due tipi di rivelatori di onde gravitazionali: gli interferometri e le barre
di Weber. In questo capitolo presenteremo i principi di funzionamento dei due
tipi di rivelatore, e la sensibilite` raggiungibile attraverso le tecnologie odierne. In
conclusione descriveremo i rivelatori attualmente in funzione e quelli di prossima
concezione.
Un approfondimento sul tema della rivelazione interferometrica verra` presentato
nel capitolo successivo, interamente dedicato al progetto VIRGO.
3.1 Rivelatori a Barra di Weber.
Questo tipo di rivelatore fu ideato intorno al 1960 da Joseph Weber [48], che
realizzo` un primo prototipo; in seguito la tecnica si e` diffusa e sviluppata, in parti-
colare, in Italia, ne fu promotore lo stesso Amaldi. Solo ai giorni nostri, tuttavia,
questo tipo di rivelatori ha raggiunto prestazioni adeguate alla misura di alcuni
segnali di interesse scientifico.
Quando un’onda gravitazionale investe un corpo solido modifica le posizioni reci-
proche delle particelle, perturbando lo stato di equilibrio delle molecole del mezzo.
Se si schematizza un solido come un sistema di punti materiali collegati tramite
delle molle, si puo` comprendere come la reazione del mezzo all’impatto di radiazio-
ne gravitazionale sia quella di iniziare a vibrare. La distorsione, tuttavia, risulta
cos`ı piccola (∆L ≈ 10−19–10−18cm) che a temperatura ambiente l’effetto dell’on-
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da gravitazionale viene mascherato dalle fluttuazioni termiche della struttura. Un
Figura 3.1: Schema generale di un rivelatore a barra di Weber [49].
rivelatore a barra di Weber (figura 3.1) e` costituito da un corpo risonante (detto
barra) della massa di ≈ 1–4 ton, un trasduttore ed un amplificatore; tutto l’appa-
rato deve essere mantenuto a temperatura criogenica e la barra posta sotto vuoto
spinto1. Inoltre la barra deve essere sospesa tramite un sistema di attenuatori allo
scopo di isolare l’apparato dalle vibrazioni del suolo e del vascello.
Quando un segnale gravitazionale investe la barra, questa si comporta come un
oscillatore forzato, caratterizzato da una frequenza di risonanza ν0, un fattore di
qualita` Q e una larghezza di banda δν0. Se si immagina di inviare un segnale mo-
nocromatico di frequenza ν0 la barra entra in risonanza, e l’oscillazione meccanica
viene trasformata dal blocco trasduttore–amplificatore in segnale elettrico rivelabi-
le. La barra di solito e` costituita da un cilindro, in quanto il modo fondamentale di
vibrazione di una tale configurazione, risulta quello piu` sensibile alla natura qua-
drupolare della radiazione gravitazionale [36]. Il limite naturale di questa classe
di rivelatori e` quello di reagire a segnali di frequenza ben definita, fissata dalle ca-
ratteristiche geometriche e strutturali della barra e dall’elettronica di acquisizione.
In particolare, per una barra cilindrica, si puo` indicare la seguente relazione [51]







1Il vuoto e` necessario sia per ridurre la capacita` termica dell’apparato e rendere cos`ı
meno dispendiosa l’operazione di refrigerazione, sia per impedire che si crei accoppiamento
acustico.
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Figura 3.2: Caratteristiche dei rivelatori del gruppo IGEC [50].
dove vs e` la velocita` del suono nel materiale che costituisce il corpo risonante,
L e M sono lunghezza e massa della barra, K e` la costante di Bolzmann e la






Dove T e` la temperatura termodinamica, Tn e Tb sono parametri connessi al rumore
termico generato dall’elettronica di acquisizione (tipicamente risultano dell’ordine
di 10−4 [51]), β misura l’accoppiamento energetico fra barra e trasduttore e Q e` il
fattore di qualita` meccanico della barra. Per ridurre hmin e incrementare la sensi-
bilita` dello strumento e` necesario utilizzare un materiale che presenti alta velocita`
del suono e buon fattore Q a basse temperature; queste considerazioni orientano
la scelta verso leghe di alluminio, che permettono di ottenere un fattore Q ≈ 3 ·106
alla temperatura operativa dello strumento. Le frequenze di risonanza delle barre
cilindriche sono due, in corrispondenza dei due modi principali del cilindro, se-
parate tipicamente da 20 – 30Hz (figura 3.2). Considerando l’espressione 3.1 ed
i valori relativi ai singoli detector si trova che la sensibilita` tipica raggiungibile
in un intervallo δν0 ≈ 100Hz di frequenze intorno a ν0 (una delle frequenze di
risonanza, tipicamente e` dell’ordine di ≈ 900Hz), risulta hmin ≈ 5 · 10−19.
Tra i rivelatori presentati in tabella 3.2, AURIGA[49] e NAUTILUS[52] hanno
una temperatura operativa di ≈ 0.1K, mentre le altre barre operano alla tempe-
ratura dell’He liquido (4K), questo rende i due rivelatori italiani i piu` sensibili
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Figura 3.3: A sinistra curva di sensibilita` del detector AURIGA (I.N.F.N Padova) [49]. A destra
collocazione geografica dei rivelatori del gruppo IGEC [50].
della rete2. In figura 3.3 e` presentata la curva di sensibilita` di AURIGA [53], in
particolare presentiamo i valori massimi di sensibilita` raggiunti[53]:
hmax = 6 · 10−21Hz− 12 per ν0 = 911Hz nella banda δν ≈ 40Hz
hmax = 4 · 10−22Hz− 12 per ν0 = 929Hz nella banda δν ≈ 2Hz
Questi valori difficilmente possono permettere l’osservazione di sorgenti extragalat-
tiche, pero` offrono buone possibilita` nello studio della nostra galassia nella finestra
gravitazionale.
Inoltre la risposta della barra e` fortemente direzionale: massima per un segnale
gravitazionale incidente perpendicolarmente all’asse del cilindro e polarizzato lun-
go l’asse stesso. Per un segnale incidente secondo un angolo θ (vedi figura 3.1)
l’ampiezza osservabile risulta ridotta di un fattore sin2 θ [53]. Questi rivelatori
sono indicati per l’osservazione di segnali quasi monocromatici, di lunga durata,
come per esempio pulsars galattiche o oscillazioni di rilassamento di buchi neri
neoformati. La piu` alta probabilita` di osservare questo tipo di fenomeno si ot-
2AURIGA e NAUTILUS utilizzano refrigeratori diluizione 3He/4He che permettono
di operare a temperature di ≈ 0.1K
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tiene puntando l’apparato in direzione del centro galattico, dove l’alto tasso di
formazione stellare garantisce la presenza di strutture di grande massa (diciamo
M >∼10M), progenitrici di pulsars e buchi neri.
La rivelazione di segnali impulsivi, come quello prodotto dall’esplosione di una SN
II, e` ben oltre le capacita` del singolo rivelatore, tuttavia la probabilita` di osser-
vare segnali di breve durata puo` essere aumentata notevolmente dall’analisi delle
coincidenze all’interno di un network di rivelatori , connessi in tempo reale. A que-
sto scopo nel 1997 e` stato istituito IGEC (da International Gravitational Event
Collaboration.), una rete che collega in tempo reale i cinque piu` importanti rivela-
tori a barra: AURIGA[49], NAUTILUS[52], EXPLORER[54], NIOBE[55] e
ALLEGRO[56]. I primi due sono progetti italiani dell’ I.N.F.N di Padova e Fra-
scati rispettivamente; gli altri sono collocati, nell’ordine, in Francia, Stati Uniti, e
Australia (figura 3.3). Il primo run di IGEC si e` svolto dal 1997 al 2000, pur non
avendo prodotto alcuna evidenza di rivelazione diretta di segnali gravitazionali,
ha costituito un’importante esperienza per lo sviluppo di nuove strategie osserva-
tive; i dati, tuttavia, sono tutt’ora sotto analisi, per maggiori dettagli vedere [53].
Le cinque barre di IGEC sono orientate in modo da avere gli assi paralleli (entro
qualche grado) (tabella 3.2), configurazione che rende massima la probabilita` di
rivelazione in coincidenza. La larghezza di banda complessiva, raggiungibile con i
cinque rivelatori, e` ≈ 300Hz, da ≈ 690Hz (frequenza di risonanza di NIOBE[55])
a ≈ 930Hz (frequenza di risonanza di AURIGA[49]).
Per maggiori dettagli sulle caratteristiche dei rivelatori a barra e sulle recenti at-
tivita` sperimentali si rimanda a [50].
3.1.1 Progetti Futuri.
I limiti dei rivelatori a barra sono rappresentati dalla direzionalita` dell’apparato e
dalla stretta banda passante che non permette di valutare l’andamento temporale
di segnali non strettamente monocromatici. Per ovviare al limite direzionale, lo
stesso Weber propose l’uso di barre a forma sferica, tuttavia in un primo momento
il progetto fu abbandonato, poiche´ non era chiaro come connettere l’elettronica
di acquisizione senza perturbare la simmetria della sfera. Una possibile soluzione
venne indicata da Johnson [57] che propose l’utilizzo di una barra a forma di ico-
saedro troncato (figura 3.4), a cui e` possibile connettere 6 piezoelettrici in modo da
mantenere inalterati i modi di vibrazione della struttura [57, 58]. Questo proget-
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to prende il nome di TIGA (da Truncated Icosahedron Gravitational Antenna).
Attualmente sono operativi alcuni prototipi (in Brasile ed in Olanda).
Figura 3.4: Configurazione geometrica della barra di TIGA, i sei punti indicati indicano le posizioni
degli elettrodi indicate da Johnson [57].
Per ovviare alla stretta banda passante, la soluzione proposta e` quella di utilizza-
re contemporaneamente piu` rivelatori a barra di dimensioni e materiali diversi in
modo da poter campionare il segnale su un maggior numero di frequenze. Questo
tipo di progetto, detto Xilofono Gravitazionale e` attualmente oggetto di studio
[51]. In particolare si potrebbe usare un sistema di barre icosaedriche per avere
un rivelatore non direzionale e con possibilita` di misura su una larga banda (da
≈ 100Hz a ≈ 930Hz [51]), questi potrebbero essere utili strumenti complementari
ai rivelatori interferometrici. Magari, in un prossimo futuro, ad ogni interferometro
potrebbe essere abbinato uno xilofono TIGA per effettuare misure in coincidenza.
3.2 Rivelazione interferometrica.
In questa parte saranno descritte le caratteristiche principali degli interferometri
per la rivelazione di onde gravitazionali. In particolare presenteremo lo schema
ottico alla base di questo tipo di rivelatori, mentre le tecniche di affrancamen-
to dal rumore sperimentale saranno descritte in dettaglio nel capitolo successivo
interamente dedicato al progetto VIRGO.
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3.2.1 Effetto di un’onda gravitazionale su un Michel-
son semplice.
Consideriamo l’effetto di un’onda gravitazionale incidente su una cavita` ottica
ideale, costituita da due specchi liberi separati da una distanza L; configurazione
nota come cavita` Fabry-Perot. Per la propagazione della luce vale ds2 = 0 =
gµνdx
µdxν , e sostituendo a gµν la metrica di equazione 2.1 si ottiene la seguente
uguaglianza:
c2dt2 = (ηij + hijdxidxj) (3.3)
Introduciamo adesso alcune ipotesi semplificative: onda polarizzata +, incidente
secondo la direzione zˆ (della terna levogira ortogonale canonica xˆyˆzˆ) all’asse ottico
della cavita` posto nella direzione xˆ, allora si ottiene: h11 = −h22 ≡ h(t), e tutti gli
altri coefficienti di hij sono nulli. Considerando che la propagazione della luce av-
viene lungo la direzione xˆ si puo` scrivere la seguente espressione per il tempo (τand)




















Dove l’ultimo passaggio e` legittimato dalla natura debole della perturbazione h
(|h|  1). Nel caso di onda gravitazionale monocromatica di pulsazione ωg









c − 1) (3.5)
Allo stesso modo e` possibile calcolare il tempo impiegato dal segnale nel percorso
inverso (τrit) e ottenere il tempo di andata e ritorno (τar) della luce nella cavita`
(tempo di round trip):








c − 1) (3.6)
La variazione del tempo di round trip (∆τar) rispetto al caso di assenza di radia-
zione gravitazionale risulta quindi:











Nel caso in cui ωg Lc  1, cioe` in presenza di un’onda che rimane pressoche` costante













L’incidenza di un’onda gravitazionale sulla cavita`, quindi, modifica il tempo di
percorrenza del fascio di luce fra i due specchi, oppure, in modo equivalente, mo-
difica la distanza fra gli specchi secondo l’equazione 3.9.
Consideriamo a questo punto un interferometro di Michelson rappresentato sche-
maticamente in figura 3.5. Il fascio monocromatico in ingreso viene separato in
Figura 3.5: Schema generale di un interferometro di Michelson semplice, M1,M2 e MBS sono gli
specchi, il fotodiodo rivela la figura di interferenza.
due componenti dallo specchio MBS (Beam Splitter), queste si propagano secondo
direzioni ortogonali verso gli specchi M1 ed M2; il fotodiodo raccogli la figura di
interferenza risultante. Immaginiamo l’apparato in caduta libera4 e un’onda gra-
vitazionale polarizzata + incidente in modo perpendicolare (diciamo lungo zˆ) al
3Condizione ben verificata negli attuali interferometri [46].
4Torneremo in seguito a discutere i limiti di questa approssimazione
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piano definito dai due bracci dell’interferometro che immaginiamo posti lungo le
direzioni xˆ e yˆ di una terna ortogonale levogira. Calcoliamo adesso la differenza
di fase accumulata dai due raggi nell’attraversare l’interferometro: per il tempo
di andata e ritorno del segnale luminoso lungo l’asse x si ottiene l’espressione 3.6
precedentemente calcolata, mentre per il segnale diretto lungo y e` sufficiente so-
stituire −h ad h nella 3.6. Lo sfasamento temporale (∆τxy) delle due componenti




















In termini della variazione 2∆L = c∆τxy nella lunghezza L dei bracci dell’interfe-




Si ottiene quindi un valore doppio rispetto a quello relativo ad una cavita` a due
specchi. Il Michelson, quindi, ha l’effetto di amplificare il ritardo fra i due fasci di







dove λ e` la lunghezza d’onda del laser. Una fluttuazione della fase relativa delle
due componenti si traduce in una fluttuazione della potenza in uscita all’interfe-
rometro misurabile tramite un fotodiodo. Questo meccanismo e` alla base della
rivelazione interferometrica di onde gravitazionali. Torneremo piu` avanti sui limiti
naturali di questa tecnica.
Nel caso generale di onda gravitazionale con polarizzazione qualunque, inciden-
te secondo una direzione che forma un angolo θ con l’asse z e φ con l’asse x




= F+(θ, φ)h+ + F×(θ, φ)h× (3.14)
Dove F+ e F× sono le Funzioni d’Antenna e misurano la sensibilita` direzionale









F× = cos θ sin 2φ (3.16)
La massima sensibilita` dell’interferometro si ha per incidenza del segnale gravita-
zionale secondo la direzione perpendicolare al piano definito dai due bracci, dato
che, in questa situazione, il valore di F 2+ + F
2× risulta massimo.
3.2.2 Limitazioni alla Sensibilita`.
Le onde gravitazionali sono segnali di natura debole, esistono quindi numerose
sorgenti di rumore che limitano la sensibilita` raggiungibile nella rivelazione. In
particolare quanto discusso sopra vale solamente se gli specchi costituenti le cavita`
ottiche interagiscono solamente attraverso il loro campo gravitazionale, in altre
parole l’interferometro dovrebbe essere in caduta libera, situazione ovviamente
irrealizzabile in un contesto terrestre. Tuttavia, un sistema di masse libere puo`
essere riprodotto, entro un certo intervallo di frequenze, mediante sospensione delle
masse ad una catena di pendoli.
Per chiarire quanto detto si consideri l’effetto di un’onda gravitazionale su due
masse libere: la distanza propria (l0) fra le due viene modificata dall’onda, in








Nel caso in cui le masse siano sospese si ottiene la seguente equazione del moto
per le masse:




dove γ e` la costante di smorzamento e k = gl ed l e` la lunghezza del pendolo.
Assumendo che l’onda gravitazionale incidente sia monocromatica (h(t) = heiωt),
per la soluzione dell’equazione 3.18 nel dominio delle frequenze si ottiene:
∆˜l0(ω) =
−12ω2hL










Espressione identica a quella ottenuta nel caso di masse libere. In altre parole,
per frequenze superiori alla frequenza di risonanza meccanica del sistema, masse
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sospese a dei pendoli si comportano come libere.
La sensibilita` degli interferometri nella regione delle basse frequenze viene dunque
limitata dal rumore generato dagli spostamenti del suolo, detto Rumore Sismi-
co.
Un altro limite naturale alle possibilita` osservative di un interferometro e` po-
sto dallo Shot Noise, responabile di fluttuazioni casuali della potenza misurata
dal fotodiodo terminale. Per ottenere una stima della minima potenza rivelabile,
si consideri il numero (N) di fotoni di frequenza ν incidenti su un fotodiodo di
efficenza η, nell’intervallo di tempo δt:
Nhpν = ηPoutδt (3.21)
con hp costante di Planck. Il conteggio dei fotoni segue la statistica di Poisson
(δN =
√






Per capire quanto questo valore limiti le prestazioni dell’interferometro dobbiamo
confrontare Pshot con le fluttuazioni in potenza attese dal passaggio di un’onda
gravitazionale.
In termini della potenza in ingresso Pin e dell’asimmetria fra i due bracci δl = l1−l2,




[1 + C cos(2kδl)] (3.23)











Nelle espressioni sopra k rappresenta il numero d’onda delle luce laser, r1 ed r2
sono le riflettivita` degli specchi terminali. L’asimmetria fra i bracci δl si compone
di due contributi: uno dovuto alla differenza di lunghezza statica fra i due (δl12) e
l’altro alla presenza di radiazione gravitazionale (δlgw). In termini delle variazioni





[1 + C cos(δφ12 − C sin(δφ12δφgw)] (3.25)
Dalla quale si evince che la variazione al primo ordine della potenza rivelata dal
fotodiodo dovuta al passaggio dell’onda gravitazionale risulta:
δPgw = −Pin2 C sin(δφ12)δφgw (3.26)
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In questa espressione δφ12 deve essere visto come un parametro libero, in modo
da rendere massimo il contributo dell’onda gravitazionale alla potenza in uscita.




, operazione che impone la seguente scelta:
cos(δφ12) ≈ −1 +
√
2(1− C) ≈ −1 (3.27)
Dove l’ultima uguaglianza si giustifica con il fatto che C ≈ 1. Il risultato espresso
dall’equazione 3.27 ci insegna che la massima sensibilita` dello strumento si ottiene
vicino alla condizione di frangia scura, corrispondente alla situazione Pout = 0.
Per stimare la variazione di fase minima rivelabile (δφmingw ) dall’interferometro si
risolve l’equazione SN = 1: l’onda gravitazionale deve produrre una variazione di
potenza in uscita dello stesso ordine di quella dovuta allo shot noise. Per via del
campionamento in frequenza effettuato dall’elettronica di acquisizione, si preferisce










Che mostra come la sensibilita` dello strumento aumenti con la potenza del laser.
Esprimendo la variazione di lunghezza dei bracci dell’inteferometro, dovuta al pas-
saggio dell’onda gravitazionale, in termini della minima fase rivelabile otteniamo









Considerando λ ≈ 1µm, η ≈ 1, Pin ≈ 1W e L1 = L2 ≈ 1m si ottiene h˜min ≈
10−17Hz−
1
2 . Nel prossimo paragrafo vedremo come devono essere scelte le dimen-
sioni dello strumento per avere un adeguato campo osservativo. Lo shot noise
limita la sensibilita` dello strumento alle alte frequenze: νgw >∼ 5–10 kHz.
Il Rumore Termico generato dal moto di agitazione termica delle superfici riflet-
tenti e dei supporti meccanici limita la sensibilita` degli interferometri nella banda
intermedia di frequenze fra ≈ 50Hz e ≈ 500Hz. Per ricavare la densita` spettrale
lineare (h˜term) relativa al rumore termico si utilizza la legge di Hooke, assimilando
gli specchi a pendoli di massa m immersi in un bagno termico alla temperatura
T e caratterizzati da un frequenza di risonanza ν0 e un fattore di qualita` Q [46],











Esistono numerose altre cause di rumore che limitano la sensibilita` degli interfero-
metri, torneremo sull’argomento nel capitolo successivo, tuttavia il rumore sismico,
termico e di tipo shot costituiscono i limiti naturali alle possibilita` osservative di
un qualsiasi interferometro terrestre.
3.3 Rivelatori interferometrici di onde gravi-
tazionali.
In questo paragrafo descriveremo le caratteristiche degli interferometri attualmente
realizzati per la rivelazione di onde gravitazionali. In particolare affronteremo
il tema delle dimensioni dell’apparato e delle modifiche allo schema ottico del
Michelson semplice che consentono di raggiungere una sensibilita` adeguata.
3.3.1 Campo osservativo e Dimensioni.
Le sorgenti di onde gravitazionali hanno tutte carattere astrofisico, per di piu` i
segnali che interessano la piu` alta emissione di energia come il collasso gravitazio-
nale di un nucleo stellare o la coalescenza di sistemi binari compatti sono eventi
abbastanza rari nella nostra galassia. Prendiamo ad esempio il collasso stellare, la
frequenza attesa per un tale evento nella Via Lattea e` di ≈ 3 per ogni secolo, inclu-
dendo gli altri componenti del Gruppo Locale la probabilita` sale a ≈ 10 eventi per
ogni secolo. Per avere la possibilita` di osservare qualche evento all’anno dobbiamo
spingerci oltre, sino alle oltre 2000 galassie dell’Ammasso della Vergine, distante
≈ 15Mpc.
Nelle ipotesi piu` ottimistiche [45], il collasso gravitazionale di un nucleo stellare
produce un segnale gravitazionale impulsivo di ampiezza massima h ≈ 1022, alla
distanza di 15Mpc dalla sorgente. Considerando la potenza del segnale distribuita
uniformemente su una banda di frequenze ∆νgw ≈ 100Hz, e` possibile stimare la




≈ 10−23Hz− 12 (3.31)
Sarebbe quindi auspicabile disporre di una sensibilita` massima dello strumento
almeno dello stesso ordine di grandezza.
Attualmente con tecniche interferometriche e` possibile misurare lunghezze con una
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Figura 3.6: A sinistra schema generale di un Interferometro Gravitazionale, con cavita` Fabry-Perot
e specchio di ricircolo. A destra visione tridimensionale di un generico interferometro gravitazionale con
cavita` risonanti terminali.
precisione δL ≈ 10−16 cm, per cui la misura di un segnale gravitazionale di ampiez-
za h ≈ 10−22–10−23 richiederebbe interferometri con bracci di lunghezza compresa
nell’intervallo L >∼ 10–100 km. Ovviamente la realizzazione di rivelatori di queste
dimensioni non e` pensabile, sia per gli altissimi costi che comporterebbe sia per
le difficolta` di costruzione e controllo di un interferometro tanto esteso. Per rag-
giungere una sensibilita` adeguata e` necesario modificare la struttura ottica del
Michelson semplice come descriveremo nel prossimo paragrafo.
3.3.2 Design finale.
Considerando l’equazione 3.29 si deduce che esistono due strategie possibili per
incrementare la sensibilita` dello strumento: aumentare la lunghezza dei bracci,
aumentare la potenza circolante nell’interferometro. Vediamo adesso come modi-
ficare lo schema di un Michelson semplice per adattarlo alla rivelazione di onde
gravitazionali.
• Cavita` Fabry-Perot.
Invece di aumentare la lunghezza fisica dei bracci e` possibile aumentare il
cammino ottico della luce all’interno dell’interferometro. A questo scopo i
bracci del Michelson semplice vengono rimpiazzati da due cavita` risonanti
o cavita` Fabry–Perot(figura 3.6). E` possibile dimostrare [46] che in con-
dizioni di risonanaza della cavita`, per piccole variazioni della distanza degli
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Dove la Finezza F e` un parametro che caratterizza la risposta ottica della
cavita`, determinato dalle caratteristiche geometriche della cavita` e fisiche
degli specchi.
Rispetto al caso di specchio singolo (equazione 3.13), si ha un fattore di




Per valori di F ≈ 50–100 si ottiene un fattore di guadagno gL ≈ 30–60. Un
interferometro dotato di cavita` risonanti, con bracci di dimensioni lineari
L1 ≈ L2 ≈ 1 km puo` raggiungere la sensibilita` che avrebbe un Michelson
semplice di dimensioni ≈ 50 volte maggiori.
Si potrebbe pensare di aumentare la sensibilita` dello strumento aumentando
la finezza delle cavita` risonanti, questo non e` possibile a causa dell’azio-
ne di filtro passa basso associata a qualsiasi cavita` risonante. In effetti
la sensibilita` dello strumento, come vedremo nel seguito (equazione 4.6), e`







dove νFP = c4LF . All’aumentare di F diminuisce νFP , con conseguente limi-
tazione della sensibilita` dell’interferometro alle alte frequenze. In definitiva,
la scelta di F risulta da un compromesso tra l’incremento del cammino ot-
tico del fascio laser e ampiezza della banda di frequenze osservabile.
• Specchio di Ricircolo.
Per incrementare ulteriormente la sensibilita` dello strumento e` necessario
ridurre al minimo le perdite di potenza all’interno dell’interferometro. A
questo scopo si utilizza la tecnica del ricircolo della luce.
Quando l’interferometro e` in condizione di frangia scura gran parte della
potenza emessa dal laser ritorna verso la sorgente creando un disturbo. Po-
nendo in modo opportuno uno specchio tra il beam-splitter e la sorgente
laser, e` possibile far interferire costruttivamente la luce riflessa dall’interfe-
rometro con quella in ingresso [46] (figura 3.6) aumentando cos`ı la potenza
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circolante nell’interferometro e quindi incrementando la sensibilita`. In que-
sta configurazione il beam-splitter e lo specchio di ricircolo formano una
cavita` ottica, detta Cavita` di Recycling, se questa risulta in risonanza la




dove Ptot sono le perdite complessive di potenza all’interno dell’interferome-
tro. Risulta quindi evidente che massimizzare il valore di grec equivale a
rendere minime le perdite di potenza. Con questa tecnica e` possibile rag-
giungere valori di grec >∼ 50.
Adottando queste due soluzioni si giunge allo schema di base di un interferomero
per la rivelazione di onde gravitazionali che viene presentato in figura 3.6.
Attraverso interferometri terrestri con cavita` Fabry–Perot di alcuni chilometri
(3, 4 km), in linea di principio, e` possibile raggiungere sensibilita` a segnali gra-
vitazionali con ampiezza minima h˜min ≈ 10−23Hz− 12 , sufficiente per comprendere
l’Ammasso della Vergine nel campo utile di osservazione.
3.3.3 Principali Esperimenti.
In questa parte presenteremo una breve panoramica delle caratteristiche dei prin-
cipali interferometri per la rivelazione di onde gravitazionali in attivita`.
• VIRGO
Sicuramente il primo esperimento da menzionare e` il progetto VIRGO [59],
nato dalla collaborazione italo–francese fra INFN e CNRS. VIRGO e` un in-
terferometro di Michelson con bracci di sei metri, gli specchi terminali sono
costiuiti da cavita` Fabry–Perot di ≈ 3 km, inoltre viene utilizzata la tecnica
del ricircolo per ridurre le perdite nell’interferometro. Per una descrizione
dettagliata di VIRGO, e delle performance attese, si rimanda al capitolo
successivo. La banda passante attesa va da ≈ 10Hz a ≈ 10 kHz, la sen-
sibilita` a centro banda risulta h˜ ≈ 10−23. VIRGO e` l’interferometro per la
rivelazione di onde gravitazionali che presenta la banda passante piu` am-
pia. In particolare la differenza si evidenzia nella zona delle basse frequenze
(ν ≈ 10−−50Hz) grazie ai complessi sitemi di sospensioni utilizzati per i
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Figura 3.7: Veduta aerea del sito di Santo Stefano a Macerata nei pressi di Cascina nella provincia
di Pisa. Sono indicati l’edificio centrale, il centro di controllo e i bracci dell’interferometro.
componenti ottici di VIRGO: i superattenuatori, di cui parleremo diffu-
samente nel seguito.
In figura 3.7 presentiamo una vista aerea del sito, situato nella campagna
nei pressi di Cascina in provincia di Pisa. Nella fotografia possiamo vedere
i due bracci chilometrici dell’interferometro, l’edificio centrale, dove si trova
il laser, il Michelson e lo specchio di ricircolo e l’edificio di controllo da dove
vengono dirette tutte le operazioni sullo strumento.
• LIGO
Il progetto LIGO [60, 61] e` costituito da tre interferometri situati in due
diverse zone degli Stati Uniti(figura 3.8). Il LIGO Livingstone Observatory
(LLO), ospita un interferometro gravitazionale con braccia5 di 4km(detto
5Quando si parla di interferometro gravitazionale si intende un interferometro di Mi-
chelson con braccia sostituite da cavita` risonanti. La lunghezza delle braccia deve quindi
essere intesa come lunghezza delle cavita` Fabry-Perot terminali.
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Figura 3.8: La mappa a sinistra illustra le posizioni dei due osservatori LIGO. A destra la curva di
sensibilita` di LIGO [60].
L1), mentre al LIGO Hanford Observatory (LHO) sono in funzione due in-
terferometri: un gemello di L1 e uno di dimensioni ridotte con braccia di
2km. I tre interferometri sono allineati (a meno di rotazioni di 90o), in modo
da rendere massima la probabilita` di rivelazione in coincidenza.
La sensibilita` di LIGO (figura 3.8) e` limitata dal rumore sismico per
νgw
<∼ 50Hz, e dallo shot noise oltre i 10 kHz, la banda intermedia e` do-
minata dal rumore termico. La massima sensibilita` si ha entro una ban-
da di frequenze δν ≈ 200Hz, intorno a ν0 ≈ 200Hz, e vale: h˜min ≈
2 · 10−23Hz− 12 .
• GEO600
L’interferometro GEO600 [62], situato nella campagna di Hannover, e` il
primo progetto europeo, in senso cronologico, per la rivelazione interfero-
metrica di onde gravitazionali. La lunghezza dei bracci risulta ≈ 600m,
si tratta quindi di un interferometro di dimensioni ridotte, con un campo
osservativo ristretto al Gruppo Locale. Tuttavia GEO600 si rivela un prezio-
sissimo strumento ausiliario per sperimentare nuove tecnologie per i grandi
interferometri. La sensibilita` di GEO e` limitata dalle dimensioni ridotte,
la banda passante e` confrontabile con quella di LIGO (50–10000Hz), la
massima sensibilita` si raggiunge entro una banda di frequenze δν ≈ 100Hz
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intorno a ν ≈ 600Hz e vale h˜min ≈ 10−22.
• TAMA
TAMA [63] e` l’interferometro gravitazionale giapponese dotato di cavita`
Fabry-Perot di 300m, situato a Kyoto. Le dimensioni ridotte rendono TA-
MA sensibile a segnali provenienti dal solo Gruppo Locale. La massima sen-
sibilita` raggiunta risulta h˜min ≈ 5 · 10−21. Lo scopo principale di TAMA ri-
siede nello sviluppo delle tecniche sperimentali necessarie per la realizzazione
di un interferometro di grandi dimensioni come VIRGO o LIGO.
VIRGO, TAMA, LIGO e GEO hanno stretti rapporti di collaborazione; in partico-
lare nel 2002 sono state effettuate delle misure in coincidenza fra i rivelatori LIGO,
GEO e TAMA [61], dai dati raccolti e` stato fissato il limite superiore alla frequenza
di coalescenza di sistemi binari compatti nella nostra galassia, che risulta ≈ 1 ogni
106 anni[61]. Una collaborazione piu` ampia: GWIC (Gravitational Wave Inter-
national Committee), comprende tutti i rivelatori di onde gravitazionali (barre ed
interferometri) attivi nel mondo, ed ha lo scopo di creare un network mondiale per
l’osservazione in coincidenza fra rivelatori di diverso tipo.
3.3.4 Progetti Futuri.
I progetti piu` interessanti e ricchi di prospettive per la prossima generazione di
interferometri gravitazionali sono sostanzialmente due:
• LCGT
Il progetto giapponese LCGT [64] (Large Cryogenic Gravitational Wave
Telescope) prevede la realizzazione di un interferometro gravitazionale con
bracci di 3 km dotato di tecnologia criogenica per abbassare la temperatura
degli specchi e delle sospensioni, in modo da ridurre il contributo del rumore
termico. Il sito prescelto per la collocazione di LCGT e` la miniera di Ka-
mioka, nei pressi di Hosaka, che fu sede del prestigioso rivelatore di neutrini
Kamiokande [65]. L’interferometro sara` quindi posto al di sotto di ≈ 1000
metri di roccia; in questa condizione si dovrebbe avere un contributo del
rumore sismico ridotto rispetto agli strumenti posti in superficie. Inoltre, lo
strato di roccia, garantirebbe un buon isolamento contro gli sbalzi di tem-
peratura.
Nel design di base, le sospensioni e gli specchi, sono portati alle temperatu-
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Figura 3.9: Curva di sensibilita` attesa per l’interferometro LCGT, nel box in alto a sinistra e` indicato
il valore della potenza effettiva in circolo nell’interferometro e la frequenza a ciu si raggiunge la massima
sensibilita`.
re rispettivamente di 10K e 20K. Questi valori permettono di ridurre di un
fattore ≈ 10 la minima ampiezza osservabile, cio` renderebbe possibile l’osser-
vazione del segnale di coalescenza di sistemi binari compatti entro distanze
di ≈ 200Mpc, allargando circa di un fattore 10 l’orizzonte osservabile dai
grandi interferometri a temperatura ambiente. A tale distanza la frequenza
attesa per eventi di questo tipo e` ≈ 0.1–1 per ogni anno. LCGT dovrebbe
raggiungere la massima sensibilita` h˜min ≈ 10−24 per segnali di frequenza
ν ≈ 200Hz entro una banda δν ≈ 500Hz. In figura 3.10 e` presentata la
curva di sensibilita` attesa per LCGT. Attualmente e` in via di realizzazione
un prototipo di LCGT in dimensioni ridotte CLIO100 (cavita` di 100m),per
informazioni piu` dettagliate si rimanda a [64].
• LISA
Il progetto LISA (Laser Interferometer Space Antenna), nato da una col-
laborazione ESA/NASA, prevede la messa in orbita di un interferometro
gravitazionale, costituito da tre vascelli posti ai vertici di un triangolo equi-
latero (figura 3.10), Il lancio e` previsto per il 2010. Non essendo ancorato
al suolo LISA sarebbe immune dal rumore sismico alle basse frequenze, per-
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Figura 3.10: A sinistra schema della configurazione geometrica e orbitale dell’interferometro LISA.
A destra curva di sensibilita` attesa per LISA, nel grafico sono indicate alcune sorgenti sorgenti di onde
gravitazionali con le relative ampiezze del segnale associato.
mettendo cos`ı l’esplorazione della radiazione gravitazionale di fondo nella
banda di frequenze δν10−4–10−1Hz, regione spettrale non osservabile dagli
interferometri terrestri. LISA sarebbe inoltre capace di rivelare i segnali del-
la coalescenza di sistemi binari di buchi neri massivi [43, 66], permettendo
di ottenere preziose informazioni su questo tipo di strutture ancora poco
note. In figura 3.10 viene presentata la curva di sensibilita` attesa per LISA,




Il progetto VIRGO [59] nasce da una collaborazione tra l’Istituto Nazionale di
Fisica Nucleare (INFN) e l’ente di ricerca francese CNRS (Centre National de
la Recherche Scientifique). Lo strumento e` costituito da un interferometro di
Michelson di ≈ 6m i cui specchi terminali sono costituiti da cavita` Fabry-Perot di
≈ 3 km inoltre viene utilizzata la tecnica di ricircolo della luce precedentemente
descritta. VIRGO e` situato nella campagna nei dintorni di Cascina, in provincia
di Pisa.
4.1 Schema Ottico e Caratteristiche Genera-
li.
In figura 4.1 e` presentato lo schema ottico di VIRGO. Il laser e` di tipo Nd:YAG
(Neodymium: Yttrium Aluminum Garnet) con lunghezza d’onda λ = 1064nm e
potenza 20W .
Nello schema ottico viene presentato anche il sistema di stabilizzazione in frequenza
del laser1 che, come vedremo nel seguito e` essenziale per il corretto funzionamento
del rivelatore. Gli specchi devono avere un basso coefficiente di assorbimento, sia
per ridurre al minimo le perdite, sia per contenere in modo efficiente le fluttua-
zioni termiche della superficie, che deformando il fronte d’onda del laser generano
rumore aggiuntivo.
Gli specchi sono tutti sospesi mediante superattenuatori, sistemi complessi di pen-
1La stabilizzazione in frequenza del laser viene effettuata in due passi: prima sulla cavita`
di riferimento, una cavita` ottica estremamente stabile, poi sull’interferometro stesso.
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Figura 4.1: Schema ottico dell’interferometro VIRGO.
doli che permettono di limitare il rumore sismico a basse frequenze. La stru-
mentazione ottica e i superattenuatori sono posti in condizione di vuoto spinto
(10−9–10−10 bar), per inciso la camera a vuoto di VIRGO e` la piu` grande mai
realizzata in Europa.
4.2 Rumore e Sensibilita`.
In questo paragrafo presenteremo in dettaglio le sorgenti di rumore che limitano
la sensibilita` del rivelatore. Al fine di avere una stima diretta delle limitazioni
che le numerose classi di rumore pongono sulla sensibilita` dello strumento si usa
caratterizzare il disturbo tramite la densita` spettrale equivalente h˜noise = x˜L , dove
x˜ e` la densita` spettrale lineare relativa al disturbo x e L e` la lunghezza dei bracci
dell’interferometro.
4.2.1 Rumore del Fascio Laser.
Le fluttuazioni di frequenza δ˜ν, si accoppiano alle asimmetrie fra i bracci dell’in-
terferometro [67] producendo fluttuazioni indesiderate della potenza in uscita. E`
necessario quindi l’utilizzo di un sistema di stabilizzazione in frequenza del laser,
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in modo da ridurre il rumore ai seguenti valori:
δ˜ν<∼10−4Hz/
√
Hz per ν ≈ 10Hz (4.1)
δν˜<∼10−6Hz/
√
Hz per ν ≈ 500Hz
Anche le fluttazioni in potenza del laser sono sorgente di rumore, indicando con
δ˜P la densita` spettrale delle fluttuazioni e con P la potenza media, ed imponendo
che le fluttuazioni di fase dovute alle fluttuazioni in potenza del laser siano dello
steso ordine di quelle relative allo shot noise si ottiene la seguente specifica:
δ˜P
P
<∼ 10−7Hz−1/2 per ν ≈ 500HZ (4.2)
Poiche´ a bassa frequenza e` difficile raggiungere le condizioni indicate per il con-
trollo delle fluttuazioni in frequenza ed in potenza del laser ed inoltre si e` limitati
dal rumore elettronico di tipo 1/f , si utilizza una tecnica di modulazione frontale
del fascio che sposta la misura ad alta frequenza (≈ MHz) ed inoltre permette
l’estrazione dei segnali di errore necessari per mantenere lo strumento nel punto
di lavoro.
Altre sorgenti di rumore legate al fascio laser si originano dalle fluttuazioni nella
direzione del fascio e nella forma del fronte d’onda, i cos`ı detti difetti spaziali del
fascio. Questo tipo di disturbo viene corretto tramite il Mode Cleaner di ingresso,
una cavita` triangolare piano curva di 144m, che, oltre a limitare le fluttuazioni in
potenza e in frequenza, corregge anche eventuali difetti spaziali del fascio. Torne-
remo in seguito a parlare del Mode Cleaner di ingresso in maggior dettaglio. Per
maggiori informazioni sulle tecniche di stabilizzazione in potenza ed in frequenza
del laser si veda per esempio [67, 68].
4.2.2 Rumore Sismico: i Superattenuatori.
Le vibrazioni del suolo dovute ad assestamenti geologici o attivita` umana nelle vi-
cinanze dell’esperimento sono la causa del rumore sismico, dominante nella regione
delle basse frequenze. L’ampiezza misurata relativamente al sito di Cascina, per









valore ben al di sopra della sensibilita` richiesta. Per attenuare il rumore sismico
trasferito agli specchi la collaborazione Virgo, ed in particolare l’INFN di Pisa,
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Figura 4.2: Da sinistra a destra, a partire dall’alto, schema di un superattenuatore di VIRGO,
ingrandimento del filtro 7 (ultimo stadio delle sospensioni), ingrandimento di un filtro del sistema di
attenuazione; in basso a destra viene presentata l’ampiezza della funzione di trasferimento tra il rumore
sismico longitudinale ed il moto longitudinale dello specchio.
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ha sviluppato complessi sistemi di sospensione , i superattenuatori [69, 70] (SA)
(figura 4.2).
Le vibrazioni orizzontali degli specchi vengono attenuate dall’azione di filtro passa-
basso che ha un pendolo di frequenza ν0: un’oscillazione di frequenza ν  ν0
all’estremita` superiore del pendolo, all’altra estremita` risulta ridotta di un fattore
(ν/ν0)
2. Utilizzando una serie di pendoli in cascata il fattore di attenuazione totale
risulta il prodotto dei fattori relativi ai singoli stadi.
Un superattenuatore e` dotato di cinque pendoli in cascata che, grazie alla bassa
frequenza di risonanza, garantiscono un fattore di attenuazione superiore a 1012[46]
alla frequenza di 10Hz. Una frazione del movimento verticale del sistema sul quale
i pendoli non hanno effetto, viene trasmesso agli specchi come moto orizzontale,
per attenuare le vibrazioni verticali vengono usate anti-molle magnetiche [69].
Un superattenuatore e` composto delle seguenti parti:
• Pendolo Invertito.
Un pendolo invertito ideale puo` essere schematizzato tramite una barra ver-
ticale di massa nulla e lunghezza l a cui viene applicata una massa m all’e-
stremita` superiore; il tutto viene connesso al suolo tramite una giunzione di










Aumentando m, entro i limiti di stabilita` del sistema, si puo` abbassare ν0.
Connettendo la serie di pendoli in cascata alla sommita` del pendolo invertito,
questo agisce come un pre-isolatore, sopprimendo una larga parte del rumore
sismico a bassa frequenza nella direzione orizzontale. In Virgo il pendolo
invertito e` costituito da tre sbarre di lunghezza 6m connesse a terra da
giunture flessibili, la massa totale risulta ≈ 1 ton e la costante elastica k ≈
1500N/m [69]. La frequenza ν0 di risonanza vale ≈ 30mHz, per ν >∼ ν0 il
rumore sismico viene attenuato tramite una funzione di trasferimento ∝ 1
ν2
.
E` possibile calcolare la forza F necessaria a spostare l’estremita` del pendolo
di un tratto δx:
F = mω20 δx (4.5)
dove ω0 = 2piν0. In particolare per uno spostamento δx = 1 cm e` necessario
applicare una forza F ≈ 0.36N [46], quindi molto debole. Questo consente
il controllo a bassa frequenza del punto di sospensione e l’attenuazione delle
risonanze meccaniche dei SA (Damping Inerziale), tramite l’applicazione
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di adeguati attuatori elettromagnetici. Questa operazione e` fondamentale
per portare l’interferometro sul punto di lavoro [71].
• I Filtri.
Per filtro si intende uno dei cinque pendoli in cascata visibili in figura 4.2.
Ogni pendolo e` costituito da un cilindro di acciaio di ≈ 100 kg, sospeso
quanto piu` vicino possibile al centro di massa, tramite un cavo sottile di
lunghezza compresa fra 1m e 2m, che collega tra loro i differenti stadi. Le
frequenze di risonanza dei pendoli risultano ≈ 0.5Hz per il moto orizzontale
e ≈ 1.5Hz per il moto verticale. Alcune anti-molle magnetiche vengono
usate per diminuire le frequenze di risonanza che cascherebbero nella banda
di rivelazione di VIRGO. In figura 4.2 e` illustrato lo schema di un filtro.
• Ultimo stadio.
Lo stadio terminale dei SA e` sospeso all’ultimo stadio della catena di pendoli
(filtro 7) ed e` composto da un elemento a forma di incudine con 4 braccia
detto marionetta, la massa di riferimento e lo specchio (figura 4.2). La ma-
rionetta sostiene sia lo specchio che la massa di riferimento per mezzo di 4
fili sottili in acciaio. Alla marionetta sono applicati 4 magneti in posizione
corrispondente a 4 bobine poste sul filtro 7. Questa configurazione permet-
te di controllare la posizione dei componenti ottici in tre gradi di liberta`:
lungo la direzione del fascio laser, rotazione intorno alla verticale locale e
rotazione intorno all’asse orizzontale perpendicolare al fascio. Il controllo
della posizione dello specchio nella direzione del fascio laser viene realizzato
tramite 4 bobine poste sulla massa di riferimento in corrispondenza di al-
trettanti magneti fissati sullo specchio. Questo sistema permette di regolare
finemente la posizione dello specchio mantenendo il centro di massa del si-
stema specchio–massa di riferimento immobile, evitando quindi di eccitare i
modi di pendolo delle sospenioni.
4.2.3 Rumore Termico.
L’espressione per la densita` spettrale linere x˜term relativa al rumore termico e`
data in equazione 3.30, ottenuta dalla soluzione dell’equazione di Hooke modifica-
ta adeguatamente per rendere conto dell’attrito di tipo strutturale, che influenza
la dinamica dei solidi [72]. Dall’analisi dell’equazione 3.30, discende la seguente











Figura 4.3: Nel grafico viene presentata la densita` spettrale h associata al rumore termico nel rivelatore
VIRGO, in funzione della frequenza (Hz), in particolare si noti la risonanza a 0.6Hz con un Q ≈ 106,
che non appare nella curva di sensibilita` di VIRGO poiche´ fuori dalla banda di rivelazione. Sono indicate
inoltre le risonanze dovute ai modi verticali, ai modi di violino ed alle fluttuazzioni termiche della superficie
degli specchi.
• Per ν  ν0 → x˜term ∝ ν− 12
• Per ν  ν0 → x˜term ∝ ν− 52
Le sospensioni presentano numerosi modi di risonanza [73](figura 4.3): per esempio
i modi legati al movimento di pendolo delle sospensioni con frequenze ν <∼ 10Hz,
i modi trasversali, detti di violino con frequenze dell’ordine dei 100Hz, quelli
verticali con frequenze intermedie (dell’ordine di 10Hz). Le fluttuazioni termiche
degli specchi invece dominano nel campo delle alte frequenze, dell’ordine dei kHz.
Il fattore Q relativo ai modi verticali delle sospensioni vale ≈ 105, per gli altri
modi di risonanza si hanno fattori di qualita` ancora piu` elevati Q ≈ 106. Gli alti
valori del fattore di qualita` Q rendono difficoltosa l’attenuazione di questi modi di
vibrazione una volta eccitati.
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4.2.4 Shot Noise.
Nel precedente capitolo abbiamo visto come lo shot-noise limiti la minima diffe-
renza di fase rivelabile da un interferometro di Michelson. Modificando l’equazio-
ne 3.29, per tener conto della presenza delle cavita` risonanti e dello specchio di















Inserendo i parametri di VIRGO, considerato che νFP ≈ 500Hz, h˜shot ≈ 10−23
alle basse frequenze (ν <∼ νFP ), mentre limita la curva di sensibilita` per frequenze
superiori ai 500–600Hz.
4.2.5 Limite Quantistico.
Aumentando ulteriormente la potenza circolante nella cavita`, si potrebbe diminui-
re h˜shot come indicato dall’equazione 4.6, in realta` questo porterebbe all’aumento
delle fluttuazioni degli specchi dovute alla pressione di radiazione. Infatti il con-
tributo dello shot-noise alle fluttuazioni degli specchi riulta δxshot ∝ 1/
√
N , dove
N e` il numero di fotoni, mentre relativamente alla pressione di radiazione si ha:
δxrad ∝
√
N . Le due grandezze sono correlate e non possono essere abbassate
entrambe indefinitamente, e` necessario quindi giungere ad un compromesso. Que-
sta situazione viene indicata come Limite Quantistico Standard e rappresenta





shot raggiunge il minimo valore se i due contributi risultano
uguali, quindi dipende solo dalle caratteristiche degli specchi. E` possibile stimare






















dovem e` la massa degli specchi. Per VIRGO h˜quant <∼ 10−24 all’interno della banda
di rivelazione, per cui, al momento, non costituisce un limite diretto alla sensibilita`
dello strumento.
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4.2.6 Altre Cause di Rumore e Curva di Sensibilita`.
Esistono numerose altre cause di rumore, nel seguito daremo un breve elenco
rimandando per approfondimenti a [74]:
• Nonostante il sistema di vuoto-spinto, all’interno dei tubi rimane inevita-
bilmente del gas residuo. Si creano cos`ı fluttuazioni dell’indice di rifrazione
nello spazio interno ai tubi.
• Rumore dovuto alla luce diffusa generata da riflessione parassita sulle pareti
dei tubi.
• Micro scorrimenti dei fili di sospensione degli specchi possono causare elon-
gazioni anomale della fibra stessa, e quindi fluttuazioni nell’allineamento
degli specchi.
• Fluttuazioni nel campo gravitazionale locale che si accoppiano agli specchi.
Il limite imposto alla capacita` osservativa di VIRGO dalle fonti di rumore di-
scusse sopra si riassume nella Curva di Sensibilita` presentata in figura 4.4.
Confrontando la curva di sensibilita` di VIRGO con quella di LIGO (figura 3.8),
si nota che le prestazioni dei due interferometri dovrebbero essere molto simi-
li. Tuttavia la banda di rivelazione VIRGO risulta piu` ampia nella zona delle
basse frequenze (ν <∼ 50Hz), questo margine di vantaggio e` ascrivibile alle miglio-
ri prestazioni dei superattenuatori rispetto ai sistemi di sospensione utilizzati in
LIGO.
4.3 Il controllo dell’interferometro.
Il mantenimento del punto di lavoro dell’interferometro richiede l’azione di numero-
si sistemi di controllo per la regolazione delle lunghezze delle cavita` ottiche, dell’al-
lineamento dei componenti e per la stabilizzazione in frequenza del laser. Di segui-
to presentiamo un elenco dei sistemi regolatori utilizzati in VIRGO descrivendone
brevemente la funzione:
• Controllo dei superattenuatori. Abbiamo visto come i superattenuatori
agiscano da filtro passivo sul rumore sismico trasferito agli specchi. Tutta-
via questi sistemi presentano delle risonanze in corrispondenza delle quali il
rumore sismico viene integralmente trasferito alla massa di riferimento e allo
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Figura 4.4: Curva di sensibilita` attesa per VIRGO [74].
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specchio. Si rivela quindi necessario l’utilizzo di sistemi loop di controllo per
smorzare i movimenti dello specchio a tali frequenze (0–15Hz). Il controllo
delle sospensioni si divide in due parti: Inertial Damping (ID) e control-
lo locale. L’ Inertial Damping, alla lettera smorzamento inerziale, usa tre
LV DT e tre accelerometri posti nel primo filtro meccanico, ed utilizza tre
coppie bobina–magnete permanente, poste anch’esse sul primo filtro, come
attuatori per lo smorzamento delle oscillazioni.
Il controllo locale agisce su tre gradi di liberta` dello specchio sospeso: posi-
zione longitudinale (rispetto all’asse ottico), rotazione rispetto alla verticale
locale (θy) e rispetto all’asse orizzontale perpendicolare al fascio (θx). Il
segnale per il controllo angolare e` applicato tramite le bobine poste sul-
la marionetta, mentre il controllo longitudinale puo` agire sulla marionetta,
sulla massa di riferimento e sulla cima del pendolo invertito a seconda delle
esigenze. Ad esempio i movimenti mareali della superficie terrestre causano
una variazione della lunghezza delle cavita` chilometriche di ≈ 200 10−6m
con un tempo scala di ≈ 12h. Il range dinamico degli attuatori utilizzati
al livello dello specchio per controllare la posizione longitudinale dello stes-
so e` ≈ 100 10−6m, per cui per poter mantenere l’intereferometro sul punto
di lavoro per un tempo superiore alle 12h si deve incrementare il range
dinamico del controllo delle sospensioni. Questo risultato e` stato ottenu-
to implementando un sistema gerarchico di controllo dei superattenuatori,
invia le correzioni a bassa frequenza (ν <∼ 70mHz) al primo stadio delle so-
spensioni. E` stato dimostrato che questa architettura non solo permette di
compensare i movimenti mareali del suolo, ma riduce anche il valore RMS
del segnale di correzione di un ordine di grandezza. Per maggiori dettagli
vedere ad esempio [75].
• Stabilizzazione in frequenza del laser. Per raggiungere le specifiche di
stabilita` in frequenza necessarie per la rivelazione di onde gravitazionali si
utilizzano due sistemi:
– prestabilizzazione. Il fascio laser viene modulato alla frequenza di
14MHz prima di entrare nei tubi a vuoto e viene asservito sulla lun-
ghezza del mode cleaner di ingresso (IMC) utilizzando lo schema stan-
dard di Pound–Drever–Hall. Gli specchi di IMC sono sospesi e posti
sotto vuoto, per cui l’asservimento sulla lunghezza della cavita` pro-
duce un buon riferimento per la pre–stabilizzazione alle alte frequenze
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(ν >∼ 15Hz). Per ridurre le fluttuazioni alle basse frequenze parte della
luce trasmessa da IMC (≈ 0.1%) viene inviata sulla cavita` di riferimen-
to ULE ed un altro sistema di controllo viene utilizzato per asservire la
lunghezza del mode cleaner a quella della ULE. Questo sistema agisce
a frequenze <∼ 15Hz.
Questi due sistemi di controllo costituiscono lo stadio di pre–stabilizzazione
del laser necessario all’acquisizione del locking dell’interferometro. Lo
stadio di prestabilizzazione e` stato implementato con successo durante
la fase di test sull’interferometro centrale [76].
– SSFS (Second Stage of Frequency Stabilization. Una volta rag-
giunto il locking dell’interferometro la frequenza del laser puo` essere
asservita sulla lunghezza della cavita` di ricircolo e quindi sull’inter-
ferometro nel suo insieme. Per questa seconda fase di stabilizzazio-
ne il fascio laser viene modulato a ≈ 6MHz in modo che le bande
laterali siano risonanti nel mode cleaner di ingresso, e quindi venga-
no trasmesse alla cavita` di ricircolo. Si utilizza quindi la tecnica di
Pound–Drever–Hall per asservire la frequenza del laser alla lunghezza
della cavita`.
• Allineamento automatico. I componenti ottici del Michelson e delle ca-
vita` Fabry–Perot devono essere allineati con grande precisione per raggiun-
gere la qualita` ottica richiesta per VIRGO. Anche in questo caso si rivela
necesario l’uso di sistemi di controllo automatici per i gradi di liberta` ango-
lari degli specchi.
Per ottenere il controllo dell’allineamento si utilizza la tecnica di Anderson,
basata sulle caratteristiche della luce trasmessa da cavita` ottiche con com-
ponenti disallineati [77]. In questo schema la luce viene modulata ad una
frequenza specifica ν01 in modo che le bande laterali risuonino nella cavita`
alla frequenza del modo di Hermite–Gauss del primo ordine TEM01. La luce
trasmessa viene poi inviata ad un sistema di fotodiodi a quadrante costituiti
da quattro superfici sensibili indipendenti. Il segnale derivato dai quadranti
viene poi demodulato alla frequenza ν01 ottenendo un segnale proporzionale
al disallinemento della cavita`.
Il sistema di hardware e software che sovrintende al controllo dell’interferometro e`
dettoGlobal Control, questo elabora i segnali provenienti dai numerosi rivelatori
presenti all’interno dell’interferometro e calcola le correzioni da inviare ad ogni
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Figura 4.5: Interfaccia grafica del Global Control.
sottosistema per raggiungere il punto di lavoro e mantenere questa condizione nel
tempo.
Il passaggio dalla condizione di specchi liberi a quella di controllo acquisito avviene
generalmente nei seguenti passi:
• Damping Inerziale In questa fase si smorzano le oscillazioni degli specchi
a bassa frequenza.
• Controllo angolare delle componenti ottiche per garantire l’allineamento
dell’interferometro.
• Controllo longitudinale della posizione degli specchi in modo da ottenere
la risonanza nelle cavita` chilometriche e la frangia scura in uscita. Questa
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operazione prende il nome di locking dell’interferometro e comprende anche
la stabilizzazione del laser.
• mantenimento della condizione di locking.
• Allineamento automatico delle componenti ottiche, per mantenere la
condizione di locking nel tempo.
Ognuna di queste operazioni viene effettuata facendo lavorare i corrispondenti al-
goritmi attivabili mediante l’interfaccia grafica di cui dispone il Global Control.
Gli algoritmi, come tutto il software, sono scritti in linguaggio C++, tuttavia i
parametri che li caratterizzano sono accessibili senza dover ricorrere al codice, essi
sono infatti disponibili nel database del Global Control sotto forma di files di con-
figurazione che inizializzano l’algoritmo corrispondente. In figura 4.5 presentiamo
l’interfaccia grafica del Global Control.
4.4 Il Sistema di Acquisizione Dati.
Il flusso dei dati previsto per VIRGO risulta ≈ 4MBytes/s, oltre ≈ 350GBytes al
giorno, una quantita` difficile da immagazzinare senza rischiare di perdere informa-
zioni. In questo alto flusso di dati sono comprese tutte le informazioni necessarie
a mantenere lo strumento nel punto di lavoro. In figura 4.6 e` presentato uno
schema del sistema di acquisizione ed elaborazione dei dati di VIRGO. Si possono
riconoscere tre passi principali nella catena:
• Raccolta dati. Vengono raccolte le informazioni provenienti dalle sospen-
sioni, dal global control, dai sistemi di allineamento, dai controlli locali ed
in generale da tutti i rivelatori disposti all’interno dell’interferometro.
• Elaborazione in Frame. I dati vengono organizzati in formato frame, cioe`
stringhe di dati di un secondo. Ogni frame contiene i dati relativi a ciascun
segnale proveniente dai sottosistemi di VIRGO.
• Distribuzione. I dati in formato frame vengono smistati verso tre canali
principali:
– Archiviazione. Viene eseguita subito una copia dei dati su supporto
magnetico.
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Figura 4.6: Schema del sistema di acquisizione dati di VIRGO [46].
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– Elaborazione On-Line. I dati vengono analizzati in tempo reale. In
questa fase si esegue un controllo diretto della qualita` dei dati, in se-
guito viene effettuata una copia dei dati cos`ı elaborati su supporto
magnetico.
– Elaborazione Off-Line. Una volta analizzati in tempo reale, i dati ven-
gono inviati ai numerosi centri di elaborazione off-line. In questa fase
si possono effettuare preziose analisi in coincidenza con altri rivelato-
ri2, per facilitare questa operazione il formato frame e` diventato uno
standard per i grandi interferometri, in modo da facilitare lo scam-
bio dei dati. Inoltre tutti i rivelatori utilizzano lo standard temporale
dei satelliti GPS che permette misure temporali con una risoluzione di
≈ 1µs.
La struttura che sovrintende alla trasformazione dei dati in formato frame ed alla
successiva distribuzione degli stessi nei numerosi sottoprocessi, si chiama Main
Frame Builder (FbM).
4.5 Stato attuale dell’esperimento.
Attualmente l’interferometro e` in fase di Commissioning, in cui viene studiata la
risposta dello strumento in configurazioni di complessita` crescente. Ad esempio,
nel 2002 e` stato studiato il comportamento del Michelson centrale, del sistema di
pre–stabilizzazione del laser nonche` dell’apparato di estrazione ed elaborazione del
segnale. Nel 2003, una volta completati i lavori sui tubi a vuoto e installati gli
specchi terminali dei due bracci e` iniziata la fase di studio dell’interferometro nel
suo insieme. Il lavoro e` stato suddiviso in tre parti:
• Allineamento e locking indipendente delle due cavita` Fabry–Perot chilome-
triche.
• Locking simultaneo dei due bracci e acquisizione della condizione di frangia
scura.
• Locking della cavita` di ricircolo e controllo dell’allineamento.
2L’analisi dei dati in coincidenza puo` essere fatta anche con rivelatori di natura diversa,
come i rivelatori di neutrini nel caso di collasso gravitazionale di un nucleo stellare.
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Figura 4.7: Confronto fra la sensibilita` teorica di VIRGO e quella misurata durante C3 e C4.
Dal 2002 ad oggi sono state effettuate sei prese dati della durata di una settimana
(C0 − −C5) per misurare la sensibilita` del rivelatore e per testare la capacita` di
mantenere il punto di lavoro stabile durante il tempo di sperimentazione. Duran-
te l’ultima presa dati (C5) in particolare si e` provato l’interferometro nella sua
configurazione finale, con cavita` di ricircolo in risonanza e sistema di allineamento
automatico attivo. In figura 4.7 viene presentato il confronto fra la sensibilita` teo-
rica di VIRGO e le sensibilita` misurate durante C3 e C4; la sensibilita` ottenuta
nel C5 e` ridotta rispetto a quella relativa al C4 di un fattore 5 e viene presentata
in figura 4.8.
La sensibilita` di VIRGO oggi e` piu` alta di quella teorica in modo consistente a
tutte le frequenze, tuttavia si pensa di ridurre drasticamente questa differenza nel
corso del 2005 attraverso alcuni interventi:
• migliorare la stabilita` in frequenza del laser
• Aumentare l’efficienza delle procedure automatiche per l’acquisizione del
locking
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Figura 4.8: Curva di sensibilita` misurata durante la fase sperimentale C5.
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• Implementare nuovi DAC e nuove bobine per il controllo degli specchi per
ridurre il rumore elettronico in questa fase.
• Costruire un nuovo banco di iniezione.
• Sostituire lo specchio composito della cavita` di ricircolo con uno monolitico.
I lavori per eseguire queste operazioni sono iniziati e dovrebbero concludersi entro
il 2005.
4.6 Possibili Miglioramenti.
Esistono alcune proposte, attualmente in fase di studio, per migliorare le presta-
zione dei rivelatori odierni, delineando le caratteristiche di una futura generazione
di interferometri terrestri. Queste soluzioni nascono da due esigenze: aumentare
la sensibilita` e la banda passante dei rivelatori. Di seguito presentiamo un elenco
dei progetti piu` accreditati.
• Temperatura Criogenica. Una delle strategie possibili per la riduzione
del contributo del rumore termico e` l’abbassamento della temperatura del-
le componenti ottiche e delle sospensioni a livelli criogenici (qualche K). In
questo modo si potrebbe aumentare la sensibilita` di circa un ordine di gran-
dezza nella banda intermedia di frequenze da ≈ 50Hz a ≈ 500Hz. Per
raffreddare i componenti si dovrebbero utilizzare criostati di tipo Pulse Tu-
be, ad He liquido, preferibili ai modelli tradizionali per le dimensioni ridotte
e la minore richiesta di manutenzione; in particolare questo tipo di criostato
viene caricato con He allo stato gassoso, cio` evita le onerose (e pericolose)
operazioni di rifornimento di He liquido. L’abbassamento della temperatura
delle componenti meccaniche a pochi K, richiede la sostituzione dei mate-
riali di costruzione e della struttura delle sospensioni stesse. In particolare
le sottili fibre di quarzo che attualmente sorreggono gli specchi sono ina-
datte per un progetto criogenico, in quanto la bassa capacita` termica delle
stesse impedisce di estrarre efficientemente calore dallo specchio. Queste
dovranno essere sostituite da strutture piu` massicce, di maggiore capacita`
termica, il materiale prescelto e` il silicio, per le sue ottime proprieta` alle
basse temperature.
• Specchi a Cappello Messicano. L’ottica utilizzata negli odierni inter-
ferometri si basa sulla propagazione dei modi di Hermite–Gauss o modi
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TEMmn
3, in particolare il raggiungimento del punto di lavoro e` subordinato
alla risonanza del modo fondamentale TEM00 nei due bracci dell’interfero-
metro. L’ottica Gaussiana rappresenta l’approccio matematico tradizionale
alla propagazione di onde elettromagnetiche attraverso sistemi ottici com-
plessi in approssimazione parassiale. I modi TEM hanno l’utile proprieta` di
presentare fronte d’onda parabolico; in particolare e` possibile costruire ca-
vita` ottiche con specchi parabolici per selezionare un singolo modo TEMmn
da un fascio di luce coerente.
Recentemente e` stato proposto l’utilizzo di una nuova classe di modi detti
Mesa–Gaussiani che denoteremo brevemente come MB (dall’inglese Mesa–
Beams4, derivati dai modi TEM , ma dalle caratteristiche spaziali mol-
to diverse: il modo fondamentale presenta un fronte d’onda piatto ed ha
dimensioni trasversali maggiori del corrispettivo TEM00 (vedi figura 4.9).
L’introduzione di un fascio mesa–Gaussiano riduce il contributo del rumore
termico dovuto alle fluttuazioni casuali di temperatura sulla superficie degli
specchi. Infatti le fluttuazioni casuali ∆T della temperatura della superficie
degli specchi, creano un alternarsi di zone calde, dove si ha dilatazione del
sostrato, e zone fredde dove si ha contrazione. Ci possiamo immaginare che
sulla superficie dello specchio si formino in maniera stocastica delle buche
e delle cunette, di ampiezza ≈ 1µm con tempi scala dell’ordine dei 1ms,
possiamo considerare questo processo a media 0.
VIRGO, al pari degli altri interferometri, misura la distanza fra gli specchi
misurando la fase della luce riflessa sulle superfici degli stessi, le fluttuazio-
ni termiche producono quindi rumore nella fase del fascio riflesso. Il fascio
incidente sullo specchio, avendo dimensioni trasversali non nulle, opera una
media naturale sulle fluttuazioni termiche della superficie, una misura del-
l’entita` del disturbo risultante sulla fase del fascio riflesso, si ottiene median-
do l’ampiezza delle fluttuazioni sul profilo d’intensita` del fascio incidente. Se
il profilo di intensita` del fascio ha una forma piccata l’operazione di media e`
sicuramente meno efficiente rispetto al caso di un profilo di intensita` piatto,
nel nostro caso (con riferimento alla figura 4.9) il profilo mesa–gaussiano e`
sicuramente preferibile a quello tradizionale.
Abbiamo detto che e` possibile costruire cavita` ottiche dotate di specchi pa-
rabolici, adatte a selezionare un singolo modo TEM da un fascio di luce
3vedere Capitolo 4.
4Per inciso la parola Mesa deriva dallo spagnolo e significa tavolo.
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Figura 4.9: Sopra profilo d’intensita` relativo al modo fondamentale Gaussiano TEM00 e al corrispetti-
vo MB. In particolare queste curve rappresentano il flusso di energia per unita` di superficie (normalizzato
a uno) su di uno specchi di raggio 15 cm [78] e raggio di curvatura ≈ 70m. Profilo degli specchi che
generano i due fasci presentati nella figura sorpra.
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coerente. Analogamente e` possibile costrure delle speciali cavita` ottiche per
ottenere un fascio mesa-Gaussiano, il profilo degli specchi stavolta non sara`
parabolico, ma avremo degli specchi a Cappello Messicano che riproducono
la superficie equifase dei MB. In figura 4.9 viene riprodotto il profilo di un
tale specchio.
Attualmente sono state realizzate delle cavita` ottiche di piccole dimensioni
(L ≈ 10m), dotate di specchi MH, per studiare le possibilita` applicative di
questa tecnica sui grandi interferometri. Per approfondimenti si rimanda
alla referenza [78].
• Sito sotterraneo. Un sito sotterraneo per i grandi interferometri potrebbe
ridurre il contributo del rumore sismico alle basse frequenze permettendo di
allargare la banda di frequenze utile per la rivelazione. Questa circostanza




Cavita` risonanti e Mode
Cleaner di ingresso (IMC).
Nel presente capitolo saranno descritte le caratteristiche principali delle cavita`
ottiche risonanti, a due specchi e triangolari. Sara` inoltre introdotto il formalismo
di base dell’ottica gaussiana.
5.1 Descrizione analitica del fascio laser: i
modi di Hermite-Gauss.
La rappresentazione del fascio come un’onda piana, nel caso di sistemi ottici molto
estesi come VIRGO, non produce un modello adeguato per comprendere la rispo-
sta ottica del sistema.
Si puo` giungere ad una rappresentazione piu` realistica di un fascio monocroma-
tico coerente a partire da particolari soluzioni dell’equazione di Helmholtz per la
propagazione del campo elettrico:[
∆+ k2
]




valida per un’onda monocromatica di pulsazione ω, che si propaga attraverso un
mezzo omogeneo di indice di rifrazione n. Nel caso di luce laser, la propagazione
del campo elettrico e` fortemente direzionata con una piccola apertura del fascio sul
piano trasversale. Per fissare le idee consideriamo l’asse z di una terna ortogonale
canonica come direzione di propagazione del fascio, nelle condizioni specificate e`
78
possibile utilizzare la seguente fattorizzazione dell’ampiezza del campo elettrico:
E(x, y, z) = eikz × E¯(x, y, z) (5.2)
L’inviluppo E¯ e` lentamente variabile con z in modo da poterne trascurare le de-
rivate del second’ordine nell’equazione di Helmholtz, che si riduce alla seguente
espressione:
[2ik∂z +∆T ] E¯ = 0 (5.3)
∆T = ∂2x+∂
2
y e` l’operatore di Laplace trasversale. L’equazione sopra e` nota come
PDE (acronimo dall’inglese Paraxial Diffraction Equation)(per maggiori dettagli
vedere [72]).
E` possibile dimostrare che esiste una base discreta di soluzioni ortogonali che soddi-
sfa la 5.3: i modi di Hermite-Gauss (TEM Transverse Electromagnetic Modes).
Dati due interi m,n, l’espressione analitica dell’ampiezza del modo TEMmn e` la
seguente:








































viene chiamato waist, ed e` una misura delle
dimensioni del fascio nel piano ortogonale a quello di propagazione. In
particolare w0 e` la larghezza del fascio per z = 0.
• La lunghezza di Rayleigh z0 e` definita dalla seguente relazione:
z0 =
w20pi
λ , rappresenta la distanza alla quale il fronte d’onda del fascio ha
raggio di curvatura minimo.







e` il raggio di curvatura del fronte d’onda del fascio.
Per z = z0 R(z) ha un minimo, e R(z0) = 2z0.
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Figura 5.1: Sezione longitudinale del fascio laser.





viene detta fase di Guoy e rappresenta l’ec-
cesso di fase, rispetto ad un’onda piana della stessa frequenza, accumulato
dal generico modo TEMmn alla distanza z dalla sorgente.
I modi di Hermite-Gauss offrono un potente strumento per lo studio della propaga-
zione del fascio attraverso sistemi ottici complessi, grazie ad alcune caratteristiche
fondamentali:
• In analogia alla luce laser, presentano un’estensione trasversale ridotta.
• Il fronte d’onda risulta parabolico, e` quindi possibile realizzare specchi adat-
ti a far riflettere un modo su se stesso.
• I modi TEM sono facilmente trasformabili secondo Fourier rivelandosi quin-
di un potente strumento per l’analisi armonica del fascio.
La figura 5.1 descrive la sezione longitudinale del fascio, la forma e` quella di un
iperboloide di rotazione i cui asintoti formano un angolo θ∞ = λpiω0 con la direzione
di propagazione. In figura 5.2 sono presentate le distribuzioni spaziali di potenza
relative ad alcuni modi TEM .
Il funzionamento dell’interferometro e` basato sull’utilizzo del modo TEM00; in-








Figura 5.2: Distribuzioni spaziali di potenza relative ai modi TEM indicati, i valori delle coordinate
x e y sono espressi in metri.
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Figura 5.3: Schema ottico di cavita` Fabry Perot piano–curva
diminuendo il contrasto di frangia.
Si rende necessario quindi ridurre al minimo i difetti spaziali della sorgente di luce,
a questo scopo, come vedremo nel seguito, viene utilizzata una cavita` triangola-
re piano-curva (il Mode Cleaner) nel sistema di iniezione, nonche` un sistema di
controlli automatici per la lunghezza e l’allineamento delle cavita` ottiche. Difatti
un disallineamento angolare o lineare di uno specchio introduce modi di ordine 1
(m+ n = 1) all’ordine piu` basso. Infine, dato che gli specchi terminali di VIRGO
sono leggermente curvi, le dimensioni del fascio (w0) devono essere adattate (tra-
mite un telescopio) in modo che il fronte d’onda segua il piu` possibile il profilo dello
specchio; un cattivo adattamento del waist del fascio genera un accoppiamento fra
il modo fondamentale TEM00 e i modi TEM20 e TEM02 all’ordine piu` basso.
5.2 Cavita` Risonanti.
5.2.1 Cavita` FP piano-curva.
Consideriamo una cavita` Fabry-Perot di lunghezza L costituita da uno specchio
piano (M1) ed uno specchio parabolico (M2) di raggio di curvatura R (vedi figura
5.3), un tale sistema ottico puo` essere utilizzato per immagazzinare un singolo
modo TEM . A questo scopo il fascio entrante sul piano z = 0 (piano di M1),
deve essere adattato in modo che il raggio di curvatura del fronte d’onda (Rf ) per
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Dall’equazione precedente si ricava la condizione di stabilita` per cavita` di questo







Considerando una variazione di fase di pi/2 per ogni riflessione, si ottiene la
seguente condizione di risonanza:






dove k = 2pi/λ. Le risonanze della cavita` sono individuate da tre numeri interi;
data ν0,0,p0 frequenza di risonanza del modo fondamentale, la distanza in frequenza




(p− p0 + (m+ n)α) (5.9)
con α = arctan(L/z0)/pi. La quantita` c/2L viene detta Intervallo Spettrale Libero
(ISL) della cavita`, e rappresenta la distanza in frequenza fra risonanze successive
del modo fondamentale. Come si nota dall’equazione 5.9 modi dello stesso ordine
(uguale m+ n) risuonano alla stessa frequenza, si ha dunque degenerazione.
E` possibile calcolare i coefficienti complessi di riflessione (rcav) e di trasmissione
(tcav) della cavita` tali che:
Eref = jrcavEin Etr = tcavEin (5.10)








dove r1,2 e t1,2 sono i coefficienti di riflessione e trasmissione degli specchi M1 e
M2, φ = 2kL+pi con L lunghezza della cavita` e k vettore d’onda della luce laser;
φ rappresenta quindi la fase accumulata da un’onda piana monocromatica in un
percorso di andata e ritorno fra i due specchi (round trip).
Dalle equazioni 5.11 si puo` risalire all’espressione per la potenza trasmessa, che























i massimi di trasmissione si hanno per φ = 2npi (n = 0, 1, 2 . . .). Il parametro F
e` detto finezza della cavita`, e misura la larghezza della curva di risonanza come
illustrato in figura 5.4. In particolare la larghezza a meta` altezza (FWHM) della
curva di Airy risulta δνFWHM = ISLF .
5.2.2 Cavita` triangolare piano-curva.
La cavita` triangolare (figura 5.5) e` composta da due specchi piani (M1,M2) posti
a distanza l e da uno curvo (M3) a distanza L.
Nel caso L  l1 si possono ricavare le seguenti espressioni per i coefficienti di
1Nel caso della cavita` mode cleaner di VIRGO L ≈ 144m, l ≈ 10cm, quindi
l’approssimazione L l risulta giustificata.
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Figura 5.5: Schema ottico di una cavita` triangolare piano–curva
trasmissione (tcav, t′cav) e riflessione (rcav) della cavita` [68]:
































La cavita` e` risonante se la fase accumulata in un round-trip risulta un multiplo
intero di 2pi. Per discutere la propagazione dei modi TEM all’interno della cavita`
e` necessario fissare un sistema di coordinate solidale con la stessa. Per fissare le
idee consideriamo il piano x, z come il piano della cavita`, con questa convenzione
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Figura 5.6: Propagazione nel piano della cavita` triangolare dei modi di ordine 3, TEM12 (sinistra) e
TEM21 (destra).
l’indice m del generico modo TEMmn riguarda il piano della cavita` mentre l’indice
n riguarda la direzione perpendicolare ad esso. Si hanno cos`ı due possibilita`:
• m dispari⇒ l’ampiezza del campo elettrico e` antisimmetrica rispetto all’asse
di propagazione del fascio.
• m pari ⇒ l’ampiezza del campo elettrico e` simmetrica.
Come viene mostrato in figura 5.6, a causa dell’effetto della riflessione ad anello
all’interno della cavita`, modi con m dispari subiscono un ritardo di fase di pi
rispetto ai modi dello stesso ordine conm pari. Questo accade poiche´ i primi hanno
ampiezza antisimmetrica sul piano della cavita` rispetto all’asse di propagazione del
fascio che subisce un’inversione di segno ad ogni riflessione. Questo comportamento
e` comune a tutte le cavita` ottiche formate da un numero dispari di specchi.
La degenerazione nella frequenza di risonanza dei modi dello stesso ordine presente
nel caso di cavita` a due specchi viene dunque parzialmente rimossa dalla presenza










(+pi) = 2pip (5.15)
che differisce dall’espressione ottenuta per cavita` a due specchi (equazione 5.8) per
il un fattore pi/2 aggiuntivo dovuto ad una riflessione in piu`, e per il fattore pi
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tra parentesi che deve essere aggiunto nel caso di m dispari. Si hanno quindi due
famiglie di modi risonanti a frequenze separate da meta` intervallo spettrale libero,
la distanza in frequenza ∆ν dalla risonanza del modo fondamentale TEM00, nei








(p− p0 + (m+ n)α+ 12) m dispari
Inoltre, per garantire la risonanza del modo fondamentale, in analogia con la cavita`
a due specchi, le dimensioni del fascio devono essere adattate alla curvatura dello
specchio terminale, in particolare z0 =
√
L(R− L).
5.3 Effetti sul fascio.
In questo paragrafo presenteremo brevemente gli effetti delle cavita` risonanti sulle
caratteristiche del fascio in ingresso.
5.3.1 Difetti spaziali.
Come abbiamo precedentemente notato il corretto funzionamento dell’interfero-
metro richiede l’utilizzo di un fascio il piu` puro possibile , idealmente composto al
100% da TEM00. Questa condizione e` ovviamente irrealizzabile, tuttavia abbia-
mo visto che una cavita` risonante piano-curva puo` essere utilizzata per selezionare
un singolo modo TEM attraverso una scelta adeguata della frequenza del laser o
equivalentemente della lunghezza della cavita`. Questa caratteristica permette di
ripulire un fascio dai difetti spaziali, e` per questo motivo che le cavita` piano-curve
vengono anche chiamate cavita` mode cleaner.
Se il modo fondamentale e` risonante nella cavita`, la potenza trasmessa e` massima








)2 sin2 (2pi∆νmnLc ) (5.17)
dove ∆νmn e` la distanza in frequenza fra il modo fondamentale ed il generico
TEMmn, F e` la finezza della cavita` e L la lunghezza. Quindi per avere in uscita
alla cavita` un fascio pulito si devono rispettare due condizioni:
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• La finezza della cavita` deve essere il piu` elevata possibile.
• Si devono evitare degenerazioni accidentali fra le frequenze di risonanza del
fondamentale e dei modi di ordine superiore.
Discutiamo in particolare la seconda di queste condizioni: dall’equazione 5.9, si
evince che se il fattore (m+ n)α e` un numero intero, il modo TEMmn risuona ad
una frequenza multipla di quella relativa al fondamentale, per cui viene trasmesso
dalla cavita` senza subire alcuna attenuazione. In realta`, e` sufficiente che tale
fattore sia diverso da un intero per i modi piu` vicini al fondamentale (diciamo
m+ n<∼5), visto che i contributi dei modi di ordine troppo elevato sono di per se`
trascurabili. Quanto detto vale senza riserve per una cavita` a due specchi, nel caso
di cavita` triangolare si dovra` tenere in conto la fase aggiuntiva dei modi TEMmn
con m dispari, ottenendo la seguente condizione per evitare la degenerazione:
(m+ n)α 6= 2p− 1
2
dove p e` un intero.
5.3.2 Fluttuazioni di frequenza e di potenza.
Consideriamo un fascio incidente alla frequenza ν0, modulato da un rumore di fase
del tipo δΦ(t) = δφ sin(2piνt):
Ein(t) = E0 ei2piν0t eiδΦ(t)
Se l’ampiezza del rumore e` piccola (δφ 1), e` possibile approssimare l’espressione
sopra con uno sviluppo al primo ordine nelle funzioni di Bessel (Ji):
Ein(t) ≈ E0 ei2piν0t
[
J0(δφ) + J1(δφ) ei2piνt − J1(δφ) e−i2piνt
]
(5.18)
Si formano cos`ı due bande laterali alla frequenza ν0+ν e ν0−ν. Il campo trasmesso
si calcola semplicemente applicando il coefficiente di trasmissione della cavita` (tcav)
alla portante ed alle bande laterali:
Etr(t) ≈ E0 ei2piν0t
[
tcav(ν0)J0(δφ) + tcav(ν0 + ν) J1(δφ) ei2piνt+ (5.19)
− tcav(ν0 − ν) J1(δφ) e−i2piνt
]
Supponiamo adesso che la portante sia in risonanza e che ν  ISL, allora l’espres-
sione per il campo trasmesso si puo` sviluppare al primo ordine in ν/ISL:








1− iν/νc J1(δφ) e
−i2piνt
]
dove νc = ISL/2F e t0 e` il coefficiente di trasmissione della cavita` in risonanza
precedentemente calcolato. Si nota dunque che le bande laterali, corrispondenti
al rumore in fase (o equivalentemente in frequenza) subiscono un filtraggio passa-
basso, per questo motivo la frequenza νc viene chiamata polo della cavita`.
Considerando un rumore in ampiezza del campo incidente, si ottiene una situazione
analoga, anche le fluttuazioni in potenza vengono filtrate dal polo della cavita` (per
maggiori dettagli vedere [68]).
In conclusione le cavita` risonanti, in prima approssimazione, costituiscono un filtro
passa basso del primo ordine per le fluttuazioni in potenza ed in frequenza del fascio




Una cavita` risonante ha delle proprieta` equivalenti ad una linea di ritardo di





Da questa relazione possiamo ricavare un’espressione per il tempo necesario alla





Analogamente possiamo definire il valore della potenza intracavita` (Pintra in con-
dizioni di risonanza:
Pintra = nPmax
5.4 Il Mode Cleaner di ingresso.
Il Mode Cleaner di ingresso e` una cavita` triangolare utilizzata in trasmissione, co-
stituita da due specchi piani connessi rigidamente ad un diedro e fissati sul banco
di iniezione (IB) e da uno specchio parabolico posto a ≈ 144 m e sospeso tramite
un superattenuatore a tre filtri (figura 5.7). Il mode cleaner deve trasmettere le
bande laterali a 6.25Hz utilizzate in VIRGO per la rivelazione, quindi la lunghez-
za della cavita` deve essere scelta in modo che l’intervallo spettrale libero sia un
sottomultiplo della frequenza di modulazione sopraindicata, da cio` deriva che la
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Figura 5.7: Schema ottico del mode cleaner di ingresso. Dalla sinistra della figura proviene il fascio
laser, alla destra il fascio viene immesso nella cavita` di riciclaggio.
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lunghezza deve essere scelta fra i multipli di 24m. La scelta di una cavita` trian-
golare, piuttosto che lineare, e` dettata dall’esigenza di evitare riflessioni del fascio
in direzione del laser, che ne ridurrebbero la stabilita`. Il raggio di curvatura (R)
dello specchio terminale risulta ≈ 183m, per cui si ottengono i seguenti valori di
z0 e w0 per l’adattamento del fascio alla cavita`:
z0 ≈ 75m (5.23)
w0 ≈ 5mm
Le caratteritiche ottiche della cavita` sono presentate in tabella 5.1. Il polo della
Parametro V aloreMisurato
ISL 1044013.3 ± 0.3Hz
FWHM 960Hz
F 1087 ± 10
2L 287.1538m
perdite (round− trip) 2055 ppm
Tabella 5.1: Caratteristiche ottiche della cavita` Mode Cleaner.





in modo da guadagnare un fattore ≈ 10 di attenuazione a ≈ 5kHz. Il tempo di






ts ≈ 3.3 · 10−4 s
Considerando che in condizione di risonanza, la potenza trasmessa dal mode clea-
ner reale di VIRGO risulta ≈ 7W si ottiene il seguente valore della potenza cir-
colante nella cavita` Pintra ≈ 2.5 kW . E` possibile definire un fattore di merito (Γ)







La figura 5.8 presenta Γ in funzione del rapporto fra la lunghezza della cavita` e il
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Figura 5.8: Fattore di merito Γ per l’attenuazione dei modi di ordine inferiore a 10 in funzione del
rapporto L/R, con L lunghezza della cavita` e R raggio di curvatura dello specchio terminale. Nel grafico
e` indicata la posizione del mode cleaner di VIRGO.
raggio di curvatura dello specchio terminale (L/R), per modi di ordine inferiore a
10. Nel caso del mode cleaner di VIRGO L/R ≈ 0.78 e si ha un’attenuazione dei
modi di ordine elevato di un fattore ≈ 103.
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Capitolo 6
Simulazione Del Mode Cleaner
di Ingresso
. In questo capitolo verranno descritte le caratteristiche della simulazione del mode
cleaner di ingresso e i risultati del lavoro. Sara` inoltre presentata una breve intro-
duzione a SIESTA, il software di simulazione sviluppato all’interno del progetto
VIRGO.
6.1 SIESTA.
La sensibilita` di un interferometro gravitazionale e` determinata da numerosi fatto-
ri che agiscono all’unisono: risposta ottica, meccanica delle sospensioni, controlli
automatici della frequenza del laser e della lunghezza delle cavita` ottiche. Questi
fattori interagiscono in maniera complessa, attraverso relazioni, spesso non lineari.
Da queste poche considerazioni emerge la necessita` di uno strumento di simu-
lazione che permetta di studiare i numerosi aspetti della realizzazione e messa in
opera di un interferometro gravitazionale. Inoltre, per poter sviluppare tecniche di
analisi dati adeguate, la simulazione deve essere capace di riprodurre sia il compor-
tamento dello strumento che i segnali emessi dalle sorgenti di onde gravitazionali
di interesse.
SIESTA1 e` il software di simulazione sviluppato all’interno del progetto VIRGO
(per maggiori dettagli vedere [79]). La simulazione viene eseguita nel dominio del
tempo, in modo da generare dati dello stesso tipo di quelli attesi nella realta`. Que-
1Simulation of Interferometric Experiments Sensitive To grAvitational waves.
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Figura 6.1: Schema illustrativo dei diversi compiti esegubili da SIESTA.
sta caratteristica, inoltre, rende piu` diretta la simulazione di effetti non lineari, sia
nella risposta ottica dell’interferometro che nell’elettronica di controllo e acquisi-
zione dati. In piu`, lavorare nel dominio del tempo, rende SIESTA compatibile con
il software di analisi on-line. In figura 6.1 viene presentato un sommario dei diversi
compiti eseguibili da SIESTA. Il codice e` in linguaggio C, per rendere il software
compatibile con un’ampia gamma di piattaforme, inoltre e` possibile modificare o
integrare il codice di base. La configurazione da simulare viene definita dall’utente
tramite uno speciale file di testo, chiamato card file, attraverso il quale vengono
richiamati tutti i moduli necessari alla simulazione; alcuni tipici sono: sistemi di
clock, specchi, sospensioni, rivelatori, ecc. . .. In particolare, visto che SIESTA e`
un software di simulazione nel dominio del tempo, il lavoro di base e` una iterazione
temporale, per cui e` necessario definire almeno un clock nel file di configurazio-
ne per effettuare un qualsiasi lavoro. In conclusione e` possibile distinguere tre
principali componenti nella struttura del software:
• Il core del programma, che aziona il loop principale.
• Il card file, che costitisce l’interfaccia per l’utente.
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• Le librerie che contengono il codice associato ad ogni modulo utilizzato nella
simulazione.
6.2 Preparazione della cavita`.
Tramite SIESTA e` possibile costruire una configurazione ottica qualunque e stu-
diarne il comportamento sotto molteplici aspetti. Attraverso il card-file l’utente
decide la collocazione2e le caratteristiche3 delle superfici ottiche coinvolte. Inoltre
e` possibile sceglire tra diversi algoritmi per la rappresentazione del campo elettrico:
• Onda piana.
• Decomposizione in modi TEM . Il campo elettrico viene decomposto nei mo-
di di Hermite-Gauss di ordine (m+n) definito dall’utente. La propagazione
da una superficie ottica alla seguente viene effettuata tramite operazioni di
algebra lineare.
• Rappresentazione a griglia. L’ampiezza complessa del campo elettrico vie-
ne calcolata in una griglia di punti definita dall’utente. La propagazione
del campo da una superficie ottica alla seguente viene eseguita tramite un
algoritmo di FFT (Fast Fourier Trasform).
Il nostro scopo e` quello di costruire una cavita` mode cleaner triangolare, e di stu-
diarne la risposta ottica, in questo caso e` preferibile utilizzare la rappresentazione
modale del campo.
Nella simulazione non sono stati considerati effetti della rugosita` delle superfici
degli specchi o effetti di deformazione termica delle stesse. La preparazione della
cavita` si e` svolta in due passi:
• Posizionamento degli specchi. Tre specchi del diametro di 8 cm sono
stati posti ai vertici di un triangolo isoscele di altezza 144 m e base 12 cm.
Con riferimento alla figura 6.2, MIn e MOut sono specchi piani mentre MC
ha un raggio di curvatura di 183 m.
2La posizione viene data in un sistema di coordinate (globale) in cui il braccio nord di
VIRGO rappresenta l’asse x, il braccio Ovest l’asse y.
3E` possibile impostare molte caratteristiche delle superfici ottiche: raggio di curva-
tura, coefficiente di riflessione, perdite; inoltre e` anche possibile impostare rugosita` e
temperatura
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• Impostazione delle caratteristiche ottiche delle superfici degli specchi.
La cavita` IMC di VIRGO ha una finezza F ≈ 1100, quindi si devono sceglere
i coefficienti di riflessione degli specchi per ottenere un valore simile.
Considerando lo specchio curvo perfettamente riflettente (rMC = 1) e i due
specchi piani aventi uguale coefficiente di riflessione (rMIn = rMOut = r) si
puo` utilizzare la seguente formula approssimata:
r = 1− pi
2F
(6.1)
valida per F  pi. Inserendo il valore desiderato si ottiene un coefficiente di
riflessione in ampiezza r = 0.998572.
La cavita`, cos`ı costruita, viene illuminata con un laser di lunghezza d’onda λ =
1.06410−6m e potenza 20W.
Prima di entrare nella cavita` il fascio viene modulato in fase a 10MHz, in modo da
generare il segnale di Pound-Drever4 (di cui discuteremo nel seguito) da utilizzare
nel controllo della lunghezza della cavita` (o della frequenza del laser). Nel processo
di modulazione l’ampiezza del campo incidente viene ridotta al ≈ 92% del suo
valore iniziale, di conseguenza la potenza in ingresso alla cavita` viene ridotta a
≈ 18.4W .
Il massimo ordine dei modi TEM considerati nella simulazione e` 2 (m+n<∼2). Due
fotodiodi misurano la potenza riflessa dalla cavita` e quella trasmessa, l’operazione
di demodulazione viene eseguita dai fotodiodi stessi.
Nel resto di questo lavoro ci riferiremo alle componenti ottiche con la nomenclatura
presentata in figura 6.2.
6.3 Simulazione dinamica e clock di SIESTA.
Nel caso si voglia simulare il comportamento dinamico della cavita` risonante, si
deve porre attenzione nella scelta dello step temporale utilizzato nel calcolo dei
campi da SIESTA. In effetti la propagazione da un nodo ottico al successivo viene
eseguita senza tenere in conto il tempo che la luce impiega a percorrere la distanza
fra i nodi; in termini tecnici vengono utilizzati propagatori a tempo zero.
Nello specifico della nostra simulazione, i campi nei tre nodi ottici della cavita`
4Con riferimento alla figura 6.2, il segnale di errore e` dato dal segnale del fotodiodo d1











Figura 6.2: Schema della cavita` simulata. Il riferimento locale relativo allo specchio MC ha l’asse y
verticale uscente dal piano del foglio in analogia con il riferimento locale definito in SIESTA.
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Figura 6.3: Dipendenza del tempo di salita della potenza trasmessa dalla cavita` dalla frequenza del
clock principale di SIESTA. Il risultato fisicamente corretto e` quello relativo a ν = 1MHz, inverso del
tempo di round-trip della luce nella cavita`.
risultano non nulli gia` dopo il primo step temporale, indipendentemente dalla fre-
quenza del clock principale; ovviamente scegliendo un clock con frequenza maggiore
dell’inverso del tempo di round-trip5 della cavita` avremo dei risultati non fisici,
con una velocita` di propagazione della luce ≥ c. Allo stesso modo impostando
un clock il cui step temporale sia maggiore del tempo di round-trip otterremo una
propagazione della luce rallentata. In figura 6.3 vengono presentate le curve di sa-
lita della potenza trasmessa dalla cavita` per diversi valori della frequenza del clock
principale di SIESTA, l’effetto di cui sopra e` notevole. Per avere dei risultati fisi-
camente accettabili si deve quindi impostare lo step temporale del clock principale
di SIESTA esattamente uguale al tempo di round-trip della luce all’interno della
cavita`. Senza questa impostazione i parametri legati alla risposta dinamica della
cavita`, come il tempo di scarica e la frequenza del polo non verranno riprodotti
correttamente.
5Tempo impiegato dalla luce ad attraversare la cavita`: trt = 2Lc . Per la nostra cavita`
trt ≈ 9.6 · 10−7s
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6.4 Introduzione di un sistema di controllo.
Nel contesto di questa tesi non e` previsto lo studio delle prestazioni del reale
sistema di controllo della cavita` mode cleaner, in effetti la cavita` definita nella
simulazione non e` connessa al suolo e non sono considerati effetti termici dovuti
al riscaldamento degli specchi; tuttavia risulta utile disporre di un regolatore della
lunghezza per misurare lo spostamento della risonanza della cavita` dovuto a di-
sallineamento dei componenti ottici. Per chiarire quanto detto, si consideri una
cavita` ottica perfettamente allineata e in condizione di risonanza. Immaginiamo
adesso di spostare di poco6 uno dei componenti ottici dalla sua posizione iniziale:
in questa nuova condizione la cavita` non risulta piu` risonante poiche´ il cammino
ottico all’interno della stessa e` cambiato. Per ripristinare la condizione di risonan-
za si deve modificare la lunghezza della cavita`, o la frequenza del laser in modo
appropriato attraverso un sitema di controllo. In questo modo e` possibile misura-
re quale variazione di lunghezza della cavita` o di frequenza del laser e` necessario
introdurre per riportare la cavita` in risonanza.
In particolare lo scopo di questa tesi e` lo studio della variazione della lunghezza
di risonanza della cavita` in funzione del disallineamento in direzione trasversale al
fascio dello specchio curvo, risulta quindi necessario introdurre un sistema di con-
trollo della lunghezza della cavita` che agisca sulla posizione dello specchio curvo.
Nel mode cleaner reale la posizione dei componenti ottici viene controllata nei sei
gradi di liberta`, nella cavita` simulata invece il sistema di controllo agisce solamen-
te sulla lunghezza della cavita` agendo sulla coordinata z (figura 6.2) del punto di
sospensione dello specchio curvo.
6.4.1 Il segnale di errore.
Per implementare un sistema di controllo e` necessario disporre di un segnale di
errore che misuri lo scarto in lunghezza della cavita` dalla condizione di risonanza.
Vorremmo inoltre che questo segnale sia lineare nella dipendenza dalla variabile
controllata in modo da poter utilizzare gli strumenti classici della teoria dei con-
trolli lineari.
Un segnale di errore con queste caratteristiche si ottiene utilizzando la tecnica di
Pound–Drever–Hall: modulando il fascio all’ingresso della cavita` e demodulando
in maniera sincrona il fascio riflesso si riesce a risalire alla derivata del coefficiente
6In modo che all’interno della cavita` ci sia ancora interferenza della luce.
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Figura 6.4: Segnale di Pound-Drever in funzione dello scarto in lunghezza dalla risonanza per i valori
indicati della Finezza (F) della cavita`.
di riflessione della cavita`, e quindi a capire su quale lato della curva di Airy rela-
tiva alla risonanza ci troviamo e, di conseguenza, come correggere la variabile di
interesse per portare la cavita` in risonanza (per una discussione dettagliata vedere
[80]).
Modulando il fascio in ingresso a 10MHz si ottiene il segnale di errore presentato
in figura 6.5 in funzione dello scarto di lunghezza dalla risonanza. La parte lineare
del segnale si estende per ≈ 10−10m dalla posizione della risonanza, in questa zona








δl = Cδl (6.2)
dove δl rappresenta lo scarto in lunghezza della cavita` dalla risonanza, Pc e Ps
rappresentano la potenza nella portante e nelle bande laterali rispettivamente. In
figura 6.4 sono presentati i segnali di Pound-Drever relativi a diversi valori della
finezza della cavita`.
Nel nostro caso F ≈ 1100, Pc ≈ 18.4W , Ps ≈ 0.008W , con questi valori ci atten-
diamo la seguente espressione per la parte lineare del segnale di errore (equazione
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6.2):
PD ≈ 6.3 · 109 δl
dove δl e` espresso in metri, e PD in Watt. Un fit dei dati simulati secondo una
legge lineare fornisce il seguente risultato (figura 6.5):
PD =
(
6.3213 · 109 ± 5 · 105) δl
in ottimo accordo con le previsioni. Abbiamo detto che la zona lineare del segnale
di errore si estende per ≈ 10−10m intorno alla risonanza, un intervallo dello stesso
ordine di grandezza della larghezza a meta` altezza della curva di Airy relativa;
tuttavia e` possibile estendere la zona lineare normalizzando il segnale di errore
con la potenza in uscita dalla cavita`. Questa tecnica viene utilizzata comunemente
per il sistema di controllo reale di VIRGO producendo un incremento della zona
lineare circa un fattore 10, limite imposto dal rumore sperimentale7. Nella realta`
simulata, tuttavia, e` possibile rimuovere le cause di rumore ed ottenere un aumento
della zona lineare di un fattore ≈ 103 (figura 6.6). Questa situazione di estrema
linearita` del segnale di errore non rappresenta, ovviamente, il reale stato delle cose,
ma poiche´ siamo interessati a misure di ottica sulla cavita` triangolare e non alle
reali strategie di controllo, e` preferibile utilizzare questo segnale, seppur ideale,
per il sistema di controllo del mode cleaner simulato.
6.4.2 Schema e risposta del sistema di controllo.
Vogliamo implementare un sistema automatico che regoli la lunghezza della cavita`
in modo da ottenere la condizione di risonanza. In particolare il nostro sistema di
controllo agisce unicamente sulla coordinata z dello specchio curvo e non influenza
l’orientamento dello specchio stesso.
Per comprendere il funzionamento di un tale controllore immaginiamo inizialmente
la cavita` in risonanza, a questo punto spostiamo improvvisamente lo specchio
curvo in direzione trasversale al fascio di una quantita` δl piccola, in modo che ci
sia ancora interferenza all’interno della cavita`. In questa situazione il segnale di
Pound-Drever risulta 6= 0, tuttavia la potenza in uscita ha bisogno di un tempo
confrontabile con il tempo di stoccaggio della cavita` (Ts ≈ 0.3ms) per raggiungere
il suo valore stazionario, in questo modo il segnale di Pound-Drever linearizzato
necessita dello stesso tempo per raggiungere il suo valore di regime, che indica di
7Al primo ordine la limitazione sulla zona lineare del segnale di Pound-Drever deriva
dalle fluttuazioni in potenza delle bande laterali alla frequenza di modulazione [80].
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Figura 6.5: In alto, segnale di Pound-Drever in funzione dello scarto di lunghezza dalla risonanza
(δL), ottenuto con modulazione del fascio laser a 10 MHz. In basso, zona lineare del segnale e fit dei dati.
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Figura 6.6: Segnale di Pound-Drever (PD) e segnale linearizzato dividendo per la potenza DC tra-
smessa. L’origine dell’asse delle ascisse e` posta sulla risonanza del modo fondamentale. I due segnali sono
stati normalizzati per rendere immediato il confronto per questo l’asse delle ordinate e` in unita` arbitrarie.
Figura 6.7: Fit lineare del segnale di errore.
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Figura 6.8: Schema a blocchi del sistema di controllo utilizzato nella simulazione.
quanto ed in che direzione spostare lo specchio curvo per ripristinare la risonanza.
Inoltre una volta applicata la correzione adeguata si dovra` attendere almeno il
tempo di round-trip (trt) della luce nella cavita` prima che l’effetto delle correzioni
sulla potenza trasmessa si evidenzi. Fatte queste considerazioni preliminari in
figura 6.8 presentiamo lo schema a blocchi del sistema di controllo utilizzato nella
simulazione per poi discuterne in dettaglio le componenti. In ingresso al sistema
di controllo abbiamo un valore di riferimento (zref ) che rappresenta la coordinata
z dello specchio curvo in condizioni di risonanza. Quando la cavita` e` allineata e
risonante il segnale di riferimento e` nullo, non si ha segnale di errore ed il feedback
e` inattivo. Se perturbiamo lo stato della cavita`, per esempio spostando lo specchio
terminale in direzione x di 1µm, il cammino ottico della luce all’interno della cavita`
cambia; di conseguenza la coordinata z dello specchio curvo deve essere modificata
per ripristinare la condizione di risonanza. Questa situazione e` equivalente ad un
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cambiamento del segnale di riferimento (zref ), che passa da un valore nullo ad
un valore 6= 0. In questo modo si aziona il circuito di feedback che agisce sulla
coordinata z dello specchio curvo finche` questa non eguaglia il valore del nuovo
riferimento. Ci troviamo di fronte ad un sistema ad inseguimento.
Nella progettazione siamo stati facilitati da due fatti:
• Gli specchi della cavita` simulata sono realmente masse libere, per cui possia-
mo applicare le correzioni direttamente alla coordinata z dello specchio curvo
senza tenere in conto l’effetto degli stadi di sospensione (superattenuatori)
presenti nel mode cleaner reale.
• Si e` interessati alla risposta stazionaria della cavita` al disallineamento del-
lo specchio curvo. Per cui possiamo considerare solamente variazioni del
segnale di riferimento a gradino.
Passiamo adesso alla descrizione dei blocchi presentati in figura 6.8:
• Immediatamente a valle della giunzione sommante abbiamo i due blocchi:
K · 1
τcs+ 1
dove K ≈ 6 · 108 rappresenta la costante di proporzionalita` fra lo scarto in
lunghezza dalla posizione di risonanza ed il segnale di Pound-Drever linea-
rizzato. Il blocco 1/(τcs + 1) rappresenta la fase di carica della cavita` con
τc = (F/pi) ISL ≈ 0.33ms. L’insieme di questi due blocchi genera il segna-
le di Pound-Drever (linearizzato) una volta alterato il valore del riferimento
(zrif ).
• Il blocco integrale C/s rappresenta l’attuatore, cioe` l’elemento del sistema
che agisce sulla posizione dello specchio curvo (zMC con riferimento alla
figura 6.8). La costante C e` da determinarsi in modo da avere una risposta
adeguata alle nostre necesita`, torneremo piu` avanti sull’argomento.
• Nel percorso di feedback abbiamo un blocco ritardo finito:
e−trts
dove trt ≈ 1µs e` il tempo di round trip della luce nella cavita`. Questo blocco
rappresenta la cavita` ottica come una linea di ritardo per la propagazione
del campo elettromagnetico.
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L’unico blocco introdotto manualmente nel sistema e` l’attuatore-integratore, gli











A questo punto possiamo discutere la necessita` di introdurre un blocco integratore
nel percorso di segnale diretto; a questo scopo consideriamo il segnale di errore
(E) immediatamente a valle della giunzione sommante che misura lo scarto fra la
coordinata zMC dello specchio curvo ed il valore di riferimento. Nello spazio di
Laplace possiamo ricavare la seguente espressione per E(s):
E(s) = zrif (s) − H zMC(s) = 11 +GH zrif (s)
Immaginiamo adesso di applicare un gradino all’ingresso (la cui trasformata di





vogliamo che l’errore a regime sia nullo. Indicando con e(t) l’antitrasformata di
E(s)u si richiede che:
lim
t→∞ e(t) = 0
ed utilizzando il teorema del valore finale8 si ottiene:
lim





a questo punto risulta chiaro che se la funzione di trasferimento GH presenta un
polo nell’origine si ha:
lim
t→∞ e(t) = 0
8Sia F (s) la trasformata di Laplace di f(t) allora:
lim
t→∞ f(t) = limt→0
sF (s)
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Figura 6.9: Diagrammi di Nyquist completi della funzione di trasferimento a loop aperto del sistema
di controllo per diversi valori della costante C. Per C = 10−2 la risposta diventa instabile, poiche´ il
diagramma polare relativo circonda il punto critico.
l’errore a regime nell’inseguimento risulta nullo. Questo spiega la scelta di un
blocco integrale come attuatore.
La scelta della costante C e` stata effettuata seguendo le seguenti due linee guida:
• Il sistema di controllo deve essere stabile.
• Il tempo necessario al controllo deve essere il piu` breve possibile, per otti-
mizzare il tempo della simulazione al calcolatore.
Per studiare la stabilita` asintotica del sistema al variare di C ci siamo serviti del
criterio di Nyquist applicato alla funzione di traferimento a loop aperto GH che
risulta asintoticamente stabile a meno di un polo semplice nell’origine, per cui
condizione necesaria e sufficiente per avere la stabilita` dell’anello di retroazione
e` che il diagramma polare completo della funzione GH non circondi ne` tocchi il
punto critico −1. In figura 6.9 sono presentati i diagrammi polari di GH per
diversi valori di C, da cui si deduce che la risposta diviene instabile per C ≤
10−2. Abbiamo quindi ottenuto una prima condizione su C: C ≤ 10−2. Per
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Figura 6.10: Simulazione della risposta al gradino del sistema di controllo. I dati sono ottenuti
spostando lo specchio curvo di 1µm in direzione x, il valore finale di zMC e` uguale al segnale di riferimento
zrif .
fare la nostra scelta finale abbiamo studiato la risposta temporale del sistema al
variare di C nel dominio di stabilita`. A questo scopo abbiamo posto la cavita`
in risonanza, perturbando questa condizione spostando lo specchio curvo di 1µm
in direzione x, in figura 6.10 sono presentati i risultati della simulazione. Come
possiamo osservare, per C ≥ 10−6 i poli della funzione di trasferimento hanno
parte immaginaria non nulla, per cui si producono delle oscillazioni smorzate,
mentre per C ≤ 10−6 i poli diventano reali e la risposta al gradino assume forma
esponenziale ed il tempo di risposta del sistema aumenta notevolmente. La scelta
migliore risulta quindi C = 10−5, in questo modo abbiamo una risposta veloce e
oscillazioni di ampiezza ridotta.
Per verificare la correttezza di quanto affermato, abbiamo costruito un modello del
sistema di controllo con Matlab ed abbiamo confrontato la risposta temporale con
i risultati di SIESTA ottenendo ottimo accordo (figura 6.11). La leggera differenza
di fase e di ampiezza fra i due e` ascrivibile alle approssimazioni introdotte nella
costruzione del modello con Matlab: per rappresentare la funzione di trasferimento
trascendente e−trts, infatti, si e` dovuto ricorrere all’utilizzo delle approssimanti di
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Figura 6.11: Confronto fra la risposta al gradino del sistema di controllo simulato con SIESTA e dello
stesso modello costruito con Matlab.
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Pade` Pk,l9, in particolare si e` utilizzato un approssimazione al settimo ordine P3,3.
In ogni modo le caratteristiche principali del sistema (tempo di assestamento e
massima sovraelongazione) vengono riprodotte in modo soddisfacente.
6.5 Adattamento del fascio alla cavita`.
La prima operazione da eseguire per il corretto funzionamento della cavita` e` l’a-
dattamento delle dimensioni del fascio laser alla curvatura dello specchio finale.
Per una cavita` lineare piano curva, il collo del fascio deve essere sulla superficie
dello specchio piano di ingresso e il valore di w0 e` deciso dall’equazione 5.7. Per
una cavita` triangolare come quella simulata, in cui gli specchi piani sono posti
a distanza piccola rispetto alla lunghezza della cavita`, si puo` ottenere una stima






9Nello studio della risposta di un sistema in retroazione nel cui anello sia compreso un
ritardo finito e−t0s conviene utilizzare delle funzioni razionali fratte che approssimino il
ritardo, in modo da poter utilizzare le tecniche usuali di analisi (sviluppo in fratti semplici).
A tale scopo si utilizzano le approssimanti di Pade` Pk,l, della forma K(s)/L(s) dove K e
L sono polinomi di grado k e l rispettivamente:
K(s) = aksk + ak−1sk−1 . . .+ a0 (6.4)
L(s) = blsl + bl−1sl−1 . . .+ l0
E` possibile ricavare le seguenti espressioni per i coefficienti ai (i = 0 . . . k) e bj (j = 0 . . . l)
per avere un’approssimazione all’ordine k+ l+1 del ritardo finito e−s tramite K(s)/L(s):
ai =
(k + l − i)!k!
(k + l)!i!(k − l)! (−1)
i (i = 0, . . . , k) (6.5)
bj =
(k + l − j)!l!
(k + l)!j!(k − l)! (j = 0, . . . , l) (6.6)
(6.7)
Ovviamente per ottenere l’approssimante di e−t0s e` sufficiente sostituire t0s a s nelle
espressioni sopra. In particolare riportiamo la forma dell’approssimante P3,3 utilizzata nel
presente lavoro:
P3,3 =
1− 1/2 s+ 1/10 s2 − 1/120 s3
1 + 1/2 s+ 1/10 s2 + 1/120 s3
che ha uno sviluppo in serie di MacLaurin identico a quello di e−s fino all’ordine 7 (per
maggiori dettagli vedere [81].
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Figura 6.12: Potenza trasmessa dalla cavita` risonante nei modi TEM00 e TEM20,02 in funzione della
larghezza del collo del fascio w0 espressa in mm. Per valori di w0 troppo distanti da ≈ 5mm la cavita` non
viene vista dal fascio laser che viene interamente riflesso.
z0 =
√
L(Rc − L) L = 144m R = 183m
Una variazione di w0 induce un cambiamento della lunghezza di risonanza della
cavita` in accordo con l’equazione 6.8, e provoca l’introduzione di modi TEM di
ordine 2 all’ordine piu` basso. Utilizzando il feedback e` possibile variare w0 del
fascio laser e riportare la cavita` in risonanza, in questo modo possiamo misurare
la potenza in uscita relativa ai singoli modi TEMmn ed indagare quindi l’effetto
di un cattivo adattamento del waist sulla purezza spaziale del fascio.
Nella simulazione si e` utilizzato un laser TEM00 puro, abbiamo variato w0 in un
intorno del valore teorico di ≈ 5.038mm e si e` misurato la potenza trasmessa
dalla cavita` in risonanza per i modi TEM00, TEM02, e TEM20. I dati ottenuti
sono presentati nelle figure 6.12 e 6.13. Come prima prova si e` variato w0 su
un ampio intervallo intorno al valore teorico, da ≈ 3.5mm a ≈ 7mm a passi di
0.1mm, per avere una visione d’insieme del profilo della potenza trasmessa dalla
cavita`; in figura 6.12 e` presentato il risultato di tale misurazione. Per w0 < 4mm
oppure w0 > 6mm la potenza in uscita dalla cavita` e` praticamente nulla, il fascio
viene completamente riflesso dallo specchio di input. Per 4.5mm < w0 < 5.5mm
la cavita` comincia ad immagazzinare potenza; il fascio in uscita non e` piu` puro
TEM00 ma si evidenzia un accoppiamento in potenza con i modi TEM20 e TEM02.
Il valore migliore per w0 e` quello che minimizza il contributo dei modi di ordine
superiore alla potenza trasmessa dalla cavita`. Per misurare questo valore abbiamo
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Figura 6.13: Potenza trasmessa dalla cavita` risonante nei modi TEM00 e TEM20,02 in funzione di
w0. Nelle figure viene riportato il risultato del fit dei dati.
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misurato la potenza trasmessa nei modi del secondo ordine per w0 variabile da
5.01mm a 5.06mm per passi di .5µm ottenendo i risultati presentati in figura 6.13.
Attraverso un fit dei dati ho determinato i coefficienti dello sviluppo al secondo
ordine della potenza trasmessa nei modi TEM00 e TEM20,0210 ed ho calcolato il
valore di w0 che minimizza il contributo dei modi del secondo ordine:
w0 = 5.038± 0.002mm
risultato in ottimo accordo con le attese. Utilizzando questo valore nella simula-
zione si ottiene un accoppiamento in potenza fra il modo fondamentale e i modi
del secondo ordine tracurabile (numericamente ≈ 10−14). Quantitativamente, il-
luminando la cavita` tramite un fascio puro TEM00 con una potenza di 20W si
ottengono i seguenti valori per la potenza trasmessa in condizione di risonanza:
PTEM00 ≈ 20W
PTEM20,02 ≈ 2.47 · 10−14W
Dato il basso coefficiente di accoppiamento del modo fondamentale con i modi
del second’ordine si puo` affermare che l’operazione di adattamento del fascio alla
cavita` e` completa. SIESTA permette di decidere la composizione modale del-
la sorgente laser cos`ı, per verificare l’azione filtrante di difetti spaziali del mode
cleaner simulato, abbiamo illuminato la cavita` con una sorgente molto sporca spa-
zialmente, costituita per circa l’85% da modi TEMmn con m+n ≤ 2, ed abbiamo
misurato la potenza trasmessa e riflessa trasportata dai singoli TEMm,n ottenendo
i risultati presentati in figura 6.14 ed in tabella 6.5.
modi Pin(W ) Ptr Pref
TEM00 3.072 3.07199 ≈ 8.915 · 10−6
TEM10 3.072 9.2 · 10−6 ≈ 3.07199
TEM01 3.072 2.5 · 10−6 ≈ 3.07199
TEM02,20 3.072 2.9 · 10−6 ≈ 3.07199
TEM11 3.072 6 · 10−6 ≈ 3.07199
L’attenuazione in potenza dei modi di ordine superiore al primo risulta di un
fattore >∼105, valore che sicuramente rispetta le specifiche di VIRGO [68].
10I modi TEM20 e TEM02, rispondono allo stesso modo alle variazioni di w0, quindi in
questo contesto sono trattati come se fossero un solo modo.
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Figura 6.14: Sopra, potenza in ingresso alla cavita` nei modi TEMm,n indicati, sotto analogo isto-
gramma per la potenza trasmessa. I risultati illustrati sono presentati in forma numerica in tabella
6.5.
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6.6 Studio dell’intervallo spettrale libero (ISL).
Come primo passo si e` studiato il profilo della risonanza principale. Attraverso il
feed-back, si e` individuata la posizione della risonanza del modo fondamentale ed
utilizzando una sweep della lunghezza della cavita` si e` ottenuta la curva di Airy in
figura 6.15. Per eseguire questa operazione si deve fare attenzione alla velocita` dello
specchio: una velocita` troppo elevata produrrebbe effetti dinamici indesiderati
(ringing) che muterebbero il profilo della risonanza. Considerando che il tempo di
carica della cavita` risulta τc = 3 ·10−4 s, che la larghezza FWHM (δLFWHM ) della
curva di Airy e` pari a δLFWHM = λ/2F ≈ 5 · 10−10m, e imponendo che il tempo
di attraversamento della risonanza (τres) sia grande rispetto al tempo di carica, si
ottiene il seguente vincolo sulla velocita` massima dello specchio (vmax):
vmax  δLFWHM
τc
≈ 2 · 10−6m/s
Per ottenere i dati riportati in figura 6.15 si e` impostato la velocita` dello specchio
al valore di 10−8m/s. Eseguendo un fit con una funzione di Airy a due parametri
(Pmax, F ) si ottiene ottimo accordo con le previsioni:
valori attesi→ F ≈ 1100 Ptrmax = 18.432
valorimisurati→ F = 1101± 3 Ptrmax = 18.431± 0.002
Utilizzando una sweep appropriata della coordinata z dello specchio curvo e` pos-
sibile studiare la struttura dell’intervallo spettrale libero della cavita` nel dominio
del tempo.
Consideriamo per un istante un campo elettromagnetico monocromatico in riso-
nanza in una cavita` rettangolare ideale: in questo caso oltre alle frequenze di riso-
nanza νp si potrebbero definire corrispondentemente delle lunghezze di risonanza








con p intero. L’equazione sopra e` valida per onde piane ideali in risonanza in una
cavita` ottica di lunghezza L. Per una cavita` piano-curva reale, in generale, non
esiste un’espressione valida per le lunghezze risonanti, difatti il fascio gaussiano
viene adattato alla cavita` una volta data la lunghezza della stessa e il raggio di
curvatura dello specchio terminale. In altre parole, nel caso di cavita` reale, a parita`
di larghezza del fascio, esiste un’unica lunghezza di risonanza L0 fissata dalla cur-
vatura dello specchio. Per lunghezze  L0 o  L0, la cavita` non risuona affatto.
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Figura 6.15: Curva di Airy relativa alla risonanza del modo fondamentale TEM00, a lato sono
riportati i risultati del fit, in buon accordo con le previsioni.
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Tuttavia se consideriamo lunghezze L = L0 + δL con δL L0, possiamo conside-



















Il fattore fra parentesi quadre deve essere aggiunto nel caso di m dispari, α =
arctan(L0/z0). Si noti che un ISL nel dominio del tempo corrisponde ad una va-
riazione di lunghezza della cavita` di λ2 . L’equazione 6.8 e` stata ottenuta invertendo
la corrispondente equazione delle frequenze risonanti e considerando il fattore α
costante; per cui questa approssimazione e` valida per L vicino a L0 e p vicino
a p0 ≈ 2L0λ , in particolare l’equazione 6.8 e` utile per studiare la posizione delle
risonanze dei modi di ordine superiore al primo all’interno di un ISL. Infatti, in
questo caso, δL<∼λ/2 ≈ 5 · 10−7m, corrispondentemente:
arctan(L/z0)− arctan(L0/z0) ≈ δ arctan(α)
δL
δL ≈ 10−3δL ≈ 10−10
dall’equazione 6.8 si ricava un errore:
δLm,n,p ≈ 10−10λ/2 ≈ 5 · 10−17m
quantita` piccola rispetto alle distanze attese fra le risonanze dei modi (≈ 10−7m).
La separazione in lunghezza (∆Lm,n,p) della risonanza di un generico TEMmn da









L’equazione sopra e` valida per m pari, nel caso contrario si deve aggiungere il
termine λ4 .






uguale alla differenza fra le lunghezze di risonanza del TEM00 e del TEM01: il
valore atteso risulta K ≈ 1.8474 · 10−7m in ottimo accordo con il valore K =
1.8474 · 10−7 ± 7 · 10−11m misurato sulla simulazione. Nello stesso contesto si e`
misurata la lunghezza relativa ad un ISL ottenendo il valore 532.00±7 ·10−2 nm =
λ
2 , come atteso, e la separazione in lunghezza fra i modi dello stesso ordine non
degeneri ottenendo 266.00 ± 7 · 10−2 nm, cioe` λ/4. L’errore sulle misure e` stato
stimato coniderando lo sviluppo in serie, all’ordine piu` basso, della curva di Airy
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Figura 6.16: Illustrazione delle caratteristiche dell’intervallo spettrale libero della cavita` mode cleaner
simulata.
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relativa alla risonanza del modo fondamentale, che, data la simmetria, risulta uno
sviluppo al secondo ordine:





k2 (x− x0)2 + o(x− x0)4 (6.10)
dove Pmax e` la potenza trasmessa in risonanza e x0 e` la posizione della risonanza.
Dalla misura statica, cioe` con la cavita` in risonanza, si ottiene P staticomax ≈ 12W ,
mentre nella misura del picco di risonanza relativa al modo fondamentale nel caso
in cui la sweep in lunghezza e` attiva si ottiene Pmax ≈ 11.5W , questa discepanza e`
dovuta essenzialmente alla discretizzazione del moto dello specchio terminale. Da
questi valori abbiamo calcolato il valore di (x − x0) (equazione 6.10) relativo ad
una variazione di potenza trasmessa di 0.5W ed abbiamo utilizzato questo valore
come stima dell’errore sulla posizione delle risonanze dei modi TEMm,n all’interno









da cui inserendo il valore ∆P = 0.5W si ottiene (x− x0) = ∆x ≈ 3.5 · 10−11m.
Da questo valore discendono gli errori sulle misure della distanza fra le risonanze
dei modi.
6.7 Misura dei parametri dinamici: τd, ν0.
Misura della finezza dal tempo di scarica della cavita`.
Impostando adeguatamente il time step del clock principale di SIESTA, come pre-
cedentemente descritto, e` possibile misurare il tempo di discesa (τd) della potenza
trasmessa. A questo scopo si e` posto la cavita` in risonanza e, una volta raggiun-
to lo stato stazionario, abbiamo disattivato la sorgente laser. In figura 6.17 sono
presentati i risultati della simulazione, unitamente ad un confronto con la misura





Dove la costante tempo di discesa (τd) e` legata alla finezza (F ) della cavita` dalla
seguente relazione:
F = 2pi τd · ISL (6.11)
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Figura 6.17: In alto, curva di scarica della potenza trasmessa dalla cavita`. In basso confronto con i
dati reali, l’ordinata in scala logaritmica e la potenza e` normalizzata a 1. Nel grafico sono riportati anche
gli errori strumentali nella misura di t e Pout che risultano rispettivamente 0.05ms e 0.5mW .
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Dal fit dei dati si ottiene τd = 168.1 ± 0.4µs da cui una finezza della cavita`
F ≈ 1099 ± 3, le specifiche del mode cleaner reale riportano: τ reald = 165 ± 2µs
e Freal = 1.087± 10 valori prossimi a quelli della simulazione.
Nella realta` dei fatti, il tempo di scarica della cavita` viene misurato spostando
la frequenza del laser dal suo valore di risonanza attraverso un segnale di sweep
applicato agli elettrodi di regolazione del laser stesso, per cui la potenza trasmessa
non raggiunge mai il valore nullo, sia perche´ una piccola parte della luce continua
ad attraversare la cavita`, sia per l’inevitabile presenza di rumore elettronico nelle
apparecchiature di acquisizione. Nella simulazione invece la potenza trasmessa
raggiunge esattamente il valore nullo entro un tempo ≈ 6 τd. Questo spiega la
divergenza dei dati reali da quelli simulati che si osserva in figura 6.17 per t ≥
4 · 10−4 s.
Misura del polo della cavita`.
Per ottenere la frequenza (ν0) corrispondente al polo della cavita` abbiamo misurato
la funzione di trasferimento fra il rumore in potenza all’ingresso della cavita` e quello
esibito dal fascio trasmesso. A questo scopo abbiamo itrodotto delle fluttuazioni
nella potenza del laser di tipo armonico:
δP (t) = δP0 cos(2pi νt)
per il valore δP0 abbiamo considerato 10mW . Abbiamo quindi misurato l’am-
piezza delle oscillazioni nella potenza trasmessa dalla cavitp`er valori di ν variabili
nell’intervallo 50–5000Hz (i punti considerati sono ≈ 20). Da questa misura ab-
biamo ottenuto i dati presentati in figura 6.18. Si noti il tipico comportamento di
un polo del primo ordine indicato dalla variazione di −pi/2 nella fase della funzione
di trasferimento.








con c velocita` della luce nel vuoto e L lunghezza della cavita`. Dal fit dei dati si
ottiene:
ν0 = 472.2 ± 0.8Hz
compatibile con una finezza F = 1101 ± 2 in ottimo accordo con il valore F ≈
1099± 3 ricavato dalla misura del tempo di scarica della cavita`. Si noti che il valore
DC delle oscillazzioni in potenza non e` 10mW ci si potrebbe aspettare, questo
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Figura 6.18: Modulo e fase della funzione di trasferimento della cavita` mode cleaner simulata. Il polo
ottenuto dal fit dei dati risulta ν0 = 472.2± 0.8Hz.
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e` dovuto alla modulazione del fascio che, come precedentemente detto, assorbe
≈ 8% della potenza del laser. Per questo motivo δPmax ≈ 92% ·10mW ≈ 9.2mW .
6.8 Disallineamento della cavita`.
In generale, per disallineamento si intende una qualsiasi perturbazione delle posi-
zioni reciproche degli specchi che allontani la cavita` dal punto di lavoro: massima
potenza trasmessa e minimo contributo di modi di ordine superiore al primo.
Considerando la notazione tradizionale per cavita` risonanti in approssimazione
parassiale: asse z diretto come il fascio e assi x ed y (vedere figura 6.2) disposti
a formare una terna levogira; la posizione e l’orientamento di uno specchio nella
cavita` sono determinate da sei gradi di liberta`: x, y, z, θx, θy, θz. Si possono quindi
riconoscere due tipologie rappresentative di disallineamento, che saranno indicate
come:
• Disallineamento Lineare, dovuto ad una traslazione della componente
ottica dalla posizione di riferimento, interessa i tre gradi di liberta` spaziali
x, y, z.
• Disallineamento Angolare, dovuto a rotazione della componente otti-
ca rispetto ad una direzione di riferimento, interessa i tre gradi di liberta`
angolari, θx, θy, θz.
Ogni perturbazione della posizione di uno specchio puo` essere rappresentata come
il prodotto di una rotazione e di una traslazione.
6.8.1 Caratteristiche della simulazione.
Nella simulazione abbiamo considerato il diedro immobile ed abbiamo studiato gli
effetti del disallineamento dello specchio MC. Il fascio laser in ingresso e` composto
da TEM00 puro; non sono considerati effetti di jitter. In effetti lo specchio curvo
del mode cleaner pesa ≈ 400 g, contro gli oltre 100 kg del banco di iniezione dove e`
fissato rigidamente il diedro, in prima approssimazione e` dunque lecito considerare
in movimento solo lo specchio curvo.
Supponiamo di avere una cavita` triangolare in risonanza illuminata da un fascio
laser perfettamente adattato e indichiamo con L0 la lunghezza della cavita` ; sup-
poniamo adesso di spostare lo specchio curvo in direzione trasversale al fascio di
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una quantita` δl piccola, in modo da avere ancora interferenza all’interno della ca-
vita`. In questa situazione si ha un calo nella potenza trasmessa ascrivibile a due
meccanismi che agiscono all’unisono:
• Parte della luce immessa nella cavita` viene riflessa al di fuori della stessa dallo
specchio curvo disallineato, e quindi non contribuisce alla potenza trasmessa.
• Il cammino ottico all’interno della cavita` e` cambiato e, pur essendoci ancora
interferenza, la cavita` non e` piu` in condizione di risonanza.
In questa situazione, nel mode cleaner reale di VIRGO, saranno in azione sia il
sistema locale di allineamento automatico che il sistema globale di controllo della
lunghezza, che tenderanno a riportare la cavita` sul punto di lavoro. Nella simu-
lazione abbiamo studiato come varia la posizione della risonanza in funzione del
disallineamento dello specchio curvo, in modo da avere indicazioni su quale sia la
risposta del sistema di controllo della lunghezza della cavita` ad un disallineamento
trasversale dello specchio finale. Allo stesso modo abbiamo considerato disallinea-
menti angolari rispetto ad assi trasversali alla direzione del fascio. La simulazione
funziona nel seguente modo: in principio la cavita` e` in risonanza e perfettamente
allineata, si inserisce un disallineamento trasversale (δx, δy) dello specchio curvo;
il feedback agisce sulla lunghezza della cavita` ripristinando la condizione di riso-
nanza ma non l’allineamento dello specchio. A questo punto e` possibile misurare
la posizione della nuova risonanza e la potenza trasmessa in funzione di (δx, δy)
(oppure θx e θy nel caso angolare). Per esemplificare quanto detto si consideri la
figura 6.19 dove vengono confrontate le curve di Airy relative alla risonanza della
cavita` allineata e alla risonanza della stessa cavita` con lo specchio curvo disallinea-
to in θy di 1µrad. Come si nota la curva relativa al disallineamento e` traslata ed
ha un massimo ridotto; le misure di interesse sono quindi δP e δL come indicato
in figura 6.19.
Inoltre la risposta della cavita`, per piccoli disallineamenti, e` simmetrica11 ri-
spetto ad un disallineamento δ di una qualsiasi delle coordinate dello specchio
curvo, questa proprieta` permette di costruire delle forme quadratiche diagonali
(f(x, y) = ax2 + by2) per rappresentare δP e δL in funzione del disallineamen-
to lineare e angolare della cavita`. Inoltre questo modo di rappresentazione ha
il pregio di rendere immediatamente visibile la diversa risposta a disallineamenti
11In altre parole, considerando per semplicita` un disallineamento di una quantita` δ in x
la risposta della cavita` e` identica a quella relativa ad un disallineamento di −δ nella stessa
coordinata.
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Figura 6.19: Sopra, posizione reciproca delle curve di Airy relative ad una cavita` allineata (cur-
va continua) e disallineata (curva a tratti). Il disallineamento dello specchio curvo e` di 1µrad in θy .
Sotto, ingrandimento dei due picchi di risonanza, nella figura sono illustrate le quantita` misurate nella
simulazione.
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sul piano della cavita` o perpendicolarmente a questo, come vedremo nel seguito.
Dobbiamo spendere qualche parola sul concetto di piccolo disallineamento: nel
caso lineare un disallineamento δl e` da considerarsi piccolo se δl  w(L) dove
w(L) e` la larghezza del fascio sullo specchio terminale, nel caso di disallineamento
angolare δθ il confronto deve essere fatto con θL = w(L)/L, fattore che misu-
ra l’apertura angolare del fascio gaussiano sullo specchio terminale. Nel nostro
caso otteniamo w(L) ≈ 11mm e θL ≈ 76µrad. Come vedremo in seguito nella
simulazione abbiamo considerato disallineamenti lineari ≤ 1µm e disallineamenti
angolari ≤ 1µrad, possiamo quindi affermare di trovarci in condizioni di piccoli
disallineamenti. I risultati della simulazione saranno quindi espressi dalle 4 forme
quadratiche:
δP (δx, δy) e δL(δx, δy) per il disallineamento lineare e δP (θx, θy) e δL(θx, θy) per
la parte angolare.
Le quantita` δP e δL misurate nella simulazione presentano un alto grado di pre-
cisione, in particolare, δP e` definito a meno di 10−12W e δL a meno di 10−23m.
Questi valori saranno considerati come errori strumentali sulle misure e derivano
dalla rioluzione massima ottenibile dai risultati di SIESTA.
6.8.2 Limiti di validita`.
SIESTA permette di impostare il massimo ordine (m + n) dei modi TEMm,n
utilizzati nella simulazione per rappresentare il campo nella cavita`. In linea di
principio non c’e` un limite al massimo valore dim+n, tuttavia la rappresentazione
del campo con una serie finita di TEMm,n e` un’approssimazione che ha dei limiti di
validita`. Effettuando le prime misure ci siamo accorti che SIESTA produce risultati
non fisici nel caso di eccessivo disallineamento della cavita`. Si faccia riferimento
ai dati in figura 6.20, ottenuti misurando la potenza trasmessa dalla cavita` in
risonanza in funzione del disallineamento lineare dello specchio curvo; il laser in
ingresso e` composto interamente da TEM00. Qualitativamente ci si aspetta che, a
parita` di condizione di disallineamento, al crescere dell’ordine dei modi, la potenza
trasmessa nel modo fondamentale diminuisca12 o al limite resti invariata nel caso
di fascio perfettamente adattato alla cavita`. Quello che si osserva invece e` che
oltre un certo limite le curve relative a diversi valori di m+n iniziano a divergere,
per m + n ≥ 3 la potenza trasmessa, per disallineamento ≥ 4.10−2mm diventa
una funzione crescente; situazione sicuramente non fisica. Per evitare di ottenere
12In ragione del fatto che ci sono maggiori possibilita` di distribuire l’energia fra i modi.
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Figura 6.20: Dall’alto in basso potenza totale trasmessa dalla cavita` e potenza trasmessa nel modo
TEM00 in funzione del disallineamento lineare in y dello specchio curvo, per diversi valori di m+ n. Per
m+n ≥ 3 si verifica divergenza della potenza trasmessa dalla cavita` in risonanza. Si potrebbe pensare che
la divergenza sia dovuta al contributo dei modi di ordine superiore, invece il fenomeno riguarda proprio il
modo fondamentale. Chiaramente questa risposta di SIESTA e` non fisica.
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Figura 6.21: Potenza trasmessa dalla cavita` in risonanza per diversi valori di m+ n, in funzione del
disallineamento lineare dello specchio curvo da 0 a 10−2mm. Le curve sono sovrapposte sotto i 10−3 mm.
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risultati non fisici si devono considerare disallineamenti lineari dello specchio curvo
<∼10−6m, come indicato dalla figura 6.21. Anche per il disallineamento angolare
si riscontra una situazione simile e ci limiteremo a considerare disallineamenti
<∼ 10−6 rad.
6.8.3 Disallineamento lineare.
In figura 6.22 sono presentate le curve δP (δx, δy) e δL(δx, δy) ottenute dalla si-
mulazione del disallineamento lineare dello specchio curvo.
Per ottenere queste curve abbiamo considerato 72 punti (36 per δx e 36 per δy)
relativi a disallineamenti in x ed y da 0 a 10−6m, i dati coprono 4 ordini di gran-
dezza da 10−4 µm a 1µm. Nelle figure 6.23 e 6.24 sono presentati i risultati del
fit dei dati da cui deduciamo le seguenti espressioni per δP (δx, δy) e δL(δx, δy):






















nelle espressioni sopra, per semplicita` di lettura, non sono stati riportati gli errori
sui coefficienti che sono comunque indicati nelle figure 6.23 e 6.24 e interessano
l’ultima cifra significativa.
I coefficienti nelle espressioni 6.12 e 6.13 hanno le dimensioni di una potenza e di
una lunghezza rispettivamente, tuttavia e` preferibile disporre di espressioni con
coefficienti adimensionali. In particolare il risultato per δP dipende dalla potenza
del fascio in ingresso alla cavita` (P0), per avere una stima indipendente occorre
considerare la quantita` δP/P0:
δP
P0











in questo modo i coefficienti dell’espressione sopra sono adimenionali. Per ren-
dere adimensionali anche i coefficienti di δL e` possibile normalizzare l’espressione















Si nota che la cavita` e` molto piu` sensibile a disallineamenti sul piano dei tre spec-
chi (direzione x) piuttosto che ortogonali allo stesso (direzione y). In particolare,
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Figura 6.22: Sopra, grafico relativo alla variazione di potenza in risonanza (δP ), in funzione del
disallineamento lineare dello specchio curvo. Sotto, spostamento della posizione della risonanza (δL) in
funzione del disallineamento lineare dello specchio curvo.
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Figura 6.23: Risultati del fit dei dati relativi alla misura di δP nel caso di disallineamento lineare
dello specchio curvo.
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Figura 6.24: Risultati del fit dei dati relativi alla misura di δL nel caso di disallineamento lineare
dello specchio curvo.
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Figura 6.25: Differenza fra i valori della potenza trasmessa dalla cavita` con feedback attivo (Poutc)
e con feedback disattivato (Pouts) in funzione del disallineamento in x dello specchio curvo. Il feedback,
seppur di poco, contribuisce ad aumentare la potenza trasmessa.
considerando disallineamenti della stessa quantita` in x ed y si risale ai seguenti
rapporti fra le quantita` di interesse:
δLx ≈ 4 · 105 δLy
δPx ≈ 3.6 δPy
Dai risultati ottenuti si osserva che lo spostamento della posizione della risonanza
in funzione del disallineamento lineare dipende quasi esclusivamente dagli sposta-
menti dello specchio terminale sul piano della cavita`.
In conclusione si nota che il disallineamento lineare della cavita`, nel range di va-
lori considerato, non altera sostanzialmente la condizione di risonanza; per ren-
dersene conto basta osservare che la posizione della risonanza varia al massimo
di ≈ 10−14m, quantita` molto piccola rispetto alla larghezza della curva di Airy
(δlFWHM ≈ 5·10−10). Questo fatto viene illustrato in figura 6.25 dove e` presentata
la differenza ∆Pout fra la potenza trasmessa dalla cavita` disallineata in presenza
ed in assenza dell’azione del feed-back; il valore massimo risulta ∆Pout ≈ 10−8.
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Si osserva che, nonostante il feed-back sia praticamente ininfluente, la potenza
trasmessa viene comunque aumentata dalla sua azione.
Confronto con cavita` FP lineare.
Vogliamo confrontare i risultati ottenuti per il disallineamento di una cavita` trian-
golare con quelli relativi ad una cavita` a due specchi. Per cui abbiamo costruito
una cavita` lineare equivalente (uguale lunghezza e uguale finezza) alla nostra ca-
vita` triangolare, ed abbiamo raccolto i dati del disallineamento relativi agli stessi
punti utilizzati precedentemente.
Si deve premettere che la cavita` a due specchi presenta simmetria cilindrica, per
cui non c’e distinzione fra la risposta della cavita` al disallineamento in x o y. Per
questo motivo i risultati relativi alla cavita` lineare verranno rappresentati tramite
le curve δP (δl) e δL(δl) dove con δl si indica il valore del disallineamento lineare
dello specchio terminale in una direzione qualsiasi ortogonale all’asse della cavita`.
In figura 6.26 vengono presentati i risultati della simulazione con relativo fit dei
dati da cui otteniamo le seguenti espressioni:










Dal confronto con le espressioni 6.12 e 6.13 si nota che la cavita` a due specchi,
rispetto al disallineamento lineare, si comporta come la cavita` triangolare disalli-
neata in direzione y, cioe` perpendicolarmente al piano della cavita`. Un confronto
visivo diretto dei dati relativi a cavita` lineare e triangolare viene presentato nella
figura 6.27. Questo risultato in realta` era prevedibile dato che la differenza geome-
trica fra la cavita` triangolare e la cavita` a due specchi si evidenzia sul piano della
cavita`.
6.8.4 Disallineamento angolare.
In figura 6.28 sono presentate le curve δP (θx, θy) e δL(θx, θy) ottenute dalla simu-
lazione del disallineamento angolare dello specchio curvo.
Anche in questo caso si evidenzia una maggiore sensibilita` della cavita` triangola-
re a disallineamenti che interessano il piano dei tre specchi e quindi in θy. Nelle
figure 6.29 e 6.30 vengono presentati i fit dei dati, da cui deduciamo le seguenti
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Figura 6.26: Dati relativi al disallineamento lineare di una cavita` a due specchi di finezza F ≈ 1100
e lunghezza L ≈ 144m. Sopra δP (δl), sotto δL(δl). Nella figura vengono riportati anche i fit dei dati.
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Figura 6.27: Confronto fra i dati relativi al disallineamento lineare di una cavita` triangolare e lineare.
L’asse delle ascisse e` in scala logaritmica perche´ i dati coprono alcuni ordini di grandezza.
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Figura 6.28: Sopra, grafico relativo alla variazione di potenza in risonanza (δP ), in funzione del
disallineamento angolare dello specchio curvo. Sotto, spostamento della posizione della risonanza (δL).
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espressioni analitiche per δP (θx, θy) e δL(θx, θy):






















L’errore sui coefficienti e` stato omesso nelle espressioni sopra per facilitarne la
lettura, i valori corretti dell’errore sono presentati nelle figure 6.29 e 6.30.
Analogamente a quanto fatto per il disallineamento lineare possiamo costruire




























Si nota immediatamente il comportamento a sella di δL(θx, θy): le correzioni da
apportare alla lunghezza della cavita` hanno segno opposto a seconda che il disal-
lineamento angolare sia rispetto all’asse x (sul piano della cavita`) o y (ortogonale
al piano della cavita`).
Nel caso di disallineamento angolare la posizione della risonanza si sposta di una
quantita` confrontabile con la larghezza a meta` altezza della curva di Airy, per
cui ci attendiamo un contributo rilevante dell’azione del feedback sulla potenza
trasmessa dalla cavita`. In figura 6.31 viene presentato un confronto fra la potenza
trasmessa dalla cavita`, in situazione di disallineamento angolare, in presenza ed in
assenza dell’azione del feedback, che conferma le nostre attese.
Confronto con cavita` FP lineare.
In figura 6.32 vengono presentati i risultati del disallineamento angolare della cavita`
a due specchi equivalente alla nostra cavita` triangolare. Le espressioni analitiche
delle curve ottenute sono le seguenti:
δP (W ) =










Figura 6.29: Fit dei dati relativi alla variazione di potenza trasmessa (δP ) dalla cavita` triangolare
nel casi di disallineamento angolare dello specchio terminale.
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Figura 6.30: Fit dei dati relativi alla variazione della posizione della risonanza (δL) della cavita`
triangolare nel caso di disallineamento angolare dello specchio terminale.
140
Figura 6.31: Potenza trasmessa dalla cavita` in situazione di disallineamento angolare, in presenza ed
in assenza dell’azione del controllo sulla lunghezza.
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Figura 6.32: Disallineamento angolare di una cavita` a due specchi con finezza F ≈ 1100 e lunghezza
L ≈ 144m. Nei grafici vengono presentati i risultati del fit dei dati.
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Come ci attendevamo il disallineamento in θx della cavita` triangolare produce gli
stessi effetti del disallineamento angolare della cavita` a due specchi, come si puo`
verificare direttamente confrontando le espressioni sopra con le equazioni 6.18 e
6.19.
In figura 6.33 viene presentato un confronto visivo fra i dati ottenuti per la
cavita` triangolare e lineare in condizione di disallineamento angolare dello specchio
terminale.
6.8.5 Dipendenza dei risultati dall’azione del feedback.
Da uno studio delle curve relative al disallineamento della cavita` in assenza del-
l’azione del feedback si nota che per disallineamenti angolari nell’intervallo 0.1 −
−1nrad l’azione del feedback sulla potenza trasmessa e` nulla, in altre parole la
potenza trasmessa dalla cavita` e` la stessa che si avrebbe a specchio libero a meno
di un fattore dell’ordine di ≈ 10−11W . La figura 6.34 illustra questa situazione
nel caso di disallineamento in θy a cui la cavita` risulta piu` sensibile.
L’azione del feedback diventa visibile per θy >∼10nrad dove la differenza fra la
potenza trasmessa dalla cavita` in presenza del feedback e a specchio libero diven-
ta dell’ordine di ≈ 10−7. Da questa analisi deduciamo che l’equazione 6.20 per
θx,y
<∼5nrad rappresenta bene la variazione di potenza indotta da disallineamento
della cavita` a specchio libero.
6.9 Spostamento della frequenza di risonanza
e disallineamento.
Data una cavita` risonante e` impossibile distinguere il rumore in frequenza del
laser dalle fluttuazioni di lunghezza; infatti i due sistemi di correzione utilizzano
il medesimo segnale di errore.
Avremmo potuto decidere, quindi, di controllare la frequenza del laser e lasciare
invariata la lunghezza della cavita`. In effetti abbiamo effettuato questa prova, per
verificare la compatibilita` dei risultati nei due casi. Dal punto di vista teorico







Figura 6.33: Confronto fra i dati relativi al disallineamento angolare di una cavita` lineare e triangolare
equivalenti (stessa finezza, stessa lunghezza). L’asse delle ascisse e` in scala logaritmica perche´ i dati coprono
alcuni ordini di grandezza.
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Figura 6.34: Potenza trasmessa dalla cavita` in funzione del disallineamento angolare in θy nei due casi
di feedback attivo e feedback disattivato. In questo range di disallineamento (0.1−−1nrad) la differenza
fra le due curve e` <∼10−11W .
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dove L0 ≈ 144m e` la lunghezza statica della cavita` e ν0 = c/λ con λ = 1.064µm
e` la frequenza nominale del laser. Otteniamo quindi il seguente valore di L0/ν0:
L0
ν0
≈ 5.11 · 10−13m/Hz
dove per la velocita` della luce e` stato considerato il valore c = 2.99792458m/s.
Per implementare il sistema di controllo della frequenza e` sufficiente modificare il
guadagno C dello stadio integratore del controllo della lunghezza in C ′ = C · ν0L0 .
Abbiamo raccolto i dati relativi alle correzioni in frequenza δν (δx, δy) e δν (θx, θy)
che si ottengono dal disallineamento lineare ed angolare della cavita`. I valori dei
disallineamenti δx, y e θx,y che abbiamo utilizzato per le misure sono gli stessi di
quelli usati per i ottenere i dati sul controllo in lunghezza. Nelle figure 6.35 e 6.36
vengono presentati i risultati della simulazione rispettivamente per disallineamento
lineare ed angolare, da cui otteniamo le seguenti curve:






















queste curve devono essere confrontate con le espressioni ottenute per δL, date
dalle equazioni 6.13 e 6.19, secondo l’equazione 6.24. Questo confronto puo` essere
fatto calcolando il rapporto fra tutti i valori di δL ed i corrispettivi valori di δν
misurati nella simulazione, sia relativamente a disallineamenti lineari che angolari.
A questo punto abbiamo ≈ 100 punti rappresentativi del valore di L0/ν0, possiamo
quindi costruire la curva δL(δν), ed effettuare un fit grafico. Questa operazione e`
illustrata in figura 6.37, e da` come risultato il seguente valore:
L0
ν0
= 5.1128 · 10−13 ± 10−17m/Hz
Il valore misurato rispetta le attese, in particolare, considerando fissata la fre-




5.1128 · 10−13 ± 10−17) c
λ
= 144.058± 3 · 10−3m
Considerando che i centri di massa degli specchi del diedro nella cavita` simulata
distano 12 cm, e che il valore corretto da utilizzare per L0 e` la meta` del cammino
della luce in un round-trip, che quindi risulta ≈ (144 · 2 + 0.12)/2 ≈ 144.06) la
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Figura 6.35: Curve relative alle correzioni in frequenza (δν) necessarie a riportare la cavita` in
risonanza in funzione del disallineamento lineare dello specchio curvo.
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Figura 6.36: Curve relative alle correzioni in frequenza (δν) necessarie a riportare la cavita` in
risonanza in funzione del disallineamento angolare dello specchio curvo.
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Figura 6.37: Curva δL(δν) costruita con tutti i dati raccolti per il disallineamento della cavita`, e
relativo fit lineare dei dati. Si e` scelto di utilizzare la scala logaritmica su entrambi gli assi perche´ i dati
coprono diversi ordini di grandezza.
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lunghezza della cavita` viene riprodotta correttamente.
Da quanto esposto discende che le curve ottenute per δν si potevano ottenere
direttamente da quelle ottenute per δL tramite moltiplicazione per il fattore ν0/L0.













Le espressioni 6.15 e 6.21 rappresentano quindi anche lo spostamento in frequenza
della risonanza della cavita` soggetta a disallineamento.
6.10 Effetti sulla composizione modale del fa-
scio.
Il disallineamento dello specchio curvo causa la formazione di modi di ordine su-
periore nel fascio trasmesso dalla cavita`. Per studiare questo fenomeno abbiamo
misurato la potenza trasmessa dalla cavita` nei modi TEMmn in condizione di ri-
sonanza con lo specchio curvo disallineato. Per ogni curva presentata in questa
sezione, sono stati raccolti un numero di 21 punti: da 0 a 1µm a passi di 0.05µm
per il disallineamento lineare, analogamente per quello angolare scambiando µm
in µrad.
Disallineamento Lineare.
Il disallineamento lineare dello specchio curvo provoca accoppiamento fra il modo
fondamentale ed i modi di ordine 1 all’ordine piu` basso. Nel range da noi consi-
derato la variazione di potenza trasmessa nei modi di ordine 2 e superiori non e`
apprezzabile rimanendo inferiore a ≈ 10−15W .
In figura 6.38 sono presentati i risultati delle misure, con relativo fit dei dati.
Da notare che il modo TEM10 reagisce solamente a disallineamenti in x mentre il
TEM01 e` reattivo alla variazione di y, come era da aspettarsi. Anche in questo ca-
so si evidenzia l’asimmetria fra la risposta della cavita` a disallineamenti sul piano
della stessa o perpendicolarmente ad esso, il risultato e` un maggior accoppiamento
del TEM10 con il modo fondamentale, rispetto al TEM01.
E` possibile definire dei coefficienti di accoppiamento Cm,n fra la potenza in ingresso
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Figura 6.38: Risposta dei modi del primo ordine TEM10 e TEM01 al disallineamento lineare dello
specchio curvo.






Le curve di figura 6.38 rappresentano P out1,0 (δx) e P
out
0,1 (δy) mentre la potenza in














Confrontando queste curve con l’espressione 6.14 per δP/P0 si evince che in caso
di disallineamento lineare, nell’intervallo da noi considerato, praticamente tutta la
potenza persa dal modo fondamentale viene assorbita dai modi del primo ordine.
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Disallineamento Angolare.
Contrariamente al caso di disallineamento lineare, per il disallineamento angolare
e` possibile osservare accoppiamento fra il modo fondamentale ed i modi del se-
condo ordine, seppur il contributo piu` importante provenga ancora da i modi di
ordine 1 come lecito attendersi. Il modo TEM11 sembra non assorbire energia
dal modo fondamentale ed il suo contributo alla potenza trasmessa risulta nullo13.
In figura 6.39 sono presentati i risultati delle misurazioni. Analogamente al caso
di disallineamenti lineare precedentemente trattato si possono ricavare le seguenti
espressioni per i coefficienti di accoppiamento:
C1,0(θy) =
(



























2.0356 · 10−11 ± 10−15) ( θx
1µrad
)2
Da notare la differenza di grado fra i coefficienti di accoppiamento relativi ai modi
del primo e del secondo ordine. I modi del secondo ordine risultano poco accoppiati
con il modo fondamentale, ed il loro contributo puo` essere trascurato. Confron-
tando i valori di C1,0 e C0,1 con l’espressione 6.20 per δP/P0 si osserva che i modi
del primo ordine, in questo caso, non assorbono tutta la potenza persa dal modo
fondamentale.
6.11 Disallineamento dinamico.
Come ultimo test abbiamo considerato la risposta al disallineamento dinamico del-
la cavita`, in particolare abbiamo considerato disallineamenti angolari dello spec-
chio curvo. Per ottenere i dati abbiamo fatto variare separatamente le coordinate
angolari (θx, θy) secondo una legge armonica del tipo:
θx,y = A cos(2piνt) (6.34)
13Numericamente la potenza trasmessa nel modo TEM11 risulta <∼10−20W , non
misurabile sperimentalmente
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Figura 6.39: Dall’alto in basso potenza trasmessa nei modi del primo e del secondo ordine in funzione
del disallineamento angolare dello specchio curvo.
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L’ampiezza A e` stata posta a 5nrad, per mantenere la cavita` vicina al punto di
lavoro. La frequenza ν del moto oscillatorio degli specchi e` variabile nella banda da
5Hz a 12 kHz, in modo da coprire interamente la banda di rivelazione di VIRGO.
Fintanto che la cavita` e` vicina al punto di lavoro ci attendiamo che ad una varia-
zione sinusoidale di θx,y corrisponda una variazione della potenza trasmessa (dPtr)
anch’essa di forma sinusoidale. In questo contesto abbiamo misurato l’ampiezza
e la fase della sinusoide corrispondente alla potenza trasmessa in funzione della
frequenza ν delle oscillazioni in θx,y dello specchio curvo, per avere un’ulteriore
verifica delle capacita` filtranti della cavita`.
La prima cosa da notare e` che la frequenza di oscillazione della potenza trasmessa
e` doppia rispetto a quella relativa alle oscillazioni angolari dello specchio, questo
accade perche´ in un periodo di oscillazione lo specchio passa per due volte, con
velocita` opposte, per la posizione di allineamento perfetto. Per cui indicando con
νθ la frequenza del moto dello specchio e con νP la frequenza delle oscillazioni della
potenza trasmessa, si ha la relazione:
νP = 2νθ
La figura 6.40 illustra questo fenomeno per il caso di oscillazioni in θx a 50Hz.
Qualitativamente ci attendiamo che al crescere della frequenza di oscillazione si
abbia una riduzione dell’ampiezza delle oscillazioni nella potenza trasmessa dovu-
ta all’azione filtrante della cavita` ottica. In figura 6.41 presentiamo un confronto
visivo fra l’ampiezza delle oscillazioni nella potenza tramessa in relazione a valori
crescenti di νθ, come si puo` notare il comportamento della cavita` rispetta le attese.
Per avere risultati quantitativi abbiamo misurato l’ampiezza e la fase delle flut-
tuazioni di potenza trasmessa relativamente a oscillazioni in θx,y nella banda di
frequenze da 5Hz a 12 kHz. In particolare la frequenza νθ del moto dello spec-
chio e` stata incrementata a passi di 5Hz negli intervalli di frequenza 5–50Hz
e 200–300Hz in modo da avere una mappatura precisa delle zone critiche della
funzione di traferimento: valore DC e polo. Per ogni valore di νθ abbiamo consi-
derato 2 · 10−2 s di simulazione misurando la potenza trasmessa Ptr dalla cavita`,
i dati vengono raccolti con una frequenza di campionamento di 105Hz, per cui
ogni curva e` costituita da 2000 punti. Per ognuna di queste abbiamo misurato
l’ampiezza relativa di oscillazione (dP/P ) e la fase, ottenedo le funzioni di trasfe-
rimento presentate nelle figure 6.42 e 6.43 in cui si evidenzia l’azione della cavita`
da filtro passa–basso del primo ordine. Da notare che le curve in figura 6.42 e
6.43 rappresentano le variazioni relative di potenza trasmessa (dP/P ) in funzione
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Figura 6.40: Confronto fra la frequenza della sinusoide relativa alla coordinata angolare θx dello
specchio curvo e quella relativa alla variazione corrispondente di potenza tramessa (Ptr). Le curve sono
state traslate e rinormalizzate per rendere efficace il confronto visivo per questo sull’asse y le dimensioni
sono arbitrarie.
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Figura 6.41: Confronto fra l’ampiezza delle oscillazioni della potenza trasmessa per tre valori di νθ:
50, 250, 500Hz. Si nota che l’ampiezza decresce al crecere di νθ.
della frequenza νθ delle oscillazioni dello specchio che, come abbiamo notato pre-
cedentemente, risulta la meta` di νP , frequenza delle oscillazioni in potenza. Per
questo motivo il polo delle funzioni di trasferimento in figura e` nella zona intor-
no a 236Hz come ci attendiamo visto che abbiamo misurato il polo della cavita`
simulata alla frequenza di ≈ 472Hz. Al crescere della frequenza νθ la fase della
funzione di trasferimento si avvicina al valore −pi/2, comportamento tipico di un
filtro del primo ordine. Inoltre possiamo notare che a parita` di ampiezza di oscilla-
zione la variazione di θy e` piu` critica di quella in θx: (dP/P )(νθy) ≈ 10(dP/P )(νθx).
Abbiamo misurato il polo delle funzioni di trasferimento attraverso un fit di (dP/P )(νθ)
con la seguente funzione a due parametri incogniti:




dove (dP/P )max rappresenta il valore DC di (dP/P )(νθ) e ν0 e` la frequenza del
polo. Nelle figure 6.42 e 6.43 vengono presentati anche i risultati del fit dei dati.
La frequenza del polo nei due casi di disallineamento in θx e θy risulta:
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Figura 6.42: Diagramma di Bode relativi alla funzione di trasferimento fra oscillazioni di θx dello
specchio curvo e oscillazioni relative in potenza trasmessa dalla cavita` (dP/P ). Nel grafico vengono
presentati i risultati del fit dei dati.
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Figura 6.43: Diagramma di Bode relativi alla funzione di trasferimento fra oscillazioni di θy dello
specchio curvo e oscillazioni relative in potenza trasmessa dalla cavita` (dP/P ). Nel grafico vengono
presentati i risultati del fit dei dati.
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• Oscillazioni dello specchio in θx:
ν0 = 236.0 ± 0.5Hz
• Oscillazioni dello specchio in θy:
ν0 = 235.7 ± 0.5Hz
Gli effetti del disallineamento dinamico della cavita` vengono quindi filtrati tramite
un polo del primo ordine. In conclusione dobbiamo notare che, dato il rapporto
fra la frequenza di oscillazione dello specchio e la relativa frequenza di oscillazione
delle potenza trasmessa, la cavita` agisce come filtro passa–basso per le oscillazioni
in frequenza con un polo a frequenza doppia rispetto a quella calcolata prece-
dentemente. Per cui per oscillazioni in θx si ottiene una frequenza del polo per
le oscillazioni in potenza di 472 ± 1Hz, nell’altro caso otteniamo una frequen-
za di 471 ± 1Hz, valori compatibili con ν0 ≈ 472Hz misurato in precedenza
relativamente alle fluttuazioni in potenza del laser.
6.11.1 Compatibilita` con i dati ottenuti dal disallinea-
mento statico.
e` possibile collegare i risultati ottenuti per il disallineamento dinamico con quelli
relativi al disallineamento statico sintetizzati dall’ equazione 6.20. In particolare il
valore di (dP/P )max definito in equazione 6.35, rappresentando il valore stazionario
di dP/P , deve essere compatibile con il valore di δP/Pstat(θx, θy) (equazione 6.20)
relativo al disallineamento statico di 5nrad. Per confrontare correttamente i dati
e` necessaria una breve discussione preliminare: si faccia riferimento alla figura
6.44, che rappresenta la variazione di potenza trasmessa dalla cavita` (dPtr) nel
caso di disallineamento dinamico in θx sinusoidale, di ampiezza 5nrad e frequenza
50Hz. La frequenza del polo della cavita` e` di ≈ 230Hz  50Hz, per cui a
questa frequenza possiamo affermare che la cavita` riesce a caricarsi completamente
e istante per istante si trova in uno stato quasi stazionario. La variazione di potenza
trasmessa dPtr (figura 6.44) segue una legge sinusoidale con ampiezza dPmaxtr ,
nell’istante in cui, nel suo moto, lo specchio si trova allineato la potenza trasmessa
raggiunge il massimo e dPtr = dPmaxtr , mentre quando lo specchio raggiunge il
massimo valore di disallineamento14 la potenza trasmessa ha un minimo relativo
14Nel nostro caso 5nrad in θx.
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Figura 6.44: Variazione di potenza trasmessa dalla cavita` per disallineamento angolare dinamico
sinusoidale in θx, di ampiezza 5nrad e frequenza 50Hz. Quando la curva dPtr(t) tocca la linea orizzontale
continua la cavita` e` allineata e la potenza trasmessa e` massima. Nei punti di minimo relativo di dPtr(t)
lo specchio raggiunge il massimo disallineamento, in questo caso 5nrad in θx.
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e dPtr = −dPmaxtr . Per questo motivo il valore che deve essere confrontato con
i risultati del disallineamento statico non e` (dP/P )max ma il doppio di questo
valore, come illustrato dalla figura 6.44. A questo punto possiamo confrontare
i risultati ottenuti nello studio del disallineamento statico con quelli relativi al
disallineamento dinamico:
• Disallineamento Dinamico: nelle figure 6.42 e 6.43 sono presentati i valori















= 1.2204 · 10−7 ± 6 · 10−11
• Disallineamento Statico: Dall’equazione 6.20 otteniamo i seguenti valori













(0, 5nrad) ≈ 1.2200 · 10−7 ± 3 · 10−11




Attraverso questo lavoro abbiamo ottenuto una descrizione dettagliata degli effetti
del disallineamento della cavita`, sia nel caso statico che dinamico. Dalle equa-
zione 6.14 e 6.20 possiamo ottenere stime della variazione di potenza trasmessa a
causa di disallineamento angolare o lineare dello specchio curvo nel caso statico,
e attraverso la misura del polo della cavita` e` possibile estendere i risultati al caso
dinamico. Attraverso le espressioni 6.13 e 6.19 e` possibile stimare le fluttuazioni
in lunghezza della cavita` dovuti all’azione del controllo della lunghezza nel caso di
disallineamento, allo stesso modo possiamo calcolare lo spostamento in frequenza
tramite la relazione δν = (ν0/L0)δL di cui abbiamo verificato la validita`.
Tali stime permettono di effettuare un confronto con i valori del disallineamento
osservati in VIRGO provenienti dalle prestazioni del sistema di allineamento auto-
matico del Mode Cleaner. In questo modo si puo` prevedere il rumore in potenza e
in frequenza derivante da questi effetti, sia nel caso statico che tenendo conto del
polo della cavita`. Inoltre dallo studio della composizione modale del fascio in pre-
senza di disallineamento e` possibile stimare il deterioramento spaziale del fascio in
condizioni di disallineamento dello specchio curvo. A questo dobbiamo aggiungere
che il presente lavoro si inserisce in un programma della collaborazione VIRGO
volto alla creazione di files standard per la simulazione dei componenti del sistema
di iniezione, e costituisce un test delle capacita` di SIESTA nella simulazione di
cavita` risonanti triangolari.
In chiusura riportiamo un riepilogo dei risultati principali:
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Disallineamento lineare dello specchio terminale.
Nel caso di disallineamento lineare si ottengono le seguenti curve rappresentative
dello spostamento della lunghezza di risonanza (δL) e della variazione di potenza
trasmessa in risonanza (δP ) (equazioni 6.14 e 6.15):
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Si nota che la cavita` e` molto piu` sensibile a disallineamenti sul piano della cavita`
(δx), definito dai centri di massa dei tre specchi. Si ricorda infine che una cavita`
a due specchi con uguale finezza e uguale lunghezza reagisce ai disallineamenti
lineari dello specchio terminale come una cavita` triangolare disallineata in direzione
ortogonale al piano della cavita` (δy).
Disallineamento angolare dello specchio terminale.
Anche in questo caso si nota una maggiore sensibilita` della cavita` a disallinea-
menti angolari che interessano il piano della cavita` (θx). Si ottengono le seguenti
espressioni per δP/P0 e δL/L0 (equazioni 6.20 e 6.21):
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Nel caso di disallineamento angolare una cavita` a due specchi si comporta come
una cavita` triangolare per disallineamenti in θx.
Risposta modale.
Abbiamo misurato i coefficienti di accoppiamento in potenza Cm,nfra il modo fon-
damentale TEM0,0 e i modi di ordine superiore TEMm,n con m + n ≤ 2. Si





dove Pm,n e` la potenza trasmessa nel modo TEMm,n. Il fascio in ingresso e` puro
TEM0,0. I risultati ottenuti nei due casi di disallineamento lineare e angolare sono
elencati di seguito.
Disallineamento lineare. In questo caso, per piccoli disallineamenti, il modo
fondamentale si accoppia solamente con i modi del primo ordine TEM1,0 e TEM0,1;
i coefficienti di accoppiamento risultano:
C1,0(δx) =
(





3.9397 · 10−8 ± 2 · 10−13) ( δy
1µm
)2
Disallineamento angolare. In questo caso il modo fondamentale si accoppia con
i modi del primo e del secondo ordine, in particolare i modi TEM2,0 e TEM0,2. Si
ottengono i seguenti coefficienti di accoppiamento:
C1,0(θy) =
(





























Abbiamo verificato l’azione di filtro basso del primo ordine della cavita` sia per
quanto riguarda le fluttuazioni in potenza del fascio in ingresso sia per le fluttua-
zioni delle coordinate angolari dello specchio terminale. Abbiamo misurato il la
frequenza del polo (ν0) per le fluttuazioni in potenza del fascio in ingresso alla
cavita` ottenendo il valore:
ν0 = 472.2 ± 0.8Hz
Abbiamo misurato la frequenza del polo relativo alle fluttuazioni delle coordinate
angolari dello specchio, curvo ottenendo i seguenti valori:
oscillazioni in θx → ν0 = 236± 0.5Hz
oscillazioni in θy → ν0 = 235.7± 0.5Hz





Per rumore si intende un processo aleatorio, e quindi non riproducibile, che modi-
fica un segnale utile. Tali processi possono essere studiati tramite la misura di una
quantita` fisica caratteristica del rumore in esame (detta funzione aleatoria) entro
un certo intervallo di tempo (tempo di integrazione). Dal punto di vista teorico il
rumore viene trattato come oggetto statistico, di cui possiamo definire una media
di ensemble, che, considerando opportune ipotesi ergodiche viene assimilata alla
media temporale, quindi ad una quantita` misurabile. Inoltre i processi aleatori di
maggior interesse sono quelli stazionari che hanno media temporale indipendente
dal tempo. Nella nostra analisi ci riferiremo a processi stazionari.
A.2 Grandezze caratteristiche.










• Funzione di Autocorrelazione:
Rx(τ) 〈x(t)x∗(t− τ)〉 (A.2)
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Nel caso stazionario la funzione di correlazione relativa ad un processo alea-
torio non dipende dal tempo. Come vedremo in seguito dalla misura della
funzione di autocorrelazione e` possibile risalire ad importanti informazioni
sulla statistica del processo e sull’energia coinvolta.






x2(t)dt = Rx(0) (A.3)
Il valore della funzione di autocorrelazione in τ = 0 e` uguale alla potenza relativa
al proceso aleatorio. Questo stretto rapporto fra funzione di autocorrelazione e
contenuto energetico del segnale si evidenzia ancor di piu` nel dominio delle fre-
quenze. Indicando con X(ν) la trasformata di Fourier di x(t), ed utilizzando il















viene detta densita` spettrale di potenza relativa al processo x. Dal confronto
delle equazioni A.4 e A.5 segue dPx = Sx(ν) dν, il valore di Sx(ν) in ν0 rappre-
senta il contributo alla potenza totale dato dall’intervallo infinitesimo di frequenza
dν intorno a ν0. Da cui il nome di densita` spettrale di potenza.
Utilizzando le proprieta` della trasformata di Fourier e` possibile dimostrare il





La funzione di autocorrelazione e la densita` spettrale di potenza sono quindi una
coppia trasformata–antitraformata di Fourier.
In Virgo la sensibilita` dello strumento viene valutata proprio in termini di densita`





Le dimensioni di h(t) dipendono dalle dimensioni di Rx, tipicamente si ha a che
fare con segnali elettrici di cui x(t) rappresenta l’ampiezza, per cui le dimensioni
di Rx sono V olt2. Nel caso di Virgo, a seguito della calibrazione, Rx diviene una
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quantita` adimensionata, per cui l’unita` di misura di h˜ nel sistema internazionale
diviene Hz−1/2.
A.3 Rumore e filtri lineari.
Per estrarre informazione scientifica da un insieme di dati, spesso sotto forma
di segnali elettrici, e` necessaria una fase di elaborazione per affrancarsi il piu`
possibile dal rumore sperimentale. L’ente responsabile di questa operazione e` il
filtro, rappresentabile matematicamente tramite un operatore H che agisce su un
segnale in ingresso x(t) generando in uscita y(t):
y(t) = H[x(t)] (A.8)
Nel seguito ci riferiremo ai filtri lineari, dove H e` un operatore lineare, ed in par-
ticolare ai filtri lineari stazionari dove l’uscita non dipende dall’istante in cui viene
applicato l’ingresso, queste richieste aggiuntive portano alla seguente relazione




k(t− τ)x(τ) dτ (A.9)
dove k e` la risposta impulsiva o funzione di Green del sistema. In generale i sitemi
lineari non stazionari rappresentano fenomeni fisici descrivibili tramite sistemi di
equazioni differenziali lineari a coefficienti costanti, come per esempio, le equazioni
della circuiteria elettrica. Per risolvere questo tipo di problemi e` preferibile spo-
starsi nel dominio delle frequenze, e` infatti immediato notare che la relazione A.9
rappresenta un integrale di convoluzione. Trasformando la A.9 secondo Fourier
ed utilizzando in luogo della pulsazione ω la frequenza ν = 2pi ω come variabi-
le immagine di t, si ottiene la seguente relazione fra le trasformate di ingresso e
uscita:
Y (ν) = K(ν)X(ν) (A.10)
dove K(ν), trasformata di Fourier di k(t), e` la funzione di trasferimento del
sistema: conoscere K(ν) significa conoscere la risposta del sistema ad un qualun-
que segnale di ingresso.
Come precedentemente notato in ingresso al filtro abbiamo un segnale che puo`
essere visto come la sovrapposizione di un segnale di interesse e di numerosi di-
sturbi causati dal rumore sperimentale. Ci chiediamo quale sia l’effetto dei filtri
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lineari sulle caratteristiche del rumore in ingresso. Per risolvere questa questione
e` sufficiente calcolare la densita` spettrale Sy(ν) all’uscita del filtro dato un segna-
le in ingreso di densita` spettrale nota Sx(ν), il calcolo nello spazio di Fourier e`
immediato:
Sy(ν) = |K(ν)|2 Sx(ν) (A.11)
La densita` spettrale del rumore in uscita al filtro e` il prodotto della densita` spet-
trale in ingresso per il modulo quadro della funzione di trasferimento del sistema.
Con un’opportuna scelta di K(ν) e` quindi possibile modificare le caratteristiche




Un sistema di controllo, o regolatore, e` un dispositivo che agisce automaticamente
su alcune grandezze manipolabili di un sistema, detto sistema controllato, in modo
che questo presenti un’evoluzione temporale adeguata alle richieste del progetti-
sta. Un controllore complesso, costituito da piu` sottosistemi, viene generalmente
rappresentato tramite schemi a blocchi che hanno il pregio di rendere visivo il
rapporto di causalita` fra le parti. In generale un sistema di controllo puo` agire
su piu` variabili di ingresso ed avere piu` di una uscita, tuttavia in questo lavoro
ci riferiremo a sitemi ad un solo ingresso ed una sola uscita1 che costituiscono i
componenti fondamentali per implementare regolatori di maggiore complessita`.
Il segnale di ingresso di un sistema di controllo viene detto variabile di riferimento
(r) e l’uscita variabile controllata (c). L’azione del regolatore si esplica mediante
un attuatore, cioe` un dispositivo che provvede a modificare la variabile controllata
in base ad un segnale, detto segnale di errore, che trasporta informazioni sullo
stato del sistema controllato. Tali informazioni vengono rese disponibili mediante
trasduttori, dispositivi che misurano una grandezza e la convertono in un’altra di
diversa natura fisica, adatta per la trasmissione di dati a distanza, come ad esem-
pio una corrente elettrica o una tensione.
Per fare un esempio relativo al progetto VIRGO, per quanto riguarda i sistemi di
controllo della lunghezza delle cavita` ottiche, l’attuatore e` rappresentato dai siste-
mi di bobine posti sul filtro 7 e sulla massa di riferimento, mentre il trasduttore
e` l’insieme dei fotodiodi ed elettronica di elaborazione del segnale che sovrintende
alla determinazione del segnale di Pound–Drever–Hall ed al calcolo delle correzioni
da operare.
1Altrimenti noti come sistemi SISO dall’inglese Single Input Single Output.
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Esistono due tipologie principali di regolatori: ad azione diretta e a retroazione.
Nei sistemi di controllo ad azione diretta il valore della variabile controllata viene
determinato in base ad un modello matematico, senza operare alcuna verifica sulla
rispondenza dell’uscita del regolatore alle specifiche di progettazione. Per questo
motivo i sistemi ad azione diretta vengono chiamati predittivi. Nei sistemi a re-
troazione, invece, l’entita` della correzione viene decisa in base alla misura della
variabile controllata, per questa caratteristica questo tipo di regolatore viene det-
to esplorativo. I sistemi di controllo reali usualmente presentano sia componenti
ad azione diretta che in retroazione poiche´ le due soluzioni tecniche presentano
pregi e difetti complementari, per cui nel progetto di regolatori complessi e` pos-
sibile impiegare, per esempio, la metodologia dei controlli ad azione diretta per
migliorare le prestazioni di dispositivi fondamentalmente in retroazione e vicever-
sa. In questo contesto, tuttavia, esporremo la teoria dei soli sistemi in retroazione,
di largo impiego nei numerosi regolatori che sovrintendono al mantenimento del
punto di lavoro di VIRGO. Per un’esposizione dettagliata della teoria dei controlli
automatici si rimanda alla referenza [81].
B.1 Sistemi in retroazione.
In questo contesto esporremo le caratteristiche principali dei sistemi di controllo
in retroazione, in particolare ci riferiremo ai modelli stazionari lineari, in cui le
relazioni fra ingresso e uscita dei singoli blocchi sono rappresentabili matematica-
mente da equazioni differenziali lineari a coefficienti costanti. Questa circostanza
ci permette di utilizzare i potenti strumenti delle trasformate integrali, di Laplace
o Fourier, per l’indagine delle caratteristiche dei regolatori. In questo schema ogni
blocco del dispositivo viene rappresentato da una funzione di trasferimento che
rappresenta completamente l’azione del sottosistema in esame sulla variabile di
ingresso.
Come precedentemente osservato, nei sistemi in retroazione la variabile controllata
viene continuamente confrontata con il segnale di riferimento per risalire al segnale
di errore e quindi alle modifiche da apportare all’uscita. E` quindi necesario un col-
legamento fisico fra l’uscita e l’ingresso del sistema detto feedback ; ogni regolatore
in retroazione ha una struttura ad anello chiuso. Per inciso si possono avere due
tipologie di feedback: positivo e negativo. Nel primo caso l’uscita viene portata
all’ingresso senza modificarne il segno, nel secondo caso l’uscita viene invertita. I
sistemi a retroazione positiva presentano, in generale, comportamento instabile e
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Figura B.1: Schema di un generico sistema di controllo a feedback negativo.
non vengono utilizzati nei sistemi di controllo.
Lo schema di base di un regolatore viene presentato in figura B.1 dove i segnali
di ingresso, uscita e i sottosistemi sono rappresentati nello spazio di Laplace. Il
significato dei simboli e` il seguente:
• r(s): segnale di riferimento (o set point).
• c(s): variabile controllata.
• G(s): funzione di trasferimento del percorso di segnale diretto.
• H(s): funzione di trasferimento del segnale in retroazione.
• e(s): segnale di errore.
La funzione di trasferimento del sistema e` data dal rapporto c(s)r(s) , tenendo presente
lo schema di figura B.1 il calcolo e` immediato:
c(s) = r(s)G(s) − c(s)H(s)G(s) (B.1)






H(s)G(s) viene chiamato guadagno di anello, come vedremo lo studio di questo
termine e` fondamentale per lo studio della stabilita` dei sistemi in retroazione. Nel
caso in cui |G(s)H(s)|  1 l’uscita del sistema di controllo e` largamente insensibile
ai disturbi nel segnale di riferimento.
Nel caso di VIRGO senza l’utilizzo di feedback la funzione di trasferimento sarebbe
cos`ı larga che l’interferometro attraverserebbe molte frange a caua del contributo
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a basse frequenze del rumore sismico. In questo modo l’uscita non sarebbe di certo
lineare e sarebbe difficile estrarre informazioni dallo strumento. Con una scelta
sufficientemente grande del guadagno di anello invece si puo` tenere l’interferome-
tro molto vicino al punto di lavoro ottenendo un regime di risposta lineare.
B.2 Stabilita`.
La stabilita` di un sistema viene studiata tramite la disposizione dei poli della
funzione di trasferimento nel piano complesso, in particolare e` necesario risalire al
segno della parte reale dei poli. Infatti poli con parte reale negativa descrivono
sistemi che, se perturbati, tendono a tornare nella posizione di equilibrio, mentre
poli con parti reali positive decrivono sistemi instabili.
La funzione di trasferimento di un generico sistema di controllo lineare, a patto
che non si abbiano blocchi di ritardo, e` data da una funzione razionale fratta in s
il cui denominatore spesso e` un polinomio di grado elevato, per cui non e` sempre
possibile il calcolo analitico di tutti i poli della funzione di trasferimento. Tuttavia
sono stati sviluppati numerosi metodi per stabilire se un regolatore sia stabile o
meno senza dover ricorrere al calcolo esplicito delle soluzioni di 1+G(s)H(s) = 0.
Di seguito esporremo in particolare il criterio di Nyquist, rimandando per una
trattazione delle altre possibili metodologie alla referenza [81].
B.2.1 Criterio di Nyquist.
Prima di enunciare il criterio di stabilita` e` opportuno introdurre il concetto di
diagramma polare di una funzione di trasferimento generica A(s). Per ottenere
il diagramma polare si consideri la forma armonica di A(s) ottenuta sostituendo
a s il fattore iω, dove i e` l’unita` immaginaria. Si ottiene pertanto una funzione
complessa scomponibile nella sua parte reale ed immaginaria:
A(iω) = RA(ω) + iIA(ω)
A questo punto ad ogni valore di ω corrisponde un punto del piano complesso la cui
ascissa e` RA e l’ordinata IA(ω), il diagramma polare di A e` l’insieme di questi punti
ottenuti per ω variabile da 0 a ∞. E` possibile estendere il procedimento anche
a pulsazioni negative e costruire diagrammi polari per ω variabile da −∞ a ∞;
considerando che, date le proprieta` delle trsformate integrali, A(−iω) = A∗(iω), il
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completamento del diagramma polare per pulsazioni negative si ottiene ribaltando
intorno all’asse delle ascisse quello tracciato per pulsazioni negative. Ai diagrammi
polari viene associato anche un senso di percorrenza definito dalla direzione in cui
ω cresce in valore.
Il criterio di Nyquist si basa sullo studio della funzione guadagno di anello F (s) =
G(s)H(s), ed in particolare sulla forma del suo diagramma polare completo, questo
approccio grafico al problema fa del criterio di Nyquist uno strumento di diretta e
semplice applicazione.
Presentiamo adesso l’enunciato del criterio di stabilita`:
• Criterio di Nyquist: Sistemi asintoticamente stabili ad anello aper-
to, a meno di eventuale polo semplice o doppio nell’origine. Nell’i-
potesi che la funzione guadagno di anello F (s) abbia tutti i poli a parte reale
negativa, eccezion fatta per un eventuale polo semplice o doppio nell’origine,
condizione necessaria e sufficiente perche´ il sistema in retroazione sia stabile
e` che il diagramma polare completo della funzione F (iω) non circondi ne`
tocchi il punto critico −1.
Questo enunciato del criterio di Nyquist copre la maggior parte dei casi di interesse.
Tuttavia esiste anche un enunciato piu` generale applicabile anche al caso di sistema
instabile ad anello aperto:
• Criterio di Nyquist: sistemi instabili ad anello aperto con un even-
tuale polo semplice o doppio nell’origine. Nel caso in cui F (s) non
presenti poli immaginari, eccezion fatta per un eventuale polo semplice o
doppio nell’origine, condizione necessaria e sufficiente perche´ il sistema in
retroazione sia stabile e` che il diagramma polare completo di F (iω) circondi
il punto critico −1 tante volte in senso antiorario quanti sono i poli di F (s)
a parte reale positiva. Ogni giro in meno in senso antiorario o ogni giro in
piu` in senso orario corrisponde alla presenza di un polo a parte reale positiva





La tecnica di Pound–Drever–Hall fu ideata per migliorare le specifiche di stabilita`
in frequenza dei laser commerciali, asservendo il fascio su una cavita` ottica riso-
nante. Viceversa e` possibile utilizzare la tecnica di Pound–Drever per asservire
una cavita` ottica alla sorgente laser, in questo modo e` possibile misurare le flut-
tuazioni di lunghezza della cavita` con estrema precisione, si capisce quindi come
questa tecnica sia largamente utilizzata nella rivelazione interferometrica di onde
gravitazionali.
Questo metodo e` stato ideato da Ron Drever, basandosi su una tecnica analoga
precedentemente implementata nel campo delle micro onde da R. V. Pound, tut-
tavia gran parte del lavoro di messa a punto e sviluppo di questo metodo e` stato
effettuato dal gruppo di Jan Hall. Nel seguito presenteremo dapprima un model-
lo concettuale per comprendere il meccanismo alla base della tecnica di Pound–
Drever–Hall, per poi passare ad una descrizione di tipo quantitativo.
C.1 Modello concettuale.
Supponiamo di dover utilizzare una sorgente laser per qualche esperimento, ma
che le specifiche di stabilita` in frequenza non soddisfino le richieste sperimentali.
Molti laser in commercio hanno frequenza regolabile: sono dotati di una porta di
ingresso a cui e` possibile applicare dei segnali elettrici per aggiustare la frequenza
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Figura C.1: Intensita` riflessa da una cavita` Fabry–Perot in funzione della frequenza della luce laser.
della luce. Disponendo di un metodo efficace per la misura della frequenza del
laser si potrebbe costruire un feedback di controllo per aumentare la stabilita` in
frequenza della sorgente.
La misura della frequenza di un laser viene effettuata utilizzando una cavita` Fabry–
Perot: si illumina la cavita` e si cerca la condizione di risonanza, ricordando che una
cavita` Fabry–Perot presenta delle righe di trasmissione (di larghezza dipendente
dalla finezza) distanziate in frequenza di un ISL = c2L . Immaginiamo di operare
nelle vicinanze di una risonanza, per avere una certa quantita` di luce trasmessa, e
di modulare leggermente la frequenza del laser in modo da rimanere sempre dal-
lo stesso lato della curva di trasmissione: una variazione di frequenza del laser,
in questo caso, genera una variazione di potenza trasmesa dalla cavita`. Si po-
trebbe utilizzare questo segnale per stabilizzare l’intensita`, e quindi la frequenza,
del laser. Questo metodo veniva utilizzato prima dello sviluppo della tecnica di
Pound–Drever–Hall, e soffre di alcune patologie. Ad esempio non c’e` modo di di-
stinguere fra fluttuazioni di intensita` trasmessa dovute a fluttuazioni di frequenza
o di intensita` del laser. Per risolvere questo problema si potrebbe misurare l’inten-
sita` riflessa dalla cavita` (figura C.1) e costruire un feedback per mantenerla nulla,
in questo modo il rumore in frequenza si disaccoppia dalle fluttuazioni di intensita`
del laser.
Tuttavia rimane un problema fondamentale: l’intensita` trasmessa o riflessa dalla
cavita` e` simmetrica rispetto alla risonanza, per cui dalla misura dell’intensita` non
e` possibile stabilire da quale lato della risonanza ci troviamo. In particolare, se
la frequenza del laser si sposta dal valore relativo alla risonanza della cavita`, con
i suddetti metodi non e` possibile stabilire se la frequenza deve esere aumentata o
diminuita per ripristinare la condizione di risonanza. Per ottenere questa informa-
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zione, in luogo di misurare l’intensita` riflessa dalla cavita` si dovrebbe misurare la
derivata dell’intensita` riflessa rispetto alla frequenza , che, essendo antisimmetrica
rispetto alla risonanza, ci indica il segno giusto delle correzioni da apportare alla
frequenza del laser. Questo e` possibile modulando sinusoidalmente la frequenza
del laser e misurando l’intensita` riflessa in questa circostanza: se ci troviamo al di
sopra della risonanza (vedi figura C.1), la derivata dell’intensita` riflessa e` positiva,
per cui una variazione sinusoidale della frequenza del laser genera una variazione
sinusoidale dell’intensita` riflessa in fase con il segnale di modulazione. Nel caso in
cui si operi a frequenze inferiori a quella di risonanza le due sinusoidi, relative alla
modulazione di frequenza e alla variazione di intensita` riflesa dalla cavita`, sono in-
vece in opposizione di fase (differenza di fase di pi). Se la frequenza del laser viene
modulata a cavallo della risonanza, dove l’intensita` riflea ha un minimo, piccole
variazioni di frequenza non producono apprezzabili variazioni dell’intensita` rifles-
sa. Dal confronto fra il segnale di modulazione e l’intensita` riflessa dalla cavita` si
puo` quindi stabilire da che lato della risonanza ci troviamo fornendo un segnale di
errore per la stabilizzazione in frequenza del laser. Qusto meccanismo e` alla base
della tecnica di Pound–Drever–Hall. Per inciso quanto detto e` valido se la frequen-
za del laser viene modulata lentamente, cioe` in tempi grandi rispetto al tempo di
risposta della cavita`. Tuttavia, come vedremo, la tecnica di Pound–Drever–Hall
funziona anche per alte frequenze di modulazione ed e` proprio in questo regime
che si ottengono le performance migliori.
C.1.1 Implementazione dello schema di Pound–Drever.
Allo scopo di utilizzare la tecnica di Pound–Drever–Hall e` necessario l’utilizzo del-
l’apparato rappresentato schematicamente in figura C.2, di cui andiamo a descri-
vere il funzionamento. La luce laser viene modulata in frequenza da una Pockels
Cell collegata ad un oscillatore locale e inviata su una cavita` ottica. La luce ri-
flessa, tramite un isolatore ottico, viene raccolta da un fotodiodo connesso con un
Mixer. L’uscita del Mixer e` data dal prodotto dei segnali in ingresso, per cui avra`
componenti dc, alla frequenza di modulazione e a frequenza doppia. Attraverso
un filtro passa–basso viene isolato il contributo a basa frequenza che ci indica il
segno della derivata dell’intensita` riflessa dalla cavita`. Questo segnale viene poi
elaborato da un servo amplificatore e inviato agli elettrodi per la correzione della
frequenza del laser. La linea di ritardo fra l’oscillatore ed il mixer e` essenziale per
compensare la differenza di fase fra i due segnali dovuta al diverso percorso.
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Figura C.2: Apparato sperimentale necessario per l’utilizzo della tecnica di Pound–Drever–Hall. Nello
schema la frequenza del laser e` asservita alla lunghezza della cavita`. Si potrebbe immaginare di collegare
il circuito di feedback, anziche` al laser, ad un sistema attuatore idealmente posto sullo specchio terminale
della cavita` Fabry-Perot e capace di spostare il punto di sospensione dello specchio stesso. In questo modo
si avrebbe asservimento della lunghezza della cavita` alla frequenza del laser.
C.2 Modello quantitativo.
C.2.1 Riflessione di un’onda piana monocromatica da
una cavita` Fabry–Perot
. Consideriamo un’onda piana monocromatica in ingresso ad una cavita` Fabry–
Perot, ci chiediamo quale sia il campo riflesso dalla cavita` nel suo insieme. Indi-
chiamo con Ein il campo elettrico in ingresso e con Er quello riflesso:
Ein = E0eiωt (C.1)
Er = E1eiωt
dove E0 ed E1 sono valori complessi che rendono conto della differenza di fase fra
i due campi. L’effetto della cavita` Fabry–Perot puo` essere interamente descritto
tramite un coefficiente di riflessione complesso, che indicheremo con R(ω), dato








Considerando per semplicita` una cavita` Fabry–Perot simmetrica1, con perdite nulle
e indicando con r il coefficiente di riflessione in ampiezza comune ai due specchi,
1Per cavita` simmetrica si intende che le caratteristiche dei due specchi sono identiche.
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1− r2ei ωISL (C.3)
dove ISL = c/2L e` l’intervallo spettrale libero della cavita` di lunghezza L. In
figura C.3 viene presentato l’andamento tipico del modulo e della fase di R(ω).
Il fascio riflesso dalla cavita` e` dato dalla somma coerente di due componenti: la
luce immediatamente riflessa dallo specchio di input della cavita` e la luce che viene
trasmessa all’esteno dallo specchio di input stesso, mai perfettamente riflettente.
Queste due componenti hanno stessa frequenza e intensita` comparabile, tuttavia
la fase relativa delle due componenti dipende fortemente dalla frequenza del laser.
Considerando una cavita` ideale senza perdite, in condizione di risonanza le due
componenti hanno stessa intensita` e presentano uno sfasamento relativo di pi, in-
terferiscono distruttivamente in modo che non ci sia luce riflessa. Se la cavita` non
e` perfettamente risonante si avra` un fascio di luce riflesso la cui fase ci indica su
quale lato della risonanza stiamo operando. Tuttavia non si dispone di strumenti
per la misura diretta della fase di un’onda elettromagnetica, e` qui che la modula-
zione in frequenza del fascio incidente entra in gioco. Infatti il passaggio attraverso
la Pockels Cell genera nel fascio incidente due bande laterali ed una portante alla
frequenza del laser, fra le bande laterali e la portante esiste una relazione di fase
nota. Se adesso facciamo interferire le bande laterali con la portante sul fotodio-
do avremmo dei battimenti alla frequenza di modulazione dalla cui fase possiamo
risalire alla fase della portante.
In realta` in luogo di operare sulla frequenza viene modulata la fase del campo
incidente Ein attraverso una Pockels Cell connessa ad un oscillatore locale alla
frequenza Ω2. Il campo incidente diviene allora:
Ein = E0 e(iωt+β cosΩt) (C.4)
dove il parametro β e` la profondita` di modulazione. Per β  1 l’espressione sopra
e` approssimabile tramite uno sviluppo al primo ordine in funzioni di Bessel:
Ein = E0
[
J0(β) eiωt + J1(β) ei(ω+Ω)t − J1 ei(ω−Ω)t
]
(C.5)
dove Ji rappresenta la funzione di Bessel di ordine i-esimo. Questa forma per il
fascio incidente mette in evidenza la presenza delle tre componenti in frequenza:
2La modulazione in frequenza o in fase sono procedure equivalenti ai nostri scopi.
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Figura C.3: Modulo e fase del coefficiente di riflessione di una cavita` Fabry–Perot in funzione della
frequenza del laser espresa in unita` di intervallo spettrale libero (ISL = c
2L
). La finezza della cavita` e`
≈ 12, si noti la discontinuita` nella fase dovuta all’annullarsi dell’ intensita` riflessa per valori prossimi alla
risonanza.
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la portante e le due bande laterali. Per calcolare il campo riflesso (Er) dalla cavita`




J0(β)R(ω) eiωt + J1(β)R(ω +Ω) ei(ω+Ω)t − J1R(ω − Ω)ei(ω−Ω)t
]
Nella pratica viene misurata la potenza del fascio riflesso Pr = |Er|2 data dalla
seguente espressione:
Pr = P0 |R(ω)|2 + Pbl |R(ω +Ω)|2 + Pbl |R(ω − Ω)|2+
+2
√
P0PblRe [R(ω)R∗(ω +Ω) − R∗(ω)R(ω − Ω)] cosΩt+
+2
√
P0PblIm [R(ω)R∗(ω +Ω) − R∗(ω)R(ω − Ω)] sinΩt+
. . . (termini in 2Ω) (C.6)
dove abbiamo posto P0 = |E0|2 J20 e Pbl = |E0|2 J21 che rappresentano la potenza
nella portante e nelle bande laterali. Il segnale sul fotodiodo avra` tre componenti
principali: una componente continua, una componente alla frequenza di modula-
zione e una a frequenza doppia. Per ottenere informazioni sulla fase della portante
riflessa siamo interessati alla componente a frequenza Ω che viene isolata tramite
un mixer ed un filtro passa-basso. Tramite una scelta opportuna della frequenza
di modulazione e` possibile semplificare la forma dell’equazione C.6, in particolare
possiamo distinguere due situazioni3:
• Bassa frequenza: per Ω  ISL/F , con F finezza della cavita`. Il fattore
R(ω)R∗(ω + Ω) − R∗(ω)R(ω − Ω) e` reale, per cui il termine in sinΩt nella
C.6 e` nullo e sopravvive solamente il termine in cosΩt.
• Alta frequenza: per Ω ISL/F , vicino alla risonanza, il termineR(ω)R∗(ω+
Ω) − R∗(ω)R(ω−Ω) ha un valore puramente immaginario, per cui il termine
in cosΩt nella C.6 si elide.
In entrambi i casi si misura il valore di R(ω)R∗(ω + Ω) − R∗(ω)R(ω − Ω) che
rappresenta il segnale di errore cercato per asservire la frequenza del laser. Senza
addentrarci nei calcoli, per cui si rimanda alla referenza [80], presentiamo di seguito
la forma esplicita del segnale di errore ((ω)) nei due casi:
3Per maggiori dettagli si veda [80]
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Figura C.4: Grafico del segnale di errore () in funzione della frequenza del laser, nel regime di bassa








In figura C.4 presentiamo il grafico di . Nei pressi della frequenza di ri-
sonanza  presenta andamento lineare, per cui restringendoci a questa zo-
na possiamo utilizzare tecniche classiche dei sistemi di controllo lineari per
asservire il laser alla cavita` (e viceversa).
• Alta frequenza.
In questo regime, se la portante e` vicino alla risonanza, le bande laterali
sono completamente riflesse, per cui R(ω ± Ω) = −1. Si ottiene quindi la




In figura C.5 presentiamo un grafico del segnale di errore. Anche in questo
caso il segnale di errore presenta una dipendenza lineare dalla frequenza nei
pressi del valore di risonanza. Se la cavita` ha una finezza F elevata, nelle
vicinanze della risonanza, e` possibile approssimare il coefficiente di riflessione
della cavita` con la seguente espressione [80]:




Figura C.5: Grafico del segnale di errore in funzione della frequenza del laser, nel regime delle alte
frequenze di modulazione (Ω ISL/F ).
dove δω rappresenta lo scarto fra la pulsazione della portante ω ed il valore
di risonanza. In questo modo il segnale di errore e` proporzionale a δω ed ha
la seguente espressione:




In termini della frequenza ν = ω/2pi si ottiene infine:




Per maggiori dettagli si rimanda alla referenza [80].
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