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INTRODUCTION 
The essential feature ofl-matrix theory introduced by one of the authors [l] 
consists in realising that the multiple solutions of a polynomial matrix 
equation form an algebra under suitable conditions. This polynomial condi- 
tion must be more restrictive than the characteristic equation which any 
matrix satisfies according to the Cayley-Hamilton theorem. The simplest 
and perhaps the most important to physics in the class of matrix solutions 
which satisfy A* = 1. The dimension of the matrix representation is related 
to the number of elements and they possess the anticommuting property. 
The next polynomial condition which was investigated was A” = 1 yielding 
the generalised Clifford algebra. We now investigate other polynomials 
which yield interesting algebras [2, 31 with As = 0; As = A; A4 = As; 
8” = As-2 along with the condition that linear combinations of these also 
obey corresponding equations. More general conditions such as ‘4’ = A” 
(I > m) are also studied. 
SECTION 2 
(i) We deal herein with types of matrices obeying the conditions 
?I,* = 0; r = l,..., 12 and (RrL4r)s = 0. (2.1) 
It is verified that the matrices A, - s anticommute among themselves and 
the representation for such matrices will be 
r-1 
4 = % JJ B-2 
*=I 
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where 
rth place 
ol,=lxlx -** 1 x 01 x 1 x 1 x *** x 1 (n terms) 
pth place 
(2.2) 
and &=1X1X **- 1 x /3 x 1 x 1 x **a x 1 (N times). 
+ [a, fi] = - a; /3 = [Lx, a*]- 
a2 = a+2 =0. 0 I , a=o 0’ ( ) 
This structure is nothing new but that given by Jordan and Wigner [4] for 
the representation of ordinary fermi operators. 
(ii) Exploiting similar methods we can obtain other types of relations 
like 
A?=O; Br2 = 0 and (A, + B,)” = I (2.4) 
This can be satisfied if A, - s are those given above and B, - s are their 
respective adjoints: A,.+ = B, . Also it is seen that 
(CA, +CB,)2 = 4 (2.5) 
where q is the number of adjoint pairs that occur inside the bracket in 
Eq. (2.5). 
(iii) Matrices satisfying PI2 = 1, /I22 = 1 and (/3r + 8%)” = 2 can be 
represented by the construction 
& = A + A+; 
/z12 = i(A - A+) 
where A and A+ are the same as above. 
(2.6) 
(2.7) 
SECTION 3 
We now look for the matrices satisfying the relationships 
(3.1) 
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The solutions are the well-known Kammer matrices satisfying the commu- 
tation relations 
If one goes further and prescribes relations 
The following types of matrices satisfy the requirements completely. They 
are 
cYr = [yr @ 1 + ir i@ &] (3.4) 
where y,. - s are the generalised Dirac matrices and pr - s are the well 
known Kemmer matrices and y is the product of all the Dirac matrices. 
These are the elements of the Chandra ring [5]. We can also give the following 
construction satisfying equation (3.3): &,. = (7 3 1 + i/3r @ /3,.) if the 
number of /3 elements is odd, such that 
% -a=&,2 I (3.5) 
and 7 = nz=, qr where vr = 2/3r2 - 1 and fir - s are the usual Kemmer 
matrices. OL and Z satisfy the condition that linear combination of them also 
behave accordingly. 
We now ask the more general question: What are the conditions to be 
satisfied by the elements A, - s such that 
We recognise that 
(4.2) 
Hence if we prescribe the condition 
c L%l ... 4+2(hL--1uL - -‘k-,-L)1 = 0 (4.3) 
all 
perm. 
the matrices A, - s satisfy the Eq. (4.1). It is relevant to point out that such 
conditions for matrices for relativistic higher spin equations were derived 
by Umezawa and Visconti [6]. However, it has not been explicitly mentioned 
in literature that they satisfy the second part of the Eq. (4.1). 
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In a similar way, we can take matrices satisfying relations 
A,’ = A, and (4.4) 
and arrive at the necessary condition as 
(4.5) 
The generalization of the above relationships for the polynomial condition 
of the form AZ = A1-S (S = l,..., 1 - 1) can be easily obtained. For I = S; 
A1 = I and the condition is 
c (S,l...,, - A,, ... -4,,) = 0. (4.6) 
all 
perm. 
For the general case -41 = Al-s the necessary requirement is 
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