Metastatic cancer cells detect the direction of lymphatic flow by self-communication: they secrete and detect a chemical which, due to the flow, returns to the cell surface anisotropically. The secretion rate is low, meaning detection noise may play an important role, but the sensory precision of this mechanism has not been explored. Here we derive the precision of flow sensing for two ubiquitous detection methods: absorption vs. reversible binding to surface receptors. We find that binding is more precise due to the fact that absorption distorts the signal that the cell aims to detect. Comparing to experiments, our results suggest that the cancer cells operate remarkably close to the physical detection limit. Our prediction that cells should bind the chemical reversibly, not absorb it, is supported by endocytosis data for this ligand-receptor pair.
Metastasis is the process of cancer cells spreading from the primary tumor to other parts of the body. A major route for spreading is the lymphatic system, a network of vessels that carry fluid to the heart. Particular cancer cells detect the drainage of lymphatic fluid toward the vessels and move in that direction [1] . Experiments have shown that the detection occurs by self-communication: the cells secrete diffusible molecules (CCL19 and CCL21) that they detect with receptors (CCR7) on their surface [2] . The flow affects the distribution of detected molecules thereby provides information about the flow direction. This flow detection mechanism, termed 'autologous chemotaxis,' has been observed for breast cancer [2], melanoma [2] , and glioma cell lines [3] , as well as endothelial cells [4] , and has been studied using fluid dynamics models [2, 5, 6].
The flow is slow. Lymphatic drainage speeds near tumors are typically v 0 = 0.1−1 µm/s [7, 8] , and the speed decreases further with proximity to the cell surface due to the laminar nature of low-Reynolds-number flow. In contrast, a secreted molecule diffuses with coefficient D = 130−160 µm 2 /s [5] , covering a distance equivalent to the cell radius (a ≈ 10 µm [2]) in a typical time of a 2 /D and giving a "velocity" of D/a = 13−16 µm/s. The ratio of these velocities ≡ v 0 a/D = 0.006−0.08, called the Péclet number, is small, indicating that diffusion dominates over flow in this process.
Also, the secretion rate is low. Cells secrete 0.7−2.3 × 10 −15 g of CCL19/21 ligand in a 24-hour period ( Fig.  3F in [2] ), which given the molecular weights of these ligands (11 and 14.6 kDa, respectively [9]), corresponds to a secretion rate of ν = 1200−5200 molecules per hour. Yet, cells begin migrating in a matter of hours [2] .
The slow flow and low secretion rate raise the question of whether autologous chemotaxis is a physically plausible mechanism for these cells. Is a couple thousand molecules, biased by such a weak flow field, enough to determine the flow direction? If so, with what precision? Although this mechanism has been modeled at the continuum level, the question of sensory precision has remained unexplored.
At the same time, the question of sensory precision has been heavily explored for other cellular processes, beginning with the early work of Berg and Purcell [10] , and extending to more modern works on concentration sensing [11] [12] [13] [14] [15] [16] [17] [18] , gradient sensing [19] [20] [21] [22] [23] , and related sensory tasks [24] [25] [26] [27] ]. Yet, the mechanism of autologous chemotaxis has thus far evaded this list, despite its importance to cancer biology and its potential for interesting physics.
Here we combine stochastic techniques from sensory biophysics with perturbation techniques from fluid dynamics to derive the fundamental limit to the precision of flow sensing by self-communication. We consider two ubiquitous methods of molecule detection: absorption vs. reversible binding to receptors (Fig. 1) . For both, we find a Berg-Purcell-like expression that is ultimately limited by the Péclet number, the secretion rate, and the integration time. Comparing to the experiments, this expression places a stringent limit on the level of precision that is possible for these cells, suggesting that they detect the flow direction near-optimally given the physical constraints. Finally, we predict that reversible binding is more precise than absorption due to the fact that absorp- tion necessarily reduces the anisotropy in the detected signal, a prediction that we test with endocytosis data on the CCL19/21-CCR7 ligand-receptor pair. Consider a spherical cell with radius a that secretes molecules isotropically with rate β ≡ ν/4πa 2 per unit area, in the presence of a fluid flowing with velocity v 0 ( Fig. 1) . At low Reynolds number, laminar flow lines form around the cell [ Fig. 1(a) , blue]. In a completely permeable fluid, these flow lines obey Stokes' equation [10] . However, in the tumor environment and in experiments, the permeability K is low (κ ≡ √ K/a ∼ 10 −3 [2]). In this case the flow lines obey the more general Brinkman's equation [28] . For a sphere at steady state they are given by
(1)
Here, ρ ≡ r/a and ζ ≡ 1 + 3κ + 3κ 2 , the flow is in theẑ direction (θ = 0), and v is independent of φ by symmetry.
In the limit κ → ∞, Eq. 1 reduces to Stokes flow; we are interested in the opposite limit. Note that v = 0 at the cell surface r = a. The molecules diffuse with coefficient D and drift along the flow lines [ Fig. 1(a) , red]. The diffusion-drift equation for their mean concentrationc(r, θ, φ, t) (we will consider fluctuations later) reads
at steady state. We consider two cases for molecule detection at the cell surface: absorption [ Fig. 1(b) ] or reversible receptor binding [ Fig. 1(c) ]. In the case of absorption, Eq. 2 is complemented by the flux boundary condition at the cell surface
where α is the absorption rate per unit area, and again c(r, θ) is independent of φ by symmetry. We also require that the concentration vanish at infinity. To solve Eqs. 2 and 3 at steady state, we define the dimensionless concentration χ ≡ca 3 and velocity u ≡ v/v 0 . In terms of the dimensionless radial distance ρ and the Péclet number , Eq. 2 at steady state becomes 0 = ∇ 2 ρ χ − u · ∇ ρ χ. Because is small, this form suggests a perturbative solution χ = χ 0 + χ 1 . However, Acrivos and Taylor point out [30] that in problems with diffusion and background flow, a single perturbative expansion cannot simultaneously satisfy the boundary conditions at r = a (Eq. 3) and r → ∞ (c → 0). The resolution is to split the solution into an inner part (χ) and an outer part that we call X. χ(ρ, θ) is a function of ρ near the cell where ρ is order one, whereas X(s, θ) is a function of s ≡ ρ far from the cell where s is order one. χ satisfies the boundary condition at the cell surface, whereas X satisfies the boundary condition at infinity. We match χ and X by requiring them to be equal at each order in as ρ → ∞ and s → 0, respectively. To zeroth order, the inner solution satisfies Laplace's equation, 0 = ∇ 2 ρ χ 0 . The general solution to this equation is a linear combination of spherical harmonics and powers of ρ [31]. For the outer solution, we write Eq. 2 in terms of s and X, which reads 0 = ∇ 2 s X − u · ∇ s X. In principle, one can define a perturbative expansion for X, but we show [31] that only the leading terms of X and u matter. The latter is u =ẑ, corresponding to uniform flow, which makes sense because this equation for X applies far from the cell. The solution to this equation satisfying X → 0 as s → ∞ is a linear combination of Bessel functions and spherical harmonics [31] .
We find that the matching condition requires all but one term in each of the linear combinations in χ and X to vanish [31], yielding
where γ ≡β/(1 +α), andβ ≡ βa 4 /D andα ≡ αa/D are dimensionless secretion and absorption rates, respectively. We see that to leading order, the concentration falls off with distance, and far from the cell it is largest in the flow direction (θ = 0). To obtain the anisotropy near the cell, which is essential for the flow sensing problem, we must go to the next order. χ 1 satisfies 0 = ∇ 2 ρ χ 1 − u · ∇ ρ χ 0 , which is the Poisson equation with u (Eq. 1) and χ 0 (Eq. 47) providing the source term. This equation is straightforward to solve using a Green's function, with coefficients determined by Eq. 3 and by matching to X in Eq. 47 [31] . The result is
is a monotonic function that limits to 2 (κ 1) and 1 (κ
We see that χ 1 acquires a cos θ anisotropy, again largest in the flow direction (θ = 0). We have checked by numerical solution of Eq. 2 that for ≤ 0.1, Eq. 68 is accurate to within 0.4% at the cell surface [31, 32] .
Information about the anisotropy, and thus the flow direction, comes from the front-back asymmetry in the absorptive flux of molecules αc at the cell surface over a time T . Therefore we define the normalized anisotropy measure [19, 23]
where dΩ = dφ dθ sin θ, and the cosine extracts the asymmetry between the front (θ = 0) and back (θ = π). Using the solution for χ in Eqs. 47 and 68 and the fact that f (1, κ) = w, the mean evaluates to [31]
to leading order in . Eq. 75 gives only the mean anisotropy and ignores the counting noise due to diffusive molecule arrival. To investigate detection precision, we must also calculate the noise. The equivalent expression to Eq. 73 that accounts for discrete molecule arrival is
is the total number of molecules absorbed in time T . The mean of this expression is given by Eq. 75 [31] . The variance is calculated following Endres and Wingreen [19] by recognizing that molecule arrivals are statistically independent and that N is Poissonian (which we have checked even with flow using particle-based simulations [31, 32] ). The result is [31]
to leading order in . This expression includes (as does Eq. 14 below) a factor of 3 that arises from the three independent components of the variance in the correct (ẑ) and incorrect (x,ŷ) directions. We see in Eq. 8 that the variance in the anisotropy scales inversely with the mean number of absorbed molecules. Combining Eqs. 75 and 8, we obtain a relative error of
In the second step, we have set w to its maximal value of 2 for κ 1 (as in the experiments [2]) and recognized that the expression has a minimum atα * = ( √ 17 − 1)/4 ≈ 0.78. The minimum arises from the following tradeoff: strong absorption maximizes the number of detected molecules and therefore reduces noise (Eq. 8); but it also causes molecules to be absorbed immediately after release, preventing them from interacting with the nonzero flow away from the cell surface and therefore reducing the mean (Eq. 75). Eq. 9 sets the fundamental limit to the precision of flow sensing by molecule absorption, dependent only on the Péclet number and the total number of secreted molecules νT .
We now consider the case of reversible receptor binding [ Fig. 1(c) ]. In this case we include the boundary condition directly into Eq. 2. Specifically, calling b(θ, φ, t) the surface concentration of bound receptors, we have
where the term proportional to the delta function contains the boundary condition at the surface. 
wherec(r, θ) andb(θ) = λc(a, θ)/µ are the mean concentrations in steady state. Binding and unbinding equilibrate in steady state, such thatc(r, θ) is given by the previous solution (Eqs. 47 and 68) but with α = 0. The approximation in the definition of λ above neglects receptor saturation, which is valid becausec(a)/K d = ν/4πaDK d ∼ 10 −4 , where we have used the isotropic approximation forc(a) (Eq. 47, α = 0) and a dissociation constant of K d = µ/k a ∼ 1 nM for the CCL19/21-CCR7 ligand-receptor pair [35, 36] .
In the reversible binding case, the anisotropy is defined as the average of the cosine over the angular distribution of bound receptors and the integration time T ,
Becauseb(θ) = λc(a, θ)/µ, the means of Eqs. 73 and 103 take equivalent forms. Therefore, to leading order in , the mean of Eq. 103 is simply Eq. 75 with α = 0,
To solve Eqs. 10-103 for the variance, we Fourier transform them in space and time, calculate the power spectrum of A, and recognize that σ 2 A T is given by its lowfrequency limit [11, 18, 22, 23] . The result is [31]
to leading order in , whereλ ≡ λa/D. The two terms are from noise due to (i) secretion and diffusion, and (ii) binding and unbinding, respectively. The derivation of Eq. 14 assumes that T {τ 1 , τ 2 }, where τ 1 ≡ a 2 /D ∼ 1 s is the characteristic time for a ligand molecule to diffuse across the cell, and τ 2 ≡ (1 +λ)/µ ≈ λ/µ = N/4πaDK d ∼ 1−10 s is the receptor equilibration timescale [18] . For τ 2 we take N ∼ 10 4 −10 5 CCR7 receptors per cell [35, 37] andλ 1, which corresponds to diffusion-limited binding as further discussed below. Because cells migrate over hours, we see that T {τ 1 , τ 2 } should indeed be valid.
Combining Eqs. 13 and 14, we obtain the relative error
In the second step, we again take w = 2 andλ 1. Comparing Eqs. 9 and 15, we see that reversible binding achieves 282/50 ≈ 2.4 times lower error than absorption. The reason is that absorption (Eq. 75), but not binding (Eq. 13), distorts the anisotropy. Absorption is an active modifier of the signal created by secretion and flow, whereas reversible binding is a passive monitor.
How do our results compare to the experiments on metastatic cancer cells? The inequality in Eq. 15 provides the fundamental detection limit. We plot this expression as a function of T in Fig. 2 using the maximal experimental values of = 0.08 and ν = 5200/hr [2] to obtain the minimum possible error. We see that low errors are not possible in a few hours; even 10% error would take over 150 hours to achieve. Yet, the cells are observed to migrate over a 15 hour period [2]. In this time frame, it is not possible to achieve less than 30% error (Fig. 2) . The situation is likely worse, given that the cells presumably begin migrating well before the 15-hour mark, and given that we have neglected any internal signaling noise. Thus, we see that the sensory performance is severely limited by the experimental parameters and the physics of the detection process. We conclude that these cells operate remarkably close to the fundamental detection limit.
We find that absorption is less precise than reversible binding (Eqs. 9 and 15). A ubiquitous mechanism of ligand absorption is endocytosis, wherein bound receptors are internalized into the cell. Therefore, we predict that the degree of CCR7 endocytosis in response to CCL19/21 binding is low. This prediction can be tested with endocytosis data on this ligand-receptor pair. Specifically, to achieve optimal absorption in Eq. 9 (α * ≈ 0.78), absorption would need to occur at a rate of 4πa 2 α * c (a) = να * /(1 +α * ) ∼ 25 min −1 , where we have used the isotropic approximation forc(a) (Eq. 47). However, the rate of CCR7 endocytosis in response to CCL19/21 binding is about 1 min −1 [38] , which is many times slower. Thus, the degree of endocytosis is much lower than required for the absorption mechanism, as predicted.
We also find that reversible binding is most precise when the parameterλ = N k a /4πaD is large (Eq. 15). Writing this parameter asλ = (k a /4π D)(N /a), where is the receptor lengthscale, we see that the first factor is the ratio that determines whether ligand-receptor binding is diffusion-limited (k a 4π D) or reaction-limited (k a 4π D). With the known values of N and a and a typical receptor lengthscale of ∼ 10 nm, the second factor evaluates to 10−100. Therefore, the requirement thatλ 1 is equivalent to the statement that binding is either diffusion-limited or weakly reaction-limited. Given the high sensory performance implied by Fig. 2 and the low degree of endocytosis found above, we thus predict that CCL19/21 binding to CCR7 is either diffusionlimited or weakly reaction-limited. We are not aware of kinetics data that would test this prediction.
Our finding that reversible binding is more precise than absorption is the opposite of what was found for the detection of an externally established concentration gradient [19] . The reason is that in our problem absorption removes molecules at the source, whereas in that problem molecules are replenished by a source at infinity. Depletion at the source prevents interactions with the flow and therefore weakens the anisotropy.
The severity of the limit in Fig. 2 raises the question of whether metastatic cancer cells benefit from additional sensory mechanisms not accounted for in our modeling. Some chemoattractants including CCL21 are known to bind to extracellular matrix fibers and be subsequently released by proteases [39] [40] [41] [42] . This effect has been shown in continuum models of autologous chemotaxis to substantially increase the anisotropy [4, 5], although the impact on the noise is unknown. It is also important to recognize that these cells do not perform flow sensing in isolation. Indeed, studies have shown that their migration is (i) increased in the presence of another cell type (fibroblasts) [43] , (ii) decreased at high cell densities [44] , and (iii) reversed at even higher cell densities (although reversal is attributed to a separate pressure-sensing mechanism) [44] . The extension of our work to multiple cells remains to be explored. Finally, recent work has highlighted the benefit of on-the-fly sensing [25, 45] , where an agent makes (and continually updates) its decision during the integration time, instead of afterward as assumed here. On-the-fly sensing may play an important role for these cells.
We have derived the fundamental limit to flow sensing by self-communication and shown that it strongly constrains the performance of metastatic cancer cells. Our work elucidates the physics behind a fascinating detection process and provides quantitative insights into a critical step in cancer progression.
This work was supported by Simons Foundation grant 376198. We thank Nicholas Licata for useful discussions. * Electronic address: amugler@purdue. In this section, we derive the lowest order terms in the expansion for the inner and outer solution (Eq. 4 of the main text). We recall the non-dimensionalized variables and parameters
It will be convenient to describe the flow profile with the functions
With these, the dimensionless flow profile (Eq. 1 of the main text) is
We solve the drift-diffusion equation (Eq. 2 of the main text) with these flow lines through the method of matched asymptotic expansions. To do this, we introduce two expansions: an inner and an outer one. The inner one satisfies the boundary condition at the cell surface, while the outer one satisfies the condition at infinity. We obtain the full solution and remaining coefficients by matching the functional forms on a common overlap region: s = ρ → 0 for the outer expansion and ρ → ∞ for the inner expansion.
We assume that the inner expansion has the standard form
This is a solution to the problem
where χ's dependence has been suppressed. Collecting powers of , the equations for χ n become
This assumes that the flow is small, which is valid close to the surface of the cell. For the outer expansion, we introduce the re-scaled distance
We make the standard choice
where
In the derivation of Eq. 5 of the main text (next section), we will show that using only the lowest order term For the outer expansion, we neglect the exponential terms in u, as these have −s/ in the exponent, which is smaller than any power of and cannot be captured by a Taylor series. This means that we work with
where ζ = 1 + 3κ + 3κ 2 . For the lowest order terms (order 0−2), only the constant terms in the u affect the PDE, and the flow is just the flow at infinity,ẑ.
Inner Expansion
For the zero-order term, we have
Using azimuthal symmetry, the general solution to the PDE is
where A 0, and B 0, are undetermined coefficients, and Y m are spherical harmonics. We plug this into the boundary condition in Eq. 27. Since the spherical harmonics are linearly independent, we have the system
where the factor of √ 4π arises from Y 0 0 = (4π) −1/2 and factoring off a spherical harmonic from both sides of the equation. We will use this result shortly, as it will simplify substantially after using the matching condition.
Outer Expansion
The equation for X 0 follows from Eq. 25,
where as discussed we use u =ẑ and we have written the gradient in spherical coordinates. We can eliminate the θ-dependence and replace it with a cos θ-dependence using
with which Eq. 30 becomes
.
(32)
If we make the subsitution X 0 (s, θ) = G(s, θ) exp(s cos(θ)/2), the equation simplifies because the operator becomes
Since the exponential factor never vanishes, the PDE becomes
To move forward, we write G as a linear combination of spherical harmonics and use azimuthal symmetry
where the H are to be determined. Substitution and isolating the independent spherical harmonics give the ODEs
The term in square brackets must vanish, and this is just the modified Bessel differential equation in s/2 of order + 1/2. This means that the general solution for H is
where the Is and Ks are modified Bessel functions of the first and second kind, respectively, and C 0, and D 0, are undetermined coefficients. Substituting this back into X gives
Since X 0 must vanish at infinity, we must have D 0, = 0 for all so
For positive half-integer orders, the Bessel Ks are exponentially decaying functions with decaying power laws. The exponentially decaying factor is exp(−s/2), so the combination of the two exponentials is decreasing for all θ values except θ = 0, where the factor is constant.
Asymptotic Matching
Now we match the functional forms of the two solutions. We look at the inner expansion first (Eq. 28). Each term in the outer expansion decreases as s increases, so we cannot have the positive powers of ρ in the inner expansion. This implies that A 0, = 0 for ≥ 1. Sinceα ≥ 0, applying the surface boundary condition in Eq. 29 also gives B 0, = 0 for ≥ 1. This means that, to lowest order in
Now we turn to the outer expansion. Note that the modified Bessel functions of the second kind K have the following asymptotics
Including the overall factor of s −1/2 , we see that the term diverges like s − −1 . This means that all terms with > 0 diverge faster than the inner solution, so the coefficients for these terms must be zero, because they cannot be matched. This means
and therefore to lowest order in we have
So far, we have used matching to argue which terms should vanish. Now we will find the values for the non-zero coefficients. To do this, we recognize that because s = ρ in Eq. 43, in order to match this with Eq. 40 in powers of , we must take
Using the boundary condition at the surface from Eq. 29 gives
where we define γ =β/(1 +α). Matching Eq. 43 to the ρ −1 term in Eq. 40 then gives
Using the values determined in this section, Eqs. 40 and 43 become
as in Eq. 4 of the main text.
DERIVATION OF EQ. 5
In this section, we will calculate the first-order term in the inner expansion and show that we just need the lowest order term in the outer expansion.
Inner Expansion
The first-order term in the inner expansion solves the PDE
Using the zero-order solution χ 0 gives
The general solution to this is the solution to the homogeneous equation (Laplace's equation) plus an inhomogeneous term arising from the presence of a source (the particular solution). We proceed by using the Green's function for Laplace's equation
The particular solution is the convolution of this with the source term,
We expand the Green's function in terms of Legendre polynomials P
where ρ < = min(ρ, ρ ) and ρ > = max(ρ, ρ ). The Legendre polynomials are related to the spherical harmonics via
By orthogonality, only the term with = 1 and m = 0 will make a non-vanishing contribution to the convolution. To evaluate the convolution, we use the orthogonality of spherical harmonics to simplify the angular integrals and break the integral over ρ into regions where ρ < ρ and ρ > ρ. Specifically, combining Eqs. 50-53 allows the angular portion of the integral to be easily performed,
Inserting the expression for u r (Eq. 17) with ζ = 1 + 3κ + 3κ 2 into Eq. 54 then yields
Eq. 55 can be simplified slightly using the recursion relation
which is valid for x > 0. For integer values of n > 1, this relation can be repeated to produce
Applying these relations to the E n functions seen in Eq. 55 allows for the simplifications
and
Inserting Eqs. 59 and 60 into Eq. 55 and adding in the general solution to Laplace's equation then yields
It will be convenient to introduce a constant
The boundary condition from Eq. 48 translates to 4π 3
Asymptotic Matching
We attempt to match the first-order solution for χ to the lowest order solution for X. We will see that this leads to a consistent matching condition, confirming that we may only work with the lowest order term in X.
As before, none of the terms in X diverges at large s, so we need A 1, = 0 for ≥ 1. The boundary condition for the surface for χ 1 in Eq. 63 implies that B 1, = 0 for ≥ 2. Because A 1,1 = 0, we set = 1 in Eq. 63 to find
We expand X (Eq. 47 with s = ρ) to first order in , giving
where again we have used Y 0 1 = 4π/3 cos θ. Our form for B 1,1 is fine, since there is no term in X proportional to ρ −2 to this order and we are matching the large ρ behavior of χ to X. Since the O( 0 ) term in X was matched by χ 0 , we must match χ 1 to the O( ) term in X. The Y 0 1 term in X must be matched by the inhomogeneous term in χ 1 , as the terms in the homogeneous solution do not have a constant times Y 0 1 . Specifically, we need the bracketed term in Eq. 61 to tend to 1 as ρ → ∞. We have no parameters to tune, so if this fails, we will have to go to higher order. However, the limit is one, so this is consistent. We find A 1,0 from matching to the last term in X,
Solving for B 1,0 using the boundary condition at the surface gives
These matching conditions are consistently satisfied, confirming that we may only work with the lowest order term in X. Using the values of the coefficients and the spherical harmonics to simplify Eq. 61 gives
as in Eq. 5 of the main text, where the auxiliary function is
Note that f (1, κ) = w.
NUMERICAL VALIDATION OF EQ. 5
Here we verify that our perturbative solution is valid in the regime of interest for the Péclet number, ≤ 0.1. Using Mathematica's NDSolve routine, we numerically solve the non-dimensionalized PDE 
The solution to this problem converges to the solution of our problem in the limit R → ∞. We takeβ = βa 4 /D = 0.05 and κ = 10 −3 , corresponding to the typical experimental values listed in the main text, as well as α = 0 and R = 10 3 . The left panel of Fig. 3 shows that for = 0.1, the numerical solution χ num (1, θ) and the perturbative solution χ 0 (1) + χ 1 (1, θ) have close agreement at the surface of the cell.
We quantify the approximation error by Error = 1 4π
We calculate the error for 100 different values uniformly log-spaced between 10 −2 and 1. The results are shown in the right panel Fig. 3 . We see that the error is less than 0.4% when ≤ 0.1, a bound that encompasses our range of interest in . We have checked that the results in Fig. 3 remain unchanged for R 750, and therefore that our choice of R = 10 3 is sufficiently large to avoid finite size effects. 
DERIVATION OF EQ. 7
The anisotropy in the absorption case (Eq. 6 of the main text) is
The mean of this expression isĀ = dΩc(a, θ) cos θ dΩ c(a, θ ) ,
where we have canceled the T , α, and a 2 . We evaluate these integrals usingc(a, θ) = [χ 0 (1, θ) + χ 1 (1, θ)]/a 3 , where χ 0 and χ 1 are given by Eqs. 47 and 68, respectively. In the numerator of Eq. 74, the χ 0 term vanishes because cos θ integrates to zero. For the same reason, the only non-vanishing part of the χ 1 term is the cos θ term in Eq. 68, as the integral of cos 2 θ is nonzero. Here we also recall that f (1, κ) = w. In the denominator of Eq. 74, the χ 0 term is nonzero, and therefore we do not need the χ 1 term to leading order. Altogether, Eq. 74 evaluates tō
as in Eq. 7 of the main text. The equivalent expression to Eq. 73 that accounts for discrete molecule arrival, as stated in the main text, is
where θ i is the arrival angle of the ith molecule, and
is the total number of molecules absorbed in time T . Here we will show that the mean of Eq. 76 also evaluates to Eq. 75. The mean of Eq. 76 isĀ
where the overbar and angle brackets are used interchangeably. Because the N absorption events are statistically independent, the angle-bracketed term in Eq. 78 simply amounts toN copies of cos θ . Thus,
The averaging is performed over the distribution defined by the mean surface concentrationc(a, θ). Explicitly,
This expression is equivalent to Eq. 74 and therefore evaluates to Eq. 75. Note that the definition of A implicitly assumes that the cell "knows" the true direction of the flow to be θ = 0. In reality this is untrue. Instead, the migration direction of the cell is a three-dimensional vector that can be decomposed into three components along thex,ŷ, andẑ (θ = 0) directions. However, the means of the components in thex and y directions involve averages of sin θ cos φ and sin θ sin φ, which are zero due to the azimuthal symmetry. Therefore, the result in Eq. 7 holds even when accounting for all three components.
DERIVATION OF EQ. 8
To compute the variance of Eq. 76, we use the fact that the number of molecules absorbed in a patch on the cell surface is a Poisson variable (confirmed with simulations in the next section). Letting θ i denote the value of θ at which particle i is absorbed, the second moment of the sum of cosines is
where again the second step follows from the fact that the absorption events are statistically independent. For a Poisson random variable
Inserting this result into Eq. 81, we see that the last term becomes the square of the mean and will thus cancel when using Eq. 81 to calculate the variance. Additionally, we will need to multiply the variance by a factor of three. The reason is that cos 2 θ is an even function, and therefore the angular average, to lowest order in , will be over only the uniform part of the solution (χ 0 ). It will therefore have the same contributions from thex andŷ directions. Altogether, this allows us to write the variance as
The leading order terms in the averages of both N (Eq. 77) and cos 2 θ come only from the uniform χ 0 (Eq. 47). Specifically,N = T 0 dt a 2 dΩ αc(a, θ) = a 2 αT dΩ γ a 3 = 4παγT a = νTα 1 +α ,
and the average of cos 2 θ over the uniform sphere is
Together these results produce Eq. 8 in the main text.
VERIFICATION OF POISSON STATISTICS WITH PARTICLE-BASED SIMULATIONS
To verify the assumption that molecule absorption events at the surface of the cell follow a Poisson distribution, we use particle-based simulation. After non-dimensionalizing the problem and Brinkman flow equations, particles are pseudorandomly initialized between two spherical boundaries at ρ = 1 and ρ = R = 10. Throughout the simulation, particles are generated at a random position on the cell surface with rateβ = 10 (this value is larger than that estimated from experiments in order to generate good statistics in a reasonable computational time). Diffusion is discrete in time and continuous in space: in a dimensionless time step ∆τ , for each particle, we draw three samples from a normal distribution with mean zero and variance 2∆τ (corresponding to a variance of 2D∆t in real units) for each spatial component. The absorption propensityα = 0.75 is used to determine absorption or reflection events for particles found within ρ < 1 + /a, with /a = 0.01 interpreted as a maximal receptor height. For recording, the cell surface is split into 100 ring-shaped patches over θ ∈ [0, π], uniform in cos θ. Particles are deleted whenever they diffuse past the outer boundary.
The four timescales in the system are the birth, diffusive, drift, and absorption timescales, which are 1/4πa 2 β, (a∆ρ) 2 /D, a/v 0 , and /α, respectively, where ∆ρ = (R − 1)/100. In dimensionless units these timescales read 1/4πβ, (∆ρ) 2 , 1/ , and /αa, respectively. The time step is set to be smaller than all four timescales, at ∆τ = 0.001. The simulation is run for 2 × 10 5 time steps.
The number of molecules n absorbed at a particular patch (θ = π/3) with = 1 across an ensemble of 1000 trials is shown in Fig. 4 (left) . We see that the distribution of n is in excellent agreement with a Poisson distribution of the same mean. We repeat this measurement for all patches and with different values of the Péclet number in Fig. 4  (right) . We see that, consistent with Poisson statistics, the data fall along the line for which the variance equals the mean, even up to a Péclet number of = 100. 
DERIVATION OF EQ. 14
As in the absorption case, we non-dimensionalize the system in Eq. 11 of the main text for the binding case. We use the same parameters from Eq. 16 where relevant and introduce the new parameters ψ = a 2 b,λ = λa D ,μ = µa 2 D , τ = tD a 2 ,
The non-dimensionalized versions of Eqs. 11 and 12 of the main text are then
where we useΩ to denote the solid angle (θ, φ). In general below, we will use a hat to denote the angular components of a vector. We will find the variance in the signal by using the Wiener-Khinchin theorem and noting that the zero frequency limit of the power spectrum gives the long time behavior of the variance. We start by linearizing Eq. 87 using
We then Fourier transform δχ and δψ as δχ k, ω = d 3 ρdτ e i k· ρ e iωτ δχ ( ρ, τ ) ,
Linearizing and transforming χ and ψ in these ways have two important effects on Eq. 87. First, the linearization eliminates theβ term, and second, the Fourier transformation allows for derivatives with respect to ρ and τ to be written in Fourier space as −i k and −iω respectively. In addition, we make the approximation = 0 as that is the lowest order term in the variance of each dynamic variable. These effects transform Eq. 87 into 
where Eqs. 91 and 92 have been simplified using the plane wave expansion 
where the orthonormality of spherical harmonics and the known properties of spherical Bessel functions have been used to simplify the result. Solving Eq. 94 forδψ m and using the fact that each ξ term is independent of the others then yields δ ψ m * δ ψ m =λ 2 µ 2 (2 + 1) (2 + 1)
Taking the Fourier transform for the diffusive noise covariance in Eq. 88 and integrating the gradient terms by parts gives ξ * D k , ω ξ D k, ω = 2 2πδ ω − ω k · k d 3 ρχ ( ρ) e i ρ· k− k .
The covariances for the binding-unbinding and production reactions are
where the = 0 approximation with α = 0 has been applied to Eq. 47 to writeψ =λχ 0 (1,Ω)/μ =λγ/μ =λβ/μ. If x is some real, stationary, ergodic process, we define its power spectrum through 
From here, I mm needs to be simplified. To do so, we will first apply the = 0 approximation and α = 0 to Eq. 47 to writeχ =β/ρ. This will also restrict the ρ integral to be only over the space where ρ ≥ 1 as molecules are considered to not exist inside the cell. Additionally, the exponential piece can be expanded via Eq. 93. Eq. 53 can be used to simplifyk ·k = P 1 (k ·k ). Performing these expansions and using orthogonality of spherical harmonics allows I mm to be simplified into where the final line contains Wigner 3-j symbols.
