Abstract. We consider a class of matrices that are of interest to numerical applications and are large, sparse, but not symmetric or diagonally dominant. We give a criterion for the existence of (and we actually construct) the inverse matrix in terms of powers of a "small" matrix. We use this criterion to find that the spectral radius of the Jacobi iteration matrix, corresponding to a block tridiagonal partition, is in general > I. We also derive conditions (that are satisfied in cases of interest to applications) for the Jacobi matrix to have spectral radius = 1. We introduce convergent "block AOR" iterative schemes such as extrapolated Jacobi and extrapolated Gauss-Seidel schemes with optimum (under) relaxation parameter a = .5. A numerical example pertaining to the solution of Poisson's equation is given, as a demonstration of some of our hypotheses and results. A comparison with SOR, applied to the 5-point finite difference method, is also included 1. Introduction. We are concerned with the solution of a certain type of large linear systems that are encountered in some applications. One such instance, of importance to mathematical software, is the numerical solution of Poisson's equation on a square, with Dirichlet conditions, when the collocation method with Hermite bicubic elements is used. If the ordinary 5-point finite difference scheme is used for this problem, the resulting matrix is symmetric and diagonally dominant. Moreover, for the finite difference matrix, iterative methods have been developed and are well behaved and analyzed. However, there are instances in which one would prefer to use collocation instead of the standard 5-point difference scheme (Houstis et al. [4]) and at least one consideration (namely storage, cf. Rice [6]) makes it important to develop iterative methods for collocation matrices as well.
1. Introduction. We are concerned with the solution of a certain type of large linear systems that are encountered in some applications. One such instance, of importance to mathematical software, is the numerical solution of Poisson's equation on a square, with Dirichlet conditions, when the collocation method with Hermite bicubic elements is used. If the ordinary 5-point finite difference scheme is used for this problem, the resulting matrix is symmetric and diagonally dominant. Moreover, for the finite difference matrix, iterative methods have been developed and are well behaved and analyzed. However, there are instances in which one would prefer to use collocation instead of the standard 5-point difference scheme (Houstis et al. [4] ) and at least one consideration (namely storage, cf. Rice [6] ) makes it important to develop iterative methods for collocation matrices as well.
Unfortunately, the well-known iterative techniques, and their analysis, are not applicable to collocation matrices that are large and sparse but, in contrast to finite difference matrices, are not symmetric or diagonally dominant. For example, the point and the block tridiagonal Jacobi iteration matrices, for finite difference schemes, have eigenvalues that are real and less than one in modulus. On the other hand, these matrices are not even defined for collocation, due to the accumulation of zero entries on and around the main diagonal; cf. Figure 2 , Section 5. Thus we introduce a modification of the standard collocation method (Section 5) that results in a well-defined block tridiagonal Jacobi matrix. Still, the only real eigenvalue of this matrix is zero, and all nonreal eigenvalues have modulus one. In this paper we develop a theory that predicts and explains such events, and, in spite of the lack of properties such as symmetry and diagonal dominance, we introduce and analyze convergent iterative schemes for a class of matrices that includes those arising in the collocation method. We do that as follows:
In Section 2 we give two theorems that characterize the inverse matrix in terms of a (much smaller) "representative matrix R". In fact, a formula for constructing the inverse is also given, as a generalization of a result of this author [5] .
In Section 3 we partition the matrix in block tridiagonal form, and, using the theorems of Section 2, we find that in general the spectral radius of the corresponding Jacobi matrix J is, disturbingly, > 1, since together with fi the inverse 1/ju is also an eigenvalue. In the process we find a method for calculating the eigenvalues of J.
In Section 4, we introduce and investigate "block AOR (Accelerated Overtaxation)" techniques based on the schemes of Hadjidimos [2] , [3] . We give conditions that are satisfied in practice, for which all the nonreal eigenvalues of J are one in modulus and the only real eigenvalues are zero. We also derive a relation between the eigenvalues ju of J and the eigenvalues t of the iteration matrix T of each scheme with proofs similar to those in Varga [7] and Young [8] . Then we show that convergent block AOR schemes do exist for our matrices, by exhibiting two such schemes, namely an extrapolated Jacobi and an extrapolated Gauss-Seidel scheme. For both, the best relaxation parameter is found to be w = . 5 .
In Section 5, we introduce a simple modification of the collocation method and demonstrate some facts and proofs of this paper, using a numerical application to Dirichlet's problem on the unit square. Finally, we give a comparison with SOR applied to the ordinary 5-point finite difference scheme.
The remainder of this introduction is used to describe the class of matrices G, examined in this paper. For reasons of economy we use some notational abbreviations:
Consider a 2 X 4 block License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Matrices like this arise in one-dimensional collocation. For two-dimensional problems consider the previous definitions with each a¡ , b¡¡ being changed from a scalar to a matrix (2TV) X (47V). Then A, B are of "block dimension" 2X2 and size (47V) X (47V). In order to remind ourselves that we are in the "block" or "two-dimensional" case we write, instead of (1.1),
2. Theorems About the Inverse. For each matrix G of the form
we assume that B ' exists, and we consider the "representative matrix"
Depending on the case, R is only 2 X 2 or "block 2 X 2". That is to say R is of the type ¿21 ¿22
where StJ are either scalars or (27V) X (27V) matrices. For the powers of such matrices we use the notation Generalizations in the direction of part (ii) of Theorem 2.1 are also possible but not needed here. We only give some properties leading to relations that are analogous to (2.3). For matrices encountered in our applications it happens that (2.4) [A\B]
•4, ,1, We close this section with a justification of our assumptions on the existence of inverses of smaller matrices involved, such as B and Rl2. For the scalar case B is 2X2, R]2 is an easily found scalar and these assumptions are easy to verify. For the two-dimensional case and for the applications of interest, not only (2.4) holds but also (cf. Section 5) each Ai is, in turn, a matrix of the same (scalar) type *, = U\B]2N.
Then Theorem 2.1 applies and the hypotheses of invertibility are again verified.
3. Eigenvalues of the Jacobi Matrix for the Block Tridiagonal Form. We consider the case (2.4), and we take TV = 2', / = 0, 1,2.We use the following nonsingularity assumptions as observed in the applications and as justified at the end of the previous section: B'] is nonsingular, hence R is well defined, R\2] is nonsingular so that G"' exists (Theorem 2.2) and the matrix R\2] = R]2 is nonsingular.
We partition G into block tridiagonal form D, This partition corresponds to the splitting
with the standard (and obvious) definitions of the block diagonal D and the lower (resp. upper) parts L (resp. U ).
The Jacobi iteration matrix associated with this partition is (3.3)
and is consistently ordered and weakly cyclic of index 2 (cf. [7] ). Notice that ju is an eigenvalue of J if and only if the matrix
is singular. But Aß, Bß defined in (3.6)]. In analogy with (2.7)-(2.8) we find that the entries R{k)j of Rk (recall notation of (2.2)) are related with the entries R(¡k) of Rk through the formula
Thus, for the entries R^\, S$¡ of the TVth power we obtain Rffi2 = S$¡Rl2. By Theorem 2.2, for M^ to be singular R("]2 must be singular. Since Ri2 is invertible, S^2] must be singular. We now obtain a formula for SW%:
Define the polynomials
Use induction to show that
and combine these relations with (3.8) to obtain (3.9) Stf¡=UpAoRu), (TV = 2'),
where a = fi + l//x. We seek all values of a that make each of the factors in (3.9) singular. Thus, if r is an eigenvalue of /?,,, then we seek the 2k values of a for which p2k(ar) = 0, k = 0,...,/-1. If we repeat for all 27V eigenvalues r of Rn, then we obtain 27V2 -27V values of a. For each such a we obtain two values of ¡i (¡i and 1/ju). Hence we find all the remaining 47V2 -47V eigenvalues. Summarizing this discussion we have (iii) together with each eigenvalue ¡i ¥= 0, 1 /¡i is also an eigenvalue corresponding to the same a, hence (iv) the spectral radius of J is > 1.
Thus, in view of part (iv), we are discouraged from using standard iterative techniques (although they may still converge), and we turn our attention to the more general AOR schemes of the following section.
4. Convergent Block AOR Schemes. AOR (Accelerated Overrelaxation) schemes are defined by Hadjidimos [2] , [3] . Our block counterpart of these schemes for the case of G of (3.1) has the iteration matrix
and, of course, we are interested in schemes for which | r |< 1, for all eigenvalues t of T. The pair (to, p) consists of the "relaxation" and "acceleration" parameters, and well-known techniques are recovered for special combinations of «, p. For instance, the pairs (1,0), (1,1) and (co, w) give the Jacobi, Gauss-Seidel and SOR methods. For more details see [3] . First, we relate the eigenvalues t of T to the eigenvalues ¡i of the Jacobi matrix J by the following with multiplicity 27V2 -27V.
Proof. The proof follows the same pattern as in [7] : (t + co-1)4* II {(t +to-l)2-(pT + to-p)toj^2} =0,
where only one of the two eigenvalues ±¡it is counted. This completes the proof. □ In the special case of the SOR method, p = to, we recover the known formula (cf.
[7]) (4.2) (t +to-l)2 = TtoV.
In our case however, we cannot proceed with assumptions that, e.g. ¡i is real. In fact, for the matrices we are interested in, the opposite is true, namely, the only real eigenvalue is ¡i = 0. We proceed to give some realistic conditions (satisfied in our applications) that will result to some convergent block AOR schemes: From (5.6) we see that four degrees of freedom (d.o.f.), or unknowns, ak m, k -2i -1, 2/, m = 2j -1, 2y, are associated to each node (*,, y¡) and that they represent values of uN and its derivatives at this node. For the boundary nodes, some of the d.o.f. are eliminated beforehand by use of the boundary conditions. One way to do this is by interpolation of the function g, of (5.2). (A simple version of this, brief enough to be described here, is to use also the derivatives of g, if they exist: For example, for the boundary x = 0 we use a, 2,_, = g(0, y ) and a, 2 = Dvg(0, y), j= 1,...,7V+ 1.) After the elimination of the boundary d.o.f. we are left with n = 47V2 unknowns, and we need to construct the same number of equations, by use of the operator equation (5.1), in ß ("interior collocation"). This is done by choosing 4 points in each of the TV2 elements li} = [x¡, x,+ 1] X [y^, yj+A and requiring that (5.1) is exactly satisfied by uN of (5.5) at these points. These are the so-called "Gauss points" in each //;, ; = 1,...,7V, j-1.TV, i.e. their coordinates (£ik,T)jm), k, m = 1,2, are the roots of the Legendre polynomial of degree two, shifted over the corresponding subintervals. For example, £,k = h(2i -1 ± vT/3)/2, where the " -" is used for k = 1 and the " + " for k = 2. Note that we have a one-to-one correspondence between collocation points and equations. Thus, a numbering of the equations is produced when we number the collocation points. A numbering of the unknowns is produced when we number the nodes and count the unknowns associated with each node in the specific order that they appear in (5.6). Standard collocation uses the numbering demonstrated in Figure 1 , for TV = 3.
It should be clear that within each element 7) -, uN is determined in (5.5) by use of only 16 d.o.f., the ones that are associated with the four nodes of ItJ. This is because the remaining basis functions B in (5.5) vanish inside Itj. Therefore the large collocation matrix is banded, but otherwise, as we can observe in Figure 2 , it has many zeros on and around the diagonal, it is not symmetric and, in summary, unfit for iteration. The situation worsens for larger TV. Also, the entries of this collocation matrix depend on h.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Numbering of unknowns and equations for modified collocation where each Alti = 1,2, 3,4, is (2TV) X (2TV) and has the same structure (5.9) a, a2 a, a.
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The values of the entries of each A¡ are given in Table 1 Table 1 Entries of the (2 TV We may now apply our theory to this G. One outcome is that of memory economization. If TV -32, for instance, and double precision on a 32-bit machine is used (single precision is of no use, in general, for the high order collocation with large TV) the EGS scheme reduces the memory requirements from « 7 million bytes of usual banded mode to only « 33 thousand bytes. Table 2 , from where we can verify that all have modulus one and that together with each eigenvalue p. we also have the eigenvalues -p, 1/p = p and -p. In fact, we have numerical evidence to conjecture that for all TV and for this G, the EGS scheme with co = co,, = 0.5 is the best of all block AOR schemes. Our second comparison concerns two iterative schemes, used for two different methods of discretizing (5.1)-(5.2). In this case the relative performance of the two discretization methods is taken into account, in that we first prescribe an accuracy, within which the exact solution of the problem is to be approximated by the respective solutions of the two methods. It is assumed that a norm (such as the discrete || ■ H^) is specified. We then again compare the spectral radii of the corresponding iteration matrices, taking into account that matrix sizes are, in general, different for the two methods and for the same accuracy. This example is taken from the "sample problem space" in Houstis et al. [4] , where an extensive study of methods for solving more general elliptic problems may be found. The exact solution is u(x, y) = 3exey(x -x2)(y -y2). We consider two methods, collocation and the ordinary 5-point finite difference method. Let 7VC and NF be the respective numbers of grid subdivision. The maximum errors ec and eF are given in Table 3 . Table 3 Maximum error for the finite difference and collocation methods (Houstis et License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
As expected theoretically, we observe that as NF, Nc grow larger, the numerical results of Table 3 can be interpolated by the standard formulae (5.13) eF~bFNF2, ec~bcN¿4, where, for this problem, bF « .28, bc « .036. In order to proceed with the comparison we choose Nc = 4, we specify ec = eF = .000135 and we determine the corresponding NF from (5.13) to be NF<*)¡bF/eF*>45.S.
Hence, let us use TVF = 45, with the observation that small variations in bF, NF do not significantly affect the outcome of the comparison.
The well-known SOR scheme (corresponding to the standard block tridiagonal partition) is better than EGS, for the finite difference matrix. Hence, for this matrix, we choose SOR and compare it with EGS for collocation. Let JF, TSOR be the matrices for the Jacobi and SOR schemes for finite differences. Recall (cf. [7] ) that we find that SOR requires about three times more iterations than EGS in order to achieve a prespecified accuracy.
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