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On the adiabatic theorem when eigenvalues dive into
the continuum.
H. D. Cornean∗, A. Jensen∗, H. K. Kno¨rr∗, and G. Nenciu†
Abstract
We consider a reduced two-channel model of an atom consisting of a quantum dot
coupled to an open scattering channel described by a three-dimensional Laplacian.
We are interested in the survival probability of a bound state when the dot energy
varies smoothly and adiabatically in time. The initial state corresponds to a discrete
eigenvalue which dives into the continuous spectrum and re-emerges from it as the
dot energy is varied in time and finally returns to its initial value. Our main result
is that for a large class of couplings, the survival probability of this bound state
vanishes in the adiabatic limit. At the end of the paper we present a short outlook
on how our method may be extended to cover other classes of Hamiltonians; details
will be given elsewhere.
1 Introduction
We consider a reduced two-channel model of an atom consisting of a zero-dimensional
quantum dot coupled to an open scattering channel described by a three-dimensional
Laplacian. The energy level E of the quantum dot varies smoothly and adiabatically
in time. Initially the atom is in a bound state. If the bound state does not dive into
the continuous spectrum during the variation of the dot energy E, the standard adiabatic
theorem yields that the survival probability of the bound state (at the end of the variation
of E) is one in the adiabatic limit.
The main problem we address here is what happens with the survival probability of
the bound state when the bound state dives into the continuous spectrum for a while
during the adiabatic tuning of E. On the one hand the survival probability still remains
one in the adiabatic limit by the gapless adiabatic theorem [1, 13, 14] if the bound state
persists in the continuum and the corresponding spectral projection is twice differentiable.
On the other hand if the bound state turns into a resonance (in the sense that the
analytically continued resolvent has a pole) due to the coupling between the atom and the
open channel, the general belief is that the survival probability goes to zero in the adia-
batic limit. The heuristics behind this is that the particle makes transitions to continuum
states and then scatters towards infinity. In particular, this is the heuristic argument for
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the existence of the so-called spontaneous (adiabatic) pair creation in linear quantum elec-
trodynamics [10, 11, 15], as well as for memory effects in quantum mesoscopic transport
[2, 3, 4, 9].
Turning this heuristics into a mathematical statement proved to be a hard problem
and boiled down to a proof of various aspects of the adiabatic theorem in the case where
the eigenvalue hits the threshold of the continuous spectrum. Accordingly, the existence
results are very limited and the proofs are rather technical and often need further as-
sumptions [3, 10, 11].
Our main result states that the survival probability vanishes in the adiabatic limit, i.e.
the adiabatic theorem breaks down, for a large class of couplings between the quantum dot
and the open channel, when the bound state dives into the continuous spectrum during
the adiabatic tuning of E. In addition, a detailed spectral analysis of the model is given
and a ‘threshold adiabatic theorem’ is proved.
Our model is considerably simpler than the one in [11] and allows for rather straight-
forward dispersive estimates, while the threshold analysis is self-contained. In spite of the
relative simplicity of the model, our method is quite robust and may be generalized to
cover a larger class of operators. In Section 7 we present a short outlook on the Dirac
and N -body Schro¨dinger case with N ≥ 2. Details will be given elsewhere.
Below we present the setting, formulate the results, and comment on them. Sections 2–
6 contain the proofs of the statements in the main theorem.
Setting and results
The Hilbert space of the model is H = L2(R3) ⊕ C. Without a coupling the electron of
the atom can either move freely in the open channel R3 or be localized in the quantum
dot with dot energy E ∈ R. In matrix notation the coupled Hamiltonian is given by
Hτ (E) =
[−∆ 0
0 E
]
+ τ
[
0 |ϕ〉
〈ϕ| 0
]
(1.1)
where τ is a real coupling parameter and ϕ ∈ L2(R3) is the coupling function. A normal-
ized basis vector of the quantum dot is denoted by ς. An alternative representation of
the Hamiltonian is
Hτ (E) = −∆+ E|ς〉〈ς|+ τ
(|ϕ〉〈ς|+ |ς〉〈ϕ|).
Here and in the sequel we use the Dirac notation with the usual ambiguities this implies.
For example |ς〉 denotes both a basis of the subspace {0}⊕C ofH and a map from C to H.
We recall the definition of the usual weighted L2-spaces
L2,w(R3) = {f ∈ L2(R3) |
∫
R3
(1 + x2)w|f(x)|2dx <∞}, w ∈ R.
We write F(f) = f̂ for the Fourier transform of f ∈ L2(R3) and F−1(f) = fˇ for its
inverse. The coupling function ϕ has to fulfill the following conditions:
Assumption 1.1. Let ϕ ∈ L2,w(R3) for all w > 0 with ‖ϕ‖L2(R3) = 1. Assume that there
exists some integer ν ≥ 1 such that |k|−νϕ̂(k) is continuous at k = 0.
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Note that there is no loss of generality in assuming that the coupling function is
normalized. The first condition on ϕ implies that (1 + x2)nϕ ∈ L1(R3) for any n ∈ N.
Hence ϕ̂ is C∞ and uniformly bounded. The continuity condition at zero implies that all
derivatives of ϕ̂ vanish at k = 0 for |α| < ν and only those derivatives of degree |α| ≥ ν
may be non-zero there. Thus all terms of degree less than ν vanish in the Taylor expansion
of ϕ̂ around k = 0. In particular, we always have ϕ̂(0) = 0.
We study the Heisenberg evolution of the bound state when the dot energy E changes
adiabatically with time. To this end we let E be time-dependent, t 7→ E(ηt), with a
parameter η > 0. In this context the adiabatic limit means η ↓ 0.
The time-dependence of E should satisfy the following conditions:
Assumption 1.2. The function E : [−1, 0]→ R is C2([−1, 0]). There exists sm ∈ (−1, 0)
such that E(·) is strictly increasing on [−1, sm] and strictly decreasing on [sm, 0]. Its
maximal value Em = E(sm) is positive while E(−1) = E(0) < 0.
Then given any intermediate value E ∈ (E(−1), Em) there exist exactly two points
s < sm < s
′ such that E(s) = E(s′) = E. A sketch of a function E(·) satisfying the above
conditions is given in Figure 1.
s
E(·)
−1 0
Ec
s′csc sm
Em
Figure 1: Sketch of a generic E(·) where Ec < Em
We shall perform a detailed spectral analysis of the instantaneous operator Hτ (E) in
Section 2. The essential spectrum of Hτ (E) is [0,∞). Furthermore, it is proved that for
any value of τ 6= 0 there exists a critical value Ec > 0 such that the operator Hτ (E)
has exactly one simple negative eigenvalue for every E < Ec. Moreover, Hτ (Ec) has the
eigenvalue 0 embedded at the threshold.
If the operatorHτ (E(s)) has an eigenvalue λ(E(s)) for a given value of s we let P (E(s))
denote the corresponding eigenprojection and Ψ(E(s)) a normalized eigenfunction. For s
equal to either sc or s
′
c we use the shorthand notation Pc = P (E(sc)) = P (E(s
′
c)). Any
‘critical’ eigenfunction is denoted by Ψc.
The time-evolution of Hτ (E(ηt)) is given by the time-dependent Schro¨dinger equation
i
∂
∂t
Uη(t, t0) = Hτ (E(ηt))Uη(t, t0), Uη(t0, t0) = Id,
for t, t0 ∈ R. Now we are prepared to state the main result of our paper:
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Theorem 1.3. Let ϕ be as in Assumption 1.1 and E(·) as in Assumption 1.2. Then
there exists a τ0 > 0, which depends on the choice of ϕ and E(·), such that for every fixed
τ ∈ (0, τ0) the following statements hold:
(i) (Spectral analysis at the threshold)
There is a critical dot energy Ec ∈ (0, Em) such that λ(Ec) = 0 is an embedded simple
eigenvalue of Hτ (Ec) with corresponding eigenprojection Pc. For every E < Ec
there exists a unique discrete negative eigenvalue λ(E) corresponding to a smooth
eigenprojection P (E) with
‖P ′(E)‖ ≤ C
(Ec − E)3/4 and limE↑Ec‖P (E)− Pc‖ = 0. (1.2)
(ii) (An adiabatic theorem up to the threshold)
There exist two positive constants C and η0, and an exponent α(ν) ∈ [1/13, 1] such
that for any η < η0,
‖Uη(sc/η,−1/η)P (E(−1))U∗η (sc/η,−1/η)− Pc‖ ≤ Cηα(ν),
‖Uη(s′c/η, 0)P (E(0))U∗η (s′c/η, 0)− Pc‖ ≤ Cηα(ν). (1.3)
If ν ≥ 7 then α(ν) = 1.
(iii) (Zero survival probability when the instantaneous bound state becomes
a ‘true resonance’ for a while)
There exists a class of functions ϕ for which the instantaneous Hamiltonian Hτ (E)
has purely absolutely continuous spectrum when Ec < E ≤ Em, and
lim
η↓0
|〈Ψ(E(0))|Uη(0,−1/η)Ψ(E(−1))〉|2 = 0. (1.4)
(iv) (When the adiabatic theorem holds all the way)
Assume that ϕ̂(k) = 0 on Bδ(0) for some δ > 0 and that 0 < Em < δ
2. Then
Hτ (E(s)) has a simple eigenvalue λ(E(s)) for every s ∈ [−1, 0]. The eigenvalue is
discrete and negative outside [sc, s
′
c] and embedded in the continuous spectrum inside
[sc, s
′
c]. Moreover,
lim
η↓0
|〈Ψ(E(0))|Uη(0,−1/η)Ψ(E(−1))〉|2 = 1. (1.5)
(v) (For which microscopic times does a critical eigenvector generally survive
in the continuum?)
There is a constant K > 0 such that for every α > 0 there exists η0(α) > 0 such
that for every η < η0(α) and s ∈ (sc, s′c) with |s− sc| ≤ αη
4
2ν+7 ,
|〈Ψc|Uη(s/η, sc/η)Ψc〉|2 ≥ 1− αK. (1.6)
We now give remarks and comments on the theorem.
Remark 1.4. The class of functions in Theorem 1.3(iii) are those satisfying Assump-
tion 4.1, in addition to Assumption 1.1. Examples are those that satisfy either ∇ϕ̂(0) 6= 0
or ϕ̂(k) = e−|k|
−2
near k = 0, see the discussion after Assumption 4.1.
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Remark 1.5.
1. The bounds in (1.3) show that the instantaneous bound state is a good approxima-
tion to the ‘true’ Heisenberg evolution up to the threshold.
2. Roughly speaking, the adiabatic theorem without a gap [1, 13, 14] states that if one
can define an instantaneous spectral projection which can be followed smoothly as
a function of s through possible crossings with other parts of the spectrum, then
the instantaneous spectral projection always stays close to its Heisenberg evolution.
In our case, if we choose for example ϕ such that ϕ̂(k) = k1
(k2+1)2
(here ν = 1 and
∇ϕ̂(0) 6= 0) the instantaneous eigenvalue turns into a resonance with a non-zero
imaginary part if s ∈ (sc, s′c). Of course, the instantaneous residue of the resolvent
is no longer an orthogonal projection during this time. Furthermore, (1.4) states
that the critical eigenprojection becomes orthogonal to its adiabatic Heisenberg
evolution and remains so when the bound state comes out of the continuum.
3. The limit in (1.6) shows that the critical eigenvector survives for a longmicroscopic
time if the coupling function ϕ̂ has a high-order zero at k = 0. But this does not
suffice to decide what happens with the state when s = s′c. For example, when
ϕ ∈ L2,w(R3) and ϕ̂(k) = e−|k|−2 near k = 0 we know that (1.6) holds for all ν,
but eventually the survival probability is zero. On the other hand, if ϕ̂ is zero on a
neighborhood of k = 0, then the critical eigenvector can reappear almost intact at
s = s′c and return to the initial state as in (iv).
4. Our result does not really depend on the fact that the Laplacian is three-dimensional.
Similar results hold true for all odd dimensions. More precisely, if d ≥ 5 then we do
not need to assume that ϕ̂(0) = 0. If d = 1 then we need ν ≥ 2, i.e. ϕ̂ must have
a Taylor expansion near the origin starting with a quadratic or higher order term.
These conditions are closely related to the smoothness of the resolvent of the coupled
system near the threshold z = 0. As a rule of thumb, if the coupled resolvent is
smooth enough near the threshold and if the eigenvalue couples in a non-trivial way
with the continuum, then not only will the systems have a bound state embedded
at the threshold, but also its Heisenberg evolution will become orthogonal to the
critical eigenprojection after diving in the continuum.
5. One can also allow the quantum dot to be modeled by CN with N > 1. Imagine a
situation in which the initial instantaneous Hamiltonian has N discrete eigenvalues
and, during the adiabatic evolution, one eigenvalue dives in the continuum while
the other N − 1 stay away from it but can cross among themselves. Then one can
prove that the ‘diving’ eigenvalue is ‘lost’ while the other N −1 return to the initial
state.
6. This problem is closely related to the so-called ‘adiabatic pair creation’, see [10,
11, 15]. Our model is much simpler than the one in [11] and allows for much more
explicit dispersive estimates and a very detailed threshold analysis. At the same
time, our model can capture quite different adiabatic behaviors depending on the
properties of the coupling function ϕ. In spite of the simplicity of the model, the
method we use is robust and can be generalized. An outlook on the Dirac and
N -body Schro¨dinger case with N ≥ 2 is presented in Section 7. A detailed study
will be done elsewhere.
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7. The case in which the bound state becomes a resonance at the threshold (in the
sense that the full resolvent at criticality has an expansion around zero with a leading
term of order z−1/2) is still open.
2 Proof of Theorem 1.3(i)
The spectral properties close to the critical value have been studied for some different
models in [3, 11]. In this section we give a detailed spectral analysis of the family of
operators Hτ (E). If τ = 0 the operator H0(E) has σess(H0(E)) = [0,∞), and it is
absolutely continuous. It has a simple eigenvalue at E, which is either isolated if E < 0
or embedded in the continuous spectrum if E ≥ 0. Since the perturbation is of finite rank
we have σess(Hτ (E)) = [0,∞) also for τ 6= 0.
We recall that we always assume ϕ ∈ L2(R3). We write r0(z) = (−∆ − z)−1 for
z 6∈ [0,∞).
We recall some results from [5, 7]. We start with the asymptotic expansion of r0(z)
which is a simple consequence of the Taylor formula for the kernel of r0(z). To this end
we change the variable to κ = −i√z with the choice Im√z > 0 such that κ2 = −z. The
kernel of r0(−κ2) is given by e−κ|x−y|/(4π|x− y|). We recall the following lemma whose
proof can be found in [5].
Lemma 2.1. Let n ≥ 1 and w > n + 3
2
. Then
r0(−κ2) =
n∑
j=0
κjGj +O(κn+1)
as κ → 0 with Reκ ≥ 0 in the norm topology of B(L2,w(R3), L2,−w(R3)). The expansion
coefficients are operators given by the integral kernels
Gj(x, y) =
(−1)j
4πj!
|x− y|j−1
and have the mapping properties
G0 ∈ B(L2,w1(R3), L2,−w2(R3)) with w1, w2 > 12 and w1 + w2 ≥ 2,
Gj ∈ B(L2,w1(R3), L2,−w2(R3)) with w1, w2 > j + 12 .
In the following we also use the notation 〈· | ·〉 for the inner product viewed as a duality
between L2,w(R3) and L2,−w(R3).
There is an important relation between G0 and G2 given as follows:
Proposition 2.2. Assume f, g ∈ L2,w(R3) with w > 5
2
such that 〈f |1〉 = 0 and 〈g|1〉 = 0.
Then G0f,G0g ∈ L2(R3) and 〈f |G2g〉 = −〈G0f |G0g〉.
The proof can be found in [5, 7]. A related result is the following lemma:
Lemma 2.3. Let ϕ be as in Assumption 1.1. Then the map
(−∞, 0] ∋ x 7→ 〈ϕ|r0(x)ϕ〉 ∈ R
is continuously differentiable. Moreover, there exists a constant C such that for all κ > 0,
|〈ϕ|[r0(−κ2)]2ϕ〉| ≤ C, |〈ϕ|[r0(−κ2)]3ϕ〉| ≤ Cκ−1, |〈ϕ|[r0(−κ2)]4ϕ〉| ≤ Cκ−3. (2.1)
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Proof. We start with the identity
〈ϕ|r0(−κ2)ϕ〉 =
∫
R6
e−κ|x−y|
4π|x− y|ϕ(x)ϕ(y)dxdy. (2.2)
Differentiating on both sides with respect to κ and using that∫
R3
ϕ(x)dx = (2π)3/2ϕ̂(0) = 0
we have
〈ϕ|[r0(−κ2)]2ϕ〉 = 1
8πκ
∫
R6
e−κ|x−y|ϕ(x)ϕ(y)dxdy
= − 1
8π
∫ 1
0
∫
R6
e−tκ|x−y|ϕ(x)ϕ(y)|x− y|dxdydt. (2.3)
In particular, setting u = −κ2, this shows that the functions given by f(u) = 〈ϕ|r0(u)ϕ〉
and f ′(u) = 〈ϕ|[r0(u)]2ϕ〉 are continuous for all u ≤ 0.
The right hand side of (2.3) is C∞ as a function of κ and all its derivatives are bounded.
Differentiating once with respect to κ on the left hand side we get
4κ〈ϕ|[r0(−κ2)]3ϕ〉.
Hence 〈ϕ|[r0(−κ2)]3ϕ〉 diverges at most like κ−1. Differentiating twice on the left hand
side of (2.3) yields
4〈ϕ|[r0(−κ2)]3ϕ〉+ 24κ2〈ϕ|[r0(−κ2)]4ϕ〉,
a quantity which must be bounded as a function of κ. Hence 〈ϕ|[r0(−κ2)]4ϕ〉 might
diverge at most like κ−3.
We need a representation of the resolvent of Hτ (E) = H0(E) + τV with V =
[
0 |ϕ〉
〈ϕ| 0
]
.
We use the notation R(z) = (Hτ (E)− z)−1 omitting explicit mention of the dependence
on τ , ϕ, and E.
Now let z ∈ C with Im(z) 6= 0. As a first step we rewrite the resolvent R(z) using the
notation r0(z) = (−∆− z)−1 and R0(z) = (H0(E)− z)−1. Note that r0(z) is an operator
on L2(R3) while R(z) and R0(z) are operators on H = L2(R3)⊕C. The deduced represen-
tation of the resolvent R(z) comes from [6] and is a variant of the Feshbach formula. The
Feshbach formula should more precisely be called the Schur–Livsic–Feshbach–Grushin
formula.
The perturbation is factored as V = wUw∗ where w : C2 → H and U : C2 → C2 are
given by
w =
[|ϕ〉 0
0 1
]
and U =
[
0 1
1 0
]
.
With this notation we define the complex 2× 2-matrix
M(z) = U + τw∗R0(z)w =
[
τ〈ϕ|r0(z)ϕ〉 1
1 τ(E − z)−1
]
. (2.4)
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Then for Im z 6= 0 we have the representation
R(z) = R0(z)− τR0(z)wM(z)−1w∗R0(z).
The Feshbach map is defined as
F (z, E) = E − z − τ 2〈ϕ|r0(z)ϕ〉. (2.5)
We have detM(z) = −(E − z)−1F (z, E) and
M(z)−1 =
1
detM(z)
[
τ(E − z)−1 −1
−1 τ〈ϕ|r0(z)ϕ〉
]
.
Using this notation and (2.5) we can rewrite the resolvent as
R(z) =
[
r0(z) 0
0 0
]
+
1
F (z, E)
[
τ 2r0(z)|ϕ〉〈ϕ|r0(z) −τr0(z)|ϕ〉
−τ〈ϕ|r0(z) 1
]
. (2.6)
It is clear from (2.6) that any isolated eigenvalue must be a zero of F (z, E). Assume
z = x is real and negative. Then
∂F
∂x
(x, E) = −1− τ 2〈r0(x)ϕ|r0(x)ϕ〉.
Thus the derivative is negative for all negative x. We note that F (x, E) is positive if x is
sufficiently negative.
Let g0 = limz→0, z∈(−∞,0)〈ϕ|r0(z)ϕ〉. This limit exists, see Lemma 2.3, and we have
g0 = 〈ϕ|G0ϕ〉 > 0. Set Ec = τ 2g0. Here we must choose τ smaller than some constant
τ0 such that Ec < Em. Then the function F (z, E) has a unique simple negative zero
at λ(E) < 0 for E < Ec. It is determined by the equation F (λ(E), E) = 0. From the
implicit function theorem and (2.5) we obtain
λ′(E) =
(
1 + τ 2〈ϕ|[r0(λ(E))]2ϕ〉
)−1
,
lim
E↑Ec
λ(E) = λ(Ec) = 0, and λ(E) ∼ −(Ec −E). (2.7)
Again from (2.6) we see that λ(E) is a simple pole of R(z) and Cauchy’s residue
theorem yields the orthogonal Riesz projection corresponding to it:
P (E) =
1
1 + τ 2〈ϕ|[r0(λ(E))]2ϕ〉
[
τ 2r0(λ(E))|ϕ〉〈ϕ|r0(λ(E)) −τr0(λ(E))|ϕ〉
−τ〈ϕ|r0(λ(E)) 1
]
. (2.8)
We see that P (E) = |Ψ(E)〉〈Ψ(E)| where a normalized eigenvector is given by
Ψ(E) =
1√
1 + τ 2〈ϕ|r0(λ(E))2ϕ〉
[−τr0(λ(E))|ϕ〉
1
]
. (2.9)
Now let us prove the norm estimate on P (E) in (1.2). When we differentiate in (2.8)
there are two terms which might have a singular behavior when E goes to Ec. One of
these terms is proportional to the scalar 〈ϕ|[r0(λ(E))]3ϕ〉 and the other singular term
contains the vector [r0(λ(E))]
2|ϕ〉. Hence the singular factors in ‖P ′(E)‖ are
|〈ϕ|[r0(λ(E))]3ϕ〉| and ‖[r0(λ(E))]2|ϕ〉‖ =
√
〈ϕ|[r0(λ(E))]4ϕ〉.
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However, the estimates in (2.1) show that these terms can diverge at most like |λ(E)|−3/4.
Together with (2.7) this imply the norm bound on P ′(E) in (1.2).
Next we study in detail the critical resolvent, i.e. when E = Ec, in a neighborhood of
λ(Ec) = 0. Using Lemma 2.1 we write
〈ϕ|r0(−κ2)ϕ〉 = g0 + κg1 + κ2g2 +O(κ3) (2.10)
with gj = 〈ϕ|Gjϕ〉 for j = 0, 1, 2. Note that Assumption 1.1 implies 〈ϕ|1〉 = 0 such that
g1 = 0.
We want to extract the singular part in the asymptotic expansion around κ = 0 from
representation (2.6). From the expansion (2.10) we deduce
lim
κ→0
κ2
F (−κ2, Ec) =
1
1− τ 2g2 .
By Proposition 2.2 we have g2 = 〈Ψc|G2Ψc〉 ≤ 0 such that 1 − τ 2g2 ≥ 1. Therefore the
above limit is positive.
In order to identify the projection corresponding to the point spectrum of Hτ (Ec) at
0 we need to compute the weak limit
lim
κ→0
κ2R(−κ2).
From (2.6) we find that only the second term can give a non-zero contribution. Since
r0(−κ2)|ϕ〉 in the Fourier space coincides with ϕ̂(k)/(k2 + κ2) and ϕ̂(k)/k2 is an L2-
function we may write in the L2-sense
ϕ̂(k)
k2 + κ2
− ϕ̂(k)
k2
= − κ
2
k2 + κ2
ϕ̂(k)
k2
.
However, the right hand side converges to zero in the L2-norm when κ goes to zero (as a
consequence of the Lebesgue dominated convergence theorem). In other words, we proved
that G0|ϕ〉 is actually an L2-function and r0(−κ2)|ϕ〉 converges strongly to G0|ϕ〉. We
conclude that asymptotically
κ2R(−κ2) = Pc + o(1) with Pc = 1
1− τ 2g2
[
τ 2G0|ϕ〉〈ϕ|G0 −τG0|ϕ〉
−τ〈ϕ|G0 1
]
. (2.11)
It follows from general spectral theory that Pc is an orthogonal projection. From this
expression we determine the normalized eigenvector
Ψc =
1√
1− τ 2g2
[−τG0|ϕ〉
1
]
. (2.12)
A comparison of this result with (2.8) shows that Pc is the norm limit of P (E) when
E ↑ Ec and the proof of (1.2) is finished.
3 Proof of Theorem 1.3(ii)
We want to estimate the difference between the Heisenberg evolved initial projection and
the critical instantaneous eigenprojection, i.e.
Uη(sc/η,−1/η)P (E(−1))U∗η (sc/η,−1/η)− Pc.
We first give a proof which works for all ν ≥ 1 and afterwards we show how the error
estimates can be improved if ν is large enough.
9
3.1 The case ν = 1
The problem we need to circumvent is that the gap between the instantaneous eigenvalue
λ(E(s)) and 0 vanishes when s ↑ sc. The main idea (which is not new) is to use the group
property of the unitary evolution and write the Heisenberg evolved projection as
Uη(sc/η, s/η)
[
Uη(s/η,−1/η)P (E(−1))U∗η (s/η,−1/η)
]
U∗η (sc/η, s/η)
for some s ∈ (−1, sc) to be chosen later. Since s < sc we know that the instantaneous
eigenvalue stays away from the rest of the spectrum and we have a minimal gap g =
−λ(E(s)) ∼ Ec −E(s). From the usual adiabatic theorem with a gap (see [14]) we know
that there is a constant C such that
‖Uη(s/η,−1/η)P (E(−1))U∗η (s/η,−1/η)− P (E(s))‖ ≤ C
η
g3
≤ C η
(Ec − E(s))3 .
This estimate is only useful when s is sufficiently far from sc, i.e. Ec − E(s) ∼ sc − s is
much larger than η1/3. If s gets closer to sc than η
1/3 we need a complementary estimate
which is only useful when E(s) is close to Ec and then combine the two.
The following proposition deals with the ‘near’ region:
Proposition 3.1. Let ν ≥ 1. There is a constant C > 0 such that for any macroscopic
time s ∈ [−1, sc]
‖Uη(sc/η, s/η)P (E(s))U∗η (s/η, sc/η)− Pc‖ ≤ C|E(s)− Ec|1/4.
Proof. We may assume that s < sc. For t ∈ [s/η, sc/η] we define the projection
P˜ (t) = U∗η (t, sc/η)P (E(ηt))Uη(t, sc/η).
Using that Hτ (E(ηt)) commutes with P (E(ηt)) we compute
P˜ ′(t) = ηE ′(ηt)U∗η (t, sc/η)P
′(E(ηt))Uη(t, sc/η).
Thus
P˜ (s/η) = Pc −
∫ sc/η
s/η
P˜ ′(t)dt and ‖P˜ (s/η)− Pc‖ ≤
∫ Ec
E(s)
‖P ′(E)‖dE.
From (1.2) we know that ‖P ′(E)‖ ≤ C(Ec − E)−3/4 and, hence, after integration and
using that Uη(sc/η, s/η) = U
∗
η (s/η, sc/η) the proof is complete.
Combining the estimates for the far and the near region we show that there exists a
constant C such that for every s < sc
‖Uη(sc/η,−1/η)P (E(−1))U∗η (sc/η,−1/η)− Pc‖ ≤ C((sc − s)1/4 + η/(sc − s)3).
Let us choose s such that the two terms in the parenthesis become equal. Then we obtain
sc − s = η4/13, hence
‖Uη(sc/η,−1/η)P (E(−1))U∗η (sc/η,−1/η)− Pc‖ ≤ Cη1/13.
In the general case ν ≥ 1 the exponent α(1) in (1.3) can be chosen to be 1/13.
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3.2 The case ν large
The main idea behind the ‘standard’ adiabatic theorem with a minimal gap g > 0 is to
find an operator Q(E) which satisfies the commutator identity i[Hτ (E), Q(E)] = −P ′(E).
If this is achieved then the operator
Fη(t) = U
∗(t,−1/η)(P (E(ηt)) + ηE ′(ηt)Q(E(ηt)))U(t,−1/η)
obeys ‖F ′η(t)‖ ≤ C(g)η2. Hence Fη(t)− Fη(−1/η) is of order C(g)η on any macroscopic
time interval.
In general the norms of Q(E) and Q′(E) diverge when the gap goes to zero. We will
show in the following that both Q(E) and Q′(E) remain bounded up to Ec if ν is large
enough, which will allow us to choose an exponent α(ν) = 1.
If E < Ec we define the reduced resolvent
R⊥(z) = P⊥(E)R(z)P⊥(E).
We know that R⊥(z) has a removable singularity at λ(E) and is analytic in a small disk
centered at λ(E) and
R⊥(λ(E)) =
1
2πi
∫
|z−λ(E)|=|λ(E)|/2
1
z − λ(E)R(z)dz. (3.1)
Then the operator we are looking for can be defined as
Q(E) = iR⊥(λ(E))P ′(E)P (E)− iP (E)P ′(E)R⊥(λ(E)).
We rewrite Q(E) in order to see why both, Q(E) and Q′(E), are bounded up to the
threshold provided ν is large enough. We will use (2.6) in order to simplify the expression
in (3.1). First we observe that
R(z) =
[
r0(z) 0
0 0
]
+
1
F (z, E)
|Φ(z)〉〈Φ(z)| with |Φ(z)〉 =
[−τr0(z)|ϕ〉
1
]
.
From (2.5) we also have that
m(z, E) =
z − λ(E)
F (z, E)
= −( ∫ 1
0
(1 + τ 2〈ϕ|r20((1− t)λ(E) + tz)ϕ〉dt
)−1
is analytic for Re(z) < 0. Then Cauchy’s residue theorem applied to (3.1) yields
R⊥(λ(E)) =
[
r0(λ(E)) 0
0 0
]
+ (m(z, E)|Φ(z)〉〈Φ(z)|)′ |z=λ(E). (3.2)
The first term in (3.2) is never bounded when λ(E) tends to zero. The crucial observation
is that the product R⊥(λ(E))P ′(E) has finite rank and is better behaved, see also (2.8)
for the expression of P (E). The worst singularity of R⊥(λ(E))P ′(E) appears in the vector
r30(λ(E))|ϕ〉 and the same holds for Q(E). When we analyze Q′(E) its worst singularity
appears in the vector r40(λ(E))|ϕ〉.
Now the question is to find the minimal ν which insures that
‖r40(λ(E))|ϕ〉‖ =
√
〈ϕ|r80(λ(E))ϕ〉
remains bounded when λ(E) approaches zero. We find
〈ϕ|r80(λ(E))ϕ〉 =
∫
R3
|ϕ̂(k)|2
(k2 + |λ(E)|)8dk ≤
∫
R3
|ϕ̂(k)|2
|k|16 dk.
Therefore a sufficient condition for the right hand side to be bounded is ν ≥ 7.
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4 Proof of Theorem 1.3(iii)
From now on we will deal with the Hamiltonian Hτ (E) when Ec ≤ E. Consider the
standard set of generalized eigenfunctions of −∆ given by (2π)−3/2ei〈k|x〉 and the corre-
sponding set of generalized eigenfunctions of the decoupled Hamiltonian H0(E) are given
by
|Ψ(0)k 〉 =
[
(2π)−3/2ei〈k|x〉
0
]
.
Using the Lippmann–Schwinger equation we can define the corresponding generalized
eigenfunctions of Hτ (E), denoted by |Ψk〉 and given by
|Ψk〉 = |Ψ(0)k 〉 − τ(Hτ (E)− k2 − i0+)−1|ς〉〈ϕ|Ψ(0)k 〉. (4.1)
This implies that (see also (2.6))
〈ς|Ψk〉 = −τ〈ς|(Hτ (E)− k2 − i0+)−1|ς〉ϕ̂(k) = −τϕ̂(k)/F (k2 + i0+, E). (4.2)
From (2.5), replacing z by r2 + i0+ with r > 0, we obtain
F (r2 + i0+, E) = E − Ec − r2 − τ 2 lim
ǫ↓0
∫
R3
|ϕ̂(k)|2
( 1
k2 − r2 − iǫ −
1
k2
)
dk. (4.3)
Let κǫ be the principal branch of (r
2 + iǫ)1/2. Then we have∫
R3
|ϕ̂(k)|2
( 1
k2 − r2 − iǫ −
1
k2
)
dk =
∫
R6
ϕ(x)ϕ(y)
eiκǫ|x−y| − 1
4π|x− y| dxdy. (4.4)
In this section we need an extra assumption on ϕ besides Assumption 1.1:
Assumption 4.1. Consider the expression F (r2 + i0+, E) in (4.3) with E > Ec. We
assume that there exists Ea ∈ (Ec, Em] such that infr∈R|F (r2 + i0+, Ea)| ≥ c for some
constant c > 0.
This assumption together with (2.6) imply that Hτ (Ea) has purely absolutely contin-
uous spectrum equal to [0,∞). Let us comment on the class of functions ϕ that satisfy
this condition. Introducing (4.4) in (4.3) and taking the limit ǫ ↓ 0 we obtain
F (r2 + i0+, E) =E − Ec − r2 − τ 2
∫
R6
ϕ(x)ϕ(y)
cos(r|x− y|)− 1
4π|x− y| dxdy
− iτ 2
∫
R6
ϕ(x)ϕ(y)
sin(r|x− y|)
4π|x− y| dxdy. (4.5)
Let E > Ec. If r = 0 the real part of the above expression equals E − Ec > 0. The
real part is negative if r is larger than some critical value. If τ is small enough then
there is exactly one value rE ∼
√
E − Ec > 0 for which the real part equals zero. For
Assumption 4.1 to hold we need to make sure that the imaginary part of F (r2 + i0+, E)
is not zero on a neighborhood of rE . Applying the Sokhotski–Plemelj formula in (4.3) we
get
ImF (r2 + i0+, E) = −τ
2r
2
∫
S2
|ϕ̂(r, ω)|2dω
= −τ 2
∫
R6
ϕ(x)ϕ(y)
sin(r|x− y|)
4π|x− y| dxdy. (4.6)
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It follows that it suffices to have ϕ̂(k) different from zero on a ball around k = 0 not
including the origin. For example, if ∇ϕ̂(0) 6= 0 and if τ is small enough then rE is also
small and ∫
S2
|ϕ̂(rE, ω)|2dω = Cr2E +O(r4E) 6= 0.
A similar argument works if some coefficient of the n-th order Taylor expansion at k = 0
is different from zero while all coefficients up to order n− 1 are zero. We then have∫
S2
|ϕ̂(rE , ω)|2dω = Cr2nE +O(r2n+2E ) 6= 0.
Another convenient scenario is when ϕ̂ is spherically symmetric and different from zero
outside k = 0. In this case, all its Taylor coefficients at k = 0 may be zero.
In the rest of this section we will prove that the survival probability of the critical
eigenvector after being Heisenberg evolved between sc/η and s
′
c/η goes to zero with η if
the ‘dispersive’ Assumption 4.1 holds true. Due to the fact that the adiabatic theorem
holds up to the threshold (see (1.3)), it is enough to show
lim
η↓0
|〈Ψc|Uη(s′c/η, sc/η)Ψc〉|2 = 0. (4.7)
To this end we will compare the true time-evolution generated by Hτ (E(ηt)) with
the one generated by the time-independent, purely absolutely continuous Hamiltonian
Hτ (Ea) where Ea is overcritical and obeys the dispersive condition. We know that there
exists at least one sa ∈ (sc, s′c) such that Ea = E(sa). In order to simplify the notation
we set Ha = Hτ (E(sa)) and ta = sa/η.
The following propagation estimate will play a key role:
Proposition 4.2. There exists a constant C > 0 such that for all t ∈ R,
|〈ς|e−itHaς〉| ≤ C(1 + |t|)−5/2. (4.8)
Proof. We assume ϕ ∈ L2,w(R3) for a w ≥ w0 ≥ 1. The w0 will be specified below. Using
the resolvent representation (2.6) for E = Ea > Ec we have
〈ς|R(z)ς〉 = 1
F (z, Ea)
.
The boundary values F (λ ± i0, Ea) exist for all λ ≥ 0 and F (λ ± i0, Ea) = Ea − λ −
τ 2〈ϕ|r0(λ± i0)ϕ〉. We have for n ≥ 0, w0 > n+ 12 , and z ∈ C \ [0,∞) that
dn
dzn
〈ϕ|r0(z)ϕ〉 = O
(|z|−(n+1)/2) as |z| → ∞,
see e.g. [5, Theorem 8.1]. Using this result we see that there are C1, C2 > 0 such that
|F (z, Ea)| ≥ C1|z| for |z| ≥ C2 with Im(z) 6= 0
and the estimate extends to the boundary values. We have
Im
1
F (λ+ i0, Ea)
= −τ 2 Im〈ϕ|r0(λ+ i0)ϕ〉|F (λ+ i0, Ea)|2 .
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The choice of Ea implies that the spectral density ρ(λ) =
1
π
Im〈ς|R(λ+ i0)ς〉 is well
defined for λ ≥ 0. Recall that Assumption 4.1 is supposed to hold. The results above
show that there is a constant C > 0 such that
|ρ(λ)| ≤ Cmin{1, λ−5/2}, λ > 0.
This implies that we have the representation
〈ς|e−itHaς〉 =
∫ ∞
0
eitλρ(λ)dλ
where the integral is well defined. If we assume w0 > n +
1
2
for some integer n ≥ 1 then
we have that ρ has n continuous derivatives. Furthermore, for some λ0 sufficiently large,
|ρ(n)(λ)| ≤ Cλ−(n+5)/2, λ ≥ λ0. (4.9)
Let δ > 0. We now introduce a function χ ∈ C∞0 (R) such that χ(λ) = 1 for λ ∈ [0, δ] and
χ(λ) = 0 for λ ≥ 2δ. Define ρ<(λ) = χ(λ)ρ(λ) and ρ>(λ) = (1− χ(λ))ρ(λ).
It follows from (4.9) that ρ
(3)
> ∈ L1(R) such that∫ ∞
0
e−itλρ>(λ)dλ = O(t−3) as t→∞,
see e.g. [5, Lemma 10.1].
Using Lemma 2.1 and 〈ϕ|1〉 = 0 we have ρ<(λ) = cλ3/2 + O(λ2) as λ ↓ 0. The
asymptotic expansion in Lemma 2.1 can be differentiated and we have
ρ′<(λ) = cλ
1/2 +O(λ) as λ ↓ 0.
We can then use [5, Lemma 10.2] to conclude that∫ ∞
0
e−itλρ<(λ)dλ = O(t−5/2) as t→∞.
Thus we have proved the propagation estimate
|〈ς|e−itHaς〉| ≤ C(1 + t)−5/2, t ≥ 0.
In order to obtain this result we need to have w0 > 9/2.
4.1 A fundamental identity
We compare the time-evolution of the time-dependent Hamiltonian H(ηt) = Hτ (E(ηt))
with the one generated by the Hamiltonian Ha. Recall that ta = sa/η and set εa(t) =
Ea −E(ηt). The Dyson equation yields
Uη(ta, tc) = e
−i(ta−tc)Ha + i
∫ ta
tc
εa(u)e
−i(ta−u)Ha |ς〉〈ς|Uη(u, tc)du
for the true time-evolution from tc = sc/η to ta. Moreover, replacing tc by t
′
c = s
′
c/η in
this formula and taking the adjoint we obtain
Uη(t
′
c, ta) = U
∗
η (ta, t
′
c) = e
−i(t′c−ta)Ha + i
∫ t′c
ta
εa(v)Uη(t
′
c, v)|ς〉〈ς|e−i(v−ta)Hadv.
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Using these two formulae as well as the group property we obtain an identity which will
play a fundamental role in what follows:
Uη(t
′
c, tc) = Uη(t
′
c, ta)Uη(ta, tc)
= e−i(t
′
c−tc)Ha + i
∫ ta
tc
εa(u)e
−i(t′c−u)Ha |ς〉〈ς|Uη(u, tc)du
+ i
∫ t′c
ta
εa(v)Uη(t
′
c, v)|ς〉〈ς|e−i(v−tc)Hadv
−
∫ t′c
ta
∫ ta
tc
εa(u)εa(v)Uη(t
′
c, v)|ς〉〈ς|e−i(v−u)Haς〉〈ς|Uη(u, tc)dudv. (4.10)
4.2 Proof of the limit (4.7)
We use an ε/2-argument to prove (4.7). Let 0 < ε < 1. We can always construct
an approximating vector Ψε such that ‖Ψc −Ψε‖ < ε10 and Ψε is smooth in the spectral
representation of Ha and compactly supported away from the only threshold of Ha, z = 0.
We have that |〈Ψc|Uη(t′c, tc)Ψc〉 − 〈Ψε|Uη(t′c, tc)Ψε〉| < ε2 uniformly in η. Thus it suffices
to show that the overlap |〈Ψε|Uη(t′c, tc)Ψε〉| goes to zero with η.
From (4.10) we obtain
|〈Ψε|Uη(t′c, tc)Ψε〉| ≤ |〈Ψε|e−i(t
′
c−tc)HaΨε〉|
+
∫ ta
tc
εa(v)|〈Ψε|e−i(t′c−v)Haς〉|dv
+
∫ t′c
ta
εa(u)|〈ς|e−i(u−tc)HaΨε〉|du
+
∫ t′c
ta
∫ ta
tc
εa(u)εa(v)|〈ς|e−i(u−v)Haς〉|dvdu.
We will show that each term on the right hand side, denoted in the order of appearance
by I1, I2, I3, and I4, vanishes for η ↓ 0.
Recall that the microscopic times depend on η since tc = sc/η, t
′
c = sc/η, and ta =
sa
η
where sc, s
′
c, and sa are fixed. Thus the lengths of the intervals [tc, t
′
c], [ta, t
′
c], and [tc, ta]
are of order η−1.
The scalar product appearing in the first term I1 can be rewritten as the Fourier
transform of a C∞0 ((0,∞))-function. Hence it decays faster than any power of η by the
usual ‘integration by parts’ argument.
In order to treat the second term it is crucial to observe that v ∈ [tc, ta] such that
t′c − v is always of order η−1. A similar ‘integration by parts’ argument as for I1 yields
that I2 also decays faster than any power of η.
The third term is similar to the second one if we note that u ∈ [ta, t′c]. Hence u− tc is
always of order η−1.
We continue with the last term, I4, which needs further analysis. Since E(·) ∈ C1
we have |E(sa)− E(s)| ≤ C|s− sa|. This estimate and Proposition 4.2 imply that there
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exists a constant C1 > 0 such that
|I4| ≤ C1η2
∫ t′c
ta
∫ ta
tc
|u− ta||v − ta|(1 + |u− v|)−5/2dvdu
= C1η
2
∫ t′c−ta
0
∫ 0
tc−ta
|u||v|(1 + |u− v|)−5/2dvdu.
Since u ≥ 0 ≥ v, 1 + u ≤ 1 + u− v, and 1− v ≤ 1 + u− v we obtain
(1 + u− v)−5/2 ≤ (1 + u)−5/4(1− v)−5/4
and then
|I4| ≤ C1η2
∫ (s′c−sa)/η
0
∫ 0
(sc−sa)/η
u(−v)(1 + u− v)−5/2dvdu
≤ C1η2
∫ (s′c−sa)/η
0
u(1 + u)−5/4du
∫ (sa−sc)/η
0
v(1 + v)−5/4dv
≤ C1η2
∫ (s′c−sa)/η
0
(1 + u)−1/4du
∫ (sa−sc)/η
0
(1 + v)−1/4dv.
For 0 < η ≤ min{s′c − sa, sa − sc} we obtain∫ (sa−sc)/η
0
(1 + v)−1/4dv ≤ 4
3
(1 + (sa − sc)/η)3/4 ≤ Cη−3/4,
and an analogous estimate also holds for for the u integral. Finally, we conclude that
there is a constant C2 > 0 such that |I4| ≤ C2η 12 . Hence all four terms go to zero as η ↓ 0
which concludes the proof of (4.7).
5 Proof of Theorem 1.3(iv)
We assume there exists δ > 0 such that ϕ̂(k) = 0 for |k| ≤ δ. Let χδ(k) denote the
characteristic function of the closed ball Bδ(0) and define an orthogonal projection πδ in
L2(R3) by
πδf = F−1(χδf̂).
We extend this projection to H by setting Πδ = πδ ⊕ 0. Then Πδ commutes with the
full Hamiltonian Hτ (E), see (1.1). The Hamiltonian is block-diagonal with respect to the
decomposition induced by Πδ. The block ΠδHτ (E)Πδ can be identified with the bounded
operator −∆< given by
−∆<f = F−1(k2f̂) for f̂ ∈ L2(Bδ(0)),
while the other block
hτ (E) =
[−∆> τ |ϕ〉
τ〈ϕ| E
]
with −∆>f = F−1(k2f̂), f̂ ∈ L2(R3 \Bδ(0)), (5.1)
acts in
(
πδ
⊥L2(R3)
)⊕ C.
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The spectrum of Hτ(E) is the union of the spectrum of −∆<, i.e. the interval [0, δ2],
and the spectrum of hτ (E). Since the adiabatic time-evolution also commutes with Πδ it
is factorized.
If E < δ2 then the operator h0(E) has purely absolutely continuous spectrum in
[δ2,∞) and a discrete bound state with energy E. For τ 6= 0 the essential spectrum of
hτ (E) is still [δ
2,∞). The crucial observation is that if we replace r0(z) with (−∆>−z)−1
in formula (2.6) then we obtain (hτ (E)−z)−1. Moreover, hτ (E) has discrete bound states
if for given E < δ2 the ‘reduced’ Feshbach map Fδ(·, E) : (−∞, δ2)→ R,
Fδ(x, E) = E − x− τ 2
∫
|k|≥δ
|ϕ̂(k)|2
k2 − x dk, (5.2)
vanishes for some x < δ2. The function Fδ(·, E) is strictly decreasing from +∞ and
reaches negative values when x ≥ E. Thus there is a unique discrete bound state λ(E)
such that
Fδ(λ(E), E) = 0 and λ(E) < E < δ
2.
The conclusion is that we effectively work with a (reduced) system which always has a
minimal gap. Hence the usual adiabatic theorem can be applied without problems in the
subspace
(
πδ
⊥L2(R3)
) ⊕ C. Since the instantaneous eigenvector always remains in this
subspace and the full Heisenberg evolution is factorized, the proof of (1.5) follows.
6 Proof of Theorem 1.3(v)
We go back to Assumption 1.1. Then ϕ̂(k)/|k|ν is bounded (and non-zero) in a neighbor-
hood of k = 0.
Let δ > 0 and let χδ denote the characteristic function of Bδ(0). We define the cut-off
function ϕδ by
ϕ̂δ(k) = (1− χδ(k))ϕ̂(k). (6.1)
By construction, ϕ̂δ vanishes if |k| ≤ δ. We define the Hamiltonian with cut-off
Hδτ (E) =
[−∆ 0
0 E
]
+ τ
[
0 |ϕδ〉
〈ϕδ| 0
]
.
We know from the previous section that Hδτ (E) has a simple eigenvalue λδ(E) if E <
δ2, but in the following we are interested in showing that this instantaneous eigenvalue
survives for larger values of E if δ is small.
Set s1 = sc − α−1δ5/2 for some α > 0. Since E(s1) < Ec we know that the operator
without a cut-off, i.e. Hτ (E(s1)), has a discrete and isolated negative eigenvalue λ(E(s1)).
We have already seen that λ′(E) is positive and bounded near E < Ec. Furthermore,
λ(E(s1)) ∼ s1 − sc = −α−1δ5/2 (6.2)
for small δ > 0.
Lemma 6.1. For sufficiently small α the operator Hδτ (E(s1)) has a unique negative eigen-
value λδ(E(s1)) corresponding to an eigenprojection Pδ(E(s1)) and
Pδ(E(s1))− P (E(s1)) = O(α)
uniformly in δ < 1.
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Proof. We know that Hδτ (E(s1)) can have at most one eigenvalue which must be the
unique zero of the function in (5.2) if there is an eigenvalue. The difference
Vδ = Hτ (E)−Hδτ (E) = τ
[
0 |ϕ− ϕδ〉
〈ϕ− ϕδ| 0
]
has the asymptotic behavior
‖Vδ‖ ∼ ‖ϕ− ϕδ‖L2(R3) ∼ δν+3/2. (6.3)
In the norm estimate we used (6.1) and that ϕ̂(k) behaves like |k|ν near zero. Since ν ≥ 1,
‖Vδ‖ goes at least like δ5/2.
We now use regular perturbation theory. If z is at a distance of order α−1δ5/2 from
the spectrum of Hτ (E(s1)) then z is also in the resolvent set of H
δ
τ (E(s1)) and the norm
of (Hδτ (E(s1)) − z)−1 is of order αδ−5/2. Let Γδ be a positively oriented circle centered
at λ(E(s1)) and of radius |λ(E(s1))|/2 ∼ α−1δ5/2. Then Γδ is in the resolvent set of
Hδτ (E(s1)). Finally, the second resolvent identity leads to
‖ 1
2πi
∫
Γδ
(
(z −Hδτ (E(s1)))−1 − (z −Hτ (E(s1)))−1
)
dz‖ ≤ Cα
for some constant C > 0. This shows that, for α small enough, the Riesz integral
1
2πi
∫
Γδ
(
z −Hδτ (E(s1))
)−1
dz
defines a rank one orthogonal projection which is Pδ(E(s1)). Moreover, it implies that
there is an eigenvalue of Hδτ (E(s1)) located inside Γδ.
Lemma 6.2. Let s2 = sc + αδ
2. There is a δ0 < 1 such that the operator H
δ
τ (E(s)) for
0 < δ < δ0 has a bound state λδ(E(s)) for every s ∈ [s1, s2]. We have
Pδ(E(s))− Pδ(E(s1)) = O(α)
uniformly in δ < δ0 for every s ∈ [s1, s2].
Proof. In the system with cut-off the projections live in a reduced Hilbert space. Choose
δ0(α) such that α
−1δ5/2 < αδ2 for any δ < δ0.
We know from Lemma 6.1 that λδ(E(s1)) is negative and at a distance of order αδ
2
from zero. The essential spectrum of the reduced Hamiltonians hδτ (E(s)) (see (5.1)) is
always [δ2,∞).
The difference E(s) − E(s1) ∼ s − s1 is of order αδ2 for all s ∈ [s1, s2]. So, there is
C > 0 such that
‖hδτ (E(s))− hδτ (E(s1))‖ ∼ E(s)−E(s1) ≤ Cαδ2.
We again use regular perturbation theory. If z is at a distance of order δ2/2 from
the spectrum of hδτ (E(s1)) and if α is small enough then z is also in the resolvent set
of hδτ (E(s)) by the usual Neumann series argument. Now choose a circle centered at
λδ(E(s1)) and with radius δ
2/2. Both resolvents, i.e. at times s and s1, diverge at most
like δ−2 on this circle, which has circumference πδ2. The same type of argument as in
Lemma 6.1 based on Riesz integrals and the second resolvent identity give
‖Pδ(E(s))− Pδ(E(s1))‖ ≤ Cδ−4δ2αδ2 = Cα
for some constant C > 0. Hence Pδ(E(s)) has rank one uniformly in δ < δ0 if α is
small enough. This also shows that λδ(E(s)) lies inside the above circle and therefore
λδ(E(s)) ≤ δ2/2 for every s ≤ s2.
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Lemma 6.3. Let Uη,δ(t, t
′) denote the Heisenberg evolution generated by Hδτ (E(ηt)). Then
Uη,δ(s2/η, s1/η)Pδ(E(s1))U
∗
η,δ(s2/η, s1/η) = Pδ(E(s2)) +O((s2 − s1)/δ2).
Proof. Consider the projection valued map given by
Πη(t) = U
∗
η,δ(t, s2/η)Pδ(E(ηt))Uη,δ(t, s2/η), t ∈ [s1/η, s2/η].
Differentiating and integrating back we obtain
‖Πη(s2/η)−Πη(s1/η)‖ ≤ (s2 − s1) sup
s∈[s1,s2]
‖P ′δ(E(s))‖.
We know that there is a minimal gap of order δ2/2 between the instantaneous eigenvalue
λδ(E(s)) and the rest of the (essential) spectrum of the reduced Hamiltonian h
δ
τ (E(s)).
Then the norm of P ′δ(E(s)) is bounded by the inverse of the minimal effective gap. This
proves the lemma.
Lemma 6.4. Let Uη(t, t
′) denote the Heisenberg evolution generated by Hτ(E(ηt)) and let
Uη,δ(t, t
′) denote the Heisenberg evolution generated by Hδτ (E(ηt)). Then there is C > 0
such that
‖Uη(t, t′)− Uη,δ(t, t′)‖ ≤ C|t− t′|δν+3/2.
Proof. Consider the Dyson integral identity which relates the two unitaries. Since the
difference between their generators is Vδ, see (6.3), the difference between the two evolution
operators is bounded by the length of the time interval times the norm of the perturbation.
Lemma 6.5. Fix α ∈ (0, 1). Define η0(α) to be a solution of
α−1
(
η
2/(2ν+7)
0
)5/2
= α
(
η
2/(2ν+7)
0
)2
.
Then for every η < η0(α) and s ∈ (sc, sc + αη4/(2ν+7)],
Uη(s/η, sc/η)PcU
∗
η (s/η, sc/η) = Pc +O(α). (6.4)
Proof. Each s can be written as s = s2 = sc + αδ
2 with δ ∈ (0, η 22ν+7 ]. The definition of
η0(α) implies that
α−1δ5/2 ≤ αδ2.
In the subcritical regime the adiabatic theorem holds up to the critical point, see (1.3).
So
Pc = Uη(sc/η, s1/η)P (E(s1))U
∗
η (sc/η, s1/η) + oη(1)
holds uniformly in s1 ∈ [−1, sc). Let us choose s1 = sc−α−1δ5/2. Our lemma is proved if
we can show
Uη(s2/η, s1/η)P (E(s1))U
∗
η (s2/η, s1/η) = Pc +O(α), (6.5)
provided η < η0(α).
By Lemma 6.4 with t = s2/η and t
′ = s1/η the error due to replacing the evolution
without cut-off by the one with cut-off is of order αη−1δν+7/2 = α. Hence (6.5) is equivalent
with
Uη,δ(s2/η, s1/η)P (E(s1))U
∗
η,δ(s2/η, s1/η) = Pc +O(α), (6.6)
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provided η < η0(α). Lemma 6.1 implies that, up to an error of order α, we may replace
P (E(s1)) by Pδ(E(s1)) on the left hand side of (6.6). Then Lemma 6.3 implies that,
again up to an error of order α, the left hand side of (6.6) can be replaced by Pδ(E(s2)).
Lemma 6.2 shows that Pδ(E(s2)) is actually close to Pδ(E(s1)). Using again Lemma 6.1
we can replace Pδ(E(s1)) by P (E(s1)). Finally, the subcritical projection P (E(s1)) is
close in norm to the critical projector Pc, see (1.2), and the circle is closed.
Now the proof of (1.6) is a direct consequence of Lemma 6.5 by taking the expectation
with respect to Ψc on both sides of (6.4).
7 Outlook
We shall briefly explain why we expect that our method of proving zero survival proba-
bility (1.4) can work in other quite different settings. Before that, let us recall two crucial
aspects of our proof:
1. From the resolvent expression in (2.6) we see that when we restrict it to the small
sample, its asymptotic expansion around the threshold does not contain the linear
term in κ due to the condition 〈ϕ|1〉 = 0. In particular, this implies that the
eigenvalue remains an embedded eigenvalue at the threshold, no resonances are
possible. We want to note that [11] has a similar implicit assumption, see equation
(3) in [11] which states that no resonances are allowed at the threshold. For such
a thing to happen, their external ‘critical’ potential needs to obey a number of
algebraic conditions, see Theorem 1.1 (iv) and (v) in [8].
2. From Proposition 4.2 we see that the fixed overcritical evolution operator eitHa has
a dispersive behavior like t−α with α > 2 when restricted to the small sample, a
property which plays a decisive role in estimating the last term in (4.10). Compared
to [11], we do not need any information on how the instantaneous generalized critical
eigenfunctions behave near the threshold [12].
We now switch to the Dirac case and consider the free Dirac operator for a particle
of unit mass D0 := −i~α · ~∇ + β acting in the Hilbert space L2(R3)⊗ C4. Here α1, α2, α3
and β are the Dirac matrices [8, 15] and ~α := (α1, α2, α3). The spectrum of D0 is purely
absolutely continuous and equals (−∞,−1] ∪ [1,∞).
Let us add to D0 a radially symmetric potential µ(s)V (|x|)⊗ 14 where V (|x|) ≥ 0 is
compactly supported and µ(s) ≥ 0 varies smoothly with the macroscopic time parameter
s ∈ [−1, 0]. We are interested in the operator
D(s) := D0 + µ(s)V (|x|)⊗ 14
when µ(s) varies in such a way that at some critical time s = sc the operator D(sc) has
an embedded eigenvalue at +1.
The orbital angular momentum ~L = (L1, L2, L3) is given by Lk := (iǫkmnxm∂/∂xn)⊗14
where ǫkmn is the totally antisymmetric tensor and 14 is the identity matrix on C
4. ~L2
and L3 have a set of joint eigenprojections. We choose their representation in polar
coordinates, pℓ,m := 1rad ⊗ |Yℓ,m〉〈Yℓ,m| where 1rad is the identity operator on the radial
component and Yℓ,m are the spherical harmonics for the angular components with quantum
numbers ℓ ≥ 0 and |m| ≤ ℓ. The spin is ~S = (S1, S2, S3) with Sk := 1L2 ⊗ 12
[
σk 0
0 σk
]
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where 1L2 is the identity operator on L
2(R3) and σ1, σ2, σ3 the Pauli spin matrices. The
component S3 has two doubly degenerate eigenvalues ±1/2 corresponding to four eigen-
bispinors ψb ∈ C4.
The total angular momentum is ~J = ~L+ ~S. Note that ~J2 has the eigenvalues j(j+1)
where the quantum number j can be any positive half-integer. Both ~J2 and J3 commute
with D(s). We now fix j ≥ 3/2 and denote by Πj the projection on the corresponding
eigenspace of ~J2. The only two allowed angular momentum quantum numbers are ℓ± =
j ± 1/2, and both of them are different from zero. We have
Πj = 1rad ⊗
∑
a,a′=±
∑
|ma|≤ℓa
∑
|m
a′
|≤ℓ
a′
4∑
b,b′=1
Cℓa,ℓa′ ,ma,ma′ ,b,b′ |Yℓa,ma〉〈Yℓa′ ,ma′ | ⊗ |ψb〉〈ψb′ |
where the constants are normalizing numerical coefficients. The operator D(s) commutes
with Πj at all times.
The first important result to be proved is that in the appropriate topology, the reduced
resolvent Πj(D(s) − z)−1Πj has ‘a more regular asymptotic expansion than usual’ near
the two thresholds ±1 when µ(s) is not ‘critical’. In particular, this amounts to proving
that when |z| < 1, the two non-smooth terms proportional with (1 − |z|)±1/2 are absent;
let us exemplify this with the free Dirac operator. Using formula [8, Eq. 2.1–5] where
A±1 = 1/(4π)|1〉〈1| ⊗ (β ± 14) we have
(D0 − z)−1 = A±0 + A±1
(
1− z2)1/2 + A±2 (1− z2) + A±3 (1− z2)3/2 + . . .
for which we see that ΠjA
±
1 Πj = 0 due to the presence of Yℓa,ma with ℓa 6= 0. This roughly
corresponds to the condition 〈ϕ|1〉 imposed in our current paper. The improved behavior
of the reduced resolvent near thresholds makes it possible for the eigenvalues corresponding
to a j ≥ 3/2 to remain embedded eigenvalues at thresholds. By varying µ(s), eigenvalues
can come out from one threshold, cross the gap and hit the other threshold, with their
eigenfunctions lying in the range of Πj at all times.
The second important ingredient to be done is a refinement of (4.10) which demands
for a detailed study of the dispersive properties of Πje
−itDaPac(Da)Πj in the appropriate
topology, for which we need a decay like t−α with α > 2. Here Da = D(sa) corresponds
to a fixed overcritical time sa when the instantaneous bound state has disappeared.
The case j = 1/2 is more special and does not enter our framework. The reduced
resolvent Π1/2(D(s)− z)−1Π1/2 cannot be made ‘regular enough’ unless some other con-
ditions are imposed on V in order to prevent the appearance of resonances at thresholds.
We recall that [11] also fails to cover the resonant case, see condition (3) in [11].
Let us end this outlook by mentioning that our method will also be extended to
certain N -body systems where N ≥ 2 (with their center of the mass removed). While the
case N = 2 has only one threshold and its spectral and scattering analysis is fairly well
understood, when N ≥ 3 the threshold structure is much more complicated and also the
needed dispersive estimates are considerably more challenging.
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