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“I think there is a world market for maybe five computers.”
This famous quote from 1943 is allegedly ascribed to Thomas Watson [1], chairman
of IBM, and represents – whether or not original – the expert’s view on the business
of computers at that time. Filling whole floors with thousands of heat generating
vacuum tubes, while still having less computation power than a today’s smart
watch, only very special applications for computers were imaginable at that time.
But already in 1965, the situation had changed completely, leading Gordon Moore,
later CEO of Intel, to the prediction that the structure density on computer chips will
double every year [2]. This self-fulfilling prophecy has been driving a tremendous
development in computer science and technology for more than 50 years [3,
4]. Decreasing structure sizes and shorter signal paths allow for increasing the
computation frequency, but this race stopped in the early 2000s, as the dissipated
power density exceeded the one of a hot plate [5]. In addition, the miniaturization
itself starts slowing down [6] since computer industry approaches a size where
quantum effects, i.e., the quantization of electron charges and tunneling effects,
become relevant. When the level of several atoms per building block is reached, the
miniaturization comes to a hard end and other ways to improve the computation
power have to be found [7].
The demand for more computation power on the other hand is continuing to
grow even stronger [8] and the number of known unsolved problems will not
stop increasing. Among such problems are the understanding of fundamental
biochemical processes like the cycle of photosynthesis or the biological effects
of pharmaceutical drugs [9]. Including large molecules and the influence of
quantum effects [10], these systems cannot be simulated classically on conventional
supercomputers within reasonable time. Richard Feynman therefore proposed a
different approach already in 1982:
“nature isn’t classical, dammit, and if you want to make a simulation of nature, you’d better
make it quantum mechanical” [11]
This idea represents the birth of quantum simulation, where real quantum systems,
so far inaccessible for a further investigation, are mapped onto controllable quantum
systems, composed of artificial atoms. These man-made quantum systems can be
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tailored to the specific application, which in turn allows us to gain information
about the real-world quantum systems.
Since then, the field of quantum simulation has been evolving and quantum
algorithms like Grover’s search algorithm [12] and Shor’s algorithm for prime
factoring [13] gave additional impetus to the field. They promise a faster and
more intelligent way of finding the solution by transferring classical problems
to the quantum world, where superposition states and entanglement can be
exploited. Allowing applications beyond the original idea of quantum simulations,
these algorithms created the research field of quantum computation. Here, many
conceptual analogies to classical computing are drawn, such as quantum bits
(qubits) for the smallest information unit and quantum gates for calculation
operations. These analogies allow us to close the circle to the opening quotation
of Thomas Watson. Now, instead of vacuum tubes, big cryostats and huge efforts
to control single qubits are necessary and so far, consumer applications are again
inconceivable.
The computation power of current quantum computing devices is still very limited,
which is well represented by a recently demonstrated programmable quantum
processor with 53 qubits in a superconducting architecture [14]. It is able to simulate
an academic problem in 200 seconds, for which a classical computer would take at
least 2.5 days [15]. This achievement is a unique milestone in quantum computing
and demonstrates the advance of superconducting quantum systems against other
physical implementations.
Already since the first realization of a superconducting qubit in 1999, one of the
main challenges in the field has been the fight against decoherence [16]. Although
the coherence times have greatly increased by the invention of different qubit
designs [17–19] and the improvement of coherence times is already seen in analogy
to Moore’s law [20], the threshold for useful fault-tolerant quantum computing
is not yet reached. This means that despite the experimental demonstration of
quantum error correction schemes [21–28], the additional number of qubits and gate
operations, which is required to perform this error handling, is still too large to be
of practical use.
Fighting decoherence is in particular challenging due to the great intrinsic sensitivity
of qubits against a coupling to other systems. Since qubits are true quantum systems,
the qubit state will be projected onto one of two states, as soon as somebody “looks”,
i.e., when the qubit couples to a different, observable system. Especially for
macroscopic quantum systems, the freedom of designs and the possibility to choose
their properties in a great parameter space come at the cost of increased parameter
fluctuations, which results in additional noise and decoherence. One major goal is
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therefore to find the most prominent spurious coupling mechanisms and systems,
and follow new paths to circumvent their influence.
On the way to this goal, new systems and effects are found to be relevant and
are studied in greater detail. Therefore, the vulnerability of a quantum state and
the extreme sensitivity of a qubit can also be seen as unique feature, enabling the
investigation of other systems by means of a very sensitive sensor. Together with
other mechanisms exploiting quantum effects, the basis for the field of quantum
sensing is formed.
Although many sensing experiments have been performed on other physical
systems, superconducting qubits are again promising candidates, as they allow
for an easy coupling due to their large magnetic and electric dipole moments
[29]. Through techniques like dynamical decoupling [30] or the evaluation of
consecutive Ramsey experiments [31], they can be used to detect noise in a tunable
frequency range from the millihertz to the gigahertz regime. It is also possible to
discriminate between magnetically and electrically induced noise on the same device
by changing the bias point of phase and flux qubits [32, 33]. Via relaxometry studies,
superconducting qubits have been used to demonstrate the presence of single
atomic fluctuators, whose frequency can be tuned by electric fields and mechanical
strain, and which heavily influence the qubit coherence properties [34–37]. These
results of quantum sensing experiments therefore assist the development of more
coherent qubits, creating a strong link between the fields of quantum sensing with
superconducting qubits and quantum computation.
This link is even more obvious in the development of a quantum computer,
where many qubits have to be combined onto a single quantum chip, together
with a vast amount of control and auxiliary structures. This variety of circuit
details leads to an increased number of coupling partners and therefore loss
channels to the qubit. Although microwave circuits can be classically simulated by
numeric methods, these simulations do not include the nonlinearity of the qubits,
imperfections in the fabrication process and experimental inaccessibilities. A precise
experimental calibration of the cross-talk between individual components as well
as a characterization of the microwave transmission from the control electronics to
each qubit individually is therefore of great interest.
To enable this calibration, a sensing scheme is derived in this thesis by utilizing the
AC Stark shift of a multi-level superconducting circuit. This is then demonstrated by
measuring the frequency-dependent transmission of microwave signals from room
temperature devices to the quantum bit. This sensing scheme is additionally of great
interest for the development of new hybrid quantum systems, where the harmonic
resonance of the second system could be detected with the qubit. Such hybrid
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quantum systems have gained much interest in research as they are able to combine
the rapid processing of superconducting qubits with, e.g., the long coherence
times of paramagnetic spin ensembles [38–42] or nanomechanical oscillators for
ultra-sensitive vibrational sensing [43, 44]. In combination with micromechanical
and magnetooptical devices, an interface to optical photons can be established
[45, 46], which is in particular relevant for quantum information processing. Here,
it would enable to coherently transfer quantum states between remote quantum
computing units and allow for a secure quantum communication over long distances
[47, 48]. In general, hybrid quantum systems can be used to combine the benefits of
two independent systems [49].
The border between the fields of hybrid quantum systems and quantum sensing
is weak when a quantum bit is used to study a second quantum system, and the
naming mainly depends on the research direction, even if the physical realization is
identical. In quantum sensing, typically a known quantum system (i.e., the sensor)
is used to study another, unknown (quantum) system. For a hybrid quantum
system instead, the focus often lies on application, where benefits are combined
and unique features appear [49]. Two prominent examples for a hybrid quantum
system are used throughout this thesis: First, the qubit forms a hybrid system with
a superconducting resonator. In this scheme, the resonator frequency exhibits a
dispersive shift depending on the qubit state, meaning that the qubit state can be
inferred by probing the resonator. At the same time, the resonator acts as band-pass
filter for the qubit, protecting it from unwanted microwave radiation and excitation
loss. Second, we study a qubit-magnon hybrid system, which can be used in future
studies to create a link between stationary superconducting qubits and flying optical
qubits, to enable quantum communication.
Realizing the coupling between a qubit and the collective excitations in a fer-
romagnetic material would drive the highly active field of magnonics [50, 51]
into the quantum regime, allowing for a more fundamental understanding of the
relevant mechanisms. In contrast to electronics and spintronics, where the charge
and spin of moving electrons are used as information carrier, magnonics relies on
the magnetic exchange interaction between neighboring spins and hence realizes
the transport of information without a physical movement of charged particles.
Therefore, magnonic devices circumvent several problems of modern electronics,
like heat dissipation by Ohmic losses, as demonstrated by the implementation in
ferrimagnetic insulators [52]. With interference-based components [53], the footprint
of computation elements can be significantly decreased compared to standard
CMOS1 technology, new multi-port gates can combine several logical elements
1 complementary metal oxide semiconductor, the standard in electronics
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into one [54], and frequency multiplexing up to the terahertz regime [55] allows
for a massive intrinsic parallelization of computation tasks [56]. With effects like
the distortion-free propagation of magnon solitons [57] and the Bose-Einstein
condensation at room-temperature [58, 59], interesting physical phenomena exist,
demanding for further research and investigation.
Although magnon spin waves have been predicted in 1923 [60] and have been
subject to research and applications since the middle of the last century [61], most
studies have been performed with high powers at room temperature. Magnon
research at low temperatures and low excitation power has only recently emerged,
opening new possibilities to approach and study the spin system’s ground state
[62–65]. A true step into the quantum regime can however only be reached when
implementing a nonlinearity in the system. This would then allow for magnon
counting and a coherent manipulation of the magnonic state [66–69].
Again, superconducting qubits suggest themselves for quantum sensing experiments
with magnons in the low-excitation regime, as they are designable macroscopic
quantum objects which operate at millikelvin temperatures in the gigahertz regime.
In this thesis, we therefore place a ferromagnetic material in close vicinity to a
superconducting qubit, to study their interaction and the properties of magnon
excitations. However, this implies several experimental challenges, as the magnetic
material needs an external bias field, while superconductivity is very susceptible
to magnetic fields. State-of-the-art implementations therefore separate qubit and
magnetic system spatially by adding a coupling cavity [66]. This only creates a
cavity-mediated coupling instead of a direct interaction, which adds additional
couplings and complexity. Therefore, we start to explore the experimentally
challenging way of a direct qubit-magnon coupling in this thesis. Using a planar
approach, the magnonic system is placed directly on top of the qubit, meaning that
the qubit is operated in a magnetic field.
Since no experimental data on the compatibility of superconducting qubits with
magnetic fields are available, we investigate this dependency in the framework of
this thesis, and find that a quantum coherent behavior persists up to magnetic fields
far beyond what has been expected previously [70]. Besides these promising results,
the acquired data reveal more insights about the qubit’s internal material structure
and the phase coherence of the qubit state.
Based on these measurements, different magnetic materials are considered for the
hybrid circuit and new theoretical descriptions and experimental methods to realize
the coupling are investigated. Since the magnetic material of choice was not studied
at low temperatures before, the mode spectrum and internal losses were unknown.
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To this end, the previously introduced sensing scheme can be applied, which enables
the qubit to detect harmonic signals.
In the following chapters, I first provide the theoretical background to understand
the basic function of a superconducting qubit and the expected behavior of
a superconductor in magnetic fields. After a summary on the measurement
techniques in the microwave regime, the measurement setup and samples are
presented. The subsequent discussion of experimentally acquired data is divided
into three parts: First, the new quantum sensing scheme based on the AC Stark
effect is described, which exploits the presence of higher excitation levels in the
qubit. With that, the sensitivity is increased and a simultaneous measurement
of amplitude and frequency is enabled [71, 72]. The application of this sensing
scheme is demonstrated by characterizing the frequency-dependent microwave
transmission from the measurement lines to the location of the qubit. Afterwards,
the performance of a qubit-resonator system in a magnetic field is characterized and
discussed. These data show promising results for further applications and reveal
the relevance of details in the qubit’s fabrication process [70]. After a summary
of the theoretical background for collective magnetic excitations, the coupling
scheme between qubit and magnetic material is elaborated and the behavior of the
magnon-qubit hybrid system is characterized. Here, a rich mode spectrum is found,
giving a promising outlook on future experiments and applications.
6
2 Superconducting quantum bits
In this chapter, I provide a summary of the theoretical background necessary to
understand the experiments with superconducting quantum bits presented in this
work. Since many topics and effects have to be discussed and mentioned here
to enable the reader to understand the experimental data, I tried to simplify the
following explanations as much as possible. Therefore, some statements might look
a bit over-simplified for the experienced reader, but they retain the key features of
our quantum systems.
This chapter starts with a general theoretical discussion of quantum bits, which is
valid for all kinds of physical realizations and broadens up to multi-level quantum
systems. After an introduction to superconductivity, these two topics are merged
into a section about the superconducting transmon qubit, its features and limitations.
2.1 Theory of quantum bits
2.1.1 Qubit states and the Bloch sphere
In analogy to a classical bit, a quantum bit, or qubit for short, has two possible
eigenstates, |0〉 and |1〉. Due to its quantum nature, it can also be in a superposition
of these states, resulting in an arbitrary qubit state of

















The complex amplitudes a and b have to fulfill |a|2 + |b|2 = 1, as |Ψ〉 has to be
normalized with 〈Ψ|Ψ〉 = 1. The global phase of |Ψ〉 has however no physical
meaning, so we can chose 0 ≤ a ≤ 1, a ∈ R without loss of generality. These
restrictions are intuitively implied by spherical coordinates, with azimuthal angle θ
and polar angle φ:
|Ψ〉 = cos θ
2








Figure 2.1: Bloch sphere representation. An arbitrary qubit state |Ψ〉 on the Bloch sphere can be
described by the two angles θ and φ known from spherical coordinates. For a pure quantum state,
the state is always on the surface of the Bloch sphere, ||Ψ〉| = 1. The axes are chosen such that
(|0〉+ |1〉)
√
2 is on the x axis and (|0〉+ i |1〉)
√
2 points along the y axis.
As these points lie on the surface of a sphere, this gives the basis for representing
an arbitrary qubit state in the Bloch sphere, as illustrated in Fig. 2.1. The common
choice of aligning |0〉 along the positive z-axis may seem counterintuitive at first, but
has historical reasons related to experiments with a spin in a magnetic field. There,
the bias field is intuitively chosen to be aligned in positive z direction resulting in
the spin in the ground state also points upwards. Although a great number of qubit
architectures do not require a biasing field nowadays, this convention persists.
2.1.2 Qubit operators
Any operation on a qubit state can be expressed by a linear combination of the
Pauli rotation matrices σ̂x, σ̂y and σ̂z. In the Bloch sphere representation, each matrix
operation corresponds to a rotation around the respective axis by an angle of π. One








which excites the ground state σ+ |0〉 = |1〉 and deexcites the excited state
σ− |1〉 = |0〉. The excitation probability of the qubit can be acquired by measuring
the expectation value of the σ̂z operator:
〈σ̂z〉 = 〈Ψ|σ̂z|Ψ〉 = − |a|2 + |b|2 = − cos θ = −1 . . . 1. (2.3)
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With the time evolution operator given by U = exp− ih̄ H(t− t0), the evolution of
the qubit state is given as
|Ψ(t)〉 = U(t) |Ψ(t0 = 0)〉 = cos
θ
2
|0〉+ ei(φ−ω01t) sin θ
2
|1〉 .
This means that the qubit state always rotates around the z-axis with a speed of
ω01, corresponding to a Lamor precession. For a more intuitive understanding,
this rotation is typically removed by describing the qubit state in a frame rotating
at the frequency of the qubit. Since the tool we use to investigate the qubit in our
experiments, i.e., a microwave drive, rotates itself with a frequency ωD, we naturally
shift our perspective to a rotating frame. Consequently, we only see a remaining
rotation at the speed of ω01 −ωD.
2.1.3 Driving a qubit
To drive the qubit transition, we apply a microwave tone of frequency ωD, amplitude
A and phase offset ϕ, which results in the drive Hamiltonian
ĤD/h̄ = A cos (ωDt + ϕ) σ̂x.



















































2 Superconducting quantum bits
where the detuning ∆ω = ωq − ωD between drive and qubit frequency was
introduced. In a rotating wave approximation, fast rotating terms have been
neglected from Eq. (2.6) to Eq. (2.7).
From Eq. (2.8) we see that the phase ϕ of the microwave signal sets the axis around
which we rotate in the xy plane. As this phase can only be defined in relation to a
second pulse, and the absolute phase of a quantum state |Ψ〉 is not of interest, the
first microwave pulse on the qubit defines the phase reference. We also see that the
last line containing σ̂z does not depend on the amplitude of the drive tone. This is
consistent with the qualitative argument given in the previous section, that we only
see the frequency mismatch ∆ω between drive tone and qubit frequency rather than
the qubit frequency itself.
For many experiments it is sufficient to consider only a rotation around the σ̂x axis,

















Here, ΩR is the generalized Rabi frequency. From a more exact analysis, we get
that for a non-vanishing detuning ∆ω , the effective rotation axis is no longer the σ̂x
axis but a tilted axis. This leads to an increased rotation frequency ΩR ≥ A and a
decreased amplitude, meaning that the state |1〉 is never reached by a detuned drive
[73].
2.1.4 Dispersive readout of a qubit
For different qubit architectures, different readout techniques can be used, where
e.g. the flux close to a flux qubit is measured [74] or the tunneling current in
a charge qubit [16]. However, there is a more general approach, similar to the
Jaynes-Cummings model [75] used in quantum optics. The qubit (an atom) is
coupled to a resonator (a cavity) and the system is probed by applying photons to
the resonator. The Hamiltonian for this system is given by












σ̂+ â + σ̂− â†
)
. (2.10)
Here, ωr denotes the resonator frequency with its photon creation and annihilation
operators â† and â and g is the coupling strength between qubit and resonator.
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Through the mutual coupling, the eigenfrequencies of the system change in
dependence of the number of photons in the whole system. In the dispersive limit,
where ∆r = ωr −ω01  g, we can simplify the expression to [76]
Ĥeff/h̄ ≈ (ωr + χσ̂z) â† â +
1
2
(ω01 + χ) σ̂z (2.11)
where terms of the order O(g2/∆r2) are neglected in a perturbative approach. With
the dispersive shift χ, given for true two-level systems as χ = g2/∆r, we get an
effective resonance frequency of the resonator of ωr + χσ̂z. Measuring the resonance
frequency, we perform a projective measurement of σ̂z, i.e., we measure the qubit
state. Since the wavefunction |Ψ〉 of the qubit collapses into one of the eigenstates of
the σ̂z operator, we get for each measurement one of the two possibilities ω = ωr± χ.
To measure the probability P1(Ψ) = |〈1|Ψ〉|2, we need to repeat this projective
measurement and apply statistics.
The expectation values 〈σ̂x〉 and 〈σ̂y〉, i.e., the projection of the Bloch vector onto the
xy plane cannot directly be accessed for our qubit types. However, by applying a
σ̂y/2 or σ̂x/2 rotation pulse directly before the dispersive readout, these values also
become accessible [77].
2.1.5 Mixed states
So far, we only considered pure states with ||Ψ〉|2 = 1 which are located on the
surface of the Bloch sphere. Under the influence of spontaneous relaxation via the
σ̂− operator or dephasing via random fluctuations of ω01, our statistically measured
state is no longer a pure state. This mixed state can no longer be described by a
single ket, but by means of a density matrix:
ρ̂ = ∑
i
pi |Ψi〉 〈Ψi| , (2.12)
where pi is the fraction of the ensemble state being in state |Ψi〉. These mixed states
are represented by points within the Bloch sphere, which have a shorter distance to
the center of the sphere.
More detailed descriptions of the relaxation and dephasing processes are given in
Sec. 4.2.3, where the measurement procedure is explained.
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2.2 From qubits to qutrits and qudits
In the theoretical model of a quantum bit, only two qubit eigenstates, namely |0〉
and |1〉 are considered, disregarding the existence of further energy levels. In the
vast majority of physical realizations for quantum bits however, more energy levels
exist and are treated very differently: If these energy levels are far away in terms
of transition energy, they usually are ignored, e.g. in quantum bits using atomic
transitions or a spin degree of freedom. In other systems, like nitrogen vacancy (NV)
centers in diamond, auxiliary energy levels are used to drive conditional transitions
which favor the population of one of the qubit levels or they are used to read out the
state of the qubit by photoluminescence [78].
Additional energy levels can also be used for special computation or simulation
algorithms, if the transitions between these levels can be addressed individually.
Grover’s algorithm [12] for the search in a large unstructured (quantum) database
for instance was theoretically modified [79] to operate on multiple energy levels
of a single physical system instead of many independent qubits. This method was
recently demonstrated on the four energy levels of a single magnetic molecule’s
nuclear spin [80].
Since the name qubit is reserved for two-level quantum systems, the names qutrit
for a three level quantum system and qudit for general multi level quantum systems
have been introduced. However, not every multi-level quantum system can be seen
as a valid qudit as all levels need to be individually addressable and controllable.
This is possible if the system features an anharmonicity, which makes the transition
frequencies between the levels distinguishable.
Within certain limitations it is possible to ignore the higher energy levels of a
qudit and treat it as a true qubit, which simplifies the mathematical expressions
and theoretical description. To follow common terminology, throughout this work
multi-level systems will be called “qubits” as long as only the first two energy levels
are actively used, while higher levels are only considered to explain spurious effects
and limitations. When more than two levels are required to describe an effect, the
term “qudit” is employed, even if the same system was previously referred to as
qubit.
Many different physical systems are used to realize qubits or qudits, each having
its own benefits and drawbacks. For this work, superconducting qubits have been
chosen as they are macroscopic quantum objects that are well designable and
simulatable, and offer different coupling mechanisms. Since there are schemes
to integrate several qubits on one chip and their fabrication methods are closely
related to the well-established procedures used in the semiconducting industry,
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they are one of the most promising systems to build a scalable quantum computer.
So far they are the first and only platform, where quantum supremacy, the benefit
of quantum computing against classical computation, was demonstrated [14].
In the next sections, the fundamentals of superconducting qubits are introduced.
2.3 Superconductivity
Superconductivity was first discovered by the Dutch physicist Heike Kammerlingh
Onnes in 1911 [81] and described as a sudden drop in resistivity of pure mercury
at very low temperatures. Superconductors are therefore ideal conductors and
can carry a current without any dissipation. Several years later, it was discovered
that superconductors are not only ideal conductors but also expel any magnetic
field from their inside as soon as they are cooled below their critical temperature,
the so-called Meißner-Ochsenfeld effect [82]. Hence, superconductors also are
ideal diamagnets. These unique properties are however subject to limited validity,
resulting in a critical temperature Tc, a critical current density jc and a critical field
Hc, above which superconductivity breaks down.
Apart from many phenomenological descriptions, no fundamental theory for the
underlying reasons to superconductivity was found until Bardeen, Cooper and
Schrieffer developed the BCS theory [83]. The key to this theory is a phonon-
mediated weak attractive force between two electrons, which leads – despite their
Coulomb repulsion – to the formation of electron pairs, known as Cooper pairs.
Pairing two spin 1/2 particles results in a particle of integer spin, which is therefore
of bosonic nature. Bosons in turn do not follow Pauli’s exclusion principle [84] and
the Cooper pairs condensate into the BCS ground state, which is described by a
single macroscopic wave function
Ψ(~r) = |Ψ| eiθ(~r), (2.13)
with the macroscopic phase θ(~r). This wave function spreads over the whole
condensate, i.e., the whole superconductor. As it does not decay spatially, for
any path on a closed superconducting loop we can only accumulate a phase of
integer multiples of 2π to maintain a consistent wavefunction. In other words
the wavelength of the Cooper pairs has to be an integer fraction of the ring’s
circumference.
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The wave vector |~k| = 2π/λ for a charged quantum particle does not only depend
on the kinetic energy or momentum of the particle, but also on its surrounding
vector potential ~A with ~∇× ~A = ~B. We get
h̄~k = m~v + q~A.
We now demand that the integration of the wave vector around a closed ring results
in an integer multiple n of 2π
2πn =
∮
~k · d~r = m
h̄
∮
~v · d~r + q
h̄
∮
~A · d~r (2.14)
and can replace
∮
~A · d~r =
∫
~∇× ~A · d~S =
∫
~B · d~S = Φ using Stokes’ theorem,
















~js · d~r + Φ, (2.15)
where the supercurrent density ~js = qns~v was introduced together with the density
of Cooper pairs ns. For a superconductor with thick walls, we can assume that the
shielding currents are only flowing in a thin layer below the surface and that a path
with ~js(~r) = 0 exists: in this case the integral vanishes and we finally find the flux











where q = 2e for the Cooper pairs was used. This means that the flux flowing
through a hole in a superconductor is quantized and can only be present in integer
multiples of Φ0.
If the superconductor however is free of holes, only n = 0 can be the solution to




~js · d~r = −Φ = −
∫
~B · d~S.
Using again Stokes’ theorem and comparing the integrand, this results in
~B = − m
q2ns
~∇×~js. (2.17)
Taking the curl of both sides in Ampère’s circuital law ~∇× ~B = µ0~js, where a









− ~∇2~B = −~∇2~B, (2.18)
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Figure 2.2: Boundary effects of superconductors. Magnetic field distribution at the surface of a
superconductor. a) An infinte superconducting semispace for x > 0 in an outer magnetic field. The
field decays over a length of λL and screening currents flow at the surface. b) A thin superconductor in
a parallel field. The magnetic field inside the superconductor never approaches zero, which requires
less energy for the expulsion of the field. This configuration can therefore be superconducting up to
higher fields. c) A type II superconductor in a perpendicular magnetic field. Normal conducting cores
are created, through which flux can flow. They repel each other and align in a hexagonal lattice to have
the largest distance.













resulting in the solution





This means that the magnetic field does not discontinuously drop to zero but decays
exponentially from the surface of the superconductor on the length scale of the
London penetration depth λL as we go deeper into the superconductor. This is
depicted in Fig. 2.2 a). With ~∇× ~B = µ0~js the screening currents decay on the same
length scale.
2.3.1 Type I and type II superconductors
Expelling the magnetic field from the inside of the superconductor costs energy and
is therefore only possible up to certain fields: Once the energy needed to start the
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screening current and provide the compensation field is higher than the energy
gained by the condensation of the Cooper pairs, the superconducting state is no
longer favorable and superconductivity breaks down. Therefore, a critical magnetic
field1 Bc exists, beyond which the superconductor turns normal.
For different geometries and materials it is possible that not the whole supercon-
ductor turns normal at the same time, but only parts get normal conductive. In this
regime, a third energy comes into play: the energy of the interface between super-
conductor and normal conductor. To describe this interface, we use the formalism
of the Ginzburg-Landau equations [85] and focus on a qualitative explanation of
the results. Detailed derivations can be found in any standard physics textbooks
about superconductivity [86–88]. To describe the interface, the London penetration
depth λL from Eq. (2.19) is relevant together with the Ginzburg-Landau coherence
length ξGL, which can be intuitively understood as the spatial extent of a Cooper
pair. Due to the strong correlation of the Cooper pairs it is clear that any variation
in the density of Cooper pairs ns can only occur on the length scale of ξGL. In the
normal conducting area it has to be ns = 0. In simple words, the superconductivity
builds up over the length scale ξGL from the boundary, meaning that the total gain
in condensation energy is decreased with increasing ξGL and increasing area of the
interface. On the other hand, the energy needed to expel the flux the superconductor
decreases, when λL is high and the interface is large.
Eventually, this means that for λL/ξGL  1 the creation of boundaries costs energy
and is not favorable, and such a superconductor turns normal at once. This is a
type I superconductor. For the case λL/ξGL  1, boundaries become energetically
favorable at a certain magnetic field Bc,1 and magnetic flux starts to enter the type II
superconductor. To maximize the number of boundaries, the flux inside the normal
conducting area has to be as small as possible, which means after Eq. (2.16) that
flux vortices containing one flux quantum Φ0 are created, until the second critical
field Bc,2 is reached, where the superconductivity eventually breaks down. The state
between Bc,1 and Bc,2 is called the vortex state and depicted in Fig. 2.2 c).
The ratio λL/ξGL can be influenced by the mean free path length l of conduction
band electrons in the normal conducting material. While λL slightly increases
with decreasing l, ξGL decreases strongly. It is therefore easily possible to decrease
the mean free path length by introducing defects or doping with other metals
and with that turn a type I into a type II superconductor. This relation is usually
1 The terms “magnetic field” and “magnetic flux density” are used synonymously throughout this
thesis, following common usage. Whenever a clear differentiation is needed, it will be stated by the
used quantity symbols, H and B.
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expressed in the form that a superconductor in the “dirty limit” is always a type II
superconductor.
2.3.2 Thin films in a magnetic field
So far, only the influences of magnetic fields on large superconducting samples
have been discussed. If we now apply a magnetic field in parallel to a thin super-
conducting film (d ≈ λL), the field enters from both sides into the superconductor,
the screening currents cancel out in the center and the superconductor is not at any
point free from magnetic fields, as shown in Fig. 2.2 b). This behavior can again
be described and modeled by the Ginzburg-Landau equations [85] and in-depth
descriptions can be found in original research publications [89] as well as in standard
physics textbooks [86–88]. Due to a large number of degrees of freedom in the
experiments presented in Ch. 6 and Ch. 7, where a superconductor in an in-plane
magnetic field is studied, the derivation of an exact formula here would bring
little additional insight. It shall hence be sufficient for us to stick to the following
qualitative argumentation:
With the magnetic field entering from both edges of the superconductor, a con-
siderable magnetic field is still present at the center of the sample. As already
discussed, expelling the magnetic field from the inside of the sample is (disregarding
other interactions) energetically not favorable. This intuitively becomes clear when
comparing the superconductor to a classical diamagnet where all molecular magnets
have to align opposite to the outer magnetic field. This means that the magnetic
moment per unit volume is reduced for a thin film compared to the bulk case and
a thin film (i.e. a smaller magnetic needle) is more stable in an outer magnetic
field and can withstand higher fields, before it “flips”. Eventually, this leads to the
experimentally proved conclusion that the critical parallel magnetic field for a thin
superconducting film is much higher than for the bulk material.
For the case of a thin superconducting film in a perpendicular magnetic field, the
relevant length scale is not λL but again the Ginzburg-Landau coherence length ξGL.
While thicker films with d ξGL form characteristic patterns of normal conducting
areas, the so-called intermediate state, thinner films of type I superconductors, where
d  ξGL, behave just like regular type II superconductors [90] with the creation
of flux vortices containing a single flux quantum. The qualitative argumentation
here is similar to the limit of a dirty superconductor where now the thickness of
the sample restricts the mean free path and coherence length. In the intermediate
regime d ≈ ξGL however, this approximation is very crude and more sophisticated
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thoughts have to be taken [90]. For our experiments, we can still restrict our thoughts
to the limit of thin superconductors2.
2.4 Josephson Effect
If two superconductors are connected by a weak link, e.g., a thin normal metal
or insulator, the Cooper pairs can tunnel coherently through this barrier and the
wavefunctions of the two superconductors overlap. Despite the insulating barrier,
the current can still flow without resistance, which is called the Jopsephson effect
[92]. Therefore, no voltage drop occurs, but the superconducting phase changes, i.e.,
there is a phase drop across the junction. The gauge independent phase difference
between a position before (1) and after (2) the junction,






is related to the current flowing through the junction via
I(ϕ) = Ic sin ϕ, (2.21)
where Ic is the critical tunnel current of the junction. From the derivative of the








meaning that the voltage across the junction is proportional to the change in phase
and therefore dependent on the change in current. Compared to the voltage at a







A Josephson junction (JJ) can therefore be seen as a nonlinear inductance, where the
inductance depends on the current flowing.
This nonlinear element enables us to build an anharmonic quantum oscillator and
use it as a qubit, which will be introduced in Sec. 2.5. For the moment, we will have
a short look on a different application and properties of Josephson junctions.
2 For aluminum, ξ = 1.6 µm was measured [91].
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Figure 2.3: SQUID and JJ in a magnetic field. a) A DC SQUID consists typically of two JJs in parallel,
where the flux Φ enclosed in the loop (gray area) induces a screening current Iscreen and hence tunes
the effective critical current for an additional bias current Ib across the SQUID. b) Cross-section
through a single JJ with an insulating barrier (I, shaded) between two superconductors (S, white). In
an external magnetic field, a screening current flows, but the penetration depth λL is larger in the
insulating area, leading to a non-uniform current distribution. c) We can model a single junction by a
parallel circuit of n + 1 individual JJs, forming n SQUID loops. The phase drop across each junction is
ϕn = ϕn−1 + 2π + Φn/Φ0. This means for ∑i Φi = Φ0 we get ϕn − ϕ0 = 2π and we can find for each
junction with ϕi a junction with ϕi + π, whose currents cancel out each other, leading to a vanishing
net current. If the field is further increased, this blockade is partially lifted, resulting in a Fraunhofer
pattern for Ic(B).
2.4.1 The SQUID
If we interrupt a superconducting loop by two JJs, as depicted in Fig. 2.3 a) it is clear
that after Eq. (2.15), the flux Φ enclosed in the loop can only take integer multiples
of Φ0. This means that screening currents in the loop start to circulate when an
external magnetic flux Φa is applied. If we now drive an external current Ib across
the junctions, their effective critical current is reduced. This setup is commonly
called a SQUID – a superconducting quantum interference device. It can either be
used as very sensitive sensors for magnetic fields by increasing the area of the flux
loop, or as one effective JJ whose critical current Ic,eff can be tuned by an external
magnetic field.
2.4.2 A Josephson junction a magnetic field
When placing a single JJ in an in-plane magnetic field, depicted in Fig. 2.3 b), the
field enters preferably in the regions of lower critical current, i.e., the junction.
This also becomes clear from λL in Eq. (2.19) when taking into account that the
density of Cooper pairs ns is reduced in the JJ. The magnetic field in the junction
leads to a gradient in the vector potential ~A, giving a contribution to the gauge
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invariant phase (Eq. (2.20)). We can split the junction into an array of parallel
junctions, demonstrated in Fig. 2.3 c). Increasing the magnetic field until a total
flux of Φ0 has entered the junction area leads to a phase difference between the
ends of the JJ of 2π, which eventually means a complete suppression of any net
current across the junction. This experiment is comparable to the single slit in
optics, where the slit is the junction and the magnetic field corresponds to the
viewing angle. Continuing this analogy, we know from optics that the transmission
I(θ) is the Fourier transformation of the slit’s spatial transmission I(x) and follow
for the transmission function of the junction Ic,eff(Φ/Φ0) that it is the Fourier
transformation of the junction’s transmission jc(x). This relation can also be derived
in analytically exact ways and was demonstrated experimentally [93]. For the
experiments presented in later chapters, we usually assume a rectangular shaped











∣∣∣∣∣ = I0c sinc ΦΦ0 .
2.5 The transmon qubit
Combining the findings that a qubit does not exactly have to be a two level
system, but can also be an anharmonic multi-level system (Sec. 2.2) and that a
superconducting Josephson junction offers a current-dependent inductor (Sec. 2.4),
we intuitively find one of the most accessible realizations of superconducting qubits:
the transmon qubit [17]. Although historically, the transmon qubit was derived as
an improvement to the Cooper pair box or charge qubit, we follow here the more
intuitive way of understanding the transmon as a nonlinear quantum oscillator. The
most simplified electromagnetic oscillator consists of a capacitor and an inductor
being connected to each other. The parabolic potential of this harmonic oscillator
gives equidistantly spaced energy levels which cannot be used as a quantum bit. If
we now replace the conventional inductor by a JJ, we find an anharmonic potential
where the resonance frequency depends on the current flowing through the junction
and therefore on the excitation number of the system.
For a more mathematical description, we define the degrees of freedom with which
we want to describe the system. Instead of voltage and current, which are used in









2.5 The transmon qubit
We assume that the system is at rest in the beginning, Φ(−∞) = Q(−∞) = 0. With


































= 4ECN̂2 − EJ cos ϕ (2.26)
where we introduced the difference in number of Cooper pairs on the islands
N̂ = Q/2e and defined the charge energy EC = e2/2C and the Josephson energy
EJ = IcΦ0/2π. From the fact that N̂ appears in this equation we see the transmon’s
close relation to the Cooper pair box, meaning that offset charges can still influence
its eigenenergies. However, when increasing the capacitance, the charging energy
EC goes down and with that the contribution of the offset charges.
To describe the transmon as an anharmonic oscillator, we expand the cosine up to
fourth order in ϕ, resulting in







Recalling that [ϕ, N] = i, we can compare the quadratic terms with N2, ϕ2 to a
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where in the lower line, all terms without pairs of b̂ and b̂† have been neglected, as
they do not contribute to the transition energies when treating the quartic term in
perturbation theory [96].










The transmon in this approximation hence has an anharmonicity of αm = Em,m+1 −
Em−1,m = −EC and a fundamental qubit transition frequency h̄ω01 =
√
8ECEJ − EC.
Typical values of EC/h ∼ 200 MHz for the samples used in this thesis are enough to
prevent the excitation of higher levels by the bandwidth of the pulses used in the
experiments. We can therefore take the transmon as an effective two-level system
and hence as a qubit.
We note here that the approximation in Eq. (2.27) is only valid if ϕ is small, meaning
that we are in the transmon regime with EJ  EC and are only considering the
lowest excited states. The full solution to the transmon Hamiltonian in Eq. (2.26)
can be calculated by using Mathieu functions. However, as it is numerically easier
to implement the diagonalization of the Hamiltonian instead of using Mathieu
functions, we only refer here to Ref. [17] for a full discussion of this solution and
will use other methods to describe the exact eigenstates and eigenenergies.
With a decreasing EJ/EC ratio, the influence of N̂ gets stronger which we can
probe by inducing offset charges by means of a gate voltage N̂ → N̂ − ng. The
variation of the transition energies Em(ng) with respect to the gate charge is given
in Fig. 2.4 a)-c), where a decreased sensitivity on offset charges with increasing
EJ/EC is apparent. A comparison between the exact solution and the approximated
transition energies from Eq. (2.29) is demonstrated in Fig. 2.4 d).
In the experiments, we can excite higher levels of the transmon by subsequently
driving the individual transitions, i.e., perform the transition |0〉 → |1〉 by applying
an ω01 photon, then the |1〉 → |2〉 transition by the corresponding ω12 photon,
and so on. Alternatively, we can directly drive the |0〉 → |m〉 transition by the
simultaneous irradiation of m photons of frequency ω0m/m and the help of m− 1
intermediate virtual energy levels. Due to multi-photon processes, these transitions
start to appear only at higher drive powers compared to the single photon processes.
The dispersive shift of the readout resonator, i.e., the readout signal, increases for
the higher excited states [97].
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Figure 2.4: Transmon potential for different EJ/EC ratios. a)-c) The normalized transmon energies for
increasing ratios of EJ/EC. With increasing capacitance and therefore decreasing EC, the influence
of single offset charges on the islands gets smaller and the energy levels get flatter. However, the
level structure gets more harmonic, meaning that E0,2/E0,1 ≈ 2. d) To resolve these differences better,
transition energies between adjacent levels are displayed. The solid lines and shaded areas highlight the
range of transitions when varying the gate charge and therefore their spread shows the susceptibility
against charge noise. Dashed lines show the approximation of Eq. (2.29) for comparison. It can be seen
that this approximation is only applicable for the first transitions and deep in the transmon regime.
2.5.1 Concentric transmon
For a transmon qubit, basically only two ingredients are needed: a Josephson
junction and a comparatively large shunting capacitance. Despite this simplicity,
a variety of different designs has been proposed in the last decade and many
improvements could be found. Starting from the first transmon design [17], depicted
in Fig. 2.5 a), the capacitance was fabricated as interdigited finger structure, which
enables a compact design but at the same time increases the electric field strength in
the gap between the fingers. With this, the coupling to defects on the surface of the
superconductor is increased, leading to higher losses and reduced coherence times.
This disadvantage could be evaded by the introduction of a microstrip transmon
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[98], where the electric fields are drawn into the low-loss substrate by increasing
the spacing between the capacitor islands and introducing a metalized backside
of the chip. Using inert TiN instead of the commonly used Al, the existence of
surface defects could also be reduced. Besides the large size of this design, one
drawback is the antenna-like structure which increases the qubit’s radiative loss as
well as spurious coupling of the qubit to other elements and signals on the chip. To
counteract these disadvantages, the dipole moment was reduced by wrapping one
electrode around the other, resulting in the concentric transmon [99], displayed in
Fig. 2.5 c) and d). This design offers a reduced dipole moment and therefore reduced
radiation as well as a confined field distribution. For this work, two different
designs of the concentric transmon are used: one with a single JJ and therefore fixed
frequency and one with a gradiometric design, featuring 2 JJs. As the gradiometric
design is only sensitive to the difference in flux between the two inductance loops, it
is – in contrast to the majority of other tunable superconducting qubits – ideally
insensitive to homogeneous magnetic fields. This feature is of unique advantage for
sensing applications in magnetic fields.
The concentric transmon was adopted and modified by other groups [100], offering a
direct access to the qubit by moving the microwave feed lines to the third dimension.
While this design might be beneficial for scaling up the number of qubits per chip,
it reduces the flexibility and the ability to place other samples directly above the
qubit chip, which we will later use in Ch. 7.
Besides the concentric transmon, other transmon designs exist and are commonly
used. Here, in particular the “Xmon” design has to be mentioned, which offers
multiple arms for capacitive coupling and therefore enables error correction schemes
like the surface code [26, 101].
A detailed description of all samples used throughout this thesis and their
characterization can be found in Sec. 4.3.
2.6 Loss mechanisms of superconducting qubits
The excitation of a qubit can decay into a variety of different channels and it is not
always easy to identify the reasons leading to an experimentally observed relaxation
time T1. In the following, different decay mechanisms are listed, where the list
makes no claim to be complete. Again, only qualitative argumentations are given,
as the experiments later do not allow for a detailed differentiation. When several
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Figure 2.5: History of the concentric transmon design. a) The first transmon design features a SQUID
loop (gray area) and interdigited finger capacitances [17]. b) Microstrip transmon with capacitive
islands induces mirror charges in the ground plane (dashed frame) and concentrates the electric field
lines into the substrate [98]. c) Concentric transmon with low dipole moment in the non-tunable
version. d) Concentric transmon in gradiometric design. Only the flux difference Φ2 −Φ1 creates a
current across the junctions and biases the qubit [99]. In a) and d), the lower graphs show an effective
circuit diagram of the design with the JJs in red and flux-sensitive areas in gray. Figure adapted from
[77].







2.6.1 Purcell and radiation loss
When the qubit is coupled to a harmonic resonator, we see from the gσ̂− b̂† term in
the Jaynes-Cummings Hamiltonian Eq. (2.10) that the excitation can swap from the
qubit to the resonator, where it can eventually decay, dissipate or leak into a third
system. It is clear that besides the coupling strength g also the detuning ∆ = ωq−ωR
between the two systems and the bandwidth κ of the resonator influence the losses.
For the bandwitdh, the full width at half maximum of a Lorentzian-shaped resonator





The Purcell loss can be estimated already at the design stage and is therefore
usually optimized with respect to a good readout signal, given by the dispersive
shift χ = g2/∆. The resonator bandwidth is limited by fabrication methods and
materials.
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This single-mode Purcell decay is however not only present for the designed readout
resonator, but for every spurious mode, the qubit can couple to, e.g., modes of the
sample box or other modes on the chip. Apart from that, the qubit excitation can
also relax into non-resonant systems like transmission lines or other control lines by
the multi-mode Purcell effect. Then, the Purcell loss is described by the impedance
of the environment and the coupling capacity or inductance between qubit and
environment [102]. Due to the enhanced spurious coupling of a qubit with large
dipole moment, these losses are commonly referred to as radiation losses.
To avoid these losses, one can either firstly design the environment to give little
possibilities for spurious coupling, which eventually leads to placing the qubit
inside a three dimensional cavity. Together with a very low κ of these polished
superconducting cavities, this is the basis for the great coherence times of the 3D
transmon [103]. Secondly, one could reduce the dipole moment of the qubit, leading
to a very confined electric field distribution and therefore a decreased coupling to
other structures. This approach was chosen for this thesis, as, unlike in the first
approach, it is here possible to place other elements like wide-band transmission
lines and lossy dielectrics close to the qubit.
2.6.2 Dielectric and TLS loss
As already mentioned, one goal for the design optimizations of the transmon
was to concentrate the electric fields into the substrate, as the interfaces between
superconductor and substrate can be controlled better than the surface of the
superconductor to air, and the substrate itself is very pure. The contribution of
the chip’s substrate can usually be neglected: For intrinsic silicon, the loss tangent
tan δ = Im(ε)/Re(ε) is below δ < 10−7, where ε is the complex dielectric constant of
the material. This would limit the qubit coherence to Γ1 = δω01 < (0.3 ms)−1 [104,
105], and is not a limiting factor for state-of-the-art transmon qubits.
Since for the JJs of superconducting qubits the most common choice of material
is Al/AlOx/Al, also the qubit’s capacitance pads are often fabricated from Al for
simplicity. One major problem is that aluminum oxidizes quickly at air or in wet
processing steps, leading to the formation of amorphous aluminum oxide on the
surface of the superconductor. In this amorphous material, mechanical degrees of
freedom with an electric dipole moment exist, which hence couple to electric fields,
absorb energy and increase the dielectric losses in the material. These so-called two
level fluctuators (TLF) or in general two level systems (TLS) have been studied in
great detail [34–36, 106] and are still subject to active research.
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Despite the efforts taken to reduce the field strength in the gap of the capacitor and
concentrate the field lines into the substrate, the loss tangent of δAlOx = 3 · 10−3
for amorphous aluminum oxide [105, 107] is so large that still the small portion
of the electric field energy in the surface and interface oxides has to be taken into
account. A more detailed study on an all-aluminum transmon [102] concludes that
the contribution of the surface oxides is on the order of magnitude of current qubit
coherence times and hence influences the measured T1 values.
Although it is possible to fabricate the capacitance pads from a more inert material,
the insulating barrier is exclusively fabricated from AlOx and commonly, at least a
short connection to the junctions is made from Al. Apart from that, also residues of
processing materials, like resist or glue, or even water and bound oxygen molecules
can lead to dielectric losses on the surface of the superconductor – independent of
the material in use. Observing fluctuations in the qubit’s coherence times, we can
conclude that atomic fluctuators on the surface of the superconductor contribute
considerably to the overall losses [31].
2.6.3 Quasiparticles
Quasiparticles (QPs) are excitations of the superconductor, e.g., split pairs, where
one partner of the Cooper pair is missing. They can be described to be in the range
from hole-like to electron-like, do not participate in the many-body wavefunction
and therefore increase the energy of the system [86]. Hence, QPs cannot tunnel
through the JJ without resistance and a QP current is in principal dissipative [93]. We
note at this point that this explanation is very simplified, and in a more sophisticated
analysis, the phase ϕ across the JJ has to be taken into account. In the transmon
operation regime however, ϕ is small and we can simplify our analysis.
For a superconducting transmon qubit, the influence of QPs on the qubit’s relaxation





2ω01∆0/h̄ ⇒ ΓQP ∝ xQP.
The QP concentration xQP is here normalized to the number of Cooper pairs and ∆0
is the energy gap of the superconductor.
At finite temperatures, QPs are thermally excited, resulting in a QP concentration of
xQP,therm(T) =
√
2πkBT/∆0 exp (−∆0/kBT) [108]. For a temperature of T ≈ 20 mK
and a thickness-dependent gap of thin aluminum films ∆0 > 200 µeV [111], we
would expect xQP,therm(T) < 10−52, resulting in coherence times of thousands of
years. In reality however, QP concentrations of xQP ∼ 10−7 are observed [103],
giving 1/ΓQP ∼ 1 ms.
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The origin of these excess QPs is still subject to research, and commonly, the
following factors are considered: With the decreasing thermal conductivity at low
temperatures, it becomes challenging to thermalize the qubit to the cryogenic
environment and the chip temperature is usually assumed to be above the
temperature of the base stage.
Also, any kind of radiation with h̄ω > ∆0 absorbed by the superconductor will
break Cooper pairs and eventually create a cascade of QPs. To this end, filters
for infrared light are typically included in the microwave wiring to the sample
for high-coherence measurements. Impacts of high energy particles like cosmic
radiation have also been observed to increase the QP density [112].
Apart from that, QPs can be excited by driving a strong current I > Ic across the
junction or applying a voltage. This for instance happens when strongly populating
the cavity coupled to the qubit, which induces an oscillating voltage across the JJ,
splitting Cooper pairs and hence creating QPs [113, 114].
Eventually, also magnetic fields lead the creation of QPs, where for parallel fields
it holds xQP ∼ B2‖ [115] and the QP recombination rate, i.e., the relaxation rate of
out-of-equilibrium QPs goes back with increasing magnetic fields [116].
Apart from shielding the samples against unwanted radiation and operating at
the correct power levels, QP traps have been introduced, where a combination of
materials with different gap energies are used such that the gap of the trap is lower
than the one of the device, ∆0,D > ∆0,T [117, 118]. From the fact that any excitation of
the condensate needs to be above the condensation energy, it follows that EQP > ∆0.
Coming from material 1 to 2, the QP will relax, e.g. by interaction with phonons,
until ∆0,D > EQP > ∆0,T . Due to its now decreased energy, the QP cannot go back to
material 1 and is trapped. With the reduced gap however, it is easier to excite QPs
in the trap, for which reason the traps should be located with appropriate spacing
from the JJ.
In the extreme case of ∆0,T = 0, a normal metal is used as trapping material
[119–121]. This can also be achieved by suppressing superconductivity locally, e.g.
by normal conducting flux vortices in the superconductor [113, 122, 123]. It has been
demonstrated that the coherence of a QP limited fluxonium qubit can be enhanced
by applying a small field, which in turn creates flux vortices at intended locations
far from the junctions.
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2.6.4 Movement of flux vortices
For type II superconductors, it was experimentally observed that their RF dissipation
increases abruptly when Bc,1 is reached [124], leading to the conclusion that flux
vortices contribute to the losses. In a gedankenexperiment we apply Bz > Bc,1 to a
type II superconductor to create the vortex state. Due to the mutual repulsion of the
vortices, they arrange in a regular hexagonal lattice in the equilibrium state to have
the largest possible spacing. If we now apply a current along the x direction, we
immediately get from Ampère’s circuital law ~∇× ~B = µ0~js
d
dy
Bz = µ0 jx,
which means that the flux density increases in the y direction, leading to a gradient
in the density of flux vortices. This means the vortices get pushed to positive values
of y, or in other words, a Lorentz force acts on the vortices and they start moving.
As described in Eq. (2.16), on a contour around the flux vortex, the phase changes
by 2π. Moving flux vortices therefore lead to a change in the phase of the
surrounding superconductor and therefore via Eq. (2.22) to a voltage. The electric
field corresponding to this internal voltage is orthogonal to the movement of the
flux vortices and orthogonal to the magnetic field, hence it points along the direction
of~j. With ~E ‖~j however, dissipative processes take place and heat is generated.
We can come to the same conclusion from a microsopic analysis: Looking at a
moving flux vortex, we see that it destroys Cooper pairs in front of it, as the inner of
the vortex is normal conductive and QPs recombine behind the vortex, resulting in
Cooper pairs. For the non-stationary case, we remember that the flux vortices move
towards areas with higher B, meaning that the magnetic field is higher in the front
of the vortex compared to its back. This means that splitting the Cooper pairs in the
higher field takes less energy as will bee released by the condensation in the lower
field area, leading again to dissipation. [125].
As a simple conclusion we find that moving flux vortices contribute to overall losses
for RF applications[126], which was experimentally proved several times [127–129].
To reduce this dissipative influence of the vortex motion, a very common method
is the creation of pinning centers, where the flux vortices preferably locate.
These pinning centers can be created by structural defects or the doping of other
materials, but too small pinning centers still allow the finite-sized vortex to wiggle
around, leaving a contribution to the overall losses. Alternatively, for thin film
superconducting structures, flux trap holes are structured into the design of the chip,
where their size is smaller than the structures they should protect and corresponds
to one flux quantum at the expected field strength [129–131].
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When flux vortices are present in the superconductor and the field is ramped down
again, flux vortices are not directly destroyed. Instead, vortices with opposing
orientation start to enter the superconductor from the sides and only in an
interface region between up and down vortices, the annihilate. This description was
introduced by C. Bean and is hence called the Bean model [132, 133]. The mesoscopic
magnetization of the superconductor is hence hysteretic and the configuration of
flux vortices depends on the magnetic history of the sample. To decrease the amount
of flux vortices in the superconductor, it is therefore not only sufficient to decrease
the magnetic field or apply a counter field, but a demagnetization sequence has
to be applied, where the magnetic field is slowly ramped between positive and
negative values with decreasing amplitude [131]. Due to the multiple slow ramping
processes, it is usually faster to switch off the field, warm up the sample above Tc
and cool it back down in zero-field.
A good overview over magnetization effects and hysteresis of superconductors is
also provided by Ref. [134].
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Like a large number of quantum systems, superconducting quantum bits have
excitation energies in the range of several µeV to few meV. The transition frequencies
of interest for coupling and sensing experiments are hence in the microwave regime.
This means we can use commercially available microwave technology for our
measurements and are able to describe the systems with well-established formalisms
of microwave theory.
In this chapter I shortly recapitulate the theoretical description of microwave
systems with a focus on the means and measures we will later use to characterize
our systems. The chapter starts with general microwave networks and leads via a
single resonator to two coupled oscillating systems which form hybridized modes.
3.1 Scattering parameters for a microwave network
To specify a network of microwave components with N ports, one of the most
intuitive descriptions from an experimental point of view is the description by an
N × N scattering matrix. The elements of this matrix correspond to the ratio of




with V ink 6=j = 0,
where the restriction means that we only drive the system at port j. For V ink , V
out
k
the complex voltage amplitudes of the oscillating signals are taken, where the angle
between the signals, arg(Sij) = arg(Vouti /V
in
j ), is the phase difference between
incoming and outgoing signal. Writing the incoming and outgoing amplitudes as
vectors, we can write
~V out = Ŝ~V in,















If the network under test does not contain any systems that can break time reversal
symmetry, e.g., ferrites or active components, the network is called reciprocal,
resulting in a symmetric scattering matrix ŜT = Ŝ. This means that exchanging ports
1 and 2 does not alter the behavior of the system [135].
Typically, the parameters of the scattering matrix have a characteristic dependence
on the frequency. For active components and in the high power regime, the Ŝ
parameters also become power dependent, resulting in Ŝ(ω, Pin). The parameters of
this 2× 2 matrix can be experimentally acquired with a two port vector network
analyzer (VNA) which allows for frequency sweeps at variable input powers. If the
network has more than two ports, the full matrix can be measured by terminating
all other ports with a matched load to avoid reflections and repeating this procedure
for all combinations.
Due to the high dynamic range of the parameters, they are typically given in
logarithmic units, standardized as decibel. One Bel (i.e., ten decibel) corresponds to
a ratio of ten in powers, or in general




Two points in this definition are commonly disregarded, which can lead to errors,
misunderstandings or simply imprecise phrasing: First, it is important to note that
the unit Bel always represents a relation of powers, no matter which size of quantity
is actually displayed. So if we want to refer to a voltage ratio in terms of dB, we have
to consider the power at the characteristic impedance Z given by P = V2/Z and
hence










which means that a prefactor of 20 appears instead of 10 if we relate voltages,
currents, amplitudes, and other quantities.
Second, the Bel always requires a reference value Pref. For the Ŝ parameters, this is
obviously the input power, but it is also possible to take a fixed reference value to
state absolute power values. For the power levels used throughout this thesis, a very
common unit is decibel-miliwatt (dBm), where the reference value is Pref = 1 mW.
A power level of LP = −30 dBm then corresponds to an absolute power value of
P = 10LP/10mW = 1 µW.
Using logarithmic units becomes especially handy when handling attenuation and
amplification factors of microwave components, as they can be simply added to the
output power of the microwave source in dBm, as long as all factors are given in dB.
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Figure 3.1: Schematic of a resonator. A transmission line with impedance Z0 is capacitively coupled to
a resonator with impedance Z1. The interaction or energy exchange rate between the systems is given
by κc. Inside the resonator, losses to other systems and dissipation can occur, represented by a rate κi.
3.2 Microwave resonators
When the characteristic impedance of a microwave transmission line Z0 changes at






where we note that for the case Z1 < Z0 a phase difference of π can be observed.
This scenario is depicted in Fig. 3.1. If we now introduce a second change in
impedance at a distance l form the first change, the wave is reflected at both











for mode number n, where we assumed that we have a λ/2 resonator, i.e., the
impedance outside the resonator is on both sides higher (or on both sides lower) than
the impedance inside the resonator. Here we used the phase velocity vp = c/
√
εeff
in the medium, depending on the vacuum speed of light c and the effective dielectric
constant in the medium εeff. The mode-number dependent wavelength is given by
λn = 2l/n, with n ∈N>0.
A resonator can also be created by connecting a capacitor C with an inductance
L, where a resistor R is typically taken into account to sum up the losses. If the
resistive losses are low, the oscillation frequency is given by ω0 = 1/
√
LC. Note
that this resonator ideally has no higher harmonics, whereas the transmission line
resonator has an infinite number of modes ωn = nω1. The following discussions
however apply to both types of resonators and L, C, and R denote the corresponding





Besides the resonance frequency of a harmonic oscillator, an important quantity
is its quality factor Q, describing the ratio between the total energy stored in the








where κ is the full width at half maximum (FWHM) of a Lorentzian shaped
frequency response and corresponds to the inverse photon lifetime [135]. In other
words, the quality factor describes π times the number of oscillations the resonator
can perform, until its amplitude has dropped to 1/e.
Photons in a resonator can be lost either by coupling into a different system, i.e.,
the transmission line, or by internal losses due to ohmic dissipation and dielectric
losses. The quality factor is therefore divided into a coupling and an internal quality









or κL = κi + κc,
where the loaded quality factor QL accounts for the total losses.
While Qc in our case is mainly given by geometric values and therefore fixed for a
given design, the internal quality factor for a superconducting resonator depends
on a more sophisticated set of variables. Amongst others, these are the choice of
materials, details of the fabrication process and the interface cleanliness. It can
also be altered in an experiment, e.g., by applying a magnetic field. Here, the
same mechanisms as previously discussed for the superconducting qubit apply,
in particular losses due to quasiparticle excitations (Sec. 2.6.3) and flux vortex
movement (Sec. 2.6.4).
3.4 Reflection spectrum of a resonator
In the experiments, we observe a transmission line resonator whose one end is
capacitively coupled to a transmission line of impedance Z0, while the other end
is open. If we assume that the losses are generated by the oscillating current in
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close to its resonance frequency. Plugging this impedance into the scattering





1 + 2iQL ∆ωω0
, (3.3)
where we introduced the detuning ∆ω = ω−ω0 . From this formula we see that
for large detuning, i.e., in the off-resonant case, we always are close to SOR11 = 1. At
resonance however with ∆ω = 0, we get SR11 = 1− 2QL/Qc, being again real. If we
shift the result of Eq. (3.3) by the mean of SOR1 1 and S
OR
1 1, we get











with δ = 2QL∆ω/ω0. This gives∣∣S̃11∣∣ = QL/Qc




where arctan2(y, x) is the function providing the complex argument to z = x + iy.
From this result we see that Eq. (3.3) represents a full circle in the complex plane,
centered around x = 1−QL/Qc. For the case QL > Qc/2, and therefore Qi > Qc,
the origin of the complex plane is inside the circle and the phase of S11 rolls off
over 2π. Since more energy is lost by the coupling than by internal dissipation, this
is called the over-coupled case. For the under-coupled case, with Qi < Qc, most
energy is dissipated internally, the origin is outside the circle, and the phase only
changes by less than π. The case of Qi = Qc is called critical coupling. This behavior
is demonstrated in Fig. 3.2.
We also see that we can access the ratio QL/Qc, and with that the individual values
of Qi and Qc when fitting a circle to the complex scattering data. To this end, we
utilize the circle fit routine [136], where more parameters are introduced to correct
for imperfections. Now, Eq. (3.3) reads
S11 = A eiα e−iωτ
(
1− 2QL/Qc




where A is the maximum amplitude of the signal and accounts for overall losses
and α corresponds to an overall phase offset. τ denotes the time the signal takes
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Figure 3.2: Visualization of S11 for different Qi. In the complex plane (left) all calculated traces for
S11(∆ω/ω0) are on a circle starting at the off-resonance point S11 = +1. For an internal quality factor
much higher than Qc, the circle has a radius of 1 and no amplitude signal is visible (top, dashed blue
line). In the phase signal (bottom), a 2π rolloff is visible. The greatest change in the amplitude signal is
visible for a critically coupled resonator with Qi = Qc (green line). Measurement data can be found in
Fig. 3.3.
to travel through the setup. This means vpτ is the effective length of all wiring,
which gives a frequency dependent phase offset. Finally, φ accounts for impedance
mismatches and gives a rotation of the circle around the off-resonance point, which
can be seen by a skewed shape of the amplitude signal. Measured data fitted by this
equation is presented in Fig. 3.3.
3.5 Average photon number
For the observation of quantum phenomena and for the investigation of power
dependent effects, it is necessary to know the average number of photons 〈n〉 in the
resonator. This is related to the energy stored in the resonator by Etot = 〈n〉 h̄ω0,
where we can use the definition of the quality factor in Eq. (3.3) to obtain




In the steady state, the dissipated power equals the difference between incoming
and outgoing power Ploss = Pin − Pout = Pin(1− |S11|2). Since the losses due to
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Figure 3.3: Measured data of over- and under-coupled resonators. A resonator with two different
internal quality factors caused by different surrounding magnetic fields. The amplitude data are
normalized prior to the fit to account for the transmission through the microwave setup. The solid
lines represent the results of the circle fit, where the dashed lines show the “axis” of the circle, i.e., the
connection between off resonance point and resonance. The measurement with high Qi (blue) shows a
well visible tilt of this axis, indicated by the angle φ in Eq. (3.4), caused by impedance mismatches.
This can also be seen in the |S11|2 data as an asymmetric curve shape, where the right shoulder is
higher than the left one. The quality factors extracted from the fit are Qi = 17 300, Qc = 8 200 for the
resonator shown in blue and Qi = 2 300, Qc = 8 100 for the orange one.
coupling are accounted for in Pout, the quality factor in Eq. (3.5) only has to cover
internal losses. At resonance, we can take SR11 = 1− 2QL/Qc, finally leading to
〈n〉 = QiPin
h̄ω20
















For constant quality factors, the mean photon number in the cavity is hence
proportional to the applied power 〈n〉 ∝ Pin, when excited on resonance.
3.6 Coupling resonant systems
If we not only take one microwave resonator but use two oscillating systems with
ai(t) = ai eiωit and let them exchange energy at a rate g, their oscillation modes will
hybridize when their resonance frequencies are close, |ω1 −ω2| ∼ g, leading to new
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Figure 3.4: Avoided level crossings with constant coupling strength. Solution of Eq. (3.7) for a
constant coupling factor 2g (red arrow) and different behavior of the bare eigenfrequencies (gray
dashed lines) to the tuning parameter. We see that from the experimentally measured data we can fit
and calculate back to the bare frequencies, the coupling and the dependence of the bare frequencies on
the tuning parameter.







(ω1 −ω2)2 + 4g2, (3.7)
which is commonly called avoided level crossing or anticrossing as the resonance
frequencies “repel” each other. The two eigenfrequencies never approach closer
than ω+ − ω− ≥ 2g, where the equal sign holds for the resonant case, ω1 = ω2.
To resolve the anticrossing experimentally, we need an external tuning parameter
which changes the difference between the two bare eigenfrequencies. This behavior
is depicted in Fig. 3.4.
While Eq. (3.7) only gives the resonance frequencies, we do not obtain an expression
for the linewidths of the resonances depending on the frequency. For a full
expression of the S11 parameters, we could use the input-output formalism [137],
which would require a more in-depth introduction here. Instead, we follow a more
argumentative deduction here, based on the previous findings, which comes to the
same result.
For the following argumentation, it is useful to rewrite the reflection coefficient of a






When we now add a second system, we have to account for the losses to this system,
represented by κ2, by increasing the loaded linewidth κ̃L = κL + κ2. The amplitude
not reflected by the second resonator is given by 1− S22 = 4g/(κi,2 + 2i∆ω2), where
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κi,2 is the internal linewidth of the second resonator. The additional factor of 2 comes
from the fact that g represents the half width at half maximum in contrast to κ. This





+ κL + 2i∆ω1
. (3.9)
This very hand-wavy argumentation should not be understood as a full and exact
derivation but rather as an explanation for the result, which is exactly derived by
input-output theory in Ref. [64].1
If we calculate the |S11| spectrum for different detunings ∆ω1, ∆ω2 and vary the
participating linewidths, we see a transition of the frequency response depending
on g ≷ κmax, where κmax is the largest of the included linewidths. For the variation
of κi,2, this is depicted in Fig. 3.5. In the case κi,2 < g (left), the avoided crossing
is well visible, but it blurs out when increasing the losses of the second system.
For κi,2 > g (right), only a weakening of the first resonator’s resonance line can
be observed when the systems are in resonance. In this limit, the excitation in the
second system decays faster than it can swap back into the first system. In other
words, the systems cannot couple resonantly but the second resonator is just another
loss channel for the first one. This also explains the line broadening of the first
resonator when tuned to the same frequency. As the anticrossing is only visible for
g > κmax, we call this regime the strong coupling regime.
It is important to note here that the solution of Eq. (3.7) is not affected by these
changes of κmax and always represents the energies of the avoided crossing, meaning
that Eq. (3.7) can only be taken into account for the strong coupling regime.
The previous considerations only studied steady-state solutions when exciting one
system stronger than the other one, such that they continuously exchange energy.
Then, a beating, .i.e., a repulsion of the resonance frequencies as shown in Eq. (3.7),
is observed. If the two systems are equally excited by microwave pulses, they
oscillate in phase (or anti-phase) and no energy is exchanged. We studied this topic
in-depth by pulsed measurements on a microwave cavity coupled to a magnetic
oscillator and published the results in Ref. [138].
1 We note again that κ in this work is always understood as full width at half maximum linewidth























i, / = MHz
bare resonance detuning ( )/  (GHz)
-0.2 0.0 0.2
 
i, / = MHz
10 5 0
| |  (dBm)
Figure 3.5: Spectrum of |S11|2 for different internal linewidths. Calculation of avoided crossings
according to Eq. (3.9). The resonance frequency of the first resonator, which couples to the transmission
line, is fixed and the detuning of the second resonator is given on the x axis. The coupling of
g/2π = 50 MHz is the same for all images. The linewidths of the first resonator are chosen to be
κc/2π = 10 MHz = 2κi,1/2π, giving an overcoupled resonator and therefore a good visibility in the
amplitude data. The internal linewidth of the second resonator is chosen as κi,2 = g/5 (left), κi,2 = g
(center) and κi,2 = 5g (right) to visualize the transition from strong to weak coupling.
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In this chapter, I give an overview of the experimental methods used throughout this
thesis. I start with the cryogenic environment, which includes microwave and DC
wiring and then go to the microwave measurement setups, which enable continuous
wave and pulsed measurements. A remark on the home-grown software package
qKIT concludes the measurement part, after which the qubit samples are presented.
The chapter ends with a short summary of relevant fabrication methods.
4.1 Cryogenic setup
To set the ambient conditions necessary for the operation of superconducting
quantum bits, we need to cool the quantum chip down to several tens of millikelvin
and provide microwave and DC connections for control and readout. Such low
temperatures are not only necessary to reach the superconducting state, but also
to reduce the thermal population of the qubit and even more important the
quasiparticle density in the superconductor, which would otherwise strongly limit
the qubit coherence.
4.1.1 Dry dilution refrigerators
To reach the regime of about 20 mK in continuous operation, the choice of cooling
systems falls almost exclusively on dilution refrigerators. These cryostats operate
with a mixture of 3He and 4He, where the two isotopes differ in their behavior at low
temperatures. Below 2.2 K, the bosonic 4He atoms can fall into a condensate state,
which is known as superfluidity. 3He atoms however are of fermionic nature and
do not1 reach a condensate state, but stay in the liquid state with normal viscosity.
Below this transition temperature, the two isotopes undergo a phase separation,
1 Actually, it was found that 3He reaches a superfluid phase at 2.5 mK by the formation of Cooper
pairs [139]. This however not of practical use and not relevant here.
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one with a high and one with a low concentration of 3He. Due to their different
mass densities, they also separate spatially. The small amount of 3He atoms in the
dilute phase can move in the superfluid liquid resistance free and therefore almost
as in vacuum. The transition of 3He atoms from the concentrated to the dilute phase
therefore equals an evaporation process, where the transition energy is taken from
the thermal energy of the environment. Since there is an equilibrium concentration
of about 6 % of 3He atoms in the dilute phase, this equilibrium would be quickly
reached and the cooling power would vanish. Therefore, the 3He concentration has
to be artificially decreased to push the system away from equilibrium and get a
continuous cooling.
This is done by connecting the dilute phase to a still chamber, which can be heated
and where a turbomolecular pump is connected. Due to their different partial
pressure, mainly 3He evaporates in the still, which is then cleaned in a liquid
nitrogen coldtrap, compressed, and liquefied on its way to the dilution unit, where
it is inserted into the 3He-rich phase. A schematic of this is flow is given in Fig. 4.1.
Although this method allows in principle for arbitrarily low temperatures, heat
input from the cryogenic circle and via mechanical connections limit the base
temperature of bare 3He/4He dilution refrigerators to about 10 mK. With additional
wiring for microwave and DC connections, this typically increases to a value of
10− 20 mK for multi-purpose cryostats.
The pre-cooling to reach the phase separation temperature can either be done by
reservoirs of cryogenic liquids like nitrogen and 4He, or by a closed cycle pulse
tube refrigerator. The latter has the advantage that no infrastructural facilities for
the liquefaction and storage of liquid nitrogen and helium are necessary and that
the cryostat can be operated for weeks without user interaction, which is why it
was used for this thesis. The pulse tube cooler acts analog to an inverted Stirling
motor, where the working gas itself is used as a second piston, avoiding moving
parts in the cold area. Requiring only electric power and cooling water, a two-stage
pulse tube cooler can cool down to typically 3 K. To bridge the gap to the phase
separation at 2.2 K, the 3He/4He mixture is compressed to 3 bar, precooled at the
pulse tube stages and then expanded via a Joule-Thompson (JT) valve, leading to a
sudden drop in temperature. In normal operation, the pressure is reduced to about
500 mbar and additional cooling power of the JT valve is not required.
In this thesis, experiments were carried out in two different cryostats of different
manufacturers, one BlueFors LD 400 and one Oxford Triton 200. They differ in some
engineering details and in their inner configuration but rely on the same physical
principles for cooling. Great care was taken in all cryogenic setups to reduce the
heat input on the temperature stages, since the minimum working temperature
is limited by the cooling power. Therefore, any wiring between two stages was
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carefully selected in terms of material and wire cross section, to reduce the thermal
conductivity. Also, Ohmic dissipation of current-carrying components has to be
taken into account.
4.1.2 Cryogenic microwave setup
Having a large metallic cross-section, coaxial wires can contribute significantly to
the heat input at low temperature stages. Therefore, each of the three components
– outer conductor, dielectric, and inner conductor – needs special consideration.
Being metallic, the inner and outer conductor are the most obvious crucial parts
in cryogenic microwave cables. While regular cables are based on copper, we use
more resistive alloys like copper-nickel or stainless steel in our cryostats to reduce
the thermal conductance. This increases at the same time the electrical resistance
and gives rise to microwave losses. The increased electrical resistance is beneficial
as its basis is formed by an increased electron-phonon-interaction, which helps to
thermalize the electrons.
Besides the electronic and the phononic temperature, we also take care of the
noise temperature and power of the signal we send to the sample in the cryostat.
The noise temperature of the input signal is approximately room temperature
and commercially available electronics create signal strengths which are orders of
magnitude stronger than what is needed for few photon operation in the cryostat.
We therefore have to attenuate the signal, where it is obviously beneficial to put the
attenuators at the cold stages of the cryostat, since every resistor creates Johnson
noise corresponding to its temperature. If the signal is attenuated at N stages by
an attenuation factor ai > 1 at temperature Ti, the final noise temperature at the
sample is given by







where TN+1 = 300 K is the signal input at room temperature and T1 the base
temperature of the cryostat. Although it seems beneficial to pack all attenuation to
the coldest stage in order to get a low noise temperature, this is experimentally not
feasible since the attenuators would become very warm due to the dissipated signal
and hence increase T1. Typically, the total attenuation of around 60 dB is distributed
amongst the three coldest stages and additional 10 dB are associated with the loss
by the resistive coaxial wires.
For both fridges used in this thesis, the attenuation was distributed onto the base,
still and second pulse tube stage at temperatures of about 30 mK, 800 mK and 3.5 K,
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Figure 4.1: Cryogenic measurement setup. A full photograph of the Oxford cryostat is shown on the
left, where the according temperature stages are marked. On the right, the cryogenic microwave setup
is illustrated, where the colors of the lines correspond to the choice of material for the coaxial cables:
stainless steel (red), CuNi (blue), superconductor (green), and regular copper coaxial cables (black).
respectively. For the BlueFors fridge, a combination of 20/10/30 dB was used and
for the Oxford fridge 20/20/20 dB. This gives a noise temperature of Tn,B = 41 mK
and Tn,O = 38 mK.
While this high attenuation is intended for the input signal path, this scheme is not
applicable to the output signal path, where the signal power is in the low photon
regime. Even the attenuation of the resistive coaxial wires would lead to the loss of 9
out of 10 photons. Instead, we use a coaxial cable made of superconducting niobium
which provides ideal electric conductance while at the same time having no thermal
conductance. This wire is used from the base plate to the 4 K stage, where a HEMT2
amplifies the signal by about 40 dB and stainless steel cables can be used afterwards.
The third component of coaxial wires is the dielectric, which is typically PTFE, also
known as Teflon. Since PTFE is transparent in the infrared regime and infrared
raditation from room temperature can create quasiparticles and therefore limit the
coherence, some effort was spent in the field and in our group to develop filters
for infrared radiation. While a significant improvement of coherence times was
2 HEMT: High electron mobility transistor
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absent, some filters had mechanical problems leading to visible cracks and improper
microwave transmission after a temperature cycle of the cryostat. The IR filters have
therefore only been used in the BlueFors cryostat.
At the base stage of the cryostat, we use a circulator to be able to perform a reflection
S11 measurement of our sample with our setup of dedicated input and output
lines and a second one to shield the sample from the electronic noise coming from
the HEMT. Additional band-pass filter are used to shield the sample from any
unwanted microwave signals which could eventually pass the circulators out of
their working band. Depending on the number of samples in the cooldown, also
a 6-port microwave switch was used between circulator and sample, to be able to
measure multiple samples without warming up and opening the fridge.
4.1.3 Magnetic field bias
Both fridges feature a superconducting solenoid, which can create a homogeneous
magnetic field. In the BlueFors fridge, a commercially fabricated solenoid with 5 796
windings creates 47.5 mT/A and in the Oxford fridge, a self-made solenoid of 10 330
windings creates 81.5 mT/A.
In the BlueFors cryostat, the coil is mounted to the still stage such that the sample
can be fixated to the base stage (see Fig. 4.2). This causes less heating on the base
stage when ramping the magnetic field due to eddy currents and is beneficial in
the case of a quench of the coil. We took great care in this case that no part of
sample or wiring touch the solenoid body to avoid a thermal short. Also, the sample
temperature is assumed to be slightly higher due to the influence of radiation from
the solenoid. To this end, the coil in the Oxford fridge is mounted to the base stage
and the ramping rate of the magnetic field was reduced here.
The samples in the solenoid are aligned by eye, which leaves a small probability
for an off-center position and a tilt against the field lines. Although the pure qubit
coherence as presented in Ch. 6 might be improved by a better alignment and the
use of compensation coils, we believe that this is not a realistic scenario as soon as
magnetic materials are introduced on top of the qubit, which will alter the magnetic
field configuration.
To supply the comparatively high currents down to the base stage, different materials
are used: Between room temperature and the 70 K stage, massive copper wires are
taken which increase the thermal load on this stage. For the lower cooling power of
the 3.5 K stage, this is not feasible and ribbons of high temperature superconductor
on a stainless steel matrix are used here. Below, a NbTi superconducting wire in a
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Figure 4.2: Solenoid configuration in both fridges. a) The solenoid in the BlueFors fridge is mounted
to the still stage with the sample reaching in from the base stage below. b) In the Oxford fridge, both
solenoid and sample are fixated at the base stage. c) The sample is aligned by eye such that the chip is
at the very center of the diameter.
Cu or CuNi matrix is used. The technical realization of these connections is in detail
described in the PhD thesis of my colleague Marco Pfirrmann [140].
4.1.4 DC bias
To be able to tune the transition frequency of the tunable sample described in
Sec. 4.3, a current has to be provided down to millikelvin temperatures. The focus
here lies not on the high current regime but on additional filtering, which removes
high frequency noise and provides a constant current as stable as possible. The
wiring between room temperature and the 3.5 K stage is made from BeCu, the rest
down to the base stage by NbTi. All wires are multi filament braided looms, where
adjacent lines are twisted to reduce coupling of electromagnetic noise. To filter
out noise, a filter box was designed for the 3.5 K stage, shown in Fig. 4.3. This box
features three different filter configurations, to allow for a flexible usage. While
one part is only equipped with RC filters, the second features an additional current
divider to divide the current and with that the current noise on low temperatures.
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Figure 4.3: Filter box for DC current bias. Schematics (left) and photograph (right) of the DC bias
filter box at the 3.5 K stage. The filter is divided into 3× 8 wires, where the ones on the left only have a
RC filter, the ones in the center have an RC filter and a 1 : 1 current divider and the ones on the right
simply pass through. Note that the image only shows the upper side of the layout and the bottom side
looks the same. For the RC filters, multiple capacitors are used in parallel, as the ones with a high
capacitance have a bad high frequency transmission.
4.2 Microwave measurements
4.2.1 Spectroscopic measurements
For many characterization experiments of superconducting resonators and qubits,
it is sufficient to probe the system in the steady state. Using commercially available
devices which are designed for this task, a standard spectroscopic setup can be
assembled from few parts. Coming along with this structural simplicity, also the
control and data acquisition is very simple with this setup.
A typically used setup for spectroscopic measurements is shown in Fig. 4.4. It
consists of a vector network analyzer (VNA) as readout device which probes the
resonance spectrum of the resonator and additional microwave sources to apply
probe and drive tones. To reach a high drive amplitude despite the high attenuation
on the input lines, we use a high power microwave amplifier at room temperature
for the measurements presented in Ch. 5. The choice of attenuation at the output of
VNA and microwave source shows a typical configuration and is adapted to the
needs of the experiment, respectively.
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Figure 4.4: Spectroscopic setups. A two-tone (left) and three-tone (right) microwave setup for
spectroscopy measurements. Both setups include a vector network analyzer (VNA) to probe the
resonator and a probe microwave source to probe the qudit level transitions at different powers and
frequencies, PP, ωP. In the three-tone setup, an additional drive microwave source with an high power
amplifier is included. The attenuation indicated in the scheme represents typical values and is adjusted
depending on the experiment.
4.2.2 Time resolved measurements
We use a time domain setup to measure the characteristic timescales of the qubit,
which is described in the next section. Beforehand, we will shortly get an overview,
which physical quantities can be measured by which pulse sequence.
In general, all time domain measurements consist of a sequence of pulses, after
which a readout tone is applied. The readout projects the qubit state onto the z
axis in the Bloch sphere and therefore on one of the states |0〉 or |1〉. This pulse
sequence is then repeated for a number of different pulse lengths or delay times,
depending on the protocol. To acquire statistics of the measurement, this protocol
is then repeated several thousand times and the result is recorded. It is important
to repeatedly loop through all pulse configurations instead of directly repeating
each configuration multiple times, to ensure that fluctuations and slow drifts affect
all acquired data points in the same way. After the readout, a waiting time before
the next pulse is implemented to let the qubit and resonator relax back to their
ground states. The three-dimensional representation of the complex qubit state was
performed by quantum state tomography [77].
Rabi measurement
The Rabi measurement consists of an excitation pulse at the qubit frequency, with
increasing pulse length τ, followed by the readout. We recall from Eq. (2.8) that
this corresponds to applying σ̂x for the time τ and the qubit state starts to rotate
around the x axis. This can be seen in Fig. 4.5 a) as a cosine-shaped oscillation in the
readout value. Rabi measurements are frequently performed to measure the time
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tπ , for which the pulse of distinct power has to be applied to rotate the qubit state
from |0〉 to |1〉. The readout signal is then expected to be
〈σ̂z〉 = e−τ/TRabi cos(2πτ/2tπ), (4.1)




To measure the relaxation time T1, a π pulse is applied to bring the qubit in the
|1〉 state. After waiting for a time ∆t, the remaining qubit excitation is read out.
Since the qubit does not acquire any phase information in the relaxation process,
the trajectory on the Bloch sphere goes directly through the origin of the sphere, see
Fig. 4.5 b). If the initial π pulse did not perfectly match in length or frequency, the
initial state is different, but we still observe an exponential decay of
〈σ̂z〉 = 1− 2e−∆t/T1 . (4.2)
Ramsey measurement
For a Ramsey measurement, the qubit is prepared in the state (|0〉+ |1〉) /
√
2 by
applying a tπ/2 pulse. After a time ∆t, a second tπ/2 pulse is applied and the state
is read out. If the qubit state is unperturbed in the time ∆t, we will always measure
the |1〉 state. From Eq. (2.8) we know however that even if no drive is applied,
the operator ∆ω σ̂z effectively acts on the qubit state, where ∆ω is the detuning
between drive and qubit frequency. Also, any relaxation or dephasing will affect our
measurement outcome, resulting in |0〉 before the last tπ/2 pulse. This measurement
scheme is depicted in Fig. 4.5 c) and follows the following formula:
〈σ̂z〉 = −e−∆t/T
R
2 cos ∆ω∆t, (4.3)
where we explicitly keep the index R on the characteristic timescale TR2 to avoid any
ambiguity and confusion of the star notation.
To measure the Ramsey dephasing time, it is typically beneficial to not set ∆ω = 0,
but chose a small detuning such that several oscillations are visible. This gives
a much clearer envelope and the possibility to distinguish between frequency
mismatch and dephasing. The detuning ∆ω is technically not the actual detuning
between drive and qubit frequency, but the rate ∆ϕ/∆t at which the phase between
the two tπ/2 pulses is adjusted.
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Figure 4.5: Typical time domain measurements. Each subfigure shows the pulse sequence at first, a
tomographic image of the qubit state evolution in the center and the typical measurement outcome on
the right. The time in the data points is color coded, from red to turquoise. a) A Rabi experiment
which rotates the qubit state around the x axis. b) For the relaxation time measurement, the qubit is
prepared in the |1〉 state and the time evolution is recorded. It is well visible that no additional phase
information is acquired by the decay. c) A Ramsey experiment with a detuning between drive and
qubit frequency. The Bloch sphere in the center shows the evolution before the second π/2 pulse is
applied, which enables to measure the value of 〈σ̂y〉. d) Demonstration of an all-axis control of a fast
tunable sample. All measurement data and plots are taken from [77].
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Due to the oscillating nature of this measurement result, Ramsey measurements are
commonly used when a sensitive measurement of any change in qubit frequency
is needed. If the TR2 time is long enough, the time within which the qubit can
accumulate phase and therefore the resolution of the ∆ω measurement grows.
Hahn echo measurements
If we assume that the dephasing is caused by slow changes in the qubit transition
frequency, this means that ∆ω is different for each measurement and the averaged
vector on the Bloch sphere has zero length after short ∆t when averaging over
some seconds. This can be compared to averaging the outcome of multiple Ramsey
experiments with long TR2 times but different frequency, which will result in a very
fast decay of the resulting envelope.
If we assume that the fluctuations are so slow that ∆ω does not change between
the first pulse and readout, we can counteract these fluctuations by applying a
tπ pulse in the middle of the waiting time ∆t. This pulse flips the qubit state
from (|0〉+ |1〉) /
√
2 to (|0〉 − |1〉) /
√
2, which effectively changes the sign of the
acquired phase. The phase acquired after the tπ pulse then compensates this and
independent from a ∆ω , the state will end up in (|0〉 − |1〉) /
√
2. Faster fluctuations
in ∆ω cannot be compensated by this type of experiment. Due to the independence





The name “echo” measurement comes from NMR experiments, where a spin
ensemble is used. In this case, all spins oscillate in phase again after ∆t/2 after the
tπ pulse, such that they emit a measurable microwave signal. This signal can be seen
as echo of the initial excitation pulse.
4.2.3 Time domain setup
To perform the measurements introduced in the last section and therefore measure
the characteristic timescales of the qubit, we use a time domain setup, which is
depicted in Fig. 4.6. The pulse envelopes are generated by a four-channel arbitrary
waveform generator (AWG) and fed to the I and Q inputs of two IQ mixers, one
for the qubit manipulation pulses and one for the readout pulse on the resonator
frequency. The two signals are then combined by a directional coupler. The RF









Figure 4.6: The time domain setup. To enable pulsed measurements, a four channel digital-to-analog
converter (DAC) is used, where each pair of channels creates the pulse envelopes for the IQ mixers.
By using the same microwave source for up and down conversion of the readout signal, we ensure a
common frequency and phase reference. The signal is recorded by a two-channel analog-to-digital
converter (ADC).
are nonlinear and very non-ideal components, the technique of single sideband
mixing is utilized, where the pulse envelopes are multiplied by a sine and cosine
signal and fed to the I and Q inputs of the mixer, respectively. The oscillating
signals typically have a frequency of ωIQ/2π = 63 MHz for the readout channel
and ωIQ/2π = 75 MHz for the manipulation channel. This shifts the generated
tones in frequency, which means that we can shift the frequency of the LO by the
IQ frequencies and any leakage of the LO due to non-ideal mixers will not be
resonant with any transition on the qubit chip. Constraints for these IQ frequencies
are the output bandwidth of the AWG, the bandwidth of the IQ mixers and the
anharmonicity of the qubit, since we do not want to excite any other transition with
a leaking LO. Also, the IQ frequencies should be different from each other to account
for possible cross-talk of the AWG channels. The generation and optimization of
phase-controlled pulses with this setup was in-depth described in Ref. [77].
The reflected readout signal from the resonator is amplified and down-converted by
an IQ mixer with the same reference LO as for the up-conversion. After a low-pass
filter to eliminate high-frequency mixing products, the signal is amplified and fed
into a two-channel digitizer. The acquired data for multiple iterations of the pulse
sequence are averaged on a computer and the amplitude and phase value of the
complex fast Fourier transformation at the IQ frequency of the readout channel
is calculated. This result corresponds to the S11 signal of the resonator at a fixed
frequency and can be used to detect a shift of the resonator resonance frequency
and therefore the qubit level population.
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Figure 4.7: The measurement database and quickplot feature of qKIT. Above, an excerpt of the
measurement database is shown which lists after the unique ID of each measurement the starting
timestamp, comments, a user defined rating, relevant device parameters and fit results of the data. All
user-defined data can be directly changed in the table and sorting and filtering can be enabled to restrict
the range of listed measurements. On the bottom, two windows of different types of measurements are
shown. To the left, the anti-crossings of the tunable transmon with the resonator frequency are shown
in amplitude and phase as color coded data. Any constant background is eliminated in this view by
subtracting the average over the x direction. While this coarse method is not directly applicable for
pictures intended for publications, it increases the contrast of the measured data and allows to clearly
see even small changes. To the right, a reflection measurement of a resonator is shown.
4.2.4 Data evaluation and measurement software
For the experiments throughout this thesis, a lot of effort has been spent to enable
and facilitate the fast and easy acquisition of measurement data, alongside with a
configurable data viewer, fast evaluation and fitting tools and a flexible database to
organize all measurement data. This software package, named qKIT, is written in
python and freely available under Ref. [141].
This toolset enables to repeatedly acquire spectroscopic or time domain data, where
almost any imaginable automation can be included. Allowing for an automated fit
after the measurement, the calibration data of a Rabi experiment can for instance be
automatically fed to the next T1 measurement, which requires the tπ time for an
excitation pulse. Especially for the magnetic measurements, it was from time to time
necessary to thermally cycle the sample, i.e., bring it over the critical temperature
for a short time to eliminate all trapped flux. This procedure can be easily included
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Figure 4.8: The two qubit samples used throughout this thesis. Micrographs of the two types of
transmon qubits. On both images, from right to left, the microstrip microwave transmission line, the
readout resonator and the qubit is shown. Left: The non-tunable transmon made from TiN, fabricated
at NIST. Right: The gradiometric concentric transmon is in principal tunable by a current flowing
through the flux bias loop on the right. This loop induces unequal fluxes in the qubit’s tuning loops
and therefore tunes the qubit, as described in Sec. 2.5.1. The flux bias loop is executed as coplanar
waveguide structure with a ground plane directly next to the conductor to reach a 50 Ω microwave
impedance. To ensure a proper grounding, two bonds are connecting both sides of the ground plane.
into the measurement scheme and the measurement automatically continues, when
a satisfactory base temperature is reached again. Finally, the measurement sequence
automatically logs and saves all settings of the measurement devices, leading to a
semi-automated lab book and reproducible measurement schemes.
When acquiring lots of data by varying different tuning parameters, it is extremely
helpful to be able to quickly screen and review the recorded data to see relevant
features and be able to scan interesting regions in more detail. A recently developed
quickplot function enables to plot the relevant data for each measurement in
the database within fractions of seconds (depending on the size of the acquired
data) and automatically apply filters for background removal, phase wrapping or
elimination of runaway values. Each measurement can be identified with a six-digit
unique ID and the meta data of all measurements is stored in a measurement
database. This database allows to filter for samples, measurement type, fitted values,
or any other parameter and enables to give ratings for the quality and relevance of a
measurement. In sum, these tools helps to keep an overview over all acquired data
and find relevant measurements again quickly. A demonstration of this database
and the quickplot interface can be seen in Fig. 4.7.
4.3 Qubit samples
For the experiments in this thesis, two different versions of the concentric transmon
have been used, which also differ in choice of material. A micrograph of the two
samples is given in Fig. 4.8.
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Figure 4.9: Transition frequencies of the TiN transmon sample. Results from a two-tone experiment
to see the qudit level transitions under increasing qudit probe power. Since multi-photon transitions
start to occur at higher powers, the transitions can be identified and EJ and EC can be extracted. Due to
an increased sample temperature, also transitions starting from the |1〉 state can be seen (dash-dotted
lines), which fit nicely to the values expected from the qubit parameters. Adapted from [71].
The first chip was fabricated at the NIST3 by the group of Martin Sandberg and David
Pappas, and gratefully delivered to us for measurements. Besides the suppression
of the dipole moment as described in Sec. 2.5.1, the focus for this sample was the use
of titanium nitride, a material engineered for a high critical temperature [142] and
low microwave losses [143]. TiN has the additional advantage to be stable in humid
air at room temperature and is therefore not likely to form surface oxides. The
Josephson junction is however realized by a Al/AlOx/Al structure, which has been
found to give the best coherence. This two-step process brings additional features
which are explained in Ch. 6.2.2.
From spectroscopic measurements, we find the fundamental qubit transition
frequency as ω01/2π = 4.755 GHz and determine from the higher level transitions a
charging energy of EC/h = 197.7 MHz and a Josephson energy of EJ/h = 15.5 GHz.
This results in a ratio of EJ/EC = 78.4. The full spectrum of this qubit can be found
in Fig. 4.9.
Capacitively coupled to the qubit is a λ/2 resonator at ωR = 8.573 GHz by a
coupling strength of g/2π = 71.5 MHz. On its other end, the resonator couples to a
50 Ω microwave transmission line in microstip design.
The second type of sample was fabricated at KIT by Jochen Braumüller and is
in-depth described in Ref. [99]. As explained in Sec. 2.5.1, this design features two
JJs in a gradiometric SQUID geometry, which makes the qubit transition frequency
3 National Institute for Standards and Technology in Boulder, Colorado
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Figure 4.10: Transition frequencies of the all-Al qubit sample. Results from a two-tone experiment
to see the qudit level transitions under increasing qudit probe power. We again see the multi-photon
transitions starting at higher probe powers. Due to the high EJEC values extracted from this data, this
sample is even deeper in the transmon regime than the TiN sample, which can be seen in an almost
constant frequency difference between adjacent multi-photon transitions.
sensitive to field gradients but not to homogeneous fields. For the experiments in
Ch. 7 at higher magnetic field values however, we found that the inhomogeneity of
the magnetic field is large enough to significantly tune the qubit frequency. Together
with a fluctuating current of the solenoid’s power supply, the qubit transition was
strongly broadened and slowly drifted with time. This made the qubit unusable for
magnetic field sweeps with the given magnetic setup. The experiment was therefore
executed with a non-tunable transmon sample, where one of the JJs was open due
to fabrication issues. This qubit sample had a fixed frequency, which only weakly
changes in the magnetic field. Since the exact same qubit design was used as for
the tunable qubit, all experiments in Ch. 7 can be easily repeated with a tunable
transmon once the bias magnetic field is stabilized.
The transition frequencies of this sample are shown in Fig. 4.10, from which we
can calculate a charging energy of EC/h = 182 MHz and a Josephson energy of
EJ/h = 32.7 GHz. For this sample, we get EJ/EC = 179.7, being even deeper in the
transmon regime than the TiN sample. In addition to a λ/2 readout resonator at
ωR = 8.78 GHz which is also coupled to a microstrip transmission line, this design
includes a 50 Ω impedance matched flux bias line to be in principle able to tune the
qubit by fast pulses.
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Figure 4.11: Fabrication process of Josephson junctions. In a preceding step, the large metal parts
are created from TiN and the two resists (light and dark red) are structured. The resists form a
free standing bridge which is being hold in the third dimension not shown here. First, aluminum is
evaporated under an angle (blue arrows), whose surface is oxidized in the second step by an oxygen
atmosphere. Afterwards, a second layer of Al is deposited (blue arrows), where a small overlap contact
between the two layers is formed (yellow area). After removing the resists, the device is ready to be
used an can be contacted. The other Josephson contacts (black areas in step 4) are commonly neglected
due to their large size but become relevant in Ch. 6.
4.4 Sample fabrication
4.4.1 Qubit samples
Since for this work, a variety of samples generously provided by other people
was available, there was no need to fabricate own qubit chips. To understand the
interference effects presented in Ch. 6 better, the fabrication process is sketched
shortly here. The fabrication procedure of the JJs with shadow angle evaporation
is shown in Fig. 4.11. For the TiN chip, a two-stage process is used, where first
the resonator, transmission line and qubit islands are structured in TiN by optical
lithography. In the Al chip, all structures including the junctions are integrated in
one layout. The resist system for electron beam lithography consist of two different
resists, which have different sensitivity to electrons. It is therefore possible to create
an undercut under a free standing bridge. In a first step, aluminum is evaporated
under an angle, where no material is deposited in the shadow below the bridge. In
the second step, a controllable partial pressure of oxygen is applied to the chamber,
which oxidizes the surface of the aluminum. Next, Al is evaporated under a different
angle, which leads to a small overlap contact of the two Al layers. Finally, the resists




The magnetic material used in Ch. 7 was grown by sputter deposition with
synchronous co-sputtering of Iron and Cobalt. To get a stoichiometry of about
Fe0.7Co0.3, the sputter guns are adjusted to have a power of PFe = 100 W and
PCo = 37 W, given by measured individual deposition rates and known material
densities. After this process, a protective coating of AlOx was sputtered to prevent
a fast oxidation of the cobalt-iron alloy in the further processing steps and
measurements. The fabrication parameters for the optical lift-off process are given
in Appendix B.
After structuring the ferromagnet, a second optical process was applied to structure
rectangles of resist at the edges of the individual chips. These structures are baked
on a hot plate at 230 ◦C for 6 minutes to glass the resist, making it insoluble in
solvents. Additional parameters to this process are also given in Appendix B.
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superconducting qubits
Sensing a microwave signal directly on the quantum chip at millikelvin temperatures
is a challenging task, especially when the photon energy is widely undefined.
In this chapter, I present a method to perform these measurements based on the
AC Stark effect on a multi-level superconducting quantum circuit. After a general
introduction to quantum sensing, I present the AC Stark effect first in general and
then in detail for a multi-level system by means of analytic and numeric theory.
After a comparison with measured data, I detail on the sensing scheme and present
a first proof-of-principle experiment, leading to more advanced measurements. The
results of the experiments in this chapter lead to the publication of Ref. [71].
5.1 Quantum sensing
Although quantum technologies are used for sensing and measurement devices
already for several decades, the broad field of quantum sensing is still highly
subject to active research and development. An outstanding example in the field of
superconductivity is the concept of a SQUID (see Sec. 2.4.1), which was developed
over 55 years ago [144] and is still very frequently used in various fields of
research, manifested by its appearance in more than one publication per week1
on average. Similar to semiconducting sensors which had applications long before
semiconducting computers became relevant, it becomes more and more apparent
that quantum sensors are of general use already before quantum computers are
considered to be state of the art. The amenities of the development of new quantum
sensors compared to quantum computers is that all spurious and unwanted effects in
quantum computing, leading to noise, decoherence, and gate errors, can in principle
be used to build a quantum sensor which exactly measures these decoherence
effects and spurious influences. The weakness of quantum computing can therefore
1 Source: Preprints published on arXiv.org, based on the data for Jan-Nov 2019.
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be seen as the strength of quantum sensing. This means, on the other hand, that the
emerging topic of quantum sensing can be and frequently is used to reuse spin-off
results from research on quantum computers, where a restriction in the applicability
of quantum computing was found and turned into a feature for quantum sensing.
Being a valid approach for the development of quantum sensors, this motion in the
field blurs out the name “quantum sensing”. Although being not clearly defined,
usually this term is used when one of the following three features is used to measure
a physical quantity [29]:
1. A quantum object,
2. quantum coherence or
3. quantum entanglement.
While strictly speaking only the third point really exploits the quantum nature of the
sensor and opens the possibility to reach a sensing resolution beyond the classical
limit, the other types of sensors also have their right to exist and are commonly
entitled as quantum sensors. Despite not being “super-sensors”, they are still able
to beat the resolution and flexibility of classical and established sensors. Especially
when examining other quantum systems, they can eventually be the only sensors
applicable in terms of size, energy scale and coupling mechanisms.
The list of quantum sensors which are nowadays routinely used is very long, and
some of them are not even recognized as quantum sensors any more, since they are
so commonly used. One very basic example is the usage of reference substances for
ESR and NMR2 experiments, which have a characteristic frequency-to-magnetic-
field relation and sharp resonance features. This makes them useful as magnetic
field reference sensors, frequently used to calibrate the magnetic field created by
permanent magnets or a magnet coil.
Speaking of NMR experiments, the whole human body can be turned into a
quantum sensor in the context of magnetic resonance imaging (MRI). Here, the
NMR properties of the hydrogen atoms in the body are measured and spatially
resolved, giving insight to the chemical environment of the H atom. Measuring T1
and T2 makes it possible to draw conclusions on the type of tissue, water and fat
contents, and more. By using special techniques it is also possible to characterize
motion and flow as well as metabolic processes in the body in real time, making
MRI to a valuable examination tool in medicine [145].
2 ESR: electron spin resonance, NMR: nuclear magnetic resonance
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One of the most broadly used types of quantum sensors with respect to sensing
quantities and application areas are nitrogen vacancy (NV) centers, which represent
electronic spin defects in the crystal structure of diamond. They have been
demonstrated to be able to measure magnetic fields, electric fields, pressure, and
temperature and can be used as bulk material or in the form of stable single nano
crystals. As nano crystals, they can be added to a scanning probe, which allows for
sub-100 nm resolution in magnetic field resolution of surfaces. Or they can even be
inserted into living cells where they allow for an in-vivo temperature measurement
[29].
Similar to that, SQUIDs can be mounted onto a scanning tip where they are used
for measurements of magnetic field, current and temperature with ultra high
spatial resolution. By fabricating the nanoSQUID directly onto the tip, SQUID loop
diameters of less than 50 nm have been demonstrated [146, 147].
Exploiting not only quantum effects but also the sensitivity and vulnerability of a
coherent quantum state, superconducting quantum bits can also be used as quantum
sensors and tools for investigation. Compared to the previously presented nuclear
or electron spins, superconducting qubits are macroscopic quantum objects that
can have large magnetic and electric dipole moments and are therefore particularly
suitable for coupling and sensing experiments. In a great variety of experiments,
they have been used to study for example environmental noise input or spurious
coupling to defects by means of T1 relaxometry or resonant coupling [30, 36, 148].
To study an oscillating physical system of interest by means of a superconducting
qubit, usually strong coupling is desired, which enables a coherent exchange of
excitation and therefore information about the system. The necessary coupling
strengths can however be challenging to achieve and some effects are only visible
when the two systems are close in resonance, like the level repulsion described in
Sec. 3.6.
Instead of a coherent excitation exchange, it would be beneficial to be able to use the
qubit to sense the oscillation of the second system, which would reduce the severity
of the second system’s linewidth and therefore the need to be in the strong coupling
limit.
Being able to detect arbitrary microwave signals by a qubit would also open
new ways to characterize and optimize environments for quantum experiments,
especially with respect to quantum computation. This sensing scheme would allow
to directly measure the cross-talk from all other elements on a quantum chip to the
qubit, which could otherwise only be characterized in the resonant case or by means
of simulations. Likewise, it is practically impossible to measure the full frequency
dependent transmission from the microwave source to the qubit position by other
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means, as the wiring in the cryostat as well as the transmission on the quantum chip
change when cooling down from room temperature to several millikelvin.
To construct such a microwave sensor from a superconducting qubit, we will in
the following study the influence of an oscillating field on a quantum bit. This is
generally described by the AC Stark effect, which will be explained and detailed in
the next sections.
5.2 The AC Stark shift
In analogy to the Zeeman effect which splits atomic transitions in a magnetic field,
Johannes Stark studied the influence of a static electric field on these transitions
[149] and Schrödinger later derived a theoretical treatment for this effect [150]. It is
since understood as the splitting and shift of energy levels from the interaction of
a molecule’s dipole moment with the electric field. To observe this effect, strong
electric field strengths are necessary, being experimentally hard to achieve and
control. The DC Stark effect was therefore not as extensively studied as its magnetic
counterpart, the Zeeman effect.
With the introduction of lasers however, it was possible to strongly increase the
limits of experimentally achievable AC electric field strengths and hence study the
AC Stark effect. Experimentally, the shift and splitting of the D absorption line
in potassium under a strong laser drive could be observed [151], and many other
experiments followed including atoms or molecules in an optical cavity.
With the formation of circuit quantum electrodynamics (QED) in analogy to cavity
QED, it was obvious that also an artificial atom, i.e., a superconducting qubit, should
show a shifting of its energy levels when strongly populating the coupled readout
resonator [76], which was then also experimentally observed [152].
In both atomic QED and circuit QED however, the term “AC Stark effect” is
sometimes generalized to all experiments including a strong drive tone or field
[153], resulting in the description of Rabi or Autler-Townes splittings [97]. In this
thesis, we will focus instead on non-resonant drives and study their influence on
the qubit transitions.
5.2.1 Resonator-induced AC Stark shift
Following the analogy to cavity QED, the AC Stark shift is commonly studied as
the influence of a coupled resonator. In many publications, it is therefore seen as
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Figure 5.1: AC Stark shift caused by resonator population. We populate the readout resonator with
different photon numbers by increasing the power PR at the VNA to read out the resonator. The red
line is a fit of the qubit transition frequency to the data after Eq. (5.1) from which we expect a linear
power dependence. This can be seen in the right plot, where the power is given in linear power units
(mW). The left plot with the power given in logarithmic units (dBm) however renders the low photon
number regime in greater detail and is therefore typically used. The photon number indicated in the
upper axes is found by ∆ωq = 〈â† â〉 g2/∆r, where g/2π = 71.5 MHz and ∆r/2π = 3.818 GHz is known
from other experiments. This means a single photon shifts the qubit frequency by ∆ωq = 1.3 MHz.
We also see that the single photon regime can be reached by setting the output power of the VNA to
Pr ≈ −21 dBm = 7.5 µW. Adapted from [71]
the counterpart to the Lamb shift, presented in Eq. (2.11) for the qubit readout [76].
By simply shifting the assignment of the χσ̂z â† â term to the qubit part, the effect is
directly obvious:
Ĥeff/h̄ ≈ (ωr + χσ̂z) â† â +
1
2
(ω01 + χ ) σ̂z (2.11*)
≈ (ωr ) â† â +
1
2
(ω01 + χ + χâ† â) σ̂z. (5.1)
Now, shift of the qubit frequency ∆ωq = χâ† â proportional to the number of photons
in the resonator can be seen, where we recall that the dispersive shift is given by
χ = g2/∆r.
This behavior is experimentally demonstrated in Fig. 5.1, where the power of the
readout signal was steadily increased, resulting in an increased number of photons
in the resonator and eventually in a shift of the qubit transition frequency. We recall
from Eq. (3.6) that the population in the resonator is given by 〈n〉 = Pin 4h̄ω20
Q2L
Qc . This
dependence is commonly used to adjust the power level for the readout tone to be
in the single photon regime and to reassure that the qubit transition frequency is
not influenced by the readout.
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For real sensing applications however, the effect in this form is not of great use, as
we can only detect the photon number of a coupled harmonic oscillator and the
coupling constant g as well as the detuning of the systems have to be known. It also
depends on the internal quality factor which is known to be power-dependent [154],
giving an additional degree of freedom and no usable relation between power and
photon number.
Remembering the initial description of the AC Stark effect however, we realize that
only an alternating electric field acting on the atom is needed. The fixed frequency
cavity was solely introduced in atomic QED to increase the field strength and
compensate for the low dipole moment of single atoms.
5.3 Multi-mode AC Stark shift
To access a more generalized approach to the AC Stark shift than the cavity-atom-
model, we will expand our analysis in the rest of this chapter by the following
factors: Instead of a resonant cavity system, we will treat a more universal drive
field, which experimentally does not limit us to pre-defined elements or frequencies
and lets us describe a greater variety of systems and processes. Also, the atomic part
of the system will no longer be restricted to a true two level system, but we allow a
more universal multi-level system with a small anharmonicity. This gives a better
description of the system we are using experimentally and finally makes more
observables accessible, which can later be used for an enhanced sensing scheme.
In the following, we will access this regime using two different theoretical ap-
proaches: First, we start with a theoretical analysis of the system. Using a simplified
model for our anharmonic system and applying the approximations of perturbation
theory, we find an analytic formula for the qudit transition frequencies under the
influence of the drive. This relation provides additional insights and allows us to
derive simplified expressions for special cases. Due to the implied approximations
however, these solutions cannot fully describe our experimental observations.
For this reason we utilize numerical simulations in a second step, including a
more detailed model of our qudit system and excluding the approximations of
perturbation theory. Yielding good results on the exact problem we want to solve,
this method however comes with the drawback of only calculating a solution for the
given starting parameters, without any gain in physical understanding. Both paths
therefore have their own benefits and will be presented in the following.
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5.3.1 Approximate analytical solution
To derive an analytical expression for the qudit transition frequencies under the
influence of a drive, we start with the approximated transmon Hamiltonian of
Eq. (2.29), where a constant anharmonicity is assumed:





b̂† b̂ + 1
)
. (5.2)
For simplicity, we introduced the harmonic fundamental transition frequency
ωq =
√
8ECEJ/h̄ and the anharmonicity γ = 2EC/h̄ and neglected the constant







The amplitude of the drive AD is here given in units of an angular frequency, which
corresponds to the usage of the Rabi drive amplitude A in Eq. (2.9). On resonance,
this is the frequency of the observed Rabi oscillations, meaning that the qubit
changes from |0〉 to |1〉 within the time ∆t = π/A and the energy of one h̄ω is then
stored in the qubit. To satisfy an experimental physicist’s understanding, a simple
power-to-amplitude relation can hence be given by P = Ah̄ω/π.
The beauty of choosing the amplitude for our analysis is that it describes the power
directly applied to the qudit, independent of any coupling or frequency-dependent
transmission function. As we will later use the readout resonator only to probe
the qudit transition frequencies, we can neglect it here for our analysis. The full
Hamiltonian then reads:
H/h̄ = ωqb̂† b̂−
γ
4
b̂† b̂(b̂† b̂ + 1) + AD(b̂ + b̂†) cos ωD. (5.3)
We now transform the Hamiltonian into a frame rotating with the drive frequency
ωD by applying the unitary transformation
U(t) = eiωD b̂
† b̂t,
resulting in
HR/h̄ = U†(t)HU(t)/h̄ + iU†(t)U̇(t)
≈ (ωq −ωD)b̂† b̂−
γ
4




where fast rotating terms again have been neglected in a rotating wave approxima-
tion. Before we can treat this Hamiltonian by perturbation theory, we have to apply
65
5 Sensing microwave fields with superconducting qubits
a displacement operator Dα ≡ eαb̂
†−α∗ b̂, with D†α b̂Dα = b̂ + α in order to make the
drive term small compared to the other terms. This results in
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We can now chose the parameter α in the displacement operator such that we get
ζ = 0, which eventually cancels the terms linear in b̂ and b̂† in Eq. (5.4). With this













(α2b̂†2 + α∗2b̂2)− γ
2
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where we already divided the Hamiltonian into the unperturbed part H̃0R, whose
eigenenergies Ẽ0k can be easily calculated, and the perturbation H̃
1
R, which we will
treat with perturbation theory.
Evaluating the individual contributions, a closer analysis shows that higher orders
of perturbation theory have to be included for strong drive amplitudes to get better
results. Therefore, we evaluated the calculations up to fourth order, which can be
found in Appendix A.
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The full expansion of these products would become lengthy and gives no additional
insight. It is therefore not presented here. For the later presented analytical
data however, the whole expression was included in the calculation. In order
to understand the physical meaning of this findings, we restrict our analysis to
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as the first order corrections vanish with Ẽ1k = 〈k| H̃
1
R |k〉 = 0. If we recall that we set
ζ = 0 after Eq. (5.4), we find for the parameter α:
γα|α|2 + 2α∆D − AD = 0, (5.8)
where we introduced the detuning between the drive and the first qubit transition
∆D = ωD −ωq + γ/2. This gives in general three solutions for α. Since we limit our
studies to the non-resonant case, it makes sense to restrict the drive frequencies to a
regime where it cannot excite level transitions. When the higher level transitions
are below the fundamental transition in frequency (γ > 0), we want the drive to be
above the first qubit transition (∆D > 0) and vice versa. It therefore makes sense to
study the case ∆D/γ > 0, which is true for the later presented measurements. We























For the other case, where ∆D/γ < 0, the number of real solutions for α depends on
the drive strength AD. Below a critical amplitude AD,crit, three real solutions exist,
where two of them vanish above AD,crit. This case is however unpractical for sensing
applications, as already mentioned.
With this theoretical analysis, we can make a sanity check by examining Eq. (5.9) in
the case of very large detuning, ∆D  AD, γ, which eventually corresponds to the
dispersive limit previously regarded in Eq. (2.11). In this case, we get α ≈ AD/2∆D
which implies that α is small and we can neglect higher order terms in perturbation
theory. With this and Eq. (5.7), we get in the laboratory frame
E0k /h̄ = ωqk−
γ
4
k(k + 1)− γ
∣∣∣∣ AD2∆D
∣∣∣∣2 k. (5.10)
Comparing this with the case of the AC Stark shift caused by a resonator coupled to
the qubit, as discussed in Sec. 5.2.1, we find again that the shift of the qubit frequency
is proportional to the resonator population by the relation 〈â† â〉 ∝ PD ∝ AD2, where
PD is the drive power. From this and the result of Eq. (5.1), that is ∆ωq = 〈â† â〉 g2/∆r,
we additionally see that the drive amplitude of a coupled resonator is given by
AD2 = 4g2 〈â† â〉 in the limit of large detuning.
A second conclusion can be drawn from the unperturbed eigenenergies given in
Eq. (5.7), where we see that α only acts on terms with k and not with k2. This means
that all levels shift in parallel, as long as α is small and the higher order perturbation
terms can be neglected. As said, this especially holds true for the dispersive limit.
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Figure 5.2: Isolines of the displacement parameter α for different combinations of detuning and
amplitude. The solution of Eq. (5.9) is calculated for different combinations of drive amplitude AD and
detuning between drive and qubit frequency ∆D (solid lines). By taking the parameters relative to
the anharmonicity γ, this parameter can be eliminated. The dashed lines represent the approximate
solution α ≈ AD/2∆D, which renders a valid approach for large ∆D. This plot also demonstrates the
validity of the assumption that α is small for ∆D & AD.
To show the range and validity of these approximations, α was calculated for
different values of AD and ∆D, and is depicted in Fig. 5.2 as contour plot. This
shows that α is small for large detunings ∆D & AD and in the general case of small
α the linear approximation is justified (dashed lines). Apart from these extremum
considerations, any further analysis needs to take into account the higher orders
of perturbation theory and we have to calculate the full solution of Eq. (5.6). For a
better comparability with the later acquired experimental data, we calculated the
energy of the multi-photon transitions from the ground state |0〉 in the laboratory
frame and displayed them for different values of detuning ∆D and anharmonicity
γ in Fig. 5.3 against the drive amplitude. For this graph, a base qubit frequency
of ωq = 5.0 GHz was assumed, similar to the later experiments. The solid lines
in Fig. 5.3 a) and b) correspond to a small detuning ∆D, while the dashed lines
represent the analytic data for an increased ∆D. This demonstrates clearly that the
bending of the individual qudit transitions does not only depend on AD/2∆D, as
suggested by Eq. (5.10), but on both values independently.
With these findings, the groundwork for using an anharmonic circuit as sensor
for detuned microwave signals is set, giving us the opportunity to detect the
amplitude and frequency of the signal by measuring the shift of the qudit’s
transition frequencies. A comparatively small anharmonicity γ, which is usually
considered to be unwanted and a drawback of devices like the transmon, can be
advantageous for this sensing scheme: As α depends on the relations AD/γ and
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Figure 5.3: Analytically calculated level shifts. The multi-photon transition frequencies are calculated
using the analytic formula with perturbation theory up to fourth order. It can clearly be seen that for
an increased detuning (dashed lines) the level shift is less pronounced and rather parallel, whereas for
a small detuning (solid lines) the levels closer to the drive shift more strongly and eventually cross.
Part a) represents a weakly anharmonic circuit with an anharmonicity of γ = 400 MHz, comparable to
a standard transmon qudit, whereas part b) demonstrates that the sensing scheme is in principle also
applicable to other qudit systems with higher anharmonicity. Adapted from [71].
∆D/γ, the quantity 1/γ can be seen as an amplification factor for α and hence
increases the sensitivity of the sensor. This also becomes clear when comparing
Figs. 5.3 a) and b), where γ is increased by a factor of 3 from a) to b).
5.3.2 Numerical solution
In the previous analytical treatment of the driven qudit system, several approx-
imations have been applied, leaving room for an inadequate description of our
experimental system. To get a more exact simulation of our physical system, we
can perform a numerical analysis, which can also be executed for more complex
systems that are hard to describe analytically.
To resolve the level transitions of our anharmonic system under a drive and to do
the simulations in closest analogy to the experimental conditions, we simulate not
only the influence of the drive tone, but also of the weaker probe tone which we use
to excite the level transitions. The simulation Hamiltonian then reads:
Hnum = ∑
i
Ei |i〉 〈i|+ AD h̄(β̂ + β̂†) cos ωDt + AP h̄(β̂ + β̂†) cos ωPt,
where AP and ωP are the probe tone amplitude and frequency, respectively. In
contrast to the previously used anharmonic approximation for the qudit, we
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now leave the individual level energies Ei completely unrestricted and take the
anharmonic raising and lowering operators β̂† and β̂ instead of the harmonic ones.
To calculate the anharmonic operators, we have to consider the cross-coupling-
constants gij ∝ 〈i|N̂|j〉 in the basis of the initial transmon Hamiltonian Eq. (2.26),
which create additional off-diagonal terms in the operators β̂ = ∑k>l gkl |k〉 〈l| [17].
One limitation of numeric simulations is that the Hilbert space of the problem has to
be represented by a matrix. This means that only a limited set of degrees of freedom
can be represented in the simulation and every additional degree strongly increases
the computation time. To this end, the Hilbert space of the charge operator N̂ was
restricted to (〈N̂〉 = −15 . . . + 15) and hence 31 levels, and the transmon excitations
are considered up to the |9〉 level, as higher levels are beyond the Josephson potential
barrier.
Master Equation and Lindblad Formalism
To calculate the time evolution of the system described by this Hamiltonian, we use
the master equation in the Lindblad form, which describes the evolution of a mixed



















with {a, b} = ab + ba being the anticommutator. The Lindblad collapse operators
L̂µ represent the different channels µ through which decoherence acts on the
quantum system at a rate γµ. Relevant for our analysis are here the qudit decay
operator L̂1 = β̂ with the energy relaxation rate γ1 = Γ1 and the dephasing operator
L̂2 = β̂† β̂/
√
2 with a rate of γ2 = Γϕ.
The third process we can take into account is the spontaneous excitation by thermal
energy with the operator L̂3 = β̂† and a rate of γ3 = Γ1n̄therm, where n̄therm is the
equilibrium thermal population of the system. If we take into account a nonzero
thermal population, we also have to correct the decay rate to γ1 = Γ1(n̄therm + 1)
[71]. For our simulations, we assumed a thermal population of n̄therm = 0.1,
corresponding to an electronic chip temperature of T = 100 mK. This not only
accounts for possible dissipation caused by the strong drive tone but is also in
agreement with experimental findings from other groups [157].
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Simulation software and environment
Knowing all input parameters of Eq. (5.11), we can numerically calculate the
time evolution of a starting state ρ̂ iteratively for small time steps dt. After a
steady state is reached, we calculate the expectation value of the number operator
〈β̂† β̂〉 = ∑k k |k〉 〈k| for the final state. This corresponds to our experimentally
observed quantity, the shift of the readout resonator’s frequency.
To calculate the time evolution, the software package QuTiP [158, 159] was used,
providing a Quantum Toolbox in Python. This toolbox comes, amongst other things,
with predefined functions and operators to easily create a representation of pure
states, density matrices, operators, and more and allows to calculate expectation
values and matrix elements in a very accessible manner. It also features a master
equation solver which takes Ĥnum, ρ̂0, L̂µ and a list of time steps dt as inputs and
calculates the evolution of ρ̂ for these time steps.
For each combination of AD, ωD and ωP, a full time evolution of the master
equation has to be calculated. This is a computation intensive task for a detailed
set of combinations, even with the subsequently presented method to decrease
the computation time. As the time evolution depends strongly on the choice of
parameters, no intermediate results can be exploited for other calculations and each
combination has to be calculated independently. On the other hand, this means that
the computation task can be massively parallelized, and all combinations could be
computed at the same time – if the computation power and memory is available.
To this end, we made use of BwUniCluster in the framework of BwHPC, the high
performance computing cluster of the state of Baden-Württemberg. This cluster
features 512 computing nodes3, each equipped with 16 cores operating at 2.6 GHz
and a main memory of 64 GB. Being a scientific computation facility, the operating
system of the cluster is already equipped with QuTiP, providing easy access to
simulations. Since the parallel computations do not need to be done simultaneously
nor interact with each other, it was possible to split the computation task into several
small jobs which can run on spare computing capacities and hence need less time in
the job queue.
3 In total, more than 890 computation nodes contribute to the cluster. The additional nodes are however
specialized to certain kinds of jobs and therefore not considered here.
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Coherence and computation time
In the experiments, we do spectroscopic measurements, meaning that we apply
all microwave tones for several milliseconds and are certain that a steady state
has evolved. The measurement time per parameter combination is here typically
given by hardware limitations and the data acquisition time. For the simulations
however, every time interval dt by which we prolong our analysis takes additional
computation time, meaning that we try to reach the steady state as fast as possible.
The steady state under a drive is brought about by the Lindblad collapse operators
and the corresponding γµ rates. For an all-spectroscopic steady state analysis it
hence suggests itself to chose higher Γ1, Γϕ rates for the simulation compared to the
measured rates in order to reduce the overall simulation time.
To verify that this modification does not influence the statement of our analysis, a
spectrum of qudit transitions was simulated at fixed input parameters for different
Γ1, Γϕ rates and an adapted overall simulation length. The results of this analysis
are shown in Fig. 5.4, where for each relaxation rate combination three peaks are
visible, corresponding to the single photon ω12, ω01 and two photon ω02 transition.
It is apparent that for greater Γϕ rates and hence reduced Tϕ times the lines get
slightly broader, whereas a very sharp and high peak can be observed for the longest
dephasing and simulation time (gray). The key point is however that the position of
the peaks and their general shape does not depend on the chosen rates, leading to
the conclusion that it is a valid approach to increase the rates for a spectroscopic
analysis and balance between computation time and feature visibility.
To cancel out small oscillations in 〈β̂† β̂〉 which are caused by the drive even in a
steady state, the result is always averaged over a period of T1/4 at the end of the
simulation time.
5.4 Experimental observation of the multi-mode AC
Stark shift
For the experimental measurements of the AC Stark effect, the spectroscopy setup
with additional drive line was used, as described in Sec. 4.2.1. To be able to study the
influence of the drive also for stronger drive amplitudes, a high power amplifier was
used after the drive microwave source. Since the output power of the amplifier is
limited, the amplification ratio decreases at high powers. In a separate measurement,
we calibrated the output power of the amplifier depending on the power setting of
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Figure 5.4: Numerically calculated qudit spectrum for different collapse rates. Simulation of the
qudit spectrum with a drive amplitude AD/2π = 0.3 GHz at ωD/2π = 4.95 GHz. To speed up
the convergence of the master equation simulation, the decay and dephasing rates Γ1 = 1/T1 and
Γϕ = 1/Tϕ are modified, resulting in a shorter overall simulation time Tsim until the solution was in
a steady state. As a good compromise between simulation time and visibility of all levels, the last
combination (black crosses) with T1 = 0.25 µs, Tϕ = 0.25 µs and Tsim = 0.5 µs was chosen for all other
simulations. The lines are guide to the eye and do not represent simulated data. Adapted from [71].
the microwave source to be able to correct our data. In the following, all specified
drive powers correspond to the power at the output of the amplifier.
As qudit sample, the single-junction transmon chip with capacitance islands made
from TiN was used, described in Sec. 4.3. There, we found a fundamental qubit
frequency of ω01 = 4.755 GHz together with an anharmonicity α1 = −γ/2 =
−190 MHz from spectroscopic measurements.
To see the effect of a drive tone on multiple qudit transition frequencies, we apply
a drive tone at a fixed frequency of ωD = 4.95 GHz and increasing values for the
power and hence the amplitude AD. This results in a detuning of ∆D = 195 MHz.
To probe the transition frequencies, we apply an additional probe tone with a power
PP, strong enough to excite multi-photon level transitions, and scan its frequency
to excite different transitions. The result is then measured by a weak readout tone
applied to the resonator frequency ωR with a power in the single photon regime.
The dispersive shift and with that the qudit population is depicted in Fig. 5.5 a)
together with the analytical solutions from Eq. (5.6). We see a good agreement for
the first three level transitions of the qudit (solid lines) and get data as expected
from Fig. 5.3, where the ω01 and ω02/2 transitions approach each other.
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However, a variety of additional lines appears in the spectrum, which require further
argumentation. These lines can be either explained by a thermal population of the
|1〉 level of the qudit, resulting in the ω12 and ω23/2 transitions (dashed lines). Or
we have to take into account a multi photon process with virtual energy levels,
where the two photons originate not only from the probe tone, but at least one of
them is supplied by the drive. This means we can drive the |0〉 → |2〉 transition with
the two photons ωD + ωP = ω02 (blue dotted line). Due to the fact that the drive
frequency is fixed, this curve has a steeper slope compared to the ω02/2 transition
(blue solid line). With combinations of multiple photons from drive and probe tone,
we are eventually able to describe all observed lines in the spectrum (see legend).
Although the measured spectrum appears to be well represented by the analytic
formula, we see deviations starting for AD > 0.4 GHz, corresponding to AD > γ
and hence an increased parameter α in our analytical treatment. We note here that
the proportionality constant in the relation AD ∝ PD cannot be found experimentally
(besides with the AC Stark effect) and therefore was chosen to best give a best fit
between experiment and numerical simulations, where AD is directly provided.
To see whether these deviations come from the approximations made for the analytic
solution or from experimental imperfections, like wrongly calibrated amplifiers or
other elements in the setup that start to get nonlinear at high powers, we simulated
the experiment with numerical methods as described before. The results of these
measurements are given in Fig. 5.5 b), again with the analytically calculated lines
for comparison.
Comparing the numerical data to the experimentally found values, we see a
perfect agreement, representing all lines found in the experiment and following
the same deviations from the analytic solution. We can therefore conclude that our
experimental data are correct and the deviations are caused by the approximations
in the analytical solution.
In the numerical data, we see additional transitions, which are not visible experimen-
tally. These transitions include the higher excited |4〉 and |5〉 states, meaning that the
amplitude of the probe tone was chosen too high compared to the experiment. We
also see a general increase in background qudit population with increasing drive
amplitude, suggesting that the drive starts to populate the qudit. This background
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Figure 5.5: Measured and numerically simulated AC Stark shift together with analytical transitions.
a) The measured transmon level transitions for a drive at ωD = 4.95 GHz and increasing drive amplitude
AD. The analytic solution of Eq. (5.6) is displayed as colored lines. Especially for the level transitions
(solid lines), a good fit to the measured data is observed. Other transitions including thermally excited
states or drive photons can also be modeled by the analytic solution (dashed/dotted lines). Deviations
for higher drive amplitudes are explained by the use of a simplified transmon Hamiltonian in the
deduction of the analytic solution. The data is column-wise normalized as the drive also influences
the resonator frequency. b) Numeric simulations in close analogy to the experiment. The data is well
comparable to the measured data and shows the same deviations from the analytical solution, since the
full transmon Hamiltonian is used for the simulation. Due to a slightly higher probe power in the
simulation compared to the experiment, more transitions are visible which include the |4〉 state of the
qudit. Adapted from [71].
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5.5 Sensing scheme
After having demonstrated that the experimental outcome matches to the analytical
calculation and even better to the numerical simulation, we are able to invert the
scheme and use the qudit as a sensor for off-resonantly applied signals by measuring
the shift of the qudit transition frequencies and deducing the parameters leading to
this shift. This means we can measure the amplitude of any drive field that couples
to the qudit by means of the qudit itself, leading to a new in-situ measurement
method. In doing so, the qudit can be under the exact same conditions as it will be
used for other experiments later.
5.5.1 Frequency lookup table
To operate the qudit as a sensor, we have to calculate back from the measured
frequency shift to the originating drive field. This is impossible to do for the
numerical simulations and increasingly difficult when taking into account the
higher order terms in perturbation theory. Instead of iteratively approaching and
fitting the parameters for each time we do a measurement, it is more convenient to
calculate once the transition frequencies for a set of different combinations using the
unperturbed qudit parameters. We store these transition frequencies in a frequency
lookup table (FLT) and only have to find the closest matches in the table when doing
a measurement.
For a graphical representation of the FLT, we chose to plot the table contents





01 is the measured qudit frequency and ω
0
01 is the
unperturbed frequency. Plotting into this coordinate system lines of constant ∆D
and AD, respectively, brings us to a representation like in Fig. 5.6. With a measured
γ? and ωm01/ω
0
01, we can then directly read the values of ∆D and AD responsible for
this shift.
5.5.2 Measuring the transmission function
Putting the sensing scheme to the test, we use it to measure the transmission
function T(ω) of our setup. This includes the whole way from the microwave
source via the cryostat wiring to the sample box and even inside the box from the
transmission line to the qudit. Being able to measure only parts of it when warmed
up to room temperature, the whole transmission function is usually completely
inaccessible. It has to be noted here that the proportionality constant between drive
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Figure 5.6: Graphical representation of the FLT. From the measured data on qudit base frequency
and anharmonicity, each in reference to the unperturbed qudit parameters, we can pick a point on the
frequency lookup table (FLT) and resolve the combination of drive amplitude AD and frequency ωD
which leads to this shift. While this FLT was calculated using the analytic formula in Eq. (5.6), it is
also possible to fill the table with data from numeric simulations, resulting in more accurate results.
Adapted from [71].
amplitude at the chip and applied power at room temperature is now frequency
dependent with AD ∝ T(ωD)PD.
For the measurement, we fix the applied drive power PD and scan the drive
frequency ωD in a second experiment. Scanning the probe tone, we can identify
the qudit transitions and hence calculate γ? and ωm01, which we use to look up
the drive amplitude AD. Since the frequency ωD of the drive is known, we can
either search for the best matching drive amplitude for the parameter combination
(γ?, ωm01, ωD) or we leave the drive frequency as open parameter as well. It is of
course expected that the results for the case of a given ωD are more accurate, but
the sensing scheme should nevertheless be able to determine the frequency of the
drive tone. For increasing detuning, the influence of the AC Stark shift decreases,
resulting in a decreasing resolution and accuracy.
The results of this measurement are given in Fig. 5.7, where the raw experimental
data, i.e., the dispersive shift at different probe powers and drive frequencies is
given in subfigure c). The precision of the measurement is indicated by the shaded
green and gray areas in Fig. 5.7 a) for the amplitude and Fig. 5.7 b) for the drive,
which visualize the spread in results when varying the fitted ω01 and ω02/2 values
by ∆ω/2π = ±1 MHz. This is a worst case estimate based on the rather coarse
step size when scanning the probe tone, ∆ωP/2π = 1 MHz. For the results, this
gives on average ∆AD = ±92 MHz and ∆ωD = ±124 MHz, if ωD is taken as a free
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Figure 5.7: Proof-of-principle demonstration of the sensing scheme. For a constant drive power PD
at room temperature, the drive frequency is scanned and the qudit transition frequencies are recorded.
With the help of a FLT, we can calculate back to the amplitude a) and frequency b) of the drive. As
explained in the main text, the accuracy of the amplitude detection can be greatly improved by taking
the known drive frequency as additional input (green circles). For the blue crosses, both AD and ωD
are free. The shaded areas illustrate the uncertainty of the sensor when taking into account an accuracy
of ±1 MHz for both ω01/2π and ω02/4π. For more than 0.5 GHz detuning between drive and first
qudit transition, the frequency determination fails in this demonstration, therefore the data points are
grayed out and no error bars are shown. Subfigure c) shows the measurement data, i.e., the dispersive
shift of the resonator in gray scale. To verify the validity of taking ωD as input parameter, the transition
frequencies are calculated from the data shown in a) and b) and plotted as blue crosses (green circles)
when having ωD as free output parameter (fixed input parameter). For both methods, we find a good
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Figure 5.8: Demonstration of increased sensitivity and resolution. By taking Ramsey measurements
instead of spectroscopic measurements as in Fig. 5.7, the resolution in measuring the qudit transition
frequencies is improved, leading to a greatly increased accuracy of the sensor. In addition, the FLT
was generated by numeric simulations and not by the analytical approximation as before. These
measurements are taken on a different chip and in a different cryostat than the ones in Fig. 5.7, so the
values are not directly comparable. Also, due to the fact that no input amplifier was used for the drive,
the drive amplitude is much lower. With reduced drive power and increased minimal detuning, the
shifts in ω01 and ω02/2 are much smaller and barely visible in subfigure c). The overall accuracy in
both amplitude and frequency is however greatly increased, visualized by the much smaller gray band
around the data points. Courtesy of M. Kristen [72, 160].
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parameter. As the sensitivity for the drive frequency and therefore the resolution in
this parameter gets very poor for a detuning of more than 5 GHz, no errorbars are
shown in this regime in Fig. 5.7 b) and the extracted points are plotted in gray. For
the case of a fixed ωD, the error in amplitude reduces to ∆AD = ±12.5 MHz.
This error estimation is very crude and also the measurements themselves have
to be seen more as a proof-of-principle demonstration than as a highly optimized
measurement. The resolution could be greatly improved by different means which
will be discussed in the next section. Nevertheless, the principal shape of AD(ωD)
makes clear that this method can be used to make statements about the transmission
function of the cryostat. For an ideal setup at constant input power, we would
expect an increase of AD close to the qudit transition frequencies due to the
frequency-dependent dipole moment of the qudit and for higher frequencies a
monotonous decrease converging towards a constant value. The measurement
however only shows the onset of this increase towards ω01 and oscillations of AD
for higher detuning. These oscillations can be explained by a non-ideal transmission
of the microwave lines through the cryostat, being soldered and connected at each
temperature stage of the cryostat.
5.6 Further advances
After the publication of the paper associated with this chapter [71], demonstrating a
proof-of-principle experiment, the method was further studied and improved, in
particular by the associated Master’s thesis of Maximilian Kristen [160] which also
resulted in a joint paper [72]. The results of this work are briefly summed up in the
following.
5.6.1 Drawbacks of approximate theory
To increase the accuracy of the sensor, it is important to create a reliable FLT. With
the deviations seen in Fig. 5.7 it is reasonable to assume that the analytic solution
is not perfectly suitable for the calculation of a good FLT. The origin of these
deviations was found by performing numerical simulations with the approximated
transmon Hamiltonian Eq. (5.3), resulting in a very good agreement between the
analytic solution and the simulation result. This leads to the conclusion that the
approximation of the transmon Hamiltonian is too inaccurate and dominates the
discrepancies to the experimental results, whereas the fourth order perturbation
theory can be seen as a valid approximation.
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To this end, the FLT was calculated by numerical simulations, taking more
computation time but finally giving more accurate sensing results.
5.6.2 Time-domain approach
As an alternative to spectroscopic measurements which require fine-grained
frequency sweeps, pulsed measurements can be used. Under certain conditions they
allow for a very fast determination of the qubit transition frequency by utilizing
an optimized detection scheme [161]. This scheme is based on Ramsey oscillations
explained in Sec. 4.2.3 and can use advanced methods to minimize the number of
time steps ∆t necessary to get a value for ωm01. The same technique can be applied to
measure Ramsey oscillations between the |1〉 and |2〉 states and hence infer the ω12
frequency.
These measurements have been performed on a different qudit sample in a different
cryostat, so the results, shown in Fig. 5.8, are not directly comparable to the ones
previously found. However, it is obvious that the sensing accuracy is now greatly
improved based on an enhanced FLT and finer resolved measurement data. With
the improved FLT, the data for the extracted drive frequency now matches the
applied drive frequency much better, especially in the regime of low ∆D, where
the analytically calculated FLT has major inadequacies. With an average error of
∆ω01 = ±6.7 kHz and ∆ω12 = ±10.5 kHz, the accuracy of the input data was also
improved by about two orders of magnitude compared to the first demonstration
experiment.
5.7 Conclusion
In summary, we have demonstrated a sensing scheme for microwave tones by a
superconducting anharmonic multi-level system, based on the AC Stark effect.
This sensing scheme can be of great use for the optimization and engineering of
quantum circuits as it enables to measure the cross-talk of microwave structures
to a qudit on the exact same chip as intended for other quantum experiments.
Using directly the qudit as sensor eliminates the need to fabricate additional chips
for pre-characterization of spurious couplings and helps to validate the results of
microwave simulations.
With the possibility to measure and characterize oscillating signals in frequency
and amplitude, this sensor also lends itself to the field of fundamental research,
where it can be used to detect resonant frequencies of other systems in a quantum
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environment. As semiconducting structures typically stop working at cryogenic
temperatures and dissipate a lot of heat, many commonly used and commercially
available sensors for microwaves are not usable at millikelvin temperatures. A
simultaneous detection of amplitude and frequency exploiting the characteristic
changes in the qudit’s transition frequency fingerprint can be seen as clear
advantage, which outperforms other qubit-based sensing schemes.
For all kinds of cryogenic experiments involving microwave signals, this sensor can
be used to measure the frequency-dependent microwave transmission through the
cryostat and the quantum chip, which is otherwise not accessible at the operation
conditions. We are able to characterize the transmission for a broad frequency range
of more than 1 GHz above the qudit transition frequency, where the resolution starts
to decrease with increasing detuning.
For the sensing scheme, technologically simple spectroscopic measurements are
sufficient, but pulsed measurements can be used to increase resolution and decrease
the measurement time. By performing Ramsey experiments, we can exploit the high
sensitivity of the qudit phase towards changes in the transition frequency. With this,
the sensor accuracy is greatly enhanced and we demonstrated an average amplitude
resolution of ∆A/2π = 3.4 MHz as well as an average frequency uncertainty of
∆ω/2π = 25 MHz [72]. The accessible sensing range and resolution can be adapted
in time-domain measurements by adjusting the reference frequency until one of
the following limits is reached: For low signal amplitude and large detuning, the
frequency shifts decrease until the phase accumulated in a Ramsey measurement
within the decay time of the qudit states is no longer measurable. Typically, the
lifetime of the |2〉 state is the limiting factor here, as the shift of this transition is
smaller and the lifetime of this state is shorter than for the |1〉 state. In the other
limit of low detuning and strong drives, resonant effects like level transitions and
the Autler-Townes splitting have to be taken into account, which can finally disturb
the sensing protocol.
Finally, our theoretical description can be seen as an extension of the Jaynes-
Cummings-Hamiltonian for multi-level systems which is not restricted to the
dispersive regime but can be applied also for low detunings.
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magnetic fields
Using superconducting transmon qubits for hybrid systems and as sensors in
magnetic applications requires a proper qubit function under the influence of
magnetic fields. In the following chapter, I present our investigations on a transmon
qubit in a magnetic field to fathom these limits of application. After an introduction
covering existing research in this field, I will present spectroscopic measurements,
which reveal additional properties of the qubit. To characterize the losses of
oscillating superconducting systems, the quality factor of the resonator is studied,
directly followed by time domain measurements on the qubit. Here, different
loss mechanisms are explained and evaluated, before the chapter concludes with
measurements on the pure dephasing rate. The findings presented in this chapter
lead to the publication of Ref. [70].
6.1 Introduction
To use a superconducting qubit for quantum sensing applications and for hybrid
systems, it is of great use to know its limits of application. Especially the critical
parameters of superconductivity are here of interest, as they disturb the qubit’s
working scheme. These are in particular the critical current, critical temperature
and the critical magnetic field.
Limitations in terms of current can be seen by either inducing a constant current
through a SQUID loop, as it was shown for the tunable sample, or by creating an
AC electric field across the JJ, which was in depth explained in the last chapter in
terms of the AC Stark shift. Both methods lead to a controllable decrease in qubit
transition frequency, which has been studied and used in application [17, 71].
The behavior of a qubit at elevated temperatures is known to be limited by a strongly
increased number of quasi-particles (QPs) and long before the eventual breakdown
of superconductivity [162]. Both relaxation and coherence times have been observed
to rapidly decrease above a temperature of 100 mK [163, 164].
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Besides that, the influence of high frequency phonons has been studied by the
application of ultrasonic pulses to superconducting quantum bits [165], as well as
the dependence on stray infrared light [166].
For magnetic fields however, no in-depth study was made which investigates the
coherence properties of a superconducting qubit under increased magnetic fields,
until the coherence breaks down. So far, only the influence of a magnetic field up
to the order of 100 µT was studied, where a slight improvement of the coherence
properties was found due to the creation and pinning of flux vortices which act
as QP traps [113]. Other research groups assume superconducting qubits to break
down at very little fields, although they do not provide any measured data to
support this claim. Instead, they propose other, more stable junctions, like the
proximitized semiconducting nanowire [167].
The general consent is however to screen magnetic fields as good as possible and
meanwhile, a multilayered shielding based on permalloy and superconductors is
considered to be state of the art [168, 169].
There are many applications like quantum sensing of magnetic excitations [29],
the creation and harnessing of Majorana fermions [170] or research fields like
cavity quantum magnonics [64, 66], which all require the qubit to be in or close
to magnetic fields. It is therefore inevitable to study the influence of magnetic
fields to superconducting qubits. For all these applications, it would be beneficial
to maximize the magnetic field in which the qubit can be operated. As we know
from Sec. 2.3.2, we should then align the magnetic field in parallel to the chip
surface. At this point it should be however noted that a parallel field orientation
over the whole chip is hard to achieve, because the structured superconductor on
the chip bends the field lines and leads to a flux focusing for the regions free from
superconducting material. For specific applications, the inclusion of structured
magnetic materials will also heavily influence the local magnetic field distribution.
Therefore, no additional effort was spent to assure a parallel alignment but the chip
was straightened in the solenoid by eye, as described in Sec. 4.1.3.
6.2 Qubit transition frequency in an in-plane magnetic
field
Before we perform pulsed measurements, we firstly have to measure the dependence
of the qubit transition frequency on the magnetic field. As described in Sec. 2.4.2
that the critical current of a JJ in an in-plane magnetic field periodically goes down,
where the shape follows a Fraunhofer pattern. With ω01 ∝
√
Ic, a similar behavior is
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Figure 6.1: Measured transmon frequencies in a magnetic field. The dispersive shift of the resonator
is shown color-coded to visualize the transmon transition frequencies under the influence of a magnetic
field. For each field value, the readout frequency was adjusted to follow the resonator frequency. The
absolute value of the normalized dispersive shift is plotted here to account for these offsets. In the
original data, the dispersive shift changes its sign due to a changing quality factor of the resonator,
which would distract the colorscale. According to our expectations, we see a decrease in frequency and
a periodic revival. Compared to the expected Fraunhofer pattern of a single JJ in a magnetic field
however, the top at B = 0 is too flat and the side maxima are too high in frequency. Adapted from [70].
expected when placing the qubit junction in an in-plane magnetic field, such that
flux can enter the insulating barrier. This would include a pronounced maximum at
Φ/Φ0 and periodic side maxima with decreasing amplitude.
6.2.1 Measured data
When we place the TiN qubit introduced in Sec. 4.3 inside the solenoid and apply
a magnetic field, we observe a periodic decrease in ω01 following this behavior,
as shown in Fig. 6.1. If we compare this data to the expectation of a Fraunhofer
interference pattern, the measurement data shows a flat top at Φ = 0, very steep
drops at Φ ≈ Φ0, and side maxima which are almost as high as the main maximum.
The pattern can hence not be explained by a simple rectangular junction cross
section. Since the junction was fabricated in a shadow angle evaporation process,
deviations from a perfectly rectangular cross section are very likely. Therefore,
we Fourier transformed different possible junction geometries but did not find
any Ic(B) respectively ω01(B) relation resembling the measured data. A different
process is hence needed to explain the measured results.
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Al1 Al2 JJ1 JJ2JJ3
TiN TiN
B
Figure 6.2: Illustration of all created JJs. Following the fabrication scheme in Fig. 4.11, we find two
additional JJs being created. While JJ3 only shunts the lower Al1 layer and is therefore negligible
for low kinetic inductance films, the qubit excitation current flows through JJ2 which explains the
additional contribution. The current path is indicated by the white arrows. Adapted from [70].
6.2.2 Revisiting junction fabrication
If we revisit the junction fabrication process for the TiN sample from Sec. 4.4.1,
we see that besides the intended small Josephson junction JJ1 in the center of the
structure, two other junctions, JJ2 and JJ3 exist, which are commonly neglected due
to their large junction area and hence high critical current. These junctions are
illustrated in Fig. 6.2. Due to the multi-step fabrication process in which first the TiN
capacitance pads are fabricated and then the junctions on top of this, the current has
to flow across JJ1 and JJ2 to go from one electrode to the second, as indicated by the
white arrows. JJ3 only shunts the lower Al layer, which is a negligible effect as long
as the inductance of this layer is low.
If we qualitatively analyze the influence of the parasitic junction JJ2, which is in
series to the intended qubit junction JJ1, we see the following behavior: As long as
the parasitic junction is not close to being blocked by a flux quantum, its critical
current is very high and not limiting or influencing the qubit current The qubit
transition frequency can be therefore assumed to be rather flat and unimpressed by
the magnetic field. In the case of Φ/Φ0 ≈ n (n ∈ N \ 0) for the parasitic junction,
we will see a steep decrease of the qubit frequency. This goes along well with our
measured data, and we will deduce a quantitative formula for a transmon qubit
with two junctions in series in the following.
Transmon Hamiltonian for two JJs in series
To derive the transmon Hamiltonian for two JJs in series, we start with the general
Hamiltonian introduced in Sec. 2.5, which has contributions from the charging
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To solve this, we have to find the current-phase-relation I(ϕ) for the total system.
We see that the phase acquired by the individual junctions, ϕ1 and ϕ2, adds up to a
total phase, and the current through the junctions has to be the same:
ϕΣ = ϕ1 + ϕ2
I(ϕΣ) = Ic,1 sin ϕ1 + Ic,2 sin ϕ2.
We introduce the ratio r = Ic,2/Ic,1 between the junction’s critical currents to
facilitate the writing, and chose r ≥ 1 without loss of generality. This gives
tan ϕ2 =
sin ϕΣ
r + cos ϕΣ
and we get for the overall current-phase relation




r + cos ϕΣ
)
. (6.2)
The integral of this equation can be written in a closed form and we find∫
I(ϕΣ)dϕΣ = −Ic,2
√




r2 + 2r cos ϕΣ + 1.
This results in a total system Hamiltonian of
H = 4ECN̂2 − EJ,1
√
r2 + 2r cos ϕΣ + 1, (6.3)
where we have again used the charging energy EC = e2/2C and the Josephson
energy of the qubit junction EJ,1 = Ic,1Φ0/2π, and number and phase operators as
in Sec. 2.5.
In analogy to Eq. (2.27) we perform a Taylor expansion up to fourth order in ϕΣ and
find








































b̂† b̂ (b̂† b̂ + 1). (6.5)
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Figure 6.3: Two-junction transmon. The analytic transition frequencies for a transmon qubit with
two JJs in series are shown on top of the measured data. Here, JJ1 gives the overall envelope and JJ2
creates the periodic minima. For the measured data, the same normalization was applied as in Fig. 6.1.
The analytic formula matches the measured data very well for ω01 and ω12, which appears in the
measurement due to thermal population of the |1〉 state. Adapted from [70].
In the limit of r = Ic,2/Ic,1 → ∞, where JJ1 is dominating (i.e., limiting) the qubit’s
behavior, this formula recovers the simple approximated transmon Hamiltonian
from Eq. (2.29). We also see from this formula that the anharmonicity changes
with r
2−r+1
(r+1)2 which means that the effective anharmonicity of a transmon with two
junctions in series is always lower than if only one junction was present. For the
limit r = 1, where the two junctions in series have the same critical current, the
anharmonicity is reduced by 75 %.
When we assume that an almost rectangular cross-section for the two junctions,
each critical current should follow Ic = I0c
∣∣∣sinc B−B∆BΦ0 ∣∣∣. Besides the periodicity field
BΦ0 we also introduced an offset field B∆ here, which accounts for stray background
magnetic fields. Fitting Eq. (6.5) to our data, we find a good agreement for ω01 and
ω12, shown by the solid and dashed red lines in Fig. 6.3. The extracted values for
each junction are given in Table 6.1.
From the periodicity of the pattern, we can calculate back to the junction’s size with
Φ0 = BΦ0 A. The effective cross section of the junction is given by A = (d+ 2λL)l with
l being the junction length. Since the magnetic field reaches into the superconductor
on a length scale of λLabove and below the junction, this has to be added to the
thickness d, which is the oxide barrier. For our junctions, we take d = 1 nm and
λL = 16 nm for aluminum. With this we get the junctions’ lengths to be l1 = 209 nm
and l2 = 2.46 µm, which agrees well with the design parameters.
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Table 6.1: Parameters of the two Josephson junctions. B∆ is the offset field, BΦ0 the periodicity, and l
the length of the junction.
EJ/h B∆ BΦ0 l
JJ1 16.15 GHz 1.8 mT 300 mT 209 nm
JJ2 300 GHz −0.2 mT 25.5 mT 2.46 µm
The increased sensitivity against magnetic fields and the abrupt drops in the qubit
transition spectrum can be disadvantageous for many applications. To avoid this
spurious influence, the parasitic junctions JJ2 and JJ3 can be shunted with a bandage
in an additional fabrication step [171]. Alternatively, other fabrication methods
apart from shadow angle evaporation can be used, e.g., overlap junctions [172]. In
this process, no additional junctions are created.
Due to the fact that we cannot see the first minimum of the qubit junction in our
measured data, not to mention further maxima, the extracted size of the qubit
junction has to be taken carefully. What has been neglected in the treatment up
to now is that the critical current of a Josephson junction depends also on the
superconducting gap of the leads, which in turn depends on the magnetic field.








For our values of ∆ and T, the tanh term is negligible and we see that Ic ∝ ∆.
Together with ∆(B) = ∆0
√
1− (B/Bc)2, where Bc is the critical field, we get a
relation for Ic,1(B) and can calculate the qubit transitions. Assuming a critical field
of Bc = 168 mT which gives the best fit to our data, we see no difference to the
previously presented model within the range of our acquired data. This can be seen
by the good match of the colored dashed lines in Fig. 6.4. In this limit, we assumed
that there is no Fraunhofer-type reduction of Ic,1, i.e., the qubit junction is assumed
to be point-like. In reality, both effects coexist at the same time.
6.3 Resonator behavior in magnetic fields
Before we come to time resolved data on the qubit coherence, we shortly take a look
at a similar measure: the quality factor of the readout resonator. Since the transmon
can be explained as a modified resonator, it seems likely that the transmon is affected
by the same spurious mechanisms as the resonator and the resonator’s quality
factor Q = ω/∆ω evolves similar to the qubit decoherence time with T2 = 2/∆ωq,
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Figure 6.4: Comparison between different Ic(B) relations for JJ1. The critical current of JJ1 creates the
envelope for the transition frequencies. It can be either suppressed by a Fraunhofer-type interference
pattern as explained in Sec. 2.4.2 (red dashed line) or by a reduction of the superconducting gap
energy ∆ (blue dashed line). The narrow-dashed lines show the ω01 transitions, and the wide-dashed
lines show ω12. For the measured data in the background, the same normalizations apply as before.
Within the range of acquired data, no difference between the to methods can be seen. Increasing the
measurement range is also not possible with the used setup due to the strong reduction of the readout
resonator’s quality factor and therefore decreased signal-to-noise ratio. Adapted from [70].
where ∆ωq is the qubit linewidth. At the same time, the resonator acts as readout
device and eventually limits the signal-to-noise ratio of our measurement within
reasonable acquisition time. This is already visible in Fig. 6.1, where the qubit signal
fades out for high field values due to the decreasing quality factor of the resonator.
Superconducting resonators in magnetic fields have already been studied in detail,
with a focus on an alignment of the magnetic field perpendicular to the resonator
[130, 131, 175], QP recombination after infrared pulses [116] or a comparison between
zero-field-cooled and field-cooled data [115].
Our measured data are presented in Fig. 6.5 and match well to the previously
published data. The data are extracted by means of a circle fit [136], where applicable.
For very low quality factors, the circle fit did not converge due to a small phase
contribution of cable resonances which could not be calibrated away. For these
measurements, a Lorentzian fit to the amplitude was used to obtain the resonance
frequency, which is shown as open symbols in Fig. 6.5.
The data correspond well to the in-plane data previously measured by other groups
[131], where they compare it to a loss rate calculated from the classical Bean
model [132, 133]. This simulation matches our data well for the case of a weakly
inhomogeneous RF current distribution. Although Fig. 6.5 c) suggests that the
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Figure 6.5: Resonator data in a magnetic field. Spectroscopic data of a TiN λ/2 resonator in microstrip
geometry. As errorbars, the uncertainty of the fit values is indicated. A decrease in resonance frequency
a) can be seen as well as a strong decrease of its internal quality factor b). Both parameters are subject
to a strong hysteresis. Red (blue) symbols are used for an upsweep (downsweep) of the magnetic field.
Filled symbols represent data extracted from a circle fit. Where this fit did not converge, a Lorentzian
fit was applied (open symbols) to extract the resonance frequency. The gray bars and symbols denote
the field range of the corresponding sweep data. c) shows the inverse of the quality factor for a better
comparison with the data presented in Ref. [131]. Adapted from [70].
resonator is completely interspersed with flux vortices at B ≈ 100 mT, a closer look
in the data does not support this statement, since the data extracted by a Lorentzian
still shows a difference between up and down sweep for the loaded quality factor
(data not shown).
For the coupling quality factor Qc we see no significant change for different
values of B, which was expected since this quantity is defined purely by the
geometric coupling of transmission line and resonator. We find an average value of
Qc = (9.3± 1.3) MHz.
From the resonator measurements we already see an offset field of Boffs = 8.5 mT
in both ωR(B) and Qi(B), which we will find again for the later measurements of
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the qubit coherence parameters. We assume that this offset field appears due to the
presence of stray fields from magnetized components around the qubit chip, which
are partially aligned perpendicular to the chip. If we assume small misalignment
between the chip and the coil field, we find that an applied field of 8.5 mT would
compensate a perpendicular magnetic field of B ≈ 450 µT, which is well on the
order of typical stray fields, for a misalignment of about α ≈ 3◦.
6.4 Qubit coherence in magnetic fields
6.4.1 Measurement scheme
To acquire reliable data and account for the variety of changes which appear when
changing the magnetic field, a measurement scheme was constructed which ramps
the current of the solenoid to the specified field value and then recalibrates the
necessary experimental parameters to start the measurement, as follows:
1. The readout tone is scanned around the previously measured frequency of
the resonator. The recorded amplitude signal is fitted to a Lorentzian and
the resonance frequency ωR taken as new readout frequency to get a good
contrast in the dispersive measurements.
2. The manipulation tone is scanned across the previous qubit transition
frequency to find the new qubit frequency ω01 by again fitting a Lorentzian to
the phase data of the recorded dispersive shift.
3. Applying a Rabi sequence at the previously determined ω01 frequency and
fitting the data to an exponentially decaying cosine yields the time tπ for a π
pulse.
4. A sequence of T1, TR2 and/or T
E
2 is executed to get the desired coherence
parameters.
In the steps 1-3, selection mechanisms apply to sort out non-converging fits by
detecting too high errors or fit results that leave a predefined range. The sequence is
then repeated once for the same field value and skipped if it fails the second time.
The number of averages as well as points in frequency (steps 1 and 2) or time (steps
3 and 4) is reduced be able to perform the whole sequence within 10 minutes while
still maintaining a data quality good enough for the fitting, despite the decreased
SNR.
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magnetic flux density (mT)
Figure 6.6: Time-domain measurements of a transmon in a magnetic field. Red (blue) triangles show
data acquired on an upsweep (downsweep) of the magnetic field. The colored lines are only guide to
the eye to trace related data points. As errorbars, the standard deviation of the fits is indicated. a) The
measured qubit transition frequency matches well the calculated transition frequency (gray dashed
line) and shows no hysteresis. b) The resonator frequency shows in contrast a clear hysteresis and a
small decrease with applied field. c) A hysteresis is also seen for the qubit decay time T1, which shows
a pronounced maximum at low fields. d) The resonator’s quality factor extracted from time domain
measurements can only be seen as an indicative value due to the non-linear amplitude detection
scheme in the time domain setup. Properly measured quality factors are found in Fig. 6.5. Adapted
from [70].
6.4.2 Measured data
The acquired data for multiple measurement sequences in the range of B = ±23.7 mT
is shown in Fig. 6.6. Again, all data points acquired on an upsweep of the magnetic
field are marked in blue, where the data from a downsweep are shown in red. In
Fig. 6.6 a) we see again the measured qubit transition frequency, which follows
Eq. (6.5) and shows no hysteresis. This means that the qubit transition frequency is
dominated by the characteristic Fraunhofer pattern of the two serial junctions.
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6.4.3 Separation of loss mechanisms
Looking at the measured data for the relaxation time T1, presented in Fig. 6.6, we
see a prononounced maximum at low fields and a distinct hysteresis between up
and down sweep. We can now analyze this data phenomenologically by separating
the losses of the system as
1
T1
= Γ1 = Γhyst + Γnon-hyst + Γconst.
In this classification, Γhyst accounts for loss mechanisms showing a hysteretic field
dependence, Γnon-hyst collects losses that depend directly on the magnetic field
strength, and the losses associated with Γconst do not depend on the magnetic field.
As already discussed in Sec. 2.6, a variety of different loss mechanisms comes
into play, especially when applying a magnetic field. For Γhyst, we assume that the
main contribution is coming from the creation, annihilation and movement of flux
vortices. As described in Sec. 2.6.4, it is known both theoretically and experimentally
that the vortex configuration in a superconductor exhibits a large hysteresis on its
magnetic history, which can be explained by the Bean model [132, 133]. Due to the
large aspect ratio of the qubit island with a diameter of 554 µm and a thickness of
40 nm, we assume that the small misalignment to the external field suffices in order
to generate flux vortices perpendicular to the film. This also seems to be a realistic
assumption when regarding other experiments, where much effort is required to
get a field alignment without the creation of perpendicular vortices. Otherwise,
these vortices dominate the loss and frequency properties of the resonator [176].
From a comparison to the resonator loss data we see that shapes and signs of Q̃l
and T1 are generally similar (compare Figs. 6.6 c) and d)), but the qubit loss data
feature a much more pronounced overall envelope. We attribute this envelope
– and therefore a contribution of Γnon-hyst – to the presence of excitations in the
superconductor, i.e., quasiparticles (QPs). From the discussion in Sec. 2.6.3 we know
that the losses due to QPs are proportional to the density of QPs and hence to the
squared magnetic field, ΓQP ∝ xQP ∝ B2‖. The QP density is not reported to have a
hysteretic dependence on the effective field and the relaxation to an equilibrium QP
density is expected to happen within a few µs. The hysteretic vortex configuration
however affects the effective field in the superconductor as well as the QP creation
and recombination rate, and with that the QP density.
Other losses like radiative decay and losses to two-level-systems or defects in the
dielectrics, which are discussed in Sec. 2.6.2, are assumed to be independent from
the magnetic field and are therefore summed up in Γconst.
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Figure 6.7: Purcell limitation of the qubit decay time. Calculated Purcell contribution to the T1 time
of the qubit, following Eq. (2.32) using the measured resonator data shown in Fig. 6.5 and the calculated
qubit transition frequency for the corresponding field values. Regular spikes in the calculated T1 time
can be seen, coming from a strongly decreased qubit transition frequency due to the blockage of JJ2
and therefore an increased detuning between resonator and qubit. The resulting T1 times are at no
point limiting the qubit coherence and the Purcell losses can therefore be neglected or considered to be
constant against the magnetic field for this sample. Note the larger range of the x axis compared to the
T1 data presented in Fig. 6.6.
For the Purcell loss, as introduced in Sec. 2.6.1, a variety of strongly changing
parameters have to be taken into account. These are for instance qubit and resonator
frequency and resonator linewidth. The Purcell loss is therefore also subject to
changes in the magnetic field. Taking the spectroscopic data as presented in Fig. 6.5
and combining it with the analytic transmon transition formula from Eq. (6.5), we
find the Purcell loss contribution depicted in Fig. 6.7. Since the Purcell contribution
ranges from ΓPurcell ≈ 350 Hz to ΓPurcell ≈ 40 Hz for fields much stronger than
the ones in the previously presented measurements, we conclude that the Purcell
contribution does not change the qubit’s relaxation rate significantly for any applied
magnetic field value.
Summing up the argumentation in this section, we see that we can model the
qubit relaxation rate by Γ = Γconst + C(B − Boffs)2 [113, 115, 116]. If we fit this
envelope to our measured data, we find Γconst = 53.4 kHz, C = 0.785 kHz mT−2 and
Boffs = 2.25 mT. The fit is modified here such that only solutions which are below
the measured data are taken into account. We assume the remaining hysteretic
losses to come from the entering and movement of flux vortices. The different offset
field Boffs compared to the previously stated offset are explained by the fact that in
this evaluation, the data at high magnetic field and therefore low decay time are
weighted more strongly compared to the previous case, where the maximum of T1
was evaluated. Although the parabola shown in Fig. 6.8 is a proper envelope for the
measured data, we do not want to make any claim that this is a proof for our chosen
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Figure 6.8: Modeling loss contributions. The decay rate Γ1 = 1/T1 is presented, where red (blue)
triangles again mark upsweeps (downsweeps). The black line is a lower-limit-fit including a constant
relaxation rate and a parabolic contribution as described in the text. The colored lines connect
sequentially taken data points and are a guide for the eye. Adapted from [70].
partitioning of the loss mechanisms. In fact, the different loss mechanisms are not
distinguishable by our measurement technique. Our partitioning only represents
the most obvious loss channels and their dependence on magnetic fields.
6.4.4 Increased magnetic field
If we further increase the magnetic field, we observe quantum coherence of the qubit
up to values of Bappl ≈ 40 mT. This measurement is shown in Fig. 6.9. Although
T1 = 0.49 µs is significantly reduced at this high field, we clearly observe Rabi
oscillations and an exponential decay after a π pulse, as demonstrated in the inset of
Fig. 6.9. The quality factor Ql of the resonator is significantly reduced at this point,
which explains the low SNR. For even higher values of B, we are not able to track
the qubit transition due to this SNR and the decreased T1, T2 times which result in a
broadening of the qubit linewidth.
Performing a down sweep from this field value (blue triangles) does not show a
pronounced maximum as before but only a slight increase in T1 over a broader
range. We see however a fine structure in the data, showing multiple drops in T1
which coincide with the onset of a deviation from the Fraunhofer pattern, followed
by a jump in frequency. We attribute this effect to the presence of flux vortices in the
qubit islands due to the previously applied high fields. Their local field influences
the field seen by the junction and therefore qubit frequency and coherence.
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Figure 6.9: Coherence properties up to higher field values. Increasing the magnetic field further, we
can see qubit coherence up to B = 39.6 mT and a) still observe Rabi oscillations and b) measure a
relaxation rate. On a downsweep of the field afterwards (blue triangles in c)), the T1 time does not
recover as before but shows multiple abrupt changes. These jumps are attributed to the movement or
annihilation of a flux vortex. The values shown for 〈σz〉 in a) and b) are nomalized to the accessible
qubit values, i.e., an increased residual population is calibrated away. Adapted from [70].
6.5 Pure dephasing rates
Up to now, we only considered the relaxation rate of the qubit, Γ1. To get information
on the phase coherence of the qubit, which is typically the quantity of interest for
quantum computation and many quantum sensors, we simultaneously measure T1







where Γϕ is the pure dephasing rate. If we find this dephasing rate to be constant,
this means that the qubit behavior is well described by the relaxation measurement
alone.
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Figure 6.10: Pure dephasing rate. The pure dephasing rate Γϕ can be seen as the y-intercept in this
visualization. For the areas with a higher slope of ω01(B) (dark crosses) we could expect a higher pure
dephasing rate due to a higher sensitivity to magnetic field noise and fluctuations of the solenoid
current. A clear trend is however not visible and all data points match well to the linear regression.
The standard errors from the fits for T1 and TR2 are shown as error bars. Adapted from [70].
6.5.1 Measurement scheme
In order to get physically connected Γ1 and ΓR2 rates, we acquire the measurement
data for both measurements in turn, such that temporal fluctuations of the qubit
properties influence both measurements likewise. This technique was developed
for the measurements presented in Ref. [31] and is explained in more detail there.
Without doing so, the two rates do not need to be result from the same perturbations
and measurements with TR2 > 2T1 can occur, which makes no sense from a physical
point of view. Before each measurement, the re-calibration routine as presented in
Sec. 6.4.1 is executed.
6.5.2 Measured data
We plot ΓR2 against the simultaneously acquired Γ1 rate, as shown in Fig. 6.10, and
fit the data to a straight line. From the y-intercept we find a pure dephasing rate
of Γϕ = 93.9 kHz. Due to the steeper slope of ω01(B) for the regions close to the
blockage of JJ2, we would expect an increased Γϕ for data points with lower ω01. For
the measurements presented in Fig. 6.10, where ω01 is color-coded, we however see
no clear correlation between Γϕ and ω01.
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Figure 6.11: Calculated dephasing rate. From the measured noise power spectral density SI of our
current source we can calculate the current noise contribution to the pure dephasing rate and plot it
against the applied magnetic field (black curve). The gray dashed line represents the extracted pure
dephasing rate from Fig. 6.10. To indicate the areas, where the qubit dephasing rate is limited by the
current noise, the calculated ΓIϕ is color-coded into the qubit transition frequency ω01(B). This shows
that only in the regions of a steep slope of ω01(B) the current noise exceeds the other pure dephasing
channels.








SI(ω  kBT), (6.7)
where the relevant scale for ω is the time between the Ramsey pulses, being on
the order of ω/2π ≈ 100 kHz. The measured power spectral density of our current
source is about SI ≈ 10−15 A2 Hz−1, with which we can calculate ΓIϕ(B) as shown in
the upper part of Fig. 6.11. In the lower part, ΓIϕ(B) is color-coded onto the qubit
transition frequency. From this plot, we can see that Γϕ is mainly not limited by the
current noise but by other factors which are constant against the magnetic field.
Only in the areas of a steep slope of ω01(B), the dephasing rate is increased by the
magnetic field noise.
6.6 Conclusion
In this chapter, we measured the behavior of a superconducting transmon qubit in a
magnetic field, where we demonstrated quantum coherence up to a flux density
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of B = 40 mT. We explained the observed decay rates by different mechanisms
and saw a strong indication that the loss mechanisms can be split into constant,
hysteretic and non-hysteretic losses. Studying the pure dephasing rate, we found it
to be constant and not affected by the magnetic field, such that the dephasing is
governed by the qubit’s relaxation.
From the observation of the qubit’s transition frequency, we found the influence of a
second, parasitic junction. This junction is typically present in circuits fabricated by
shadow angle evaporation, but commonly neglected as it has a high critical current.
Due to its large cross section, it has an increased sensitivity to in-plane magnetic
fields. To calculate the influence of this parasitic junction, we derived a theoretical
description which resulted in an approximated Hamiltonian for a transmon qubit
with two serial junctions.
Analog to the qubit, we studied the behavior of a superconducting resonator in a
magnetic field. With our results being comparable to previously published data by
other groups, we find a strong increase of the losses in the resonator, expressed by
an increased linewidth. This broad linewidth finally appears as bottle neck for the
measurement, as it impedes a fast and efficient readout of the qubit at even higher
field strengths.
From our measurements, and the partitioning of the qubit losses, we can derive
multiple handles for increasing the qubit’s stability in a magnetic field. Most
importantly, traps for moving flux vortices and excess quasiparticle could be
implemented in future designs to decrease the influence of a magnetic field on
the qubit coherence. Shunting or avoiding the parasitic junction is also strongly
recommended, if a monotonous decrease of the qubit in the magnetic field is
requested.
Despite these possibilities for optimization, we find the non-optimized version of a
state-of-the-art transmon qubit to be well compatible with magnetic fields beyond
the critical field of bulk aluminum. Even though the decay and coherence times are
strongly suppressed compared to the unperturbed case, they are still on the order of
many other superconducting qubit designs, which have been used for outstanding
publications. With our findings, the usability range of superconducting qubits as
versatile sensors is increased and a promising basis for future developments in
superconductor-magnet-hybrid devices is created.
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Combining superconducting qubits with magnetic oscillations promises versatile
applications in quantum sensing and quantum computation, as will be presented
in this chapter. So far, we have studied in this work how we can perform quantum
sensing with a transmon qubit and how a superconducting qubit behaves in a
magnetic field. Following this route, our natural next step is the realization of a
coupling between qubits and a magnetic material.
In this chapter, I will start with a description of oscillating magnetic systems and
provide basic theoretical background to understand the origin and the mechanisms
of these oscillations. We then go into detail on the coupling mechanism between
the qubit and this system, and show an experimental approach to realize a direct
coupling. Finally, we present first results on this approach, showing a rich set of
interesting features which are still subject to further research. This can be seen as
a starting point for further experiments with superconducting quantum bits in a
magnetic field, coupled to magnetically tunable systems.
7.1 Introduction
After the revolutionary development in the field of electronics in the past 75 years
and the emerging number of applications in spintronics, a very active field of
fundamental research is constituted by the field of magnonics. Here, the information
is not stored and transmitted by the charge or spin of single electrons. Instead,
collective excitations of the electronic spin system are used, where the long-range
order of a ferro- or ferrimagnetic material supersedes the need for a physical
transportation of electrons. These collective excitations can be seen as synchronous
precessional motion of the spins around an externally applied field. In a quasi-
particle description, they are called magnons and are described in greater detail in
the next section.
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In the field of magnonics, many basic computation elements and logic gates have
been realized and demonstrated, for example a magnonic transistor [52], magnonic
AND and XOR gates as well as directional coupler and half-adder [178]. Due
to the decreased propagation velocity of magnons compared to electromagnetic
waves, magnonic resonators are much shorter in length and therefore have a smaller
footprint. This is especially beneficial for applications where a dense packaging is
required. Since the spin wave can propagate without a particle transport, the loss
mechanisms known from electronics do not apply.
Although these devices have been actively developed and engineered for several
years, little is known about the quantum behavior of magnons. Many experiments
up to now have been performed at room temperature and high powers to create
a non-equilibrium spin distribution. Magnonic properties at low excitations and
fundamental studies about the included damping mechanisms however have only
recently become a part of fundamental research. While cavity magnonics already
enables to study the magnonic system at low temperatures and excitation powers,
single magnon operations can only be performed when including a single photon
device, i.e., a qubit. This creates the basis for experiments in quantum magnonics.
Apart from the fundamental interest in exploring the single-excitation behavior of
magnons and the underlying effects, one more applied goal is driving the research
of qubit magnon coupling: Due to the interaction of magnons with optical photons
[46, 179], a bidirectional transducer between superconducting qubits and optical
photons may be realized. This would be one of the missing building blocks for a
quantum computer in a quantum internet, since superconducting qubits are among
the most promising candidates to build the computation cells, and optical photons
are almost exclusively used to transfer quantum information between different
places.
7.2 Magnons and magnetic oscillations
In ferromagnetic materials, the elementary magnetic moments preferably align
along a common axis due to an exchange interaction, which forms a long-range
order. Since this interaction is stronger than the repulsion of their dipolar magnetic
fields, all spins within a domain spontaneously align in parallel below a critical
temperature [61]. For the following discussion, we assume that an external field
is applied to create a uniform bias field throughout the sample such that all spins
align in the same direction. We also assume that the temperature is low compared
to the magnetic field, such that kBT < ~µ · ~B, where kB is the Boltzmann constant and
~µ is the magnetic moment of the individual spins.
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Figure 7.1: Excitations in a ferromagnet. Under the influence of an external field ~B, all spins align
along the z axis in the ground state. a) One form of excitation is to flip one spin. This is energetically not
favorable since the exchange energy between the flipped spin and its neighbors is needed. Energetically
more favorable is a small tilt of all spins in the system, which then start a precessional motion around
the external field. This can be in-phase for all spins as shown in b), or wave-like as shown in c).
One intuitive excitation of the ground state would be to flip exactly one spin in the
system, as illustrated in Fig. 7.1 a). This is however energetically not favorable, since
this spin would stand contrary to all its neighbors. An energetically more favorable
solution is a distributed excitation, where all spins are slightly tilted, which can
be seen as a linear superposition of all possible single-spin flips, illustrated in
Fig. 7.1 b).
If we compare the spin in the magnetic field to a spinning gyroscope in gravity, we
see that a tilt immediately results in a precessional motion around the direction
of the external force to keep the angular momentum constant. This precession is
illustrated by the small curved arrows in Fig. 7.1 b) and c). Depending on parameters
such as shape, material and the uniformity of the excitation, the precession can be
in-phase as in Fig. 7.1 b) or can have a wave vector~k with |~k| = 2π/λ as illustrated
in Fig. 7.1 c) for λ = 1, where λ is the wavelength.
7.2.1 Magnon frequency
Instead of describing the precession of each spin individually, typically the Holstein-
Primakoff transformation [180] is applied, which describes all excitations in
the ferromagnet by a superposition of spin wave excitations, or magnons. The
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where the sum goes over all possible wave vectors ~k. In the general case and
especially for structured magnetic materials, the magnon dispersion ω(~k) does not
only depend on the absolute value |~k|, but also on the direction of propagation,
the sample dimensions, and the orientation of the external magnetic field. Analog
to other bosonic systems, m̂†~k and m̂~k are the magnon creation and annihilation
operators for the corresponding~k vector.
If we assume that all spins are precessing in phase, ~k = 0, we can replace the




where γ is the gyromagnetic ratio. We know that the flux density ~B inside the





. This gives for the resonance frequency
ωP = γµ0
∣∣∣~Hext + ~M∣∣∣ .
In this formula however, the shape of the sample was not included. If we assume a
thin film in parallel to the external field, we obtain [181]
ωP = γµ0
√
Hext (Hext + M). (7.2)
This equation for the spin-wave frequency ωP only holds for an in-plane orientation,
does not cover the influence of a magnetocrystalline anisotropy field and assumes
~k ≈ 0, i.e., a homogeneous AC excitation. We therefore take Eq. (7.2) as reference for
an order-of-magnitude estimation of the precession frequency and keep in mind
that other modes exist.
7.2.2 Hysteresis
When we ramp down the external field, the spins still stay aligned to with neighbors,
but due to dipolar interactions, a zero net magnetization would be energetically
favorable. For this reason, domains form in the ferromagnet, which have different
magnetic orientations and therefore reduce the overall magnetization, while still
preserving a parallel spin orientation within the domain. In reality, the domain wall
motion and reordering is dominated by material defects, leading to a magnetization
depending on the magnetic history of the sample and therefore a hysteresis [61]. A
sketch of the magnetization with respect to the applied magnetic field is given in







Figure 7.2: Magnetic hysteresis. The demagnetized sample starts at the origin and the magnetization
increases with increasing applied field, until the saturation magnetization MS is reached. When the
magnetic field is decreased, the magnetization shows a hysteresis and only slowly decreases again. For
Hext = 0, a remanent magnetization of MR remains, and the magnetization only reaches zero, when
the coercive field Hext = HC is applied. The shape of this curve was calculated by the Jiles-Atherton
formula [182] with symbolic values and does not represent the measured samples.
MS which is observed when all domains are aligned parallel to the external field,
the remanence magnetization MR which remains when setting the external field to
zero, and the coercive field HC, which has to be applied to reach zero magnetization
again.
For the experiments presented in Sec. 7.5, we keep in mind that the magnetization
changes quickly close to the coercive field when the field direction is changed and
therefore the oscillation frequency is very sensitive to the magnetic field. Due to
the formation and switching of different domains in this area, we do not expect a
well defined mode spectrum. It is therefore beneficial to change the magnetization
as little as possible by magnetizing the sample with a strong magnetic field and
performing only low-range sweeps afterwards without changing the sign of the
external field.
7.3 Hybrid systems
If we want to couple a magnonic system with a cavity or a qubit, we need to align
the fields such that the oscillating AC field of cavity or qubit is perpendicular to
the static magnetic bias field. Then, the AC field can excite the precessional motion
of the spins, leading to a coupling of the two systems. This can be realized in 3D
cavities or planar geometries, which is detailed in the following
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7.3.1 Cavity magnonics
Using a macroscopic microwave cavity for the coupling with magnetic oscillations is
advantageous for the first experiments: The spatial extent of a 3D microwave cavity
assures a homogeneous AC field distribution over the magnetic sample in terms of
field strength and field direction. This eases theoretical considerations as well as
numerical calculations, and allows to give a clear number of participating spins. The
magnetic sample is typically of spherical shape, as this reduces the demagnetization
field and creates fewer spatial magnon modes than rectangular shapes. These effects
are beneficial when exciting the~k = 0 mode, the so called Kittel mode, and therefore
help to create a simple and predictable mode spectrum. Also, the modular system,
where cavity and magnetic medium can be easily exchanged, enables to study the
exact same samples under different configurations.
Most research in the field of cavity magnonics has hence been performed with
magnetic spheres placed in the anti-node of the cavity’s AC magnetic field [62, 64,
183, 184]. These experiments opened new insights, but also gave rise to new research
fields and raised new questions in the field of cavity magnonics.
7.3.2 Cavity quantum magnonics
To study these systems in more detail at low excitation powers, a natural approach
is to introduce a nonlinear element, which allows to resolve the number of quantum
excitations. This is realized by a superconducting qubit, placed in an antinode
of the cavity’s electric field. Via a common coupling to a cavity mode, a virtual
qubit-magnon coupling is established [67], and single magnon resolution was
demonstrated [68]. This magnon counting can be equally regarded as the dispersive
shift of the qubit frequency by the population of the magnonic system or by
an AC Stark shift of the qubit due to the AC signal of the magnonic excitation.
These studies render the first quantum resolved measurements on a magnonic
system. In follow-up experiments, also a time resolved control and readout of the
magnon-qubit interaction was demonstrated [69, 140].
Especially with regard to the inclusion of a superconducting qubit, the 3D approach
simplifies several experimental issues: First, the range in applicable magnetic
fields is increased, since copper cavities can be used. Fabricated with a sufficiently
high quality factor, these cavities do not alter in a magnetic field, in contrast to
a superconducting resonator, as found in Sec. 6.3. The increased field range also
expands the range of applicable magnetic materials, as discussed in 7.4.1. Second,
due to the spatial distance between qubit and magnetic material, the bias magnetic
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field can be generated locally at the magnetic sample. The qubit can be additionally
shielded from the magnetic bias field by permalloy and superconducting shields.
And third, the modular approach again enables to characterize the qubit-cavity
and magnon-cavity system independently before combining them. In addition,
individual components can be exchanged, if their frequencies have to be adjusted,
while the other components stay unmodified.
Although this 3D approach is useful for first experiments, it has several drawbacks:
Especially with respect to scaling and future applications, cavities have a large
spatial extent and cannot be easily integrated. In addition, due to the narrow AC
field distribution of the qubit, only a virtual, cavity mediated coupling between
qubit and magnon can be achieved and a direct coupling is not possible in a 3D
geometry.
7.4 Direct qubit magnon coupling
These drawbacks can be solved by a 2D approach, where a planar qubit-resonator
system is coupled to a magnetic system. In contrast to the 3D approach, multiple
systems can be placed on one chip with a reduced cross-talk and the overall
dimensions for one qubit-magnon-cell are drastically decreased. In planar geometry,
it is also more straight-forward to create a tunable qubit, which can be tuned by
fast flux pulses and thus allows for a dynamical coupling. With the possibility to
apply σ̂z pulses to the qubit, direct entanglement between qubit and magnon states
can be reached and the coupled system can be brought into a superposition state.
The planar approach also opens the possibility to directly couple the qubit to the
magnetic material and avoid the detour via coupling cavity modes.
For a direct coupling, the magnetic material has to be placed in the maximum
of the qubit’s AC magnetic field. This corresponds to the areas with the highest
current density in the qubit and hence the leads to the junction. The alternating
current across the JJ creates an oscillating magnetic field, which can in turn excite
the precession of the spins in a magnetic system on top of the qubit.
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7.4.1 Choice of magnetic material
One of the most frequently used magnetic materials for coupling experiments in
the microwave regime is YIG1, which is a ferrimagnetic insulator. Its very low
losses and the therefore small linewidth are beneficial for resonance experiments,
making YIG a very promising material for coherent information processing. For 2D
experiments, it was recently investigated in pre-characterization experiments with
superconducting resonators [65, 185].
A disadvantage for YIG is the need of GGG2 as a substrate for the crystal growth
process. This substrate shows strongly increased losses at low temperatures [186],
which counteracts the low-loss properties of YIG. To circumvent this problem,
YIG spheres are used in 3D applications, which are fabricated from bulk YIG.
Alternatively, the substrate can be polished away after fabrication, which is
technologically challenging and influences the mechanical stability of the sample.
One additional and much stronger constraint is given by the field-dependent
resonance frequency from Eq. (7.2). If we take literature values of γ = 28 GHz/T
and µ0 MS = 175 mT [187, 188], we see that we need external magnetic fields on
the order of Bext ≥ 100 mT to create resonance frequencies at ωP ≈ 5 GHz. This is
clearly incompatible with the maximum magnetic field for a superconducting qubit,
studied in Ch. 6.
To decrease the bias magnetic field while still reaching resonance frequencies in the
gigahertz range, we can increase the saturation magnetization according to Eq. (7.2)
by choosing a different magnetic material. The increased saturation magnetization is
typically accompanied with an increased spin density ρS, which increases in turn the
coupling strength after Eq. (7.5). Permalloy, an iron-nickel alloy, is reported to have
a high saturation magnetization and was recently investigated in combination with
superconducting resonators [189, 190]. From the Slater-Pauling curve, which plots
the atomic saturation magnetization versus the number of electrons per atom [191],
we find an even higher maximum between the ferromagnets iron and cobalt. More
detailed studies of FexCo1−x alloys find a maximum of the saturation magnetization
for x ≈ 30 % [182].
In pre-characterization measurements [188], we measured a sample fabricated by
an external group, where unfortunately the stoichiometry and fabrication methods
are widely unknown. For this sample, we found a saturation magnetization of
µ0 MS = 2.1 T for FeCo. Together with a gyromagnetic ratio of γ = 28.2 GHz/T we
1 YIG: Yttrium Iron Garnet
2 GGG: Gadolinium Gallium Garnet
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Figure 7.3: FMR measurements on an externally fabricated sample. Results from a pre-
characterization study on a FeCo sample. The orange line shows the theoretical curve for
γ = 28.2 GHz/T and µ0 MS = 2.1 T together with an offset field of Boffs = 3 mT. The sample used for
this measurement is a thin FeCo film, fabricated in an external lab with unknown stoichiometry and
fabrication procedure, and not lithographically structured. Measurement data and fit values are taken
from Ref. [188].
find that a magnetic field of Bext = 15 mT suffices to bring the resonance frequencies
to ωP = 5 GHz. The measured data are shown in Fig. 7.3 together with a fit to
Eq. (7.2).
From these data, we can also extract the linewidth of the magnetic resonance,
which corresponds to the damping of the spin wave oscillation. In the relevant
frequency range of 4-8 GHz, we find on average κm/2π = (350± 19) MHz at
room temperature. In the literature however, FexCo1−x films with an ultra-low
magnetic linewidth are reported for x ≈ 25 %, resulting in κm/2π = 56 MHz at
ωm/2π = 10 GHz [192].
7.4.2 Coupling strength calculation
To calculate the coupling of a spin ensemble to the qubit, we start with the
individual coupling strength gi of each spin. By applying perturbation theory to the





For the case of equal coupling strength, gi = g, this results in the well-known
relation gΣ = g
√
N. In our case however, we assume that all spins S are equal, but
feel a different local magnetic field B1(~ri) at their location~ri. The index 1 emphasizes
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that the field is created by one excitation in the qubit. Under these circumstances, it
holds gi = γSB1(~ri), where γ is the gyromagnetic ratio.
We can calculate the field distribution B1(~ri) with numerical simulations from the
known sample geometry. Due to the limited precision of numeric simulations, it can
be disadvantageous to simulate B1(~ri) at the qubit current Iq, which corresponds to
a single excitation in the qubit and is on the order of several nanoampere. Instead,
we assume B ∝ I, since the AC field can be considered as small perturbation to
the DC bias field. We therefore use a higher current Isim for the simulation, which















where we replaced the sum by an integral over the volume of the magnetic sample,
VS. The current flowing in a transmon qubit corresponding to its first excited state is




where EC again is the charge energy of the transmon. Introducing the spin density










When comparing Eq. (7.5) to analytic expressions for the coupling strength found
in the literature [62, 194], we see that these formulas involve quantities such as the
mode volume Va =
∫
|B|2dV/|Bmax|2 or a spatial overlap η instead. These quantities
are useful for the 3D case, where the cavity volume is confined and the magnetic
field can be regarded as being constant over the magnetic material. For our 2D
case, the integration boundaries for
∫
|B|2dV are in principal infinity (in contrast to
the confined space of dVS), which makes a numeric integration slow, and the field
distribution at the magnetic material would not be respected.
7.4.3 Simulation of the coupling strength
The magnetic field distribution is simulated by 2D finite element simulation
software, where we used FEMM3 for our purposes. For the simulations, we varied
3 Finite Element Method Magnetics, version 4.2, femm.info
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Figure 7.4: Simulated coupling between qubit and magnetic material. The coupling strength is
calculated a) for different chip spacings d and b) for different film thicknesses h. A schematics of the
simulated setup is given in c). The magnetic field distribution of the qubit is calculated and used for
calculating the coupling strength after Eq. (7.5). As expected, the coupling increases with increasing
width and thickness and therefore increasing number of spins, and decreases with increasing distance
between the chips. For w & 15 µm, the coupling only slightly increases for a narrow chip spacing. Note
that the chip spacing is measured between the substrates, i.e., for d = h + hq, the films would touch,
where hq = 100 nm is the thickness of the qubit metallization.
the spacing between the two chips, given by the resist pad thickness, and the width
and thickness of the magnetic film. The results are shown in Fig. 7.4 a) and b). We
find that increasing the width of the magnetic structure further than w ≈ 15 µm
does not significantly increase the coupling strength, as long as the chip spacing is
small. In general, we try to reduce the size of the magnetic sample, as a dissipative
metal close to the qubit gives rise to microwave losses. For the experiment however,
a structure with w = 40 µm is used, which is easier to align onto the qubit junction
area. Together with a chip spacing of d = 1 µm and a film thickness of h = 400 nm,
we calculate a coupling strength of g = 171.2 MHz.
7.4.4 Flip-chip approach
As seen from the simulations, we want to reduce the spacing between qubit and
magnetic material to increase the coupling strength. A fabrication of both structures
directly on top of each other would in principal be possible, but is accompanied by
several technical challenges, i.e., damage of the Josephson junction in the deposition
process of the magnetic material or contamination of the superconductor fabrication
facilities with magnetic residues. Therefore, we chose to realize the coupling of the
two systems with a flip-chip approach. Here, the two structures can be fabricated
independently on individual chips and then placed face to face in a sample box.
This design was already used for other coupling experiments with transmon qubits
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Figure 7.5: Flip-chip approach. a) Photograph of the sample box with the qubit chip (black) in the
center and the top chip (transparent) with the magnetic material. The box features two microwave
connections, used for microwave readout and flux tuning of the qubit. The two chips are held in place
by copper-beryllium clamps, which stay flexible at low temperatures. Design b) and micrograph c) of
the top chip. A zoom-in of the design view is given in Fig. 7.6. The magnetic material is not centered
on the chip area but shifted to the left, such that the top chip covers all of the underlying readout
resonator (not shown). Otherwise, the resonator’s impedance would abruptly change in its center and
additional modes would occur. In the dicing process, the substrate breaks off at the edges, which can
be seen in c), but does not influence the functionality of the chip.
[102]. The sample box used there includes two rectangular chips which are rotated
by 90◦ against each other. The distance between the chips is fixed by posts inside
the sample box, which have a pre-defined step height and result in a minimum
chip spacing of d = 35 µm, due to the limited resolution of the CNC mill in our
workshop. As seen in Fig. 7.4, this distance is still too big for our application.
The second approach was therefore to reduce the size of the top chip and take
microstructured pads of optical resist as spacers between the chips. This avoids
electrical contact as well as the creation of scratches in the structures in the alignment
process of the chips. Since transparent sapphire is used as a substrate for the upper
chip, the magnetic structure can be aligned under an optical microscope to be above
the junction area. The resist pads are structured by an optical mask and the resist is
baked on a hotplate after development, making it durable against organic solvents.
From typical fabrication parameters, we get a resist film thickness of d ≈ 1.2 µm.
The pads are positioned to be as far away as possible from both qubit and resonator
to reduce additional microwave losses caused by the resist. The top chip is therefore
only supported at its edges (see Fig. 7.5), leading to a bending in its center. This
is increased by the clamps, which hold the top chip in place when mounting the
sample in the solenoid.
A manual adjustment of the chip positions with an accuracy in the range of few
micrometers with the help of tweezers and a microscope is possible, as shown
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Figure 7.6: Alignment of the top chip. a) Micrograph of the chip stack. Since the top chip is
transparent, the alignment of the magnetic material on the qubit leads can be adjusted under a
microscope. b) Design schematics of the stacked system. The qubit islands are depicted in blue, the
junction leads in pink, and the magnetic material in red. c) Great care has to be taken when aligning
the chips, since the structures can be damaged if too much force is applied. A deep scratch in the
center island and the lower junction lead is visible after an unsuccessful alignment approach. The scale
bar is valid for all subfigures.
in Fig. 7.6 a). Although sapphire is a hard material, the chips touch already at a
bending of only 0.05 % for a chip length of 4.4 mm, which can lead to scratches on
all structures and eventually a galvanic contact. Great diligence is therefore needed
in the alignment process to avoid damage as depicted in Fig. 7.6 c), where clear
scratches across the qubit islands and the junction leads are visible.
7.5 Measurements
We installed the flip-chip sample in the cryostat and measured its properties at
millikelvin temperatures under the influence of a static magnetic field. In the
following, the measured data on the resonator and qubit frequencies are presented,
followed by a discussion about the origins of the observed spectra.
When we apply a magnetic field to tune the resonance frequency of the magnetic
material, we have to keep in mind that FeCo shows a hysteretic behavior. We
therefore expect more reproducible and reliable results when we do not sweep
through the whole hysteresis loop, since domain wall shifting and domain switching
could still occur in the frequency range of interest. Instead, we do not change the
sign of the magnetic field for the following measurements and try to keep the change
in magnetization as small as possible. If not noted differently, for the measurements
presented in the following, we ramp the magnetic field to a value of B = 81 mT for a
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Figure 7.7: Avoided level crossings in the resonator spectrum. The plot shows color-coded the
amplitude of the reflected signal to find the resonance frequency of the resonator for different applied
magnetic fields. The data are taken on an upsweep of the magnetic field. The insets show zoom-ins on
different features we observed in the resonance spectrum. Unfortunately, the measured signal is too
weak to extract a coupling strength for the different features by means of a fit, but we can estimate the
coupling strength to be on the order of a few megahertz.
short time, ramp the field down to 0 and cycle the base temperature above T = 5 K
to release all trapped flux in the superconductor.
7.5.1 Resonator measurements
When ramping up the magnetic field, we see several avoided level crossings in the
resonator frequency. They show different coupling strengths, different slopes of the
magnetic system’s frequency with respect to the magnetic field, and even different
signs of the slope. One measurement is shown in Fig. 7.7 and additional data can
be found in Appendix C. The coupling strength is just large enough to see the gap
in the spectrum and the onsets of the anticrossing, but not large enough to track
the resonance frequencies of the hybridized system. Therefore, and due to sudden
jumps in the resonance spectrum, we are not able to fit the anticrossing and extract
a coupling strength. Tracing the lines by eye, we can estimate the coupling strengths
to be in the range of a few megahertz.
Although the resonator is not directly coupled to the magnetic material, we would
theoretically expect a weak coupling between both systems. This is on the one
hand due to the large field distribution of microstrip resonators and on the
other hand through the qubit-mediated coupling. The latter can be calculated by
gRM,eff = (gQRgQM)/(ωR − ω01) [195], where gQR (gQM) is the coupling strength
between qubit and resonator (magnetic material), and is expected to be in the range
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Figure 7.8: Four qubit sweeps in the magnetic field. Color-coded is the normalized dispersive readout
signal in arbitrary units. White points represent masked data, where the resonator signal was not
reliable. The order of the subplots corresponds to the order of measurement. It can be clearly seen that
several features re-appear at comparable fields (2.3− 2.4 mT), but are different on each sweep. Other
features, like the anticrossing at 2.58 mT, appear only in sweeps c) and d).
These data show a variety of magnetically tunable resonances, with coupling
strengths in the same order of magnitude as expected from a spurious coupling
between magnon and resonator. The variety of different modes would be explainable
by taking into account the mode spectrum of the magnetic sample, as discussed in
Sec. 7.5.3.
7.5.2 Qubit measurements
Scanning the qubit frequency, we find several avoided level crossings in its spectrum
already at very low magnetic fields. Again, they differ strongly in coupling strength,
slope and the sign of the slope. In total, they do not correspond to the magnetic
resonance we expected. Due to the slow drifts of the individual resonances as well
as sudden jumps, it is not possible to predict the exact position of an anticrossing
for a new measurement. Together with a long data acquisition time, we are hence
not able to resolve the anticrossings with a higher precision.
The data of several qubit scans are shown in Fig. 7.8. The described sequence of
ramping the solenoid field to Bext = 81 mT and afterwards cycling the fridge was
executed for subfigures c) and d).
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A fit of the two unperturbed anticrossings in Fig. 7.8 c) and d) is given in Appendix C.
This is however subject to large errorbars, as we cannot see both branches of the
avoided level crossing simultaneously due to the weak coupling strength. From the
visible data we can make a rough estimate for the prominent avoided level crossing
at Bext = 2.59 mT and find a lower bound of g/2π & 4 MHz.
This order of magnitude estimation can be enhanced in future measurement, which
include a drive tone close to the qubit frequency. Now that the position of the
avoided level crossings is approximately known, the drive tone frequency can be
scanned close to the qubit frequency. As described in Ch. 5 we then would expect a
stronger AC Stark shift of the qubit levels when the drive matches the resonance
frequency of the magnetic system, due to the resonant amplitude enhancement
of the microwave signal. This would enable to trace the resonance lines for larger
detunings and subsequently narrow down the estimate of the coupling strength.
7.5.3 Discussion
The acquired data on resonator and qubit frequency show a clear interaction
between resonator, qubit, and multiple modes of a separate system, whose resonance
frequencies can be tuned by a magnetic field.
From theoretical and measured properties of the FeCo film, we would expect the
magnetic resonance to reach the qubit frequency only at stronger magnetic fields
on the order of Bext ≈ 20 mT. Possible explanations for this discrepancy are the
existence of additional shape and magnetocrystalline anisotropy fields, which we
ignored in the theoretical considerations in Sec. 7.2.1. In addition, the hysteresis
curve and especially the remanent magnetization are not known for the magnetic
films used for the experiment.
Depending on the orientation of the external field to the film, the shape anisotropy
can also counteract the applied magnetic field [181], which can result in a decreasing
resonance frequency with increasing field. This behavior can be used to explain the
anticrossings for which the second system’s frequency goes down with increasing
magnetic field.
In our theoretical considerations, we only took into account the uniform mode with
~k = 0. Due to the inhomogeneous field created by the qubit leads, it would also
be possible to excite magnon modes with~k 6= 0, which in general show resonance
frequencies depending on their wave vector, ωm(~k). This may be an explanation for




Efforts to further verify these explanations, such as simple FMR measurements
and a SQUID magnetometer did not give new insights, since the sample size and
the number of spins was too small for the sensitivity of the measurement devices.
These measurements could therefore neither confirm nor refute the theory that the
avoided level crossings are hybrid resonances with the magnetic system.
From Sec. 3.6 we know that an avoided level crossing is only visible when all
included linewidths are similar to or smaller than the coupling strength. In the
measured data however we see the onsets of avoided level crossings, but cannot
trace the individual branches far enough to see both branches simultaneously. We
therefore can follow that the largest linewidth is on the same order of magnitude
as the coupling strength. With a lower boundary for g/2π = 4 MHz, as estimated
from the qubit spectrum, together with the FMR linedwith previously measured
on a different sample, κm/2π = (350± 19) MHz [188], we clearly would have to
follow that the measured anticrossings cannot result from magnon oscillations. If we
however take the value of g/2π ∼ 110 MHz which we get from the avoided crossing
fit in Appendix C and assume a high-quality FeCo film with κm/2π < 56 MHz
[192], the anticrossing would be well resolvable.
Since the data basis is rather weak and the observed crossings do not match our
intuitive expectation of an anticrossing with one single straight line, as expected
from the FMR signal shown in Fig. 7.3, we want to emphasize that this chapter
makes no claim about the origin of the observed anticrossings. Instead, we can
only state that we see a variety of resonances coupling to our qubit, which can be
tuned by a magnetic field. It is well possible that these resonances do not have
their origin in the magnetic material we placed on top of the qubit, but result from
other effects, like a changing flux vortex configuration or, e.g., magnetically tunable
defects. We want to note the following observations from our experiments and leave
the conclusion up to the interested reader:
• We could not observe anticrossings when the magnetic field was swept in
a bipolar sweep (i.e., from positive to negative values or vice versa). The
crossings only reappeared after applying a strong magnetic field in one
direction. This supports the idea of having a hysteretic system.
• This hysteresis “survived” a thermal cycle of the sample above the supercon-
ducting transition temperature, and we found anticrossings at comparable
field strengths repeatedly. This negates the idea that the resonances come from
an interaction of the superconductor itself with the magnetic field.
• In the pre-characterization of the qubit chip without a magnetic material on
top, we did not see any anticrossing. There however, we did not perform the
sequence of applying a strong magnetic field, cycling the base temperature
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and scanning the magnetic field with a fine resolution. The absence of avoided
level crossings without the magnetic chip on top support the theory that the
resonances arise from magnon oscillations.
7.6 Conclusion and outlook
In this section, we presented the basic mechanism to achieve the coupling between a
superconducting qubit and a magnetic material. We derived an analytical formula
to calculate the coupling strength for a given geometry from the results of finite
elements simulations. In the last part, we presented measured data on the coupled
system, which show a rich set of features with different magnetically tunable
resonances. The origin of these resonances could not be traced back unambiguously
to the magnetic alloy on top of the qubit, but opens a new door to further analyze
these resonantly coupled features.
Based on the knowledge acquired from the measurements in this chapter, several
simple experiments can be performed that could help to find the origin of the
magnetically tunable resonances. These experiments include the measurement of
a bare qubit in a magnetic field following the described measurement scheme,
additional FMR measurements of the magnetic sample at low temperatures and the
fabrication of new magnetic samples with a larger size, which could be characterized
by other methods.
If these additional measurements confirm the appearance of multiple magnon modes
at the qubit frequency in an external field of a few millitesla, and also demonstrate
the low linewidth of the selected FeCo alloy at low temperatures, the measurements
presented in this chapter would render one of the first experimental demonstrations
of a direct qubit-magnon coupling. On this system, more measurements like
coherence analysis and noise spectroscopy could be performed to find out more
about the magnon system. Replacing the qubit chip by a tunable version, together
with a stabilized magnetic bias field, would enable to study the magnon spectrum on
a larger frequency scale and find more information about the frequency-dependent
coherence of the magnonic system. Eventually, a fast tunable qubit would enable to
create entanglement between qubit and magnon states and bring the system in a
superposition.
For the case that the additional measurements demonstrate that the magnetically
tunable resonances are independent of the magnetic sample on the qubit, the
presented data would open the door to a new field of research. One likely option
in this case would be that defects on the qubit, which have been studied in great
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detail for electric fields and strain, are also sensitive to magnetic fields. This effect
can then be used to study these defects in more detail and learn more about one of




The goal of this thesis was to utilize a superconducting quantum bit for quantum
sensing experiments and pave the way for the investigation of magnetic excitations
in the quantum regime. By developing a new sensing scheme for oscillating
microwave signals, studying a superconducting qubit in a magnetic field and
interfacing the qubit with a ferromagnetic material, we created a solid foundation
for future experiments, which allow to study magnons with a quantum sensor.
For our implementation of a quantum sensor, I started this thesis with the
development of a new sensing scheme, based on the AC Stark effect of an
anharmonic multilevel quantum system [71]. By comparing the shift of higher
excited qudit states with a model system, this scheme allows to characterize a
microwave signal simultaneously in amplitude and frequency. Utilizing a fixed-
frequency superconducting qubit, we demonstrated the sensitivity in a remarkable
frequency range of more than one gigahertz and for a great range in signal
strength. Outstanding in this sensing scheme is the locality of the measurement,
which allows to measure signals arriving at the qudit position in situ. This is
of unique advantage for the development, characterization and optimization of
quantum circuits, as it enables to measure crosstalk and spurious couplings between
different circuit elements. As demonstrated, our scheme allows to characterize the
frequency-dependent microwave transmission function from the room temperature
measurement equipment to the qubit at low temperatures. This calibration can be
executed under the exact same ambient conditions as the actual experiments, giving
valid calibration data. This includes temperature-dependent cable resonances as well
as the frequency-dependent coupling between qubit and microwave transmission
line, which is otherwise inaccessible. The presented sensor is also helpful for the
development of hybrid quantum systems, where it allows for the characterization of
excited resonance modes coupled to the qudit.
The measurements with this sensor have been carried on in our group with a focus
on increasing the sensor precision [72]. Utilizing time-resolved data acquisition,
the change in qudit frequency was determined with higher accuracy, leading to an
improved resolution of the sensor in both amplitude and frequency.
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Continuing the way towards enabling quantum sensing of magnetic excitations,
we fathomed the sensor’s limits in compatibility with a magnetic field. To this
end, we studied both frequency and coherence properties of a superconducting
transmon qubit in an in-plane magnetic field. Although superconductivity suffers
under this influence, we were able to demonstrate a quantum coherent behavior
up to remarkably high magnetic field values of B ≈ 40 mT, which was beyond the
expected regime and is four times larger than the critical field of bulk aluminum
[70]. These findings build the foundation for quantum sensing experiments with
superconducting qubits in magnetic fields and shine a promising light on future
applications.
Analyzing our measured data, we found a second, spurious Josephson junction in
the qubit to be relevant. This stray junction exists due to the fabrication process
and is commonly neglected. Having a large cross section in the magnetic field,
this additional junction gives rise to magnetically induced fluctuations of the qubit
transition frequency. Although our calculations and measurements show that this
spurious junction does not limit the dephasing time of our sample in the case
of small applied fields, the situation changes for samples with larger junction
cross sections and larger coherence times. Meanwhile, these spurious or parasitic
junctions have gained additional research interest in independent studies, where
they were found to host atomic defects, which increases decoherence independent
of the magnetic field [37].
In the last experimental chapter, we combined the previous findings to build a
hybrid chip, consisting of a superconducting quantum bit and a ferromagnetic
structure. By analytical considerations and numeric simulations of the geometry, we
estimated the coupling strength and performed pre-characterization measurements
of similar magnetic materials. In the final experiment, where we directly interfaced
qubit and magnetic material at millikelvin temperatures, we observed a rich set
of interesting features when tuning the magnetic field. Several onsets of avoided
level crossings between qubit and magnetically tunable resonances were visible,
suggesting that only minor adjustments are needed to reach the strong coupling
regime. The origin of this great variety in different magnetically tunable modes
is still subject to investigation, but the presence of different magnetostatic modes
is seen as a very plausible explanation. These promising data inspire the further
investigation of qubit-magnon hybrid quantum systems and demonstrate the




Quantum sensing with superconducting qubits has many near- and mid-term
applications, especially with respect to improving quantum computation devices
and developing new hybrid quantum systems. Already now, the sensing scheme
presented in this thesis can be used to quantify microwave crosstalk in quantum
chips with multiple qubits, resonators and microwave feed lines. Based on the
AC Stark shift, this sensing scheme can be applied without the need for pulsed
microwave measurements or tunable qubit samples. Due to this astonishing
simplicity, the transmon sensor is an ideal device to enable, e.g., quality assurance
in the rapidly growing business field around cryogenic quantum technologies.
Compared to a standard cryogenic characterization of microwave components
using a vector network analyzer, only a transmon and two low-quality microwave
sources are needed, without any additional cryogenic wiring. This would enable the
growing number of suppliers for high-quality cryogenic microwave components,
i.e., microwave cables, attenuators, circulators, and amplifiers, to provide a full
cryogenic calibration at acceptable cost, which renders a unique selling point.
Based on the broad field of current applications for SQUID sensors, which are
used already now for the sensing of magnetic fields created by the human body in
biomedical applications or the detection of cosmic radiation by magnetothermal
effects, many sensing experiments are conceivable. The scope of these applications
can be enhanced by replacing the SQUID with a superconducting qubit, and
eventually introduce the sensitivity of quantum coherence and entanglement.
Using methods like dynamical decoupling and spatial entanglement, the sensitivity
to temporal and spatial fluctuations can be dynamically adjusted, opening new
prospects on measurement accuracy and flexibility.
The promising results we found in the experiments towards a coherent coupling of
superconducting qubits and magnons allow for a positive outlook on future hybrid
quantum systems. Enabling a coherent energy transfer between qubit and magnon
system, the quantum mechanical dissipation mechanisms in magnons could be
studied in-depth by relaxometry studies and phase coherence measurements, to find
reasonable countermeasures. The entanglement of qubit and magnon states, and
qubit-assisted relaxation time measurements for single magnons would pave the
way for further investigations of magnonic systems with respect to applications in
quantum storage devices or the realization of a quantum bus. In combination with
the large variety of classical magnonic computation building blocks and systems
like magnonic metamaterials, a versatile toolbox can be created to advance the
implementation of quantum effects in computation.
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The great scientific interest in enabling a quantum-resolved study of magnon
excitations can be seen by the number of experiments published during the course
of this thesis. Studying magnons in a 3D cavity at low temperatures, we [62, 64]
and other groups [183] investigated the temperature and power dependence of
internal losses in YIG, a commonly used ferrimagnet. A superconducting qubit
was soon added to this system [66], but only very recently, a coherent control
of the magnon states was achieved in this cavity-mediated 3D approach [69].
Following a planar realization, combinations of planar superconducting resonators
with ferromagnets have been studied at the same time [185, 194], and recently also
other magnetic materials, which are more promising for a planar combination with
a superconducting qubit, reached the focus of several research groups [189, 190].
Simultaneously, the magnetic field compatibility of superconducting qubits has
gained more research attraction. Here, new materials are investigated, such as
semiconducting nanowires for the junction [167] and disordered superconductors
for the junction [196] as well as for the whole qubit [197]. Both approaches promise
to increase the range in magnetic fields, in which superconducting qubits can be
used and therefore lower the constraints for a direct coupling between qubit and
different magnetic materials.
Based on these developments and our promising findings, we are convinced that a
coherent coupling between superconducting qubits and ferromagnetic excitations is
possible in a planar geometry and will be realized in the near future. Finally, the
results of these quantum sensing experiments contribute to the development of
quantum computers and enable new communication interfaces.
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The full expansion of Eq. (5.6) up to fourth order in perturbation theory is given by
the following formulas:
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Appendix
B Fabrication parameters of the magnetic sample
Table 1: Magnetic material
adhesion agent
hotplate 110 ◦C 50 s
HDMS in desiccator 2+5 min
resist application
resist AZ5214E
ramp 500 rpm 5 s
spin 6000 rpm 60 s
hotplate 110 ◦C 50 s
exposure
dose 13 mW cm−2 2 s
hotplate 110 ◦C 50 s
flood exposure 13 mW cm−2 30 s
developing
AZ developer, H2O, 1 : 1 33 s
sputtering 37 min
Argon pressure 8.5× 10−3 mbar
Fe gun power 100 W
Co gun power 37 W
stripping
NEP in ultrasonic bath level 1 5 min
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Fabrication parameters of the magnetic sample
Table 2: Resist pads
adhesion agent
hotplate 110 ◦C 50 s
HDMS in desiccator 2+5 min
resist application
resist AZ5214E
ramp 500 rpm 5 s
spin 6000 rpm 60 s
hotplate 110 ◦C 50 s
exposure
dose 13 mW cm−2 2 s
hotplate 110 ◦C 50 s
flood exposure 13 mW cm−2 30 s
developing
AZ developer, H2O, 1 : 1 33 s
glassing
hotplate 230 ◦C 6 min
protective coating
resist AZ5214E
ramp 500 rpm 5 s
spin 1000 rpm 60 s









C Additional measurement data on the coupled system
Additional measurement data on a resonator scan are shown in Fig. 1. For the
measurements presented in Fig. 7.8 c) and d) in the main part, we performed an
anticrossing fit as included in our software package [141], shown in Fig. 2 and Fig. 3.
The results are however only reasonable for the smaller splitting.
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| |  (dB)
Figure 1: Avoided level crossings in the resonator spectrum. The amplitude of the reflected signal is
shown as color against the VNA probe frequency and the applied magnetic field. Data was taken on an
upsweep of the magnetic field. The insets show zoom-ins on different features we observed in the
resonance spectrum. The experiment was performed similar to Fig. 7.7 and shows a slightly different
configuration of resonances.
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Additional measurement data on the coupled system
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Figure 2: Avoided level crossing in the qubit spectrum. The measurement shown in Fig. 7.8 c) is
fitted with an anticrossing fit. Although the fit results seem to accord with the data, the errors on the
extracted values are larger than values themselves since the splitting of the curves is large enough that
we cannot see both peaks at the same time.
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Figure 3: Avoided level crossing in the qubit spectrum. The measurement shown in Fig. 7.8 d) is
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