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Abstrat
Games are a lassial tool for the synthesis of ontrollers in reative systems.
In this setting, a game is dened by: an arena, whih is a graph modelling
the system and its evolution; and a winning ondition, whih models the
speiation that the ontroller must ensure. In eah state, the outgoing
transition is hosen either by the ontroller (Eve), an hostile environment
(Adam), or a stohasti law (Random). This proess is repeated for an
innite number of times, generating an innite play whose winner depends
on the winning ondition.
Our rst objet of study is the fundamental ase of reahability games.
We present a new eetive approah to the omputation of the values, based
on permutations of random states. In terms of omplexity, the resulting
permutation algorithm is orthogonal to the lassial, strategy-based algo-
rithms: it is exponential in the number of random states, but not in the
number of ontrolled states. We also present an improvement heuristi for
this algorithm, inspired by the strategy improvement algorithm.
We turn next to the very general lass of prex-independent games. We
prove the existene of optimal strategies in these games. We also show that
our permutation algorithm an be extended into a meta-algorithm, turning
any qualitative algorithm into a quantitative algorithm.
We study then the omplexity of optimal strategies for Muller games,
fousing on the amount of memory that an be saved through the use of
randomised strategies. Using the Zielonka tree, we show tight bounds on
the neessary and suient memory needed to dene randomised optimal
strategies for any given Muller ondition. We also propose a polynomial
algorithm for the winner problem in expliit Muller games. The results of
the former hapter yield immediately NP and o-NP algorithms for the values
problem.
Lastly, we onsider the nitary versions of parity and Streett games,
where the regular onditions are supplemented by universal bounds on delays.
We propose a polynomial algorithm for the winner problem on nitary parity
games. For nitary Streett games, a redution to Request-Response games
provides an EXPTIME algorithm for qualitative problems, and we show that
the problem is PSPACE-hard.
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Chapter 1
Prequel
Pleased to meet you
Hope you guess my name
But what's puzzling you
Is the nature of my game
Sympathy for the Devil
The Rolling Stones
After short introdutory remarks on the development of Game Theory in
Computer Siene in Setion 1.1, we desribe in Setion 1.2 the game model
underlying the whole thesis, namely 21
2
-player simple graph games on nite
arenas with boolean winning ondition, as well as the main problems on suh
games. Setion 1.3 reviews our main ontributions.
1.1 Bakground
Game Theory is a very versatile paradigm, whose appliations range from
biology [Smi82℄ to philosophy [Kav86℄ via eonomis [Cou38℄. This mathes
the pervasiveness of games in general in human history: there has never been
a soiety without games, at least sine biblial times when the ontemporaries
of Abraham played the royal game of Ur [Fin07℄.
It is no surprise, then, that game theory found many appliations in
omputer siene: artiial intelligene [GMW87℄, logi [Bla92℄, semantis
of programming languages [Chr03℄, et. The model of graph games, whih
we use throughout this work, is quite straightforward: two players alled
1
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Eve and Adam move alternatively a token between the dierent positions of
a board, with a set of rules whih desribe the legal moves and deide the
winner. There is the fat that plays usually go on forever. Well, it ould not
be that simple, ould it?
Automata. In the sixties, the problems of veriation and synthesis of
digital iruits [Chu62℄ led to the introdution of automata over innite
words [Bü62℄ and innite graph games [MN65℄. The rst solution to
Churh's synthesis problem, by Bühi and Landweber, ame from a game
approah [BL69℄. Rabin quikly followed suit, and provided a solution based
on tree automata [Rab69℄.
Automata theory and graph games remain losely linked: two player
games an be seen as alternating automata over a one-letter alphabet, while
the emptiness of non-deterministi tree automata (on a nite alphabet) an
be redued to the problem of deiding the winner of a two-player game.
Furthermore, the existene of strategies with nite memory an be used to
omplement automata: for example, Gurevih and Harrington used the latest
appearane reords struture for Muller games already mentioned by Buhi
and MNaughton in unpublished manusripts to get a simpler proof of
Rabin's theorem [GH82℄.
The nature of the players strategies, espeially with respet to memory,
reeived a lot of attention in the following years, with notably the positional
determinay of parity games [Mos91, EJ91℄, the index of appearane reords
struture for Rabin/Streett games [BLV96℄, and the split tree [Zie98℄, whose
analysis provided tight bounds in memory for all Muller onditions [DJW97℄.
To this day, graph games are one of the most popular and eient ap-
proahes to automata problems: see for example [EWS01℄ on simulation
relations, and [CL08℄ on the (restrited) star-height problem over trees.
Model heking. In the early eighties, the omplexity of program veri-
ation outgrew the possibilities of hand-onstruted proofs in Floyd-Hoare
style logi [OG76℄. This led to the introdution of model heking by Clarke
and Emerson [CE81℄, and independently by Queille and Sifakis [QS82℄, in
order to hek whether a program meets a speiation without having to
build an expliit proof. The idea is to represent the evolution of a program
as a nite Kripke struture, and the speiation as a formula of proposi-
tional temporal logi. The resulting model-heking problem asks whether
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a Kripke struture M is a model for a logial formula ϕ. A more omplete
exposition of the history of model heking an be found in [Cla08℄.
Model heking was quikly extended into a veriation tool for any real
systems, through a step of modelling: the system is represented as a Kripke
struture, and the speiation as a logial formula. The point of model
heking is then to either guarantee the good behaviour of the system, or pro-
vide examples of faulty behaviours. The multipliity of possible situations led
to many variations of this problem: models may be nite [VW86, MM93℄, in-
nite [BJNT00, BFLP03, Mor08℄, stohasti [Var85, CY95, BCHG
+
97℄, asyn-
hronous [Maz75, GMSZ02℄ or timed [BKH99, BBBM08℄, while the spei-
ation an be written in several dierent logis: temporal [Pnu77, EL85℄, x-
point [Mos91, EJ91℄, monadi seond order [MP92, Kla97℄, data [BDM
+
06℄.
Graph games provide very natural and robust lasses of models for open
systems, where the agent (represented by Eve) must interat with an un-
ontrollable environment (represented by Adam) [PR89℄. A strategy for
Eve is then a ontroller for the system, while a strategy for Adam is a
ounter-example for the satisability of the speiation. Here also, the
framework had to undergo a great deal of generalisation to aount for all
the possible situations: to ite but a few, let us mention stohasti tran-
sitions [dA97℄, onurrent moves [dAHK98, dAH00℄, timed [dAFH
+
03℄ and
hybrid [BBJ
+
08℄ systems, pushdown arenas [Wal96, Ser05, CHM
+
08℄, quan-
titative rewards [FGK08℄, multiple players [MW03, GLZ04, MTY05, GU08℄,
and imperfet information [CDHR07, BBG08℄.
Classial game theory. Another onsequene of the stohasti and on-
urrent extensions was the reuniation of games in omputer siene and
games as studied in mathematial eonomis. The latter evolved from one-
step matrix games, where the outome depends on a single and simultane-
ous hoie of ations by the players. Borel introdued the notion of mixed
strategy in these games [Bor21℄, and von Neumann proved the existene of
optimal strategies the well known min-max theorem [vNM44℄, whih
was extended to the setting of multiplayer games with the notion of Nash
equilibrium [Nas50℄.
In the early fties, Shapley introdued stohasti graph games [Sha53℄
to aount for situations where the evolution of the play, as well as the
immediate payos, depend on the hoies of the players. A stohasti game
is a (nite) set of matrix games, and a play is a series of moves, instead of a
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single round. Furthermore, the outome of a move determines whether and
where the play proeeds for the next move. The reward of a play is the sum
of the elementary payos whih is nite with probability one, sine there
is a positive probability to stop in eah state. An alternative and slightly
dierent view of this reward is the disounted payo: the game never stops,
but the rewards at eah step are aeted by umulative disount fators
whih guarantee that the reward of a play onverges. Several other payo
funtions were onsidered e.g. mean payo [Gil57℄, limsup [MS96℄, and
reahability [Con93℄ for other behaviours or situations.
The ross-breeding of the two traditions has been fruitful: the strategy
improvement algorithm [HK66℄, in partiular, has been extended to parity
games in a disrete fashion [VJ00℄, while omputer siene tehniques pro-
vided new insights on lassial games problems [FPT04, Rou05, GZ07℄.
The study of graph games is a thriving topi in omputer siene, as
witnesses the wealth of reent theses on the subjet [Maj03, Ser05, Gim06,
Cha07d℄. The present work is to be my own tessella in this vast and ever-
expanding mosai.
1.2 Denitions
1.2.1 Playing
Our model of games is the graph games, introdued by Zermelo in [Zer13℄
and extended by Shapley in [Sha53℄: an arena is a direted graph, where a
token moves from state to state along the transitions. This model has known
enough variants to prompt the authors of [CJH03℄ to propose a systemati
lassiation: the variation we onsider are innite 21
2
-player games on simple
nite arenas. Before we proeed with the formal denitions, let us review
the meaning of these terms, as well as the alternatives.
Innite: Our games never end: a full play is a sequene indexed by non-
negative integers, and the winning onditions are dened on innite plays.
Notie that while a play may go on forever in a real game, e.g. in Go without
the superko rule, this is usually not the intended form of a play. Innite
games subsume nite games, but there is an even more general model, in
whih the plays are indexed by ordinals [CH08b, CH08a, RS08℄.
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21
2
-player: There are three agents: Eve, Adam and Random. An exam-
ple of real 21
2
-player game is Bakgammon: the three agents are White,
Blak, and the dies. This also provides natural names for games where one
or more agents are absent:
• 2-player gamesdeterministi games if there are no random moves,
e.g. Go;
• 11
2
-player gamesMarkov deision proesses if either Eve or Adam
annot move, e.g. Spider solitaire;
• 1-player gamesnon-deterministi transition systems if only Eve or
only Adam an move, e.g. Sokoban;
• 1
2
-player gamesMarkov hains if there are only random moves e.g.
Progress Quest.
• 0-player gamesdeterministi transition systems if all the positions
have only one suessor, e.g. Conway's game of life.
It is also possible to onsider games with three or more players, but their
analysis depends on many assumptions about allianes, king-maker situa-
tions, and so on.
Simple: Eah state belongs either to Eve, Adam, or Random, and the
owner of the urrent state deides on his own whih transition is to be taken.
Furthermore, both Eve and Adam know the exat position of the token at
all times. This is in ontrast with onurrent games  e.g. Janken  and
partial-information games  e.g. Poker.
on nite arenas Throughout this work, we only onsider games played
on nite arenas. The alternative, of ourse, is to aept innite but nitely
representable arenas. Notie that there are real games with innite arenas,
e.g. Monopoly.
Arenas and Plays
Notation 1.1 A probability distribution γ over a nite set X is a funtion
from X to [0, 1] suh that
∑
x∈X γ(x) = 1. The set of probability distributions
over X is denoted by D(X).
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Formally, we dene a 21
2
-player arena A over a set of olours C as a tuple
(Q,QE ,QA,QR, T , δ, χ), where:
• Q is a nite set whose elements are the states of A;
• QE , QA, and QR partition Q between Eve's states (graphially repre-
sented as #'s), Adam's states (2's), and random states (△'s);
• T ⊆ Q×Q is the set of transitions of A, and there are no dead-ends:
∀q ∈ Q, ∃s ∈ Q, (q, s) ∈ T ;
• δ : Q → D(Q) is the random law on the suessors of a state of QR,
and δ(r)(q) > 0⇐⇒ (r, q) ∈ T ;
• χ is a partial olouring funtion, mapping the states to the olours C.
Notation 1.2 In the whole thesis, whenever we all an arena A, we impli-
itly mean that A = (Q,QE ,QA,QR, T , δ, χ). Likewise, the arena A is equal
to (Q,QE,QA,QR,T, Æ, ), and A to (Q,QE ,QA,QR,T, d,X).
A play ρ of A is a nite or innite path in the graph (Q, T ): a
sequene of states suh that ∀i < |ρ| − 1, (ρi, ρi+1) ∈ T . The set of plays
starting in a state q is denoted Ωq. The funtions Occ (on nite or innite
plays) and Inf (on innite plays) denote, respetively, the sets of ourring
and limit states:
Occ(ρ) = {q ∈ Q | ∃i, ρi = q} ;
Inf(ρ) = {q ∈ Q | ∃∞i, ρi = q} .
Strategies and measures
Strategies are the reipes Adam and Eve use when it is their turn to play.
We dene most of the onepts from Eve's point of view. Similar notions al-
ways exist for Adam, and their denition is straightforward. A (randomised)
strategy σ for Eve is a funtion from the nite prexes ending in a state of
Eve to distributions of probabilities over the legal states:
σ : Q∗QE → D(Q) ;
∀w ∈ Q∗, ∀q ∈ QE , ∀s ∈ Q, σ(wq)(s) > 0⇒ (q, s) ∈ T .
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A strategy is pure if it does not use randomisation:
∀w, ∀q, σ(w)(q) = 0 ∨ σ(w)(q) = 1 .
A pure strategy an thus be seen as a funtion from the prexes to the
states, and we often write σ(w) for the unique state q suh that σ(w)(q) = 1.
A play ρ is onsistent with σ if and only if ∀i < |ρ|, ρi−1 ∈ QE ⇒
σ(ρ0...i−1)(ρi) > 0. The set of plays onsistent with σ (resp. τ ; σ and τ)
is denoted by Ωσ (resp. Ωτ ; Ωσ,τ ). One an initial state q and two strategies
σ and τ have been xed, Ωσ,τq an naturally be made into a measurable spae
(Ωσ,τq ,O), where O is the σ-eld generated by the ones {Ow | w ∈ Q
∗}:
ρ ∈ Ow if and only if w is a prex of ρ. The probability measure P
σ,τ
q is
reursively dened by:
∀r ∈ Q,Pσ,τq (Or) =
{
1 if r = q ,
0 if r 6= q ;
∀w ∈ Q∗, (r, s) ∈ Q2,Pσ,τq (Owrs) =


P
σ,τ
q (Owr) · σ(wr)(s) if r ∈ QE ,
P
σ,τ
q (Owr) · τ(wr)(s) if r ∈ QA ,
P
σ,τ
q (Owr) · δ(r)(s) if r ∈ QR .
Carathéodory's extension theorem allows us to extend P
σ,τ
q to the Borel sets
of (Ωσ,τq ,O). When we deal with events, we indierently use ρ ∈ Γ and ρ |= Γ,
Γ ∪∆ and Γ ∨∆, et etera.
Sub-arenas and end-omponents
The restrition of an arena A to a subset X of Q, denoted by A|X is a
sub-arena of A if and only if:
• ∀q ∈ X ∩ (QE ∪ QA), ∃s ∈ X, (q, s) ∈ T ;
• ∀q ∈ X ∩QR, ∀s ∈ Q, (q, s) ∈ T ⇒ s ∈ X.
The end-omponents of A [CY95, dA97℄ are the supports of the strongly
onneted subarenas of A. Lemma 1.3 is entral in many a proof about
stohasti games:
Lemma 1.3 ([dA97℄) For any initial state q and strategies σ, τ for Eve and
Adam, the limit of the ensuing play is an end-omponent with probability one.
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Strategies with memory
Strategies an also be dened as strategies with memory, for a given set of
memory states M . A strategy σ with memory M is then a funtion from
Q ×M to D(Q ×M). Alternatively, a pure strategy with memory M an
be desribed as two separate funtions: a next-move funtion σn : (QE ×
M)→ Q and a memory-update funtion σu : (Q×M)→M . Randomised
funtions σu and σn an also be used to dene randomised strategies, but it
is not possible to represent all the randomised strategies with memory M in
this way: there may be a orrelation between the moves and the updates.
There is a last, intermediate, model of strategies with memory: a semi-
randomised strategy σ with memory M is dened by a randomised next-
move funtion σn : (QE×M)→ D(Q) and a pure memory-update funtion
σu : (Q×M)→M . However, these strategies are less ompat than general
randomised strategies with memory.
Notie that any pure (resp. randomised) strategy an be represented as a
pure (resp. semi-randomised) strategy with memory Q∗. However, the point
is often to get strategies with nite memory, or positional strategies, where
the memory is redued to a singleton.
In partiular, a strategy σ with nite memory M an be used to desribe
the restrition of A to σ, denoted by Aσ. If σ is pure or semi-randomised,
we get the following 11
2
-player arena:
• Qσ = Q×M ;
• QσA = QA ×M ;
• QσR = (QR ∪ QE)×M ;
• T σ = ∪{((q,m), (r, n) | q ∈ QA and n = σ
u(q,m)}
T σ = ∪ {((q,m), (r, n) | (q,m) ∈ QσR and δ(q,m)(r, n) > 0}
• δσ(q,m)(s, n) =
{
δ(q)(s) if q ∈ QR and n = σ
u(q,m)
σn(q,m)(s) if q ∈ QE and n = σ
u(q,m)
The problem with general randomised strategies is that Adam gets too muh
information: he is not supposed to know the urrent memory state of Eve.
The good notion for a game restrited to a general randomised strategy would
be a 11
2
-player game with partial information, but its analysis is outside of
the sope of this thesis.
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Attrators and traps
For any subset X of Q, we dene the events Reach(X) = {ρ | ∃i, ρi ∈ X}
and Reach∞X = {ρ | ∃∞i, ρi ∈ X}, and the attrator of Eve to X in A
AttrE(X,A) as ∪i>0X
i
:
X0 = X
X i+1 = X i ∪ {q ∈ (QE ∪ QR) | ∃s ∈ X
i, (q, s) ∈ T }
X i ∪ {q ∈ QA | ∀s ∈ Q, (q, s) ∈ T ⇒ s ∈ X
i}
An attrator strategy of Eve to X is a pure and positional strategy −→aE(X)
suh that ∀q ∈ ∪i>1X
i, q ∈ X i ⇒ −→aE(X)(q) ∈ X
i−1
. Propositions 1.4 and 1.5
follow diretly from the denition of an attrator and Lemma 1.3:
Proposition 1.4 For any state q in AttrE(X,A), there is a real number
η > 0 suh that for any strategy τ of Adam, we have:
P
−→aE(X),τ
q (Reach(X)) > η
Proposition 1.5 For any state q in Q, for any strategy τ of Adam, we have:
P
−→aE(X),τ
q (Reach
∞(X) | Reach∞(AttrE(X,A))) = 1
An interesting remark is that the positional randomised strategy uniA,
whih hooses any legal suessor in A with a uniform distribution, ats as
an universal attrator strategy for any subset X of A [CdAH04℄: Proposi-
tions 1.4 and 1.5 still hold if we replae aX by uniA.
The dual notion of a trap X for Eve denotes a region from whih Eve
annot esape:
• ∀q ∈ X ∩ (QE ∪ QR), ∀s ∈ Q, (q, s) ∈ T ⇒ s ∈ X;
• ∀q ∈ X ∩QA, ∃s ∈ X, (q, s) ∈ T .
A strategy τ suh that ∀w ∈ Q∗, ∀q ∈ X ∩ QA, τ(wq)(X) = 1 is a trapping
strategy of Adam in X.
Proposition 1.6 For any subset X of Q, Q\AttrE(X,A) is a trap for Eve
in A.
Proposition 1.7 If X is a trap for Eve in A, A|X is a subarena of A.
Proposition 1.8 Let X be a trap for Eve in A, and σ be a strategy for Eve
in A|X. For any state q in X and strategy τ for Adam in A, the probability
measure P
σ,τ
q is the same in A|X and in A.
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1.2.2 Winning
Conditions
A winning ondition W on C is a Borel subset of C∞. A play ρ in an arena
A on C is winning for Eve in the game (A, C) if χ(ρ) ∈ W, and winning for
Adam otherwise.
A regular ondition is a ω-regular language of C∞. However, there is
a tradition of using the lassial aeptane onditions of regular automata
diretly on the play, as ifA itself was an alternating automaton on a singleton
alphabet. The resulting parity, Rabin, Streett, and Muller games are used
in veriation, logi, and automata [GTW02℄:
• a parity arena A (resp. parity arena of rank k) is an arena on N (resp.
{0, . . . , k− 1}), and the winner of a play ρ in the orresponding parity
game depends on the smallest olour in the limit of ρ:
ρ ∈ Parity ⇐⇒ min χ(Inf(ρ)) is even
• a Rabin arena A of rank k is an arena on {−k, . . . ,−1, 1, . . . , k}. An
intuitive interpretation of the Rabin ondition of rank k is to onsider
the negative integers as ativators and the positive ones as inhibitors:
a play ρ is winning for Eve if at least one ativator −i in Inf(ρ) is not
mathed by the orresponding inhibitor i:
ρ ∈ Rabin(k)⇐⇒ ∃ 1 ≤ i ≤ k,−i ∈ χ(Inf(ρ)) ∧ i /∈ χ(Inf(ρ))
• a Streett arena A of rank k is an arena on {−k, . . . ,−1, 1, . . . , k}. An
intuitive interpretation of the Streett ondition of rank k is to onsider
the negative integers as requests and the positive ones as responses: a
play ρ is winning for Eve if eah request −i in Inf(ρ) is mathed by the
orresponding response i:
ρ ∈ Streett(k)⇐⇒ ∀ 1 ≤ i ≤ k,−i ∈ χ(Inf(ρ))⇒ i ∈ χ(Inf(ρ))
• a Muller ondition F on C is a subset of P(C). The winner of a play ρ
in the orresponding Muller game on C depends diretly on its limit:
ρ ∈ Muller(F , C)⇐⇒ χ(Inf(ρ)) ∈ F .
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In a game G = (A,W), the value of a state q under the strategies σ and
τ , denoted vσ,τ (q), is the measure of W under P
σ,τ
q . The value of a strategy
σ for Eve is the inmum of the {σ, τ}-values:
vσ(q) = inf
τ
vσ,τ (q) .
Likewise, the value of a strategy τ for Adam is dened as a supremum:
vτ (q) = sup
σ
vσ,τ (q) .
Regions
De Alfaro and Henzinger dene in [dAH00℄ several qualitative notions of
winning strategies and winning regions, depending on the hanes Eve gets
to win:
Sure / Heroi: A strategy σ for Eve is surely winning (or sure) from a
state q if and only if for any strategy τ for Adam, any play starting in q and
onsistent with σ and τ is winning for Eve. Dually, a strategy σ for Eve is
heroially winning (or heroi) from a state q if and only if for any strategy
τ for Adam, there is a play ρ starting in q, onsistent with σ and τ , and
winning for Eve. The orresponding sure and heroi regions are dened as
follows:
WinW ,∀E (A) = {q | ∃σ, ∀ρ ∈ Ω
σ
q , ρ ⊢ W} ;
WinW ,∃E (A) = {q | ∃σ, ∀τ, ∃ρ ∈ Ω
σ,τ
q suh that ρ ⊢ W} .
Almost-sure / Positive: A strategy σ for Eve is almost-surely winning
(or almost-sure) from a state q if and only if for any strategy τ for Adam, the
probability that the ensuing play is winning for Eve is one. Dually, a strategy
σ for Eve is positively winning (or positive) from a state q if and only if for
any strategy τ for Adam, the probability that the ensuing play is winning for
Eve is positive. The orresponding almost-sure region and positive regions
are dened as follows:
WinW ,1E (A) = {q | ∃σ, ∀τ,P
σ,τ
q (W) = 1} ;
WinW , >0E (A) = {q | ∃σ, ∀τ,P
σ,τ
q (W) > 0} .
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Limit-one / Bounded: The bounded region of Eve is the set of states with
positive value, and dually, the limit-one region of Eve is the set of states with
value one:
WinW ,∼1E (A) = {q | ∀η < 1, ∃σ, ∀τ, vσ,τ (q) ≥ η} ;
WinW ,≫0E (A) = {q | ∃η > 0, ∃σ, ∀τ, vσ,τ (q) ≥ η} .
These six notions of winning an also be dened for Adam in a straight-
forward way. By onvention, we want the rst supersript to orrespond to
the winning ondition of the game, in whih Adam is the opponent. For
example, the almost-sure region of Adam in the game G = (A,W) is denoted
WinW ,1A (A) and refers to the region where Adam an guarantee ¬W with
probability one.
The two following propositions are diret onsequenes of the denitions:
Proposition 1.9 Let G = (A,W) be a 21
2
-player games. We have:
WinW ,∀E (A) ⊆ Win
W ,1
E (A) ⊆ Win
W ,∼1
E (A)
⊇
WinW ,∃E (A) ⊇ Win
W , >0
E (A) ⊇ Win
W ,≫0
E (A) .
Proposition 1.10 Let G = (A,W) be a 21
2
-player games. We have:
WinW ,∀E (A) ∩ Win
W ,∃
A (A) = ∅
WinW ,1E (A) ∩ Win
W , >0
A (A) = ∅
WinW ,∼1E (A) ∩ Win
W ,≫0
A (A) = ∅
1.3 Usual problems and ontributions
1.3.1 Problems
Determinay and existene of values
A natural question is whether the disjuntions of Proposition 1.10 partitionQ
or not. The sure determinay of 2-player Borel
1
games [Mar75℄, transposed
to 21
2
-player games by replaing the random states with states of Adam,
yields WinW ,∀E (A) ∪ Win
W ,∃
A (A) = Q for any game G = (A,W). In the
1
The existene of non-determined 2-player games relies on the axiom of hoie.
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ase of 21
2
-player games, the quantitative determinay of Blakwell games
[Mar98, MS03℄ states that the value of a state q an indierently be dened
as the supremum of the σ-values, or the inmum of the τ -values:
v(q) = sup
σ
inf
τ
vσ,τ (q) = inf
τ
sup
σ
vσ,τ (q) .
It follows immediately thatWinW ,∼1E (A)∪Win
W ,≫0
A (A) = Q. However, there
is no suh general answer to the problem of qualitative determinay:
WinW ,1E (A) ∪Win
W , >0
A (A)
?
= Q .
Qualitative and quantitative problems
In [CJH03℄, the authors also lassify the dierent problems on games:
• Qualitative problems depend on the winning regions of the players 
for all six notions of winning. A qualitative-omplete problem on a
game G = (A,W) onsists in deiding, for any given state q, player P ,
and notion of winning ?, whether q belongs to WinW ,?P (A).
• Quantitative problems on the other hand, depend on the values of
the states and thus are interesting only in 21
2
-player games. A
quantitative-omplete problem onsists in omputing the value v(q)
of any given state q.
The deidability and omplexity of qualitative and quantitative problems
generate a major part of the artiles in graph games theory.
Complexity of the winning strategies
Another question ponders the nature of the winning strategies, in terms of
randomisation and memory. This is espeially useful from a veriation point
of view, as the strategies represent possible implementations of ontrollers,
whose ost is often more ritial than the speiation osts. In automata
theory, the existene of positional strategies for spei winning ondition
has been an invaluable tool for several problems.
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1.3.2 Contributions
Solving reahability games
We present two new algorithms omputing optimal strategies in 21
2
-player
reahability games. They are based on the existene of optimal permuta-
tion strategies, a sub-lass of positional strategies derived from permutations
of the random states. As our algorithms never onsider the same permu-
tation twie, their worst-ase omplexity mostly depends on the number of
suh permutations, making the solution of 21
2
-player reahability games xed-
parameter tratable, when the parameter is the number of random states:
this is orthogonal to the omplexity of the strategy-based algorithms, whih
rather depends on the number of player's states.
The rst algorithm, the permutation-enumeration algorithm is a simple
exhaustive searh. Its omplexity is thus exponential, but it avoids the use
of linear programming. The seond one, the permutation-improvement algo-
rithm, emulates the heuristi of the lassial strategy improvement algorithm
[HK66℄ in order to avoid an exhaustive searh.
Another asset of our algorithms is that they do not rely on the expensive
stopping hypothesis [Con92℄: this allows us, in the next hapter, to extend
them to the muh broader ase of prex-independent games.
Prex-independent winning onditions
In prex-independent games, the winner of a play depends only on its limit,
and not on nite prexes. We show that in these games, the positive and
bounded regions, as well as the limit-one and almost-sure regions, are equal.
We prove then their optimal determinay, and provide an algorithm om-
puting the values of any prex-independent game with |QR|! alls to a qual-
itative algorithm. Alternatively, a single non-deterministi guess an replae
the multiple iterations. It follows from our proof of orretness that optimal
strategies are no more omplex than almost-sure strategies.
This generalises and extends several results on the winning regions of reg-
ular [dAHK98, dAH00℄ and prex-independent games [Cha07a℄. The om-
plexity of our general algorithm is better or on a par with the omplexity of
several known algorithms for speial ases [CJH04, CdAH05, CHH08℄.
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Muller games
We present a polynomial algorithm for the qualitative problems of expliit
Muller games. It follows then from our results of the former hapter that the
quantitative problems of expliit Muller games belongs in NP and o-NP. The
only algorithm previously known for these games was the all-purpose PSPACE
algorithm for Muller games [MN93, NRY96℄.
Our next ahievement is the omputation of tights bounds in memory for
optimal randomised strategies in Muller games. The omparison with similar
results for pure strategies [DJW97℄ allows us to asertain the dierenes
between the two models of strategies in this aspet.
Former results on randomised strategies provided upper bounds for ran-
domised games [CdAH04, Cha07b℄, but to the best of the author's knowledge,
no lower bounds.
Finitary games
Finitary onditions [AH98℄ supplement regular onditions with bounds on
the time spent between a bad event and a subsequent good event whih
ompensate for it. Chatterjee and Henzinger studied 2-player games with
nitary parity and Streett onditions and proposed algorithms omputing
the winning regions of the players [CH06a℄.
We extend this study to the ase of 21
2
-player games and provide faster
algorithms for both kinds of games. In partiular, we have shown that the
qualitative nitary parity games an be solved in polynomial time here
also, the results of Chapter 3 yield diretly NP and o-NP algorithms for
quantitative problems. We also show that nitary Streett games an be
redued in polynomial time to Request-Response games [WHT03℄.
Chapter 2
Reahability games
Consisteny is the last refuge of the unimaginative.
Osar Wilde
One of the simplest, and yet most useful, winning onditions is the reah-
ability ondition: there is a distinguished target state in the arena, denoted
by ⊚, and Eve's objetive is to ensure that the token reahes it at some point
during the play.
In this hapter, we onsider the problems of omputing the values and
optimal strategies in suh games. Figure 2.1 presents an example of 21
2
-
player reahability game, that we use throughout the hapter to demonstrate
notions and intuitions.
Setion 2.1 introdues some general onepts on 21
2
-player reahability
games, as well as the strategy improvement algorithm. We present in Se-
tion 2.2 a new approah to the omputation of values and optimal strategies,
based on permutations over the random states. Setion 2.3 exposes then an
improvement heuristi for this permutation algorithm.
2.1 First notions
This setion is devoted to the fundamental notions that we use throughtout
the hapter in order to deal with the values of 21
2
-player reahability games.
It inludes a large part of the state of the art in the domain, whih an also
be found in a more detailled way in the survey of Condon [Con93℄.
16
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Figure 2.1: A 21
2
-player reahability game
However, there is a lot more work on 21
2
-player reahability games (see,
for example, [Hal07℄ on the use of randomised algorithms) that we don't
desribe here, beause it bears too few relations with our own results.
We rst desribe two speial lass of reahability games (2.1.1), and then
present some fundamental results about the values (2.1.2). A desription of
the strategy improvement algorithm onludes the setion (2.1.3).
2.1.1 Normalised and stopping games
Qualitative problems are easy to solve on 21
2
-player reahability games, and
derive diretly from the notion of attrator:
Win
Reach(⊚), >0
E (A) = Win
Reach(⊚),≫0
E (A) = AttrE({⊚},A)
Win
Reach(⊚),∼1
A (A) = Win
Reach(⊚),1
A (A) = Q \Win
Reach(⊚), >0
E (A)
Win
Reach(⊚),∼1
E (A) = Win
Reach(⊚),1
E (A) = Q \ AttrA(Win
Reach(⊚),1
A (A), (A))
Win
Reach(⊚), >0
A (A) = Win
Reach(⊚),≫0
A (A) = Q \Win
Reach(⊚),1
E (A)
The lass of normalised games is the lass of games where the these
qualitative questions have trivial answer: apart from the sink ⊗ and the
target ⊚, no state has value zero or one. This lass is mainly of aestheti
signiane, as it simplies the proofs of algorithms and theorems whih
would still be orret, mutatis mutandis, on general 21
2
-player reahability
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games. However, there are some ases where normalised games are a muh
heaper alternative to stopping games.
Denition 2.1 A 21
2
-player reahability game G = (A,Reach(⊚)) is nor-
malised if and only if the only state with value one is the target ⊚, and there
is only one state with value zero, whih we denote by ⊗.
It is easy to transform any 21
2
-player reahability game G = (A,Reach(⊚))
into a normalised game G = (A,Reach(⊚)):
• the region Win
Reach(⊚),1
E (A) is merged into a single state, whih is the
target of G;
• the region Win
Reach(⊚),1
A (A) is merged into a single state, whih is the
sink of G.
This transformation is represented on Figure 2.2.
Win
Reach(⊚),1
A
Win
Reach(⊚),1
E
(a) Original game G (b) Normalised game G
Figure 2.2: Reahability game normalisation
There is another inentive to use normalised games: as the redution is
very heap (linear), and the resulting game is smaller in general than the
original one, it is a good idea in pratie to normalise a game before running
any quantitative algorithm on it.
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2.1.1.1 Stopping games
The stopping hypothesis is less benign, as stopping games really have stronger
properties, inherited from the original model of Shapley: in the games of
[Sha53℄, the token has a positive probability to stop in eah visited state.
As a result, the plays are nite with probability one. In our model, we all
stopping games the games whih share this property:
Denition 2.2 A 21
2
-player reahability game is stopping if and only if, for
any strategies σ of Eve and τ of Adam, the probability that the token even-
tually reahes ⊗ or ⊚ is one:
∀σ, τ, q,Pσ,τq (Reach(⊗) ∨ Reach(⊚)) = 1
The point of these games is that they are symmetri: avoiding ⊗ and
reahing ⊚ amount to the same thing, whih is not the ase in general. As
a onsequene, the following intuitive properties of eah player's strategies
hold for both in stopping games.
Proposition 2.3 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game
and τ be a positional strategy for Adam suh that:
∀q ∈ QA,v(τ(q)) = v(q) .
Then τ is optimal. This is not true in general for Eve's strategies.
Proposition 2.4 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game
and σ and τ be positional strategies for Eve and Adam suh that:
∀q ∈ QE , vσ,τ (σ(q)) = max{vσ,τ (s) | (q, s) ∈ T } .
Then σ is an optimal ounter-strategy to τ . This is not true in general for
Adam's strategies.
Condon showed in [Con92℄ the existene of a polynomial redution whih
preserves optimal strategies and threshold regions:
Proposition 2.5 ([Con92℄) Let G = (A,Reach(⊚)) be a 21
2
-player reaha-
bility game. There is a stopping reahability game G = (A,Reach(⊚)) suh
that:
• QE = QE, QA = QA, and QR ⊃ QR;
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• to eah transition in T (q) orresponds a transition in T(q);
• the size of G is quadrati in the size of G;
• ∀q ∈ Q,v(q) > 1
2
⇐⇒ v(q) > 1
2
;
• if σ (resp. τ) is an optimal strategy for Eve (resp. Adam) in G, then
it is also optimal in G.
Figure 2.3 shows the idea of the redution: in eah transition, there is a
small probability η that the token goes diretly to the sink ⊗ instead of its
intended destination. For an small enough η, the optimal strategies of the
redued game are also optimal in the original game (the onverse is not true
in general). However, the binary representation of a suitable η is linear in
the size of G, so the redution involves a quadrati blow-up in size.
(a) Original
game G
1− η
η
(b) Stopping game G
Figure 2.3: Redution to stopping games
Remark 2.6 In [Con92℄, Condon onsiders games where the random states
have only two suessors, with equal probabilities. Thus, her redution in-
volves several suessive random states instead of one, but it still involves a
quadrati blow-up.
Using Proposition 2.5, it is possible to onsider only stopping games, and
derive general theorems about 21
2
-player reahability games. However, in this
hapter, we try to minimise the use of this option. Our reasons are twofold.
First, altough polynomial, the redution of Figure 2.3 is quite expensive in
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pratie as the preision grows; it is even not lear that it an be adapted
if the expeted preision is not known beforehand, or the probabilities are
not rational. Seond, the redution to stopping games is not very intuitive,
espeially when it omes to a generalisation for innite games, as we do in
Chapter 3.
2.1.2 Equations and Positional strategies
A simple tehnique of strategy translation yields the following system of equa-
tions on the values of a game G = (A,Reach(⊚)):
∀q ∈ QE ,v(q) = max
s∈E(q)
(v(s))
∀q ∈ QA,v(q) = min
s∈E(q)
(v(s))
∀q ∈ QR,v(q) =
∑
s∈E(q)
δ(q)(s) · v(s) (2.1)
v(⊚) = 1
v(⊗) = 0
In the ase of stopping games (but not in general games), there is only
one solution to this system:
Proposition 2.7 In a stopping 21
2
-player reahability game, the values are
the only solution to (2.1). Furthermore, if the whole transition funtion is
desribed by rationals on n bits, the values are rationals whih an be written
on 2n bits.
This proposition suggests immediately an algorithm omputing the values
of a stopping 21
2
-player reahability game: hek exhaustively (or guess non-
deterministially) the values of the game, and hek that they are a solution
to (2.1). The two following theorems, about the omplexity of the value
problems, are a diret onsequene:
Theorem 2.8 Quantitative deision problems about 21
2
-player reahability
games belong to NP and o-NP.
Theorem 2.9 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game. The
values of G an be omputed in time O(42·(|T |+|δ|)).
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Another fundamental result whih follows immediately from (2.1) is the
existene of positional values in 21
2
-player reahability games:
Theorem 2.10 In a 21
2
-player reahability game, both players have posi-
tional optimal strategies.
Proof. In a stopping 21
2
-player reahability game, a positional strategy suh
that:
• ∀q ∈ QE ,v(σ(q)) = v(q) if σ is a strategy for Eve, or
• ∀q ∈ QA,v(τ(q)) = v(q) if τ is a strategy for Adam.
is optimal. By Proposition 2.5, there are also positional strategies in general
21
2
-player reahability games. 
This allow us to onsider only positional strategies, whih are muh easier
to handle. So, in the remainder of this hapter, whenever we mention a
strategy, we mean a positional strategy.
The values of a pair of strategies σ and τ are solutions to the following
system of equations:
∀q ∈ VE, vσ,τ (q) = vσ,τ (σ(q))
∀q ∈ VA, vσ,τ (q) = vσ,τ (τ(q))
∀q ∈ VR, vσ,τ (q) =
∑
s∈E(q)
δ(q)(s) · vσ,τ (s) (2.2)
vσ,τ (⊚) = 1
vσ,τ (⊗) = 0
One again, the solution to (2.2) is not neessarily unique, unless the
game is stopping. A useful property of positional strategies is that optimal
strategies an be haraterised by a notion of stability :
Denition 2.11 Two strategies σ and τ are o-stable if and only if:
• ∀q ∈ QE , vσ,τ (σ(q)) = max{vσ,τ (s) | (q, s) ∈ T }
• ∀q ∈ QA, vσ,τ (τ(q)) = min{vσ,τ (s) | (q, s) ∈ T }
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Proposition 2.12 Let G = (A,Reach(⊚)) be a 21
2
-player stopping reaha-
bility game, and σ and τ be two strategies for Eve and Adam. Then, (i) and
(ii) are equivalent:
(i) σ and τ are o-stable
(ii) σ is an optimal strategy for Eve, and τ is an optimal strategy for Adam.
Proof. Proposition 2.12 follows diretly from Proposition 2.7, as two strate-
gies σ and τ are o-stable if and only if vσ,τ is a solution to (2.1). 
We an thus searh exhaustively for optimal strategies, instead of searh-
ing diretly the optimal values. The omplexity of the resulting algorithm
 Algorithm 2.1  is muh better: O(|Q||Q|).
Input: a game G = (A,Reach(⊚))
Output: optimal strategies for both players
forall σ ∈ Σ do1
forall τ ∈ T do2
if σ and τ are o-stable then3
return σ, τ4
end5
end6
end7
Algorithm 2.1: Strategy enumeration for reahability games
Remark 2.13 Proposition 2.12 does not hold when the game is not stopping
games, so Algorithm 2.1 an return inorret results in this ase . For this
same reason, the strategy algorithms of the next setions usually suppose that
the input games are stopping. We show, however, that a areful adaptation
allows us to anel this hypothesis.
2.1.3 Strategy improvement
In pratie, one never uses Algorithm 2.1. The two stati forall loops an be
replaed by more eient dynami strategy improvement shemes [HK66℄.
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The idea is to use the values of a strategy in order to ompute a better one,
unless the urrent strategy is already optimal.
We onsider rst the ase of 11
2
-player games where QE = ∅
1
. Strategy
improvement algorithms for 11
2
-player games are rst mentioned in [How60℄.
Notie that, in 11
2
-player games, normalised implies stopping:
Proposition 2.14 Let G be a normalised 11
2
-player game. Then G is stop-
ping.
Proof. As G is normalised, the attrator of Eve to the target ⊚ is Q \ {⊗}.
Eve has only one strategy whih is thus the attrator strategy to ⊚. So,
by Proposition 1.5, ∀τ, q,Pτq (Reach(⊗) ∨ Reach(⊚)) = 1. Proposition 2.14
follows. 
At the ore of the strategy improvement algorithm is the onept of
swithing an unstable strategy:
Denition 2.15 Let G = (A,Reach(⊚)) be a 11
2
-player game suh that
QE = ∅, and τ be a strategy for Adam. The swithed strategy of τ is the
strategy θ dened as:
• if ∀s ∈ T (q), vτ (s) ≥ vτ (τ(q)), then θ(q) = τ(q);
• otherwise, θ(q) is hosen suh that ∀s ∈ T (q), vτ (s) ≥ vτ (θ(q)).
The algorithm, omputing Adam's optimal strategy and desribed as Al-
gorithm 2.2, onsists in repeatedly swithing the urrent strategy, until it is
stable.
Input: A 11
2
-player safety game G
Output: Optimal strategy for Adam
repeat1
swith τ2
until τ is stable3
return τ,v4
Algorithm 2.2: Strategy Improvement for 11
2
-player safety games
Corretness is ensured by Proposition 2.12, and termination by Proposi-
tion 2.16:
1
The onepts work mostly in the same way when QA = ∅, albeit with dierent proofs.
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Proposition 2.16 Let G be a normalised 11
2
-player safety game, and τ be
a strategy for Adam. Then, either τ is stable, or the strategy θ obtained by
swithing τ is suh that vθ < vτ .
The notion of swithing strategies desribed in Denition 2.15 needs to be
adapted in order to be used in 21
2
-player games. In this ontext,one swithes
a strategy with respet to another :
Denition 2.17 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game,
and σ and τ be strategies for Eve and Adam. The swithed strategy of σ with
respet to τ is the strategy ς is dened as:
• if ∀s ∈ T (q), vσ,τ (s) ≤ vσ,τ (σ(q)), then ς(q) = σ(q);
• otherwise, ς(q) is hosen suh that ∀s ∈ T (q), vσ,τ (s) ≤ vσ,τ (ς(q)).
The swithed strategy of τ with respet to σ is dened symmetrially. It
orresponds to the swithed strategy of τ in the 11
2
-player safety game Gσ.
In Algorithm 2.3, improving a strategy σ, onsists in omputing an op-
timal ounter-strategy τ , and then swithing σ with respet to τ . The run
stops only when the strategies are o-stable.
Input: The game G
Output: Optimal strategies and values
hoose σ as an attrator strategy of Eve to ⊚1
repeat2
ompute an optimal ounter-strategy τ to σ3
swith σ with respet to τ4
until σ and τ are o-stable5
return σ, τ6
Algorithm 2.3: Strategy Improvement for 21
2
-player reahability
games
Again, the impossibility of an innite run is proved through a notion of
progress:
Proposition 2.18 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game,
σ be a positional attrator strategy to ⊚ for Eve, τ be an optimal ounter-
strategy to σ, and ς be the swithed strategy of σ with respet to τ . Then,
either σ and τ are optimal, or, for any strategy θ, vς,θ > vσ,τ .
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There are two remarks to be made about Algorithm 2.3. The rst one is
that we an remove the stopping hypothesis of [Con93℄ by using normalised
games. There is no stopping hypothesis in Proposition 2.18. By Proposi-
tion 2.14, normalisation is enough for the improvement of Adam's strategy.
However, it is not true in general that if G is normalised, then Gσ is also nor-
malised while suh a property holds for stopping games. If σ is an attrator
strategy to ⊚, though, then Gσ is normalised. Proposition 2.18 guarantees
that σ remains an attrator strategy to ⊚ for the whole run. The seond
remark onsists in preisions about the improvement steps of both players:
• The improvement of Eve's strategy in line 4 onsists in a single swith-
ing. It is not the omputation of an optimal ounter-strategy to Adam's
urrent strategy, nor should it be, as it leads to innite loops.
• Symmetrially, it is not enough to swith Adam's strategy only one
instead of omputing an optimal ounter-strategy in line 3. This also
leads to innite runs.
These two examples, as well as several other unsound variations [Mar07℄ of
Algorithm 2.3, are presented in [Con93℄.
In terms of theoretial omplexity, Algorithms 2.2 and 2.3 do not fare
muh better than Algorithm 2.1. Progress ensures that any given pair of
strategy annot be onsidered more than one, and no more. However, in
pratie, both algorithms run very fast, to the point that they are widely
onjetured to be polynomial:
Conjeture 2.19 Algorithm 2.2 runs in polynomial time on any normalised
11
2
-player safety game.
Conjeture 2.20 Algorithm 2.3 runs in polynomial time on any normalised
21
2
-player reahability game game.
Note that the strategy improvement algorithm for 2-player parity games
desribed in [VJ00℄, whih is derived from Algorithm 2.3, runs in polynomial
time on 1-player games [Jur07℄. However, even if Conjeture 2.19 does not
hold, one an get a better omplexity for Algorithm 2.3 by using linear pro-
gramming in line 3 instead of Algorithm 2.2. As Derman showed in [Der62℄
the optimal values of a 11
2
-player safety game are the solution of the linear
program presented in Algorithm 2.4.
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Input: a game G = (A,Reach(⊚)) suh that QE = ∅
Output: Values
minimize
∑
q∈Q v(q) subjet to the onstraints:1
v(q) ≤ v(s) if q ∈ QA and s ∈ T (q)2
v(q) =
∑
s∈T (q) δ(q)(s) · v(q) if q ∈ QR3
v(q) ≥ 0 if q ∈ Q4
v(⊗) = 05
v(⊚) = 16
return v7
Algorithm 2.4: Linear programming for 11
2
-player games
Linear programs an be solved in polynomial time [Kha79, Ren88℄, re-
sulting in an overall omplexity for Algorithm 2.3 that is exponential only in
QE or QA instead of both.
2.2 Permutation Algorithm
In a joint work with Hugo Gimbert [GH08, GH09℄, we propose a new algo-
rithm omputing the values of 21
2
-player reahability games. Its priniple is
to hek exhaustively a speial set of pairs of strategies, among whih there
is at least one pair of optimal strategies.
The underlying intuition is that the only meaningful events in a play are
the visits to random states. Between two visits, the players strive to impose
whih state will be visited next, and the result of their interation an easily
be predited. In partiular:
• only the next random state matters, not the urrent one;
• there is no reason that Eve and Adam should ever agree on a hoie.
Two ourenes of suh situations, exerpted from the game of Figure 2.1,
are illustrated on Figure 2.4.
In Figure 2.4(a), Eve an hoose between the two random states (refusing
to hoose is not onsistent with the reahability objetive). Why should she
hoose b in one state and c in the other ? The two strategies always go to
b and always go to c are the only relevant ones.
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.1
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.1
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(a) Self onsisteny
a b
.4
.4
.6
.3
.1
.1
.1
(b) Consisteny between Eve and Adam
Figure 2.4: Case for Consisteny
In Figure 2.4(b), we onsider relationships between the two players' strate-
gies. From their respetive states # and 2, Eve and Adam an send the token
to either a or b. Why should they hoose the same state ? Here, only the
ases where Eve prefers one and Adam the other are relevant.
These intuitions inluding, but not limited to, the two ases of Fig-
ure 2.4 are realized by pairs of strategies orresponding to a permutation
of the random states. We dene permutation-based strategies and regions
(2.2.1), as well as the notions of liveness and self-onsisteny (2.2.2). Our
algorithm is an exhausitve searh for a live and self-onsistent permuation:
there is always suh a permutation, and the orresponding strategies are opti-
mal (2.2.3). We study then its omplexity, and present a lass of reahability
games where the values an be omputed in polynomial time (2.2.4).
2.2.1 Strategies and regions
In order to eet our intuitions [Mun07℄, we introdue several permutation-
based onepts. First, whenever we mention a permutation π, we mean a
permutation over the k random states, suh that {π1, . . . , πk} = QR. Suh a
permutation represents a preferene order over the random states: if Eve
is given a hoie between two random states πi and πj with i > j, then
her π-strategy sends the token to πi. Symmetrialy, in the same situation,
Adam's π-strategy sends the token to πj. For this reason, the target and
sink states an often be onsidered as random states in permutation-based
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1 2 3 4 50
Figure 2.5: The single-reward game derived from Figure 2.1
onepts, with the impliit assumption that they are respetively the greatest
and lowest states: πk+1 = ⊚ and π0 = ⊗.
A intuitive way to understand the permutation-based onepts is to on-
sider a 2-player game, where the game stops after a nite number of steps
and Adam pays a reward to Eve at the end:
1. if the token reahes a state πi, Adam pays i oins;
2. if there is a loop in the path, Adam has nothing to pay.
The π-regions are the value regions of this game, and the π-strategies are the
orresponding optimal strategies. For example, if we use the permutation
π = abcd in the game of Figure 2.1, we get the game, regions, and strategies
represented in Figure 2.5.
In order to formalise these onepts, we dene an attrator-like deter-
ministi onstrution: the deterministi attrator for Eve to a region X in
the arena A, denoted DetE(X,A) is the set of states from where Eve an
ensure that the token will (1) reah X (2) not ross a random state before it
reahes X:
Denition 2.21 The deterministi attrator of Eve to the set X, denoted
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DetE(X,A) is omputed reursively:
X0 = X
X i+1 = X i ∪ {q ∈ QE | ∃s ∈ X
i, (q, s) ∈ T }
X i ∪ {q ∈ QA | ∀s ∈ Q, (q, s) ∈ T ⇒ s ∈ X
i}
A random state belongs to DetE(X,A) if and only if it belongs to X. The
dual notion of deterministi trap for Eve is a region from whih Eve annot
esape, exept through a random state.
The π-regions are dened as embedded deterministi attrators to the
random states, ordered by π: Wπ[k + 1] = {⊚}, ∀1 ≤ i ≤ k,Wπ[i] =
DetE({πi, πi+1, . . . , πk},A) \ Wπ[i + 1], and Wπ[0] = {⊗}. The π-regions
onstitutes a partition of the states, so we denote by π(q) the unique integer
i suh that q ∈ Wπ[i] in partiular, π(πi) = i. The omputation of the
π-regions of the game G) is desribed as Proedure Regions(G, π).
Input: A 21
2
-player reahability game G and a permutation π
Output: The π-regions of G
W [k + 1]← {⊚}1
W [0]← {⊗}2
for (i = 1, i ≤ k, i++) do3
W [i]← DetE({πi, . . . , πk} ∪ {⊚},A) \W [i+ 1]4
end5
return W6
Proedure Regions(G, π)
The π-strategies are the natural attrating and trapping strategies fol-
lowing from Denition 2.21, whih enfore Propositions 2.22 and 2.23:
Proposition 2.22 If the token starts in a state of Wπ[i] and Eve plays σπ,
then the token surely reahes a random state, and the rst random state πj
that the token reahes is suh that j ≥ i.
Proposition 2.23 If the token starts in a state of Wπ[i], Adam plays τπ,
and the token reahes a random state, then the rst random state πj that the
token reahes is suh that j ≤ i.
A onsequene of Propositions 2.22 and 2.23 is Proposition 2.24:
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Proposition 2.24 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game
and π be a permutation. For any state q ∈Wπ[i], we have:
v(q) ≥ min{v(πj) | j ≥ i}
v(q) ≤ max{v(πj) | j ≤ i}
Proof. Proposition 2.24 follows from a tehnique of strategy translation
similar to the one used in the proof of (2.1): both Eve and Adam an play
their π-strategy until the token reahes a random state, and then revert to
an (ε-)optimal strategy. Propositions 2.22 and 2.23 yield then the desired
inequations. 
2.2.2 Evaluating a Permutation
Our rst step in order to evaluate a permutation π is to ompute its values
from the π-strategies σπ and τπ: vπ = vσπ ,τπ . We denote by vπ[i] the value
of the i-th random state in π: vπ[i] = vπ(πi). It follows immediately from
Propositions 2.22 and 2.23 that all the states in the same region share the
same π-value: π(q) = i ⇒ vπ(q) = vπ[i]. We an also interpret these values
using a ompated
1
2
-player reahability game G
π
with k + 2 states:
• Q = {0, . . . , k + 1}
• d(i)(⊗) = δ(πi)(⊗)
• d(i)(⊚) = δ(πi)(⊚)
• d(i)(j) = δ(πi)(Wπ[j])
This amounts to merging eah region Wπ[i] into a single state i. Figure 2.6
shows the game resulting from our running example, as a graph (2.6(a)) and
as a matrix (2.6(b)).
This interpretation is used in Proedure Values(G, π,W) to ompute the
π-values, using a primitive MarkovChainSolver.
In the game of Figure 2.6 with the permutation π = abcd, we get vπ(a) =
vπ(b) = .4 and vπ(c) = vπ(d) = .7. As we will see, the permutation π is
self-onsistent (Denition 2.26) and live (Denition 2.27), thus for eah i,
vπ[i] is the value of all the states in Wπ in the original game (Lemma 2.33).
The notion of self-onsisteny is our equivalent to the notion of stability:
in strategy-based algorithms, a good strategy for Eve sends the token to
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a
b
c
d
.6
.4
.3
.4
.1
.1
.1
1
.2
.6
.2
(a) Graph Representation
⊗ a b c d ⊚
⊗ 1 0 0 0 0 0
a 0 .6 .4 0 0 0
b .3 .4 0 .1 .1 .1
c 0 0 0 0 1 0
d 0 0 .2 .6 .2 0
⊚ 0 0 0 0 0 1
(b) Matrix Representation
Figure 2.6: The ompated game G
π
Input: A reahability game G, a permutation π, and a partition W
Output: The π-values
for (i = 1, i ≤ k, i++) do1
for (j = 0, j ≤ k + 1, j ++) do2
mc[i][j]← δ(πi)(W [j])3
end4
end5
v ←MarkovChainSolver(mc)6
return v7
Proedure Values(G, π,W)
the suessor with the highest value omputed from the andidate strategy ; in
permutation-based algorithms, a good permutation is onsistent with the
preorder of the values omputed from the andidate permutation. We rst
dene onsisteny in the general ase of independent permutation and values
for the random states.
Denition 2.25 A permutation π is onsistent with a set of values v if and
only if for any two states πi and πj in QR, i < j ⇒ v(πi) ≤ v(πj).
Denition 2.26 A permutation π is self-onsistent if and only if it is on-
sistent with vπ: for any two states πi and πj in QR, i < j ⇒ vπ[i] ≤ vπ[j].
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Input: A permutation π and a vetor of values v
Output: The onsisteny of π and v
onsistent ← true1
for (i = 1, i ≤ k, i++) do2
onsistent ← onsistent ∧ (v[i] ≤ v[i+ 1])3
end4
return onsistent5
Proedure Consistent(π, v)
It an be shown that the values of a self-onsistent permutation are solu-
tion to (2.1). This would be enough to get an algorithm for stopping games,
as we will show that there is always a self-onsistent permutation. How-
ever, the stopping redution omes with a prie, and we an avoid it with a
heaper logial ondition: the notion of liveness aptures the intuitive fat
that a random state πi with a positive value always has a positive probability
to immediately go to a better region (from Eve's point of view).
Denition 2.27 A permutation π over the set QR is live if and only if for
any state πi ∈ QR, δ(πi)(∪
k+1
j>iWπ[j]) > 0.
Input: A reahability game G, a permutation π, and a partition W
Output: The liveness of π in G
live← true1
for (i = 1, i ≤ k, i++) do2
live← live ∧ (δ(πi)(∪j>iW [j]) > 0)3
end4
return live5
Proedure Live(G, π,W)
One ould think that this notion is already aptured by self-onsisteny,
as it is a bad idea for Eve to send the token to a random state that does
not verify the internal property. However, the hoie of the permutation also
eets Adam's strategy: if he wrongly hooses to avoid a state, all the values
may grow, with the possible side-eet to hide the initial mistake. We give an
example of this proess in Figure 2.7, whih zooms on a detail of Figure 2.1.
Eve's strategy in # should be to send the token to b, as Adam ould
otherwise trap the play in {a,#,2}. However, let us onsider the unlive
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Figure 2.7: Liveness does not follow from self-onsisteny
permutation µ = bcad: Adam sends the token from 2 to c to avoid a; Eve
sends the token from # to 2 to reah either a or c. We have thus vµ(a) =
vµ(c). Atually, vµ(b) ≤ vµ(a) = vµ(c) ≤ vµ(d), so µ is self-onsistent, but the
µ-values are not the orret ones. Formally, the point of liveness is expressed
by Proposition 2.28.
Proposition 2.28 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game
and π be a live permutation. Then, for any strategy τ for Adam,
P
σπ ,τ
q (Reach(⊚) ∨ Reach(⊗)) = 1 .
Proof. By Lemma 1.3, the limit of a play ρ is an end-omponent with prob-
ability one. Let X be an end-omponent of Gσπ,τ . We denote the integer
i = max{j|X ∩Wπ[j] 6= ∅} by i. There are three ases:
i = 0: As G is normalised, X = {⊗}.
1 ≤ i ≤ k: By Proposition 2.22 and by denition of i, πi belongs to X.
By liveness of π, δ(πi)(∪
k+1
j=i+1Wπ[j]) > 0. As X is an end-omponent,
there is a j > i suh that Wπ[j] ∩ X 6= ∅, in ontradition with the
denition of i.
i = k + 1: As X is strongly onneted, X = {⊚}.
Proposition 2.28 follows. 
In a sense, liveness is a ounterpart for the stopping property, with Propo-
sition 2.28 used in the proofs in lieu of the harateristis of stopping games.
Notie that liveness is not a weaker property: there are stopping games
with unlive permutations (see for example Figure 2.8 on page 42).
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2.2.3 Algorithm and Corretness
Our algorithm, desribed as Algorithm 2.9, onsists then in an exhaustive
searh for a live and self-onsistent permutation.
Input: A reahability game G
Output: A partition of Q and the orresponding values
forall π ∈ Sk do1
W ← Regions(G, π)2
v ← Values(G, π,W)3
self← Consistent(π, v)4
live← Live(G, π,W)5
if (live ∧ self) then6
return (W, v)7
end8
end9
Algorithm 2.9: Permutation algorithm for reahability games
The remainder of this setion is dediated to the proof of its orretness:
Theorem 2.29 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game. A
run of Algorithm 2.9 on G terminates and returns the values of the states.
Proof. The proof of Theorem 2.29 onsists of two parts, whih are proven
separately:
• There is a live and self-onsistent permutation (Lemma 2.30).
• If a permutation π is live and self-onsistent, then vπ are the optimal
values for the regions Wπ (Lemma 2.33).

Lemma 2.30 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game. At
least one permutation is live and self-onsistent in G.
Proof. The proof of Lemma 2.30 is itself in two parts: rst, we show that
there is a live permutation onsistent with the values of the game (Proposi-
tion 2.31); then we show that suh a permutation is self-onsistent (Propo-
sition 2.32). 
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Proposition 2.31 There is a live permutation onsistent with the values of
G.
Proof. The permutation is hosen starting from πk, and going down to π1.
At eah step, the state πi is hosen so that:
• v(πi) = max{v(q) | q ∈ Q \ ∪j>iWπ[i]}
• δ(πi)(∪j>iWπ[i]) > 0
The existene of a suitable random state is proved by ontradition: as
Q \ ∪j>iWπ[i] is a deterministi trap for Eve, a trapping strategy for Adam
ensures that the token an enter ∪j>iWπ[i] only through a random transi-
tion. Thus, a (non-positional) strategy for Adam whih onsists in playing
the trapping strategy until the token enters ∪j>iWπ[i] and then swith to an
optimal strategy bounds the probability of reahing ⊚ to max{v(r) | r ∈
QR \ {πi+1, . . . , πk} ∧ δ(r)(∪j>iWπ[i]) > 0}} 
Proposition 2.32 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game,
and π be a live permutation onsistent with the optimal values v of G. Then
vπ is self-onsistent.
Proof. Quite naturally, we prove that π is self-onsistent by showing that
the π-values are the optimal values. The key arguments is that the expeted
(optimal) value after n moves is onstant, when the initial state is xed and
the players play the π-strategies. We x an initial state q ∈ Q, and we dene
e : N→ [0, 1] by e(n) =
∑
s∈Q v(s) · P
σπ,τπ
q (ρn = s). We have:
• ∀s ∈ QE ,v(s) = v(σπ(s)) by Proposition 2.24
• ∀s ∈ QA,v(s) = v(τπ(s)) by Proposition 2.24
• ∀r ∈ QR,v(r) =
∑
s∈Q δ(r)(s) · v(t) by (2.1)
Thus, for all n ∈ N, e(n) = e(n+1), and so v(q) = e(0) = e(n) =
∑
s∈Q v(s) ·
P
σπ ,τπ
q (ρn = s). As π is live, Proposition 2.28 yields P
σπ ,τπ
q (Reach(⊚) ∨
Reach(⊗)) = 1. It follows that v(q) = Pσπ ,τπq (Reach(⊚)) = vπ(q). By hy-
pothesis, π is onsistent with v. It follows that π is self-onsistent, whih
ompletes the proof of Proposition 2.32. 
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Lemma 2.33 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game, and
π be a live and self-onsistent permutation. Then, the π-strategies are opti-
mal.
Proof. The proof is lose to the one of Proposition 2.32. We x an initial
state q and two positional strategies σ and τ for Eve and Adam, and we
dene the funtions f and g by: f(n) =
∑
s∈Q vπ(s) · P
σπ ,τ
q (ρn = s) and
g(n) =
∑
s∈Q vπ(s) · P
σ,τπ
q (ρn = s). We have:
• ∀s ∈ QE , vπ(s) = vπ(σπ(s)) by (2.2)
• ∀s ∈ QA, vπ(s) = vπ(τπ(s)) by (2.2)
• ∀s ∈ QE , vπ(s) ≥ vπ(σ(s)) by self-onsisteny of π.
• ∀s ∈ QA, vπ(s) ≤ vπ(τ(s)) by self-onsisteny of π.
• ∀r ∈ QR, vπ(r) =
∑
s∈Q δ(r)(s) · vπ(t) by (2.2)
It follows that ∀n ∈ N, f(n) ≤ f(n + 1) and g(n) ≥ g(n + 1). We
get immediately vπ(q) = g(0) ≥ limn→∞ g(n) ≥ Pσ,τπq (Reach(⊚)). As π
is live, Proposition 2.28 yields P
σπ ,τ
q (Reach(⊚) ∨ Reach(⊗)) = 1, and thus
vπ(q) = f(0) ≤ limn→∞ f(n) = Pσπ ,τq (Reach(⊚)).
Thus, σπ and τπ are o-optimal, and Lemma 2.33 follows. 
2.2.4 Complexity analysis
Theorem 2.34 The values and optimal strategies of a normalised reahabil-
ity game G = (A,Reach(⊚)) are omputable in time O(|QR|! · (|T | · log |Q|+
|δ|)), where |δ| is the maximal bit-length of a transition probability in δ.
Proof. In the worst ase, Algorithm 2.9 enumerates all the |QR|! permutations
of QR. For eah permutation π, the algorithm omputes the π-regions and
π-strategies (in time O(|T | · log |Q|), see [Cha06℄). It omputes then the
values of the resulting
1
2
-player reahability game (in time O(|Q3R| · |δ|), see
[Dix82℄). The tests for liveness and self-onsisteny an then be performed
in time O(|QR|). Theorem 2.34 follows. 
The number of iterations is similar to what we get with strategy-based
algorithms, but it depends on dierent gures (QR in our algorithm, QE
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and the outdegree of Eve's states in the strategy improvement). This dif-
ferene is interesting when dealing with unbalaned arenas. For example,
Corollary 2.35 presents an extreme ase where our algorithm is polynomial:
Corollary 2.35 For eah k, the values and optimal strategies of a normal-
ized reahability game G = (A,Reach(⊚)) suh that |QR| ≤ k are omputable
in time O(|Q| · |T |+ |δ|), where |δ| is the maximal bit-length of a transition
probability in δ.
The advantage of our algorithm is the simpliity of the internal loop: in
omplexity terms, it is muh simpler to solve reahability games on
1
2
-player
arenas than on 11
2
-player ones; we will see in Chapter 3 that this simpliity
also allows us to adapt our algorithm to a very general lass of winning
onditions.
2.3 Heuristis for permutation algorithms
The theoretial bounds on the number of loops in the permutation algorithm
and the strategy improvement algorithm are dierent, yet similar. However,
an important asset of the strategy improvement is its eieny in pratie.
Although there is no proof for Conjeture 2.20, the study of pratial ases
suggests that the number of iterations is linear in the number of states.
The aim of this setion is to onsider similar heuristis in the update
of permutations. We rst desribe a very natural heuristi (2.3.1), whih
works only for 11
2
-player games (2.3.2). We present then a mixed heuris-
ti, using both our permutation tehniques and the improvement step of
Algorithm 2.3 (2.3.3). The resulting algorithm is orret for all 21
2
-player
reahability games.
2.3.1 Value-based improvement
We rst onsider a very simple heuristi: in eah iteration, the new permuta-
tion is onsistent with the values of the former one. The resulting algorithm
is desribed as Algorithm 2.10.
Notie that at line 2, we require that the hosen permutation is live, as
well as onsistent with the former values. This avoids getting stuk in a
self-onsistent unlive permutation, like the one presented in Figure 2.7. The
until ondition of line 4 an thus only be met by a live and self-onsistent
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Input: a game G = (A,Reach(⊚))
Output: the values of G
repeat1
hoose π live and onsistent with v2
v ← vπ3
until π is onsistent with v4
return v5
Algorithm 2.10: Value-based permutation improvement
permutation, so Algorithm 2.10 returns only orret results. In the ase of
11
2
-player games, suh a hoie is always possible:
Lemma 2.36 Let G = (A,Reach(⊚)) be a 11
2
-player reahability game and
π be a live permutation. There is a live permutation µ onsistent with vπ.
Proof. By appliation of Lemma 2.30 to the
1
2
-player game G = Gσπ , we
an dene a live and self-onsistent permutation µ in G. As G is a 1
2
-player
game, its values do not depend on any strategies, so self-onsisteny in G
translates diretly as onsisteny with vπ. The interpretation of the liveness
property is a little more involved. It guarantees that:
∀i ∈ 1 . . . k, δ(µi)
(⋃
j>i
Wµ[j]
)
> 0 .
However, in general, Wµ[j] 6= Wµ[j]. Rather, we have Wµ[j] = Wπ[π(µj)].
And, as G is an 11
2
-player game, we get Wπ[π(µj)] ⊆ DetE(µj,A). So:⋃
j>i
Wµ[j] =
⋃
j>i
Wπ[π(µj)] ⊆
⋃
j>i
DetE(µj,A) =
⋃
j>i
Wµ[j]
Thus µ is live in the game G, and Lemma 2.36 follows. 
We need then to show that Algorithm 2.10 annot have an endless run.
Again in the ase of 11
2
-player games, Lemma 2.38 shows that the values
omputed through a run are growing, ensuring that eah permutation is
onsidered at most one. We rst need to establish Proposition 2.37:
Proposition 2.37 Let G = (A,Reach(⊚)) be a 11
2
-player reahability game,
π be a live permutation and µ be a live permutation onsistent with vπ. Then,
for any state q ∈ Q, vπ(q) ≤ vπ(µµ(q)).
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Proof. As G is a 11
2
-player game, µ(q) is equal to max{i | q ∈ DetE(µi,A)}.
Sine q ∈ DetE(ππ(q),A), it follows that µ(q) ≥ µ(ππ(q)). By onsisteny of
µ and vπ, we get vπ(µµ(q)) ≥ vπ(µµ(ππ(q))) = vπ(q). Proposition 2.37 follows.

Lemma 2.38 Let G = (A,Reach(⊚)) be a 11
2
-player reahability game, π
be a live permutation and µ be a live permutation onsistent with vπ. Then
vπ ≤ vµ
Proof. For a given initial state q, we dene the funtion f by:
f(n) =
∑
s∈Q
vπ(µµ(s)) · P
σµ
q (ρn = s) .
If s is a state of Eve, the denition of σµ yields vπ(µµ(s)) = vπ(µµ(σµ(s))). If r
is a random state, the situation is more omplex:
vπ(µµ(r)) = vπ(r) as r is a random state
=
∑
s∈Q δ(r)(s)vπ(s) by (2.2)
≤
∑
s∈Q δ(r)(s)vπ[µµ(s)] by Proposition 2.37
We get:
vπ(q) ≤ vπ(µµ(q)) = f(0) ≤ lim
n→∞
f(n) ≤ Pσµq (Reach(⊚)) = vµ(q)
Lemma 2.38 follows. 
Lemmas 2.36 and 2.38 yield Theorem 2.39:
Theorem 2.39 Let G = (A,Reach(⊚)) be a 11
2
-player reahability game.
Algorithm 2.10 terminates, and returns orret values and regions.
Proof. Lemma 2.36 guarantees that the update proess is sound. Lemma 2.33
ensures that Algorithm 2.10 returns only orret values. Lemma 2.38 shows
that the values are growing. Notie that the inequality is not strit: the
values of two suessive permutations an be equal. In this ase, though, the
later is self-onsistent, so Algorithm 2.9 terminates. Theorem 2.39 follows.

We have no proof that the worst ase omplexity of this algorithm is
atually better than the omplexity of Algorithm 2.2. However, we onjeture
that it is atually polynomial:
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Conjeture 2.40 There is a polynomial P suh that a run of Algorithm 2.10
on a 11
2
-player game with n states exeutes at most P (n) loops.
This onjeture is atually equivalent to the lassial onjeture for the
strategy improvement algorithm:
Proposition 2.41 Conjetures 2.19 and 2.40 are equivalent.
Proof. We prove this equivalene by showing that if either onjeture does
not hold, then the other does not hold. In both ases, the proof relies on a
transformation of a ounter-witness game G = (A,Reach(⊚)) into another
game G:
¬2.19 ⇒ ¬2.40: G is a opy of G, exept that eah transition q → s is
replaed by q ↔ r → s, where r is a new random state with equal
hanes to send the token to q and s. The strategies (and their val-
ues) are the same in both games, but in G all of them are permutation
strategies. Likewise, the strategy improvement of Algorithm 2.2 orre-
sponds to the permutation improvement of Algorithm 2.10. Thus, any
run of Algorithm 2.2 on the game G is mathed step-by-step with a run
of Algorithm 2.10 on the game G.
¬2.40 ⇒ ¬2.19: G is a opy of G with shortut transitions: whenever
the player an make two suessive moves in G, e.g. q → r → s with
q, r ∈ QA, there is a diret transition q → s in G. The values of the
permutations are the same in both games. Furthermore, if π an be
transformed in µ in a run of Algorithm 2.10 on G, then any π-strategy
an be transformed into a µ-strategy in a run of Algorithm 2.2 on G.
Thus, any run of Algorithm 2.10 on the game G is mathed step-by-step
with a run of Algorithm 2.2 on the game G.
Proposition 2.41 follows. 
We have shown the orretness of Algorithm 2.10 for 11
2
-player games
with states of Eve. The straightforward adaptation for 11
2
-player games with
states of Adam (11
2
-player safety games) works just as well, and the proofs
require only minor modiations.
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2.3.2 Value-based improvement and 212-player games
The simple heuristi of Algorithm 2.10 does not work in the ase of 21
2
-
player games. The rst problem is that Lemma 2.36 does not hold anymore,
as witnessed by Figure 2.8.
a b
c
.2
.2
.6
.2
.8
.5
.3 .2
Figure 2.8: Unlive values
In this game, a permutation is live if and only it ranks a lower than b.
But, if we start from the live permutation π = cab, a problem arises: Eve
sends the token from # to b, and Adam sends it from 2 to c. The resulting
values are vπ(a) = .4, vπ(b) = .2, and vπ(c) = .6. These values are totally
ordered, and the only onsistent permutation is µ = bac, whih is not live.
This problem ould be irumvented by baktraking to the ase of stop-
ping games, as self-onsisteny guarantees optimality in this ase. This allow
us to lift the liveness restrition in line 2, while guaranteeing the orretness
of the result. This works orretly in the game of Figure 2.8 whih is stop-
ping: as µ is unlive, it is not self-onsistent. Indeed, the orresponding values
are vµ(a) = 0, vµ(b) = .2, and vµ(c) = .54. The only permutation onsistent
with vµ is κ = abc, whih is self-onsistent: vκ(a) = .16, vκ(b) = .2, and
vκ(c) = .6.
However, our proof of Lemma 2.38 annot be adapted, as it relies on a
notion of progress whih does not make sense in 21
2
-player games. Other
invariants ould (and have) been onsidered, but to no avail: one again, we
found a ounter-example, presented in Figure 2.9, where Algorithm 2.10 gets
stuk in an innite yle.
The game of Figure 2.9 is stopping: as long as the token has not reahed
one of the nal states, it is bound to visit again one of the random states;
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a b c
.09 .01
.9
.5.5
.09.01
.9
Figure 2.9: Innite run
and eah of these states has a positive probability to send the token to the
nal states. Thus, the token reahes a nal state with probability one.
In this game, the only self-onsistent permutation is π = abc. The orre-
sponding strategies are # → b and 2 → #, and the values are vπ(a) = .46,
vπ(2) = vπ(#) = vπ(b) = .5, and vπ(c) = .54
But, if we onsider a run where the permutation µ = acb is hosen at the
rst visit to line 2, we get stuk in an innite run:
• The µ-strategies send the token from# to b and from2 to c. The result-
ing values are vµ(a) = .82, vµ(#) = vµ(b) = .5, and vµ(2) = vµ(c) = .9.
When the repeat loop ends, and the modied Algorithm 2.10 goes
bak to line 2, its only hoie is κ = bac.
• The κ-strategies send the token from # to a and from 2 to #. The
resulting values are vκ(2) = vκ(#) = vκ(a) = .1, vκ(b) = .5, and
vκ(c) = .18. When the repeat loop ends, and the modied Algo-
rithm 2.10 goes bak to line 2, its only hoie is µ = acb.
The algorithm osillates endlessly between µ and κ, leading to an innite
run. This prohibits any straightforward adaptation of Algorithm 2.10 to
21
2
-player games.
2.3.3 Mixed improvement
In order to get a working permutation-improvement algorithm for the gen-
eral ase of 21
2
-player games, we need to onsider an asymmetri improvement
CHAPTER 2. REACHABILITY GAMES 44
step, alike to the one used in the strategy improvement algorithm. The idea
is that only Eve uses her π-strategy from (2.2.1), whereas Adam plays an op-
timal ounter-strategy to σπ: instead of using the π-values vπ = vσπ,τπ , we use
vπ = vσπ . Apart from this, Algorithm 2.11 works exatly as Algorithm 2.10
Input: a game G = (A,Reach(⊚))
Output: the values of G
repeat1
hoose π live and onsistent with v2
v← vσπ3
until π is onsistent with v4
return v5
Algorithm 2.11: Mixed permuation improvement
Notie that at the end of the omputation, π is onsistent with vπ, whih
is not self-onsisteny in the sense of Denition 2.26. We need thus to prove
anew that the values returned by Algorithm 2.11 are orret, although the
proof is almost idential to the proof of Lemma 2.33.
Lemma 2.42 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game and
π be a live permutation suh that π is onsistent with vπ. Then vπ are the
values of G.
Proof. As Eve an ensure vπ by playing σπ, we just need to show that
Adam an onne the probability of Reach(⊚) to vπ. In general an optimal
ounter-strategy to σπ is not satisfying in that respet. However, we an use
the π-strategy τπ of Adam, just as in the proof of Lemma 2.33. We x an
initial state q and a positional strategy σ for Eve, and we dene the funtion
f by: f(n) =
∑
s∈Q vπ(s) · P
σ,τπ
q (ρn = s). We have:
• ∀s ∈ QA,vπ(s) = vπ(τπ(s)) by onsisteny of π and vπ
• ∀s ∈ QE ,vπ(s) ≥ vπ(σ(s)) by onsisteny of π and vπ
• ∀r ∈ QR,vπ(r) =
∑
s∈Q δ(r)(s) · vπ(t)
It follows that f is inreasing, so:
vπ(q) = f(0) ≥ lim
n→∞
f(n) ≥ Pσ,τπq (Reach(⊚)) .
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Lemma 2.42 follows. 
Another onsequene of using this notion of π-values is that the loop's
inner omplexity is muh higher: we need to ompute the values of a 11
2
-
player reahability game, instead of a
1
2
-player reahability game. This an
be done by any 11
2
-player game algorithm: strategy improvement, linear
programming, or value-based permutation improvement (Algorithms 2.2, 2.4,
and 2.10).
The remainder of the proof of orretness for Algorithm 2.11 is very lose
to the proof of Algorithm 2.10, with some extra omplexity to aount for the
presene of Adam's states. For starters, the soundness of line 2, is resolved
by Lemma 2.43:
Lemma 2.43 Let G = (A,Reach(⊚)) be a 21
2
-player reahability game and
π be a live permutation. There is a live permutation µ onsistent with vπ.
Proof. By appliation of Lemma 2.30 to the 11
2
-player game G = Gσπ , we an
dene a live and self-onsistent permutation µ in G. By Lemma 2.33, µ is
onsistent with vπ. The liveness of µ in G guarantees that:
∀i ∈ 1 . . . k, δ(µi)
(⋃
j>i
Wµ[j]
)
> 0 .
By denition of the µ-regions in G, ∪j>iWµ[j] is equal toDetE(∪j>i{µj},A
σπ),
whih is a subset of DetE(∪j>i{µj},A) = ∪j>iWµ[j]. Thus µ is live in G, and
Lemma 2.43 follows. 
The absene of yles is proved through a notion of progress:
We need then to show that Algorithm 2.10 annot have an endless run.
Again in the ase of 11
2
-player games, Lemma 2.38 shows that the values
omputed through a run are growing, ensuring that eah permutation is
onsidered at most one. We rst need to establish Proposition 2.44:
Proposition 2.44 Let G = (A,Reach(⊚)) be a reahability game, π be a
live permutation and µ be a live permutation onsistent with vπ. Then, for
any state q ∈ Q, vπ(q) ≤ vπ(µµ(q)).
Proof. By denition, we have (q) = max{i | q ∈ DetE(∪j≥i{µj},Aσπ)},
while µ(q) = max{i | q ∈ DetE(∪j≥i{µj},A)}. Thus, (q) ≤ µ(q). As µ is
onsistent with vσπ , we get:
vσπ(µµ(q)) ≥ vσπ(µ(q)) = vσπ ,µ(q) ≥ vσπ(q) .
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Proposition 2.44 follows. 
Lemma 2.45 Let G = (A,Reach(⊚)) be a reahability game, π be a live
permutation and µ be a live permutation onsistent with vσπ . Then vσπ ≤ vσµ
Proof. We x an initial state q and a strategy τ for Adam, and we dene the
funtion f by f(n) =
∑
s∈Q vσπ(µµ(s)) · P
σµ,τ
q (ρn = s). For a state s of Eve,
we have by denition µ(s) = µ(σµ(s)), so vσπ(µµ(s)) = vσπ(µµ(σµ(s))). For a
state of Adam, we have µ(s) ≤ µ(τ(s)), so the onsisteny of µ and vσπ yields
vσπ(µµ(s)) ≤ vσπ(µµ(τ(s))). For a random random state r, the argument is:
vσπ(µµ(r)) = vσπ(r) as r is a random state
=
∑
s∈Q δ(r)(s)vσπ(s) by (2.1)
≤
∑
s∈Q δ(r)(s)vσπ(µµ(s)) by Proposition 2.44
We get:
vσπ(q) ≤ vσπ(µµ(q)) = f(0) ≤ lim
n→∞
f(n) ≤ Pσµ,τq (Reach(⊚)) = vσµ,τ (q) .
As τ is an arbitrary strategy of Adam, we an onlude that vσπ(q) ≤ vσµ(q),
and Lemma 2.45 follows. 
Lemmas 2.43 and 2.45 yield the orretness of Algorithm 2.11:
Theorem 2.46 Algorithm 2.11 terminates and returns the values of its in-
put.
Proof. Lemma 2.43 guarantees that the update proess is sound. Lemma 2.42
ensures that Algorithm 2.11 returns only orret values. Lemma 2.45 shows
that the values are growing, so there are no innite runs. Theorem 2.46
follows. 
We also onjeture that Algorithm 2.11 is polynomial:
Conjeture 2.47 Algorithm 2.11 runs in polynomial time in the size of its
input.
However, we were only able to establish that this onjeture is stronger
than its equivalent for strategy improvement:
Proposition 2.48 If Conjeture 2.47 holds, then Conjeture 2.20 holds.
Proof. This side of the proof of Proposition 2.41 works just as well in the
ase of 21
2
-player games. 
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2.4 Afterword
We proposed a new approah to the quantitative solution of 21
2
-player reah-
ability games. Our motivation in doing so is twofold.
• First, the omplexity we get is orthogonal with the usual strategy-based
approah: permutation algorithms are xed-parameter tratable when
the parameter is the number of random states in the game, whereas the
omplexity of strategy-improvement algorithms depends on the number
of possible strategies for either player.
• Seond, the removal of the stopping hypothesis makes our approah
muh more exible, as we demonstrate in Chapter 3 by extending a
permutation algorithm for all prex-independent games.
An intriguing question, en route to the huge endeavour of nding a poly-
nomial algorithm omputing the values of 21
2
-player reahability games, is
whether our permutation-improvement algorithm is (strongly) polynomial
on 11
2
-player games.
Chapter 3
Prex-independent onditions
Those who do not remember the past are ondemned to repeat it.
The Life of Reason
George Santayana
After our onsiderations on the most spei ase of reahability games,
we take the opposite diretion in this hapter, and ponder the very general
ase of games with prex-independent winning onditions. A ondition is
prex-independent if adding a nite prex to a play does not hange the
winner. In the even more general ase of prex-losed onditions, adding a
nite prex may hange a play winning for Adam into one winning for Eve,
but not the other way round.
One of the main motivation for studying prex-independent onditions is
that they subsume parity onditions. So, even though not all regular ondi-
tions are prex-independent, our results have diret onsequenes for regular
games. On a veriation point of view, prex-independene orresponds to
ases where loal glithes are tolerated in the beginning of a run, as long as
the speiation is met in the limit, in the spirit of self-stabilising protools.
Finally, one of the most popular payo funtions in eonomi games, the
mean-payo funtion, is also prex-independent.
In Setion 3.1, we study the relations between the dierent winning re-
gions in prex-independent games, while Setion 3.2 uses them from an al-
gorithmi point of view. Setion 3.3 takes on the quantitative problems, and
shows that many results of Chapter 2 arry over to prex-independent games.
48
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3.1 Winning regions
In this setion, we ontemplate the qualitative problems of prex-independent
games from an abstrat point of view, and look for relations between the dif-
ferent qualitative regions. These relations an be sorted in three ategories:
Loose inlusions: Our rst question is whether the three weak re-
gions (heroi, positive, and bounded) and the three strong regions (limit-
one, almost-sure, and sure) really are dierent for prex-independent games.
In safety games, the strong regions are equal [dAHK98℄; in regular games,
the limit-sure and almost-sure regions are equal, but not the sure region
[dAH00℄.
Existential and universal properties: A seond type of properties
relates the emptiness or ompleteness of two dierent regions for the same
player. For example, the universal and existential bounded-limit properties
of prex-independent games [Cha07a℄
1
are:
WinW ,≫0E (A) = Q =⇒Win
W ,∼1
E (A) = Q
WinW ,∼1E (A) = ∅ =⇒Win
W ,≫0
E (A) = ∅
Determinay: Last but not least, determinay properties state that
from any state of the game, either Eve or Adam has a winning strategy
 for dual notions of winning. In 2-player games, there is not muh to
do beyond the pure determinay of Borel games by Martin [Mar75℄. His
quantitative determinay of 21
2
-player games[Mar98℄, however, is not wholly
satisfying: the regionsWinW ,≥.5E (A) and Win
W ,≥.5
A (A) over the whole graph,
but they are not disjoint.
We rst disuss the evolution of values and σ-values in prex-independent
games (3.1.1). This prompts us to dene reset strategies, a onstrution
whih builds onditional almost-sure strategies (3.1.2). In partiular, we use
them to prove: that positive and bounded regions, limit-one and almost-
sure regions, are equal in prex-independent games; universal and existential
positive-almost properties for prex-independent games; and the qualitative
determinay of prex-independent games (3.1.3).
1
It is alled a positive-limit property in the paper, but depends on the existene of a
state with positive value: this is a bounded state, aording to [dAH00℄'s taxonomy.
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3.1.1 Values and σ-values
In prex-independent games, as in reahability games, the value of a prex
is the value of its last state. We an thus use strategy translations to derive
the value of a state from its owner and the value of its suessors:
∀q ∈ QE ,v(q) = max{v(s) | (q, s) ∈ T }
∀q ∈ QA,v(q) = min{v(s) | (q, s) ∈ T } (3.1)
∀q ∈ QR,v(q) =
∑
(q,s)∈T
δ(q)(s) · v(s)
However, there is no target state, whose value is xed to one, nor a
notion of stopping games, with a unique solution to (3.1). This system is
thus insuient to the task of omputing the values. Still, it yields Proposi-
tion 3.1:
Proposition 3.1 Let A be an arena, and W a prex-losed winning ondi-
tion. The region WinW ,∼1A (A)  the region with value 0  is a trap for Eve,
and the WinW ,∼1E (A)  the region with value 1  is a trap for Adam.
If pure and positional strategies were suient for prex-independent
games, we ould use similar equations for the values of the strategies. As
this is not the ase, we have to satisfy ourselves with innite systems on the
σ-values of the prexes onsistent with a pure2 strategy σ:
Denition 3.2 The σ-value of a nite play w onsistent with a pure strategy
σ for Eve is the inmum of the {σ, τ}-values under the assumptions that w
is a prex of the ensuing play:
vσ(w) = inf
τ
P
σ,τ
w0
(W | ρ0 = w0, ρ1 = w1, . . .) .
We an derive an innite system of equations on the σ-values:
2
Most of the results on σ-values and reset strategies ould be adapted for semi-
randomised strategies  with some extra aution. However, they are useless for strategies
with random memory.
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if q ∈ QE , vσ(wq) = vσ(wq · σ(wq))
if q ∈ QA, vσ(wq) = min{vσ(wqs) | (q, s) ∈ T } (3.2)
if q ∈ QR, vσ(wq) =
∑
(q,s)∈T
δ(q)(s) · vσ(wqs)
Using σ-values, we an give an eduated opinion on the outome on the
play. In partiular, for any positive real number η < 1, we dene:
Lη = {ρ ∈ Ω
σ | ∃i, vσ(ρ0 . . . ρi) ≤ η} .
Proposition 3.3 Let q be a state of Q, τ be a strategy for Adam, and η <
ν ≤ vσ(q) be two positive real numbers. We have:
P
σ,τ
q (Lη) ≤
1− ν
1− η
.
Proof. For any nite play u suh that vσ(u) ≤ η, we dene a strategy τu suh
that vσ,τu(u) ≤ η. Consider now the strategy θ, dened by:
• if for any prex u of x, vσ(u) > η, θ(x) = τ(x);
• if u is the shortest prex of x suh that v(u) ≤ η, θ(x) = τu(x).
It is lear that P
σ,τ
q (Lη) = P
σ,θ
q (Lη), and that P
σ,θ
q (W | Lη) ≤ η. As P
σ,θ
q (W) ≥
ν, we get:
ν ≤ η · Pσ,τq (Lη) + (1− P
σ,τ
q (Lη)) .
Proposition 3.3 follows. 
Proposition 3.4 Let q be a state of Q, τ be a strategy for Adam, and η be
a positive real number. We have:
P
σ,τ
q (W | ¬Lη) = 1 .
Proof. For any integer n, we dene the funtion ϕn, from Ω
σ,τ
q to [0, 1] by
ϕn(ρ) = vσ,τ (ρ0 . . . ρn). By Levy's law [Dur96℄,
P
σ,τ
q ( lim
n→∞
E
σ,τ
q ϕn = 1W) = 1 .
Now, if ρ 2 Lη, we get,
∀n, ϕn(ρ) = vσ,τ (ρ0 . . . ρn) ≥ vσ(ρ0 . . . ρn ≥ η ,
so limn→∞ ϕn(ρ) 6= 0, Pσ,τq (W | ¬Lη) = 1, and Proposition 3.4 follows. 
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3.1.2 Reset strategies
This suggests a way to improve a pure strategy with a reset proedure for
a given η: if the value of the prex drops below η, while the value of the
urrent state is stritly greater than η, it is a better idea to forget the past
and restart with a lean slate.
Denition 3.5 The reset strategy of σ with respet to η, denoted by σ↓η, is
a strategy with memory, whose memory states are plays of A onsistent with
σ. Its memory-update and next-move funtion are dened as follows:
σn↓η(w, q) =
{
σ(q) if vσ(wq) ≤ η ∧ vσ(q) > η
σ(wq) otherwise
σu↓η(w, q) =
{
q if vσ(wq) ≤ η ∧ vσ(q) > η
wq otherwise
We dene some shorthand notation to simplify the manipulation of reset-
related events:
Riη = {ρ ∈ Ω
σ↓η | there are i resets in ρ} ,
R∞η =
⋂
i∈N
Riη .
Proposition 3.6 Let q be a state of Q and τ be a strategy for Adam. We
have:
P
σ↓η ,τ
q (R
∞
η ) = 0 .
Proof. Let ν = min{vσ(s) | s ∈ Q∧ vσ(s) > η}. The key observation is that:
∀i,P
σ↓η ,τ
q (R
i+1
η | R
i
η) ≤
1− ν
1− η
. (3.3)
Indeed, after the ith reset, the token is in a state whose σ-value is greater
than η (and thus greater or equal than ν), and Eve plays σ as if the play
just started. Thus, by Proposition 3.3, the probability that the σ-value of
the nite play in memory will ever drop below η is at most 1−ν
1−η , and (3.3)
follows. This ompletes the proof of Proposition 3.6.

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Proposition 3.7 Let q be a state of Q, and τ be a strategy for Adam. We
have:
P
σ↓η ,τ
q (W | ∃i, ∀j ≥ i, vσ(ρj) > η) = 1 .
Proof. By Proposition 3.6, P
σ↓η ,τ
q (R∞η ) = 0, so we an
3
onsider only the
plays with a nite number of resets. Let us onsider the nal memory
after the play: it is a play onsistent with σ whih does not verify Lη. By
Proposition 3.4 it is winning for Eve with probability one, and Proposition 3.7
follows from the fat that W is prex-independent.

3.1.3 Links
We an now use reset strategies in order to expose several links between the
dierent notions of winning for prex-independent games. Our rst result is
that, in prex-independent games, there is no need to distinguish between
positive and bounded regions, nor between limit-one and almost-sure regions:
Theorem 3.8 Let A be an arena, and W a prex-independent winning on-
dition. We have:
WinW ,∼1E (A) = Win
W ,1
E (A)
WinW , >0E (A) = Win
W ,≫0
E (A)
Proof. Let us start with the proof of WinW ,∼1E (A) = Win
W ,1
E (A). We hoose
a real number η suh that ∀q /∈WinW ,∼1E (A), v(q) < η < 1 and a strategy σ
suh that ∀q ∈ WinW ,∼1E (A), vσ(q) > η. The proof onsists then in showing
that σ↓η is almost-sure in Win
W ,∼1
E (A). By Proposition 3.1, neither Adam
nor Random an leave WinW ,∼1E (A), and by Denition 3.5, Eve does not:
she ould leave only if the value of the prex was below η, and she would
sooner reset her memory. So, for any play ρ starting in WinW ,∼1E (A) and
onsistent with σ↓η, ∀i, vσ(ρi) > η, and by Proposition 3.7, P
σ↓η ,τ
q (W) = 1.
The seond equation, WinW , >0E (A) = Win
W ,≫0
E (A) follows from the rst
applied to Adam, as ¬W also is prex-independent:
WinW ,≫0E (A) = Q \Win
W ,∼1
A (A) = Q \Win
W ,1
A (A) ⊇Win
W , >0
E (A)
3
Yes we an!
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
Theorem 3.8 does not hold for games with ontext-free onditions, innite
arenas, or onurrent moves: in eah of the three games of Figure 3.1, the
value of the initial state is 1, yet Eve has no almost-sure strategy.
a
b b
W = anbn⊚
(a) Context-free ondition
1|1
0|0
0|1
1|0
W = Reach⊚
(b) Conurrent moves
· · · · · ·
.2
.8
.2
.8
.2
.8
W = Avoid⊗
() Innite arena
Figure 3.1: Limit-one is not almost-sure
Our seond result is the positive-almost property of prex-independent
games.
Theorem 3.9 (Positive-almost property) Let A be an arena, and W a
prex-independent winning ondition. We have:
WinW , >0E (A) = Q =⇒ Win
W ,1
E = Q
WinW , >0E (A) 6= ∅ =⇒ Win
W ,1
E 6= ∅
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Proof. By Theorem 3.8, WinW , >0E (A) = Q ⇒ Win
W ,≫0
E (A) = Q. As Q is
nite, we an hoose a real number ν suh that ∀q ∈ Q, ν < v(q), and a
strategy σ suh that ∀q ∈ Q, vσ(q) > ν. Let η be a real number suh that
η < ν. For any play ρ of A, ∀i, vσ(ρi) > η, so Proposition 3.7 yields the
almost sureness of σ↓η.
The seond equation follows from the rst and Theorem 3.8 to Adam:
WinW , >0E (A) 6= ∅ =⇒ Win
W ,1
A (A) 6= Q
=⇒ WinW , >0A (A) 6= Q
=⇒ WinW ,≫0A (A) 6= Q
=⇒ WinW ,∼1E (A) 6= ∅
=⇒ WinW ,1E (A) 6= ∅
This onludes the proof of Theorem 3.9. 
Although the formal prof is out of the sope of this work, Proposition 3.7
and a large part of the proof of Theorem 3.9 hold in the more general ase of
onurrent prex-losed games. Theorem 3.8 does not, so the proof annot be
fully translated. Indeed, the games of Figure 3.1 are also ounter-examples
for Theorem 3.9. Still, we ould derive a universal bounded-almost property
and an existential positive-limit property for these games:
Claim 3.10 Let A be a onurrent arena, and W a prex-losed winning
ondition. We have:
WinW ,≫0E (A) = Q =⇒ Win
W ,1
E (A) = Q
WinW , >0A (A) 6= ∅ =⇒ Win
W ,∼1
A (A) 6= ∅
Last, but not least of our triptyh is Theorem 3.11, whih extends quan-
titative determinay for prex-independent games:
Theorem 3.11 (Qualitative determinay) Let G = (A,W) be a prex-
independent 21
2
-player game. We have:
WinW , >0E (A) ∪Win
W ,1
A (A) = Q
WinW ,1E (A) ∪Win
W , >0
A (A) = Q
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Proof. Theorem 3.11 follows diretly from Theorem 3.8 and the quantitative
determinay of Borel games. 
By ontrast with Theorem 3.8, we were not able to nd ounter-examples
for natural extensions of Theorem 3.11. In partiular, the three games of
Figure 3.1 are qualitatively determined, and the qualitative determinay of
all Blakwell games is still an open problem.
3.2 Fix-points algorithms
We onsider now the problems from an algorithmi point of view, and show
how we an use some algorithms as reursive proedures in others. We on-
sider rst prex-losed games, and introdue the notion of partial algorithm,
whih unies some lassial proof tehniques used as muh in pure games
[Zie98, JPZ06, Hor07b℄ as in stohasti games [CdAH04, Hor07a℄ (3.2.1).
In prex-independent games, almost-sure algorithms are partial algorithms,
whih yields several results on the omplexity of almost-sure and positive
problems, as well as almost-sure and positive strategies.
3.2.1 Partial algorithms
In prex-losed games, if Eve has a positive strategy from one state, her
attrator to this state also belongs to her positive region. This is very use-
full from an algorithmi point of view, sine the remainder of the arena is
a stritly smaller sub-arena, whih allows reursive omputations. Partial
algorithms are orales tailored speially to take advantage of this:
Denition 3.12 A partial algorithm of Eve for a prex-independent ondi-
tion W over C takes as argument an arena over C, and returns a region X
suh that:
• X ⊆WinW , >0E (A);
• X = ∅ ⇐⇒WinW , >0E (A) = ∅.
Algorithm 3.1 uses a partial algorithm for W-games as a parameter, and
takes a W-game as input. It returns the positive region of Eve, and the
almost-sure region of Adam.
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Parameter: A partial algorithm partial for W-games
Input: A game G = (A,W)
Output: (WinW , >0E (A),Win
W ,1
A (A))
WE = ∅;1
B = A;2
while partial(B,W) 6= ∅ do3
WE ←WE ∪AttrE(partial(B),B);4
B ← B \ AttrE(partial(B),B);5
end6
return (WE ,B)7
Algorithm 3.1: Fix-point algorithm
We an dene a positive strategy σ for Eve based on a run of Algo-
rithm 3.2: in the ith iteration, we denote the region WinW ,1E (B) by Xi,
an almost-sure strategy for Eve from Xi in (B,W) by σi, and the region
AttrE(Xi,B) \Xi by Yi. The strategy σ uses a top-level memory whih tells
what is the lowest (i.e. earliest) i for whih the token has already visited Xi,
and plays aording to σi, unless
• either the token is in a region Yj with j < i: Eve plays her attrator
to Xj ∪∪ℓ<j(Xℓ ∪ Yℓ) and resets  at eah step  her memory to the
initial memory state of σi;
• or the token is in a region Xj with j < i: Eve swithes her top-level
memory to j (and starts playing aording to σj).
Notie that partial algorithms an also be used in 2-player games, to
ompute the (sure) regions of the players. In terms of omplexity, the Algo-
rithm 3.1 requires only the omputation of |Q| attrators and partial algo-
rithms:
Lemma 3.13 Let W be a prex-losed winning ondition on C. If there is
a partial algorithm of Eve for W-games whose time omplexity on an arena
A on C is t(A) then Algorithm 3.1 omputes the positive winning region of
Eve (and thus the almost-sure region of Adam) in time |Q| · (|T |+ t(A)).
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3.2.2 Swithing algorithm
In prex-independent games almost-sure algorithms are partial algorithms:
it is lear that the almost-sure region of Eve is a subset of her positive region,
and by the positive-almost property (Theorem 3.9, page 54), the former is
empty if and only if the latter is. The xpoint algorithm transforms then
any almost-sure algorithm into a positive algorithm. Notie that ¬W is
prex-independent, so we an also transform a positive algorithm into an
almost-sure algorithm: hene the name swithing algorithm.
Parameter: An algorithm omputing (WinW,1E ,Win
W, >0
A )
Input: A game G = (A,W)
Output: (WinW , >0E (A),Win
W ,1
A (A))
WE = ∅;1
B = A;2
while WinW ,1E (B) 6= ∅ do3
WE ←WE ∪AttrE(Win
W ,1
E (B),B);4
B ← B \ AttrE(Win
W ,1
E (B),B);5
end6
return (WE ,B)7
Algorithm 3.2: Swithing algorithm
Theorem 3.14 follows diretly from Lemma 3.13:
Theorem 3.14 Let W be a prex-independent winning ondition on C. If,
for any arena A on C, we an ompute WinW ,1E (A) (and Win
W , >0
A (A)) in
time t(A), then we an ompute WinW , >0E (A) (and Win
W ,1
A (A)) in time |Q| ·
(|T |+ t(A)).
Another onsequene of the swithing algorithm is that positive strategies
require no more memory than almost-sure strategies. We dene rst the
onept of residually almost-sure strategies:
Denition 3.15 A strategy with memory is said to be residually almost sure
if and only if for any state q and memory state m, vσ(q,m) = 1.
Lemma 3.16 In any prex-independent game G, if there is a pure (resp.
semi-randomised, resp. randomised) almost-sure strategy with memory Υ,
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there is a pure (resp. semi-randomised, resp. randomised) residually almost-
sure strategy with memory Υ.
Proof. Let σ be a almost-sure strategy with memory. We build the residually
almost-sure strategy ς on the same memory states. For any state q and
memory state m, we have:
• if there is a state q0 and a strategy τ suh that P
σ,τ
q0
(Reach(q,m)) > 0,
ς(q,m) = σ(q,m);
• otherwise, ς(q,m) = σ(q,m0).
If σ is pure or semi-randomised, it is lear for any state q and memory statem,
(q,m) is reahable implies vσ(q,m) = 1, as Adam ould monitor the memory
and start playing a ounter-strategy when the value drops below one. If σ is
a strategy with random memory, all he ould do would be to try a prex and
guess Eve's memory, but this is enough to guarantee a positive probability
of winning. Notie that this onstrution ould be done for bounded pure
and semi-randomised strategies, but not for bounded strategies with random
memory. 
Residually almost-sure strategies an then be used as omponents for a
positive strategy on WinW , >0E (A):
Theorem 3.17 If there are almost-sure strategies with memory at most Υ,
there are bounded strategies with memory at most Υ.
Proof. By ontrast with the prex-losed ase, there is no need to remember
the smallest i suh that Xi has been visited: the omposition of residually
almost-sure and attrator strategies is solely spatial:
• if q belongs to Xi, σ(q,m) = σi(q,m);
• if q belongs to Yi, σ(q,m) = (
−→aE(Xi ∪
⋃
ℓ<j(Xℓ ∪ Yℓ))(q), m).

3.3 Values and optimal strategies
The values of prex-independent games G = (A,W) are usually omputed
by hybrid algorithms, whih merge a qualitative algorithm forW-games with
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a quantitative algorithm for reahability games. For example, one an guess
the values of the states, and use a qualitative algorithm to hek neessary
and suient onditions on the value regions: see [CdAH05℄ for Rabin and
Streett games, [Cha07℄ for Muller games, and [CHH08℄ for nitary games.
It is also possible to adapt the strategy improvement algorithm when one of
the players has positional strategies: see [CJH04℄ for parity, and [CH06b℄ for
Rabin games. Finally, the problem of prex-independent 11
2
-player games
an be solved by omputing rst the almost-sure region, and then the values
of the reahability game to this region [Cha07a℄.
We use our permutation algorithm as an universal onverter: from an
almost-sure algorithm for W-games, we derive a meta-algorithm omputing
the values. As a matter of fat, the resulting algorithm is exeedingly lose
to the permutation algorithm for reahability games. The only dierene is
in the omputation of the regions: instead of using deterministi attrators,
Proedure Metaregion(G, π) omputes almost-sure winning regions. Apart
from that, Algorithm 3.3 is a arbon opy of Algorithm 2.9.
Input: A prex-independent game G
Output: A partition of Q and the orresponding values
forall π ∈ Sk do1
W ← Metaregions(G, π)2
v ← Values(G, π,W)3
self← Consistent(π, v)4
live← Live(G, π,W)5
if (live ∧ self) then6
return (W, v)7
end8
end9
Algorithm 3.3: Permutation Algorithm for prex-independent games
All the π-onepts of Setion 2.2 an be adapted for prex-independent
onditions, most of the time with only minute dierenes. However, the in-
tuitions behind these onepts are gone: regions an be empty, π-values may
be dierent from the values of the π-strategies, and so forth. So, although
regions, strategies, and values are dened for any permutation (3.3.1), they
do not make muh sense in general. On the other hand, the key properties of
live and/or self-onsistent permutations still hold mutatis mutandis (3.3.2).
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We use them to prove the orretness of Algorithm 3.3, and study its om-
plexity (3.3.3). A diret onsequene is that optimal strategies need exatly
as muh memory as almost-sure strategies (3.3.4).
3.3.1 π-onepts for prex independent onditions
As in the ase of 21
2
-player reahability games, our rst step is to normalise
the games we onsider, by merging all the states of WinW ,1A (A) into the sink
state ⊗, and all the states ofWinW ,1E (A) into the target state ⊚. The winning
onditionW is modied aordingly: Reach⊚ =⇒W and Reach⊗ =⇒ ¬W.
The denition of the π-regions is also lose to the ase of reahability
games:
• Wπ[k + 1] = {⊚}
• Wπ[i] = Win
W∨Reach(∪j≥i{πj}),1
E (A) \ ∪j>iWπ[j]
• Wπ[0] = {⊗}
Input: A prex-independent game G and a permutation π
Output: The π-regions of G
W [k + 1]← {⊚}1
W [0]← {⊗}2
for (i = 1, i ≤ k, i++) do3
W [i]←Win
W∨Reach(∪j≥i{πj}),1
E (A) \ ∪j>iWπ[j]4
end5
return W6
Proedure Metaregions(G, π)
However, we need to ompute an almost-sure region, in lieu of a deter-
ministi attrator: a random state πi may thus belong to a regionWπ[j] with
i < j (but not i > j). In this ase, the region Wπ[i] is empty.
Eve's π-strategy σπ is a spatial ombination of residually almost-sure
strategies: in Wπ[i], she plays a residually almost-sure strategy with respet
to the objetive W ∨ Reach(∪j≥i{πj}).
Adam's π-strategy τπ is a spatial ombination of reset strategies: inWπ[i],
he plays a bounded strategy of value 1 − η with respet to the objetive
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W ∨ Reach(∪j≥i{πj})), whih is reset when the value of the prex limbs
above 1 − η
2
. By Proposition 3.7, if any region is visited innitely often,
Adam wins with probability one, and Proposition 3.18 follows:
Proposition 3.18 Let π be a permutation, and τπ be the orresponding π-
strategy for Adam. For any initial state q and strategy σ of Eve, we have:
P
σ,τπ
q (¬W ∨Reach⊚) = 1
The vetor of π-values for the states of QR is omputed from the
1
2
-player
reahability game G
π
dened as follows:
• Q = QR ∪ {⊗} ∪ {⊚}
• d(πi)(⊗) = δ(πi)(⊗)
• d(πi)(⊚) = δ(πi)(⊚)
• d(πi)(πj) = δ(πi)(Wπ[j])
For any 1 ≤ i ≤ k, vπ[i] is the value of πi in G
π
. The assoiated values
for the states are dened by: q ∈ Wπ[i] ⇒ vπ(q) = vπ[i]. Notie that if
πi ∈ Wπ[j], vπ(πi) = vπ[j], and not neessarily vπ(πi) = vπ[i]. By ontrast
with the ase of reahability game, it is not true in general that vπ = vσπ ,τπ .
3.3.2 Liveness and self-onsisteny
The notions of (self-)onsisteny and liveness need no tinkering from reaha-
bility: Denitions 3.19, 3.21, and 3.23 are arbon opies of Denitions 2.27,
2.25, and 2.26. In the same way, we prove equivalents of the key properties:
Propositions 3.20 and 3.22 replae Propositions 2.28 and 2.31. An extra
proposition, Proposition 3.24, deals with displaed random states.
Denition 3.19 A permutation π over the set QR is live if and only if for
any 1 ≤ i ≤ k, δ(πi)(∪j>iWπ[j]) > 0.
Proposition 3.20 Let π be a live permutation, and σπ be the orresponding
π-strategy for Eve. For any strategy τ of Adam, we have:
P
σπ ,τ
q (W ∨ Reach⊗) = 1
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Proof. Let q be a state of Q, τ be a strategy for Adam, and Stuck(i) be the
event Inf(ρ)∩Wπ[i] 6= ∅∧ Inf(ρ)∩{πi, . . . , πk} = ∅. By denition of σπ, for
any 1 ≤ i ≤ k, we have Pσπ,τq (Stuck(i)∧¬W) = 0. By the liveness property,
for any 1 ≤ i ≤ k, we have Pσπ ,τq (πi ∈ Inf(ρ) ∧ Inf(ρ) ∩ ∪j>iWπ[j] = ∅) = 0.
Proposition 3.20 follows. 
Denition 3.21 A permutation π is onsistent with a set of values v if and
only if for any two states πi and πj in QR, i < j ⇒ v(πi) ≤ v(πj).
Proposition 3.22 There is a live permutation onsistent with the values of
G.
Proof. The permutation is hosen starting from πk, and going down to π1.
At eah step, the state πi is hosen among the ones suh that:
• v(πi) = max{v(q) | q ∈ QR \ {πi+1, . . . , πk}}
• δ(πi)(∪j>iWπ[i]) > 0
There is always suh a state: otherwise, the set X of states whose value is
maximal in Q \ ∪j>iWπ[j] would be a trap for Adam, and the states of X
have value 1, in ontradition with the normalised hypothesis. 
Denition 3.23 A permutation π is self-onsistent if and only if it is on-
sistent with vπ: for any two states πi and πj in QR, i < j ⇒ vπ[i] ≤ vπ[j].
Proposition 3.24 Let π be a self-onsistent permutation, and i and j be
two integers suh that i < j and πi ∈ Wπ[j]. Then for all ℓ suh that
δ(πi)(Wπ[ℓ]) > 0, vπ[i] = vπ[j] = vπ[ℓ].
Proof. As πi ∈ Wπ[j], δ(πi)(Wπ[ℓ]) > 0 ⇒ ℓ ≥ j. By self-onsisteny,
ℓ ≥ j ⇒ vπ[ℓ] ≥ vπ[j], so vπ[i] ≥ vπ[j]. But, again by self-onsisteny,
vπ[i] ≤ vπ[j]. So vπ[i] = vπ[j], and, δ(πi)(Wπ[ℓ]) > 0 ⇒ vπ[i] = vπ[ℓ].
Proposition 3.24 follows. 
3.3.3 Corretness of Algorithm 3.3
Now that all the piees are there, we an proeed to the main theorem:
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Theorem 3.25 Let G = (A,W) be a prex-independent game. A run of
Algorithm 3.3 on G terminates and returns the values of the states.
Proof. Theorem 3.25 is proved as Theorem 2.29, by two independent lemmas:
• there is a live and self-onsistent permutation (Lemma 3.26);
• if a permutation π is live and self-onsistent, then vπ are the optimal
values for the regions Wπ (Lemma 3.27).

Lemma 3.26 There is a live and self-onsistent permutation.
Proof. The rst part of this proof was to show that there is a live permutation
π onsistent with the values of the game (Proposition 3.22). The point is
now to prove that the π-values are the values of G. These values are onstant
over the π-regions:
q ∈WinW∨Reach X,1E (A)⇒ v(q) ≥ min{v(q) | q ∈ X}
q /∈WinW∨Reach X,1E (A)⇒ v(q) ≤ max{v(r) | r ∈ QR \X}
Thus, the relations between the values of the π-regions whih follow from
(3.1) are exatly the relations between the values of the states in G
π
. So
v = vπ, and Lemma 3.26 follows. 
Lemma 3.27 If π is a live and self-onsistent permutation, then the π-
strategies are optimal and vπ = v.
Proof. We x an initial state q and prove independently that vσπ(q) ≥ vπ(q)
and vτπ(q) ≤ vπ(q). Let τ be a strategy for Adam. We dene an expeted
π-value funtion f by f(n) =
∑
s∈Q vπ(s) · P
σπ ,τ
q (ρn = s). This funtion is
waxing:
• a move of Eve onsistent with σπ remains in the same π-region;
• a move of Adam sends the token to a state with greater or equal π-value
(self-onsisteny);
• the value of a random state πi suh that πi ∈Wπ[i] is the average value
of its suessors;
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• a random state πi suh that πi ∈Wπ[j] and i < j sends the token to a
state with equal π-value (Proposition 3.24).
Thus, f(n) ≤ f(n + 1). Furthermore, as f(n) ≤ 1 − Pσπ ,τq (ρn = ⊗), we
get lim f(n) ≤ 1 − Pσπ ,τq (Reach⊗). By Proposition 3.20, P
σ,τπ
q (Reach⊗) =
1− vσπ ,τ(q), so vπ(q) = f(0) ≤ limn→∞ f(n) ≤ vσπ ,τ (q). As τ is an arbitrary
strategy for Adam, we get vσπ ≥ vπ.
Likewise, for a strategy σ for Eve, we dene the funtion g by g(n) =∑
s∈Q vπ(s) · P
σ,τπ
q (ρn = s). This funtion is waning:
• a move of Eve sends the token to a state with lower or equal π-value
(self-onsisteny);
• a move of Adam onsistent with τπ remains in the same π-region;
• the value of a random state πi suh that πi ∈Wπ[i] is the average value
of its suessors;
• a random state πi suh that πi ∈Wπ[j] and i < j sends the token to a
state with equal π-value (Proposition 3.24).
Thus, g(n) ≥ g(n + 1). Furthermore, as g(n) ≥ Pσ,τπq (ρn = ⊚), we get
lim g(n) ≥ Pσ,τπq (Reach⊚). By Proposition 3.18, P
σ,τπ
q (Reach⊚) = vσ,τπ(q),
so vπ(q) = g(0) ≥ limn→∞ g(n) ≥ vσ,τπ(q). As σ is an arbitrary strategy for
Eve, we get vτπ ≤ vπ.
It follows that vσπ = vτπ = vπ, so σπ and τπ are optimal strategies, and
vπ = v. This onludes the proof of Lemma 3.27. 
Theorems 3.28 and 3.29 are diret onsequenes of Theorem 3.25:
Theorem 3.28 Let G be a prex-independent game. If there is an algorithm
omputing the almost-sure region of Eve in time t(G), then Algorithm 3.3
omputes the values of G in time |QR + 1|! · (|δ|+ t(G)).
Proof. In Proedure Metaregions, the time-onsuming operations are the
omputation of the almost-sure regions (in time t(G)) and the omputation
of the attrator (in time |δ|). Eah is done |sr| times in eah all, and
in the worst ase, Algorithm 3.3 alls Proedure Metaregions |QR|! times.
Theorem 3.28 follows. 
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Theorem 3.29 Let W be a lass of prex-independent winning onditions.
If the qualitative problems of W-games belong to the omplexity lass K, then
the quantitative problems belong to the lasses NP
K
and o-NP
K
.
Proof. There is a non-deterministi variant of Algorithm 3.3 whih guesses
the orret permutation instead of searhing for it. The veriation an then
be done in polynomial time with |QR| alls to a K-orale. 
3.3.4 Optimal strategies
One of the assets of Algorithm 3.3 is that we an derive optimal strategies
from a live and self-onsistent permutation, so Theorem 3.30 follows from
Lemma 3.27:
Theorem 3.30 Prex-independent games are optimally determined.
Furthermore, the strategy σπ is dened as a spatial omposition of resid-
ually almost-sure strategies, and does not use more memory than its ompo-
nents:
Theorem 3.31 Let W be a prex-independent winning ondition. If Eve
has pure (resp. semi-randomised, randomised) qualitative strategies with -
nite memory Υ, she has pure (resp. semi-randomised, randomised) optimal
strategies with nite memory Υ.
Notie that Theorem 3.31 does not hold without the hypothesis thatW is
prex-independent, even for regular winning onditions: a ounter-example
is the weak parity game of Figure 3.2.
1
2
3
.5
.5
Figure 3.2: Optimal strategies require memory in weak parity games
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In this game, the value of the initial state is .5: if Eve sends the token
one to the left, and then always to the right, the lowest ourring olour
has equal hanes to be 1 or 2. However, this value annot be ahieved by
means of a positional strategy:
• if Eve has a positive probability to send the token to the left, the lowest
ourring olour is almost surely 1;
• if Eve never sends the token to the right, the lowest ourring olour
is surely 3.
There are positional almost-sure winning strategies for both players in 21
2
-
player weak parity games [GZ05℄. Optimal strategies for weak parity games
with d olours may require up to d − 1 memory states, even in 11
2
-player
games.
3.4 Valedition
We showed that prex-independent games are optimally determined, and
provided a general algorithm omputing the values of any prex-independent
games with a single non-deterministi guess and a qualitative algorithm.
The determinay result is very sensitive to eah of our hypotheses, as
demonstrated by Figure 3.1. However, the quantitative determinay of Borel
games may still be extended, by the qualitative determinay to begin with,
and by similar questions for arbitrary values.
Chapter 4
Muller Games
You an't have a strategy against telepaths: you have to at randomly. You
have to not know what you're going to do next. You have to shut your eyes
and run blindly. The problem is: how an you randomise your strategy, yet
move purposefully towards your goal?
Solar Lottery
Philip K. Dik
With this hapter, we go bak to the origins of innite games: Churh's
original synthesis problem amounts to solving Muller games. Muller games
subsume the other lassial normal forms of regular games suh as parity,
Rabin, and Streett games.
The Muller ondition is prex-independent, so they provide us with an
appliation of the results of Chapter 3.
We apply our results on prex-independent onditions to the setting of
Muller games, where the winner depends only on the states that are visited
innitely often. They subsumes other lassial normal forms of regular games
suh as parity, Rabin, and Streett games
The qualitative problems of Muller games an usually
1
be solved in poly-
nomial spae [MN93, NRY96℄. However, this omplexity is not neessarily
tight, depending on how the winning ondition is represented. As in Chap-
ter 2, we present in Figure 4.1 an example of Muller game to demonstrate
several interesting notions.
1
As long as deiding the winner of a limit set is in PSPACE.
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c
d
a
b
a
b
c
b
e
c
e
F = {{a, b, c, d}, {a, b, c}, {a, b}, {b, c, d, e}, {b, c, e}, {b, d, e}, {c, d, e}, {e}}
Figure 4.1: Muller game example: the game G = (A,F)
We rst present, in Setion 4.1, a polynomial algorithm for the qualita-
tive problems of expliit Muller games. Setion 4.2 desribes the notion of
Zielonka tree of a oloured Muller ondition, and shows how to use it to de-
ne a redution to parity onditions. This tree is again entral in Setion 4.3,
whih denes a reursive PSPACE algorithm for 21
2
-player Muller games. The
analysis of this algorithm also provide upper bounds in memory for pure as
well as randomised strategies. We use then the Zielonka DAG in Setion 4.4
to show that these bounds are tight.
4.1 Expliit games
Our rst result about Muller games is a polynomial algorithm omputing
the winning regions of expliit Muller games. The expliit representation of
a Muller ondition F onsists simply in the sequene F1 · · ·Fℓ of all the sets
in F . Notie that this denition preludes the use of a (non-trivial) olouring
funtion: the winner problem of oloured Muller games, whih we study in
the next setions, is PSPACE-omplete.
We introdue the notions of semi-alternation and sensibleness for expliit
Muller games, and show that any expliit game an be translated in poly-
nomial time into a semi-alternating and sensible game (4.1.1). We use then
these notions to desribe a polynomial algorithm for expliit Muller games
(4.1.2).
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4.1.1 Normal form
We rst dene three properties of expliit Muller games. A game is:
1. semi-alternating if there is no transition between two states of Adam
(but there an be one between two states of Eve);
2. sensible if eah set in F is an end-omponent of A;
3. ordered for inlusion if i < j ⇒ Fi + Fj.
Our algorithm for expliit Muller games, Algorithm 4.1, relies on the fat
that its input satises these three properties. However, this does not restrit
the generality of our result, sine any expliit Muller game an be transformed
in polynomial time into an equivalent semi-alternating, sensible, and ordered
game of polynomial size. The semi-alternation transformation onsists in
replaing eah state q ∈ QA of Adam by a pair of states r ∈ QE , s ∈ QA,
as in Figure 4.2. Eah set ontaining q in the winning ondition is modied
aordingly: F ← (λq.(r, s))F . This is where the lassial alternation trans-
formation fails: adding a state to eah transition leads to an exponential
blow-up in the size of the winning ondition.
q
(a) Original arena
r s
(b) Semi-alternating arena
Figure 4.2: Semi-alternating arena onstrution
A game an be made sensible by removing from F all the sets that are
not end-omponents of A: by Lemma 1.3, whatever the strategies of Eve and
Adam, the limit of the play is an end-omponent with probability one. This
modiation is thus transparent with respet to stohasti onepts the
sure and heroi regions do hange, however. Finally, ordering the sets for
inlusion an be done in quadrati time.
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The games of the form (A, {Q}), where Eve wins if and only if the token
visits all the states innitely often, play an important part in our solution to
expliit Muller games. These games, whih have also been studied in routing
problems [DK00, IK02℄, are easy to solve and there is always only one winner
in the whole game:
Proposition 4.1 Let A be a 21
2
-player arena, and G be the expliit Muller
game (A, {Q}). Either, for any state q ∈ Q, Eve's attrator to q is equal to
Q, and Eve wins almost-surely everywhere in G, or there is a state q ∈ Q
suh that AttrE({q},A) 6= Q, and Adam wins surely everywhere in G.
Proof. In the rst ase, Eve an win almost-surely by playing the uniform
strategy uniA: innite visits to all the states of Q ensues [CdAH04℄. In
the seond ase, Adam an win surely with any trapping strategy out of
AttrE({q},A): if the token ever gets out of AttrE({q},A), it never goes
bak. 
Following Proposition 4.1, we say that Eve wins (A, {Q}) if she wins
almost-surely from any state of Q, and that Adam wins (A, {Q}) if he wins
surely from any state of Q. This ould be misleading if we were to onsider
the sure region of Eve or the heroi region of Adam, but we do not.
4.1.2 Algorithm
Our algorithm takes as input a semi-alternating, sensible 21
2
-player expliit
Muller game whose winning ondition is ordered for inlusion; it returns the
positive region of Eve and the almost-sure region of Adam. Eah set in F is
onsidered at most one, starting with the (smallest) set F1. At eah step,
the operation of a set Fi modies the arena and the winning ondition in one
of the following ways:
If Adam wins (A|Fi, {Fi}), Fi is removed from F .
If Eve wins (A|Fi, {Fi}), and Fi is a trap for Adam in A, Eve's
attrator to Fi in A, AttrE(Fi,A), is removed from A (and added to the
winning region of Eve), and all the sets interseting AttrE(Fi,A) are removed
from F .
If Eve wins (A|Fi, {Fi}), and Fi is not a trap for Adam in A, a new
state Fi, desribed in Figure 4.3, is added to A with the following attributes:
• Fi is a state of Adam;
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• the predeessors of Fi are all the states of Eve in Fi;
• the suessors of Fi are the suessors outside Fi of the states of Adam
in Fi.
Furthermore, the state Fi is added to all the supersets of Fi in F , and Fi
itself is removed from F .
ab
c
M = {{a, b}, {a, b, c}}
(a) Before
ab
c{a,b}
M = {{a, b, c, {a,b}}}
(b) After
Figure 4.3: Removal of a set in an expliit Muller ondition
The important ase, from an intuitive point of view, is the last one: it
orresponds to a threat of Eve to win by visiting exatly the states of Fi.
Adam has to answer by getting out, but he an hoose his exit from any of
his states. Notie that it would not do to simply replae the whole region Fi
by the state Fi: as in Figure 4.3, Adam may be able to avoid a state of Fi in
a larger arena, even if he is inapable of doing so in A|Fi.
As only one state is added eah step, the number of states in the game is
bounded by |A|+ |F|. The whole proedure is desribed as Algorithm 4.1.
In the proof of orretness, we use typewriter fonts to denote the mod-
ied arena and ondition, and calligraph fonts to denote the original game.
Furthermore, we denote by F|Fi the intersetion of F and P(Fi), i.e. the
sets of F that are also subsets of Fi. We an now proeed to the three main
lemmas:
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Input: An expliit Muller game (A,F)
Output: WinF , >0E (A) and Win
F ,1
A (A)
A = (Q, QE, QA, QR, T, p)← A = (Q,QE ,QA,QR, T , p);1
F← F ;2
WE ← ∅;3
while F 6= ∅ do4
Fi ← pop(F);5
if Eve wins (A|Fi , {Fi}) then6
if Fi is a trap for Adam in A then7
remove AttrE(Fi, A) from A and add it to WE ;8
remove all the sets interseting AttrE(Fi, A) from F;9
else10
add a state Fi to QA;11
add transitions from Fi ∩ QE to Fi;12
add transitions from Fi to T(Fi ∩ QA) \ Fi;13
add Fi to all the supersets of Fi in F;14
end15
end16
end17
return WE ∩ Q, Q ∩ Q18
Algorithm 4.1: Polynomial algorithm for expliit Muller games
Lemma 4.2 If, in the ourse of a run of Algorithm 4.1, the game (A|Fi , {Fi})
is winning for Eve at line 6, then Eve wins almost-surely everywhere in the
game (A|Fi,F|Fi).
Proof. Let H1, . . . ,Hk = Fi be the sets of F|Fi suh that (A|Hj , {H
j}) was
winning for Eve in the run of Algorithm 4.1. Notie that Fi itself is one of
these states, say Hk. The σj's denote her orresponding almost-sure strate-
gies. We build a strategy σ for Eve in A|Fi, whose memory states are staks
of pairs (Hj , ρj). At any time, ρj is a play of A|Hj whih an be extended by
the urrent state q. The initial memory state is (Hk, ε), and the operation of
σ when the memory state is (Hj, w) and the urrent state is q is desribed
below:
1. If q /∈ Hj, the top pair is removed, and the proedure restarts at step
1 with the new memory. Notie that it may involve further pops if q
still does not belong to the top set.
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2. If q is a state of Eve, and σj(wq) is a new state Hh, the memory is
modied as follows: w beomes wqHh, and a new pair (Hh, ε) is pushed
at the top of the stak. The proedure restarts at step 2. with the new
memory. Notie that it may involve further pushes if σh(q) is also a
new state.
3. The new memory state is (Hj , wq); if q belongs to Eve, she plays σj(wq).
We laim that σ is almost-sure for Eve in the game (A|Fi,F|Fi). Let ρ be a
play onsistent with σ, and Hj the highest set that is never unstaked. We
denote by ρj the (innite) limit of the play part. As ρj is onsistent with
σj, Inf(ρj) = Hj with probability one. Furthermore, Inf(ρ) ⊇ Inf(ρj)∩Q and
Inf(ρ) ⊆ Hj . So, Inf(ρ) = Hj with probability one, and Lemma 4.2 follows.

For Adam, the problem is a little more omplex: we need two lemmas,
whose proofs are mutually reursive:
Lemma 4.3 If, in the ourse of a run of Algorithm 4.1, the game (A|Fi , {Fi})
is winning for Adam at line 6, then Adam wins surely everywhere in the game
(A|Fi,F|Fi).
Lemma 4.4 If, in the ourse of a a run of Algorithm 4.1, the game (A|Fi , {Fi})
is winning for Eve at line 6, then Adam wins surely everywhere in the game
(A|Fi,F|Fi \ {Fi}).
Proof. We start with the (simpler) proof of Lemma 4.4. Let H1, . . . ,Hk be
the maximal sets, with respet to inlusion, of F|Fi. There is a sure strategy
τ j for Adam in eah Hj: if Adam won (A|Hj , {Hj}), it is a winning strategy for
the game (A|Hj ,F|Hj) (reursive use of Lemma 4.3); if Eve won (A|Hj , {Hj}),
it is a strategy for the game (A|Hj ,F|Hj \ Hj) (reursive use of Lemma 4.4).
The strategy τ for Adam in (A|Fi, {F|Fi}) uses k top-level memory states to
swith between the {τ j}1≤j≤k. Adam remains in a top-level memory state j
only as long as the token is in Hj . As soon as it gets out, he updates it to (j
mod k) + 1. His ations when the top-level memory state is j are desribed
below:
• if he won (A|Hj , {Hj}), he plays τ j ;
• if Eve won (A|Hj , {Hj}), he plays τ j unless he an get out of Hj .
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We laim that τ is surely winning for Adam in (A|Fi,F|Fi). Any play ρ
onsistent with τ falls in exatly one of the three following ategories:
• The top-level memory of τ is not ultimately onstant; thus Inf(ρ) is
not inluded in any of the Hj 's, and ρ is winning for Adam.
• The top-level memory of τ is ultimately onstant at j, and (A|Hj , {Hj})
was winning for Adam; ρ is ultimately a play of A|Hj onsistent with
τ j , so ρ is winning for Adam.
• the top-level memory of τ is ultimately onstant at j, and (A|Hj , {Hj})
was winning for Eve; ρ is ultimately a play of A|Hj onsistent with τ j ,
so Eve an win only by visiting all the states of Hj . But Hj is not
a trap for Adam, and the denition of τ implies that Adam leaves as
soon as possible. So, at least one of the states of Hj was not visited,
and ρ is winning for Adam.
This ompletes the proof of Lemma 4.4. The proof of Lemma 4.3 is more
involved, due to the neessity to avoid at least one of the states of Fi. By
Proposition 4.1 there is a state q in Fi suh that X = AttrE({q}, A|Fi) is not
equal to A|Fi. It follows from the denition of A|Fi that neither Fi ∩ X nor
Fi \X is empty. Adam's strategy is then exatly the same than in the proof
of Lemma 4.4, with the provision that Adam never moves from Fi \X to X:
this guarantees that the token annot visit innitely often all the states of
Fi, and ompletes the proof of Lemma 4.3. 
The orretness of Algorithm 4.1 follows from Lemmas 4.2, 4.3, and 4.4:
the rst one guarantees that the states in WE∩Q are winning for Eve, and the
last one that the states remaining at the end of Algorithm 4.1 are winning
for Adam.
About omplexity, there are at most |F| loops in a run, and the most
time-onsuming operation is to ompute the winner of the games (A|Fi , {Fi}),
whih are quadrati in |A| ≤ (|A| + |F|). Thus, the worst-ase time om-
plexity of Algorithm 4.1 is O(|F| · (|A| + |F|)2), whih ompletes the proof
of Theorem 4.5:
Theorem 4.5 The winner problem of expliit 21
2
-player Muller games be-
longs to PTIME.
We an use Theorem 3.29 to diretly derive a omplexity lass for the
quantitative problems of expliit games:
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Theorem 4.6 The value problem of expliit 21
2
-player Muller games belongs
to NP and o-NP.
Notie that these omplexity results depend on the fat that there is
no olouring funtion: even in the very restrited ase of the win-set repre-
sentation [MN93℄, where the only dierene is the introdution of a set of
irrelevant states, the winner problem beomes PSPACE-hard [HD05℄.
4.2 Solution through redutions
A rst approah to the solution of 21
2
-player Muller games uses suessive
redutions from the well-studied problem of 2-player parity
2
games (4.2.1).
It is possible to redue the qualitative solution of 21
2
-player parity games to
this problem (4.2.2), and Muller onditions to parity onditions (4.2.3).
4.2.1 Solving 2-player parity games
The omplexity of 2-player parity games is one of the entral questions in
game theory. One of the motivation is the link between these games and
logis: there is a polynomial redution from µ-alulus to 2-player parity
games, and vie versa. Another one is that parity games admit positional
strategies (under some hypothesis, they are even the only games to admit
pure and positional strategies [CN06℄).
Theorem 4.7 ([EJ91℄, [Mos91℄) In a 2-player parity game, both players
have positional winning strategies.
An immediate onsequene is that parity game an be solved with NP or
o-NP algorithm, by guessing a strategy for one or the other player.
Theorem 4.8 The problem of the winner in 2-player parity games belongs
to NP and to o-NP.
It is even possible to adapt the strategy improvement for 21
2
-player reah-
ability games, in a disrete fashion [VJ00℄. The resulting algorithm is poly-
nomial for 1-player games, and onjetured to be also polynomial for 2-player
games. It is also possible to solve parity games with a reursive algorithm
2
Priority would be a muh better name.
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like the one we desribe in Setion 4.3. Other approahes introdued small
progress measure [Jur00℄ (later extended to Rabin and Streett games in
[PP06℄), or mixed these with a round of exhaustive exploration of small
subarenas [JPZ06, Sh07℄.
4.2.2 212-player parity games to 2-player parity games
It is possible to redue qualitative problems for 21
2
-player Muller games to the
winner problem of 2-player games: see [JKH02℄ for Bühi and o-Bühi on-
ditions, [CJH03℄ for parity onditions, and [CdAH05℄ for Rabin and Streett
onditions. The priniple is to replae the random states with a gadget where
Adam and Eve barter for the right to hoose the next state. For example,
Figure 4.4 presents the redution of [CJH03℄ for parity games.
0
· · ·
1
· · ·
2
· · ·
· · ·
2i-1
· · ·
2i
· · ·
· · ·
k
· · ·
Figure 4.4: Parity gadget: from 21
2
-player to 2-player
Eah visit to a random state is replaed by this gadget, where Adam
hooses rst a rank i, and Eve an:
• either visit to a 2i− 1 priority and deide the next state;
• or visit to a 2i priority and let Adam deide the next state.
This redution is polynomial, and preserves the winning region (Eve's
winning region orresponds to her almost-sure region, and Adam's region to
his positive region). Furthermore, the positional strategies of the redued
game translate as positional strategies in the original game. Theorem 4.9
and 4.10 follow:
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Theorem 4.9 In a 21
2
-player parity game, both player have positional strate-
gies.
Theorem 4.10 The qualitative problems of 21
2
-player parity games are in
NP ∩ o-NP
4.2.3 Muller onditions to parity onditions
Muller onditions an be translated as parity onditions by adding infor-
mation to the states. The rst data struture onsidered to this eet was
the Latest Appearane Reords (LAR) of MNaughton, whih were used by
Gurevih and Harrington as memory for winning strategies in Muller games
[GH82℄. Thomas use them in [Tho95℄ to redue Muller games to parity
games. However, the size of the LAR struture is totally insensitive to the
atual winning ondition. Zielonka's insightful onstrution [Zie98℄ repre-
sents a Muller ondition by a split tree whose nodes are labelled by sets of
olours, fousing on the alternation between the sets winning for Eve and
those winning for Adam:
Denition 4.11 (Zielonka tree [Zie98℄) The Zielonka tree of a Muller
ondition F over C, denoted ZF ,C, is the rooted tree with the following prop-
erties:
• eah node is labelled by a set of olours, and two dierent siblings have
dierent labels; if the label of a node is winning for Eve, the node be-
longs to Eve, otherwise it belongs to Adam;
• the root of ZF ,C is labelled by C;
• if n is a node labelled by C ⊆ C, and C1, . . . , Ch are the maximal subsets
of C suh that C ∈ F < Ci ∈ F , then the hildren of n are labelled by
the Ci's.
Hunter and Dawar derive a DAG from this tree (the Zielonka DAG), by
identifying the nodes with the same labels [HD05℄.
The Zielonka tree and DAG of F, from Figure 4.1, are represented in
Figure 4.5(a).
Dziembowski, Jurdzi«ski, andWalukiewiz presented in [DJW97℄ a redu-
tion from Muller games to parity games using the branhes of the Zielonka
tree as data struture. Their onstrution builds a parity game G from a
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abcde
abcd
bcdacdabd
ab
a b
bcde
bcd be ce
e e
∅ ∅
(a) ZF,C
abcde
abcd
bcdacdabd
ab
a b
bcde
be ce
e
∅
(b) DF,C
Figure 4.5: Zielonka representations of F
Muller game G = (A,F). The states of G are pairs (q, b), with q a state of
A, and b a branh of ZF ,C. The support of q and b is the lowest node where
χ(q) appears. The olour of a state (q, b) is the depth of the support of q and
b in ZF ,C. There is a transition from (q, b) to (q′, b′) if and only if there is a
transition from q to q′ in G, and b′ goes through the next hild of the support
of q and b. A transition, taken from the translation of G, is represented in
Figure 4.6.
A play ρ is winning in G if and only if its projetion on Q is winning in
G. The size of G is polynomial in the size of the game if the ondition is
represented by its Zielonka tree, so the omplexity of these games is in NP ∩
o-NP :
Theorem 4.12 The qualitative problems of 21
2
-player Muller games whose
winning ondition are represented by their Zielonka tree belong to NP and
o-NP.
Furthermore, if we dene ℓF as the number of branhes of the Zielonka
tree:
Denition 4.13 (Number ℓ of a Muller ondition) Let F be a Muller
ondition on C, and C1 · · · Ck be the maximal subsets of C suh that C ∈ F <
Ci ∈ F . We denote by Fi the Muller ondition F|Ci, and we dene the number
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abcde
1
abcd
bcdacdabd
ab
a b
bcde
bcd be ce
e e
∅ ∅
(a) χ(q) = a
abcde
abcd
bcdacdabd
ab
4
a b
bcde
bcd be ce
e e
∅ ∅
(b) χ(q′) = b
Figure 4.6: Coloration and transitions of the generalized LAR redution
ℓF indutively as follows:
ℓF =


1 if ZF ,C does not have any subtrees,
k∑
i=1
lFi if C ∈ F otherwise.
7
4
112
2
1 1
3
1 1 1
1 1
1 1
Figure 4.7: Computation of ℓF
Both players have winning strategies with memory ℓF : by keeping the
urrent branh of in memory, a player an determine where the token would
be in G, and play aordingly.
Theorem 4.14 Let F be a Muller ondition over C, A be an arena on C,
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and q be a state of Q. If either player has a winning strategy from q, they
have a pure winning strategy with memory ℓF .
4.3 Reursive algorithm
However, the Zielonka tree is not more suint than any of the representa-
tions we presented, and the redution uses thus an exponential spae in these
ases. However, it is possible to simulate this redution on the y, in spae
polynomial in the size of the arena. This approah is reursive, and has been
implemented rst by Dziembowski, Jurdzi«ski, and Walukiewiz for 2-player
Muller games (and innite arenas) in [DJW97℄. The speial ase of 2-player
Streett games was studied in [Hor05℄, and extended to 21
2
-player games in
[Hor07a℄. Chatterjee later extended the extension to 21
2
-player Muller games
in [Cha07℄.
The reursive alls of this reursive algorithm orresponds to the stru-
ture of the Zielonka tree: the nal solution is the one we get at the root,
and solving a node require to solve its hildren. However, we do not need
to remember the struture of the tree, and omputing the hildren of a node
in the Zielonka tree an be done in polynomial spae regardless of the repre-
sentation of the Muller ondition, as long as deiding the winner of a set of
olours an be done in PSPACE.
As Muller onditions are prex-independent, we use the results of Chap-
ter 3, to desribe only a partial algorithm. The role of the players in this
algorithm depends on who wins if all the olours are visited: if it is Eve, we
ompute a subset of Adam's positive region; if it is Adam, we ompute a
subset of Eve's winning region. In order to get the atual regions, we use the
x-point algorithm, and the swithing algorithm if needed.
The study of the Zielonka tree ZF ,C of a Muller ondition F on C enables
us to dene two asymmetri numbers mF and rF , whih are tight bounds for
the memory needed in F -games (Theorems 4.16 and 4.18).
Denition 4.15 (Number m of a Muller ondition) Let F be a Muller
ondition on C, and C1 . . . Ck be the maximal subsets of C suh that C ∈ F <
Ci ∈ F . We denote by Fi the Muller ondition F|Ci, and we dene the number
mF indutively as follows:
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mF =


1 if ZF ,C does not have any subtrees,
max{1, mF1 , mF2 , . . . , mFk} if C /∈ F (Adam node),
k∑
i=1
mFi if C ∈ F (Eve node).
Theorem 4.16 ([DJW97, Cha07℄) Let F be a Muller ondition over C.
In any A on C, if Eve has a winning strategy in the game (A,F), she has
a pure winning strategy with memory mF . Furthermore, there is a 2-player
arena AF where Eve has a winning strategy in the game (AF ,F), and none
of her pure strategies with memory less than mF is winning.
Denition 4.17 (Number r of a Muller ondition) Let F be a Muller
ondition on C suh that the root of the Zielonka tree ZF ,C has ℓ leaf and k
non-leaf hildren. We denote by C1 . . . Ck the labels of the non-leave hildren,
and by Fi the Muller ondition F|Ci. The number rF is dened indutively as
follows:
rF =


1 if ZF ,C does not have any subtrees,
max{1, rF1 , rF2, . . . , rFk} if C /∈ F (Adam node),
k∑
i=1
rFi if C ∈ F (Eve node) and ℓ = 0,
k∑
i=1
rFi + 1 if C ∈ F (Eve node) and ℓ ≥ 1.
Theorem 4.18 ([Hor09℄) Let F be a Muller ondition over C. In any A on
C, if Eve has a winning strategy in the game (A,F), she has a randomised
winning strategy with memory rF . Furthermore, there is a 2-player arena
AF where Eve has a winning strategy in the game (AF ,F), and none of her
randomised strategies with memory less than rF is winning.
In the remainder of this hapter, we prove simultaneously Theorems 4.16
and 4.18. The study of the reursive algorithm of this setion provide the
upper bounds, while the lower bounds are proved in Setion 4.4.
All the desriptions and properties of this setion refer to a generi game
G = (A,F) over the set of olours C. In order to simplify sentenes, we
suppose that the root of ZF ,C belongs to Eve. The ase where Adam owns
the root works exatly in the same way, exhanging the roles of Eve and
Adam.
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Figure 4.8: Computation of mF and rF
4.3.1 Partial algorithm
The partial algorithm itself is reursive: it involves the solution of sub-games,
in the sense that the arena is a sub-arena of A, and the winning ondition
orresponds to a subtree of ZF ,C. Let us start with some notations: we
denote by C1 . . . Cℓ the labels of the hildren of the root. For eah of them,
Fi is the restrition of F to Ci, and Di is the set C \ Ci. These notations are
summarised on Figure 4.9, whih represents the top of ZF ,C.
C
ZF1, C1 ZFi, Ci ZFℓ, Cℓ· · · · · ·
Figure 4.9: Generi top of a Zielonka Tree
Intuitively, in order to win, Adam must eventually stay lear of at least
one of the Di's, while winning with respet to the sub-ondition Fi. Other-
wise, Eve an win either in one of the sub-onditions, or by visiting ylially
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eah of the Di's. For eah i, the algorithm omputes Ai = A\AttrE(Di, ()A)
and the Adam's almost-sure region in (Ai,Fi). If one of these regions is not
empty, it is returned. Otherwise, the algorithm returns ∅. This algorithm is
desribed as Algorithm 4.2.
Input: A Muller game G = (A,F) suh that C ∈ F
Output: A (non-empty) subset of WinF , >0A (A)
forall i ∈ {1, .., ℓ} do1
Ai ← A \ AttrE(Di,A);2
if WinFi,1A (Ai) 6= ∅ then3
return WinFi,1A (Ai);4
end5
end6
return ∅7
Algorithm 4.2: Partial algorithm for Muller games
Notie that in line 3, the reursive all omputes the almost-sure winning
region of Adam in (Ai,Fi). Atually, we just need a partial algorithm for
Adam with respet to Fi, but, as Adam wins the root of ZFi, Ci , we annot
use diretly Algorithm 4.2. So, we use his almost-sure winning region, in the
spirit of the swithing algorithm (Algorithm 3.2). In terms of omplexity, it
means that we use a x-point omputation in eah reursive all.
4.3.2 Non-empty output: spatial omposition
When the output X of Algorithm 4.2 is non-empty, we have to show that it
belongs to the positive region of Adam. Let i be the last value of i in the
run. X is thus the almost-sure region of Adam in (Ai,Fi). We laim that X
belongs to Adam's almost-sure region in G. Let τi be an almost-sure strategy
for Adam from X in (Ai,Fi), and onsider what happens if a play of G starts
in X and Adam plays τi:
• X is a trap for Eve in Ai, whih is itself a trap for her in A, so the
token remains surely in X;
• τi is almost-sure for Adam in (Ai,Fi), so the set of olours visited
innitely often almost surely does not belong to Fi.
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As Fi is the restrition of F to Ci, and χ(Ai) ⊆ Ci, it follows that the set of
olours visited innitely often almost-surely does not belong to F . So τi is
almost-sure for Adam from X in G, X belongs to his almost-sure region in G,
and onsequently, to his positive region. Notie that, although X is almost-
sure for Adam in G, the region returned by the x-point is only positive,
sine the iteration involves a positive attrator.
Furthermore, as Adam has pure (randomised) strategies with memory at
most mFi (rFi) for eah ondition Fi, he has pure (randomised) strategies
with memory mF = max1≤i≤ℓmFi (rF = max1≤i≤ℓ rFi) for F .
4.3.3 Empty output: temporal omposition
When the output of Algorithm 4.2 is empty, we need to show that Eve wins
almost-surely everywhere in G. The rst remark is that Eve wins positively
everywhere in eah game (Ai,Fi). By the positive-almost property, she also
wins almost-surely everywhere in eah game (Ai,Fi). For eah 1 ≤ i ≤ ℓ,
let σi be an almost-sure strategy for Eve in (Ai,Fi). The strategy σ uses a
top-level memory with values in 1 . . . ℓ to swith between these strategies. If
the top level memory is equal to i, Eve plays as follows:
• in Ai, play aording to σi;
• in AttrE(Di,A) \Di, play the attrator strategy to Di;
• in Di, move to any state of A and update the top-level memory to i
mod ℓ +1.
Let ρ be a play onsistent with σ. It falls in exatly one of these three
ases:
1. the top-level memory is not ultimately onstant;
2. the top level memory is ultimately onstant at i, and Inf(ρ) ⊆ Ai;
3. the top level memory is ultimately onstant at i, and Inf(ρ) * Ai.
In the rst ase, eah of the Di is visited innitely often, so Eve wins
surely; in the seond ase, ρ is ultimately a play of (Ai,Fi) onsistent with
σi, so Eve wins almost surely; nally, by Proposition 1.5, the last ase almost
never ours. Thus, σ is almost surely winning. Furthermore, if Eve has
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pure strategies with memory at most mFi for eah ondition Fi, she has pure
strategies with memory mF =
∑
1≤i≤ℓmFi for F .
If some of the hildren are leaves, we an dene a randomised strat-
egy with less memory. Indeed, if ZFi, Ci is redued to a leaf belonging to
Adam, Eve annot win in (Ai,Fi), so her attrator to Di overs A en-
tirely. Instead of dening a dierent attrator strategy to eah of these
sets (whih is neessary in pure strategies), we an dene a generi strat-
egy σ0, whih onsists in always hoosing the next state at random. As
eah attrator overs the whole arena, there is always the o-hane that the
hoies of Adam fores the token to the desired set. This is the ore idea
of [CdAH04℄, whih shows that Eve has positional strategies for upward-
losed Muller onditions. If all the hildren are leaves, σ0 an diretly re-
plae σ, as Chatterjee showed in [Cha07b℄. When some hildren are leaves,
and others are not, the problem is to deide when the memory should be
updated, as the strategy must guarantee that all the orresponding Di's
are visited innitely often. Our solution is to randomise this update: eah
time Adam's top-level memory is 0, it has equal hanes to remain 0 and
to be updated to 1. The probability that the token visits a Di is still posi-
tive: Adam just needs to do the orret moves and to remain in the orret
memory state long enough. If the top-level memory is 0 innitely often,
the probability that the all the Di's orresponding to a leaf are visited in-
nitely often is one. So, if Eve has randomised strategies with memory at
most rFi for eah ondition Fi, she has randomised strategies with memory
rF =
∑
{rFi | ZFi, Ci is not a leaf}+ 1 if at least one of the ZFi, Ci is a leaf.
4.4 Lower bounds for Muller onditions
In this setion, we prove the lower bounds in Theorems 4.16 and 4.18. We rst
dene a lass of sub-DAGs, the ropped DAGs of the Zielonka DAG, whih
have a strong relation with the numbers mF and rF (4.4.1), and then derive
from them 2-player arenas whih follow roughly their struture (4.4.2). We
show that these arenas are winning for Eve, and dene branh strategies for
Adam (4.4.3). Any pure strategy with less than mF states, and any random
strategy with less than rF memory states fails against at least one of the
branh strategies of Adam (4.4.4). Finally, we show that for many Muller
onditions, the bounds mF and rF still hold when the arena is polynomial in
the number of olours(4.4.5).
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4.4.1 Cropped DAGs
The relation between the numbers mF and rF and the shape of DF, C is
asymmetrial: they depend diretly on the number of hildren of Eve's nodes,
and not at all on the number of hildren of Adam's nodes. The notion of
ropped DAG is the next logial step: a sub-DAG where Eve's nodes keep all
their hildren, while eah node of Adam keeps only one hild. Denition 4.19
formalises this idea:
Denition 4.19 A DAG E is a ropped DAG of a Zielonka DAG DF, C if
and only if
• The nodes of E are a subset of the nodes of DF, C. Furthermore, the
owner and label of a node in E are its owner and label in DF, C.
• There is only one node without predeessor in E , whih we all the root
of E . It is the root of DF, C, if it belongs to Eve; otherwise, it is one of
its hildren.
• The hildren of a node of Eve in E are exatly its hildren in DF, C.
• A node of Adam has exatly one hild in E , hosen among its hildren
in DF, C, providing there is one. If it has no hildren in DF, C, it has no
hildren in E .
A ropped DAG has the general form of a Zielonka DAG: the nodes belong
to either Eve or Adam, they are labelled by sets of states, and the label of a
hild is always a strit subset of the label of its parents. However, a ropped
DAG is not neessarily the Zielonka DAG of a(nother) Muller ondition: in
the ase of ardinal parity with three olours Figure 4.10 a ropped
DAG ontains at least two nodes on the singleton level, and eah node
labelled with a doubleton has only one hild, while in a Zielonka DAG, a
singleton node must have two parents.
On the other hand, when it omes to omputing mF and rF , it is enough
to know who owns a state to deide whih ase of Denitions 4.15 and 4.17
is relevant. It is thus possible to dene the numbers mE and rE of a ropped
DAG E in exatly the same way.
In fat, these numbers have a more intuitive meaning in the ase of a
ropped DAG E : mE (and rE when the leaves belong to Eve) is the number
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abc
ab ac bc
a b c
∅
(a) Zielonka DAG of ardinal par-
ity 3
abc
ab ac bc
a b c
∅
(b) ropped DAG
Figure 4.10: Cropped DAGs are not Zielonka DAGs
of branhes in E . When Adam owns the leaves, rE is the number of branhes
in E without the leaves.
There is also a diret link between the ropped DAGs of a Zielonka DAG
DF, C and the numbers mF and rF : in a ropped DAG, there is one hild for
eah internal node of Adam; in the reursive denition of mF and rF , there is
a maximum over the values of the hildren. Proposition 4.20 follows diretly:
Proposition 4.20 Let F be a Muller ondition over the set of olours C,
and DF, C be its Zielonka DAG. Then for any ropped DAG E of DF, C, we
have mE ≤ mF and rE ≤ rF . Furthermore, there two ropped DAGs E ′ and
E∗ suh that mE ′ = mF and rE∗ = rF .
4.4.2 From ropped DAGs to arenas
From any ropped DAG E of DF, C, we dene an arena AE whih follows
roughly the struture of E : the token starts from the root, goes towards the
leaves, and then restarts from the root. In her nodes, Eve an hoose to
whih hild she wants to go. Adam's hoies, on the other hand, onsists in
either stopping the urrent traversal or allowing it to proeed.
We present rst two maros, depending on a subset of C. They are
represented in Figure 4.11, and are the only oasions where olours are
visited in AE : all the other states are olourless.
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• In Pick∗(C), Adam an visit any subset of olours in C;
• in Pick(D), he must visit exatly one olour in D.
c1 ci ck
· · · · · ·
C = {c1 . . . ck}
(a) Pick∗(C)
d1 di dk· · · · · ·
D = {d1 . . . dk}
(b) Pick(D)
Figure 4.11: Pick∗(C) and Pick(D)
Eve's states in the arenaAE are in bijetion with the nodes of E . Likewise,
eah outgoing transition orresponds to a hild of the orresponding node.
But the suessors of these states are not themselves in bijetion with the
nodes of Adam: if a single node of Adam A is the hild of two dierent
nodes of Eve E and F , we must use the onstrution of Figure 4.13 twie:
one for E − A and one for F − A. In states orresponding to leaves, Eve
has no deision to take; Adam an visit any olours in the label of the leaf
(Pick∗ proedure). The token is then sent bak to the root. These ases are
desribed in Figure 4.12.
E
A1 A2 Ai
E
E − A1 E − A2 E −A3
(a) Node E
E
Pick∗(E)
root
(b) Leaf E
Figure 4.12: Eve hooses where to go . . .
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Adam's options on a given node, on the other hand, do not involve the
hoie of a hild: by Denition 4.19, Adam's nodes in E have but one hild.
Instead, he an either stop the urrent traversal, or, if the urrent node is
not a leaf, allow it to proeed to its only hild.
If he hooses to stop, Adam has to visit some oloured states before the
token is sent bak to the root. The available hoies depend on the labels of
both the urrent and the former nodes  whih is why there are as many
opies of Adam's nodes in AE as they have parents in E . If the parent is
labelled by E, and the urrent node by A, the token goes through Pick∗(E)
and Pick(E \A). Adam an thus hoose any number of olours in E, as long
as he hooses at least one outside of A.
Notie that if Adam does not stop the traversal, the token is sent to the
unique state orresponding to the hild of the urrent node. This is why the
size of these arenas are roughly DAG-sized, instead of tree-sized.
E
A
E ′
E
E −A
E ′
Pick∗(E)
Pick(E \ A)
root
(a) Edge E - A when A is a node
E
A
Pick∗(E)
Pick(E \ A)
root
(b) Edge E - A when A is a leaf
Figure 4.13: . . . and Adam hooses when to stop.
4.4.3 Strategies in the DAG game
We rst desribe a winning strategy σ for Eve in the game (AE ,F). Its
memory states are the branhes of E , and do not hange during a traversal.
Her moves in the memory state b = E1A1 . . . Eℓ(Aℓ) follow the branh b:
in the state Ei, Eve hooses the suessor orresponding to the transition
Ei − Ai. Notie that Adam annot diverge from the branh, as his nodes
have at most one hild. When he hooses to stop the traversal, Eve updates
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her memory. If he stops at the ith step, while Eve is in the memory state
b = E1A1 . . . Eℓ(Aℓ). There are two ases:
• if Ei has zero or one hild in E , the memory is unhanged;
• otherwise, the new memory branh has E1A1 . . . EiA as a prex, where
A is the next hild of Ei, or the rst one if Ai was the last.
Proposition 4.21 The strategy σ is surely winning for Eve in the game
(AE ,F).
Proof. Let ρ be a play onsistent with σ. We denote by i the smallest integer
suh that Adam stops innitely often a traversal at the ith step.
After a nite prex, the rst 2i− 1 nodes in the memory branh are on-
stant, and we denote them by E1A1E2 . . . Ei. From this point on, whatever
Adam does, he an only hoose olours in Ei. Furthermore, eah time he
hooses i, he must hoose a state outside of the urrent Ai, whih hanges
afterwards to the next, in a irular way.
So, in the end, Inf(ρ) ⊆ Ei, and, for any hild A of Ei in E , Inf(ρ) * A.
Thus ρ is winning for Eve. Proposition 4.21 follows. 
Obviously, Adam has no winning strategy in AE . However, we desribe
the lass of branh strategies for him, whose point is to punish any attempt
of Eve to win with less than mF or rF memory states. There is one suh
strategy τb for eah branh b in E (whene the name), and the priniple is
that τb stops the traversal as soon as Eve deviates from b:
Denition 4.22 The branh strategy τb for Adam in AE, orresponding to
the branh b = E1A1E2 . . . Eℓ(Aℓ) in E , is a positional strategy whose moves
are desribed below.
• In a state E −A suh that ∃i, E = Ei ∧A 6= Ai: stop the traversal and
visit the olours of Ai;
• in a state E−A suh that ∃i, E = Ei∧A = Ai: send the token to Ei+1;
• in the state Eℓ − Aℓ: visit Eℓ;
• in the leaf Eℓ: visit Eℓ.
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Notie that no move is given for a state E−A suh that ∀i, E 6= Ei. The
reason is that these states are not reahable from the root when Adam plays
τb, so, in the limit, what he does in these states doesn't matter. Notie also
that when Adam hooses to stop a traversal in a state Ei − A, he an visit
exatly the olours of Ai: as A and Ai are maximal subsets of Ei, there is at
least one state in Ai \ A that he an pik in the Pick(Ei \ A) area.
We informally desribe one last strategy for Adam: the passive strategy,
in whih he never stops a traversal before it reahes a leaf, and then plays at
random in the Pick /Pick∗ part.
4.4.4 Winning against branh strategies
Let σ = (M,σn, σu) be a pure strategy for Eve. We dene the branh of a
memory state m ∈M as the unique branh that the token follows if it starts
in the root while Eve is in the memory state m and Adam plays a passive
strategy.
Proposition 4.23 Let σ = (M,σn, σu) be a pure winning strategy for Eve
in (AE ,F). Then σ has memory at least mE .
Proof. The priniple of the proof is that Eve needs a dierent memory state
to deal with eah of the mE branh strategies of Adam.
Let b = E1A1 . . . Eℓ(Aℓ) be a branh of E and τb be the orresponding
branh strategy for Adam. We onsider the unique play ρ onsistent with σ
and τb. By denition of τb, the set of olours visited in a traversal of ρ is one
of the Ai's, or Eℓ if and only if the branh of the urrent memory state is b.
Suppose now that there is no memory state whose branh is b. As A1 ⊃
A2 ⊃ · · · ⊃ Aℓ−1(⊃ Aℓ), the set of olours visited innitely often in the play
is one of the Ai's, and Adam wins. This is in ontradition with the fat that
σ is winning. It follows that for eah branh b of E , there must be a memory
state inM whose branh is b. As there is only one branh per memory state,
and there are mE branhes, it follows that there are at least mE memory
states in M . This onludes the proof of Proposition 4.23. 
By Proposition 4.20, there is a ropped DAG E of DF, C suh that mE =
mF . So, in general, Eve needs pure strategies with memory mF in order to
win games whose winning ondition is F . As we saw in Setion 4.3 that she
has suh strategies, it ompletes the proof of Theorem 4.16.
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The notion of branh of a memory state arries to the ase of randomised
strategies, but not its uniity: even if Eve starts in the same memory state
and Adam plays with a passive strategy, the random deisions an lead to
dierent branhes. We onsider thus the set of branhes of a memory state
m: they are the branhes that have a positive probability to be traversed
when Eve is in the memory state m and Adam plays with a passive strategy.
Proposition 4.24 Let σ = (M,σn, σu) be an almost-sure winning strategy
for Eve in (AE ,F). Then σ has memory at least rE .
Proof. Again, the idea is that the memory states are neessary to deal with
the branh strategies. However, as we will see, a single memory state an
sometimes deal with several branh strategies.
Let b = E1A1 . . . Eℓ(Aℓ) be a branh of E and τb be the orresponding
branh strategy for Adam. Consider what happens if Eve plays σ and Adam
plays τb. By denition of τb, the set of olours visited in a traversal of ρ is
one of the Ai's, or Eℓ if and only if Eve plays along b. So, as σ wins against
τb, there is at least one memory state m suh that b is a branh of m.
Contrary to what happens in the pure ase, m an have other branhes
than b, as long as they lead to visits to Aℓ, and not another Ai i.e. when the
other branhes are siblings or nephews to b. Consequently, a memory state
m is suitable against τb if
• b is a branh of m, and
• E1A1 . . . Eℓ is a prex of all the branhes of m
It follows that a single memory state an be suitable against two strate-
gies τb and τb′ orresponding to the branhes b = E1A1 . . . EℓAℓ and b
′ =
E ′1A
′
1 . . . E
′
ℓ′A
′
ℓ′ only if they are siblings:
• ℓ = ℓ′
• ∀i < ℓ, Ei = E
′
i
There are rE equivalene lasses for this relation in E . Hene, there must
be at least rE memory states in M . Proposition 4.24 follows. 
By Proposition 4.20, there is a ropped DAG E of DF, C suh that rE = rF .
So, in general, Eve needs randomised strategies with memory rF in order to
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win games whose winning ondition is F . As we saw in Setion 4.3 that he
had suh strategies, it ompletes the proof of Theorem 4.18.
In their original proof for pure strategies, the authors of [DJW97℄ use
ropped trees, in lieu of our ropped DAG. Our result is thus a little better,
sine Zielonka DAGs are more ompat than Zielonka trees. For example,
in a mathing priority winning ondition of rank k, the size of the tree is
O(2k), while the DAG is of size O(k).
4.4.5 Arenas of polynomial size
In general, the size of a ropped DAG is exponential in the number of olours.
The question of whether the mF and rF bounds hold when the arenas are of
polynomial size is still open. It does in several speial ases: for example, the
arenas for the ardinal-guessing ondition, used in [DJW97℄ and [Maj03℄ to
prove global lower bounds for pure and random strategies are polynomial. It
also holds for mathing priority, Streett, mathing onjuntion, and ardinal
parity. In eah ase, there is a witness arena of polynomial size where the
plays onsists in a suession of basi loops with parameters, whih are hosen
by Adam:
Mathing priority: The parameter is a rank i. Eve must hoose whether
she visits +i or −i (Figure 4.14(a)). The size of the arena is linear in
the maximal rank.
Streett: The parameters are two integers i and j. Eve visits either −i and
+j, or +i and −j (Figure 4.14(b)) a request for one of these and a
response for the other. The size of the arena is quadrati in in the
maximal rank.
Mathing onjuntion and ardinal parity: The parameters are two in-
tegers i and j. Eve an hoose to visit either +i, −i, +j, or −j. Adam
an then hoose to visit either olour in the other pair (Figure 4.14()).
The size of the arena is quadrati in in the maximal rank.
Finally, the only ondition for whih we did not found a polynomial arena
was the majority ondition  although Figure 4.14(a) shows that strategies
whose memory is polynomial in the size of the arena are not enough. It
is interesting to notie that it is the only ondition we onsidered where
the dierene of ardinality between a node and one of its hildren is not
bounded: in all the others, the hange always depends on only one olour.
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i
+i
−i
(a) Mathing priority loop
i, j
−i
−j
+j
+i
(b) Streett loop
i, j
+i
−i
+j
−j
+j
−j
+i
−i
() Mathing onjuntion / ardinal parity loop
Figure 4.14: Polynomial-size arenas
4.5 Disussion
We found a polynomial algorithm for expliit Muller games, whih provided
us with a nie appliation for our results of Chapter 3. Using the standart
equivalene, this algorithm an be used to deide the emptiness of expliit
Muller tree automata. It would be interesting to know whether other prob-
lems on these automata an be solved in a similar fashion.
Our main result, the tight bound on the neessary memory for randomised
strategies, raises four natural questions:
• Does these bounds still hold for arenas of polynomial size?
• Is it possible to nd suh bounds for any regular game, irumventing
the produt with an automata reognising the winning ondition?
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• Does our upper bound still hold for semi-randomised strategies?
• What are the links in terms of memory between our two models of
randomised strategies with memory?
Chapter 5
Finitary winning in ω-regular
games
In the long run, we're all dead.
John Maynard Keynes
Every ω-regular speiation (indeed, every speiation) an be deom-
posed into a safety part and a liveness part [AS85℄. The safety part ensures
that the omponent will not do anything bad (suh as violate an invariant)
within any nite number of transitions. The liveness part ensures that the
omponent will do something good (suh as proeed, or respond, or termi-
nate) within some nite number of transitions. Liveness an be violated only
in the limit, by innite sequenes of transitions, as no bound is stipulated on
when the good thing must happen. This innitary, lassial formulation of
liveness has both strengths and weaknesses. A main strength is robustness, in
partiular, independene from the level of detail of the transitions. Another
one is simpliity, allowing liveness to serve as an abstration for ompliated
safety onditions. For example, a omponent may always respond in a num-
ber of transitions that depends, in some ompliated manner, on the exat
size of the stimulus. Yet, for orretness, we may be interested only that the
omponent will respond eventually. On the other hand, this also points
to a weakness of the lassial denition of liveness: it an be satised by
omponents that in pratie are quite unsatisfatory beause no bound an
be put on their response time. It is for this reason that alternative, stronger
formulations of liveness have been proposed. One of these is nitary liveness
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[AH98, DJP03℄, whih requires the existene of a bound b suh that every
stimulus is followed by a response within b transitions. Notie that this is
quite dierent from a speiation whih would insist on a response within
a known bound b, as onsidered for example in [KPV07℄. In the nitary
ase, the bound b may be arbitrarily large, but the response time must not
grow forever from one stimulus to the next. In this way, nitary liveness still
maintains the robustness (independene of step granularity) and simpliity
(abstration of ompliated safety) of traditional liveness, while removing
unsatisfatory implementations.
In this hapter, we study games with nitary winning onditions. The
motivation is the same as for nitary liveness. Consider, for example, the
synthesis of an elevator ontroller as a strategy in a game where one player
represents the environment (i.e., the pushing of all buttons on various oors,
and the pushing of target buttons inside the elevators), and the other player
represents the elevator ontrol (i.e., the ommands to move an elevator up or
down, and the opening and losing of elevator doors). Clearly, one objetive
of the ontroller is that whenever a all button is pushed on a oor, then
an elevator will eventually arrive, and whenever a target button is pushed
inside an elevator, then the elevator will eventually get to the orresponding
oor. Note that this objetive is formulated in an innitary way (the key
term is eventually). This is beause, for robustness and simpliity, we
do not wish to speify for eah state the exat number of transitions until
the objetive must be met. However, a truly unbounded implementation
of elevator ontrol (where the response time grows from request to request,
without bound) would be utterly unsatisfatory. A nitary interpretation of
the objetive prohibits suh undesirable ontrol strategies: there must exist
a bound b suh that the ontroller meets every all request, and every target
request, within b transitions.
This hapter, whose results ome from a joint work with Krishnendu
Chatterjee and Thomas A. Henzinger [CHH09, CHH08℄, fouses on two types
of objetives: the nitary parity ondition, in Setion 5.1; and the nitary
Streett ondition in Setion 5.2.
5.1 Finitary Parity Games
We rst onsider the nitary version of the parity ondition, whih allow us to
express nitary versions of the ω-regular onditions. It also subsumes nitary
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reahability, nitary Bühi, and nitary o-Bühi objetives as speial ases.
In the lassial, innitary parity objetive, Eve wins by ensuring that
every odd priority that repeats innitely often is followed by a smaller even
priority eventually (arbitrarily many transitions later). The nitary parity
ondition, by ontrast, insists on the existene of a bound b suh that every
odd priority that repeats innitely often is followed by a smaller even priority
within b transitions. The nitary parity objetive is stritly stronger than
the lassial parity objetive, as is illustrated by the example of Figure 5.1.
1 2 0
Figure 5.1: Finitary parity is not parity
In this parity arena, Eve wins with respet to the lassial parity ondi-
tion: the lowest olour of a play an be 0 if Adam hooses innitely often
to go right, or 2 if he eventually remains forever in the middle state, but
it annot by 1. However, Adam an win with respet to the nitary parity
ondition, by staying i times in the middle state the ith time he gets there
from the left state: with this strategy, the distanes grows without bound.
The nitary parity ondition is formally dened through the notion of
the parity distane sequene of an innite play:
Denition 5.1 (Parity distane sequene of a play ρ) Let (A, χ) be a
parity arena, and ρ be a play of A. The parity distane sequene of ρ, denoted
by (Pdist(ρ, i))i∈N is dened as follows: Pdist(ρ, i) is the smallest j suh that
χ(ρi+j) is even and smaller or equal than χ(ρi). Notie that if χ(ρi) is even,
Pdist(ρ, i) is equal to 0.
Intuitively, the distane for a position i in a play with an odd priority at
position i, denotes the shortest distane to a stronger even priority in the
play. We assume the standard onvention that the inmum of the empty set
is ∞.
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Denition 5.2 Let (A, χ) be a parity arena. A play ρ of A is winning for
Eve in the nitary parity game (A, χ) if and only if lim supi Pdist(ρ, i) <∞.
By ontrast, a play is winning for Eve in the innitary parity game if
there is only a nite number of positions with an innite distane.
We present an algorithm omputing the winning regions of a nitary
parity game. Its orretness argument also proves diretly the determinay
for these games, and establishes the existene of positional winning strategies
for Eve; unsurprisingly, Adam needs innite memory to win. This algorithm
is polynomial time, and omputes the winning region of a nitary parity
games with n states and m transitions in time O(n2 ·m). This is in ontrast
to lassial, innitary parity games, for whih the best known algorithms
have time omplexity O(n⌊
k
3
⌋ ·m) [Sh07℄ or nO(
√
n)
[JPZ06℄.
We use two other notions of parity in our proofs: the well known weak
parity ondition (5.1.1) and a new bounded parity ondition (5.1.2). Our al-
gorithm for nitary parity games is obtained by iteratively solving bounded
parity games, and the solution of bounded parity games is obtained by iter-
atively solving weak parity games (5.1.3).
5.1.1 Weak parity games
The notion of weak ondition has been introdued by Staiger and Wagner
in [SW74℄. Weak onditions are ω-regular onditions that do not distinguish
between plays with the same set of ourring olours:
Denition 5.3 Let A be an arena on C and F be a subset of P(C). A play
ρ of A is winning for Eve in the Staiger-Wagner game (A,F) if and only if
Occ(ρ) ∈ F .
This an be related with Muller onditions, whih do not distinguish
between plays with the same set of innitely ourring olours. Staiger-
Wagner games are thus often alled weak Muller games. Likewise, we an
dene weak Streett games on Streett arenas, and weak parity games on parity
arenas. In this setion, we are mostly interested by this last ase, where the
winner is deided by the parity of the minimum priority ourring in the
play:
Denition 5.4 Let (A, χ) be a parity arena. A play ρ of A is winning for
Eve in the weak parity game (A, χ) if and only if minχ(Occ(ρ)) is even.
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We informally desribe a reursive algorithm omputing the winning re-
gions of a 2-player weak parity game. The input is a 2-player arena (A, χ),
with A = (Q,QE ,QA, T ) and χ : Q → [0 . . . k]. The reursion step depends
on the lowest olour i whih appears in χ(A):
• If i is even, we start by omputing the attrator of Eve to the states
with priority i: these states learly belong to the winning region of Eve.
Furthermore, A1 = A \ AttrE(χ
−1(i),A) is a trap for Eve, and thus a
subarena. We an reursively omputeWinwPE (A1, χ) andWin
wP
A (A1, χ).
The winning regions of Eve and Adam in G are AttrE(χ
−1(i),A) ∪
WinwPE (A1, χ) and Win
wP
A (A1, χ).
• If i is odd, we ompute the attrator of Adam to the states with pri-
ority i: these states learly belong to the winning region of Adam.
Furthermore, A1 = A\AttrA(χ
−1(i),A) is a trap for Adam, and thus a
subarena. We an reursively omputeWinwPE (A1, χ) andWin
wP
A (A1, χ).
The winning regions of Eve and Adam in G are WinwPE (A1, χ) and
AttrE(χ
−1(i),A) ∪WinwPA (A1, χ).
The formal desription of the omplete algorithm an be found in [LT00℄.
At rst sight, the time omplexity appears to be O(k · |T |). However, [Cha06℄
provides a detailed running time analysis and shows that, with adequate data
strutures, it runs in time O(|T |). Notie that as eah attrator is dened on
a dierent domain, they an be ombined into positional winning strategies
for both players. Theorem 5.5 summarises the results on games with weak
parity objetives:
Theorem 5.5 (Weak parity games[LT00, Cha06℄) Let (A, χ) be a 2-
player parity arena. The following assertions hold:
1. (Determinay). We have WinwPE (A, χ) = Q \Win
wP
A (A, χ).
2. (Strategy omplexity). Both players have positional winning strategies.
3. (Time omplexity). The sets WinwPE (A, χ) and Win
wP
A (A, χ) an be om-
puted in time O(|T |).
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5.1.2 Bounded parity games
We use the bounded parity ondition as an intermediate step in our sheme
to solve nitary parity games. This ondition requires that whenever an odd
priority is visited, then now or later a lower even priority is visited. The
formal denition of the bounded parity ondition uses the parity distane
sequene: Eve must ensure that it takes only nite values. Adam wins if
there is a position with an innite distane:
Denition 5.6 Let (A, χ) be a parity arena. A play ρ of A is winning for
Eve in the bounded parity game (A, χ) if and only if ∀i,Pdist(ρ, i) <∞.
We rst show that we an use a x-point algorithm to ompute the win-
ning regions of bounded parity games, using an algorithm for weak parity
games as a partial algorithm (Denition 3.12, page 56):
Lemma 5.7 Let (A, χ) be a 2-player parity arena. The following assertions
hold:
1. Adam's winning region for the weak parity ondition is a subset of
his winning region for the bounded parity ondition: WinwPA (A, χ) ⊆
WinbPA (A, χ).
2. If Eve wins from eah state in Q for the weak parity ondition, she wins
from eah state in Q for the bounded parity ondition: WinwPE (A, χ) =
Q ⇒WinbPE (A, χ) = Q.
Proof.
1. Consider a play ρ winning for Adam with respet to the weak par-
ity ondition, and denote by i the lowest olour ourring in ρ: i =
min(Occ(ρ)). Let j be a position suh that ρj = i. By Denition 5.1,
Pdist(ρ, j) = ∞. Thus ρ is winning for Adam with respet to the
bounded parity ondition.
2. By Theorem 5.5, Eve has a positional winning strategy σ with respet
to the weak parity ondition. Let ρ be a play onsistent with σ. By
ontradition, assume that there is a position i suh that χ(ρi) is odd
and ∀i < j < i+|Q|, χ(ρj) is odd or greater than χ(ρi). There is a yle
c and a path w from ρi to c in A
σ
suh that all the olours appearing
in c and w are greater than χ(ρ(i)). The play ρiwc
ω
is onsistent with
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σ, and winning for Adam with respet to the weak parity ondition.
This is in ontradition with the fat that σ is winning for Eve with
respet to this ondition. Thus, for any play ρ onsistent with σ, for
any position k, we have Pdist(ρ, k) < |Q|, so ρ is winning for Eve with
respet to the bounded parity ondition. It follows that σ is winning
for Eve with respet to the bounded parity ondition.

The existene of positional winning strategies for Eve means that instead
of asking for nite distane, we an ask that the distane is bounded by |Q|:
Corollary 5.8 For any 2-player parity arena (A, χ), we have:
WinbPE (A, χ) = {q ∈ Q | ∃σ, ∀τ, ∀i,Pdist(ρ
σ,τ
q , i) <∞}
= {q ∈ Q | ∃σ, ∀τ, ∀i,Pdist(ρσ,τq , i) < |Q|}
We an thus use a x-point algorithm to solve bounded games, as in
Algorithm 5.1. By Lemma 3.13, the resulting omplexity is |Q| times the
omplexity of the partial algorithm: O(|Q| · |T |).
Input: A parity arena (A, χ)
Output: The winning regions WinbPE (A, χ) and Win
bP
A (A, χ)
WA = ∅1
B = A2
while WinwPA (B, χ) 6= ∅ do3
WA ←WA ∪ AttrA(Win
wP
A (B, χ),B)4
B ← B \ AttrA(Win
wP
A (B, χ),B)5
end6
return (B,WA)7
Algorithm 5.1: Winning regions of a 2-player bounded parity game
Notie that the existene of positional winning strategies for Adam in
weak parity games does not arry over to bounded parity games: Theo-
rem 3.17 holds only for prex-independent games. Indeed, there are arenas
where Adam wins, but not with any positional winning strategy: onsider, for
example, the arena of Figure 5.1. On the other hand, the proof of Lemma 5.7
shows that Eve's positional winning strategies for the weak parity ondition
were still winning for the bounded parity ondition.
Theorem 5.9 summarises our results on bounded parity games:
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Theorem 5.9 (Bounded parity games) Let (A, χ) be a 2-player parity
arena. The following assertions hold:
1. (Determinay). We have WinbPE (A, χ) = Q \Win
bP
A (A, χ).
2. (Strategy omplexity). Eve has positional winning strategies, whih
bound the sequene distane to |Q|.
3. (Time omplexity). The sets WinbPE (A, χ) and Win
bP
A (A, χ) an be om-
puted in time O(|Q| · |T |).
5.1.3 Solving games with nitary parity objetives
The relations between the winning regions of bounded and nitary parity on-
ditions are exatly the opposite of the relations between weak and bounded
parity:
Lemma 5.10 For any 2-player parity arena (A, χ), the following assertions
hold:
1. Eve's winning region for the bounded parity ondition is a subset of
her winning region for the nitary parity ondition: WinbPE (A, χ) ⊆
WinfPE (A, χ).
2. If Adam wins from all the state in Q for the bounded parity ondition,
then he wins from all the states in Q for the nitary parity ondition:
WinbPA (A, χ) = Q =⇒Win
fP
A (A, χ) = Q.
Proof.
1. This is a diret onsequene of Corollary 5.8.
2. Let τ be a winning strategy for Adam with respet to the bounded
parity ondition. We dene the strategy τ ′ as follows:
Step 1: Set a ounter c to 1 and τ to its initial memory.
Step 2: Play the strategy τ until the parity distane is equal to c.
Step 3: Inrement c.
Step 4: Reset the memory for τ and go to to step 2.
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Let ρ be a play onsistent with τ ′. We denote by wc the fator or-
responding to the cth iteration of τ ′. Notie that if wc is innite, the
{wd | d > c} are not dened. However, wc is onsistent with τ , and
would be winning for Eve with respet to the bounded parity ondition
if it was innite. Thus, eah wc is nite, and ρ is the onatenation of
the {wc | c ≥ 1}. It follows that ρ and τ
′
are winning for Adam with
respet to the nitary parity ondition.

Algorithm 5.2 uses Algorithm 5.1 as a partial algorithm for Eve, for a
resulting omplexity is |Q| times the omplexity of the partial algorithm:
O(|Q|2 · |T |).
Input: A parity arena (A, χ)
Output: The winning regions WinfPE (A, χ) and Win
fP
A (A, χ)
WE = ∅1
B = A2
while WinbPE (B, χ) 6= ∅ do3
WE ←WE ∪ AttrE(Win
bP
E (B, χ),B)4
B ← B \ AttrE(Win
bP
E (B, χ),B)5
end6
return (WE ,B)7
Algorithm 5.2: Winning regions of a 2-player nitary parity game.
Theorem 5.9 summarises our results on nitary parity games:
Theorem 5.11 (Finitary parity games) For any 2-player parity arena
(A, χ), the following assertions hold:
1. (Determinay). We have WinfPE (A, χ) = Q \Win
fP
A (A, χ).
2. (Strategy omplexity). Eve has memoryless winning strategies. In gen-
eral, Adam has no strategy with nite memory.
3. (Time omplexity). The sets WinfPE (A, χ) and Win
fP
A (A, χ) an be om-
puted in time O(|Q|2 · |T |).
An interesting point is that the algorithm for 2-player bounded parity
games is also a partial algorithm for 21
2
-player nitary games. It an be used
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to ompute the sure region of Eve, interpreting the random states as states
of Adam:
Lemma 5.12 For any 21
2
-player parity arena (A, χ), the following asser-
tions hold:
1. Eve's sure region for the bounded parity ondition is a subset of her pos-
itive winning region for the nitary parity ondition: WinbP,∀E (A, χ) ⊆
WinfP, >0E (A, χ).
2. If all the state in Q belongs to Adam's heroi region for the bounded
parity ondition, then he almost surely wins from all the states in Q for
the nitary parity ondition: WinbP,∃A (A, χ) = Q ⇒Win
fP,1
A (A, χ) = Q.
Proof.
1. Lemma 5.10 states that WinbP,∀E (A, χ) ⊆ Win
fP,∃
E (A, χ), and, for any
winning ondition, the sure winning region of Eve is a subset of her
positive winning region.
2. A pure strategy τ ′ an be dened in a way similar to the 2-player
ase. However, as τ is a heroi strategy, it is possible that Adam's
attempts to get a given distane fails. In this ase, he tries again,
without inrementing the ounter:
Step 1: Set a ounter c to 1 and τ to its initial memory.
Step 2: Play the strategy τ until either the parity distane is equal to
c or a random move deviates from the presription of τ .
Step 3: Inrement c if and only if the distane is equal to the urrent
value c.
Step 4: Reset the memory for τ and goto to step 2.
Let z be the smallest positive probability in A. For any value c of the
ounter, the probability that the ounter gets inremented is greater
than zc·|Q|. It follows that the probability that the ounter gets stuk
at a nite value is zero, so τ ′ is almost surely winning. Notie that the
same arguments proves that the uniform strategy uniA is also almost-
sure.
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
One again, Eve has positional positive winning strategies. We an also
ompute the almost-sure winning region of Eve, and derive the existene
of positional almost sure winning strategies, with the help of the swithing
algorithm (Algorithm 3.2) and Theorem 3.17.
5.2 Finitary Streett Games
Although nitary versions of any regular ondition an be redued to ni-
tary parity, we onsider in this setion the speial alse of nitary Streett
objetives. Indeed, innitary Streett games are of partiular interest in sys-
tem design, as they orrespond to strong fairness onstraints [MP92℄. The
nitary Streett objetives, therefore, give the nitary formulation of strong
fairness.
The denition of the nitary Streett ondition is even more natural than
the nitary parity one: Eve wins if she answers all the requests appearing in-
nitely often within an unspeied bound b. Figure 5.2, for example, desribe
a request-servie situation:
−1 −2+1 +2
−2 −1
+2 +1
Figure 5.2: A request-servie game
There are two requests −1 and −2, whih are served by the orresponding
responses +1 and +2. Whenever a request ours, further requests of the
same type are disabled until the request is served; then these requests are
enabled again. The ontroller (Eve) needs to make deisions in the ase where
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two requests are unserved at the same time: she has to hoose whih one to
serve. Clearly, no matter what the players do, the resulting play is winning
for Eve with respet to the lassial Streett ondition. However, onsider the
two following strategies for Eve:
Stak strategy Answering rst the most reent request, she goes ւ from
the left #, and ց from the right #.
Queue strategy Answering rst the most anient request, she goesց from
the left #, and ւ from the right #.
With the stak strategy, the number of transitions between an ourrene
of Q1 and the next ourrene of R1 an be ultimately unbounded. Hene
the stak strategy is not a winning strategy with respet to the nitary
Streett objetive. The queue strategy, by ontrast, ensures not only that
every request that is reeived innitely often is served, but it also ensures
that the number of transitions between the arrival of a request and its serve
is at most 6. It is thus winning with respet to the nitary Streett ondition.
We dene the nitary Streett ondition through the notion of Streett dis-
tane sequene, whih is a natural extension of the parity distane sequene:
Denition 5.13 (Streett distane sequene of a play ρ) Let (A,S) be
a Streett arena of order k, and ρ be a play of A. The distane sequene of ρ
for the pair (−h,+h), denoted by (Sdisth(ρ, i))i∈N is dened as follows:
Sdisth(ρ, i) =
{
0 if χ(ρi) 6= −h;
inf{j > 0 | χ(ρi+j) = +h} if χ(ρi) = −h
The Streett distane sequene of ρ, denoted (Sdist(ρ, i))i∈N, is dened by
Sdist(ρ, i) = maxh{Sdist
h(ρ, i)}.
The distane for a position i in a play where one or more requests ours
at position i is the number of steps before eah request has been satised.
Denition 5.14 Let (A,S) be a Streett arena of order k. A play ρ of A
belongs to finitaryStreett(A,S) if and only if lim supi Sdist(ρ, i) <∞.
We present an algorithm omputing the winning regions of a nitary
Streett game of degree k with n states and m transitions in time O(n2 ·m ·k ·
2k). Hene, the winner problem an be deided in EXPTIME. We also show that
it is PSPACE-hard. For omparison, the winner problem for (innitary) Streett
games is o-NP-omplete [EJ88℄, and the winning regions an be omputed in
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time O(nk · k! ·m) [Hor05℄. We also prove, that Eve has strategies with nite
memory: k · 2k memory states are enough, and 2⌊
k
2
⌋
is sometimes neessary.
This an be ompared with innitary Streett games, where the lower and
upper bounds are k!. One again, Adam may need innite memory in order
to win.
We use one other Streett ondition in our proofs, whih is alled Request-
Response ondition, and fulls the same role as the bounded parity ondition
(5.2.1). Here also, our algorithm for nitary Streett games is a x-point using
an algorithm for Request-Response games as partial algorithm (5.2.2).
5.2.1 Request-Response games
Request-Response onditions are a speial ase of ω-regular onditions, intro-
dued by Wallmeier, Hütten, and Thomas in [WHT03℄. They are dened on
Streett arenas, and a play is winning for Eve if and only if for eah pair, when-
ever a request is visited, then now or later a response is visited. Although
they were not dened this way, Request-Response onditions an easily be
expressed through the Streett distane sequene:
Denition 5.15 Let (A,S) be a Streett arena of order k. A play ρ of A
belongs to Request−Response(A,S) if and only if ∀i, Sdist(ρ, i) <∞.
The authors of [WHT03℄ propose a solution to Request-Response games,
whih involves a redution to generalised Bühi games. Starting from a
2-player Streett arena (A,S) of degree k, with A = (Q,QE ,QA, T ), an
expanded arena is built over the vertex set S ′ := S × {0, 1}k: the bit vetor
signals whih of the k onditions have an open request. The generalised Bühi
ondition requires that eah bit assumes innitely often the value 0. Winning
strategies with memory k in the redued game an be translated as strategies
with memory k · 2k in the original Request-Response game. Moreover, it is
easy to see that the anonial round robin strategy bounds the Streett
distane sequene of a play to |Q| · k: at any moment, the next response
is reahed in less than |Q| moves, and it an take k suh response before the
urrent request is served. These results are summarised as Theorem 5.16:
Theorem 5.16 (Request-Response games [WHT03℄) Let (A,S) be a
2-player Streett arena. The following assertions hold:
1. (Determinay). We have WinRRE (A,S) = Q \Win
RR
E (A,S).
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2. (Strategy omplexity). Eve has winning strategies with memory k · 2k
whih bound the Streett distane sequene to |Q| · k. Adam has winning
strategies with memory 2k.
3. (Time omplexity). The setsWinRRE (A,S) andWin
RR
E (A,S) an be om-
puted in time O(|Q| · |T | · 4k · k2).
Note that, as the Request-Response ondition is sux-losed, Request-
Response games ould be solved by a x-point sheme applied to a partial
algorithm for Adam. Inspired by the results of (5.1.2), we sought to use the
solution of weak Streett games in this role  this would yield a PSPACE algo-
rithm for Request-Response games. However, if the weak Streett ondition
is indeed harder than the Request-Response ondition, it does not omply
to the other rule: there are arenas, like the one of Figure 5.3, where Adam
wins nowhere with respet to the weak Streett ondition, and still manages
to win somewhere with respet to to Request-Response ondition.
q1 r1 q1
r1
q2 r2
Figure 5.3: WinwSA (G) = ∅ ∧Win
RR
A (G) 6= ∅
5.2.1.1 Complexity and Memory
We give now some preision about the omplexity of Request-Response games
in terms of omplexity lasses. The redution of [WHT03℄ yields the mem-
bership of the winner problem to EXPTIME. Proposition 5.17 shows that it is
also PSPACE-hard.
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Proposition 5.17 The problem of the winner in Request-Response games is
PSPACE-hard.
Proof. Inspired by the redution of [NSW02℄ for weak Streett games, we
propose the following redution from QBF to Request-Response games. Let
F be the formula ∃x, ∀y, ∃z, (x ∨ y ∨ z)
∧
(x ∨ y ∨ z). We redue it to
the Streett arena of Figure 5.4. There is a Streett pair for eah literal: the
request is in lowerase, and the response in upperase. Furthermore, Σ is a
request for all the pairs, and ¬X is a response for all the pairs but X. It is
lear that Eve an win if and only if F is true. 
x
x
y
y
z
z
¬X
¬Y
¬Z
¬X
¬Y
¬Z
Figure 5.4: Request-Response games are PSPACE-hard
In the ase of 1-player games with states of Eve, the problem is NP-
omplete:
Proposition 5.18 The winner problem of 1-player Request-Response games
with states of Eve is NP-hard.
Proof. We redue the formula (x ∨ y ∨ z)
∧
(x ∨ y ∨ z) to the Streett arena
of Figure 5.5. We use the same Streett pairs than in Figure 5.4. In order
to win, Eve must hoose the dual of a satisfying valuation, then the orret
literal in eah lause, and nally the satisfying valuation itself. 
CHAPTER 5. FINITARY WINNING IN ω-REGULAR GAMES 112
x1
x2
x3
x1
x2
x3
X
X
Y
Y
Z
Z
︸ ︷︷ ︸
Requests
︸ ︷︷ ︸
Responses
Figure 5.5: One-Player Request-Response games with states of Eve are NP-
hard
Proposition 5.19 The winner problem of 1-player Request-Response games
with states of Eve is in NP.
Proof. If Eve an win, she an do so by rst following a path of length at most
nk, and then visiting all the states of a strongly onneted omponent. Both
an be guessed non-deterministially in polynomial time. Proposition 5.19
follows. 
On the other hand, for 1-player games with states of Adam, the problem
is polynomial:
Proposition 5.20 The winner problem of 1-player Request-Response games
with states of Adam is in PTIME.
Proof. We propose a polynomial proedure to ompute the winning regions
in a 1-player game where the states belong to Adam:
Step 1: For eah pair i, ompute the set Xi = Qi \ AttrA(Ri,A).
Step 2: Let X be the union of the Xi's. The winning region of Eve is
Q \ AttrA(X,A), and the winning region of Adam is AttrA(X,A).

Theorem 5.21 subsumes our results:
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Theorem 5.21 Deiding the winner in 2-player Request-Response games
an be done in EXPTIME and is PSPACE-hard. In the ase of 1-player games
with states of Eve, it is NP-omplete. In the ase of 1-player games with states
of Adam, it is polynomial.
Lemma 5.22 provides lower bounds for the memory:
Lemma 5.22 For any k, there is a 2-player Streett arena (A,S) of order
2k suh that Eve wins, but has no winning strategy with less than 2k memory
states; there is a (A,S) of order 2k suh that Adam wins, but has no winning
strategy with less than 2k memory states.
Proof. The witness arenas for k = 3 are represented in Figures 5.6 and 5.7.
Although there are no literals here, we use the same pairs than in Figure 5.4.
In Figure 5.6, Eve must mimi the moves of Adam to answer all the request
he makes. In Figure 5.7, all the requests are made to begin with, and Eve
answers to k of them. Adam must request exatly the same ones to ensure
that Eve annot win with her last hoie. 
x
x
y
y
z
z
X
X
Y
Y
Z
Z︸ ︷︷ ︸
Requests
︸ ︷︷ ︸
Responses
Figure 5.6: Eve needs 2⌊
k
2
⌋
memory in Request-Response games
5.2.2 Solving games with nitary Streett objetives
All the arguments of (5.1.3) an be adapted for the ase of nitary Streett
games, using Request-Response onditions in lieu of bounded parity ondi-
tions.
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Σ
x
x
y
y
z
z
X
X
Y
Y
Z
Z
︷ ︸︸ ︷Responses ︷ ︸︸ ︷Requests
¬x1 ¬x1 ¬x2 ¬x2 ¬x3 ¬x3
︸ ︷︷ ︸
All responses but one
All requests
Figure 5.7: Adam needs 2⌊
k
2
⌋
memory in Request-Response games
For a given Streett arena (A,S), the winning regions of the players under
the Request-Response and the nitary Streett onditions have the same re-
lation than the winning regions of a parity arena under the bounded parity
and the nitary parity onditions:
Lemma 5.23 Let (A,S) be a 2-player Streett arena. The following asser-
tions hold:
1. Eve's winning region for the Request-Response ondition is a subset of
her winning region for the nitary Streett ondition: WinRRE (A,S) ⊆
WinfSE (A,S).
2. If Adam wins from all the state in Q for the Request-Response on-
dition, then he wins from all the states in Q for the nitary Streett
ondition: WinRRE (A,S) = Q =⇒Win
fS
A (A,S) = Q.
Proof.
1. This is a diret onsequene of Theorem 5.16.
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2. Let τ be a winning strategy for Adam with respet to the Request-
Response ondition. We dene the strategy τ ′ as follows:
Step 1: Set a ounter c to 1 and τ to its initial memory.
Step 2: Play the strategy τ until the Streett distane is equal to c.
Step 3: Inrement c.
Step 4: Reset the memory for τ ′ and go to to step 2.
Let ρ be a play onsistent with τ ′. We denote by wc the fator or-
responding to the cth iteration of τ ′. Notie that if wc is innite, the
{wd | d > c} are not dened. However, wc is onsistent with τ , and
would be winning for Eve with respet to the Request-Response ondi-
tion if it was innite. Thus, eah wc is nite, and ρ is the onatenation
of the {wc | c ≥ 1}. It follows that ρ and τ
′
are winning for Adam with
respet to the nitary Streett ondition.

We an thus solve nitary Streett games, be they 2-player or 21
2
-player,
with x-point arguments, using a Request-Response solver as a partial algo-
rithm. Theorem 5.24 follows:
Theorem 5.24 (nitary Streett games) Let (A,S) be a 2-player Streett
arena. The following assertions hold:
1. (Determinay). We have WinfSE (A,S) = Q \Win
fS
A (A,S).
2. (Strategy omplexity). Eve has winning strategies with memory k ·
2k whih ultimately bound the Streett distane sequene to |Q| · k. In
general, Adam has no winning strategies with nite memory.
3. (Time omplexity). The setsWinfSE (A,S) andWin
fS
A (A,S) an be om-
puted in time O(|Q|2 · |T | · 4k · k2).
All the usual qualitative variations of these results still hold for 21
2
-player
Streett arenas. As in the ase of nitary parity games, Adam has positional
randomised winning strategies.
Most of the omplexity results we got for Request-Response games arry
to the ase of nitary Streett games. In partiular, a PSPACE algorithm for
Request-Response games would immediately lead to a PSPACE algorithm for
nitary Streett games.
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Theorem 5.25 The problem of the winner in 2-player nitary Streett games
belong to EXPTIME. It is also PSPACE-hard. In the ase of 1-player games, it
is polynomial.
Proof. The redution of Figure 5.4 an be easily adapted, by adding a tran-
sition from the last state to the rst. In this game, Adam an wait for
as long as he wishes with an open request between two suessive rounds.
Notie that this is not possible in Figure 5.5, sine the all the states be-
longs to Eve. Indeed, for any 1-player Streett arena with states of Eve
(A,S),WinfSE (A,S) = Win
St
E (A,S). As the winner problem of 1-player
Streett games is polynomial, so is the winner problem of 1-player nitary
Streett games. The algorithm for 1-player arenas with states of Adam an
easily be adapted for the nitary Streett ondition. 
Likewise, the lower bounds in memory derive from the ones for Request-
Response games:
Lemma 5.26 For any k, there is a 2-player Streett arena (A,S) of order
2k suh that Eve wins, but has no winning strategy with less than 2k memory
states.
Proof. The arena of Figure 5.6 an also be adapted for nitary games, by
adding a transition from the last state to the rst. 
5.3 Perspetives
Our ontribution to the study of nitary games unearthed a quite omplete
set of omplexity bounds for the various problems indued by nitary games.
The polynomial algorithm for nitary parity is espeially pleasing: from
a veriation point of view, it oers a muh heaper alternative to lassial
parity games, while removing only pathologial behaviours that are often
unsatisfatory to begin with.
It would be nie, of ourse, to get the exat omplexity of nitary Streett
games, through either a PSPACE algorithm or a proof of EXPTIME-hardness.
Our most promising prospet, however, is to rene the analysis of nitary
games, by taking in aount not only the mere satisfation of the winning
ondition but also the quantitative aspet of minimising the delay between
the requests and the subsequent responses, in the spirit of [HTW08℄.
Chapter 6
Conlusion
Shool's out for summer
Shool's out forever
Shool's Out
Alie Cooper
In Chapter 2, we have desribed a new approah to the fundamental
problem of reahability games, linking the omplexity to an intuitive param-
eter, the number of random verties. Furthermore, the omplexity of our
permutation algorithm is omparable to the best known deterministi algo-
rithms, and the permutation improvement sheme makes it a andidate
for polynomiality. The obvious problem now would be to nd a polynomial
algorithm omputing the values of 21
2
-player reahability games. However,
this problem is harder than the winner problem in 2-player parity games.
An interesting, yet more reasonable objetive would be to prove that our
permutation improvement algorithm is polynomial on 11
2
-player games.
We onsidered then in Chapter 3 the general ase of prex-independent
onditions, and proved their optimal determinay. We also adapt our per-
mutation algorithm to ompute the values of any prex-independent games
with a single non-deterministi guess and a qualitative algorithm. It is well
known that Borel games in general are not optimally determined , but it
does not mean that quantitative determinay is the best we an do: we do
not know any ounter-examples for qualitative determinay.
We ame bak in Chapter 4 to the origins of innite games with the ven-
erable ase of Muller games. A rst result was the membership of the winner
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problem in expliit games to PTIME, and we would like to hek whether
this result an be adapted for other tree automata problems. Our main re-
sult, however, is the tight bound on the neessary memory for randomised
strategies. We also got smaller witness arenas for the lower bounds, leading
naturally to the question of the resiliene of these bounds in the ase of are-
nas of polynomial size. Another logial extension would be to get memory
bounds for any ω-regular winning ondition: even Muller games are a normal
form, whose ost may be redued in some ases.
A question that arose during this study was the problem of the orret
denition of a randomised strategy with memory: by ontrast with the ase of
pure strategy, there is not an obvious standard notion, and we have shown
that semi-randomised strategies and strategies with random memory really
are two dierent models. This gives perspetives in two diretions: rst,
does our upper bound for Muller games hold for semi-randomised strategies;
seond, how do these two models relate together, and with other models of
randomised strategies with memory, e.g. strategies where the move and the
update are independent.
Lastly, the nitary games we studied in Chapter 5 ame more from the
model-heking tradition: quite often, a really innitary ontroller with un-
bounded delays is unaeptable. Our polynomial algorithm for parity games
yields an eient approah for any nitary ω-regular game, through the
Zielonka tree redution. We also studied the nitary version of strong fair-
ness, with the ase of nitary Streett games. Our redution to request-
response games suggests a new way to onsider these games, where a play
yields a reward instead of a winner, in the spirit of [HTW08℄.
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