Abstract-In this work we study the capacity advantage achieved by adding a single bit of communication -not a link of capacity 1 but a single bit over all time -to a memoryless network. Specifically, we present a memoryless network in which adding a single bit of communication strictly increases the capacity region.
I. INTRODUCTION
The edge removal problem, defined and studied in [1] , [2] , aims to quantify the loss in capacity that results from the removal of a single edge (i.e., a point-to-point channel) from a given (possible noisy) communication network. At first glance, it may seem that the removal of an edge with edge capacity > 0 should change the network capacity by an amount that tends to zero as tends to zero. The following examples demonstrate that this is not always the case.
The papers [3] , [4] present simple examples of point-topoint channels with memory for which the capacity ( ) of a network containing the channel and a side-information edge of capacity from the transmitter to the receiver exhibits a discontinuity at = 0. While the discontinuity of ( ) in [3] , [4] can be attributed to the memory in the point-to-point channel, [5] shows a similar phenomenon for a memoryless network. Specifically, [5] studies communication over a network containing a memoryless Multiple Access Channels (MAC) and a -capacity cooperation edge carrying information from a "cooperation facilitator" to the two transmitters. Once again, the capacity ( ) exhibits a discontinuity at = 0. More specifically, [5] shows that for any MAC whose average-and maximal-error capacities differ, adding a cooperation facilitator with output capacity results in a network whose maximal-error capacity ( ) exhibits the described discontinuity. Dueck's 2-way contraction channel [6] is an example of a MAC with the described property.
In this work, we take the edge removal problem to an extreme, seeking to understand the effect of removing not a -capacity edge for arbitrarily small > 0 but rather an edge that can only carry 1 bit of communication over all time. We wish to understand whether there exist networks for which the removal of a single bit of communication can strictly change the capacity region.
The primary focus of this work is on the removal of a single bit of communication in noisy networks. networks with memory, 1 bit of communication may indeed effect the capacity region. It is not difficult to construct a two-state point-to-point channel with memory for which a single bit of feedback changes the network capacity. For example, consider a binary symmetric channel whose error probability is chosen at random and then fixed for all time. If equals , ∈ {1, 2}, with positive probability and 0 ≤ 1 < 2 ≤ 1/2 then a single bit of feedback from the receiver to the transmitter suffices to increase the capacity.
For memoryless channels, the question is far more subtle. Its solution is the subject of this work. In Section II, we formalize the notion of a single bit of communication by defining the "1-bit channel" and a notion of capacity that is modified to accommodate networks with 1-bit channels. In Section III, we demonstrate the existence of a network for which the removal of a single 1-bit channel changes the capacity region. We employ the contraction channel of Dueck [6] in our construction.
One can also study edge removal problem in the noiseless setting of network coding. In contrast to the noisy communication setting, in network coding instances, the question of whether there exists networks for which the removal of edges of negligible capacity (in the block length ) causes a strictly positive loss in rate is an open problem. For some network coding instances, the removal of an edge of capacity may decrease the rate of communication for each sourcereceiver pair by at most [1] , [2] . These instances include networks with collocated sources, networks in which we are restricted to perform linear encoding, networks in which the edges removed are connected to receivers with no out going edges, and additional families of network coding instances. However, whether there exists a network coding instance with a capacity edge for which the capacity region ( ) is not continuous at = 0 remains an intriguing open problem. This problem is connected to a spectrum of (at times seemingly unrelated) questions in the context of network communication, e.g., [7] , [8] , [9] , [10] , [11] , [12] , [13] . Since our attempts at building a network coding instance for which ( ) is discontinuous at = 0 have failed, it is tempting to believe that the removal of a 1-bit channel cannot affect the capacity region of network coding instances. However, the problem is left open in this work.
II. MODEL
We wish to consider memoryless networks enhanced by the addition of one or more 1-bit channels. We begin by defining memoryless and 1-bit channels and then define codes and capacities appropriate for networks that combine them. 
A. Networks
An -node memoryless network is described by a triple
where ∈ and ∈ represent the network's inputs from and outputs to node . Thus, at each time node transmits a network input , and receives a network output , governed by the statistical relationship
relating all network inputs to all network outputs at time .
A 1-bit channel is a point-to-point channel from some node to another node in the network. Unlike the memoryless network above, which can carry the same amount of information in every time step, the 1-bit channel can carry only one bit of information in total. That information is transmitted at some fixed time chosen in the code design. Given , the 1-bit channel effectively acts like a collection of independent, single-time-step memoryless channels, where the channel at time is
Here we use an alphabet {0} of size 1 to represent the fact that the 1-bit channel is inactive when ∕ = .
B. Codes
Consider a network that combines a memoryless channel with one or more 1-bit channels. We use to represent the set of 1-bit channels in . Since network contains 1-bit channels, we henceforth allow alphabets , and , to vary with since node may transmit information to or receive information from one or more of the 1-bit channels ∈ .
A blocklength-code ( , ,ˆ) operates the network over time steps with the goal of transmitting a message ∈ ℳ from each node ∈ [ ] to all receivers in demand set 
C. Capacities
For the purpose of defining capacity, it is useful to characterize a code ( , ,ˆ) by its blocklength , rate [ ] , and error probability. The literature contains several definitions of error probability, most notably the maximal error probability max ( , ,ˆ):
and the average error probability avg ( , ,ˆ): 
D. Remarks
Some remarks are in order. Notice that for [ ] to be included in (the interior of) a capacity region max ( ) (similarly for avg ( )), we require the existence of max-
for all sufficiently large blocklengths. Without such a requirement, the addition of 1-bit channels can have a significant effect on the achievable rate for small blocklengths . Take for example an empty network enhanced with a single 1-bit channel to obtain + . For = 1, there is a clear difference between the rates achievable on and + . We therefore require the blocklength to grow without bound to capture the idea that the channel can carry only one bit over all time rather than that can carry one bit in a small time window [ ]. Notice further that our definitions require each 1-bit channel ∈ to be active at a constant time independent of the messages [ ] . This is important since it prevents codes that might use timing to convey information about the messages.
III. MAIN RESULT
The main question we ask in this work is whether there exists a network and a 1-bit channel such that adding to yields a new network * with a strictly larger capacity region. Namely, with
We answer the question for maximal error below. We leave the question in the context of average error open in this work. 1 To prove our result, we start by constructing a network + by combining Dueck's memoryless MAC [6] with a pair of memoryless point-to-point channels and a collection of 1-bit channels. The construction, described below, is depicted in Figure 1 . Dueck's MAC has a pair of transmitters, nodes 1 and 2, and a single receiver, node 3. The input and output alphabets are
Since nodes 1 and 2 receive no outputs from the channel and node 3 has no input to the channel (here denoted by alphabets of size 1) we simplify the notation from Section II to describe the channel as 2 ) ) captures the channel's deterministic behavior with output
We next add to Dueck's MAC a fourth node, here called the "cooperation facilitator" (CF), and a pair of memoryless, point-to-point channels. We denote the resulting network by 0 . The first memoryless channel, from node 1 to node 4, is a noiseless channel of capacity 2. The second, from node 2 to node 4, is a noiseless channel of capacity 1. Given a pair of messages originating at nodes 1 and 2 and a single receiver at node 3 ( 1 = 2 = {3} and 3 = 4 = ∅), the capacity region of this modified channel and Dueck's MAC are identical ( max ( 0 ) = max ( )). Finally, we build network + from memoryless network 0 by adding 1-bit channels, { 1 , . . . , }, from the CF (node 4) to receiver node 3, and by adding a single 1-bit channel, , from the CF to node 1.
Our main result shows that for some finite ,
That is, removing the 1-bit edges leaving node CF changes the capacity region of the network. Theorem 3.1: For some finite constant ,
1 The results of [5] that exhibit capacity ( ) with a discontinuity at = 0 hold for maximal error only. The average error case remains open.
Fig. 1: Network
+ . Transmitter nodes 1 and 2 wish to send a pair of independent messages to the receiver node 3. The cooperation facilitator, node 4, is labeled by . Node 1 receives a 1-bit input from the . Receiver node 3 receives an additional -bit input from the .
while,
As a corollary of Theorem 3.1 we have: Corollary 3.1: There exists a network and a single 1-bit channel such that the network * obtained by adding to satisfies:
Proof: (of Corollary 3.1) Consider adding the ( + 1) 1-bit channels of + one by one to the network 0 . Specifically, let 1 be the network 0 enhanced by one of the 1-bit channels of + (which channel precisely is of no significance to the current proof; it may be chosen arbitrarily). Similarly, for = 2, . . . , + 1, let be the network −1 enhanced by one of the 1-bit channels of + that do not yet appear in
by Theorem 3.1, there must be an for which max ( ) ∕ = max ( +1 ). The corollary then follows by setting equal to and to be the 1-bit channel added to to obtain +1 .
A. Proof of Theorem 3.1
It is proven in [6] that for
Setting = 0.4, which gives ( ) = 0.97, we note that (1.19, 0.97) ∕ ∈ max ( 0 ).
Let > 0 be a sufficiently small constant and let = ⌈log (8/ )⌉+1 (so that + adds ⌈log (8/ )⌉+2 1-bit channels to 0 ). We next prove that
by demonstrating the existence, for any sufficiently large , of a zero-error (2 + 1)-block length encoding scheme for network + of rate asymptotically close to (1.25 − 0.5 , 1). We employ a coding scheme that describes the message sets ℳ 1 and ℳ 2 in two parts, here denoted by
The first part of each message is described in the first time steps. All 1-bit channels are activated at time +1. The second part of each message is then described over time steps + 2 through 2 + 1.
A rough description of our scheme and proof technique are given below. As noted above, our scheme includes two phases, with an intermediate time step in which the 1-bit channels are activated. The first phase consists of time steps 1 to . In this phase messages are communicated through the network at rate (1, 1) . Note that, in this phase, transmitter node 1 and receiver node 3 cannot use in their encoding/decoding functions information from their incoming 1-bit channels since the 1-bit channels have not been activated yet. In addition, during this first phase, the codewords corresponding to messages ) and (2, ) to the cooperation facilitator . The major significance of this first phase to our proof is not in the communication of in the second phase of our communication.
In the intermediate time step + 1, the , knowing messages is good, and the bit = 1 otherwise. As the channel is deterministic, the cooperation facilitator can decide whether to send = 0 or = 1 to transmitter node 1 by simulating the noise induced by and the receiver's decoding algorithm.
In the case that = 1, transmitter node 1 knows prior to the beginning of phase 2 that continuing "as planned" and transmitting the codeword corresponding to 2 1 "as is" promises to yield a decoding error. The crux of our analysis lies in showing in this case that transmitter 1 can perform a very simple operation guaranteed to yield successful decoding. Namely, we show that toggling the entries of the original codeword corresponding to 2 1 (from uppercase to lowercase and vice versa) yields a new codeword for 2 1 , that when combined with the codeword for 2 2 transmitted by node 2 allows successful decoding at the receiver. Specifically, the knowledge of the single bit helps transmitter node 1 in deciding whether to use the original codeword for 2 1 or its toggled version. The properties of channel allow us to prove that one of the codewords corresponding to 2 1 (the original or toggled version) enables successful decoding at the receiver.
We now roughly describe the significance of the 1-bit channels from node to receiver node 3. Our communication scheme employs the notion of list decoding. Receiver node 3 first decodes to obtain a list of potential messages and then uses the 1-bit channels to obtain additional information that allows unique decoding. Both the single 1-bit channel from node to transmitter node 1, and the 1-bit channels from node to receiver node 3 are crucial in our analysis to ensure that messages 2 1 and 2 2 are communicated at rate (3/2 − , 1) through the network during time steps + 2 to 2 + 1. Our scheme is described in detail below. All in all, the total rate over both phases tends to (1.25 − 0.5 , 1) (as tends to infinity).
1) Phase 1 (time steps 1 to ):
In phase 1, the codebook for ℳ ( 1 , 2 ). This implies a rate of (1, 1) in the first time steps. In addition to communicating information regarding ) if it receives = 1 on its 1-bit channel.
As specified previously, during phase 1 of our communication, the codewords corresponding to ) to the . Before defining the encoding function of the and the decoding function of receiver node 3 we set some notation.
Recall that the output of the Dueck channel is a vector from alphabet 3 = { , , , , , } × {0, 1}. We therefor define 3 = 3,1 × 3,2 = { , , , , , }×{0, 1} to be the output alphabet at receiver node 3. Let y 3,1 = ( 3,1;1 , . . . , 3,1; ) ∈ 3,1 and y 3,2 = ( 3,2;1 , . . . , 3,2; ) ∈ 3,2 be the symbols received in phase 2 at node 3. Given transmitted codewords x 1 and x 2 , recall that (y 3,1 , y 3,2 ) = (x 1 , x 2 ), where is the blocklength-extension of . We use notation y 3,1 = 1 (x 1 , x 2 ) and y 3,2 = 2 (x 1 , x 2 ) to separately describe the first and second dimension of the channel output. Here,
Note that 2 (x 1 , x 2 ) = x 2 for any x 1 and x 2 , thus (x 1 , x 2 ) = (y 3,1 , x 2 ). Let (y 3,1 ) = |{ | y 3,1; ∈ { , }}| be the number of symbols in y 3,1 that equal or . From the definition of Dueck's channel we see that both and are confusion symbols, each may arise from one of two channel inputs. Let X 1 (y 3,1 , x 2 ) be the set of elements
(y3,1) . As one can decode x 2 given y 3,1 (this follows directly from the definition of ), we henceforth use the notation X 1 (y 3,1 ) instead of X 1 (y 3,1 , x 2 ) .
We say that y 3,1 is good if |X 1 (y 3,1 )| ≤ 2 /2 . In our encoding scheme for phase 2, we would like to guarantee that y 3,1 is always good. This is accomplished using the information from the 1-bit channel sent between the and node 1. To see how this is done, let x 1 ( Let x 1 ( ) andx 1 ( ) be the codewords corresponding to message = 2 1 of transmitter node 1 and let x 2 ( ) be the codeword corresponding to message = 2 2 of transmitter node 2. If the bit sent from the to transmitter node 1 in time step + 1 is 0, then the received symbols at node 3 are (y 3,1 , x 2 ( )) = (x 1 ( ), x 2 ( )), and if the bit sent from the to transmitter node 1 in time step + 1 is 1, then the received symbols at node 3 are (y 3,1 , x 2 ( )) = (x 1 ( ), x 2 ( )). Claim 3.1: For any x 1 ( ) and x 2 ( ), if 1 (x 1 ( ), x 2 ( )) is not good then 1 (x 1 ( ), x 2 ( )) is good.
Proof: The result follows from the definition of .
Consider an entry 1 in x 1 ( ) and its corresponding entry¯1 inx 1 ( ). Let 2 ∈ {0, 1}. It holds (by a simple exhaustive case analysis) that exactly one of the values 1 ( 1 , 2 ) and 1 (¯1, 2 ) is in the set { , }. Thus, the number of entries in 1 (x 1 ( ), x 2 ( )) which are in the set { , } plus the number of entries in 1 (x 1 ( ), x 2 ( )) which are in the set { , } is exactly . If the former is more than /2 (implied by the fact that 1 (x 1 ( ), x 2 ( )) is not good) then the latter is less than /2 (implying that 1 (x 1 ( ), x 2 ( )) is good).
We now show that with high probability over our code design, for any good received word (y 3,1 , y 3,2 ) , there are at most ⌈8/ ⌉ codeword pairs (x 1 , x 2 ) that satisfy (x 1 , x 2 ) = (y 3,1 , y 3,2 ). Here (y 3,1 , y 3,2 ) is good if and only if y 3,1 is good. As y 3,2 = x 2 , we analyze the number of possible codewords x 1 that satisfy (x 1 , x 2 ) = (y 3,1 , x 2 ). Claim 3.2: For any sufficiently large , with high probability over our code design, for any good y 3,1 , there are at most
Proof: Let y 3,1 be good. Recall that the codebook {x 1 ( )} is chosen uniformly from subsets of 1 of size |ℳ 2 1 |. Consider choosing the codebook {x 1 ( )} in an iterative manner, where in iteration , x 1 ( ) is chosen uniformly from 1 ∖ {x 1 ( ′ )} ′ < , i.e., the set {x 1 ( )} is chosen uniformly without repetitions. For any , the probability (over the choice of x 1 ( )) that 1 (x 1 ( ), x 2 ) = y 3,1 is exactly the probability that x 1 ( ) ∈ X 1 (y 3,1 ) which is at most codewords have been chosen so far, and our choices are without repetition). For any , the probability that 1 (x 1 ( ), x 2 ) = y 3,1 is exactly the probability thatx 1 ( ) ∈ X 1 (y 3,1 ) which is again at most 2⋅2 −3 /2 . Thus the probability (over the choice of x 1 ( )) that
Moreover, the probability that there exist ℓ messages
Setting ℓ = ⌈8/ ⌉ + 1, we have that the above probability is at most 2 −7 for sufficiently large . Taking the union bound over all possible good y 3,1 , we conclude the assertion with probability 1 − 2 − over code design. Consider any codebook {x 1 ( )} that satisfies the conditions of Claim 3.2. We now complete the description of our encoding and decoding scheme of phase 2. Let x 1 ( ), x 2 be the codewords forwarded to the during the first phase of communication and let be the one bit value sent back to transmitter node 1 (from the ) at time step + 1. If = 0, let y 3,1 = 1 (x 1 ( ), x 2 ) otherwise let y 3,1 = 1 (x 1 ( ), x 2 ). The vector y 3,1 is received at receiver node 3 during phase 2. We are guaranteed that y 3,1 is good. By Claim 3.2 we know that at most ⌈8/ ⌉ other codewords x 1 may also satisfy y 3,1 = 1 (x 1 , x 2 ). Thus receiver node 3 can decode to a list (y 3,1 ) of codewords (i.e., messages) corresponding to y 3,1 of size at most ⌈8/ ⌉ that includes the codeword x 1 ( ) orx 1 ( ) sent by transmitter node 1.
To decode the message (y 3,1 ) . Here we use the fact that the codebook {x 1 ( )} consists of distinct codewords. This information can be sent from the to receiver node 3 on the , 1-bit channels of + . Here we have that = ⌈log (8/ )⌉ + 1. Specifically, at time step + 1, the can simulate the behavior of the channel (recall that is deterministic) and thus deduce y 3,1 and the list (y 3,1 ) available to receiver node 3. Using a lexicographic ordering on all vectors of 3,1 , at time step + 1, the can send the bit (the same bit it sends to transmitter node 1) and also the location of x 1 ( 2 1 ) or x 1 ( 2 1 ) in (y 3,1 ) to receiver node 3. This information allows node 3 to determine 2 1 (without error). This concludes the proof for phase 2 of our communication.
B. Putting it all together
All in all, in 2 + 1 time steps, the message 1 = ( as asserted in the theorem.
IV. CONCLUSIONS
In this work, we study the effect of 1 bit of communication in memoryless networks. We prove the existence of a network and a 1-bit channel such that adding to yields a new network * with a strictly larger capacity region. Our network is a variant of the MAC presented by Dueck [6] , and our results hold for the maximal-error criteria. Our results strongly rely on the precise functionality of and on the fact that it has a maximal-error capacity region that differs from its average-error capacity region. A deeper understanding for which networks the removal of a single communication bit can affect the maximal-error capacity region is left for future research. For example, whether results similar to ours hold for a larger family of networks based on MACs with different maximal-error and average-error capacity is left open. One can ask questions similar to ours with respect to the average-error capacity as well. Whether there exists a memoryless network and a capacity noiseless channel (let alone a 1-bit channel ) such that adding to results in a capacity region ( ( )) which is not continuous at = 0 is an intriguing open problem. Finally, the effect of adding a 1-bit channel in the noiseless setting of network coding is not addressed in this work and remains a fascinating open problem.
