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We prove existence and regularity results for a general inequality including 
fixed point problems, variational and quasi variational inequalities. Examples 
of such problems are considered. 
Cet article developpe et complete des notes anterieures des auteurs [14], [15], 
1161. 
Les resultats des paragraphes 2 et 3 de la section IV sont dtis ?I la collaboration 
avec B. Hanouzet et G. Geymonat. La mtthode exposee dans ce travail pour 
obtenir l’existence de solutions rCgulikres de certaines inkquations quasi- 
variationnelles (I.Q.V.) a aussi Ctt appliquee avec la collaboration de G.M. 
Troianiello a un exemple qui n’est pas mentionne ici et trait& dans [17], [18]. 
Les auteurs remercient A. Bensoussan et J.L. Lions pour les discussions sur 
le sujet qu’il ont eues avec eux. 
Le plan adopt6 est le suivant 
Dans la section I, on considkre une inequation gCnCrale qui formalise un 
certain nombre de problkmes classiques-points fixes, points de Nash, i&qua- 
tions variationnelles et quasi-variationnelles-et on donne pour cette inbquation, 
dans la section II un theorkme abstrait d’existence et de rCgularitC qui est 
l’adaptation 5 une situation un peu plus compliquke d’un thtorkme de Brezis- 
Nirenberg-Stampacchia [8]. Au reste, ce thCor&me est 1’CnoncC du plan d’une 
methode applicable a de nombreux exemples concrets. 
La section HI rkapitule et compkte la section II dans le cas d’une I.Q.V. 
pour un operateur monotone. 
Enfin, la section IV est consacree a une sCrie d’exemples et il s’agit alors 
essentiellement de verifier dans chaque cas les hypothhses du thCorkme abstrait. 
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I. UNE IN~QUATION GBNBRALE 
Soit C un sous ensemble convexe d’un espace vectoriel reel E, C, une partie 
de C. 
Pour tout u E C, , soit ~(u, .) une fonction define sur C, a valeurs dans R u 
{+co} et non = +oo; soit f(., .) une fonction definie sur C x C 5 valeurs 
dans R, negative ou nulle sur la diagonale de C x C. 
Le probleme qui nous interesse est le suivant: Sous des hypotheses de convexite 
comme la suivante: 
(h) QJ(U, *) - f(~, *) est une fonction convexe sur C pour tout (u, V) E 
c, x c 
existe-t-i1 u E C, verifiant les inCgalitCs 
P)(u, u> + f(% w) < du, w) VWEC? (1) 
Voici quelques exemples de problemes qui peuvent se mettre sous la forme (1). 
EXEMPLE 1. On suppose p = 0, C, = C. Les inCgalitCs (I) se reduisent 
alors a: 
.f(u, 4 < 0, VWEC, (2) 
qui est 1’CgalitC du minimax de Ky Fan [I 11. 
L’exemple important des inkquations variationnelles s’obtient en prenant 
f(u, w) = (Au, u - w>, lorsque A: C + E’, voir [8]. Le cas oti v ne depend 
pas de la premiere variable rentre aussi dans cet exemple, voir [20] et la propriCtC 
1 de ce paragraphe. 
EXEMPLE 2. Supposons maintenant que f = 0, C, = C. Les inCgalitCs (1) 
deviennent alors: 
&4 4 < V(% 4, VWEC. (3) 
Si la fonction v ne prend nulle part la valeur + co, cet exemple se traite comme 
l’exemple 1, en posant f(u, w) = r+~(u, U) - T(U, w). Les inegalitCs (3) n’ont 
done d’intCrCt que si q prend effectivement la valeur fco. 
ConsidCrons deux cas particuliers. 
(a) Supposons que p soit l’indicatrice dune multiaplication Q: C -+ 2c, 
par exemple 
P)(u, 4 = VQ(4, 4, 24, v E c, (4) 
oti S(A, o), A &ant une par-tie de E, se d&nit par S(A, v) = 0 si v E A, + co 
siv$A. 
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Les inegalites (3), avec p dorm&e par (4) et Q(U) # o pour tout u E C, definis- 
sent exactement les points Jixes de Q. Les inegalites (3) definissent encore les 
points fixes de Q si I’on pose: 
du, v) = S(Q(v), 4, u, VE c. (5) 
On fait alors l’hypothese que Q est surjective c’est-a-dire que la famille 
{Q(u); u E C,} recouvre C. La propriete de convexite reclamte a Q est toutefois 
differente dans les deux cas: 
- pour (4) on doit supposer que Q est a valeurs convexes, tandis que pour (5), 
c’est la multiapplication Q elle mGme qui doit verifier: z, E Q(ui) => z, E Q(C A&, 
pour toute combinaison convexe de ui . Cette seconde hypothbe est consideree 
par Ky Fan dans [lo]. 
(b) Les points de Nash d’un systeme de fonctions peuvent aussi se definir 
au moyen de (3). 11 s’agit, Ctant donnees n fonctions vi de n variables ui ,..., u, : 
de trouver (ui , ua ,..., u,) E C, x C, x **. x C, Cl-Ii Ei verifiant: 
Pour reduire (6) B (3), il suffit de poser: 
E = E, x E, x -a- x E,, , c = c, x c, x ... x c, 
avec u = (ur , ue ,..., u,,), v = (zyi , v2 ,..., v,J, et de prendre 
du, 4 = v&h 3 u2 ,***, u,) + vz(u, > vz ,--*, u,) + ... + p&, , up ,..., v,). (7) 
Les points de Nash ont ttC introduits pour definir certains Cquilibres Cconomiques 
du type non cooperatif. 
EXEMPLE 3. Les solutions des inequations quasi-variationnelles (I.Q.V.) 
verifient des inegalite qui ne peuvent pas se resoudre 2 I’une des deux formes 
envisagees precedemment. 
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Ainsi, Ctant don&, Q: C, --f 2c et L: C -+ E’ le probleme de trouver u E C, 
solution de 1’I.Q.V. 
u E Q(u), 
Gu, u - w> < CR, u - w>, VW E Q(u), 
oh g E E’, s’ecrit sous la forme (1) en posant: 
v(u, 4 = a(Q(4, w), f(U, w) = (Lu, u - v) - (g, u - v). (9) 
Indiquons, pour terminer ce paragraphe, comment transformer (1) en un 
probleme equivalent pour deux fonctions +T et fi 
q@, C) t- f(zZ, 6) < f(% q, VGEC, (10) 
avec+ de la forme +(Ez, rZ) = S(Q(S), 6); d one, avec (10) se mettant sous la forme: 
f 6 Q(4, 
f(iz, 6) < 0 V6 E Q(C). 
(11) 
PROPOSITION 1. Si f(u, u) = 0 pour tout u E C, , les i&g&t% (1) sont 
t!quivalentes & un probkme de la forme (11). 
Preuve. On pose I? = E x IX, 1 = (u, 01), fi = (v, /3), 2 = (w, y), c, = 
C, x [w, C = C x [w et on definit: 
Q(6) = epi(v(u, .)): = (5 E C I ~(u, W) < y) 
et: 
+(I& 6) = a(Q@), @r>, 
J(~lw=fhW)+~-Y 
pour tout f E C, , v”, 6 E C. 
Les fonctions + et p verifient les proprietes du debut de ce paragraphe et en 
particulier l’hypothese de convexite (h). I1 est aussi clair que pour le couple 
C$ et J (10) et (11) sont equivalences. 
Montrons que (1) pour y et f Cquivaut a (11) pour rj5 etf 
D’abord, si u E C, verifie (I), G = (u, ~(u, u)) E C, x [w = Cr car ~(u, u) 
est necessairement fini. De plus, zi verifie Cvidemment 1 E Q(G) et p(G, 6) < 0 
pour tout d E Q(S). 
Reciproquement, soit zi == (u, a) solution de (11). Comme J E&(C), on a 
~(u, u) < 0~. Comme p(zZ, 25) < 0 V2.Z E C, il vient f (u, w) + 01 - y < 0 pour 
tout (w, r) E C x 61. Pour y = q(u, w), lorsque g)(u, w) < +co, on obtient: 
f (u, w) + 01 - 44 w) d 0 
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done aussi 
f@, 4 + @z < v(u, 4 pour tout w E C. 
Faisons w = u dans (12): 
f(% u) + a < P)(u, 4. 
(12) 
Comme p)(u, u) < 01 et comme par hypothese f(u, U) = 0, on deduit que 
~(u, U) = OL, ce qui acheve la demonstration. 
II. UN TH~OR~ME D'EXISTENCE ET DE R~JLARITB 
Nous indiquons dans cette section un schema permettant de demontrer 
l’existence et la regularit de solutions pour le systeme d’inegalites (1). 
Le tout est resume sous la forme d’un theoreme abstrait saris originalite 
mathematique, que nous donnons neanmoins ici pour son intCrCt methodolo- 
gique. En effet, sa demonstration est limit&e B l’application directe de deux 
resultats classiques, le lemme de Knaster-Kuratovski-Mazurckiewicz dans la 
version infini-dimensionnelle de Ky Fan [ 1 l] et Brezis-Nirenberg-Stampacchia 
[8] et le theoreme de point fixe de Kakutani [19] et Ky Fan [9]. 
La justification essentielle de ce theoreme vient de ce qu’un certain nombre 
d’applications interessantes relevent de cette methode. Nous developpons ces 
exemples dans la section 11’; voir aussi [18]. 
1. La sdection variationnelle S 
Pour caracteriser les solutions de (1) introduisons la multiapplication 5’: 
C, + 2c, definie pour tout u E C, de la facon suivante: 
S(u) = {v E c I 94% 4 + f(v, w) d v(u, 4, VW E Cl. (13) 
Ceci est justifie par la remarque que les solutions de (1) sont exactement les 
points fixes de S definie par (13). On appelle S 1 a sdection variationnelle associee 
au probleme (1); voir aussi la section III. 
L’existence de solutions pour (1) est demontree en deux etapes: 
(A) S est a valeurs non vides 
(B) S admet un point fixe. 
La premiere Ctape est un probleme d’existence pour un probleme variationnel, 
disons une inequation variationnelle, qu’on peut resoudre avec le lemme de 
Brezis-Nirenberg-Stampacchia deja mentionne. 
Pour pouvoir appliquer le theoreme de Kakutani et Ky Fan dans la deuxieme 
&ape, il faut trouver un ensemble convexe C,, C C, qui soit stable par S et une 
580/3-c/I-8 
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topologie sur C, telle que simultanement C, soit un espace compact et S soit 
semi-continue superieurement. Or, l’application S n’est pas une don&e explicite 
du probkme, mais elle se trouve definie implicitement via le probleme variation- 
nel de l’etape A. Ainsi, tout renseignement supplementaire sur la structure des 
solutions du probleme variationnel, comme par exemple des r&&tats de regu- 
IaritC permettant le choix d’un C,, do& d’une topologie sufficamment forte, 
s’avere t&s utile pour Ctudier les proprietes de ra selection variationnelle S 
dans I’Ctape B. Et au bout du compte, on obtient l’existence d’un point fixe de 
S dans C, constitue d’elements plus “reguliers” que ceux de C, . 
2. L’e’tape A 
Dans 1’Ctape A on travaille avec u E C, fixe: on a done besoin de proprietes 
convenables de ~(u, TI) etf( v, w) par rapport aux variables v et w. Aux hypotheses 
de convexite qu’on a deja introduites au debut, et que nous reformulons ici 
d’une facon affaiblie, on ajoute alors des hypotheses topologiques de semi- 
continuite’ et de coercivite’. 
Les don&es sont celles du debut de la section 1. 
Hypothke de convex& 
(i) Quel que soit (u, v) E C, x C, l’ensemble 
{=j E c I 9J(u, v) +f(v, w) > f&4 w)> 
est convexe: si wr E C et w’, E C verifient 
v(u, v) + f(v, Wi) :y P)(u, q), i= 1,2, 
alors on a: 
pourtoutw=tw,+(l-t)w,,O<t<l. 
Remarquons incidemment que (i) entraine, en particulier, pour tout u E C, 
que l’ensemble 
est convexe. 
On suppose en outre que E soit muni d’une topologie d’espace localement 
convexe &pare (e.l.c.s.), telle que les propriCtCs suivantes soient vCrifiCes: 
Hypothke de semi-co&mite 
(j) Quel que soit (u, w) E C, x C, la fonction p)(u, .) + f(., w) est s.c.i. 
sur toute intersection de C avec un sous espace de dimension finie de E. 
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(jj) Quel que soit u E C, , q uelque soit D sous ensemble convexe de C, 
et quelle que soit la famille filtree zI, sur C verifiant; 
du, %) + f(% 7 4 G P)(% WIT ‘OWED, 
et convergeant vers v ED dans E, on a a la limite 
p)(u, v) + f(% w) < &, 4, VWED. 
Hypotht%e de coercivith 
(c) Pour tout u E C, , il existe un sous ensemble compact L,, de E et 
wL’, E C n L, tel que 
9)(% 4 + fh %) > P)(ut wu,), vv E C\,L,, . 
Notons que les don&es du probleme (1) et les hypotheses (i), (j) (jj) et (c), 
lorsque v = 0 et C, = C, sont exactement les don&es et les hypotheses du 
theoreme 1 de [S]. 
PROPOSITION 2. Si g3 et f ont Zes proprie’tk (i), (j) (jj) et (c), aZors pour tout 
u E C, , S(u) est non vide. En outre, S(u) est contenu duns C n L,, , et il est ferd 
dam E, pourvu que C soit fermi. 
Preuve. Soit u fixC dans C, . On associe a tout w E C l’ensemble 
F(w) = {v E c I 94% 4 + f (v 4 < du, 4 
en sorte que: 
qu) = n F(~). 
WEC 
On verifie alors que la multiapplication F ainsi definie possede les proprietes 
(6) (7) (8) et (9) du lemme 1 de [8], ce qui entraine: 
S(U) est done non vide. Comme, pour tout v E S(U), on a ZI E C et 
ou w,, est 1’ClCment don& par (c), il en resulte que S(u) est contenu dans C n L,, ; 
c’est une consequence de l’hypothese (c). 
Enfin, soit V, une famille filtree sur S(U) convergeant vers v dans E. C etant 
fermt, on a ‘u E C et comme 
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on peut utiliser la propriete (jj) avec D = C et on trouve: 
du, 4 +f(v w> -G P(U> 4, VWEC 
ce qui donne w E S(u). Done S(u) est ferme. Remarquons que les ensembles 
F(w) ne sont pas eux-mCmes en gCnCra1 fermes dans E. 
Remarque. Si q~ = 0, C, = C, la proposition 2 est rien autre que le theoreme 
1 de [8]. 
3. L’Ctape B 
L’hypothese fondamentale pour I’Ctape B est la suivante: 
Stabilite’ par S d’un convexe compact C,, 4 C, 
(k) I1 existe un sous-espace vectoriel E,, de E, muni d’une topologie d’e.1.c.s. 
rendant I’injection E, c+ E continue, et un sous-ensemble convexe non vide 
C,, de I$, n C, , tels que: C,, est compact dans E,, et S(C,) C 2co. 
Remarque. M&me si on choisit E,, = E, on ne peut pas affirmer en g&r&al 
que un tel C, existe. Une condition suffisante-lorsque C est ferme-pour 
I’existence d’un C, qui verifie (k) avec E,, = E, est que la propriete de coercivite 
(c) soit verifiee uniformkment par rapport B u E C r : c’est-a-dire, (c) soit satisfaite 
pour tout u E C, , avec L, = L, oti L est un sous-ensemble (convexe) compact 
de E qui ne depend pas de u. Dans ce cas, on peut prendre C,, = C n L, qui est 
compact dans E, et stable par S a cause de la propriete 2. 
Comme nous le verrons dans les applications du paragraphe IV, la determina- 
tion d’un C, convenable est en general une des difficult& principales qu’on 
rencontre dans la resolution du probleme (1). 
Des que E, et C,, ont CtC fixes, il reste encore a supposer comme on l’a deja 
remarque au no 1, que la fonction v possede, par rapport a la fonction f, de 
bonnes proprietes de continuite sur C, x C,, (pour la topologie deduite de celle 
de E,). 
Nous Cnoncons d’abord cette propriete d’une facon tout a fait implicite, portant 
sur la selection S. Ensuite, nous donnerons des conditions suffisantes, portant 
explicitement sur les donnees v et f. 
Continuite’ de 9) par rapport ci f 
(1) La trace du graphe de S sur C,, x C, est fermee dans E, x E, . 
Remarque. Soulignons que cette condition est d’autant plus faible que la 
topologie de E, est plus forte: nous reviendrons sur cette remarque dans la 
section IV, remarque 1. 
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Enfin, on fait l’hypothbe-lorsque la selection S n’est pas une multiplication 
constante-que S(u) est convexe pour tout 24 E C, . Cette condition est nCcessitCe 
par I’emploi du theoreme de point fixe de Kakutani-Ky Fan. I1 faut remarquer 
que pour une classe importante de fonctions f, les fonctions monotones, cette 
propriete de convexite se revele toujours satisfaite: cf. la proposition du no 4 
de cette section II, et son corollaire. 
Conaexite’ de S(u) 
(11) Lorsque S n’est pas constante sur C, , quel que soit II E C, , 
S(u) est un ensemble convexe. On a alors le: 
TH~OR~ME 1. Sous Zes hypothhses de convexite’ (i), de semi-co&u& (j) (jj) et 
de coercivite’ (c); si r,u et f obiJent en outre (k), (1) et (11) par rapport b urz convexe C,, 
dans E, 4 E, alors le problkne (1) admet une solution u dans C,, . 
Pwuoe. A cause de la proposition 2 et des hypotheses (k) et (II), la multi- 
plication S envoie C,, dans I’ensemble des parties convexes (fermees) non vides 
de C, . Comme C, est compact, I’hypothese (1) entraine que S est semicontinu 
superieurement sur C, pour la topologie induite par celle de E, . Par suite, en 
vertu du theoreme de Kakutani-Ky Fan, S admet un point fixe dans C,, , ce 
qui demontre le theoreme. 
Dans les applications on pourra souvent verifier I’hypothese (I) moyennant 
les proprietes (11) et (IJ suivantes: 
(II) Pour toute famille filtree (ua , v,) sur C, X C, , telle que 
convergeant vers (u, w) dans E,, x E,, , on a g la limite 
~(u, V) < lim inf v(uu , v,); OL 
(la) Pour toute famille filtree (~4~ , 9,) comme dans (lr) et pour tout w E C, 
on peut trouver w, E C verifiant a la limite 
Liy infh-h ,w,) - f h , wdl < P(K 4 - f (vi, 4. 
COROLLAIRE DU THJ?OR&ME 1. Le thkoorlme 1 est encore vrai, si l’on remplace 
Z’hypothkse (1) par les hypothkes (1,) et (1,). 
Preuwe. I1 suffit de montrer que (IJ et (le) impliquent conjointement la 
propriett (1). Soit done (Us , 0,) E C, X C, une famille filtree convergeant vers 
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(u, w) dans E, :< E,, verifiant w, E S(u,). 11 faut montrer que w E S(U), ce qui 
revient a montrer que les inegalites 
d% I 74 G &a 1 4 - f(% ? w), VWEC, 
qui sont verifiees pour tout (Y, passent B la limite. 
Soit zc E C. Comme w, E S(uJ la premiere inegalite dans (lr) est satisfaite. 
Soit W, don& par (1s). En consequence de (lr) et (la) mtme, on trouve: 
~(u, w) < lim inf y(uN, w,) 
< limlinf[v(u, , w,) - f(a, , w,)] 
< 544 w) -f(v 4, 
d’ou, w Ctant quelconque, ZI E S(U). 
Remarque. Si v = 0, toutes les hypotheses faites dans l’etape B sont une 
consequence de la Proposition 2. Dans ce cas, done, le theoreme 1 est exactement 
le thtoreme 1 de [8]. 
Sif G 0 et ~(u, w) = @Q(u), w), les hypotheses faites g l’etape A se reduisent 
a la condition que la multiplication Q donnee est a valeurs convexes fermees 
non vides et s.c.s.; comme dans ce cas S(U) = Q(U), le thCore.me 1 est alors 
exactement le theoreme de Kakutani et Ky Fan. 
Remurque. L’hypothese (11) du corollaire est une propriCtC de s.c.i. de la 
fonction (II, w) * ~(u, w); l’hypothtse (la) est une sorte de s.c.i. de la fonction 
(74 4 *ff(w, 4. 
En tout cas, le corollaire ne restreint pas essentiellement le domaine d’applica- 
tion du theoreme 1. En effet ,par exemple, lorsque ‘p = 0, si f(w, w) = 0 pour 
tout w E C, on peut toujours satisfaire (l,), en vertu de (jj), avec w, = o, ; done, 
dans ce cas, le corollaire se reduit encore, comme le thCor&me 1, au theoreme de 
[8]. Par contre, si f = 0, la condition (1,) devient: 
lim inf[i$ p(24, , w)] < i$ v(U, w), a (14) 
qui est toujours vCrifiCe si cp(u, w) est de la forme S(Q(u), w). Dans ce demier 
cas, le corollaire est le theoreme de Kakutani-Ky Fan. 
4. Le cas monotone 
On dit que f est monotone si: 
f (v, 4 + f (w, 4 2 0, V(w, w) E c x c. (15) 
Comme f (w, w) < 0, Vw E C, la propriM (15) implique en particulier que 
f(w, w) = 0, VW E c. 
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Par analogie avec les inequations variationnelles pour des operateurs monotones 
hemicontinus, on associe au probleme (1) le probkme qui consiste a trouver 
u E C, verifiant: 
p)(u, 4 < P(U, 4 + f(w, 4, VWEC, (Ibis) 
et qui a evidemment comme solutions les points fixes de la multiplication T 
detinie pour tout u E C, par 
T(u) = {v E C I ~(u, v) < ~(u, w) f f(w v), VW E ‘3 (16) 
Remarque. Si l’hypothese de convexite (h) est satisfaite, alors T(u) est un 
ensemble convexe quel que soit u E C, . 
La proposition suivante, Ctablit des conditions pour qu’il y ait l’equivalence 
entre les deux problemes (1) et (Ibis); c’est l’analogue dun lemme classique 
de nfinty et F. Browder. 
L’hypothbe de convexite (i) est ici renforcee par la condition supplementaire 
(ii) suivante: 
(ii) Si cp(u, V) < +w, alors l’inegalite stricte satisfaite par w dans (i) 
reste encore vraie, m&me si une (et une seule) des inegalites strictes verifiees par 
wr et ~0~ est remplacee par une inegalite non-stricte. 
PROPOSITION 3. Si f est monotone, alors S(u) C T(u) pour tout u E C, . 
Inversement, si v et f vtkrifent les prop&t& de convex& (i) (ii) et de semi-continuitk 
(j), alors T(u) C S(u) pour tout u E C, . 
Preuve. Supposons f monotone. Soit v E S(U): on a 
44 4 d Y(% 4 + f (v, 4 + f (w, 4 
< v(u, 4 +f(w, 4 
pour tout w E C; done v E T(u). 
Demontrons l’inclusion inverse. Soit a E T(u), u E C, . Si v $ S(u), il existe 
tTE C tel que: 
Si V~ = tti + (1 - t)v, pour tout 0 < t < 1, ii vient, a cause de (j), que: 
done il existe 0 < t < 1 tel que: 
v(u, vt) + f (vt I 3 > v(u, @)l vo < t < t. (17) 
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Comme w E T(u), on a: 
qJ,(% w) t-f@4 4 2 ?+4 4, VWEC 
ce qui implique: 
En outre ~(u, U) < $-co et ~(u, w) < $-co: comme, B cause de (i) dom ~(u, *) 
est convexe, on a aussi p)(u, wt) < + CO pour tout 0 < t < 1. On peut done 
utiliser l’hypothese (ii) sur les deux inegalites (17) et (18) satisfaites par wt , 
ce qui nous donne I’inCgalitC stricte: 
D’oti la contradiction, carf(wt , wJ < 0. 
I1 est evident que l’hypothese de convexite (h) du paragraphe 1 implique (ii) 
en m&me temps que (i); en outre, (h) entraine que T(u) est convexe quel que 
soit II E C, . On deduit done, de la proposition 3, le 
COROLLAIRE. Si f est monotone et (h) et (j) sont satisfuites, alors S(u) = T(u) 
pour tout u E C, et S(u) est conwexe. 
Lorsque f est monotone, on verra qu’il est possible de remplacer l’hypothbe 
de semi-continuite (jj) dans la proposition 3 et le thkoreme 1 par la condition 
suivante: 
(jjj) Sous les m&mes hypotheses que celles de (jj), on a ?I la limite; 
P)(% w) < P)(% 4 + f (WY w), VWED. 
Remarque. L’avantage substantiel de (jjj) par rapport a (jj) est que-au 
contraire de (jj)-elle est satisfaite par toutes p et f, telles que ~(u, .) soit s.c.i. 
et f (w, .) S.C.S. dans E il suffit done de demander a la fonction f (., w) la seule 
propriete (j) de semi-continuite sur les intersections de C avec les sous-espaces 
de dimension finie de E. C’est le cas des applications du paragraphe III. 
La proposition 2 nous donne la: 
PROPOSITION 4. Si f est monotone et si la hypothkses (i) (ii), (j) (jjj) et (c) sont 
wt+i@es, ah pour tout u E Cl , S(U) est non wide. En outre, S(u) est co&mu duns 
C 17 L, , et il est fermC, si C l’est. 
Preuwe. En vertu de la proposition 2, il suffit de montrer que sous les hypo- 
theses (i) (ii) et (j), la propritte (jj) qui est utilisee dans la proposition 2 est 
une consequence de (jjj). 
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Soit v, convergeant vers v E D, D Ctant un sous ensemble convexe de C. 
Comme dans les donnees de (jj), on suppose que: 
&, v,) +f(% 9 4 G 94% 4, VWED, 
oh u E C, . I1 faut montrer qu’a la limite, on a: 
&, v) +fh 4 < du, 7-9, VWED. 
On peut Cvidemment supposer que a(u, w) n’est pas = +co pour tout 
w E D; il n’est pas restrictif alors de supposer ~(u, v) < +oo. On raisonne 
comme dans la preuve de la propriete 3. Supposons qu’il existe HOE D tel que: 
&4 ZJ) + f(v, 4 > &4 q 
Si pour tout 0 < t < 1 on definit V~ = tw + (1 - t)v, on prouve comme 
dans la demonstration de la proposition 3, qu’il existe a cause de (j) une valeur 
0 < t < 1, telle que: 
v(u, vt) +f(vt , a> z=- &4 @), vo < t < t. (19) 
D’autre part, les inegalites satisfaites par v, nous donnent, a cause de l’hypothese 
(3: 
94% vt) + f(vt , 4 > ds VI, VO<t<l. WV 
A partir de 11, on raisonne exactement comme dans la demonstration de la 
propriett 3, (19) et (20) remplacant (17) et (18). 
Par analogie avec (I), on introduit la condition: 
(m) La trace du graphe de la multiplication T, definie par (16), sur C,, x C, 
est fermte dans E, x E, . 
On a le: 
TH&OI&ME 2. Si f est monotone, si q~ et f vh$knt les propriktt% de convexite’ 
(h), de semi-continuite’ (j) (jjj) et de coercivitt! (c), si en outre (k) et (m) sont vh@es 
par rapport h un convexe C, duns E, c-+ E, alors le probkme (1) admet une solution 
I( dans CO . 
Preuve. On a deja remarqut que (h) entraine (i) et (ii). Dans la preuve de la 
proposition 4, on a demontre que, sous les hypotheses (i) (ii) et (j), (jjj) implique 
(jj). En tenant compte du corollaire de la proposition 3, comme (h) et (j) sont 
satisfaites, I’hypothtse (m) entraine soit (1) que (11). Le theoreme est done une 
consequence du theoreme 1. 
Dans les corollaires suivants, on introduit des conditions de continuite de v 
par rapport B f qui entrainent la propriM de fermeture (m). 
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COROLLAIRE 1. Le theoorkne 2 est encore vrai si l’on remplace Z’hypothAe (m) 
par Z’hypothlse (II) et Z’hypothbe (ma) suivante: 
(mJ Pour toute famille Jiltrk (Us , v,) comme duns (lr) et pour tout w E C, 
on peut trouver w, E C tels que: 
Liy inf[v(u, x) - f (0, , wJ1 < du, w) + f (w, v). (21) 
Preuve. I1 suffit de montrer que sous les hypotheses (h) et (j), (11) et (m,) 
impliquent la propriM (m). Soit done (u, , vJ E CO x C,, , verifiant v, E T(u,) 
et convergeant vers (u, v) dans E,, x E, . 
I1 faut montrer que z, E T(u). En vertu du corollaire de la proposition 3, on a 
a, E S(u,), c’est-a-dire: 
d% 9 VJ + f @a 3 4 G &a 9 4 VWEC. 
Done (II, , v,) verifie les hypotheses de la condition (lr) d’oti: 
p)(u, v) < lim inf v(lca , v,). a 
En outre, en consequence de (ma), pour tout w E C il existe w, E C tel que 
1’inCgalitC (21) de (ma) soit satisfaite. Comme: 
pour tout (Y, il vient a la limite 
qo(, w) < P)(u, 4 + f (WY 4
et comme w est arbitraire, v E T(u). 
COROLLAIRE 2. Le theor&ne 2 est encore vrai si l’on remplace l’hypothbe (m) 
par l’hypothlse (lr) et les hypotheses (mJ et (ma) suivantes: 
(ma) Pour toute famille filtree (24, v,) comme duns (II) et pour tout w E C, 
on peut trouver w, E C tel que: 
liy inf[du, , w,) - f (va , w,) + f (urn , w)] < du, ~1, (22) 
(m4) Pour tout w E C, f (w, e) est s.c.s. sur Co . 
Preuve. En vertu du corollaire 1, il suffit de montrer que, si f est monotone, 
alors (ma) et (ma) impliquent (ma). 
En effet (m3) nous donne, a cause de la monotonie def: 
du, w) 2 Liy inf[duo , w,> - f (v, , w,) - f (w, 41 
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d’ou, &sulte, a cause de (ma), l’inCgalit6 (21) rCclam&e darts (ma): 
Pour terminer ce no 4, il est peut-&tre utile de rtsumer sous la forme d’un 
corollaire additionnel ce que donne le corollaire 3 dans le cas ~(u, w) = S(Q(U), w). 
Soit done C un sous ensemble convexe ferme d’un e.1.s.c. 
Q une multiplication define sur une partie C, de C a valeurs 
dans les sous ensembles convexes fermes non vides de C; (23) 
f, une fonction monotone definie sur C x C et a valeurs dans R, 
nulle sur la diagonale, et telle que pour tout v E C, f(v, *) soit 
concave et S.C.S. dans E, et pour tout w E C, f(., w) soit s.c.i. (24) 
sur toute intersection de C avec les sous espaces de dimension 
iinie de E; on suppose en outre f coercive en sens de (c), ou v = 0. 
Si E, c--+ E et C, C E,, n C, , on dit que Q est f-continue sur C,, si la propriete 
suivante est verifiee: 
Pour toute famille filtree dans C,, x C,, , verifiant: 
0, E Q(G) et f (8, , 4 d 0 ‘v’zo E Qk4 
et convergeant vers (u, V) dans EU x E,, , on a 
(25) 
(4 w E Q(u), 
(/3) quel que soit w E Q(U), il existe w, E Q(uJ tel que 
lim~=v[f(o,, 4 -fh , w,)] 3 0. 
La selection variationnelle S est maintenant don&e, pour tout u E C, , par: 
S(u) = @ E Q(u) If (v, w) < 0 b’iw E Q(u)> (26) 
COROLLAIRE 3. Sous les hypothkes qui prkkdent supposons que la condition (k) 
soit satisfaite par rapport 2 Co , Co C E, et E,, L E, et que Q soit f-continue SUY Co 
dans E,, . Alors 1’1 existe me solution u dans CO pour le probkme 
u E SW f (u14 < 0 VW E Q(u). (27) 
III. IN~QUATI~NS Qu~s~-v~~rATIommx3 POUR UN ~PBRATEuR MONOTONE 
Nous reprenons ici les termes du paragraphe precedent, en particulier du 
corollaire 3, en les adaptant au cas des inequations quasi-variationnelles pour 
un operateur monotone. 
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On designe maintenant par E un espace de Banach reflexif reel, de dual E’, 
et par C une partie convexe fermee de E. 
On se donne: 
Q, une multiplication definie sur C a valeurs dans les sous 
ensembles convexes fermes non vides de E; 
A, une application de C dans E’ qui soit: monotone, 
(Au-Av,u-v)>O VU,VEE; 
hemicontinue, i.e., continue sur les sous-espaces de dimension 
finie de E dans E’ faible. 
coercive sur C, i.e., il existe v0 E C tel que 
(Av,v-q,)-t+cn lorsque \IvII++co,vEC, 
et on cherche u E C verifiant 1’I.Q.V. 
u E Q(u), 





La selection variationnelle S du paragraphe precedent est maintenant une 
veritable selection de la multiplication Q donnee, definie, pour tout u E C, 
par: v E S(u) si 
‘u E SW (32) 
(Av, v - w) < 0, tJw E Q(u) (33) 
D~FJNITION. Soit .!?a 4 E un espace de Banach et soit Da C E. n C. On dit 
que Q est faiblement A-continue sur D, , si les deux propriMs suivantes sont 
verifite : 
Quel que soit la suite (I+, vk) dans D, x D, , verifiant: 
v!s E Q(uK) 
<Av,,vk--W) do, VW E Q&J 
et convergeant faiblement vers (u, v) dans E, x E. , on a: 
(4 v EQW 
(B> Vzu E SO4 3w, E Q(z+) tel que 
limksup(Avk , w - WJ.. 3 0. 
On a alors le: 
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TH~OR~ME 3. Soit Q et A verifiant (28) et (29) et S don& par (32) et (33). 
On suppose qu’il existe un espace de Banach reflexif E,, avec une injection continue 
dans E, et une partie convexe fermbe non vide Do de E, , D, C E,, n C, tel que 
S(D,) C 20°, (35) 
S(D,) borne’ dans E,, . (36) 
Alors si Q est faiblement A-continue SW D, , il existe une solution u de (30) (31) qui 
appartient a D, . 
Preuve. On applique le corollaire 3 du theoreme 2, avec f(v, w) = (,4v, 
cl - w>, (c, ~3) E C x C, et en choisissant pour ensemble C, , 
C,, = cO(S(D,)). 
On dit que 8: C -+ E’, C C E, est bornee, si A(B) est un sous-ensemble borne 
de E’, pour tout ensemble B C C borne dans E. 
PROPOSITION 4. Avec les notations de la dej’kition, soit Q telle que: 
scs: Vu, E D, convergeant faiblement vers u dans E,, , pour tout vk E Q(uk) n D, 
qui converge faiblement vers v dans E, , on a v E Q(u); 
sci: Vu,: E D, convergeant faiblement vers u dans E,, , pour tout v EQ(u) il 
existe vg E Q(u,) qui converge vers v dans E fort. 
-4lors Q est faiblement A-continue SW D, dans E0 , quel que soit A borne’. 
Preuve. C’est une consequence immediate des definitions et du fait que 
(u, w) - (Av, w> est continue sur L x (E fort) pour tout borne L de E. 
COROLLAWE. Q est faiblement A-continue SW D, dans E,, pour toute A bornee 
pourvu que Q soit une application continue de D, muni de la topologie faible de E,, 
dans l’ensemble 2E, ceci au sens de la convergence des ensembles convexes [ 131 [22]: 
si la suite u,, converge vers u dans E, faible, alors Q(u) = limQ(z+) dans E. 
Les conditions suffisantes Cnoncees dans la proposition 4 et son corollaire 
sont commodes parce qu’elles sont independantes de l’application rZ, pourvu 
que Zz soit bornee. Elles ne sont cependant pas verifiees dans un certain nombre 
d’applications, comme nous le verrons plus loin. 
Remarque 1. Si l’injection de E,, dans E est compacte et si A est continue 
de E fort dans E’ fort, on peut remplacer dans la proposition 4 les conditions 
scs et sci par: 
scs’: Vu, E D, convergeant fortement vers u E D, dans E et Vvk EQ(uJ n D, 
convergeant fortement vers v dans E, on a v E Q(u); 
sci’: Vu, E D, convergeant fortement vers u E D, dans E et Vv EQ(u); il 
existe vk E Q(u,) convergeant vers v dans E faible. 
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Remarque 2. On peut remplacer (36) dans le theoreme 3 par: 
11 existe v0 E n Q(v) tel que: (AzI, z’ - v,,) -+ +co si I/ v /I -+ 00, 21 E D, . 
l’EDo 
(37) 
Remarque 3. S’il existe un Banach reflexif E, tel que: 
E c+ E, , E; C+ E’ 
les injections &ant continues et d’image dense, et si 
A(E,) C E; 
alors la condition (/?) intervenant dans la -4-continuite de Q peut @tre affaible en: 
(fi’) VZU E Q(U), 3w, dans la fermeture de Q(Q) dans El , tel que: 
lim sup(Av, , w - ZU~)~~,~; 3 0. a 
IV. QUELQUES EXEMPLES 
Soit 52 un ouvert de W, de front&e r suffisamment reguliere. 
Soit L un operateur differentiel lintaire de deuxieme ordre, de la forme: 
L = - i Diaij(x) Dj + c(x) 
i,j=l 
(38) 
avec aij et c dans L=(Q). On suppose L uniformement elliptique, c’est-k-dire 
qu’il existe 01 > 0 tel que: 
quelque soit 5 = (5, , [, ,..., 5,) E W. Pour u et TJ dans W(Q), on pose: 
a(u, v) = i$, Jo aii(x) Diu Djv dx + c In uv dx 
L’identitC 
(Lu, vj = a(u, v) pour u E W(Q) et v E Hoi(Q) 
(39) 
d&nit L con-me un operateur borne de W(Q) dans H-l(Q) le dual de H,,l(Q). 
On supposera toujours que a est la forme bilineaire coercive sur H,,‘(Q) [resp. 
Hi(Q)] . 
CERTAINES INdQUATIONS QUASIVARIATIONNELLES 125 
L’ensemble g des classes de fonctions definies presque partout dans Sz, est 
muni du cone positif habitue& u > 0 si U(X) > 0, pp x E J2, ce qui en fait un 
espace reticule. 
[u v v](x) = sup(u(x), Z’(N)), pps E II ) 0 
[u A U](X) = inf(u(x), z,(x)), pp.-c E Q. 
(42) 
On sait que P(Q), W(Q) et H;(Q) sont alors des sous-espaces coreticuk 
de l’ensemble 9 des classes de fonctions definies presque partout dans 9; 
c’est-a-dire que la borne superieure ou inferieure au sens de (42) de deux 
fonctions appartenant a un de ces espaces, appartient encore au m&me espace. 
On montre aussi que si uk et zig sont deux suites de EP(SZ) [resp. Hal(G)] 
convergent faiblement vers u et 21, alors la suite uk v zI; et la suite uk A z.lk 
convergent faiblement vers II v z’ et u A v respectivement. Si on designe par 
E l’espace W(Q) ou l’espace &l(G) et si f est don& dans L*(Q) par exemple, 
on s’interesse dans la suite a 1’I.Q.V.: trouver u E E, tel que: 
21 E Q(u), (43) 
a(u, u - w) < (f, 11 - w::, VW E E, w E Q(u). (44) 
ou D est une multiplication definie sur une partie C de E et a valeurs convexes 
fermees non vides de E. 
Le plus souvent, la contrainte definie par la multiplication 8 sera de la forme 
“obstacle” c’est-a-dire que pour tout u E C, on aura: 
Q(u) = {v E E = v < M(u)). (45) 
oti M est un operateur defini sur C et a valeurs dans L2(G’) par exemple oh plus 
gCnCralement de l’ensemble des classes de fonctions definies pp dans G, tel que 
pour tout u E C, il existe v E E tel que v < M(u). 
Designons par IT E E, la solution de 
4% w) = (j-9 w), VWEE. (46) 
qui, si E = Hal(Q) s’interprete comme la solution d’un probleme de Dirichlet 
homogene et si E = HI(Q) et si L et Sz sont assez reguliers, s’interprete comme 
la solution d’un probleme de Neumann homogene, de second membre f dans 
les deux cas. 
Soit Fr = {p’ E 9: 3~ E E v < ~3. Notons of : 9r 4 E d’application qui a 
g, E Fr associe la solution u E E de: 
u<9, (47) 
<Lu-“f,u-ww) <o VW <cp,w~E. (48) 
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PI est un cone contenant E et c’est un espace rtticule pour l’ordre induit 
par celui de .F. On a les resultats de comparaison suivants cf. [12]. 
PROPOSITION 5. 0 = 9 + E est une application croissante; en particulier 
on a 
q(v) G 6 %E32; 
Soit S la selection variationnelle associee a (43) (44) avec Q don& (45) on 
deduit de la proposition 5 le resultat suivant: 
PROPOSITION 6. Quel que soit u E C on a 
S(u) < u 
et si M est [de’] croissant, S est [de] croissant. 
Preuve. I1 suffit de remarquer que S = a,&. 
1. Un exemple oti M est dkroissant et compact (Bensoussan-Lions [6]) 
On choisit indifferemment E = EP(52) ou E = H,,r(sZ). On suppose que la 
fonction d’obstacle M verifie les proprietes suivantes: 
M est decroissant. 
M(E) C E et M est compact dans le sens suivant: si u,converge 
faiblement dans E vers u alors M(u,) converge fortement 
vers M(u) dans E. 




On a alors le resultat suivant: 
THI?OR&ME 4. Sous les hypothtses (49) (50) (51) 1’I.Q.V. (43) (44) (45) poskde 
une solution u E E, vkifant: 
Preuve. On utilise le theoreme 3 avec E = E, et C = D, definis par 
D,=C={v~E:v<ii}. 
Quel que soit u E D, , on a M(u) > M(U) B cause de (49); on en deduit que 
S(D,) est borne. La L -f continuite de S resulte de la proposition 4, tenant 
compte de (50). 
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2. Un exemple air hl est dkroissant mais non de’cessairement compact 
(dti h la collaboration avec B. Hanouxet) 
On suppose E = H,,l(Q) et que 111 verifie la propriCt6 suivante: 
hl(H,,l(Q)) C H,,l(Q) et M est faiblement continue pour les suites. (52) 
T&OF&ME 5. Sous les hypotheses (49) (51) (52), 1’I.Q.V. (43) (44) (45) 
posskde une solution u E H,,‘(Q). 
Preuce. On choisit pour appliquer le theoreme 3, les parametres suivants. 
C = {v E H,‘(Q): v < n}, 
D, = {zl E H,l(Q): Lv <f} 
ou Lo < f est pris au sens des distributions sur Sz (c’est l’ordre polaire de l’ordre 
defini precedemment sur H,‘(D), dans la dualite entre Hi(Q) et H-‘(Q)). 
On remarque que D,, C C a cause du principe du maximum. On verifie 
facilement que Da est stable par S et comme dans le theoreme 4, on montre que 
S(D,) est borne dans H,l(.Q). 
Pour achever la demonstration du theoreme 5 il reste a prouver la L -f 
continuite de Q sur C,, = D, , muni de la topologie faible de W, (fi). C’est 
l’objet du lemme 1 suivant: 
LEMME 1. Si M: H01(s2) + H,,l(Q) est decroissante et faiblement continue et si 
pour tout u E CO = {v E H,l(Q): Lv <f} on a 
Q(u) = {v E H:(Q): v < M(u)) 
alors (2 est faiblement L - f continue SW C,, . 
Preuve. Soit (u, , VJ E C, X C, verifiant: 
v,t E QW 
(La,, vk - w> < Cf, VI: - w> VW E H,l(sZ), w < M(uR) 
et uk - u, ‘vk - v. 
On doit montrer que: 
(4 v E so4 
(8) limksup(Lak -f, w - wk) > 0. 
La propriCtC (a) r&.ulte de la continuite faible de M et du fait que le c6ne 
positif de H,,l(Q) est faiblement ferme. 
Pour demontrer @I), on peut toujours ?I cause de la presence de la limite 
584341-9 
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superieure supposer que uk converge aussi presque partout vers u. La demonstra- 
tion resultera de la remarque suivante: 
LEMME 2. Soit uk: E H,l(Q) avec Lu, <f, Vk E IV, telle que uk converge 
faiblement duns H,l(Q), et presque partout duns 52 vers u E H01(52). 
Alors la suite: 
vk = v h ” d 
l>k 
est duns H,,‘(Q) et converge faiblement duns H,,l(sZ) et presque partout duns Q en 
d&croissant vers la meme limite u. 
Dimonstration du lemme 2. I1 est deja clair que ~~ ELM, car Lu, <f et 
Lu <f impliquent que uL < ii et u < ii et on sait que L2(sZ) est completement 
reticule. 
D’autre part, u1 , u et vk sont dans Fr ; de la proposition 5 resulte que: 
dqk) 2 ‘&I) Vl 3 k, 
uf(~k> 2 ‘d”) 
or, comme uf(ul) = ul et ur(u) = u, on en deduit que ur(& > P)~ par definition 
de vk . Par ailleurs ur(vk) < P)~ , done: 
ce qui prouve que vk E H,l(Q) et que L(y,) <f. 
Remarquons au passage que ceci prouve en fait que toute suite dans D, 
admet une borne superieure qui appartient a D, . La suite vk = u~(& est par 
ailleurs bomee dans H,,l(Q); Comme vk converge presque partout vers u, il en 
resulte que vk converge faiblement dans H,,l(S) vers u. 
Ce lemme 2 permet d’eclairer la nature de la convergence, de Q(uk) vers Q(u), 
lorsque (uk) verifie les propriMs du lemme 2. 
LEMME 3. Soit (uk) comme duns le lemme 2. Alors, Q(uk) = {v E H,‘(Q): 
v < M(u,)} vhife sci et scs de la prop&e’ 4 de la section III. 
D.4monstration du lemme 3. Soit (P)~) don&e comme dans le lemme 2 et 
Q(& = {v E H,l(Q): v < M(qk)}. La suite Q(vk) est croissante pour l’inclusion 
done tout w E un: Q(pk) est limite forte dans H,,l(Q) dune suite wg E Q(qk). 
D’autre part, Q(u) C (J Q(& car si w < Icf(u), la suite wk = w A M(&) qui 
est dans H,-,l(sZ) et dansQ(F,,), converge faiblement vers w A M(u) = w; I’ensemble 
U Q(vk) est convexe ferme done faiblement ferme ce qui demontre l’inclusion 
et prouve que tout w E Q(U) est limite forte de wk E Q(vk). Comme Q(& C Q(Q), 
ceci achke la preuve du lemme 3 et done du theoreme. 
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Remzrque. Ce resultat s’applique, avec les modification Cvidente dues a la 
consideration d’espaces produits convenables, au systeme d’1.Q.V. suivant: 
Trouver u = (or , ua ,..., or) E (H,,1(52))z tel que: 
<LUi-ffiyUi-W~) <O VW~ E Hol(!Z’), Wi < B< - 1 uj 
j+i 
oh les pi sont dans H1(Q) et de trace sur r positive dr-presque partout. 
3. Un exemple oti la fonction d’obstacle agit sur le bord. 
(dti ri la collaboration avec Geymonat) 
On suppose les coefficients de l’operateur L et le bord r de Sz, suffisamment 
reguliers pour que quel que soit v E HL1(G’) 
H@) = {w E Hl(SZ): Lv E L2(9)} 
on puisse definir la d&i&e conormale associee a L 
av 
a~, = iil aij Zh * COS(v~ xi> 
(r~ &ant la normale exterieure a F), comme un Clement du dual H-llz(IJ de 
H’/“(r), avec 
sachant que: 
II v IIHLW = (II v II&J) + II Lv lILw)1’2 
Pour des theoremes de trace de ce type, voir Lions-Magenes [22]. 
A tout u E H,l(J2), on associe le convexe ferme non vide de Hl(S2) defini par: 
Q(u) = 1 v~H~(Q):vj~>h- 
Oh 
h E HI/“(r), 9 E H112(r) et h E R. 
(53) 
THI?OR&E 6. Si le rkel h est positif et si h E Hi/“(r) est positif, alors 1’I.Q.V. 
(43) (44), ou Q est dt$&e par (53), possbde une solution dam H,l(!2). 
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Preuve. On pose E = HI(G), C = HL1(sZ) et E, = HL1(Q) muni de la 
norme de HL1(sZ). Pour ensemble Da , on choisit: 
D, = 
I 
v E Ht(Q) : Lv = j, + > 01. 
L 
qui est clairement convexe, fermt et non vide parce que u E D, . 
L’ensemble DO est stable par S; en effet si u E D, et v = S(u) on voit en 
utilisant la formule de Green que: 
Lv=j dans Q, 
done que v E D, . D’autre part, la fonction u solution de 
L_u = 0 dans Sz, 
g=h sur r 
est dans tous les Q(U) pour u E D, . 
Enfin, la forme bilineaire a verifie la condition de coercivite sur D, de la 
remarque 2 de la section III. 
Pour la L - j continuite de Q, on peut utiliser la proposition 4: la condition 
sci est en particulier vCrifiCe si l’on choisit: 
avec X E W(Q) et A,, = A. 
4. Des exemples oti la jonction d’obstacle posskde des proprie’tt% de rCgularite’ 
Faisons les hypotheses de regularit suivantes: 
Les coefficients aij de l’operateur L sont dans C’(a) 
C = 0 et T, le bord de Sz, est de classe C”. 
I1 existe p > (n/2, 1) tel que jE Lp(Q). 
Pour le mCme p, la fonction ICI verifie les propriMs suivantes. 
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11 existe v ED(Q) telle que pour tout 24 E Weep n H:(Q) verifiant: 
f>LU>,fhV 
alors 
ww~)) 3 v. (59) 
M est continue de WEEP faible dans LP’ fort (p’ = p/(p - 1)). (60) 
TH~OR~ME 7. Sous les hypothkses (54) h (60) l’I.Q.V. (43) (44) awec: 
Q(u) = {TJ E H;(Q): ZI < M(u)} 
poss&de une solution dans Wz*P(-Q) n H,l(Q). 
Preuve. On verifie d’abord que S est bien definie sur C parce que LP(Q) C 
H-l(Q), pour tout p, si n = 1 et si n 3 2 pour tout p tel que p’ < 2n/(n - 2): 
or p > n/2 implique que p’ < n(n - 2). Pour la m&me raison, p > n/2 assure 
que Iir**P(J2) s’injecte continument dans HI(Q), ce qui nous autorise a poser: 
E,, = W-‘(Q) n H,,‘(Q) 
EU &ant norme par la norme induite par celle de IW~(Q). Prenons alors: 
Q, = {u E m’2~p(Q) n H,‘(Q): f > Lu >f A + 
oil v est don&e par (59) et demontrons que D, est stable par S. 
L’estimation essentielle qui fournit le resultat est don&e par le lemme suivant 
dQ a Levy-Stampacchia [21], Mosco-Troianiello [23]: 
LEMME. Soit # E Hl(SZ) n C(Q) telle que L# soit une mesure SW Q, $lr 3 0. 
Alors la solution u E H,,l(Q) du probhne. 
(Lu, u - v) ,( 0, vv < 4 u<* 
vh$ie les inkgalitb suiwantes, au sens des mesures sur .Q 
O>Lu>Ll$ ho. 
Soit done u E D,, ; comme u E W*“(Q), on a cause de (57) M(u) E w”*p(fi). 
Comme p 3 n/2, on deduit du theoreme de Sobolev que M(u) E C(D); d’autre 
part L(M(u)) E LP(Q), done definit une mesure sur Q. On peut done appliquer le 
lemme precedent (apres translation de u qui appartient a w2*P(Q) n H,,’ d’apres 
des resultats classiques de regularite sur les equations). On obtient ainsi: 
f 2 -w(u)) 2 wqu)) A f. 
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Or par hypothese, u E D, , done L(U) > f A Y. A cause de (59), il vient done 
L(Mz4) > V, et par suite: 
f>LNU)) >fA " 
ce qui entraine queLS(u)) ELP(SZ), done que S(U) E W2*P(1(2) n H,,‘(B) et prouve 
que S(U) E D, . 
L’ensemble D, est convexe, ferme borne dans W2sP(Q), done dans E,, . II est 
aussi non vide car il contient U: on pose: 
fl reste ?I verifier IaL - f continuite faible de la multiapplication Q sur C, x C, . 
Soit (ug , vk) E C, X C, , avec vk = S(u,); une suite convergeante faiblement 
dans E0 x E,, , c’est-a-dire dans W2*P(.f2) x W2~~(G), vers (u, v). A cause de 
(60) la limite drifie v ,< M(u), done la propriM (CS) de notre definition. Pour 
verifier la propriete (fi), w &ant don& avec w < M(u) et w E I-IF,,(~), on choisit 
wk = w A M(+); comme M(z+J est positif sur r, wk E H,l(sZ). Par suite wk E 
Q(uk). La suite M(z+J converge fortement dans W(O) vers M(u) a cause de (60). 
Done la suite w A M(u,) converge fortement dans ,!?(G) vers w A M(u) = w, 
La suitel(u,) &ant bomee dansLP(SZ), on peut passer a la limite dans l’expression 
suivante: 
lir$(Lzr,, wk - w) - (f, wt - w)) = 0 
Le resultat se deduit alors du theortme 3. 
Remarque. A titre d’exemple, la fonction d’obstacle suivante: 
[~(a4 = 44 + G&q 1 1 grad u 1 dx 
avec I2 E W2*“(sZ), k > 0 sur r, verifie la propriettt (59) pour tout f ELP(Q) 
et v = L(k). 
Les deux exemples que nous donnons maintenant concernent des systemes 
et se ram&rent au cas precedent en raisonnant sur des espaces produits 
convenables. 
EXEMPLE 1. Le premier exemple reprend le cas d&croissant examine dans 
la paragraphe 2 de cette section. 
On cherche: u = (or ,..., ur) E H,,l(sZ))z vkifiant: 
Ui < Pi - 1 uj v (61) 
ifi 
(LU,-ffi,Ui-WW,),(O, vwi < /9i - c uj 
j+i (62) 
sachant que /?i E wP*P(s2), fli 3 0 sur r et fi E LS(lR), oti p > (n/2, I). 
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THBOR~?ME 8. Le systkme d’I.Q.L’. (58), (59) posside we solution duns 
wyq n H,1(Q). 
Preuve. On applique le theoreme 7 dans une situation de produit E = 
(H:(Q))‘. Les hypotheses (54) a (60) sont clairement verifiees: pour (59), on 
peut choisir par exemple: 
vi = Lj3i - c fj . 
j& 
EXEMPLE 2. I1 s’agit de resoudre le systeme d’I.Q.0. suivant: trouver: 
u = (Ul ,...) 4 E WolW’ 
solution de: 
% < rBi i- A uj 9 
j+i 
(LUi-ffi, Ui-Wi> GO, Vwi < Pi + A Uj . (64) 
hi 
Pour ce qui converne l’origine d’un tel systeme voir Bensoussan-Lions [l], [2], 
[31, ]41, [51* 
On remarque aisement que la fonction d’obstacle intervenant dans ce probleme 
est croissante, par suite les methodes de Bensoussan-Lions [l] et de Tartar [25] 
permettent de demontrer l’existence dans &l(G) dune solution maximale et 
minimale; la premiere est limite d’une suite decroissante de sur-solutions au sens 
de Tartar [25]; la seconde est limite d’un filtre de sous-solutions. 
Nous nous intkression ici a la regularite des solutions dun tel systbme et nous 
obtiendrons des resultats d’approximations dans un sens fort des solutions 
maximales et minimales par des suites de sur et sous solutions. 
TH~OR~?ME 9. Supposons que pour un certain p > n/2, 1) on ait fi ELP(Q), 
/li E wzJ’(G), fli > 0 SW P, alors il existe une solution de (63) (64) duns W2*p(S2) n 
H,l(s2) sous l’hypothdse supplt!mentaire: 
Lfli+L&>O Vi#j. (65) 
Preuve. I1 est deja clair qu’il faut une condition de compatibilite pour que les 
inegalites (63), i = l,..., Zposshdent une solution i.e., que Q possede un point fixe. 
En effet (63) entraine que: 
done: 
ui < A 
iti 
(66) 
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c’est-a-dire: 
% < A (Pi + Pj + 4) 
i#i 
avec 
h. /- 1 -3 ui . 
Par suite il est necessaire que Ajzi (& + pi) > 0 done que: 
(67) 
A + Bj 3 0 Vj f i (68) 
Mais il decoule en principe du maximum que (68) resulte de fiilr > 0 et de (65). 
Cherchons maintenant a mettre en place le theoreme 7. Posons E = (Hol(Q))z = 
C; et montrons que le choix E,, = (W*“(Q) n H,,l(Q))’ est deja convenable. 
DCsignons par: 
Ki = {ui E Hal(Q): Lui <<fi au sens des distributions sur Q}. 
LEMME 1. Le cdne K = JJ:=, (Ki CT W**“(Q)). est invariant par S. On a de 
plus Z’estimation suivante: siu = (ul ,..., u2) E K et si S(u) = (S,(u),..., Sl(u)), on a: 
fi 3 L(si(u)) > [ Pi + ,b CLuj)] A fi 
Preuwe du lemme 1. On remarque que ui E Wz*p(Q) n H:(Q) n’entraine pas 
que Ajzi uj E B12*P(G). NCanmoins, d’apres un lemme de Brezis [7], (cf. aussi 
lemme 2 du theoreme 5), on sait que L(Aj,, uj) est mesure qui verifie, au sens 
des mesures dans 52): 
L(A uj) 3 ALCuj) (68) 
j+i jti 
autrement dit L(h ui) peut posseder une composante singuliere par rapport a 
la mesure de Lebesgue, mais elle reste minoree par une mesure a densite dans 
Lp(Q). Cette minoration suffit pour appliquer I’inCgalitC de Lewy-Stampacchia 
(lemme du theoreme 7) et pour en deduire que L(&(u)) est a densite dans 
Lp(sZ). En effet, ui E FV*“(Q), done ui et par suite Aj+i uj sont des C(a) puisque 
p > n/2 D’autre part, nous venons de voir que L(A ui) est une mesure; on obtient 
done via l’inegalitt de Lewy-Stampacchia: 
fi 3 L(si(u)) 3 kpi + L [A Uj)] A fi 
j#i 
utilisant (68), il vient: 
fi a L(si(u)) 3 [LBf + A L(Uj)] A fi (70) 
CERTAINES INhQUATIONS QUASIVARIATIONNELLES 135 
Par suite, en vertu du theoreme de Radon-Nikodym: 
et (resultat de regularite pour les equations) 
S,(U) E w**qQ) n Hoi(Q) 
ce qui prouve notre lemme. 
Cherchons maintenant un ensemble D,, de la forme. 
D, = {u = (ul ,..., 7.40 E (W2-p(Q) n Hoi(Q))‘: fi 2 hi 2 pi i = l,..., I) 
avec pi ELP(.Q), de telle sorte qu’il soit invariant pour S. 
A cause du lemme, il suffit de trouver ui tels que Lui >, pi entraine que 
-q&(u) > pi . 
Tenant compte de l’estimation (70), ceci sera realise si le systeme d’inegalites 
suivant: 
LPi + A Pj 3 Pi (71) 
jii 
possede une solution des Lb(Q), verifiant de plus pi < fi . Remarquons l’analogie 
entre (71) et (63). Pour que (71) possede une solution il est necessaire que les 
inegalites suivantes aient une solution: 
done finalement qu’on ait: 
ce qui est l’hypothtse (65) de notre theoreme. 
Posons done pi = Lpi/2 - g, avec g E Lp(Q). On doit avoir pour verifier (71): 
(73) 
11 est clair que (65) implique (73) p ourtoutgELU(Q).PourquepLi <fji= l,...,I, 
on choisit alors: 
Finalement, l’ensemble D, , defini pour les pi don&s par: 
I% = 
+ \“J (A&fj) 
j=l 
(74) 
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est stable par S. La demonstration du theoreme 9 s’acheve comme pour les 
theoremes precedents. 
Designons par u = (tir ,..., i&) la solution de: 
et par: g = (g r ,..., gl) la solution de: 
-Ui E HtJ’(Q), 





oh les pi sont don&s par (76). 
On a alors le resultat d’approximation suivant: 
THBORSME 10. La suite Sn(zi) de sous-solutions de (63), (64) converge en 
&croissant dam W2.P(Q) faible vers la solution maximale de (63) (64) dans D, . 
La suite de sous-solutions, Sri(u) converge en croissant dans Wz*P(Q) faible vers 
la solution minimale de (63), (64) dans D, . 
Preuve. c et u Ctant dans D, , les deux suites P(a) et P(g) restent dans 
D, et sont respectivement decroissante et croissante. D, &ant faiblement 
compact dans W-“(Q), elles convergent toutes deux vers des limites notees 
respectivement Up et g, dans W2*p(s2) faible. 
Reprenant un raisonnement deja utilise dans le lemme 3 du theoreme 5, on 
montre facilement que: 
ii = S(C). 
Utilisant ensuite les arguments du lemme 3 du m&me thtoreme 5, on voit que: 
Les proprietes de maximalite et de minimalite de u’ et g, n’offrant pas de 
difficult&, ceci acheve la demonstration. 
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