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We formulate a general framework for addressing both odd- and even-frequency superconductivity
in Dirac semimetals and demonstrate that the odd-frequency or the Berezinskii pairing can natu-
rally appear in these materials because of the chirality degree of freedom. We show that repulsive
frequency-dependent interactions favor the Berezinskii pairing while an attractive electron-electron
interaction allows for the BCS pairing. In the case of compensated Dirac and Weyl semimetals,
both the conventional BCS and odd-frequency Berezinskii pairings require critical coupling. Since
these pairings could originate from physically different mechanisms, our findings pave the way for
controlling the realization of the Berezinskii superconductivity in topological semimetals. We also
present the density of states with several cusp-like features that can serve as an experimentally
verifiable signature of the odd-frequency gap.
Introduction.— The odd-frequency (OF) superconduc-
tivity, which was first suggested by Berezinskii in 1970s
as a possible order parameter for superfluid He3 [1], con-
tinues to be a challenging and interesting problem both
from the theoretical and experimental perspective (for
reviews of the OF superconductivity, see Refs. [2–4]).
Following the initial attempts with the phonon-
mediated interactions in Refs. [5, 6], it was proposed that
the spin-dependent fluctuations might lead to the real-
ization of the Berezinskii pairing [6, 7]. Later, the OF
paring was considered in the Hubbard models for strong-
coupling electron-phonon systems [8–10]. However, the
fundamental question about the microscopic mechanism
of the OF superconductivity still awaits clarification. It is
known that an OF pairing requires the electron-electron
interaction with strong frequency-dependence. Com-
pared with the infrared divergence governing an even-
frequency (EF) pairing, an OF one seems to be disfavored
in the bulk of conventional metals.
There are now numerous examples where the OF
or Berezinskii superconducting states might naturally
appear in various condensed matter systems includ-
ing heterostructures [11–13], multiband [4, 14, 15] and
driven [16] systems, vortices in the type-II superconduc-
tors [17], to name but a few examples.
The key relation that guides the search of unconven-
tional superconductors is the SP ∗OT ∗ = −1 rule [3],
where S, P ∗, O, and T ∗ state for the spin, coordinate,
orbital, and time permutations. This relation allows one
to easily quantify the symmetry properties of the OF
pairing. It also provides a guidance to predict possible
pairing states in the multiband and chiral systems like
Dirac and Weyl semimetals.
In this paper, we provide a general theoretical scheme
that is able to study the OF superconductivity in nodal
Dirac and Weyl systems. First, by using the effective ac-
tion approach [18, 19], we consider the possibility of the
intrinsic OF pairing in Dirac semimetals [20–23], which
are natural platform for the topologically nontrivial su-
perconductivity [24–26]. Next, we propose a microscopic
scenario for realizing the OF Cooper pairs due to a repul-
sive frequency-dependent interaction. This possibility is
plausible since the OF gap is determined by the derivative
of the with respect to frequency rather than the potential
itself. Therefore, the repulsive pairing potential can lead
to an effectively attractive potential for the Berezinskii
pairing. This allows for a completely different mechanism
for a superconducting pairing, which is usually absent for
the EF case. Finally, we demonstrate that the genera-
tion of both even- and odd-frequency gaps in compen-
sated Dirac semimetals requires values of the potential
strengths that exceed the critical ones. This provides the
possibility to rule out the ubiquitous in conventional ma-
terials BCS type of superconductivity. As an experimen-
tal signature, the distinctive cusp-like features in the den-
sity of states (DOS) are identified. We believe also that
our work opens up new directions in studying supercon-
ductivity in dynamical systems. In particular, it is im-
portant in view of a possible realization of odd-frequency
states in interacting organic Dirac materials reported in
Ref. [27] and in twisted bilayer graphene [28].
Model.— OF pairing is essentially a time-dependent
pairing state, where the inclusion of the retardation ef-
fects is crucial to properly describe this phenomenon.
Therefore, we choose not to use the effective Hamiltonian
language that is challenging and debated [18, 19, 29].
Instead, we employ the effective action approach. The
mean-field (MF) form of the effective action, which is
valid for both even- and odd-frequency superconductors,
reads (for the details of the derivation, see Sec. II in the
Supplemental Material (SM))
2SMF = −
1
2
∫
dx1dx2Ψ¯N(x1)G
−1
N (x1 − x2)ΨN(x2) +
1
2
∫
dx1dx2
|∆MF (x1 − x2)|
2
V (x1 − x2)
, (1)
where x = (t, r) is the time-space four-vector, ∆MF (x1−
x2) is the mean-field gap, V (x1 − x2) corresponds to the
interaction potential, ΨN(x) =
{
Ψ(x), ΘˆΨ(x)
}T
is the
wave function in the Nambu space, Θˆ = i12 ⊗ σyKˆ is
the time-reversal (TR) operator, 12 is the unit 2× 2 ma-
trix, iσy is the Pauli matrix that describes the spin flip,
and Kˆ is the complex conjugation operator. In addition,
throughout this paper, we set ~ = c = kB = 1. The
inverse Green’s function G−1N (x1 − x2) is
G−1N (x1 − x2) =
[
i∂t1 − HˆN(x1)
]
δ(x1 − x2)
−
τx + iτy
2
∆MF (x1 − x2)−
τx − iτy
2
∆†MF (x1 − x2).(2)
Here τ are the Pauli matrices acting in the Nambu space.
The Nambu Hamiltonian HˆN(x) is defined as
HˆN(x) =
12 + τz
2
δ(t)Hˆ(r)−
12 − τz
2
δ(t)ΘˆHˆ(r)Θˆ−1, (3)
where Hˆ(r) for 3D Dirac semimetals (DSM) is defined in
Eq. (5) below.
The mean-field gap in the momentum space reads
∆ˆ(ω,k) = −i
∫
dω′d3k′
(2π)4
Vˆ (ω − ω′;k− k′) Fˆ (ω′,k′),
(4)
where Fˆ (ω′,k′) is the causal anomalous Green’s function.
(The normal and anomalous Green functions are defined
in Sec. II in the SM.) As usual, the gap equation follows
from the extremum of the MF action given in Eq. (1)
with respect to ∆†MF .
To study the possibility of the OF superconductivity in
3D DSM, we employ a minimal model with a single Dirac
point. The case of 2D DSM is considered in Sec. VI in
the SM. The explicit form of the low-energy Hamiltonian
for the free electrons reads
Hˆ(r) = −µ14 − ivF γ
0 (γ ·∇) . (5)
Here µ is the electric chemical potential, vF is the Fermi
velocity, γ0 and γ are mutually anticommuting gamma
matrices. In addition, it is convenient to introduce
γ5 ≡ iγ
0γxγyγz matrix, whose eigenvalues correspond
to chirality χ degree of freedom.
Now, let us discuss the structure of both even- and
odd-frequency gaps. In general, two distinctive types of
superconducting pairing of chiral fermions can be con-
sidered in Weyl and Dirac semimetals [30–37], which are
schematically described in Figs. 1a) and 1b). For sim-
plicity, we consider the following gaps that are odd and
even in frequency:
∆ˆodd(ω) = iσy ⊗ 12∆(ω), (6)
∆ˆeven(ω) = 12 ⊗ 12∆(ω), (7)
respectively. The gap properties are summarized in Ta-
ble I.
Gap equation.— The gap equation (4) is an integral
equation that usually determines an unknown gap func-
tion ∆(ω,k) for a predefined potential. In the case of
the OF superconductivity, we find it convenient to refor-
mulate the gap equation as an equation for the pairing
potential itself. In what follows, a theoretical scheme
that is both able to restore the pairing potential via the
known gap and determine the gap via the known poten-
tial is provided.
For simplicity, we consider only the case of the s-wave
pairing, where the dependence on momentum can be
omitted, although the approach can be generalized to
other cases. Below we concentrate only on the case of
vanishing temperature T → 0 and compensated state
with electric chemical potential µ → 0. In addition,
our considerations are restricted only to the case of the
pairing potentials that do not grow at ω → ∞. Then,
performing the transformation ω → iω in Eq. (4), one
obtains the following gap equation:
∆ˆ(ω) =
∫ ∞
−∞
dω′Vˆ (ω − ω′) fˆ(ω′), (8)
where
fˆ(ω′) ≡
∫
d3k
(2π)4
Fˆ (ω′) (9)
with the momentum integral taken up to a cutoff Λk.
The explicit form of fˆ(ω′) in the case of odd- and even-
frequency pairings is given in Sec. III in the SM. Since the
matrix structure of fˆ(ω′) coincides with that in ∆ˆ(ω) and
Vˆ ∝ 18, the matrix structures will be omitted in what
follows.
∆ S P ∗ χ T ∗ Total
∆odd(ω) - + - - -
∆even(ω) - + + + -
TABLE I. The odd- and even-frequency gaps given in Eqs. (6)
and (7) as well as their symmetry SP ∗χT ∗ classification. Here
S, P ∗, χ, T ∗ denote the symmetry properties with respect
to the spin, relative coordinate, chirality, and relative time
permutations, respectively. The SP ∗χT ∗ = −1 rule, which is
analogous to the SP ∗OT ∗ = −1 in multiorbital systems [3],
is satisfied for spin-singlet, s-wave, odd-frequency pairing due
to the additional chirality degree of freedom. (For details see
Sec. I in the SM.)
3even- 
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FIG. 1. The spin-singlet and s-wave pairing channels in Dirac semimetals (DSM) in the case of the even- (panel a)) and
odd- (panel b)) frequency pairings. The EF gap corresponds to pairing of the quasiparticles of the same chirality (intra-node
channel). On the other hand, the OF Cooper pairs are allowed by the inter-chirality pairing. In both panels, red and blue
dashed lines corresponds to the right- and left-handed quasiparticles.
A convenient method to solve the integral equation (8)
is to transform it into the differential one with the ap-
propriate boundary conditions. As the starting point, the
scalar part of the gap equation (8) can be approximated
as follows (see also Sec. III.A in the SM)
∆odd(ω) = −2
∫ ω
0
dω′ω′V ′(ω)fodd(ω
′)
− 2
∫ ∞
ω
dω′ωV ′(ω′)fodd(ω
′). (10)
We note that only the derivative with respect to the fre-
quency from the potential V ′(ω) ≡ ∂ωV (ω) enters the
gap equation for the OF gap. Thus, we conclude that the
Berezinskii pairing can be supported by a wide range of
potentials that have a suitable derivative. The differen-
tial form of the gap equation itself is derived in Sec. III.A
in the SM.
The equation for the pairing potential V (ω) that allows
for the OF pairing reads (for the details of the derivation,
see Sec. III.A in the SM)
ωV ′′(ω)− V ′(ω) = −
ω∆′odd(ω)−∆odd(ω)
2
∫ ω
0
dω′ω′fodd(ω′)
. (11)
The boundary conditions are
V ′(ω)
∣∣∣
ω→∞
= −
∆odd(ω)
2
∫ ω
0
dω′ω′fodd(ω′)
∣∣∣
ω→∞
, (12)
V (ω)
∣∣∣
ω→∞
= 0. (13)
The last condition is crucial for determining the pairing
potential and is physically motivated by that fact that
the potential should vanish at large frequencies.
Next, let us consider the case of EF pairing. The gap
equation (8) can be approximated as
∆even(ω) = 2
∫ ω
0
dω′V (ω)feven(ω
′)
+ 2
∫ ∞
ω
dω′V (ω′)feven(ω
′). (14)
Unlike the case of the OF pairing, the EF gap is sensitive
to potential V (ω) itself. For the details of the derivation
as well as the differential gap equation, see Sec. III.B in
the SM.
The equation for the EF pairing potential is
V ′(ω) =
∆′even(ω)
2
∫ ω
0 dω
′feven(ω′)
, (15)
with the boundary condition
V (ω)
∣∣∣
ω→∞
=
∆even(ω)
2
∫ ω
0
dω′feven(ω′)
∣∣∣
ω→∞
. (16)
Pairing potentials.— Let us illustrate the proposed
framework by calculating the pairing potentials for a few
representative gap ansatzes. The simplest EF gap is
∆even(ω) = α. (17)
As for the OF gap, let us consider only the ansatz that
produces a vanishing at ω →∞ potential,
∆odd(ω) = α
Λk
ω
. (18)
Due to the complicated form of the functions fodd(ω)
and feven(ω), which is provided in Sec. III of the SM, the
solutions for the potentials are obtained numerically. The
OF gap as well as the corresponding pairing potential
are presented in Fig. 2a). We found that the potential
diminishes approximately as ∝ 1/ω2 at large frequencies
and diverges at small ones. In agreement with the prior
results (see, e.g., Ref. [38]), we find a critical value of the
potential strength that is needed to generate the OF gap
(see the black dotted line in Fig. 2a)).
Next, let us discuss the dependence of the even- and
odd-frequency gaps on the coupling constant g. The cor-
responding results are shown in Fig. 2b). We found that
the potential for the EF gap does not depend on fre-
quency and its critical value, which separates the normal
and EF superconducting phases, reads as
Vcrit = g
even
cr = −
8π2v3F
Λ2k
. (19)
As expected, the pairing potential is attractive in this
case. Further, the coupling constant should exceed the
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FIG. 2. Panel a): The odd-frequency gap as well as the corresponding pairing potential as functions of frequency at α = 10−2Λk.
Red solid lines correspond to the OF gap and blue dashed ones represent the corresponding potential. Black dotted lines
represent the critical value of the pairing potential obtained at α→ 0. Panel b): The dependence of the gaps on the coupling
constant for the EF (red solid line) and OF (blue dashed line) gaps. The 1D phase diagram is shown by the thick red, blue,
and black lines at ∆˜ = 0. For the sake of definiteness, ω = 10−2Λk. In addition, ∆˜(ω) = ∆(ω)/Λk and V˜ (ω) = V (ω)/|Vcrit|,
where Vcrit is given in Eq. (19). Note also that we used a finite frequency cutoff Λω = 2Λk in the numerical calculations.
critical value, i.e., |g| ≥ |gevencr |, to allow for an EF gap,
which is due to the vanishing DOS at the Fermi level.
As for the pairing potential for the OF case, it also
should be sufficiently strong to generate the gap, i.e.,
g ≥ goddcr . This critical value is determined at α →
0 assuming that the potential V can be factorized as
V (α, ω) = g(α)V˜ (ω). Then, g/goddcr = V (α, ω)/V (0, ω).
It is worth noting that, in general, such a separation is
not exact, which, however, does not change our main
qualitative conclusions. The gap as well as the depen-
dence of the corresponding potentials on frequency are
summarized in Table II. Another key result of this study
is that the pairing potential for the OF gap (18) can be
repulsive, V (ω) > 0. The results for 2D DSM, which
are presented in Sec. VI in the SM, are qualitatively the
same.
∆(ω) V (ω)
α const < 0
αΛk/ω ∝ 1/ω
2 > 0
TABLE II. The even- and odd-frequency gaps as well as the
qualitative dependence of the corresponding potentials on fre-
quency.
Conclusions.— We solved the gap equation for both
odd- and even-frequency superconductivity pairings in
Dirac semimetals. By using the effective action approach,
we derive the integral gap equation and show how to con-
vert it into a differential one with the appropriate bound-
ary conditions. There are two ways how the proposed
framework can be utilized. The first is to determine the
superconductivity gap via a given potential. The second
way is to consider the inverse problem in which the pair-
ing potential is determined via the predefined gap. We
start by noting that both even- and odd-frequency pair-
ings require values of the coupling potential that exceed
some critical values in Dirac semimetals at the charge
neutrality point. This allows to rule out the ubiquity of
the former and puts both pairings on an equal footing.
We show that the gap equation for an EF pairing is
determined by the pairing potential itself. On the other
hand, the OF gap depends only on the derivatives from
the potential with respect to frequency. Thus, the OF
pairing can be generated even by a repulsive potential
with an appropriate derivative.
The proposed scheme is illustrated for spin-singlet, s-
wave gaps. In agreement with the general consideration,
the pairing potential for the OF gap is indeed repulsive.
The corresponding derivative, which enters the gap equa-
tion, is however, negative. This finding should be con-
trasted to the case of the EF pairing, where the gap ex-
ists only for an attractive interaction. Thus, we suggest
a new scenario in the search of the superconductors that
support Berezinskii pairing due to strongly frequency de-
pendent repulsive pairing potential.
We compare the key aspects of even- and odd-
frequency superconductivity in conventional metals and
DSM in Table III. As an experimental signature of the
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FIG. 3. The dependence of the electron DOS ν(ω) on frequency at a few values of the gap strength α for ∆(ω) = α (panel a))
and ∆(ω) = αΛk/ω (panel b)). The electric chemical potential is µ = 0. As expected, the generation of the EF gap pushes
the states away from the region of small frequencies, where the spectral weight is recovered at the energy cutoff ω ≈ Λk (see
also Fig. S2 in the SM). The case of the Berezinskii pairing is qualitatively different and is manifested in the formation of the
cusp-like features at small ω. These features originate from the additional branches of the energy dispersion induced by the
OF gap. (The details are provided in Sec. V in the SM.)
Berezinskii pairing, we propose to study the DOS, where
characteristic double-cusp features universally appear.
The corresponding results are shown and discussed in
Figs. 3a) and 3b) (see also the SM).
While the explicit calculations were performed in the
case of the DSM within a spin-singlet and s-wave channel,
we believe that the proposed scenario is quite general and
can be, in principle, realized in various systems. Such
a claim, however, requires further rigorous verification.
In addition, the physical nature of repulsive frequency-
dependent potential should be also clarified. Further,
since the potential is repulsive, there might be some in-
sulating instabilities, which were ignored so far. It would
be interesting also to study the renormalization group
flows and the critical exponents for the OF transitions
in 3D Dirac and Weyl semimetals. Such investigations
are, however, beyond the scope of this study and will be
reported elsewhere.
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1Odd-frequency Berezinskii superconductivity in Dirac semimetals — Supplemental
Material
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I. BEREZINSKII SYMMETRY RELATION
By following Berezinskii [S1] and recent advancements discussed, e.g., in Ref. [S2], we discuss the symme-
try properties of the Cooper pairs. The starting point is the two-fermion correlation function ∆αβ,ab(t, r) =
〈T cα,a(t, r)cβ,b(0,0)〉. Here, T is the time-ordering operator, cα,b is the fermion annihilation operator, α and β
correspond to the spin indices, a and b denote the orbital or, in the case of Weyl and Dirac semimetals, chirality
indices, t is the relative time, and r is the relative coordinate. Next, let us define the key symmetry operations. The
spin permutation S is
S∆αβ,ab(t, r)S
−1 = ∆βα,ab(t, r). (S1)
The relative coordinate inversion P ∗ acts as
P ∗∆αβ,ab(t, r)(P
∗)−1 = ∆αβ,ab(t,−r). (S2)
Further, the chirality indices can be permuted
χ∆αβ,ab(t, r)χ
−1 = ∆αβ,ba(t, r). (S3)
Finally, the permutation of relative time reads as
T ∗∆αβ,ab(t, r)(T
∗)−1 = ∆αβ,ab(−t, r). (S4)
Note that P ∗ and T ∗ are not the full space-inversion and time-reversal symmetries. For example, T ∗ does not contain
the complex conjugation operator. The two-fermion correlation function ∆αβ,ab(t, r) has the following symmetry
property under the combined permutation of spin, relative space coordinates, chirality, and relative time:
SP ∗χT ∗∆αβ,ab(t, r) = −∆αβ,ab(t, r), (S5)
which is symbolically denoted as SP ∗χT ∗ = −1 rule and is analogous to the SP ∗OT ∗ = −1 rule for multiorbital
systems [S2]. This rule plays an important role in classifying possible pairing channels in various superconductors.
In the case of Dirac semimetals, the symmetry properties of simplest even- and odd-frequency Cooper pairs are
summarized in Table I in the main text.
II. EFFECTIVE ACTION APPROACH
By following Refs. [S3, S4], let us formulate the mean-field (MF) action for the odd-frequency (OF) or Berezinskii
pairing. Note that the corresponding results are also valid for the even-frequency (EF) superconductors.
The partition function of the system is given in terms of the functional integral (see, e.g., Ref. [S5]):
Z =
∫
DΨ¯DΨD∆†D∆e−iS(Ψ¯,Ψ,∆
†,∆), (S6)
where the action is
S =
∑
α,β
∫
dxΨ¯α(x)
(
−i∂tδαβ + Hˆαβ
)
Ψβ(x) +
1
2
∑
α,β,γ,δ
∫
dx1dx2
[
V −1(x1, x2)
]
αβγδ
∆†αβ(x1, x2)∆γδ(x1, x2)
+
1
2
∑
α,β
∫
dx1dx2
[
∆†αβ(x1, x2)Ψα(x2)Ψβ(x1) + ∆αβ(x1, x2)Ψ¯α(x1)Ψ¯β(x2)
]
. (S7)
2Here x = (t, r) is the time-space four-vector, Ψα(x) is the fermionic field, Ψ¯α(x) is the Dirac conjugate of the fermionic
field, ∆αβ(x1, x2) is the pairing field, and V (x1 − x2) is the interaction potential. Further, indices α, β, γ, δ denote
the components of the fermion fields. The pairing field was introduced by Hubbard–Stratonovich transformation via
the decoupling of the interaction term (see, e.g., Ref. [S6])
∑
α,β,γ,δ
∫
dx1dx2Vαβγδ(x1 − x2)Ψ¯α(x1)Ψ¯β(x2)Ψγ(x2)Ψδ(x1). (S8)
In what follows, we will omit explicit indices at fermion and pairing fields as well as the interaction potential for the
sake of the notations clarity.
In the mean-field approximation, the normal and anomalous Green’s functions are defined as
Gαβ(t− t
′; r− r′) = −iZ−1MF
∫
DΨ¯DΨΨα(t, r)Ψ¯β(t
′, r′)e−iSMF , (S9)
G˜αβ(t− t
′; r− r′) = −iZ−1MF
∫
DΨ¯DΨΨ¯α(t, r)Ψβ(t
′, r′)e−iSMF , (S10)
and
Fαβ(t− t
′; r− r′) = iZ−1MF
∫
DΨ¯DΨΨα(t, r)Ψβ(t
′, r′)e−iSMF , (S11)
F †αβ(t− t
′; r− r′) = iZ−1MF
∫
DΨ¯DΨΨ¯β(t, r)Ψ¯α(t
′, r′)e−iSMF , (S12)
respectively. The corresponding mean-field action SMF is
SMF =
∫
dxΨ¯(x)
[
−i∂t + Hˆ(x)
]
Ψ(x) +
1
2
∫
dx1dx2
[
∆†MF (x1 − x2)Ψ(x2)Ψ(x1) + ∆MF (x1 − x2)Ψ¯(x1)Ψ¯(x2)
]
+
1
2
∫
dx1dx2
|∆MF (x1 − x2)|
2
V (x1 − x2)
. (S13)
Note that the MF order parameter ∆MF (x1 − x2) now depends only on the relative coordinate. Further, the MF
action (S13) can be rewritten as
SMF = −
1
2
∫
dx1dx2Ψ¯N(x1)G
−1
N (x1 − x2)ΨN(x2) +
1
2
∫
dx1dx2
|∆MF (x1 − x2)|
2
V (x1 − x2)
, (S14)
where
G−1N (x1 − x2) =
[
i∂t1 − HˆN(x1)
]
δ(x1 − x2)−

 0 ∆MF (x1 − x2)
∆†MF (x1 − x2) 0

 (S15)
is the Green function in the Nambu space and Hamiltonian HˆN is given by
HˆN(r) =

 Hˆ(r) 0
0 −ΘˆHˆ(r)Θˆ−1

 . (S16)
Here Θˆ = i12 ⊗ σyKˆ is the time-reversal (TR) operator, 12 is the unit 2 × 2 matrix, iσy is the Pauli matrix that
describes the spin flip, and Kˆ is the complex conjugation operator.
In the case of 3D Dirac semimetals (DSM), the explicit form of the minimal low-energy Hamiltonian for the free
electrons near the Γ point in the Brillouin zone reads
Hˆ(r) = −µ14 − ivF γ
0 (γ ·∇) , (S17)
where µ is the electric chemical potential, vF is the Fermi velocity, γ
0 and γ are gamma matrices. The explicit form
of the latter in the chiral representation reads
γ0 =

 0 −12
−12 0

 , γ =

 0 σ
−σ 0

 . (S18)
3In addition, it is convenient to introduce γ5 matrix, i.e.,
γ5 ≡ iγ
0γxγyγz =

 12 0
0 −12

 , (S19)
whose eigenvalues correspond to chirality χ degree of freedom.
By performing the Fourier transform in Eq. (S15), we obtain
GN(ω,k) =
[
ω18 − HˆN(k)
]
−

 0 ∆ˆMF (ω,k)
∆ˆ†MF (ω,k) 0

 =

 Gˆ(ω,k) Fˆ (ω,k)[
Fˆ (ω,k)
]† ˆ˜G(ω,k)

 . (S20)
In the case of the 3D DSM, whose Hamiltonian is given in Eq. (S17), the 8× 8 Green’s function in Eq. (S20) acts
in the space of the Nambu–Gor’kov spinors
ΨN(k) = {Ψ(k),ΨΘ(k)}
T , (S21)
where
Ψ(k) =
{
ψχ=+↑ (k), ψ
χ=+
↓ (k), ψ
χ=−
↑ (k), ψ
χ=−
↓ (k)
}T
(S22)
and the TR conjugate spinor is given by
ΨΘ(k) =
{
ψχ=+↓ (−k),−ψ
χ=+
↑ (−k), ψ
χ=−
↓ (−k),−ψ
χ=−
↑ (−k)
}†
. (S23)
Here ↑ and ↓ correspond to the states with (pseudo-)spin up and down, respectively.
Further, let us present Green’s function in the Nambu space for even- and odd-frequency gaps used in the main
text. In the case of the intra-node, spin-singlet, s-wave, and even-frequency gap
∆ˆeven(ω) = 12 ⊗ 12∆(ω) =

 ∆(ω)12 0
0 ∆(ω)12

 , (S24)
the normal and anomalous Green’s functions read
Gˆeven(ω,k) =
[
(ω + µ)2 − |∆(ω)|2 − v2Fk
2
] [
(ω − µ)14 + vF γ
0(γ · k)
]
− 2µ|∆(ω)|214
ω˜2+ω˜
2
−
, (S25)
ˆ˜Geven(ω,k) =
[
(ω + µ)2 − |∆(ω)|2 − v2Fk
2
] [
(ω + µ)14 − vF γ
0(γ · k)
]
+ 2µ|∆(ω)|214
ω˜2+ω˜
2
−
, (S26)
Fˆeven(ω,k) = ∆(ω)
(
ω2 − µ2 − |∆(ω)|2 − v2F k
2
)
14 + 2vFµγ
0(γ · k)
ω˜2+ω˜
2
−
, (S27)
where ω˜± =
√
ω2 − |∆(ω)|2 − (µ± vFk)2.
For the spin-singlet, s-wave, inter-node, and odd-frequency gap
∆ˆodd(ω) = iσy ⊗ 12∆(ω) =

 0 ∆(ω)12
−∆(ω)12 0

 (S28)
the normal and anomalous Green’s functions are
Gˆodd(ω,k) =
(ω − µ)
[
(ω + µ)2 − v2F k
2 − |∆(ω)|2
]
14 − 2µ|∆(ω)|
2
14 +
[
(ω + µ)2 − v2Fk
2 + |∆(ω)|2
]
vF γ
0(γ · k)(
v2Fk
2 − ω2+
) (
v2Fk
2 − ω2−
) ,
(S29)
ˆ˜Godd(ω,k) =
(ω + µ)
[
(ω − µ)2 − v2F k
2 − |∆(ω)|2
]
14 + 2µ|∆(ω)|
2
14 −
[
(ω − µ)2 − v2Fk
2 + |∆(ω)|2
]
vF γ
0(γ · k)(
v2Fk
2 − ω2+
) (
v2Fk
2 − ω2−
) ,
(S30)
Fˆodd(ω,k) = γ
0γ5∆(ω)
(
ω+ω− + v
2
F k
2
)
14 − 2vFωγ
0(γ · k)(
v2Fk
2 − ω2+
) (
v2F k
2 − ω2−
) , (S31)
where we introduced the shorthand notation ω± = ω ±
√
|∆(ω)|2 + µ2.
4III. DERIVATION OF THE ODD-FREQUENCY GAP EQUATION
Let us present the details of the derivation of the gap equation. To start with, let us assume that the pairing
potentials for both even- and odd-frequency pairings do not grow at ω → ∞. In addition, the dependence of the
momentum can be also neglected for the s-wave pairing. Then, by performing the Wick rotation ω → iω, one can
obtain the following gap equation:
∆ˆ(ω) =
∫ ∞
−∞
dω′Vˆ (ω − ω′) fˆ(ω′). (S32)
In what follows, we consider the cases of the odd- and even-frequency pairings separately.
III.A Odd-frequency pairing
Let us start from the case of OF pairing. Since the pairing potentials are even in ω − ω′, the gap equation (S32)
takes the following form:
∆ˆodd(ω) =
∫ ∞
0
dω′
[
Vˆ (ω − ω′)− Vˆ (ω + ω′)
]
fˆodd(ω
′). (S33)
Here function fˆodd(ω
′) on the right-hand side is odd in ω′ and reads as
fˆodd(ω
′) =
∫
d3k
(2π)4
Fˆodd(ω
′) = γ0γ5
2∆odd(ω
′)
(2π)3
∫ Λk/vF
0
k2dk
v2F k
2 − (ω′)2 − |∆odd(ω
′)|2[
(ω′)2 + (vF k + |∆odd(ω′)|)
2
] [
(ω′)2 + (vF k − |∆odd(ω′)|)
2
]
= γ0γ5
∆odd(ω
′)
4π3v3F
{
Λk + ω
′
[
arctan
(
|∆odd(ω
′)| − Λk
ω′
)
− arctan
(
|∆odd(ω
′)|+ Λk
ω′
)]
+
|∆odd(ω
′)|2 − (ω′)2
4|∆odd(ω′)|
ln
[
(ω′)2 + (|∆odd(ω
′)| − Λk)
2
(ω′)2 + (|∆odd(ω′)|+ Λk)2
]}
, (S34)
where we set µ→ 0 for simplicity. Since the matrix structure is the same on both sides of Eq. (S33), henceforth, we
omit it.
To proceed with the analytical analysis, let us rewrite the potential in the following form:
V (ω − ω′)− V (ω + ω′) ≈ −2 [θ(ω − ω′)ω′V ′(ω) + θ(ω′ − ω)ωV ′(ω′)] . (S35)
Here V ′(ω) ≡ ∂ωV (ω) is the derivative from the potential with respect to ω. This approximation allows one to simplify
the gap equation (S33), i.e.,
∆odd(ω) = −2
[∫ ω
0
dω′ω′V ′(ω)fodd(ω
′) +
∫ ∞
ω
dω′ωV ′(ω′)fodd(ω
′)
]
. (S36)
The next step is to rewrite the integral equation (S36) in terms of the differential equation. Let us first take the
derivative with respect to ω,
∆′odd(ω)−
∆odd(ω)
ω
= −2
∫ ω
0
dω′ω′fodd(ω
′)
[
V ′′(ω)−
V ′(ω)
ω
]
. (S37)
By taking another derivative with respect to ω in Eq. (S37), one obtains
∆′′odd(ω)−
∆′odd(ω)
ω
+
∆odd(ω)
ω2
= −2ωfodd(ω)
[
V ′′(ω)−
V ′(ω)
ω
]
−2
∫ ω
0
dω′ω′fodd(ω
′)
[
V ′′′(ω)−
V ′′(ω)
ω
+
V ′(ω)
ω2
]
. (S38)
By using Eq. (S37), we obtain the following gap equation, which is presented in the main text:
ω2∆′′odd(ω)− [ω∆
′
odd(ω)−∆(ω)]
[
1 +
ω2V ′′′(ω)− ωV ′′(ω) + V ′(ω)
ωV ′′(ω)− V ′(ω)
]
= −2fodd(ω) [ωV
′′(ω)− V ′(ω)] . (S39)
5Since the corresponding gap equation is the differential equation of the second order, one needs to impose the
appropriate boundary conditions. By taking the limit ω → 0 in Eq. (S37), the following relation can be derived:[
∆′odd(ω)−
∆odd(ω)
ω
] [
V ′′(ω)−
V ′(ω)
ω
]−1 ∣∣∣
ω→0
= 0. (S40)
The other boundary condition requires us to take the limit ω →∞ in Eqs. (S36) and (S37). The resulting expression
reads
∆′odd(ω)
∣∣∣
ω→∞
−
∆odd(ω)
ω
{
1 +
ω
V ′(ω)
[
V ′′(ω)−
V ′(ω)
ω
]} ∣∣∣
ω→∞
= 0. (S41)
Next, let us derive the equation for the pairing potential. Since the potential does not depend on ω′ on the
right-hand side in Eq. (S37), this equation can be straightforwardly rewritten as
ωV ′′(ω)− V ′(ω) = [ω∆′odd(ω)−∆odd(ω)]
[
−2
∫ ω
0
dω′ω′fodd(ω
′)
]−1
. (S42)
The boundary condition follows from Eq. (S36), where the limit ω →∞ is taken, i.e.,
V ′odd(ω)
∣∣∣
ω→∞
= ∆odd(ω)
[
−2
∫ ω
0
dω′ω′fodd(ω
′)
]−1 ∣∣∣
ω→∞
. (S43)
It is important to note that since the OF gap equation depends only on the frequency derivatives from the pairing
potential, an additional boundary condition should be imposed in order to determine the potential itself. For example,
one can require the pairing potential to be vanishing at ω →∞
V (ω)
∣∣∣
ω→∞
= 0, (S44)
which is consistent with our initial assumption that V (ω) should not grow with ω.
III.B Even-frequency pairing
Next, we derive the gap equation in the case of EF pairing. Similarly to Eq. (S33), the corresponding gap equation
reads as
∆ˆeven(ω) =
∫ ∞
0
dω′
[
Vˆ (ω − ω′) + Vˆ (ω + ω′)
]
fˆeven(ω
′), (S45)
where fˆeven(ω
′) is an even function of ω′, whose explicit form in the limit µ→ 0 reads as
fˆeven(ω
′) =
∫
d3k
(2π)4
Fˆeven(ω
′) = −
2∆even(ω
′)
(2π)3
∫ Λk/vF
0
k2dk
1
(ω′)2 + |∆even(ω′)|2 + v2Fk
2
= −
∆even(ω
′)Λk
4π3v3F
[
1−
√
(ω′)2 + |∆even(ω′)|2
Λk
arctan
(
Λk√
(ω′)2 + |∆even(ω′)|2
)]
. (S46)
The pairing potential in Eq. (S45) can be expanded as
V (ω − ω′) + V (ω + ω′) ≈ 2V (ω)θ (ω − ω′) + 2V (ω′)θ (ω′ − ω) . (S47)
Then, the gap equation reads
∆even(ω) = 2
[∫ ω
0
dω′V (ω)feven(ω
′) +
∫ ∞
ω
dω′V (ω′)feven(ω
′)
]
. (S48)
Unlike the case of the OF pairing considered in Sec. II.A, the gap equation for the EF gap depends on the pairing
potential itself.
In order to rewrite the integral equation in terms of the differential one, let us take the derivative with respect to
frequency from both sides in Eq. (S48), i.e.,
∆′even(ω) = 2V
′(ω)
∫ ω
0
dω′feven(ω
′). (S49)
6The second derivative reads
∆′′even(ω) = 2
[
V ′′(ω)
∫ ω
0
dω′feven(ω
′) + V ′(ω)feven(ω)
]
= 2
[
V ′′(ω)
∆′even(ω)
2V ′(ω)
+ V ′(ω)feven(ω)
]
. (S50)
Finally, we obtain the following differential gap equation for the EF pairing:
∆′′even(ω)−∆
′
even(ω)V
′′(ω) [V ′(ω)]
−1
= 2V ′(ω)feven(ω) (S51)
with the boundary conditions
∆′even(ω) [V
′(ω)]
−1
∣∣∣
ω→0
= 0, (S52){
∆′even(ω)−∆even(ω)V
′(ω) [V (ω)]−1
} ∣∣∣
ω→∞
= 0. (S53)
The latter are obtained from Eq. (S49) at ω → 0 as well as Eqs. (S48) and (S49) at ω →∞.
Finally, by using Eq. (S49), it is straightforward to obtain the equation for the potential, i.e.,
V ′(ω) = ∆′even(ω)
[
2
∫ ω
0
dω′feven(ω
′)
]−1
. (S54)
The corresponding boundary condition follows from Eq. (S49) in the limit ω →∞, i.e.,
V (ω)
∣∣∣
ω→∞
= ∆even(ω)
[
2
∫ ω
0
dω′feven(ω
′)
]−1 ∣∣∣
ω→∞
. (S55)
As expected, the pairing potential is completely fixed for the EF gaps.
IV. DERIVATIVES FROM THE PAIRING POTENTIALS
In this short section, the derivatives with respect to frequency from the OF pairing potential are presented for an
ansatz considered in the min text, i.e.,
∆odd(ω) = α
Λk
ω
, (S56)
which is considered in the main text. The dependence of the gap as well as the potential derivative on frequency is
shown in Fig. S1a). It is clear that the corresponding derivative quickly diminishes with the frequency at large ω but
diverges at ω → 0. As for the dependence of the gap on the derivative strength, the corresponding results at a few
values of the frequency are shown in Fig. S1b). As one can see, there is a critical value of the potential derivative
V ′(ω) strength that corresponds to the generation of the gap. Such a value tends to diminish with the frequency,
which can be easily understood since the gap also decreases with ω. Therefore, the higher the frequency, the lower
the OF gap and the smaller potential derivative is needed to generate it.
V. SPECTRAL FUNCTIONS AND DENSITY OF STATES
In this section, we discuss a few possible observables such as the spectral function A(ω,k) as well as the electron
density of states ν(ω). Let us start with the spectral function, which is defined as
A(ω,k) =
1
2πi
[G(ω − i0,k)−G(ω + i0,k)]µ=0 , (S57)
where G(ω± i0) are the retarded GR(ω,k) and advanced GA(ω,k) Green’s functions, respectively. Then, the Green’s
function can be obtained as
G(Ω,k) =
∫
dωA(ω,k)
Ω + µ− ω
. (S58)
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FIG. S1. Panel a): The derivative of the pairing potential with respect to frequency as functions of ω at α = 10−2Λk. Red solid
line corresponds to the gap given in Eq. (S56) and the blue dashed line is the derivative with respect to frequency from the
corresponding potential V ′(ω). Panel b): The dependence of the OF gap on the frequency derivative from the pairing potential.
The frequency is ω = 5 × 10−3Λk (red solid line), ω = 7.5 × 10
−3Λk (blue dashed line), and ω = 1 × 10
−2Λk (green dotted
line). In both panels, ∆˜(ω) = ∆(ω)/Λk and V˜
′(ω) = V (ω)/(Λk|Vcrit|), where Vcrit = −8π
2v3F /Λ
2
k. Note also that we used a
finite frequency cutoff Λω = 2Λk in the numerical calculations. We checked, however, that the results are almost insensitive to
the value of this cutoff.
By using Green’s functions defined in Eqs. (S25) and (S29), we derive the following spectral functions:
Aeven(ω,k) = sgn (ω)
[
ω14 + vF γ
0(γ · k)
]
δ
(
ω2 − |∆(ω)|2 − v2Fk
2
)
, (S59)
Aodd(ω,k) =
sgn (ω)
4vFk|∆(ω)|
{
ω14
[
ω2 − v2F k
2 − |∆(ω)|2
]
+ vF γ
0(γ · k)
[
ω2 − v2F k
2 + |∆(ω)|2
]}
×
{
δ
[
ω2 − (|∆(ω)|+ vFk)
2
]
− δ
[
ω2 − (|∆(ω)| − vFk)
2
]}
. (S60)
The other important observable is the electron DOS, which is defined as
ν(ω) = −
1
π
Im
∫
d3k
(2π)3
tr
[
GR(ω,k)
]
. (S61)
By using Green’s functions given in Eqs. (S25) and (S29), we obtain the following electron DOS in the cases of the
even- and odd-frequency pairings:
νeven(ω) =
sgn (ω)
2π2
∫ Λk/vF
0
k dk
vFµ
{
(ω − µ)
[
(ω + µ)2 − |∆(ω)|2 − v2Fk
2
]
− 2µ|∆(ω)|2
}
θ(ω2 − |∆(ω)|2)
×
{
δ
[
ω2 − |∆(ω)|2 − (µ+ vF k)
2
]
− δ
[
ω2 − |∆(ω)|2 − (µ− vF k)
2
]}
(S62)
and
νodd(ω) =
sgn (ω)
2π2
∫ Λk/vF
0
k dk
vF
√
|∆(ω)|2 + µ2
{
(ω − µ)
[
(ω + µ)2 − |∆(ω)|2 − v2Fk
2
]
− 2µ|∆(ω)|2
}
×
{
δ
[
ω2 −
(
vF k +
√
µ2 + |∆(ω)|2
)2]
− δ
[
ω2 −
(
vFk −
√
µ2 + |∆(ω)|2
)2]}
, (S63)
respectively. The integrals over momentum in Eqs. (S62) and (S63) can be straightforwardly calculated, which leads,
however, to cumbersome expressions. Therefore, we do not present them here.
Let us investigate the evolution of the spectral weight during the gap opening. To start with, we present the trace
of the spectral function Atr = trA(ω,k) and the corresponding electron DOS for the even-frequency gap ∆(ω) = α
8in Figs. S2a) and S2b), respectively. As expected, the even-frequency gap pushes the states away from the region of
small ω. The corresponding spectral weight is recovered at the cutoff as can be seen in Fig. S2b). As in the case of
2D Dirac semimetals (for the corresponding discussion, see, e.g., Ref. [S7]), no coherence peaks appear at the charge
neutrality point. Note that, in order to obtain the results for the spectral function, the δ-functions in Eqs. (S59) and
(S60) were broadened via the Lorentzian distribution, i.e.,
δ(x)→
1
π
Γ
x2 + Γ2
(S64)
with Γ = 10−4Λk.
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FIG. S2. The dependence of the trace of the spectral function Atr = trA(ω,k) on the frequency ω and the momentum k (panel
a)) and the electron DOS ν(ω) on the frequency ω (panel b)) for ∆(ω) = α. We set µ = 0. As expected, the formation of the
gap pushes the states away from the region of small frequencies. The corresponding spectral weight is recovered at the cutoff
ω ≈ Λk.
The trace of the spectral function Atr = trA(ω,k) and the corresponding electron DOS for the odd-frequency gap
∆(ω) = αΛk/ω are shown in Figs. S3a) and S3b), respectively. As one can see, the results for the odd-frequency
gap are more complicated. In particular, there are four separated energy branches. For sufficiently large ω, they
merge together because the effect of the odd-frequency gap ∆ = αΛk/ω diminishes with the frequency. The results
for the corresponding DOS in the case of the odd-frequency pairing are shown in Fig. S3b). As one can see, the
DOS has a complicated structure with several cusp-like features. By comparing the results for the DOS and the
trace of the spectral function given in Figs. S3a) and S3b), respectively, we found that these cusps appear exactly
at frequencies where Atr at kz = Λk is nonvanishing. Indeed, the two cusps at |ω| & 0.5Λk correspond to the two
splitted high-frequency branches. The weakly separated features at small frequencies |ω| . 0.5Λk, which are shown
in detail in Fig. 3b) in the main text, stem from the almost flat low-frequency branches in Atr. In addition, we note
that, from the technical viewpoint, the appearance of the cusps is directly related to the finite momentum cutoff Λk.
We checked that the DOS for the odd-frequency state shows a single peak at ω → 0 for Λk →∞.
In order to demonstrate the universality of some features, let us present Atr and the corresponding electron DOS
for two more possible ansatzes of odd-frequency gaps. In particular, the results for ∆ = αω/
√
ω2 + β2Λ2k and
∆ = αωΛk/
(
ω2 + β2Λ2k
)
are presented in Figs. S4 and S5. Comparing the results in Figs. S3, S4, and S5, one
can see that the splitting of the energy branches (poles of the spectral function) is a universal feature of the odd-
frequency pairing. The details of the splitting depend, however, on the gap ansatz. We suggest that the experimental
observation of the splitting of the spectral function branches could provide an evidence in favor of the spin-singlet,
s-wave, Berezinskii pairing in 3D Dirac semimetals.
Next, let us discuss the evolution of the electron DOS at nonzero electric chemical potential µ. The corresponding
results at a few values of µ in the case of the even- and odd-frequency pairings are shown in Figs. S6a) and S6b),
respectively. The even-frequency gap pushes the states away from the region of small frequencies. As in the case of
2D Dirac semimetals (for the corresponding discussion, see Fig. S10 and, e.g., Ref. [S8]), while no coherence peaks
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FIG. S3. The dependence of the trace of the spectral function Atr = trA(ω,k) on the frequency ω and the momentum k (panel
a)) and the electron DOS ν(ω) on the frequency ω (panel b)) for ∆(ω) = αΛk/ω. We set µ = 0.
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FIG. S4. The dependence of the trace of the spectral function Atr = trA(ω,k) on the frequency ω and the momentum k (panel
a)) and the electron DOS ν(ω) on the frequency ω (panel b)) for ∆ = αω/
√
ω2 + β2Λ2
k
. We set µ = 0 and β = 1.
appear at the charge neutrality point, they are generically present at µ 6= 0. On the other hand, the formation of the
coherence peaks is not necessary the case for the odd-frequency gap.
It is reasonable to suggest that the intersections in the case of the odd-frequency gap shown in Fig. S3a), might
have a nontrivial topology. In order to clarify this, let us calculate the following topological invariant [S8,S9]:
N (γ) =
∫
dSρΩ(γ)ρ , (S65)
where
Ω(γ)ρ = −
1
24π2
ǫµνλρtr
[
γGN∂kµG
−1
N GN∂kνG
−1
N GN∂kλG
−1
N
]
, (S66)
is the 4D analogue of the conventional Berry curvature, γ is 8 × 8 matrix that either commutes or anticommutes
with the Green’s function, kµ = (ik0,−vFk) is the momentum 4-vector with ω → ik0, and
∫
dSρ is performed over
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FIG. S5. The dependence of the trace of the spectral function Atr = trA(ω,k) on the frequency ω and the momentum k (panel
a)) and the electron DOS ν(ω) on the frequency ω (panel b)) for ∆ = αωΛk/
(
ω2 + β2Λ2k
)
. We set µ = 0 and β = 1.
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FIG. S6. The dependence of the electron DOS ν(ω) on the frequency ω for ∆ = α (panel a)) and ∆ = αΛk/ω (panel b)) at a
few values of the electric chemical potential µ. We set α = 0.1Λk.
the 3D sphere embracing singular points. It is straightforward to verify for usual Weyl semimetals that the vector
field
(
Ω
(γ)
4 ,Ω
(γ)
3
)
in the (k0, kz) space at γ = 18 has the same monopole-like structure as the Berry curvature in
momentum space. We checked, however, that the field lines of Ω
(γ)
ρ , which is defined in Eq. (S66), are trivial for
Dirac semimetals both with even- and odd-frequency gaps considered in this study. Thus, in this sense, the crossings
in Fig. S3a) are topologically trivial. Clearly, the topological signatures of the odd-frequency pairing deserve further
investigation.
To conclude, let us summarize the key features of the spectral weight in the case of even- and odd-frequency pairings:
• Even-frequency (BCS) pairing
– The gap pushes the states away from the region of small ω. The corresponding spectral weight is recovered
at the cutoff.
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– No coherence peaks are formed at the charge neutrality point µ = 0. The peaks, however, appear for µ 6= 0.
• Odd-frequency pairing
– There is a redistribution of the spectral weight due to the formation of the cusp-like features at the cutoff.
– The coherence peaks are generically absent even at µ 6= 0.
VI. 2D DIRAC SEMIMETALS
In this section, we discuss the case of 2D Dirac semimetals at the charge neutrality point. We employ the same
Hamiltonian given by Eq. (S17), where kz = 0. Physically, this model corresponds to graphene, where the chirality is
equal to the valley index and (pseudo)spin corresponds to the sublattice degree of freedom. Then, in order to study
the effects of dimensionality on the superconducting pairing and spectroscopic response, we can consider the same
even- and odd-frequency gaps given by Eqs. (S24) and (S28), respectively. As is easy to verify, the Green functions will
be given by the same expressions as in 3D case albeit with kz = 0 (see Sec. ). The derivation of the gap equations and
equations for the pairing potentials is identical to that in Sec. III, where, however, functions fˆodd(ω
′) and fˆeven(ω
′)
are given by different expressions. Their explicit form reads
fˆodd(ω
′) =
∫
d2k
(2π)3
Fˆodd(ω
′) = γ0γ5
∆odd(ω
′)
(2π)2
∫ Λk/vF
0
kdk
v2Fk
2 − (ω′)2 − |∆odd(ω
′)|2[
(ω′)2 + (vF k + |∆odd(ω′)|)
2
] [
(ω′)2 + (vFk − |∆odd(ω′)|)
2
]
= γ0γ5
sgn (∆odd(ω
′))
(4πvF )2
{
∆(ω′) ln
(
(ω′)2 + [|∆(ω′)|+ Λk]
2
(ω′)2 + |∆(ω′)|2
(ω′)2 + [|∆(ω′)| − Λk]
2
(ω′)2 + |∆(ω′)|2
)
+ 2ω′
[
arctan
(
|∆(ω′)|+ Λk
ω′
)
+ arctan
(
|∆(ω′)| − Λk
ω′
)
− 2 arctan
(
|∆(ω′)|
ω′
)]}
, (S67)
and
fˆeven(ω
′) =
∫
d2k
(2π)3
Fˆeven(ω
′) = −14
∆even(ω
′)
(2π)2
∫ Λk/vF
0
kdk
1
(ω′)2 + |∆even(ω′)|2 + v2F k
2
= −14
∆even(ω
′)
2(2πvF )2
ln
(
(ω′)2 + Λ2k + |∆(ω
′)|2
(ω′)2 + |∆(ω′)|2
)
. (S68)
The results for the pairing potential and the superconducting gaps are presented in Figs. S7a) and S7b), respectively.
We used the same gap asatzes as in the 3D case considered the main text, i.e., ∆even(ω) = α and ∆odd(ω) = αΛk/ω.
Note that, because of a different DOS, the critical potential (coupling) for the EF case is different, i.e.,
Vcrit = g
even
cr = −
4πv2F
Λk
. (S69)
As can see by comparing the results in Fig. 2 in the main text and Fig. S7, the difference between the pairing potentials
and gaps in 2D and 3D is quantitative rather than qualitative.
The electron DOS is defined in Eq. (S61). For the even- and odd-frequency pairings it reads as
νeven(ω) =
sgn (ω)
2π
∫ Λk/vF
0
dk
vFµ
{
(ω − µ)
[
(ω + µ)2 − |∆(ω)|2 − v2Fk
2
]
− 2µ|∆(ω)|2
}
θ(ω2 − |∆(ω)|2)
×
{
δ
[
ω2 − |∆(ω)|2 − (µ+ vFk)
2
]
− δ
[
ω2 − |∆(ω)|2 − (µ− vFk)
2
]}
(S70)
and
νodd(ω) =
sgn (ω)
2π
∫ Λk/vF
0
dk
vF
√
|∆(ω)|2 + µ2
{
(ω − µ)
[
(ω + µ)2 − |∆(ω)|2 − v2Fk
2
]
− 2µ|∆(ω)|2
}
×
{
δ
[
ω2 −
(
vF k +
√
µ2 + |∆(ω)|2
)2]
− δ
[
ω2 −
(
vFk −
√
µ2 + |∆(ω)|2
)2]}
, (S71)
respectively. The results for the electron DOS at ∆(ω) = α and ∆(ω) = αΛk/ω as well as ∆ = αω/
√
ω2 + β2Λ2k and
∆ = αωΛk/(ω
2+β2Λ2k) are presented in Figs. S8 and S9, respectively. As expected, the DOS in 2D is linear in ω and
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FIG. S7. Panel a): The odd-frequency gap and the corresponding pairing potential as functions of frequency at α = 10−2Λk.
Red solid lines correspond to the OF gap and blue dashed ones represent the corresponding potential. The critical value of the
pairing potential obtained at α→ 0 is represented by a black dotted line. Panel b): The dependence of the gaps on the coupling
constant for the EF (red solid line) and OF (blue dashed line) gaps. The 1D phase diagram is shown by the thick red, blue,
and black lines at ∆˜ = 0. For the sake of definiteness, ω = 10−2Λk. In addition, ∆˜(ω) = ∆(ω)/Λk and V˜ (ω) = V (ω)/|Vcrit|,
where Vcrit is given in Eq. (S69). In addition, we used a finite frequency cutoff Λω = 2Λk in the numerical calculations.
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FIG. S8. The dependence of the electron DOS ν(ω) on the frequency ω for ∆(ω) = α (panel a)) and ∆(ω) = αΛk/ω (panel b))
at a few values of the gap strength α. We set µ = 0.
shows the same cusp-like features as in the 3D case (cf. with results in Sec. V). The spectral functions are identical,
therefore, we do not present them here.
Finally, we compare the dependence of the electron DOS ν(ω) on ω for ∆ = α and ∆ = αΛk/ω at nonzero µ. The
corresponding results are presented in Figs. S10a) and S10b), respectively. Like in 3D case, while the coherence peaks
appear for ∆ = α at µ 6= 0, they are absent for ∆ = αΛk/ω.
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FIG. S9. The dependence of the electron DOS ν(ω) on the frequency ω for ∆ = αω/
√
ω2 + β2Λ2
k
(panel a)) and ∆ =
αωΛk/(ω
2 + β2Λ2k) (panel b)) at a few values of the gap strength α. We set µ = 0 and β = 1.
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FIG. S10. The dependence of the electron DOS ν(ω) on the frequency ω for ∆ = α (panel a)) and ∆ = αΛk/ω (panel b)) at a
few values of the electric chemical potential µ. We set α = 0.1Λk.
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