The large deviation principle in the small noise limit is derived for solutions of possibly degenerate Itô stochastic differential equations with predictable coefficients, which may depend also on the large deviation parameter. The result is established under mild assumptions using the Dupuis-Ellis weak convergence approach. Applications to certain systems with memory and to positive diffusions with squareroot-like dispersion coefficient are included.
Introduction
Freidlin-Wentzell estimates for Itô stochastic differential equations of diffusion type are concerned with large (order one) deviations of solutions to (1.1) dX ε t = b(X ε t ) + √ ε σ(X ε t ) dW t from their small noise limit as the noise parameter ε > 0 tends to zero. The small noise limit here is the deterministic dynamical system given by the ordinary differential equation
(1.2) dϕ t = b(ϕ t )dt.
In (1.1) and (1.2) above, the solutions are R d -valued, b is a vector field R d → R d , σ a matrix-valued function R d → R d×m , and W an m-dimensional standard Brownian motion, which serves as a model for noise. Solutions of (1.1) and (1.2) are usually considered over a finite time interval, say [0, T ], with the same deterministic initial condition X ε 0 = x = ϕ 0 . Large deviations are quantified in terms of the large deviation principle; see, for instance, Section 1.2 in Dembo and Zeitouni [1998] . Let us recall the definition in the context of Polish spaces (i.e., topological spaces that are separable and compatible with a complete metric). Let X be a Polish space. A rate function on X is a lower semicontinuous function X → [0, ∞] . A rate function is said to be good if its sublevel sets are compact. The large deviation principle is said to hold for a family (ξ ε ) ε>0 of X -valued random variables with rate function I if for all Γ ∈ B(X ),
≤ lim sup ε→0+ ε log P (ξ ε ∈ Γ) ≤ − inf x∈cl(Γ)
I(x),
where cl(Γ) denotes the closure and Γ • the interior of Γ. We will also need the following alternative characterization. The Laplace principle is said to hold for a family (ξ ε ) ε>0 of X -valued random variables with rate function I if for all F ∈ C b (X ) (i.e., F bounded and continuous),
If the rate function I is good, then the Laplace principle holds with rate function I if and only if the large deviation principle holds with rate function I; see, for instance, Section 1.2 in Dupuis and Ellis [1997] .
Various sets of assumptions on the coefficients b, σ in (1.1) are known to imply that the large deviation principle holds for the family (X ε ) ε>0 of C([0, T ], R d )-valued random variables. In the non-degenerate case, that is, if d = m and the matrix-valued function σσ T is uniformly positive definite, the large deviation principle holds if, for instance, b and σ are bounded and uniformly continuous; the rate function then takes the form
whenever ϕ ∈ C([0, T ], R d ) is absolutely continuous with ϕ 0 = x, and I x (ϕ) = ∞ otherwise; see Theorem 5.3.1 in Freidlin and Wentzell [1998, pp. 154-155] . In the case of possibly degenerate diffusion matrix, global Lipschitz continuity of b and σ implies the large deviation principle, and the rate function I x can be expressed as where inf ∅ = ∞ by convention; see Section 5.6 of Dembo and Zeitouni [1998] , where σ is assumed to be bounded, and the references therein.
In this paper, we study small noise large deviations for possibly degenerate Itô stochastic differential equations with coefficients b, σ that may depend on time and the past of the solution trajectory (predictable coefficients) as well as on the large deviation parameter ε; cf. Equation (2.1) below. This general setting has also been studied in Puhalskii [2004] . The proof of the large deviation principle there is based on Puhalskii's weak convergence approach to large deviations, which builds on idempotent probability theory and convergence in terms of maxingale problems, the idempotent analogues of martingale problems; see Puhalskii [2001] . The assumptions needed in Puhalskii [2004] to establish the large deviation principle are very mild, the main assumption being that Luzin weak uniqueness holds for the idempotent Itô stochastic differential equation associated with the predictable coefficients b, σ; sufficient conditions in terms of regularity and growth properties of b, σ are provided. Two other recent works dealing with generalized FreidlinWentzell estimates for Itô equations are those by Mohammed and Zhang [2006] and Baldi and Caramellino [2011] ; they are discussed in Section 4 below.
The approach we follow here in establishing the large deviation principle, actually through the Laplace principle, is the weak convergence approach introduced by Dupuis and Ellis [1997] and adapted to the study of stochastic systems driven by finite-dimensional Brownian motion in Boué and Dupuis [1998] . The approach, or more precisely the variational formula for Laplace functionals which is its starting point, has been extended to stochastic systems driven by infinite-dimensional Brownian motion and/or a Poisson random measure in Budhiraja and Dupuis [2000] and Budhiraja et al. [2008 Budhiraja et al. [ , 2011 . Using that approach in the present situation, it is straightforward to prove the large deviation principle for solutions of Equation (1.1) when the coefficients are globally Lipschitz continuous; see Section 4.2 in Boué and Dupuis [1998] or, for the case of finite-dimensional jump diffusions, Section 4.1 in Budhiraja et al. [2011] . Here, we obtain the large deviation principle for predictable coefficients under much weaker hypotheses, which can be summarized as follows: continuity of the coefficients in the state variable; strong existence and uniqueness for the (stochastic) prelimit equations; uniqueness for a controlled version of the (deterministic) limit equation; stability of the prelimit solutions under L 2 -bounded perturbations in terms of tightness of laws.
The rest of this paper is organized as follows. Section 2 is dedicated to the statement and proof of the large deviation principle under general hypotheses. In Section 3, we verify the hypotheses for coefficients that are locally Lipschitz continuous with sublinear growth at infinity but may depend on the past as well as the large deviation parameter ε. This result yields, as an application, the large deviation principle obtained in Mohammed and Zhang [2006] for systems with memory; see Section 4.1. In Section 4.2, we derive the large deviation principle obtained in Baldi and Caramellino [2011] for a class of positive Itô diffusions with dispersion coefficient of square-root type; an example is given by the Cox-Ingersoll-Ross (CIR) process, which serves as a model for interest rates in mathematical finance. The appendix contains the variational formula for Laplace functionals of Brownian motion obtained in Boué and Dupuis [1998] as well as two related technical results.
General large deviation principle
Let d, m ∈ N, and let T > 0. For n ∈ N, set W n .
= C([0, T ], R n ) and endow W n with the standard topology of uniform convergence. For ε > 0, let b ε and b be functions mapping [0, T ] × W d to R d , and σ ε and σ functions mapping [0, T ] × W d to R d×m . Let (W m , B, θ) be the canonical probability space with Wiener measure θ, and let W be the coordinate process. Thus W is an m-dimensional standard Brownian motion with respect to θ. Let (G t ) be the θ-augmented filtration generated by W , and let M 2 [0, T ] denote the space of R m -valued square-integrable (G t )-predictable processes.
Fix x ∈ R d . For ε > 0, we consider the Itô stochastic differential equation
and
both over the time interval [0, T ] and with initial condition X ε,v 0 = X ε 0 = x. Observe that if ε = 0, then Equation (2.1) becomes a deterministic functional equation, namely (2.3)
Similarly, if ε = 0 and we pick f ∈ L 2 ([0, T ]; R m ), then Equation (2.2) reduces to (2.4)
Let us introduce the following assumptions:
H1 The coefficients b and σ are predictable. Moreover, b(t, ·), σ(t, ·) are uniformly continuous on compact subsets of
H2
The coefficients b ε , σ ε are predictable maps such that b ε → b and
H3 For all ε > 0 sufficiently small, pathwise uniqueness and existence in the strong sense hold for Equation (2.1).
H5 For all N ∈ N, the map Γ x is continuous when restricted to
then {X εn,vn } n∈N is tight as a family of W d -valued random variables and
Remark 2.1. We shall see in Section 3 that assumption H2 can be weakened. Specifically, we shall require uniform convergence of b ε , σ ε to b and σ, respectively, only on bounded subsets of W d .
Remark 2.2. As will be clear from the proof of Theorem 2.1, existence of solutions to Equation (2.4) is a consequence of hypotheses H1-H3 and H6. Thus hypothesis H4 reduces to the requirement of uniqueness of solutions for the deterministic integral equation (2.4).
Remark 2.3. Hypothesis H5 will play a minor role, since it is needed only to guarantee that the rate function has compact sublevel sets, and accordingly is good.
Theorem 2.1. Grant H1-H6. Then the family {X ε } ε>0 of solutions of the stochastic differential equation (2.1) with initial condition X ε 0 = x satisfies the Laplace principle with good rate function
Proof of the lower bound. The first step in proving Theorem 2.1 is the Laplace principle lower bound. We have to show that for any bounded and continuous function F :
It suffices to prove that any sequence {ε n } n∈N ⊂ (0, 1] such that ε n → 0 as n → ∞ has a subsequence for which the above limit relation holds. Let {ε n } n∈N ⊂ (0, 1] be such that ε n → 0. By assumption H3, for any n ∈ N, X n .
= X εn is a strong solution of Equation (2.1). Hence there exists a measurable map h n : W m → W d such that X n = h n (W ) θ-almost surely. Representation formula (A.3) in the appendix applies and yields
We prove the claim. The definition of infimum implies that for any n ∈ N there exists u n ∈ M 2 [0, T ] such that
For N ∈ N define the stopping time
The processes u n,N s
This observation implies that
In view of (2.9), to verify the claim, we take N big enough so that
and set, for n ∈ N, v n . = u n,N . Choose N and {v n } ⊂ M 2 [0, T ] according to the claim, δ > 0 being fixed. Thanks to hypothesis H3 and Lemma A.1 in the appendix, the controlled stochastic equation
possesses a unique strong solution with X n,v n 0 = x, and (2.10)
It follows that, for any n ∈ N, we can rewrite (2.7) to obtain
where X n,v n is the unique strong solution of Equation (2.2) with ε = ε n and control v = v n . Next we check that {(X n,v n , v n )} n∈N is tight as a family of random variables with values in W d × S N . Since both S N and W d are Polish spaces, it suffices to show that {X n,v n } n∈N is tight as a family of W d -valued random variables and {v n } n∈N is tight as a family of S N -valued random variables. Tightness of the family {X n,v n } n∈N follows by assumption H6. Tightness of {v n } follows from the fact that the trajectories of v n are in
which is a compact space when endowed with the weak topology of L 2 . Therefore, possibly taking a subsequence, we have that (X n,v n , v n ) converges in distribution to a W d × S N -valued random variable (X, v) defined on some probability space (Ω, F, P). Let us denote by E P expectation with respect to the measure P. We are going to show that X satisfies (2.11)
Clearly, Ψ t is bounded. Moreover, Φ t is continuous. Indeed, let ϕ n → ϕ in W d and f n → f in S N with respect to the weak topology of L 2 . The set C . = {ϕ n : n ∈ N}∪{ϕ} is a compact subset of W d . Therefore, by assumption H1, there exist moduli of continuity ρ b and
for all s ∈ [0, T ] and all ϕ, ψ ∈ C. Using Hölder's inequality and the fact that f n L 2 ≤ √ N , we find
The terms involving ϕ − ϕ n ∞ in the above display go to zero as n → ∞. Thanks to hypothesis H1, the function
since f n converges weakly to f , the rightmost term of the previous display goes to zero as well. This shows that Ψ t is continuous. Since (X n,v n , v n ) converges in distribution to (X, v) and Ψ t is bounded and continuous, the continuous mapping theorem for weak convergence implies that
If we show that the limit in (2.12) is actually zero, then, by definition of Ψ t , X will satisfy Equation (2.11) P-almost surely for all t ∈ [0, T ]. Since X has continuous paths, it follows that X satisfies Equation (2.11) for all t ∈ [0, T ], P-almost surely. Observe that
Using the uniform convergence of σ ε to σ and of
which goes to zero as n → ∞. The last term in the above display tends to zero since
which is finite thanks to hypothesis H6 (and H2). Recalling (2.12), we have shown that lim
, then applying the same argument to the (constant) sequence of deterministic control processes v n = f , one finds that Equation (2.4) possesses a solution. The existence part of hypothesis H4 is therefore a consequence of hypotheses H1, H2, H3, and H6. The mapping S N ∋ f → T 0 |f s | 2 ds ∈ R is nonnegative and lower semicontinuous (with respect to the weak L 2 -topology on S N ). Since the trajectories of v n are in S N for all n ∈ N and v n converges in distribution to v, a version of Fatou's lemma (Theorem A.3.12 in Dupuis and Ellis [1997, p. 307] ) entails that
Using this inequality and the continuous mapping theorem (recalling that F is bounded and continuous) we find that
The second but last inequality is obtained by evaluating the random variable ω by ω. Since δ has been chosen arbitrarily, the lower bound follows.
Proof of the upper bound. We now prove the Laplace principle upper bound,
for F : W d → R bounded and continuous. As for the lower bound, it suffices to show that any sequence {ε n } n∈N ⊂ (0, 1] such that ε n → 0 has a subsequence for which the limit in (2.13) holds.
Fix δ > 0. If the infimum in (2.13) is not finite, the inequality is trivially satisfied; hence we may assume that the infimum is finite. Since F is bounded, there exists ϕ ∈ W d such that (2.14)
and ϕ = Γ x (ṽ). This choice is possible by the definition of I x and since I x (ϕ) < ∞. Let {ε n } n∈N ⊂ (0, 1] be such that ε n → 0 as n → ∞. For n ∈ N, let X n,ṽ be the unique strong solution of Equation (2.2) with ε = ε n and (deterministic) control v =ṽ. Then the family {(X n,ṽ ,ṽ)} n∈N is tight. Therefore, possibly taking a subsequence, (X n,ṽ ,ṽ) converges in distribution to a random variable (X,ṽ) defined on some probability space (Ω, F, P). As in the proof of the lower bound, it follows that, P-almost surely,
The above integral equation, which is deterministic sinceṽ ∈ L 2 ([0, T ]; R m ) is deterministic, coincides with Equation (2.4). The solution to that equation is unique by assumption H4, hence X = Γ x (ṽ) = ϕ P-almost surely. Using representation (2.6), we obtain
Since F is bounded and continuous and X n,ṽ converges in distribution to
Thanks to (2.14), we can end the above chain of inequalities by
Since δ > 0 is arbitrary, the proof of the Laplace principle upper bound is complete.
Goodness of the rate function. To prove that I x is actually a good rate function, it remains to check that I x has compact sublevel sets. This follows from the compactness of S N for any N > 0, and by the continuity on these sets of the map Γ x , which takes v to the unique solution of Equation (2.4), according to assumption H5. Indeed {ϕ ∈ W d :
is the intersection of compact sets, hence compact.
Lipschitz continuous coefficients
In this section we show that hypotheses H1-H6 hold in the important case of locally Lipschitz continuous coefficients satisfying a sublinear growth condition. With the notation of Section 2, let us introduce the following assumptions:
A1 b and σ satisfy a sublinear growth condition. Specifically, there exists
A2 b and σ are locally Lipschitz continuous. Specifically, for any R > 0 there exists
A3 b ε and σ ε enjoy property A1 (with the same constant M as b, σ) as well as property A2.
A4 b ε , σ ε converge as ε → 0 to b and σ, respectively, uniformly on bounded
Remark 3.1. We distinguish between hypotheses A1-A2 and A3 since A3 is not needed to verify H4 and H5. Observe that A4 is not exactly H2, indeed the convergence is not on the whole W d , but on the bounded subsets of
Theorem 3.1. Grant A1-A4. Then the family {X ε } ε>0 of solutions of the stochastic differential equation (2.1) with initial condition X ε 0 = x satisfies the Laplace principle with good rate function
To prove Theorem 3.1 it is enough to show that hypotheses H1-H6 of Theorem 2.1 are entailed by assumptions A1-A4. As mentioned above, we will not be able to prove H2. Instead, we are going to show that in this special setting H2 is not really needed; this discussion is postponed to the end of the section.
Hypotheses H1, H3. H1 is satisfied, in fact b(t, ·) and σ(t, ·) are uniformly continuous on bounded subsets of
as a consequence of A1. Assumption A3 implies that pathwise uniqueness and existence of strong solutions hold for Equation (2.1); see, for instance, Theorem 12.1 in Rogers and Williams [2000, p. 132] .
Hypotheses H4, H5. In view of Remark 2.2 it suffices to show that, given any f ∈ L 2 ([0, T ], R m ), uniqueness of solutions holds for Equation (2.4).
To verify that uniqueness holds, let ϕ, ψ ∈ C([0, T ], R d ) be solutions of Equation (2.4). Then for t ∈ [0, T ],
By taking the square, using Hölder's inequality and the local Lipschitz continuity according to A2, we obtain for R > 0 big enough (since ϕ, ψ are bounded),
Gronwall's inequality now entails that ϕ − ψ ∞ = 0, which yields uniqueness. Similarly, also using the sublinear growth condition A1, one finds that
An application of Gronwall's inequality now yields the growth estimate (3.1). In order to establish H5, we have to show that, given any N > 0, the map Γ x defined in H4 is continuous when restricted to
endowed with the weak topology of L 2 . Fix N > 0. Then S N is a compact Polish space. Take {f n } ⊂ S N such that f n → f weakly, and define ϕ n .
Since f n 2 ≤ N , estimate (3.1) yields that R . = sup n∈N ϕ n ∞ ∨ ϕ ∞ is finite. Therefore, using A2,
Hölder's inequality and since f n 2 ≤ N for all n ∈ N, it follows that
An application of Gronwall's lemma yields
In order to establish continuity of Γ x on S N , it remains to check that ∆ n σ goes to zero as n → ∞. Thanks to assumption A1, the function
It follows that σ(·, ϕ)f n converges weakly to σ(·, ϕ)f in L 2 . Moreover, the family {σ(·, ϕ)f n } n∈N is bounded in L 2 with respect to the L 2 -norm. Hence
Hypothesis H6. Let {ε n } n∈N ⊂ (0, 1] be such that ε n → 0 as n → ∞, and let {v n } n∈N ⊂ M 2 [0, T ] be such that, for some constant N > 0,
For n ∈ N, let X n,vn be the solution of Equation (2.2) with ε = ε n , control v = v n , and initial condition x. Observe that if ε ≤ 1, then √ εσ ε has sublinear growth at infinity with constant M , thanks to A3. By Lemma A.2 in the appendix, it follows that for all p ≥ 2,
for some finite constant C = C p (T, N, M ). Estimate (3.2), together with the sublinear growth at infinity of σ (according to A1), implies in particular that
It remains to verify that the family {X n,vn } n∈N is tight. In view of the Kolmogorov tightness criterion (for instance, Theorem 13.1.8 in Revuz and Yor [1999, pp. 517-518] ), it suffices to show that there exist strictly positive constants α, β, γ such that for all t, s ∈ [0, T ],
Without loss of generality, let s < t. Set K .
Exploiting the sublinear growth, we obtain for all n ∈ N,
The hypotheses of Kolmogorov's criterion are therefore satisfied if we choose p > 2 and set α . = p, β .
Hypothesis H2 modified. In the proof of Theorem 2.1, hypothesis H2 is only needed to show that for all t ∈ [0, T ],
where
We show that the same conclusion holds if we assume A3 and A4. Define
In the same way, define σ R ε , σ R , and b R . It is clear that the functions just defined are globally Lipschitz and bounded. Thanks to assumption A4, v) . Now consider the family {X R,n } of solutions to the equation
with X R,n 0 = x. The same argument as in Theorem 2.1 yields
For R > 0, n ∈ N, let τ n R denote the time of first exit of X n,v n from the open ball of radius R centered at the origin. By the locality of the stochastic integral,
On the event {t < τ n R } we have
Using the sublinear growth condition and the estimate of Lemma A.2, we find that for all n ∈ N,
Taking upper limits on both sides of (3.3), we obtain
Since R > 0 has been chosen arbitrarily, it follows that
The job of assumption H2 is therefore carried out by A3 and A4. 
and there exists a constant M > 0 such that for all
Let X ε be the unique strong solution of the stochastic differential equation
. =σ(t, ϕ t ). Then b, σ satisfy assumptions A1-A4. By Theorem 3.1, the family {X ε } ε>0 satisfies the large deviation principle with rate function
Remark 3.3. Ifσ is a square matrix such that a(t, y)
. =σ(t, y)σ(t, y) T is uniformly positive definite, then Equation (3.4) simplifies to
whenever ϕ ∈ W d is absolutely continuous on [0, T ] with ϕ 0 = x, and I x (ϕ) = ∞ otherwise.
Two applications
In Subsection 4.1, we apply Theorem 3.1 to derive the large deviation principle for stochastic systems with memory established in Mohammed and Zhang [2006] . Their proof is based on a discretization argument similar to the method of steps for proving properties (including existence of solutions) of delay differential equations.
In Subsection 4.2, we go back to Theorem 2.1 to derive the large deviation principle obtained by Baldi and Caramellino [2011] for a class of positive Itô diffusions with dispersion coefficient σ of square-root type. Those authors first establish the large deviation principle for ε-dependent coefficients in the diffusion case. The proof builds on a quasi-continuity property of the Itô solution map (the map that takes a path of the driving Brownian motion to a path of the unique strong solution; the map h in the appendix here). Their assumptions can be summarized as follows [cf. Baldi and Caramellino, 2011, A.2.3 and Theorem 2.4]: assumptions on Equation (2.4) equivalent to our hypotheses H4 and H5, including existence of solutions; local Lipschitz continuity of b ε , σ ε for ε > 0 as well as strong existence and uniqueness of solutions for the corresponding prelimit equations; the quasi-continuity property (assumption A.2.3(c) there), which relates the prelimit solutions to solutions of the limit equation (2.4). This last assumption holds, for instance, if the limit coefficients b, σ are locally Lipschitz continuous.
Systems with memory
Let us make the following assumptions.
Q1
The functionsb,σ satisfy a global Lipschitz condition; that is, there exists a constant L > 0 such that for all
τ will be the length of the (fixed) delay and ψ the initial segment. For ε > 0, consider the stochastic delay differential equation 0] . Denote by C ψ the set of all continuous functions ϕ :
Theorem 4.1. Grant Q1 and Q2. Then the map G ψ is well defined and the family {X ε } ε>0 of solutions of the stochastic delay differential equation (4.1) with initial condition X ε s = ψ s for s ∈ [−τ, 0] satisfies the large deviation principle with good rate function I ψ : C ψ → [0, ∞] given by
Proof. Define a function Φ :
and consider the stochastic differential equation
We show that the functions b and σ enjoy assumptions A1-A4 of Section 3. Since the coefficients do not depend on ε, it suffices to verify A1 and A2. We check the assumptions only for b, the work for σ being completely analogous. Let us start with A1. Thanks to Q1 we have
, which yields A1. Next we verify A2. Let ϕ,φ ∈ W d . Then, thanks to Q1,
Thus b(t, ·) is globally Lipschitz continuous with constant 2L, uniformly in t ∈ [0, T ]. Since b, σ satisfy both A1 and A2, Theorem 3.1 applies and yields that the family {Y ε } ε>0 of solutions of Equation (4.3) with initial condition Y ε 0 = ψ 0 satisfies the large deviation principle with good rate function J :
where inf ∅ = ∞ by convention and Γ . = Γ ψ 0 as in H4. In particular, Γ is well defined as the mapping
to the unique solution of Equation 2.4, that is, to the unique solution ϕ ∈ W d of the integral equation
Recalling the definition of b, σ, it follows that Equation (4.2) has a unique solution and that the mapping G is well defined. Moreover, for every ε > 0, Equation (4.1) possesses a unique strong solution X ε with initial segment ψ, and
Since the processes Y ε take values in C ψ 0 and X ε = Φ[Y ε ], it follows by the contraction principle (see, for instance, Theorem 4.2.1 with Remark (c) in Dembo and Zeitouni [1998, pp. 126-127] ) that the family {X ε } ε>0 satisfies the large deviation principle with good rate function I : C ψ → [0, ∞] given by
Positive diffusions with Hölder dispersion coefficient
In this subsection, we derive the large deviation principle for a class of scalar Itô diffusions where the dispersion coefficient σ is positive away from zero and Hölder continuous with exponent γ ≥ 1 2 . This problem has been studied by Baldi and Caramellino [2011] using a different approach. We follow their work in proving uniqueness for the deterministic limit system (2.4) as required by H4, see Proposition 4.1 below; then we invoke Theorem 2.1.
Let W denote a one-dimensional Brownian motion. Slightly changing notation, let x 0 > 0 be the initial condition and consider, for ε > 0, the scalar stochastic differential equation
with X ε 0 = x 0 . We make the following assumptions on the coefficientsb,σ, which we take independent of ε for the sake of simplicity. 
R2
The drift coefficientb : R → R is locally Lipschitz continuous, has sublinear growth at infinity, andb(0) > 0.
The large deviation principle will be derived from Theorem 2.1. To this end, set
Let us check that hypotheses H1-H6 hold for b, σ. Sinceb,σ are continuous, b, σ are predictable with b(t, ·), σ(t, ·) uniformly continuous on all bounded subsets of W 1 , uniformly in t ∈ [0, T ]. Moreover, given any ϕ ∈ W 1 , σ(·, ϕ) is bounded by M (1 + ϕ ∞ ) for some M independent of ϕ thanks to the sublinear growth condition, hence square-integrable. Thus H1 holds. Hypothesis H2 is clearly satisfied as b ε ≡ b and σ ε ≡ σ. Under R1 and R2, pathwise uniqueness holds for Equation (4.4) (or (2.1) with b, σ as above); this follows from Theorem 1 in Yamada and Watanabe [1971] . Continuity and sublinear growth of the coefficients implies existence of a weak solution (for instance, Theorems 2.3 and 2.4 in Ikeda and Watanabe [1989] ), which together with pathwise uniqueness actually implies that any solution is strong (Corollary 3 in Yamada and Watanabe [1971] or Theorem IX.1.7 in Revuz and Yor [1999, p. 368] ). Accordingly, hypothesis H3 holds. The fact that hypothesis H4 holds is a consequence of Remark 2.2 and Proposition 4.1 stated next.
Proposition 4.1. Grant R1 and R2. Let f ∈ L 2 ([0, T ]). Then uniqueness of solutions holds for the integral equation
Moreover, for every N > 0 there exists η > 0 such that inf t∈[0,T ] ϕ t ≥ η whenever ϕ is a solution of (4.5) and f L 2 < N .
Proof. Recall that x 0 > 0. The first part of the assertion, uniqueness of solutions to (4.5), follows from the second part, namely the assertion that any solution is bounded away from zero, uniformly in the L 2 -norm of the control. Indeed, fix the control f ∈ L 2 ([0, T ]) and suppose that ϕ, ψ ∈ C([0, T ], R) are two solutions of (4.5). Then there is η > 0 such that min{ϕ t , ψ t } ≥ η for all t ∈ [0, T ]. Consequently, ϕ, ψ also solve the integral equation that arises from (4.5) by replacingb,σ with coefficients that are locally Lipschitz continuous on the whole R and coincide withb,σ on [η, ∞). Since for locally Lipschitz continuous coefficients uniqueness of solutions holds (cf. Section 3), one has ϕ = ψ. In order to prove the second part of the assertion, let
and let H be the Legendre transform of L, that is,
be such that f L 2 ≤ N , and suppose that ϕ is a solution of Equation (4.5) with control f . Thanks to R2, we findx > 0 and β > 0 such thatb(x) ≥ β for all x ∈ [0,x]. We may assume thatx < x 0 . Again thanks to R2, we can choose ξ ∈ (0,x) such that β x ξ ρ −2 (r)dr > N 2 . We are going to show that ϕ t > ξ for all t ∈ [0, T ]. Suppose this was not true. Then there would be t 1 , t 2 ∈ [0, T ] with t 1 < t 2 such that ϕ t 1 =x, ϕ t 2 = ξ, and ϕ t ∈ [ξ,x] for all t ∈ [t 1 , t 2 ]. By the solution property of ϕ, we would have
Define the function V : (0, ∞) → R by
Then V (x) = 0 and H(x, V ′ (x)) = 0 for all x > 0. By (4.6) and since ϕ t 1 =x and ϕ t 2 = ξ, it would follow that
On the other hand, since b(x) ≥ β > 0 and σ(x) ≤ ρ(|x|) for all x ∈ [0,x], we would have
by the choice of ξ. But this would yield
Proposition 4.1 also implies that hypothesis H5 is satisfied. The map Γ x which takes f ∈ S N to the unique solution of the integral equation
coincides with the map defined by replacing σ with a function which is locally Lipschitz on the whole R and equals σ out of a sufficiently small neighborhood of zero. Indeed, there exists ξ > 0 such that, for all f ∈ S N , Γ x (f ) ≥ ξ. Therefore, Γ x is continuous from S N endowed with the weak topology of L 2 , as a consequence of what we have shown in Section 3 in the case of locally Lipschitz continuous coefficients.
Finally, by assumptions R1 and R2, the coefficients b, σ have sublinear growth at infinity. Based on this property, we can argue exactly as in Section 3 to show that H6 holds. 
whenever ϕ is absolutely continuous on [0, T ] with ϕ 0 = x 0 , and I(ϕ) = ∞ otherwise.
Proof. We have already checked that R1 and R2 imply H1-H6. Theorem 2.1 therefore yields the large deviation principle for the family {X ε } ε>0 with good rate function J = J x 0 given by
and ϕ is absolutely continuous on [0, T ] with ϕ 0 = x 0 . By Proposition 4.1,
which implies J(ϕ) = I(ϕ). On the other hand, if ϕ ∈ W 1 is absolutely continuous on [0, T ] with ϕ 0 = x 0 such that
is well defined as an element of L 2 ([0, T ], R) and ϕ solves (4.5) with control f . It follows also in this case that J(ϕ) = I(ϕ).
A Appendix
As above, let (W m , B, θ) be the canonical probability space for m-dimensional Brownian motion over the time interval [0, T ], and let (G t ) be the θ-augmented filtration generated by the coordinate process W . Let M 2 [0, T ] denote the space of all R m -valued square-integrable (G t )-predictable processes. Theorem 3.1 in Boué and Dupuis [1998] provides the following representation for Laplace functionals of the Brownian motion W . For all F : W m → R bounded and measurable, (A.1)
where E denotes expectation with respect to the Wiener measure θ. Since t 0 |v s | 2 ds ≤ N θ-almost surely, Girsanov's theorem is applicable; accordingly, there exists a measure γ over W m equivalent to θ such thatW is a (G t )-Brownian motion on [0, T ] (for instance, Theorem 5.2 in Karatzas and Shreve [1991, p. 191] for any solution X v of (A.4) with X v 0 = x.
The following lemma, which is included for completeness, provides a growth estimate if the coefficients b, σ satisfy a sublinear growth condition. By the sublinear growth condition,
