Abstract:
Introduction
This paper includes a general introduction to the concept of spreadsheet optimization and modeling as it specifically applies to combinatorial problems. One of the best known of the classic combinatorial problems is the "Traveling Salesman Problem" (TSP). In the definitive The Traveling Salesman Problem: A Guided Tour of Combinatorial Optimization (1985) Lawler et. al. introduce the Traveling Salesman Problem (TSP) as "a salesman, starting from his home city, is to visit exactly once each city on a given list and then return home, it is plausible for him to select the order in which he visits the cities so that the total of the distances traveled in his tour is as small as possible". Cummings (June 2000) traces the roots of the problem to Karl Menger, who defined the problem, which he referred to as the "Messenger Problem" published "Das botenproblem" in Ergenbnisse eines Mathematischen Kolloquiums in 1932. In tracing the historical roots of the TSP Lawler et. al. (1985) credit Merrill Flood as being responsible for publicizing the conceptual basis for the TSP in the operations community. Robinson's paper "On the Hamiltonian Game" (1949) is frequently cited as a seminal work. Lawler et. al. (1985) cite "Solution of a large-scale traveling-salesman problem by Dantzig, Fulkerson and Johnson (1954) as a critical event in the development of the TSP and combinatorial optimization in general. Dantzig, one of the giants in operations research, is frequently referred to as the "Father of Linear Programming" (Albers and Reid, 1986) . Among the more popular combinatorial problems which have been subject to optimization include permutations, sequencing and scheduling, the minimal spanning tree, and the traveling salesman problem. Tuza (2001) provides a particularly comprehensive set of challenging and unsolved combinatorial problems.
General Model Description
The classic Traveling Salesman Problem has the objective of minimizing some value, usually distance, while defining a sequence of locations where each is visited once. An additional requirement is that the tour ends in the same location where the tour started. The spreadsheet model utilized in this paper is patterned after a model developed by Patterson and Harmel (2003) .
The initial base problem is defined in Table 1 , cells D4:R14. There are fourteen locations to be visited on the tour. The upper portion of Table  1 displays the direct distance between each of the locations. The lower portion of the spreadsheet (Cells D20:E34) display the distance between the cities when they are in the initial (i.e. alphabetical/random) sequence. The sum of the initial tour distance (5508) is also displayed.
Excel Solver was utilized as the software for development of this model. Solver is an add-in software tool in Excel for modeling general purpose linear and non-linear optimization problems. It was developed by Frontline Systems. Solver provides an option known as the "alldifferent" constraint, which is particularly useful in combinatorial problems, such as the traveling salesman problem. (Frontline Systems, n.d.) Table 2 displays the lower portion of the spreadsheet with the formula view. Figure 1 displays the Solver parameters for the classical traveling salesman problem. The objective is to minimize the total distance traveled. The constraints include that each city must be visited once and that the tour must end in the same city which it began. The alldifferent constraint efficiently defines these constraints. The standard evolutionary engine is required in order to utilize the alldifferent option required to satisfy the constraints. Figure 2 displays a visual of the problem. Table 3 displays the Solver solution to the classic Traveling Salesman Problem. The visual solution is shown in Figure 3 . As indicated the total distance traveled for the suggested trip is 2,549 miles. As stated previously, the primary purpose of this study is to present two alternative models to the TSP. The first variation to the classic Traveling Salesman Problem is the Bottleneck Traveling Salesman Problem (BTSP). Conceptually, the BTSP is quite similar to the TSP. The constraints are identical in that each location must be visited once. In other words, each location must be entered once and exited once. Also, the trip must end in the same city where it began. The only real formulation difference is that rather than minimizing the total distance of the trip, the objective is to minimize the distance of the single longest intercity trip (Lawler, et. al., 1985) . With this one change to the objective function, the classic TSP is converted to a "minimax" problem where the objective is to minimize the maximum single distance between two cities. The second alteration to the TSP is to modify the objective function to minimize the degree of variation around the mean intercity trip difference. In other words, to the extent it is possible, we desire to make each intercity trip as close as possible to the mean distance. Once again the constraints are identical to the TSP. The difference is in the statement of the objective function. In our formulation we chose to minimize the standard deviation of the distances for the selected tour sequence. Table 4 displays the complete initial spreadsheet for the all three new models. Additional statistical calculations displayed include the intercity maximum value, the mean intercity distance and the standard deviation for the intercity distances. Table 5 displays the formula view for relevant cells. In addition, column F displays the deviation from the mean for each intercity trip. Table 7 displays a summary of the suggested tours. The first suggested tour is the baseline and could be considered as a random trip since it is in alphabetical order. For this baseline tour, the total distance is 5,508 miles, the bottleneck trip is 730 and the standard deviation is 191.2 miles. In comparison the classic TSP solution reduces the total trip distance by almost 3,000 miles to 2,549. The Bottleneck TSP solution results in the longest single intercity trip of 344 miles. Multiple runs indicate multiple optimal solutions with the same result of 344 miles which is the distance from Lubbock to El Paso. The Variation TSP, which minimizes the standard deviation, results in a tour with a standard deviation of 26.69. Figure 5 displays the visual map of the suggested Bottleneck tour. Figure  6 displays the suggested Variation Bottleneck tour, which attempts to provide the most uniform intercity distance between cities. The presence of multiple optimal solutions to the BTSP led the authors to further explore the model formulation. Using the minimize objective function for the maximum intercity distance found in a tour efficiently located the bottleneck to be the trip between El Paso and Lubbock. With the current formulation, any tour which included this trip and satisfied the constraints would be considered optimal. The authors determined that the trip between El Paso and Lubbock could be determined to be mandatory by the inclusion of a constraint which required that the maximum intercity distance be required to be equal to the distance between these two cities, i.e. 344 miles. With this additional constraint, the objective function was then modified to minimize the total tour distance. Thus it accomplishes two objectives. First, the tour must include the route from Lubbock to El Paso. Secondly, the model identifies the shortest total tour distance, which includes the bottleneck route. Figure 7 displays the Solver parameters. Table 8 displays the Solver solution to the newly formulated BTSP. This solution does include the bottleneck trip from Lubbock to El Paso. Thus, the bottleneck trip is reduced by 609 miles (3224-2615) in comparison to the original BTSP model formulation. The original classic TSP solution resulted in a total tour distance of 2,549 miles. The new formulation increases the total distance to 2,615, a difference of 66 miles. Figure 8 displays a map of the suggested tour. 
