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What is it? DNA computation is the
generic term for computers made
with DNA, not unlike the computers
that are supposed to be on board the
Star Trek ship Voyager. Current
applications and film representations
are equally fictitious. 
What is it based on? It has been
observed that 22 is four, and that four
is the number of types of bases in a
DNA molecule. Therefore, it
seemed essential that DNA be tied
in some way to computing, just as the
fact that there are 64 codons in the
genetic code has previously been tied
to the I Ching. In fact, the idea that
embedding either variables or
instructions in DNA sequence, and
then allowing those variables or
instructions to act upon themselves
to perform complex calculations, is a
brilliant insight. The putative benefit
of DNA computation is that many
different operations can be carried
out in parallel, rather than serially.
Does it work? The brilliant insight
and initial implementation of DNA
computation was by Len Adleman
and co-workers at USC. In this
implementation — a version of the
‘traveling salesman’ problem (a
Hamiltonian Path problem) — the
sequences of individual DNA strands
represents cities and paths between
cities. When strands hybridize, it
represents the joining of two cities by
a path. When an ‘answer’ of the
correct length assembles, it
represents the solution to the
problem of how to pass through each
city exactly once. 
Then why aren’t there DNA computers?
While this was truly a brilliant insight
and a very nice proof-of-principle, not
all possible paths between cities were
represented — a computer could have
solved the equivalent problem in just
under a nanosecond. There have been
no further attempts to expand upon
the number of cities and possible
paths that could be assembled. This
may be because DNA is a terrible
medium for computation: the error
rates of assembly for any real set of
oligonucleotides would be far in
excess of the equivalent error rates in
silicon.
But what about all that cool parallelism?
Again, all that cool parallelism only
works if you can make enough
different oligonucleotides to solve an
important problem, and you can be
competitive with a real computer. For
example, Richard Lipton at Princeton
University hypothesized that the data
encryption standard, DES, could be
broken using a DNA computer… as
long as you could make 7 × 1016
different oligonucleotides. Other
researchers have suggested that the
necessary number of oligonucleotides
for useful computations —1070 —
would be just slightly less than the
number of particles in the Universe
— 1080. Even Craig Venter would
have problems with those projects. In
fact, shortly after Lipton
hypothesized that a superhuman
effort to synthesize bathtubs full of
DNA could break DES, it was in fact
broken... using conventional
computers in a highly parallel fashion.
Maybe DNA computers are good for
other things? That’s probably true, as
long as those things aren’t
computation. While there have been
a number of other extremely clever
implementations of DNA
computation, for the most part these
have been based on the same
‘hybridization logic’ that Adleman
originally conjured, and are
ultimately limited for the same
reasons. However, methods that
attempt to use DNA computers to
interface with biology may have
some interesting applications. For
example, a simple DNA ‘AND’ gate
that could release or regulate the
synthesis of insulin based on a
combination of physiological signals
— high blood sugar, low glucagon
levels — might be a useful device for
diabetics. Such DNA computation,
though, is already carried out on a
daily basis by the pancreas of non-
diabetic individuals.
So we need to focus on cellular
computers? Some folks certainly
think so. But at some level a cellular
computer is really no different than
metabolism and gene regulation.
Where can I find out more, especially
from someone with opinions different
from yours?
Adleman LM: Molecular computation of
solutions to combinatorial problems.
Science 1994, 266:1021-1024.
Cox JC, Cohen DS, Ellington AD: The
complexities of DNA computation. Trends
Biotechnol 1999, 171:151-154.
Boneh D, Dunworth C, Lipton RJ: Breaking
DES using a molecular computer. In DNA
Based Computers. American Mathematical
Society; 1996.
Robertson MP, Hesselberth J, Cox JC,
Ellington AD: Designing and selecting
components for nucleic acid computers.
In DNA Based Computers V. American
Mathematical Society; 2000.
Erik Winfree's Molecular Computation page.
http://waggle.gg.caltech.edu/~winfree/old_
html/DNA .html
Address: Department of Chemistry and
Biochemistry, University of Texas, Austin,
Texas, 78712, USA.
Quick guide
DNA computation
J. Colin Cox and Andrew D. Ellington
