Abstract-The idea that many important classes of signals can be well-represented by linear combinations of a small set of atoms selected from a given dictionary has had dramatic impact on the theory and practice of signal processing. For practical problems in which an appropriate sparsifying dictionary is not known ahead of time, a very popular and successful heuristic is to search for a dictionary that minimizes an appropriate sparsity surrogate over a given set of sample data. While there is a body of empirical evidence suggesting this approach does learn very effective representations, there is little theoretical guarantee. In this paper, we show that under mild hypotheses, the dictionary learning problem is locally well-posed: the desired solution is indeed a local minimum of the`1 norm. Namely, if A 2 R m⇥n is an incoherent (and possibly overcomplete) dictionary, and the coefficients X 2 R n⇥p follow a random sparse model, then with high probability (A, X) is a local minimum of the`1 norm over the manifold of factorizations
Abstract-The idea that many important classes of signals can be well-represented by linear combinations of a small set of atoms selected from a given dictionary has had dramatic impact on the theory and practice of signal processing. For practical problems in which an appropriate sparsifying dictionary is not known ahead of time, a very popular and successful heuristic is to search for a dictionary that minimizes an appropriate sparsity surrogate over a given set of sample data. While there is a body of empirical evidence suggesting this approach does learn very effective representations, there is little theoretical guarantee. In this paper, we show that under mild hypotheses, the dictionary learning problem is locally well-posed: the desired solution is indeed a local minimum of the`1 norm. Namely, if A 2 R m⇥n is an incoherent (and possibly overcomplete) dictionary, and the coefficients X 2 R n⇥p follow a random sparse model, then with high probability (A, X) is a local minimum of the`1 norm over the manifold of factorizations (A 0 , X 0 ) satisfying
provided the number of samples p = ⌦ ( n 3 k). For overcomplete A, this is the first result showing that the dictionary learning problem is even locally solvable using`1-minimization.
I. INTRODUCTION
To a great extent, progress in signal processing over the past four decades has been driven by the quest for ever more effective signal representations. The development of increasingly powerful, relevant representations for natural images, from Fourier and DCT bases to Wavelets, Curvelets and beyond, has significantly enriched our understanding of the structure of images, and has also spurred the development of influential practical coding standards. Because of this, hand design of signal representations has been a dominant paradigm in signal processing and applied mathematics.
However, given the recent proliferation of new and exotic types of data (images, videos, web and bioinformatic data, etc.), it may not be possible to invest the intellectual effort required to develop optimal representations for each new class of signal we encounter. At the same time, data are becoming increasingly high-dimensional, a fact which stretches the limitations of our human intuition, potentially limiting our ability to develop effective data representations. It may be possible for an automatic procedure to discover useful structure in the data that is not readily apparent to us.
Spurred by this promise, researchers have invested a great amount of effort in developing algorithms that can automatically derive good representations for sample data. In particular, much recent effort has been focused on sparse linear representations. A signal y 2 R m is said to have a sparse representation in terms of a given dictionary of basis
x 2 R n is a coefficient vector with only a few nonzero entries (k = kxk 0 ⌧ n). This notion of sparsity has emerged in the past decade as a dominant idea in signal processing [1] . This is due both to the ubiquity of sparsity (or near-sparsity) in practical problems, as well as a line of fundamental theoretical results [2] - [5] that assert that if y is known to be sparse in a known basis A satisfying certain technical conditions, the sparse coefficients x 0 can be exactly recovered by solving aǹ 1 minimization problem:
minimize kxk 1 subject to y = Ax.
When facing a new class of signals, however, it is not clear how to begin: what basis A might allow typical signals y to be sparsely represented? A popular heuristic is to search for a basis A that allows a given set of examples
m⇥p to be represented as compactly as possible. That is, we attempt to solve the following model problem, often referred to as "dictionary learning":
Given samples Y = [y 1 , . . . , y p ] 2 R m⇥p all of which can be sparsely represented in terms of some unknown dictionary A (Y = AX, for some X with sparse columns), recover A. A number of algorithms have been proposed for this problem (see the survey [6] for a thorough review). Exploiting sparsity in learned dictionaries has led to practical success in a number of important problems in signal acquisition and processing. On the other hand, relatively little theory is available to explain when and why dictionary learning algorithms succeed. There is also little in the way of guidelines to tell practitioners when the learned dictionary is expected to generalize beyond the given sample set Y .
In this paper, we take a step towards closing this gap. We We test whether locally minimizing the`1 norm correctly recovers the dictionary A 2 R m⇥n and sparse coefficients X 2 R n⇥p , for varying sparsity levels k and problem size n. Left: m = n. Middle: m = .8 ⇥ n. Right: m = .6 ⇥ n. Here, p = 5n log(n). Trials are judged successful if the relative error kÂ Ak F /kAk F in the recoveredÂ is smaller than 10 5 . We average over 10 trials; white corresponds to success in all trials, black to failure in all trials.
study a model optimization approach to dictionary learning:
Here, k · k 1 denotes the sum of magnitudes, kXk 1 = P ij |X ij |. This optimization problem was first studied by Gribonval and Schnass [7] , as a natural abstraction of popular dictionary learning algorithms (we will dicsuss the results of [7] in more detail in Section III-A). Notice that while the objective function in (2) is convex, the constraint is not. Hence, in general it may seem that all we can hope for is a local optimum. This is a common feature of dictionary learning algorithms. Indeed, the "sign-permutation ambiguity" implies corresponding to every local minimum of (2), there is a class of 2 n n! equivalent solutions. Moreover, a-priori there is nothing to prevent the existence of exponentially large classes of local minima. This might lead one to a dispiriting conclusion: "the problem (2) is impossible to solve in general; moreover, nothing rigorous can be said about its solution."
Part of the goal of this paper is to dispel such pessimism. Figure 1 shows why there might be reason for hope. In it, we solve various synthetic instances of the problem (2), with varying problem size and sparsity level. The figure plots fractions of correct recoveries, for various aspect ratios m/n of A 2 R m⇥n . We observe a very intriguing phenomenon: Empirically, optimization algorithms for dictionary learning succeed when the the problem is wellstructured (X is sufficiently sparse), and fail otherwise. Moreover, in simulated examples, the transition between these two modes of operation is fairly sharp. This suggests that, similar to the results for`1-minimization discussed above, there are important classes of dictionary learning problems that can be solved exactly by efficient (polynomial time) algorithms.
Fully understanding this phenomenon is a long-term goal. Although local optimization approaches to dictionary learning have repeatedly demonstrated good empirical behavior, the aforementioned difficulties of non-convexity and signpermutation ambiguity raise significant technical obstacles to developing a theory of their correctness. Nevertheless, a step in this direction was taken by Gribonval and Schnass [7] , who showed that if A is square (m = n), then for certain random coefficient models, the desired solution is indeed a local minimum of the`1-norm with high probability. In this paper, we show that this is true for a wider range of matrices, including overcomplete dictionaries A with more columns than rows. We prove:
If the matrix A is appropriately incoherent and the coefficients X are drawn from a random sparsity model, then after seeing polynomially many samples (say, ⌦(n 3 )), with high probability the desired solution is indeed locally recoverable. For non-square matrices, this is the first result suggesting that correct recovery is possible by`1-minimization, even locally.
A. Organization
This paper is organized as follows. Section II describes in greater detail the model studied here. In Section III, we formally state our main result Theorem 1, and discuss its implications. Section IV develops optimality conditions, phrased in terms of the existence of a certain dual certificate, and gives an outline of the proof. Section V concludes this paper.
B. Notation
For matrices, X ⇤ will denote the transpose of X. kXk and kXk F will denote the`2 operator norm and the Frobenius norm, respectively. We use kXk 1 , P ij |X ij |. For vectors x, kxk 1 , kxk, and kxk 1 denote the usual`1,`2, and`1 norms, respectively.
[n] denotes the first n positive integers, {1, . . . , n}. For a linear subspace V ⇢ R d , we will let P V 2 R d⇥d denote the projection matrix onto V . For a linear subspace V contained in a more general linear space (say, V ⇢ R d⇥d 0 ), we will let P V denote the projection operator onto this space. We will slightly abuse notation, and define, for I ✓ [d], P I to be the projection matrix onto the subspace of vectors supported on I; similarly, for
will denote the projection operator onto ⌦, which retains the entries indexed by ⌦, and sets the rest to zero.
II. MODEL
In this section we give a precise description of the model we study in this paper.
As described in the previous section, this paper is dedicated to better understanding the good behavior of`1 minimization for dictionary learning. In particular, we would like to assert that under natural, easily-satisfied conditions, the desired solution can be recovered, at least locally. Of course, whether this is true will depend strongly on the properties of the dictionary A to be recovered, as well as the sparse coefficients X that generate our observation Y = AX. In this paper, we restrict our attention to dictionaries A whose columns have unit`2 norm. We will adopt the simple assumption that the columns of A are well-spread in the observation space R m , i.e., the mutual coherence [2] µ(A) = max i6 =j
2014 IEEE International Symposium on Information Theory is small. Classical results [2] , [3] show that if A is a (known) dictionary, then`1 minimization recovers any sparse representation with up to 1/2µ(A) nonzeros:
=) x 0 = arg min kxk 1 subject to Ax = Ax 0 . (4) This result, while pessimistic compared to typical-case behavior, is powerful because its assumptions on A are reasonable; it does not seem particularly onerous to assume that µ(A) will be small for learned dictionaries. 2 The next question is how to model the sparse coefficients X. In analogy to results in sparse representation, we would like to assert that dictionary learning algorithms function correctly when their assumptions are met, i.e., when the coefficients X are sufficiently sparse. However, it is also clear that by itself sparsity of X is not sufficient for (A, X) to be a local minimum. As a very simple example, imagine that there is some i for which all of the X ij are zero. In this paper, we assume that the sparsity pattern of X is random, and that the values of the nonzero entries are Gaussian.
More precisely, we assume that each of the columns
n⇥p is generated iid by first choosing k out of its n entries uniformly at random to be nonzero, and letting the magnitude of these nonzero entries be independent Gaussians with zero mean and common standard deviation . The choice of a Gaussian model is one of mathematical convenience; the results in this paper are easily generalized to wider classes of symmetric distributions. However, the assumptions of zero mean and common variance are more essential to our analysis. We can state the above model more formally as follows. We assume that the observations
m⇥p are generated iid, y j = Ax j , where x j 2 R n satisfies a Gaussian-random-sparsity model:
and
where
That is,
is the overall support set. The advantage to writing X in this manner is that it makes independence of ⌦ and V clear. The scaling on v ij plays no essential role in our proof -the normalization in (7) is simply notationally convenient because it implies that the spectral norm, kXk, is approximately one when p is large.
In dictionary learning, we do not observe A or X, but rather their product Y = AX 2 R m⇥n . Corresponding to this observation Y , there exists a manifold of possible factorizations
In this notation, our model approach (2) can be can be viewed as a nonsmooth optimization over this smooth submanifold:
Our main result states that if x = (A, X) satisfies the above assumptions, then provided the number of samples is large enough, with high probability x will be a local minimum of f .
III. MAIN RESULT
In this section, we state our main result Theorem 1, and discuss the connections to existing works. The outline of the proof for Theorem 1 is given in Section IV. Theorem 1. There exist numerical constants C 1 , C 2 , C 3 > 0 such that the following occurs. If x = (A, X) satisfy the probability model (5)- (7) with
Then x is a local minimum of the`1 norm over M, with probability at least
This result implies that from polynomially many samples (say p = !(n 3 k)), the dictionary learning problem becomes locally well-posed, i.e., the desired solution becomes a local minimum of the`1-norm. One can see that sparsity demanded by Theorem 1 mimics that of (4). Indeed, this result implies that under essentially the same conditions as the classical bound for sparse recovery (4), one can (locally) recover all of the sparse coefficients X, as well as the sparsifying basis
A.

A. Comparison to existing results
The most direct point of comparison for our result is the very nice paper of Gribonval and Schnass [7] (henceforth "G-S"). That work proposed to study the optimization (2), and developed conditions for a given solution x = (A, X) to be a local minimum. These conditions essentially demand that x be optimal over the tangent space to the constraint manifold at x. While we do not directly use the optimality conditions of G-S, the duality condition that we base our approach on is essentially equivalent. However, the subsequent analysis uses a completely different set of tools and approaches.
Aside from developing optimality conditions, the major contribution of [7] is a probabilistic analysis of the case when A 2 R n⇥n is square and the coefficients X are iid BernoulliGaussian, i.e., each X ij is nonzero with probability ⇢, and the nonzero entries are conditionally Gaussian. Using arguments from geometry and concentration of measure, G-S show in this situation (A, X) is a local optimum with high probability provided p = ⌦ ( n log n/⇢).
Our Theorem 1 is more general, since it encompasses cases where A is nonsquare. However, the number of samples stipulated by our bound is larger. Indeed, if we take k = O(1), and set ⇢ = k/n for purposes of comparison, then for square matrices, G-S's result guarantees correct recovery from n 2 log n samples. Our result requires at least n 3 samples, but applies to general matrices. It is possible that the gap between the two orders of growth might be further closed with a more refined analysis of the construction proposed in this paper.
Recently, Spielman et al. [8] study the exact recovery of sparsely-used dictionaries for the square case. They show that when the dictionary is square and nonsingular, O(n log n) samples are sufficient to uniquely recover the dictionary under the Bernoulli-Gaussian or Bernoulli-Rademacher model. More recently, Arora et al. [9] and Agarwal et al. [10] independently develop combinatorial algorithms which can provably and exactly recover over-complete dictionaries.
B. Discussion
While we find these results quite encouraging, there is still much to do. In fact, there remains a wealth of fascinating open problems just involving the linearized subproblem. One natural question is whether the assumption of hard sparsity in X can be relaxed to a Bernoulli-Gaussian model, with similar probability of each coefficient being nonzero; i.e., ⇢ ⇡ k/n. In this case, care will need to be taken because a small number of columns of X may be so dense as to not be optimal. However, we see no essential obstacle to extending the approach used here to deal with this case. Another, more difficult question, is what will happen if the number of nonzero entries dramatically exceeds C 1 /µ(A). In this case, again, many of the individual columns of X may be suboptimal, but it is still likely that the basis A is a local minimum. We believe that the golfing scheme in our proof (Section 4 of [11] ) will again provide a relevant tool.
IV. LOCAL PROPERTIES AND THE LINEARIZED SUBPROBLEM
In this section, we study the linearized subproblem of (2), from which we can derive the local properties of the optimal solution.
As we saw in the previous section, our main result concerns the local optimality of the desired solution x = (A, X) over the smooth submanifold M ⇢ R m⇥n ⇥ R n⇥p . A key role in this result will be played by the tangent space T x M to M at x, which can be identified with the space of all perturbations
The first equation comes from differentiating the bilinear constraint Y = AX, while the second comes from differentiating the constraint kA i k 2 = 1. Intuitively, we might hope to study the local properties of f by studying how it behaves on the tangent space at x. Replacing M with its linearization about x yields the following optimization problem:
Using the above characterization of T x M, this can be written a bit more concretely as
This linearized subproblem is convex. In particular, it is easy to see that under an appropriate change of variables, it is equivalent to an equality constrained`1 minimization problem, minimize kzk 1 subject to Bz = Bz 0 .
The following lemma tells us that in order to determine if x is a local minimum, it is enough to ask whether = 0 is the unique optimal solution to the linearized subproblem (13):
Suppose that x 2 M is such that = 0 is the unique optimal solution to (13) . Then x is a local minimum of the function f (·) over M. Conversely, if x is a local minimum, then = 0 is an optimal solution to (13).
Proof: See Appendix A of [11] . We will prove our main result, Theorem 1 by showing that under the stated conditions the zero perturbation ( A , X ) = (0, 0) is indeed the unique optimal solution to (14) . To do so, we need to study an equality constrained`1-minimization problem of the same form as (15) . In the absence of specific assumptions on the distribution of B (such as Gaussianity [12] ), the dominant tool for doing this is the Restricted Isometry Property (RIP), which holds with order k and constant
8 z such that kzk 0  k. When the RIP holds (with appropriate k, ), the`1-minimization (15) recovers any sufficiently sparse z 0 , and noise-aware versions perform stably [13] . Thus, if we could show that the equality constraints in (14) satisfy an appropriate RIP variant, we would be done. Unfortunately, this is not the case: the RIP fails for our problem of interest. We sketch why this is true. At a high level, the RIP states that the operator B respects the geometry of all sparse vectors; in particular, there are no sparse vectors near the nullspace of B. In our case, B is specified by the equality constraints in (14) . Take any permutation matrix ⇧ 2 R n⇥n with no fixed point, and set A = A⇧, X = ⇧X. Then, it is easy to see that A X + A X = 0. Moreover, for each i, hA i , Ai i = hA i , A ⇡(i) i ⇡ 0, which follows because ⇡(i) 6 = i and A has incoherent columns. Thus, we have constructed a perturbation ( A , X ) that lies very near the nullspace of B, and such that X has exactly the same sparsity as the desired solution X.
This leaves us in a situation with less in common with compressed sensing, and much more in common with the difficult problem of matrix completion [14] , where the natural analogue of the RIP also fails. This fact significantly complicates analysis [15] . Motivated by applications in quantum information theory, Gross [16] has introduced a number of technical tools that significantly ease the analysis of matrix completion, and derived near-optimal recovery guarantees in a clear and simple manner. In this work, we use similar proof techniques to analyze the linearized subproblem (14) , while the details necessarily differ quite a bit from Gross's work.
We wish to establish that (0, 0) is optimal for (14) . To do so, we recall the KKT conditions for this problem, which imply that (0, 0) is optimal if and only if there exist two dual variables, a matrix ⇤ 2 R m⇥p (corresponding to the constraint A X + A X = 0) and a diagonal matrix 2 R n⇥n (corresponding to the constraint hA i , Ai i = 0) satisfying
The first constraint simply asserts that each column x j of X is the minimum`1 norm solution to Ax = y j . Indeed, writing ⌦ = support(X) and ⌃ = sign(X), we recall that
Then, (17) holds if and only if 9 w 1 , . . . , w p 2 R m such that
This constraint is quite familiar from`1-minimization: duality, and in particular the construction of dual certificates j plays a crucial role in a number of works on the correctness of`1 minimization [4] , [17] . On the other hand, the second constraint (18) is less familiar. It essentially asserts that locally we cannot improve our situation by changing the basis A. Notice that it demands that each column of ⇤X ⇤ is proportional to the corresponding column of A; we find it convenient to introduce an operator : R m⇥n ! R m⇥n that projects each column onto the orthogonal complement of the corresponding column of A:
giving an equivalent constraint [⇤X ⇤ ] = 0. This constraint still places demands on all of the dual vectors j simultaneously, making it potentially more difficult to satisfy than (17) .
In the following lemma, we trade off between the two constraints, showing that if we tighten our demands on (17), we can correspondingly loosen the demand on (18): Lemma 3. Let A be a matrix with no k-sparse vectors in its nullspace. Suppose that there exists ↵ > 0 such that for all pairs ( A , X ) satisfying (12),
Then if there exists ⇤ 2 R m⇥p such that
we conclude that ( A , X ) = (0, 0) is the unique optimal solution to (14) .
Proof: See the proof of Lemma 3.2 in [11] . The remainder of the argument will show that the hypotheses of this lemma indeed hold. In particular, we use a Markov process to construct a dual matrix that always satifies (23) and (24) with high probability, provided p is large enough. We refer the readers to [11] for the complete proof.
V. CONCLUSION
In this paper, we show that under mild hypotheses, the dictionary learning problem is locally well-posed: the desired solution is indeed a local minimum of the`1 norm. Namely, if A 2 R m⇥n is an incoherent (and possibly overcomplete) dictionary, and the coefficients X 2 R n⇥p follow a Gaussianrandom-sparsity model, then with high probability (A, X) is a local minimum of the`1 norm over the manifold of factorizations (A 0 , X 0 ) satisfying A 0 X 0 = Y , provided the number of samples p = ⌦ ( n 3 k). For overcomplete A, this is the first result showing that the dictionary learning problem is even locally solvable using`1-minimization.
