In this paper we discuss the use of function identi cation and adaptive control algorithms in learning controllers for mechatronic systems. The term learning is used because the development of the algorithms is motivated by the emulation of the human ability to improve motor skills through training. The learning algorithms are based on the representation of an unknown function as a linear integral transform with a known kernel and an unknown in uence function. Identi cation of the unknown function proceeds indirectly by identifying the unknown in uence function. The application of these learning algorithms to the the design of repetitive controllers for disk le systems and learning controllers for robot manipulators is also presented.
Introduction
This paper deals with the subject of learning control and its application to mechatronics. We will refer to learning controllers as the class control systems which generate a control action in an iterative manner utilizing a function identi cation algorithm, in order to satisfy a prescribed performance criterion. In typical learning control applications the machine under control repeatedly executes a prescribed task while the functional identi cation algorithm successively improves the control system's performance from one trial to the next by updating the control input based on the error signals from previous trials. After several iterations, the controller is expected to eventually \learn" how to execute the prescribed task.
The term learning control in the robot trajectory tracking control context was perhaps rst used by Arimoto and his colleagues 2, 1]. Arimoto de ned learning control as the class of control algorithms that achieve asymptotic zero error tracking by an iterative betterment process. This betterment process, which Arimoto also called \learning," is based on the idea of identifying a control action through training. A single nite horizon tracking task is repeatedly performed by the robot, starting always from the same initial condition. The learning laws presented in 2, 1] . are point to point PID-type function adaptation algorithms. Assuming that time is reset to zero at each trial, at each instant of time, the control action at the kth trial is equal to the control action of the previous trial plus terms proportional to the (k-1)th tracking error, its time integral and its time derivative respectively.
Parallel to the development of the learning and betterment control schemes, a signi cant amount of research has been directed toward the application of repetitive control algorithms for robot trajectory tracking and other motion control problems. The basic objective in repetitive control is to cancel a periodic disturbance or to track an unknown periodic trajectory with known period through the use of a periodic signal generator. The rst rigorous analysis of continuous time repetitive control systems was done by Hara and his colleagues 4, 12] . The works by Tomizuka and his colleagues 14, 15, 16] include an extensive analysis of discrete time repetitive controllers, and their application to many mechatronics problems such as periodic tracking controllers for computer disk drives, robot tracking control, the control of lathes, printing presses, and automated milling machines, etc.
In its simplest form, the periodic signal generator of many repetitive control algorithms closely resembles the learning and betterment laws analyzed by Arimoto and his colleagues. Assuming that the period of the disturbance or the desired trajectory is known, the control action at a given instant of time is equal to the control action which took place one full period in the past, plus a linear combination of the position and velocity tracking errors at the current time or one period of time in the past. A major di erence between betterment learning control and repetitive control lies in the fact that the former acts during a nite time horizon while the latter acts continuously as regulator. Moreover, in the learning betterment approach, the task is executed at each trial starting from the same initial condition, while in most repetitive control applications the state of the system is not reset to the initial condition at the beginning of cycle.
As discussed in 4, 15, 13] , the asymptotic convergence of the basic repetitive control system can only be guaranteed under restrictive conditions in the plant dynamics or restrictions in the nature of the disturbance signals. Most often modi cations in the update schemes are introduced, such as the so called Q lter modi cation 4, 15] which enhance the robustness of the repetitive controller. Unfortunately the convergence of the tracking errors to zero can no longer guarantee with the introduction of the Q lter modi cation.
The betterment learning and repetitive control schemes in all of the above mentioned works were developed for the iterative learning of a single task. None of these algorithms provide a mechanism for extending the learning process so that a family of tasks can be simultaneously learned by the machine, or provide a systematic mechanism for using the dexterity gained in learning a particular task to subsequently perform a somewhat di erent task of a similar nature. These limitations stem from the fact that all these schemes utilize point to point functional identi cation algorithms. These algorithms only update the value of the control input at the current instant of time and do not provide a mechanism for updating the control input at neighboring points. However, in most applications, the control function that must be identi ed is usually at least piecewise continuous. Thus, the value of the control at a given point will be almost the same as those of nearby points. Point to point function update laws does not take advantage of that information.
In this paper we will discuss a class of function identi cation algorithms for learning control systems which are based on integral transforms. These algorithms were introduced in 8] as a means of addressing the robustness and interpolation problems of point to point repetitive and learning betterment controllers mentioned above. In these adaptive learning algorithms unknown functions are de ned in terms of integral equations of the rst kind which consist of known kernels and unknown in uence functions. The learning process involves the indirect estimation of the unknown functions by estimating the in uence functions. The in uence functions are not update in a point to point manner, rather the entire function is modi ed in proportion to the value of the kernel at each point. The use of the kernel in both the update of the in uence function and in the generation of the function estimate provides these algorithms with desirable interpolation and smoothing properties and overcomes many of the limitations concerning the estimation of multivariable functions of prior point to point betterment and repetitive control schemes. Moreover, the use of the linear integral transform makes it is possible to show strong stability and convergence results for these adaptive learning algorithms.
The remaining of this paper is organized as follows: In Section 2 we introduce the adaptive learning rule in 8] in the context of the design of repetitive controllers for disk le actuators. In section 3 we discuss the application of learning control to the design of motion control systems for robot manipulators. Conclusions are presented in Section 4.
Repetitive Control of Disk File Systems
In this section we consider the application of adaptive learning techniques to the design of repetitive controllers for disk le track-following servos. Figure 1 shows a schematic diagram of a magnetic or optical disk le system. The main objective of the track-following servo is to position the sensor (magnetic head, or laser optics) on top of a speci c data track during reading or writing. Unfortunately, the data tracks on the disk are not exactly eccentric and are subject to both non-repeatable and repeatable runout. Thus, the servo system must follow the data track as accurately as possible. The repeatable runout is particularly signi cant in disk le systems which have removable media such as optical les and magnetic oppy disks and can be eliminated very e ectively with an plug-in repetitive controller 15]. We will consider the design of both continuous and discrete repetitive controllers. Figure  2 shows a block diagram of an plug-in repetitive controller. The objective of the servo is to track the periodic track r(t) = r(t + T). The only signal available to the controller is the position the error signal e(t) = r(t) ? p(t) , where p(t) is the position of the transducer.
We will rst assume that the block diagram in Fig. 2 is a continuous time control system. We assume that the nominal compensator has been designed such that the the open loop transfer function, G o (s) in 2 is minimum phase. We denote the complementary transfer function (from point B to point C in the 
respectively. In general T(s) has relative degree 2 and therefore, a lter L(s) = s + a with a > 0 su ces to make T 0 (s) SPR. The position error signal dynamics can now be expressed with a slight abuse of notation as follows: e(t) = T 0 (s)w(t) ; wherew( ) = w( ) ?ŵ( )] ; (2. 2) is the function estimate error and the unknown periodic signal w(t) = w(t + T) is related to the repetitive runout by w(t) = 1=G o (s)L(s)r(t). w(t) must be canceled by the repetitive controller through the generation of the estimateŵ(t).
Point to point repetitive control
A simple method of generating the estimateŵ(t) is using the following point to point function update laŵ w(t) =ŵ(t ? T) + K r e(t) t 0 ; K r > 0 : (2. 3)
The initial condition of the functionŵ( ), 2 ?T; 0] is generally set to zero. ) is not updated. As a consequence, the function update law (2.3) is not robust to either measurement noise nor unmodeled dynamics and has to be modi ed to enhance its robustness 4, 15, 13] .
An e ective modi cation to enhance the stability of the system is to use the so called Q lter modi cation (cf. 4, 15] ) in the repetitive control law. w(t) =ŵ ave (t ? T) + K r e(t) ;ŵ ave (t) = Q(s)ŵ(t) ; t 0 ; K r > 0 (2.4) As discussed in 15], a good selection for the lter Q(s), is to use a moving average lter with zero phase characterists. The essential di erence between (2.4) and (2.3), is that in (2.4) the lter signalŵ ave (t?T) is used instead ofŵ(t?T).ŵ ave (t?T) is a weighted average of all the values of the functionŵ( ) in a neighborhood of t ? T. This is best illustrated in the discrete time domain. Let us de ne t as the repetitive controller sampling time, and the integer N by N = T= t. Denoting Q(z) as the discrete time Q lter, where z is the Z transform variable, using a slight abuse of notation, the discrete time version of (2.4) Fig. 4 shows a typical plot of the coe cients 0 j s in (2.6), as a function of j and a typical plot of the kernel ?(t; ) in (2.8) for two di erent times: t 1 and t 2 . Note that the Q lter is an anticipative operator.
Numerous experimental results 3, 9] have veri ed that the robustness of the repetitive control algorithm is greatly enhanced with the introduction of the Q lter modi cation. Notice that the robustness of the algorithm is achieved by the averaging e ect in (2.5) or (2.8). Unfortunately, the convergence of the tracking errors to zero is no longer possible, even under ideal, noise free conditions, when the function update law in (2.4) is utilized. This is easily veri ed in the discrete time domain by noticing that the poles of 1 ? z ?N Q(z) are all inside the unit circle. Thus, in (2.4), e = 0 implies thatŵ( ) ! 0.
Repetitive control based on integral transforms
In the next section a more general integral transform, originally introduced in 8], which can be used in both repetitive and learning control, is presented. One method of assuring the piecewise continuity of the function estimateŵ( ) is to representŵ( ) using an integral transform similar to the one used in (2.8). To this end, we will assume that the periodic unknown function, w( ) in (2.2) can be represented by the following integral equation (2.9) where the function K( ; ) : R 0; T] ! R is a known Hilbert-Schmidt kernel which satis es
K(t; ) = K(t + T; ) ; (2.10) and the in uence function c( ) : 0; T] ! R is unknown.
If the kernel K(t; ) in (2.9) is a truncated Gaussian function such as the one shown in where N in (2.11) is the repetitive cycle index. In (2.9) we are assuming that both w( ) and c( ) are unknown functions and that a kernel function, K( ; ) can be selected rather arbitrarily such that (2.9) is satis ed. It is therefore useful to know what types of periodic functions can be represented by (2.9) for a given kernel. Lemma 3.1 in 8] provides conditions under which periodic functions w( ) with an in nite eigenfunction expansion can be represented by (2.9), for a wide class of kernel functions, such as the truncated Gaussian function in (2.11). Essentially it is necessary that w( ) be su ciently smooth so that w(t) exists and satis es the Dirichlet conditions.
We now introduce the following function adaptation law for estimating the unknown functions w( ) and c( ): (2.12) @ĉ(t; ) @t = K(t; )e(t) (2.13) where, e(t) is the position error signal in (2.2). Notice that in (2.12) the function estimate, w( ) is updated indirectly by the adaptation of the in uence function estimate,ĉ(t; ) through (2.13). Fig. 6 illustrates the adaptation mechanism of the in uence function estimateĉ(t; ). Notice that the function estimatesŵ( ) andĉ( ) are no longer update in a point to point manner.
When (2.9) is satis ed, the function error estimate,w( ) in ( An important di erence between the function adaptation law in (2.12) and (2.13) and the repetitive control law in (2.3) is that in (2.12) and (2.13),ŵ( ) is no updated in a point to point manner, and is updated indirectly through the adaptation ofĉ( ). The fact that a Hilbert-Schmidt kernel which satis es (2.10) is used in the adaptation algorithm (2.12) and (2.13), allows us to guarantee the boundedness of the repetitive control input,ŵ(t) using the Schwartz Inequality jw(t)j = j and consequently, the uniform continuity of the error signal, e(t). The repetitive control law in (2.3) can be represented as a degenerate case of the adaptation algorithm given by (2.12) and (2.13), were the kernel K(t; ) is a periodic Dirac delta impulse. However, the Dirac delta impulse does not satisfy the integral bound in (2.10).
In the repetitive block diagram in Fig. 2 , the repetitive control signal,ŵ(t) is fed through the lter L(s), before it is injected into the actuator input. For a typical disk le, the relative degree of sensitivity transfer function T(s) is 2 and a lter L(s) = s+a with a > 0 is necessary to make T 0 (s) SPR. Thus, there is a potential di culty in generating the signal w (t) in Fig.  2 This equality follows from the de nitions of the learning law and ofK(t; ).
Discrete Time Implementation
An extensive comparison of the repetitive controllers discussed in section was made by Messner et al . 10] . In this paper we will only discuss the the implementation of learning algorithm in section 2.2.
The repetitive control algorithms was tested on a Fujitsu M233K magnetic disk le with a data storage capacity of 335 megabytes. The rotational frequency of the drive was 60 Hz. The nominal track-following servo is all analog, consisting of lead compensation and notch lters for attenuation of mechanical resonances in the actuator arm. The computer used for the control algorithm was an IBM PC AT with an Intel 80386 processor board with a clock speed of 16 MHz. Input/output was performed using an IBM Data Acquisition and Control Adapter.
The implementation of the adaptive algorithm in section 2.2 was carried out in discrete time. The control system's block diagram for this implementation is shown in Fig. 7 . Notice that in the block diagram in Fig. 7 , the lter L is placed in front of the adaptation algorithm.
The position error signal dynamics can now be expressed with a slight abuse of notation as follows: e(t) = T(z ?1 ) w(t) ?ŵ(t)] = T(z ?1 )w(t) ; (2. where t is the controller sampling time.
In the computation of the function update law (2.14), the domain 0; T] was discretized into intervals, each of width equal to the sampling time t, and the functions K(t; ) and c(t; ) where discretized as column vectors of N = T= t elements.
(2.21) where the elements k i (t) of k(t) andĉ i (t) ofĉ(t) are equal to k i (t) = K(t; i t) andĉ i (t) = c(t; i t) respectively. The discretized in uence function vector estimate,ĉ(t), was updated by the following adaptation algorithm c(t) =ĉ(t ? t) + fk(t ? d t) T 0 (t) (2.22) where 0 < k l jkbj 2 < 1, and k l is a scalar adaptation gain and the a-priori estimation error, 0 (t) is given by 0 (t) = e (t) ?ŵ(t ? d t) ? k(t ? d t)ĉ(t ? t) (2. 23) The sampling rate of the repetitive control system was adjusted so that N = 28 samples are taken during one revolution of the disk, yielding roughly a sampling time of t 600 sec. The width parameter of the Gaussian kernel in (2.11) was selected to be = 3=4 t. Thus, only 5 elements of vector k(t) are nonzero at any instant. These elements are (k i?2 ; k i?1 ; k i ; k i+1 ; k i+2 ) = (0:055; 0:244; 0:403; 0:244; 0:055). Moreover, the vector k(t) is easily updated by shifting its elements every sampling instant. Figure 8 shows how the position error signal, e(t), decreases when the repetitive learning algorithm is applied. Additional experimental results in 9] show that the convergence of the position error for the repetitive Q-lter is as rapid as learning algorithm. However, the resulting error rejection power spectrum is more distorted at the frequencies between the harmonics of the periodic track runout as compared to the nominal spectrum, when the repetitive Q-lter is utilized.
Application to robot manipulator tracking control
In this section we brie y consider the tracking control of robot manipulators with rigid links connected through revolute or spherical joints. The equations of motion for a n degree-offreedom manipulator may be expressed by M(q) q + C(q; _ q) _ q + g(q) = (3.1) where q, _ q and q are respectively the n 1 joint position, velocity and acceleration vectors and is the n 1 input vector formed by the torques and forces supplied by the actuators. M(q) is the generalized inertia matrix, C(q; _ q) _ q is the vector resulting from Coriolis and centripetal accelerations and g(q) is the vector of generalized gravitational forces.
We assume that the manipulator task has been de ned such that there exist a set of desired joint position, velocity, and acceleration vectors, denoted respectively by q d (t), _ q d (t) and q d (t), which de ne the trajectory that the manipulator must follow. We also de ne the position and velocity tracking errors by The control objective consists in determining a control action, (t), that will make the position and velocity tracking errors asymptotically converge to zero, without an a-priori knowledge of the manipulator dynamics. In order to achieve this goal, a learning controller is utilized which estimates the manipulator's desired inverse dynamics function:
T is the vector formed by the desired joint positions, velocities and accelerations.
We will assume that the robot is required to track a nite set of desired trajectories and that in all these trajectories the vector u(t) lies in a known compact set A R 3n . We also assume that the unknown function, w( ) can be represented by an integral equation of the rst kind, i.e. there exists a known scalar non-degenerate, symmetric, Hilbert-Schmidt (H-S) kernel K(u; or the following delayed learning algorithm:
for k T t < (k + 1) T. K L is a symmetric, positive de nite matrix. Notice that in (3.7) the in uence functionĉ(t; ) is updated continuously while in the delayed learning algorithm, (3.8), the in uence functionĉ k ( ) is updated every sampling instant T. The delayed learning algorithm is easier to implement with conventional digital computers since the functionsŵ(t) andĉ k ( ) are not updated simultaneously.
In the case when the robot is required to learn a single task, we can consider that the desired trajectory vector signal u(t) in (3.3) is periodic, with known period T. Moreover, we can also consider the unknown function w(u(t)) in (3.3) as an unknown periodic function w r (t) with known period T. Thus, we can implement the continuous time repetitive learning algorithm w r (t) = 
Repetitive control with velocity estimation
To implement the repetitive control algorithm discussed in the previous section it is necessary that the joint velocity error vector _ e p be measurable. In this algorithms _ e p is used in the control law (3.5) and in the learning laws, as part of the reference velocity error signal e v given by (3.6) . In this section we assume that the position tracking error vector e p is directly measurable by the control system, but the velocity error signal _ e p is not. We will now introduce repetitive learning control laws which do not require a direct measurement of the manipulator joint velocities.
In : (3. 18)
The plot of the kernel K (0; ), when K(t; ) is a Gaussian kernel, is shown in Fig. 9 . The delayed repetitive learning rule is now given bŷ
where the auxiliary error signal z 1 was de ned in (3.15) and z 1(k) denotes z 1 (k T). The reader is referred to 6, 7] for further details and a rigorous stability analysis of these schemes.
Implementation results
The simulation and experimental results that will be presented are for the case where the robot is required to learn a single task. The delayed repetitive controller given by Eqs. (3.5) and (3.10) and the delayed repetitive controller with state observation given by Eqs. (3.16) and (3.19) were tested on the experimental setup shown in 10, which consists of a two degree of freedom Berkeley/NSK direct drive SCARA manipulator, controlled by an IBM PC/AT. It is interesting to note that bothŵ r (t) andĉ k ( ) in (3.10) and (3.19) can be updated in an o -line fashion, between learning trials and stored in memory. Therefore, the real-time portion of the learning control laws in (3.5) and (3.16) are no more computationally intensive than a conventional PD control law. 11 shows the plot of the desired trajectory that was used in the experiment.
The controller sampling time was T = 8msec, and the task period was T = 8:192 sec. The kernel K(t; ) used in the experiments was the truncated Gaussian distribution in (2.11) with = 0:04sec. Thus K(t; ) was set to zero for jt ? j > 0:16 sec. The control algorithms and learning rules were implemented digitally. The in uence function estimateĉ(t; ) and kernels K(t; ), K (t; ) were discretized into an array of 3200 nite elements. The following set of gains and initial conditions were used: p = 10, 
Conclusions
The application of function identi cation algorithms based on integral transforms to the design of repetitive controllers for disk le systems and learning controllers for robot manipulators was presented. Numerous experimental results have con rmed that these algorithms are very e ective in repetitive control applications, where the mechatronics system must execute a task repeatedly. The algorithms presented can also be used in robot learning control applications where the robot must learn how to execute multiple tasks. 
