Abstract-Interference Alignment (IA) is a precoding technique that achieves the maximum multiplexing gain over an interference channel when perfect Channel State Information (CSI) is available at transmitters. Most of IA researches assume channels remain static for a period but vary independently from block to block, which neglects the temporal correlation of timevariant channels. In this paper, we propose a novel scheme that transmitters utilize a number of samples to predict CSI instead of obtaining CSI through feedback all the time. By making full use of the correlation of time-variant channels, our proposed scheme is able to reduce overhead and compensate for the feedback error due to low feedback Signal-Noise Ratio (SNR). Furthermore, we find an optimized prediction horizon achieving the maximum sum rate of our system, which is the best tradeoff between prediction error and overhead length. Simulation results verify that our scheme outperforms the traditional nonpredictive feedback scheme.
I. INTRODUCTION
Interference Alignment (IA) is a precoding strategy that interference can be aligned to a small subspace at each receiver so that the number of interference-free dimensions remaining for the desired signal can be maximized. IA can achieve the maximum degrees of freedom (DoF) in a K-user interference channel [1] . However, this result is based on the assumption that perfect Channel State Information (CSI) is available at all nodes, which is impossible in practical systems. The performance of IA with imperfect CSI over MultipleInput-Multiple-Output (MIMO) interference channel was investigated in [2] , [3] . Reference [2] provided an approximate closed-form signal-to-interference-plusnoise-ratio (SINR) expression for IA with imperfect CSI. The upper and lower bounds of sum mutual information were derived for the case of imperfect channel knowledge in [3] . In practical systems, a number of training sequences and feedback bits are needed for terminals to learn the global CSI [4] . The channel training and feedback strategy seriously affects the accuracy of CSI. Quantized feedback was first considered in [5] and it has been shown that the full DoF may be preserved only if the number of feedback bits scales fast enough with SNR [5] , [6] , which results in a considerable large-sized Manuscript received November 6, 2015; revised May 11, 2016 . Corresponding author email: mmzhou_work@hotmail.com. doi:10.12720/jcm.11.5.446-454 codebook [7] . To solve this problem, analog feedback strategy was proposed in [8] . Instead of quantizing the CSI, analog feedback directly transmits the channel coefficients as uncoded symbols. Reference [8] proved that IA's multiplexing gain is preserved as long as the forward and reverse link SNRs scale together. All these feedback strategies are based on the assumption that channels remain static for a long period, which neglects the variance of channels caused by some environmental factors such as users' mobility. The average CSI and precoder feedback bit rates were derived over timevariant MIMO interference channel in [9] . The robustness of IA in time-variant channels was assessed through a joint optimization of the pilot overhead and the IA update interval in [10] . However, the derivations only accommodate forward and reverse links with asymmetric power levels.
The main contribution of this paper is that we propose a new IA scheme that transmitters utilize a number of samples to predict CSI instead of obtaining CSI through feedback all the time. First-order Gauss-Markov channel model is employed to characterized the change of channels. By making full use of the correlation of timevariant channels, our proposed scheme is able to reduce overhead and compensate for the feedback error, especially when reverse link power is at a lower level than forward link power. We quantify the error of the prediction algorithm and optimize the average sum-rate of the system. Furthermore, we demonstrate with simulation results that the performance of our proposed scheme could be affected by many factors such as Doppler shift and the ratio of forward and reverse link power. If users move slowly or the reverse link is of poor quality, our proposed IA scheme achieves an outstanding performance.
Throughout this paper, we use the following notations:
A denotes a matrix; 
where (2) (4) where the leakage interference is treated as noise, and
If perfect CSI is available, condition (2) To study the influence of channel variation and measure the performance of our prediction scheme, a time-varying channel model is needed. In this paper, we use the first-order Gauss-Markov channel model, which has widely been used as a model for Rayleigh-fading time-varying channels [14] , [15] . For simplicity, we make two assumptions as follows.
Assumption 1: Channel variation is time-stationary, which means that the values of channel correlation coefficients depend on relative time only.
Assumption 2: Channel correlation coefficients are entirely identical for different antenna pairs.
The channel gain between base-station i and user j at time k is given by 2 , , ,
where 
III. PILOT OVERHEAD MODEL
We split the transmission procedure into two phases. For the first P time blocks, the system operates the
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conventional training and feedback scheme [16] , which is depicted in Fig. 2 (a) ; for the next Q time blocks, reverse channel training and feedback are omitted owing to our channel prediction algorithm based on autoregressive model [17] , which is depicted in Fig. 2 (b) . 
where r P represents the reverse link power.
2) Analog CSI feedback
After forward and reverse channel training, each user j feedbacks its forward channel estimates to all basestations over
The base-stations then recompute MMSE estimates of the forward channels by utilizing their received feedback matrices. For simplicity, we make the same assumption as [8] : at the end of the feedback step, the base-stations cooperate by sharing their rows of the received feedback matrix, which enables them to form a unified estimate of the forward channels , ji H . Borrowing the derivations in [13] , the final expression for the variance of the channel feedback error is
where rf PP   , is the ratio of reverse link power and forward link power. After channel estimation, base-stations calculate precoding and decoding matrices following principle (2) and (3). To achieve interference alignment, user j must have the knowledge of the decoding matrix j U and its precoded channel , j j j HV .
3) Decoding matrices delivery
To separate the desired signal and the interference, decoding matrix is required at users. Decoding matrices are delivered by analog signal based on non-codebook. Each base-station i broadcasts its decoding matrix i U by multiplying an orthogonal pilot sequence matrix
The observed signal at user j is given by
User j calculates a MMSE estimate of j U , that is
where the error matrix
Gaussian with variance Fig. 4 shows the pilot overhead model of our proposed IA scheme based on channel prediction. In this phase, reverse channel training and feedback are omitted owing to our channel prediction based on previous P CSI samples obtained in phase A. Therefore, Among the b N symbols, only ft N , su N and sv N are required respectively for forward training, decoding matrices delivery and dedicated pilots delivery; the rest of the symbols are for payload data. These steps are identical with those in phase A. It's clear that the introduction of channel prediction greatly reduces the length of overhead. Furthermore, since conventional channel feedback is replaced by channel prediction, the channel feedback error in phase A is of course replaced by channel prediction error. When the SNR of reverse link is relatively low, the channel feedback error is much larger than the channel prediction error, which can be seen from our simulation in section V. Next we introduce the channel prediction algorithm. The number of samples predictor saved is flagged as P , denoting the prediction order; While Q , representing the number of blocks the channel is predicted ahead, denotes the prediction horizon [18] . The model is depicted by Fig. 5 . We employ the channel prediction algorithm based on autoregressive model. Autoregressive model can represent a type of time-varying random process, and it specifies that the output signal depends linearly on its own previous values [19] , [20] . It can be expressed as 
B. Next Q Blocks
where ( 1) xn is the predicted value of ( 1) xn based on the autoregressive model with the previous values ( ), , ( 1) x n x n p    . Thus the main task of the autoregressive-model prediction is to calculate of the parameters of the autoregressive model.
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Fig. 5. Channel prediction algorithm model
Since we have made the assumption that all basestations cooperate with each other, the predictor can be placed at any base-station. We use 
Thus, the MMSE-optimum predictor coefficient matrix 
IV. OPTIMUM PREDICTION HORIZON
According to (4) and (5), the average sum-rate of each block can be expressed as   
Then the effective sum-rate of phase A is And the effective sum-rate of phase B is RQ . Having quantified IA average sum-rate as a function of prediction horizon Q , we redefine the optimization problem as (33), shown at the bottom of this page.
In fact, it's hard to get the closed-form solution for the function above. Since this is a unconstrained nonlinear integer optimization problem, one-dimension search method is suitable to solve it. To achieve maximum search efficiency, D.S.C interpolation is adopted [22] . Specific algorithm is as follows. 3) If [23] . "Time block" mentioned above denotes 10ms . We make the assumption that during each time block, channels remain static. According to [23] , 7 symbols can be delivered during one time slot ( 0.5ms ). Hence, one time block consists of 140 symbols. Channels vary based on first-order Gauss-Markov channel model from block to block, which is given by (8) . We invoke the standard Clarke-Jakes correlation function . The non-predictive scheme means that the latest estimated CSI is used in all the upcoming time blocks without updating. Without loss of generality, prediction order 5 P  is adopted. As time goes on, the mean square error of the two schemes both increase. Nevertheless, the mean square error of the predictive scheme is below that of the non-predictive scheme all along, which fully embodies the accuracy of our prediction algorithm. Respectively for 10dB SNR  and 15dB SNR  , we illustrate the effective sum-rate versus the ratio of forward and reverse link power in Fig. 9 . We compare three different schemes: "NP-NO", "NP-O" and "P-O". The "NP-NO" scheme is the conventional IA scheme that channel estimation and feedback is required at each time block with neither prediction nor optimization. While the "NP-O" scheme is an IA scheme of which the optimization objective is the interval to do channel estimation and feedback that achieves the maximum sumrate, but channel prediction is unconsidered [10] . The "P-O" scheme is our proposed scheme in this paper. Without loss of generality, prediction order 5 P  is adopted. As observed, if the reverse link power decays, the average sum-rate of the three schemes all decrease. The reason is that when SNR of the reverse link becomes lower, the channel estimation accuracy degrades. Meanwhile, it's clear that the downtrend of the "P-O" scheme is slower than the other two schemes. This is because the "P-O" scheme partially omits the reverse channel estimation and feedback phase, which relieves its sensitivity to the reverse link quality. When 1  is quite low, the "NP-O" scheme may be a good choice, but when 1  is high enough, the "P-O" scheme is sure to perform better. Fig. 10 compares the effective sum-rate of the three schemes referred above versus Doppler shift. Without loss of generality, prediction order 5 P  is adopted. As observed, the effective sum-rate of the "NP-NO" scheme remains constant no matter how Doppler shift varies. While the other two schemes perform worse with the increase of Doppler shift, which is consistent with our anticipation. Fig. 10 also shows that the "P-O" scheme is more sensitive to Doppler shift. When Doppler shift is relatively small, the "P-O" scheme achieves a much better performance than the other two schemes. 
VI. CONCLUSION
It's known that perfect channel state information is needed to achieve the maximum gain of IA. We analyzed how imperfect CSI impacts on IA performance caused by additive white Gaussian noise. Then a classic timevarying channel model was introduced. We showed that if channel is time-varying, channel estimation and feedback would become more frequent, which results in a huge rise of overhead. We proposed a new IA scheme comprising two phases. Phase A performs conventional channel estimation and analog feedback, while phase B executes the channel prediction algorithm. We quantified the error of the prediction algorithm as well as the average sum-rate of the system. We confirmed onedimension search method could be used to find the optimum prediction horizon in order to achieve the maximum average sum-rate. Finally, simulation results showed that the performance of our proposed scheme could be affected by many factors such as Doppler shift and the ratio of forward and reverse link power. If users move at a low speed or the reverse link is of poor quality, our proposed IA scheme achieves a much better performance. Our derived analysis can also be of great significance to the further work on interference alignment.
APPENDIX A
Assumption:
21
(1 
