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Abstract
Scene understanding has become a fundamental research area in computer vision. To achieve this task,
localizing and recognizing different objects in space is paramount. From the seminal work of face
detection by Viola-Jones using cascaded Haar features to the state-of-the-art deep neural networks,
object detection has evolved from just being used in limited cases to be being used extensively for
detecting common and custom objects. Algorithm and hardware improvements currently allow for real
time object detection on a smartphone. Typically, for each detected object, the object top-left coordinate along with bottom-right coordinate or width and height are returned. While this works for
objects whose boundaries are orthogonal to the image boundaries, it struggles to accurately localize
rotated or non-rectangular objects. By regressing for eight corner points instead of the traditional of the
top-left and bottom-right of a rectangular box, we can mitigate these problems. Building up from
anchor-free one-stage object detection methods, it is shown that object detection can also be used for
arbitrary shaped bounding boxes.
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Chapter 1
Introduction
1.1

Introduction

A. Traditional Object Detection
With the introduction of deep neural network methods, object detection has been quickly
evolving. Traditional machine learning methods included various boosted trees [2,3],
Support Vector machines (SVM) [6] and Deformable Parts Models (DPM) [7] for
classification. Traditional computer vision methods included SIFT [4], HOG [5] and Haarlike features [8] for extracting the salient features from an image.

Figure 1: Earliest object detection algorithm using a sliding window approach at multiple
resolutions. The score of every sub-window was given by the frequency of occurrence of
gradients () in each pixel multiplied by a weight.
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B. Object Detection using Deep Learning
With the advent of deep learning and the evolution of convolutional neural networks
(CNN), repurposing neural networks for the task of localizing objects in space became a
sought-after area of research. From detecting handwritten numbers and letters, house
numbers and traffic signs to applying deep neural networks to the very first organized
Caltech-101 dataset [16], object detection networks can today recognize, classify, and
localize objects in very complex environments.
The very first object detection network using CNN’s was called Overfeat [17] which used
a combination of classical computer vision and neural networks. Pierre Sermanet et al. [17]
used a 2-stage detection procedure where multi-scale sliding windows were passed through
a CNN and all the detections with classification confidence scores were accumulated. In
the end, only the scores beyond a threshold were kept. They were followed very soon by
Regional-CNN (R-CNN) [18]. R-CNN and its variants Fast R-CNN [19] and Faster RCNN [12] proposed a two-staged architecture where the first stage was a region proposal
stage [18] where regions of the image likely to contain an object were selected at multiple
scales with only regions more than 0.5 Intersection over Union (IoU) overlap regarded as
positive samples. These pre-selected regions were passed into the CNN which predicted
the class the location of the object.

One stage-detectors like SSD [11], YoloV1 [20], YoloV2 [21], YoloV3 [10] and YoloV4
[39] comprised of a single convolutional network which took the entire image as the input
(usually resized to a fixed shape) and used anchor-boxes to match the predicted boxes to
the ground truth boxes. These networks were usually much faster than two-stage networks
owing to its relative computational simplicity but were less accurate.

10 | P a g e

C. Fully Convolutional One-Stage object detection Network (FCOS)

A big breakthrough in object detection technique was introduced by Tian et al. [9] which
used fully convolutional methods. This network did away with bounding box proposals
and regressed the top, bottom, left and right from the best-fit center of on object as
determined by the network. Every pixel in the image was treated as a potential center of an
object and the measurement of ‘goodness’ of a center was given by ‘center-ness’
coefficient associated with every pixel. Every center has an associated regression for the
top, bottom, left and right and the false predictions are removed in the post-processing
stage by non-max suppression based on Intersection-over-Union (IoU) overlap as seen in
Figure 1. Thus, it eliminated the need of having different regression heads for predicting
objects of different sizes and bounding box proposals as is done with most common object
detection networks like YoloV3 [10], Single-Shot Detector (SSD) [11] and Faster R-CNN
[12].

Figure 2: FCOS regresses for the top, bottom, left and right distances of a point inside a
bounding box doing away with anchor boxes. Adapted from [9].
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1.2

Motivation

The idea of convex hulls for detecting objects came from the new method introduced by
Tian Zhi et al. [9] where instead of pairing each ground truth box with a pre-defined anchor
box, each location of the feature map at different strides were treated as regression points
and the distance of the point from the top, bottom, left and right edges (t,b,l,r) were treated
as regression targets. This led to the research exploration of this thesis to determine if the
same concept can be used to predict more than four parameters (the four distances). This
research will explore predicting arbitrary-shaped polygons instead of the traditional
rectangular bounding boxes. This thesis research created a new dataset from the existing
COCO [15] dataset that had eight vertices (16 points for each object annotation). This
research consisted of not only a new method of regression but the exploration of training
parameters that can be useful for similar tasks in future.

1.3

Contributions

This research contributed but not limited to:
•

Developing a novel way of regressing for bounding boxes.

•

Allow for arbitrary shapes of bounding boxes that do not just conform to rectangular
or square shapes. This was achieved by regressing for eight corner points, each with an
x and y value, rather than x, y, width, height or top, bottom, left, right.

•

Eliminated the need of bounding box priors with a pre-defined aspect ratio.

•

Produced a tighter fit on detected objects by having arbitrary eight-corner points.

•

Implicit rotation for objects at any orientation with the image plane.

•

Introduce custom algorithm to implement Non-Max Suppression for polygon boxes.
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Figure 3: (Left) Traditional bounding box regression for x,y,w,h. (Right) Eight-point
regression using FCOS without angle-binding.
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Chapter 2
Background
2.1

Deep Learning

Artificial Neural Networks (ANN) were an important step towards making computers learn
by themselves. Inspired by the visual cortex of the mammalian brain, researchers interconnected thousands of artificial neurons in a feed-forward fashion to learn from synthetic
data. Success was mixed. The very first ANN’s were simple feed-forward networks called
multi-layer perceptrons (MLP). They consisted of a layer-wise distribution of artificial
neurons in a fully connected architecture that was used to predict information from the data
presented. Each neuron in an MLP had its inputs scaled by a weight matrix which was
initialized manually and then continually updated as the network learned (Fig. 4). Most
perceptron networks consisted of several layers of interconnected neurons called the hidden
layers which finally manifested in the output layer (Fig. 5).

Figure 4: A neuron with weights for each input which are summed up and passed through
a non-linear activation function.
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Figure 5: A simple MLP network with 2 input nodes, 3 hidden neurons and 1 output node.

It was not until 1998 that Yann LeCun et al. created LeNet-5 [22] that used multi-layered
convolutions along with subsampling and fully connected layers to recognize the numbers
and letters in hand-written documents (Fig. 7). Instead of painstakingly hand selecting the
gradients at the various layers, he used a concept called backpropagation to auto-learn the
gradients of each weight with respect to a cost function. With the evolution of better and
faster computers and the invention of parallel processing units called graphical processing
units (GPU’s), CNN’s became larger and could handle large amounts of data. Gradually,
these few layers of convolutions and subsampling evolved into hundreds of layers of
convolutions. Thus, learning the hierarchical representations of data using CNNs came to
be known as deep learning. Deep learning was seen to outperform other machine learning
algorithms given sufficient amounts of training data (Fig. 6). It was seen to perform well
not only for image representation tasks but is commonly used today for speech recognition,
language translation mapping and robotics using data represented in various formats –
image, text, sound, and electrical signals. Information from various sensors could also be
fused together as vector representations or as separate modalities to give one unified
prediction.
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Figure 6: As the volume of supervised data increases, the performance of a deep learning
model increases with it. Adapted from [22].

Deep learning excels in both linear and non-linear problems, discrete and continuous
problems, temporal and spatial problems. With enough supervised data-target pairs, deep
learning can be used in a wide variety of learning tasks. Unsupervised learning is also
rapidly gaining popularity as a new area of deep learning where unlabeled data can be
successfully used to train models. Reinforcement learning is another direction of deep
learning where a computer could be trained to take the right decision at any given time
based on the current parameters it is exposed to as well what is has learned over its past
experiences dealing with similar scenarios.
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Figure 7: LeNet-5, the first CNN used for character recognition. It consisted of convolution
layers interconnected by pooling layers with fully connected layers at the head. Adapted
from [22].

2.2

Object Detection

Object detection combines the task of classifying and localizing objects in space. It has two
primary outputs for prediction with many later networks like FCOS [9] and CenterNet [24]
having special pipelines for other outputs to improve detection performance. Fig. 8 shows
a general object detection prediction. Using rectangular boxes (called bounding-boxes), an
object is localized in the 2D image space and comes with its own classification output.
More recently, with the open-source availability of 3D annotated detection datasets, object
detection has also evolved to predict 3D boxes using rectangular boxes and point-clouds
[25, 26].
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Figure 8: General object detection predictions with a rectangular box drawn around
objects with a category label.

A. One-Stage Detectors
One-state detector networks take the entire image map as an input and rely on a single
forward pass convolutional network to predict bounding boxes and class labels. SingleShot Detector (SSD) [11] uses a backbone (VGG-16 [28], MobileNetV1 [29], or
MobileNetV2 [30]) network with six classification heads, each of them predicts objects at
different sizes with their own class scores (confidence values ϵ [0,1]). All the detections
are pooled, and the final predictions are obtained by passing them through non-max
suppression. It was an important advancement towards real-time object detection with a
performance of 74.3 mAP (mean average precision) running at 59 FPS. Fig. 9 shows the
architecture of SSD.

18 | P a g e

Figure 9: SSD uses inputs of size 300×300 to predict the offsets of default anchor boxes
with their confidences. Adapted from [11].
YOLO [20] is another real-time one stage object detection. Incremental improvements
incude YOLOv2 [21], YOLOv3 [10], and YOLOv4 [xxx]. YOLO used an input resized to
either 224×224 and 448×448 (for detection). It has one single sequential backbone called
Darknet-24 with 24 convolutional layers and a fully connected layer for final prediction. It
used features from the entire image map for detecting objects doing away with region
proposals used in R-CNN [18]. The final convolutional layer divided the image map into
7×7 grids with each grid predicting the x,y,w,h (center and width height) for two boxes
along with their associated box probability scores and class scores. Fig. 10 shows the
architecture of Yolo based on the Darknet-24 backbone.

Figure 10: Yolo based on the Darknet-24 architecture. The final layer predicts box scores
for each anchor box along with box regressions and class scores. Adapted from [20].
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Incremental backbone and methodology improvements led to YOLOv3 [10]. It was based
on a deeper backbone called Darknet-53 containing 53 convolutional layers. YOLOv3
avoided max-pooling by using 3×3 convolutions to reduce feature map size in successive
layers. Using residual connections similar to 31 [31], it enabled to network to learn finer
features more effectively. YOLOv3 used the concept of anchor boxes based on R-CNN
[18] and prediction across scales to detect small, medium, and large objects more
effectively. Although it was slightly slower than the original Yolo (which ran at 45 FPS)
at 35 FPS because of the bigger size of the backbone, it performed better than its
predecessor achieving a mAP of 33.0 mAP on the MSCOCO [15] dataset. Fig. 11 shows
residual learning in Darknet-53.

Figure 11: Residual Learning in YOLOv3 shown by the skip connections.
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B. Two-Stage Detectors
Two-stage detectors outperform the single stage detectors in terms of raw performance but
lag behind one-stage detectors in term of inference speed. The major development of twostage detectors came in the form of Regional CNN (R-CNN) [18] where areas most likely
to contain objects were first identified using selective search [32]. The regions were then
warped to 227×227 and about 2000 region proposals were passed through the backbone
which comprised of AlexNet [33]. R-CNN consisted of two pipelines: an SVM classifier
to predict the class probabilities and a bounding box regressor for predicting the box
boundaries. Fig. 12 shows the process of detection in R-CNN.

Figure 12: Detection flow in R-CNN passing through a region proposal stage before feature
extraction with a CNN.

During training, the examples were treated differently in the box regression pipeline and
the SVM classifier pipeline. The proposals which had at least 0.5 Intersection-Over-Union
(IoU) overlap with any ground truth boxes were considered as positive examples while for
the SVM classifier only the samples with maximum overlap with ground truth classes were
regarded as the positive samples and those below 0.3 IoU overlap were taken as the
negative samples. The ones in between were ignored for the purpose of training the SVM
classifier. This was called negative hard-mining. This was done so that the errors in box
regression stage did not manifest in the final model prediction as all the box predictions
without an associated class definition were ignored. Fig. 13 shows the schematic of an RCNN network.
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Figure 13: A schematic of R-CNN showing the 2-stage flow. Adapted from [34].

R-CNN was followed by Fast R-CNN [19] which improved the training and inference
speed by combining all the region proposals and feeding it into the CNN at once. A Region
of Interest (RoI) pooling layer in the network was also added that reduced the feature map
obtained by combining all the region proposals. The SVM classifier was replaced by a
softmax classifier and the entire network comprised of a unified CNN albeit with a region
proposal stage. Not only did it decrease training time significantly but also increased
inference speed while improving performance. Fig. 14 shows the schematic of a Fast RCNN network.

Figure 14: Overview of Fast R-CNN which added a new Region of Interest Pooling.
Adapted from [34].

Faster R-CNN [12] further improved upon the existing model by removing the entire
selective search stage by a region proposal stage (RPN). The proposal stage used features
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from the backbone CNN along with nine pre-defined anchor boxes to discover region
proposals.

C. Anchor Boxes and Faster R-CNN
Anchor boxes were a new development in object detection which varied bounding box
aspect ratio and size. The sizes and aspect ratios were determined by K-Means algorithm
on the ground truth boxes. In Fast R-CNN, aspect ratios of 1:2, 2:1 and 1:1 were used at 3
different scales for detecting small, medium and large objects respectively which resulted
in a total of nine anchors when training on the MSCOCO [15] test-set. Fig. 15 gives a
visual representation of anchor boxes.

Figure 15: Anchor boxes shown at various scales and aspect ratios. Adapted from [35].

The feature map outputs from the RPN are passed into a classification head and box
regression head. For each image, about 2000 classification scores and 4000 box regressions
are obtained. The box regression layer consists of feature maps of size W×H×4k where W
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and H are the width and the height of the feature map and k denotes the number of anchors
(nine in this case) where each anchor box output had the center and the width, height offsets
from its specific anchor definition. Finally, the boxes are refined using non-max
suppression to predict the final boxes. Faster R-CNN improved performance, speed and
training time from the previous generation as the highly compute intensive selective search
stage was replaced by RPN. Fig. 16 shows the schematic of a Fast R-CNN network.

Figure 16: Overview of Faster R-CNN where the regions of interest are selected by the
CNN itself. Adapted from [34].

2.3

Fully Convolutional One-stage Object Detector

A. Architecture and Training Methodology
The Fully Convolutional One-stage Object Detector (FCOS) [9] uses three stages of
convolutional networks. The first stage is composed of a backbone network. Backbone
networks used were ResNet-50, ResNet-101 [31], ResNeXt-101 (32×8d) and ResNeXt101 (64×4d) [36] and MobileNetV2 [37]. The numbers in parenthesis represent the number
of grouped convolutions and the number of layers in each of those groups. Please refer to
[36] for details. For ResNet-50 as the backbone, feature maps from C3, C4 and C5 with
strides of 8,16 and 32 respectively were used in the next stage. The second stage was made
up of a Feature Pyramidal Network (FPN) [38] where the third, fourth and fifth
convolutional layers (P3, P4 and P5) concatenate features from C3, C4 and C5 respectively.
The final stage are the prediction heads with five levels of predictions for each stride level
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of the FPN – [8,16,32,64,128] with the smallest stride responsible for detecting objects of
the smallest size and the biggest stride detecting the largest objects.
There are three prediction heads for each stride level – classification, regression and centerness. The classification head produces the class confidence scores. The box regression head
produces the bounding box coordinates while the center-ness head produces a score
indicating the overall position of the box. Refer to Fig. 17 for a complete overview of the
stride levels and Fig. 19 for a complete overview of the architecture. Each prediction head
at each stride is composed of four convolutional layers with an additional exp(x) layer in
the regression head to map any number to [0,∞] which gives better regression performance
and no tradeoffs since all the regression points are positive.

Any point on the feature map (x,y) for prediction heads at any stride level s is mapped to
𝑠

𝑠

the original image by ([2] + 𝑥𝑠, [2] + 𝑦𝑠), where s is the stride at the level, xs is the x
location when mapped back to the original image, and ys is the y location mapped back to
the original image. Fig. 17 shows how a particular location x,y can be traced back to the
original image location to check if it lies inside a ground truth box. However, unlike other
fully convolutional networks like YOLOv3, each location can only regress for one box.
Even though, it has five stride levels each with its own set of locations, this has an impact
on performance. Furthermore, if a location at a specific stride level is inside a ground truth
box for more than one object (overlapping objects), the location is assigned to the box with
the largest area.
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Figure 17: For any point x,y at a given stride level, it can be mapped back to the original
image to check whether that point lies inside a ground truth box.

At any feature level, i denotes a ground truth box are given by 𝐵𝑖 where 𝐵𝑖 =
(𝑖)

(𝑖)

(𝑖)

(𝑖)

(𝑖)

(𝑖)

(𝑖)

(𝑖)

(𝑥0 , 𝑦0 , 𝑥1 , 𝑦1 ). (𝑥0 , 𝑦0 ) denotes the top-left coordinate of the box and (𝑥1 , 𝑦1 )
denotes the bottom-right coordinate of the box. Any location (x,y) is considered a positive
sample if it falls inside any ground truth box and the ground truth class label 𝑐 ∗ is used for
all the locations (x,y) which fall inside the ground truth box. The target predictions 𝑡 ∗ for
any positive location are a modification of the ground truth targets to ensure reliability for
various scenes and prevent overfitting on the training set. 𝑡 ∗ is a 4D vector comprised of
(𝑙 ∗ , 𝑡 ∗ , 𝑟 ∗ , 𝑏 ∗ ) denoting the target distances of the location (x,y) from the left, top, right and
bottom corners of the ground truth box respectively. The targets are computed from the
locations in the form given below in (1) and (2).
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(𝑖)

𝑙 ∗ = 𝑥 − 𝑥0 ;

(𝑖)

𝑡 ∗ = 𝑦 − 𝑦0 ;

(𝑖)

(1)

(𝑖)

𝑟 ∗ = 𝑥1 − 𝑥; 𝑟 ∗ = 𝑦1 − 𝑦;

(2)

FCOS, in contrast to other anchor-based detectors, uses all the samples inside a bounding
box as foreground examples. Anchor-based detectors only used the examples in which the
anchors with a high enough IoU (usually greater than 0.5) are positive examples. This was
one of the main reasons why FCOS performed better than anchor-based methods.

To detect objects of different sizes, different stride levels are used. For each stride level i,
a ground truth bounding box is used to compute targets in that level only if 𝑚𝑖 <
𝑎𝑟𝑒𝑎(𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑏𝑜𝑥) < 𝑚𝑖+1 where 𝑚 = [0,64,128,256,512, ∞]. This concept of
multi-level prediction dealt with the problem of overlapping boxes since overlapping boxes
often occur for objects of different sizes. This alleviated a limitation of FCN based
detectors and improved the performance close to anchor-based detectors. If there remained
instances where a location was associated with more than one ground truth box, the box
with the minimal area was selected for that location.

B. Network Outputs
If there are 80 object classes, the classification heads predict an 80D vector p of
classification labels and a 4D vector of regression targets t where 𝑡 = 𝑙, 𝑡, 𝑟, 𝑏 for each
location (x,y) at each stride level. For inference, (1) is reversed to predict the actual box
coordinates as shown in (2). For center-ness, each location predicts a single value which
predicts the ‘goodness’ of a foreground sample. At inference time, the class scores are
multiplied by the center-ness scores to refine the final predictions and improve
performance.

C. Loss Functions
The original FCOS network has a three-pronged loss function for class loss, regularization
loss and center-ness loss. While the class loss 𝐿𝑐𝑙𝑠 and regularization loss (bounding-box
loss) 𝐿𝑟𝑒𝑔 are summed together and back-propagated to both pipelines, the center-ness loss,
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which ensures the general location of the bounding-box is correct, has a pipeline which
trains with an independent binary cross entropy loss (BCE) loss. The class loss trains the
network for correctly classifying the class of the objects and the regularization loss trains
for the four bounding box coefficients. The center-ness loss trains for keeping the
regression centers near to the actual center of the object. This prevents the network from
predicting a lot of false positives.

Figure 18: High-level architecture of FCOS based on ResNet50 backbone with losses for each
prediction pipeline.

The current training loss function for class and bounding-box pipeline is:
𝐿({𝑝𝑥,𝑦 }, { 𝑡𝑥,𝑦 }) =

1
𝑁𝑝𝑜𝑠

∗
∑𝑥,𝑦 𝐿𝑐𝑙𝑠 (𝑝𝑥,𝑦 , 𝑐𝑥,𝑦
)+

𝜆
𝑁𝑝𝑜𝑠

∗
∑𝑥,𝑦 I{𝑐𝑥,𝑦
∗ >0} 𝐿𝑟𝑒𝑔 (𝑡𝑥,𝑦 , 𝑡𝑥,𝑦 )

(3)
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Where 𝑁𝑝𝑜𝑠 denotes the number of positive samples, 𝐿𝑐𝑙𝑠 is the focal loss class loss, 𝐿𝑟𝑒𝑔 is
∗
the IOU loss (i.e. bounding-box loss). 𝑐𝑥,𝑦 is the ground truth class while 𝑐𝑥,𝑦
is the predicted
∗
class. Similarly, 𝑡𝑥,𝑦 are the (l,t,r,b) ground truth targets and 𝑡𝑥,𝑦
is the corresponding

predictions. Focal loss [27] was introduced by Tsung-Yi Lin et al. which modified the crossentropy loss by downweighing the easy samples and focusing more on the incorrectly classified
examples. It is given by:
−𝛼𝑡 ∑𝑛𝑖=1(1 − 𝑝𝑡 )𝛾 log (𝑝𝑡 )

(4)

The gamma () increases the impact of poorly classified examples on the loss and the alpha (α)
ϵ [0,1] addresses the class imbalance for biased datasets. Focal loss is a better alternative to
cross-entropy loss where the gamma reweighs the loss from the class scores. Focal loss
increases the impact of poorly classified samples and decreases the impact of well-classified
samples on the total loss. It is also useful for training on imbalanced datasets like MSCOCO
and is a better choice than weighted cross-entropy where the individual weights for each class
has to be handcrafted. Fig. 36 shows the impact of focal loss on samples with varying class
scores. Ι{𝑐𝑥,𝑦
∗ >0} in (1) is the indicator function which reduces the IOU loss to 0 if that specific
location x, y does not correspond to any ground truth class. The center-ness target is defined
as:
min(𝑙∗ ,𝑟 ∗ )

𝑐𝑒𝑛𝑡𝑒𝑟𝑛𝑒𝑠𝑠 ∗ = √max(𝑙∗,𝑟 ∗) ×

min(𝑡 ∗ ,𝑏 ∗ )
max(𝑡 ∗ ,𝑏 ∗ )

(5)

The center-ness pipeline is mostly used as a normalizing factor in training and a scale factor
during inference. While training, the center-ness predictions are used to reweigh the regression
losses to ensure better convergence. It is denoted by 𝜆 in equation (3). During inference, it is
used to scale the class scores for better prediction mAP scores. Fig. 18 shows the impact of
center-ness on inference. The plot on the left shows the IoU score vs. classification score and
the plot on the right shows the IoU vs. scaled classification score with center-ness scores. The
classification score is the max sigmoid score of a location from the prediction scores for each
class which is obtained from the classification pipeline. The figure shows that the center-ness
scores help in rescaling boxes with low ground truth IoU and high classification scores to low
scores such that they can be ignored in final predictions. As center-ness ranges between 0 and
1, it plays an important role to filter out false predictions having high confidence.
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Figure 19: The left and right plots show classification scores with and without scaling by centerness predictions. Adapted from [9].

The architecture of FCOS is given below in Fig. 2.7.C.2 using a ResNet50 backbone where
the output features from the 3rd, 4th and 5th convolutional blocks are fed to the FPN network.
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Figure 20: A standard FCOS using a ResNet50 backbone and an FPN followed by 5 prediction
heads at different scales for different object sizes. Adapted from [9].

31 | P a g e

Chapter 3
Methodology
3.1

FCOS for Convex Hulls

A. Dataset
The base dataset used was the Microsoft Common Objects in Context (MS-COCO or often
simply referred to as COCO) 2017 [15]. The COCO dataset contains about 122,000 unique
annotated images comprising 80 different classes. Classes range from common office or
household items like chairs, tables and vases to food items like pizza, oranges and broccoli
to sports equipment like racquets, tennis balls and baseball bats. COCO comes with
bounding box annotations as well as segmentation masks and keypoint coordinates. Fig.
20 depicts some samples from the dataset.

Figure 21: Sample instances from the MSCOCO dataset. Adapted from [15].
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B. Obtaining Convex Hulls from MSCOCO
Instead of using the traditional bounding boxes for the purpose of object detection, the
corresponding segmentation masks for each object have been leveraged to create the
ground truth annotations for convex hulls. Fig. 21 shows a sample training set instance of
COCO and its bounding boxes. Using segmentation masks, all the masks were converted
into convex hulls with arbitrary number of vertices. Fig. 22 shows the masks obtained.

Figure 22: Ground truth box annotations in MSCOCO.
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Figure 23: Segmentation masks.

Due to the hard constraint of having eight vertices, a number of techniques were used to
ensure that each annotation hull had only eight vertices while minimizing spatial object
information. In addition, any non-contiguous hulls would be detrimental to model
performance because it would introduce arbitrary unboundedness. The convex hulls
obtained from the masks were processed through K-Means to find eight cluster centroids.
The resultant cluster centroids were then ordered counter-clockwise to obtain the final
training and testing annotations. There were many medium and large sized objects (such
as tv and car class instances) where the number of vertices of the hull obtained from the
masks had less than eight points because of having an even shape. For these cases, a random
edge was selected and another point on the edge was interpolated till the number of points
reached eight. Fig. 23 shows eight cluster centroids (in red) obtained from the original hull
(in yellow). This made it possible to create an 8-point convex hull from a n-vertex convex
hull. For the cases where n was less than eight, intermediate points between vertices were
interpolated and added to the hull to make the number of vertices at least equal to the
number of cluster centroids required. It was found that convex object detection suffered
when including objects of very small sizes in our training set. This was likely because there
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were eight vertices tightly clustered together with almost no background visual cues. This
led to a lot of false positives in the final prediction. MSCOCO [15] defines any small object
as having a bounding box area less than 1024 pixel2. However, for our purpose, any convex
hull having an area less than 2048 pixel2 were treated as very small objects and ignored.
The centers of the new polygons were also pre-computed as it would have increased
training time to compute it every batch.

Figure 24: Original convex hull (shown in yellow) and the new hull made out of the 8
cluster centroids (in red) obtained from K-Means.

It was found that K-Means ensured that the region containing the most edges were
represented with larger number of points. The area difference between the original hull and
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restructured 8-point hull was less than 5%. Fig. 25 shows the comparison between the
original rectangular bounding boxes and the final convex hull annotations used for training
our network. However, this introduced the unideal cases where for some hulls, the cluster
centroids were concentrated towards a specific region. This introduced many abnormalities
when x,y locations in the feature heads were checked whether they were inside a ground
truth box. However, the tradeoff in performance was greater when the points were evenly
spaced across the hull. Evenly spaced points dramatically degraded model performance.
Fig. 26 shows the comparison between K-Means hulls and evenly spaced hulls.

Figure 25: Original MSCOCO bounding box annotations (in blue) and the processed 8point convex hull.
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Figure 26: The K-Means hull (shown in yellow) is much more effective in completely
encompassing the entire object when compared to evenly spaced points (shown in cyan).
Using the K-Means hull greatly improved model performance.

C. Architecture (FCOS for Convex Hulls)
The model used for convex object detection was inspired by FCOS [9] and its usage of
multi-level prediction heads. There were some changes to the intermediate layers and the
removal of a redundant head. Like the original FCOS, the backbone and feature extractor
layers were preserved. A ResNet-50 backbone and an FPN neck was used with the same
five prediction heads for each of the levels. However, the center-ness pipeline was deemed
redundant due to the lack of a fixed center in arbitrary shaped convex hulls and the
introduction of numerical instabilities when regressing for more than four parameters (16,
two for each vertex) for each object instance. Fig. 27 shows the new architecture for convex
hull regression.
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Figure 27: FCOS for convex hulls with 2 heads for each level.

Each head level in the new architecture consists of a classification output and a regression
output for predicting the eight vertices. For MSCOCO, the classifier outputs an 81D vector
consisting of all MSCOCO classes along with background. The regression head outputs a
16D vector consisting of the eight x,y coordinates of the convex hull. The eight points are
predicted in a counterclockwise format starting from the extreme right vertex to the bottom
right vertex. The eight points will be referred to as Rightx,y, Right-Topx,y, Topx,y, Left-Topx,y,
Leftx,y, Left-Bottomx,y, Bottomx,y, Right-Bottomx,y or (rx,y, rtx,y, tx,y, ltx,y, lx,y, lbx,y, bx,y, brx,y).
This nomenclature of naming the eight vertices were because of ease of understanding as
the points are not always equally spaced and are arbitrary in nature. Fig. 28 shows the
structure of points.

38 | P a g e

Figure 28: The nomenclature of 8-point regression.

The other architectural changes include removing the exponential layer at the end of each
of the regression heads for numerical stability. The GroupNorm [40] layers interconnecting
the four convolution layers at each head (classification and regression) were replaced with
BatchNorm [41]. It was also found that Sigmoid activation layers in the classification head
lead to better performance.
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D. Loss Functions
For the classification pipeline, the original sigmoid focal loss was retained. Focal loss is
given by the form:
−𝛼𝑡 ∑𝑛𝑖=1(1 − 𝑝𝑡 )𝛾 log (𝑝𝑡 )

(3)

The gamma () increases the impact of poorly classified examples on the loss and the alpha
(α) ϵ [0,1] addresses the class imbalance for biased datasets. The gamma value used was
2.0 and the alpha was 0.25.

The regression loss was however changed from IoU (Intersection over Union) loss to MSE
(Mean Squared Error) loss. IoU loss was stifled during training due to self-intersections
during the early stages of training owing to regressing for 8-arbitrary vertices. The MSE
loss for regression is given below:
1
𝑁𝑝𝑜𝑠

∗
∑𝑥,𝑦 I{𝑐𝑥,𝑦
∗ >0} 𝐿𝑟𝑒𝑔 (𝑡𝑥,𝑦 , 𝑡𝑥,𝑦 )

(6)

𝑁𝑝𝑜𝑠 denotes the number of positive samples, 𝐿𝑟𝑒𝑔 is the MSE loss (i.e. bounding-box loss).
∗
𝑡𝑥,𝑦 denotes the ground truth targets and 𝑡𝑥,𝑦
denotes the corresponding predictions.

I{𝑐𝑥,𝑦
∗ >0} denotes that the MSE Loss is only computed for those locations where the
corresponding class label is not a background i.e. not zero. 𝐿𝑟𝑒𝑔 was altered from IoU loss
to MSE loss for convex hulls because of self-intersections between vertices of predicted
polygons while training. This rendered training ineffective as the IoU overlap calculation
between the ground truth and predicted convex hulls fail. The new 𝐿𝑟𝑒𝑔 is given by:
𝐿𝑟𝑒𝑔 =

∗ )
√(𝑡𝑥,𝑦 − 𝑡𝑥,𝑦

2

16

(7)

𝑡𝑥,𝑦 is given by computing the targets from the ground truths and are denoted by (t_rx, t_ry,
t_rtx, t_rty, t_tx, t_ty, t_ltx, t_lty, t_lx, t_ly, t_lbx, t_lby, t_bx, t_by, t_rbx, t_rby). If x and y are
all the valid locations on the feature map, then the targets are given by:
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𝑡_𝑟𝑥 = 𝑟𝑥 − 𝑥; 𝑡_𝑟𝑦 = 𝑦 − 𝑟𝑦
𝑡_𝑟𝑡𝑥 = 𝑟𝑡𝑥 − 𝑥; 𝑡_𝑟𝑡𝑦 = 𝑦 − 𝑟𝑡𝑦
𝑡_𝑡𝑥 = 𝑥 − 𝑡𝑥 ; 𝑡_𝑡𝑦 = 𝑦 − 𝑡𝑦
𝑡_𝑙𝑡𝑥 = 𝑥 − 𝑙𝑡𝑥 ; 𝑡_𝑙𝑡𝑦 = 𝑦 − 𝑙𝑡𝑦

(8)

𝑡_𝑙𝑥 = 𝑥 − 𝑙𝑥 ; 𝑡_𝑙𝑦 = 𝑙𝑦 − 𝑦
𝑡_𝑙𝑏𝑥 = 𝑥 − 𝑙𝑏𝑥 ; 𝑡_𝑙𝑏𝑦 = 𝑙𝑏𝑦 − 𝑦
𝑡_𝑏𝑥 = 𝑏𝑥 − 𝑥; 𝑡_𝑏𝑦 = 𝑏𝑦 − 𝑦
𝑡_𝑟𝑏𝑥 = 𝑟𝑏𝑥 − 𝑥; 𝑡_𝑟𝑏𝑦 = 𝑟𝑏𝑦 − 𝑦

The targets for each location assuming the location is within a bounding box is the offset
between the location and the vertex being computed. It is expected that for some points
that are inside, some points will be a negative. Such points will again be ignored for the
corresponding ground truth. Furthermore, if a location is mapped to more than one ground
truth instance, the ground truth with largest offset will be selected for computing the loss
for that location. Fig. 29 illustrates the offset for a specific instance.
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Figure 29: Given a location x,y (red circle) inside a ground truth box, the target for that location
will be the vertex offsets between the location. The blue line shows the offset between the location
x,y and the ground truth vertex rtx,y.
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Chapter 4
Implementation
4.1

Training Strategy (Hyperparameters and Model Convergence)

A. Learning rate scheduler and Optimizer
Setting a variable learning rate was pivotal to model performance. The model was trained
for about 300,000 steps with a batch size of four on an RTX 2080Ti GPU. The base learning
rate was set at 0.0001. For the first 10,000 steps, a warmup learning rate, 0.33 of the base
learning rate was used. This enabled the model to converge faster by finding the best
combination of weights to further tune. From 10,000 till about 90,000 steps, the base
learning rate was used. The new learning rate was set to 0.1 of the base rate till about
145,000 steps after which the rate was reduced by a factor 0.1. The same learning rate was
used for the remaining steps. There was a dramatic drop in both classification and
regression losses after lowering the learning rate after 145,000 steps. Further reduction in
learning rates did not have any significant impact on convergence and hence for the rest of
training steps, the learning was kept the same.

The optimizer used for training for Stochastic Gradient Descent (SGD) [41] with a
momentum of 0.5. The choice of momentum value was influenced by the high number of
false positives with a high momentum and a high number of false negatives with a low
momentum. Fig. 30 shows the convergence of total loss (classification loss and regression
loss) along with regression loss. Fig. 31 shows the progression of classification loss
(sigmoid focal loss). Both figures illustrate that most of the impact on the total loss was
from regression loss.
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Figure 30: Total loss (in red) and Regression MSE Loss (in blue) shows the model
convergence. The drop at 145,000 steps is because of a learning rate reduction.

Figure 31: Focal Loss convergence trend shown.
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B. Weight Initializations
The backbone composed of ResNet-50 and the neck made of an FPN were used with
default initialization used by the authors. The prediction heads had custom initializations.
All the four convolution layers for both the classification and regression layers and all the
five levels were initialized with no bias and a normal distribution of weights with a standard
deviation of 0.01. The last logits layer for the classification pipeline was initialized with a
bias following the original Focal Loss paper [27] which is based on the prior probability of
obtaining an output without seeing the data based on Naïve Bayes Theorem:

𝐵𝑖𝑎𝑠 = −log (

1− 𝑃𝑟𝑜𝑏.
𝑃𝑟𝑜𝑏.

)

(9)

The prior probability was kept at 0.01 for training. It was made sure the bias layers were
not included for training and were kept frozen throughout.

4.2

Implementation

A. Inference
For inference, equation (8) was reversed to convert the distance offsets to vertex
coordinates. Equation (8) becomes:
𝑟𝑥 = 𝑡_𝑟𝑥 + 𝑥; 𝑟𝑦 = 𝑦 − 𝑡_𝑟𝑦
𝑟𝑡𝑥 = 𝑡_𝑟𝑡𝑥 + 𝑥; 𝑟𝑡𝑦 = 𝑦 − 𝑡_𝑟𝑡𝑦
𝑡𝑥 = 𝑥 − 𝑡_𝑡𝑥 ; 𝑡𝑦 = 𝑦 − 𝑡_𝑡𝑦
𝑙𝑡𝑥 = 𝑥 − 𝑡_𝑙𝑡𝑥 ; 𝑙𝑡𝑦 = 𝑦 − 𝑡_𝑙𝑡𝑦

(10)

𝑙𝑥 = 𝑥 − 𝑡_𝑙𝑥 ; 𝑙𝑦 = 𝑡_𝑙𝑦 + 𝑦
𝑙𝑏𝑥 = 𝑥 − 𝑡_𝑙𝑏𝑥 ; 𝑙𝑏𝑦 = 𝑡_𝑙𝑏𝑦 + 𝑦
𝑏𝑥 = 𝑡_𝑏𝑥 + 𝑥; 𝑏𝑦 = 𝑡_𝑏𝑦 + 𝑦
𝑟𝑏𝑥 = 𝑡_𝑟𝑏𝑥 + 𝑥; 𝑟𝑏𝑦 = 𝑡_𝑟𝑏𝑦 + 𝑦
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The predictions from all the five levels were taken together and the valid locations were
filtered out based on the class scores and the pre-Non-Maximum Suppression (pre-NMS)
threshold. For each location, the class with the maximum confidence score was chosen as
its base class with its confidence as the score. To further eliminate redundant or low-quality
predictions, the locations were sorted with respect to confidence scores and a pre-NMS
threshold of the top 1000 locations were chosen for NMS. For the NMS stage, a per-class
location threshold was applied to streamline the algorithm. The top 15 locations based on
confidences were chosen. The IoU overlap threshold for NMS was kept at 30% which
meant any object with an overlap more than the overlap threshold were removed from the
final predictions. The final post-processed predictions were used for calculating the mAP
scores.

B. Evaluation Metric
Average Precision and Recall: Average Precision and Recall are the commonly used
metrics to determine the efficacy of an object detection network. Precision and recall are
mathematically defined as:
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃
𝑇𝑃+𝐹𝑃

; 𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃
𝑇𝑃+𝐹𝑁

(11)

where TP, FP and FN are True Positives, False Positives and False Negatives respectively.
In terms of object detection, precision is defined as the number of predictions that are
correct over the total number of predictions. Recall is defined as the number of correct
predictions over the total number of ground truths.

Polygon vs. Rectangle mIOU (Training Set and Predictions): An important benefit of
convex hull annotations is the improvement of area of convex hulls when compared to
traditional rectangular boxes. This metric would be essential for comparing ground truths
of the training set as well as predictions. Any area improvement over rectangular boxes
would be an indicator to potential localization accuracy improvement in convex hulls.
Mean Intersection-Over-Union or mIOU gives a quantitative measure of the average
overlap between two closed figures, in this case between polygons and boxes.
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Chapter 5
Results and Analysis
5.1

Results

The performance results obtained from this research illustrate the potential benefits of
convex hull regressions. Due to dataset limitations, metrics shown here are compared to
person instances from MSCOCO from publicly available metrics as appropriate. Please
refer to Section 5.2 for a detailed analysis.

A. Average Precision
Table 1 shows the results for other networks compared to our convex hull method. All the
mean average precision (mAP) scores given below are based on each network’s
performance with person instances. The mAP scores are computed taking only the
predictions that have more than 50% IoU overlap with any ground truth box as positive
samples unless otherwise specified.

Network

AP50

One stage box detectors
YOLO [20]
YOLOv2 [21]
SSD (300) [11]

63.5
81.3
79.4

Two stage box detectors
R-CNN [18]
Fast R-CNN [19]
Faster R-CNN [12]

57.8
72.0
79.6

Convex Hull detector
FCOS for Convex Hull
FCOS for Convex Hull (AP75)

37.2
29.7

Table 1: mAP scores for person instances in COCO'17-val

47 | P a g e

The precision scores for FCOS were computed by taking the convex predictions on the
validation set and comparing them to the ground truth hulls. It would be important to note
that due to the class distribution inconsistencies between the convex hull dataset and the
original MSCOCO dataset as discussed in Section 5.2.B, the average precision numbers
between FCOS and other networks is not an apples to apples comparison but a way to show
that the performance numbers for FCOS can be attributed to a couple of factors. Selecting
the same number of samples as used in FCOS and re-training other networks using the
same would not be a good exercise as regressing for four corner points is technically an
easier problem than regressing for eight arbitrary corner points.

B. mIOU (Polygon vs Rectangle)
The effectiveness of convex hull regressions is measured by the improvement in
localization by ensuring a tighter fit around objects and encompassing minimum
background area. About 30% of the area on average inside ground truth boxes in MSCOCO
can be categorized as background. The following Table 2 shows the improvement in
localization accuracy by comparing predicted and ground truth polygons with ground truth
boxes.

Dataset Split

Small

mIOU ϵ [0,1]
Medium
Large

Average

COCO’17 train
GT Polygons vs GT Boxes

0.58

0.64

0.67

0.66

0.53

0.58

0.62

0.61

COCO’17 val
Predicted Polygons vs GT Boxes

Table 2: Area overlap scores (mIOU) between polygons and rectangles.

The scores show the significant improvement in localization precision with convex hulls
over traditional rectangle boxes. The new ground truth convex hulls have an average of
37% area improvement over rectangles while the predicted hulls have an average of 29%
more tighter fit than the ground truths. Considering that the average background area inside
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rectangles is about 40%, FCOS for Convex Hulls removes almost the entire background
information from object instances.

Table 2 quantifies the localization accuracy of convex hulls compared to traditional
bounding boxes. As on average, 30% of the area inside boxes are comprised of
backgrounds, the ideal IoU between a hull and its corresponding bounding box should be
0.7. This holds true as it was seen that the ground truth hulls had an average IoU of 0.63
with the ground truth boxes. The predicted convex hulls were slightly higher at 0.68 IoU.

5.2

Ablation Analysis

A. Using 8 interspaced points from original Hull vs K-Means
Initial experiments were performed on differently created convex hulls. The hulls were
created by taking eight points, evenly spaced between the original convex hull. The
restructured hulls were again processed to obtain the eight diagonal intersections on the
hull to introduce bounded-ness as intuitively, bounded predictions do perform better than
unbounded ones. The diagonals were taken from the centroid of the hull and were 45 degree
apart. The angles were computed based on the horizontal plane of the image and were kept
at 10°, 55°, 100°, 145°, 190°, 235°, 280°, 235° respectively going anti-clockwise. Fig. 32
shows the hull diagonals obtained from the original hull.
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Figure 32: Diagonal intersection hull (in yellow) was obtained from the original hull (in
black).

Fig. 33 shows some of the instances of diagonal hulls. When the instances are overlaid on
the images, it exposes the localization accuracy in ground truth annotations.

50 | P a g e

Figure 33: Diagonal annotations overlaid on ground truth images.

B. New Hull Dataset and Class-Distribution
Constraints were used to obtain the convex hulls from the original COCO segmentation
masks. Many small objects had to be removed because of network convergence issues and
the non-contiguous masks had to be ignored because of the inability to make convex hulls
out of them. This meant that the original class distribution in COCO’17 test and val
became skewed and impacted model convergence. Table 3 shows the object instances used
from the original instances in the dataset.

Convex Hull
Instances
398,188

% Used

COCO’17 train

Total Object
Instances
860,001

COCO’17 val

36,781

17,008

46.2

Dataset Split

46.3

Table 3: Valid convex hull instances compared to total box instances show the proportion
of MSCOCO instances which were usable.

The data shows less than half the COCO dataset was usable for convex hulls regressions.
This skewed the class balance towards some of most found classes such as persons and
cars and greatly impacted multi-class detection scores. Fig. 34 illustrated the class
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distribution of the new convex hull dataset compared to the original instance annotations
for ten MSCOCO classes: person, bicycle, car, motorcycle, airplane, bus, train, truck,
boat, traffic light.

Figure 34: Box instances (in blue) vs convex hull instances (in orange) show the classwise distribution of valid training samples.

Due to this mismatch in instances, the model did not produce accurate detections for most
of the underrepresented classes. Therefore, only person instances were used for evaluating
model performance.

C. n-Point Convex Hulls
Increasing or decreasing the number of vertices for convex hull regression seemed to have
a significant impact performance and localization accuracy. Lowering the number of points
in the ground truth convex hulls seemed to increase average precision but lowered the
ability of the model to encompass the entire object seamlessly. Conversely, adding more
points to the hulls impacted the average precision by introducing a lot of predictions with
self-intersections along with a lot of background information which was counter intuitive.
Fig. 35 shows our original 8-Point convex hulls against 6-Point and 10-Point convex hulls.
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Figure 35: The original convex hull (in red) compared against the 10-point (in blue) and
6-point (in green) hulls. More points to define a hull helps better enclose object boundaries
but adversely impacts model performance.

Table 4 below compares the performance of n-point hulls. While the 6-point hulls do give
the best performance, they struggle to encompass the entire object and have got a lower
IoU with ground truth polygons. 10-point hulls have the greatest localization accuracy with
its performance very close to the original segmentation hull. However, they struggle with
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prediction as predicting 20 arbitrary coordinates significantly increases complexity and it
leads to a lot of invalid predictions with self-intersections.

mIOU ϵ [0,1]
n-Point Hulls

AP50

(GT Poly vs GT Box)
(Ideal is 0.7)

6-Point

47.4

0.61

8-Point

37.2

0.66

10-Point

12.08

0.68

Table 4: Performance comparison of n-point hulls shows the tradeoff between model
performance and localization accuracy. An increase in complexity leads to better
localization accuracy but poor model convergence. The mAP was computed against
ground truth polygons and for mIOU, ground truth polygons were compared against
ground truth bounding boxes.

D. Convex Hull Detection against Rectangle Object Detection and Segmentation
Recent advancements in object detection have tried to refine traditional object detection to
detect rotated objects or objects not orthogonal to the image plane by adding a rotation
parameter to the box regressions. However, success in this line of research has been limited
and is mostly effective in 3D object detection where you have more than one modality of
data. Some works on 2D object rotated object detection are [43, 44] and some works on
3D rotations are [45, 46, 47]. Convex hulls on the other hand eliminate the need of an extra
theta parameter and work without using additional modalities of data or the need of multisensor fusion.

The two forms of segmentation are semantic segmentation and instance level segmentation.
Semantic segmentation produces a per-pixel classification of an image without explicitly
trying to define the boundary of each object instance. Instance level segmentation gives a
uniform mask of all the objects in an image with well-defined boundaries. However, it does
not classify a specific instance. A recent work on combining semantic and instance level
54 | P a g e

segmentation has tried to address this problem by creating a panoptic segmentation method
[48]. However, it still struggles to perfectly combat the problem of uniquely instancing
overlapping objects of the same class. The method of convex hulls combines the concepts
of both semantic and instance level segmentation by predicting tight-fitted hulls around
each object instance and classifying them.

E. Model Complexity (FCOS vs FCOS for Convex Hulls)
Model
FCOS
FCOS for Convex Hulls

Trainable Parameters
(ResNet-50)
32.02M
32.04M

Training Memory (Single GPU)
6.9 GB
4.2 GB

Table 5: Comparison between the original FCOS and the new FCOS using a ResNet-50
backbone shows that the new model is smaller in size due to the absence of a centerness
pipeline composed of non-trainable parameters.

Table 5 compares the model complexity between the original FCOS and FCOS for convex
hulls. Both networks have almost identical number of trainable parameters for
backpropagation. However, due to removal of the centerness pipeline from all the
prediction level heads, the number of un-trainable parameters reduced considerably. This
dramatically improved the model training memory and overall size while regressing for
twelve more points in the regression layers. It is important to note that in the original model,
the centerness pipeline is frozen and not included in backpropagation. This is because it
depends on the ground truth targets and how well the regression heads are converging.
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Chapter 6
Conclusions
6.1

Conclusions

This research developed a new deep learning object detection paradigm. Unlike prior
methods which restricted bounding boxes to rectangles or rotated rectangles, we allow
bounding boxes to be eight-sided convex hulls. We firstly demonstrated methods for
creating convex hulls from pixel-wise segmentation methods, and then showed the
potential of convex hull regressions to more closely capture objects, while minimizing
background noise. It was shown that convex hull regressions reduced background inside a
polygon by almost 29% and gave localization accuracy similar to segmentation albeit with
fewer output parameters. The objective of this research was to show an easier alternative
to semantic segmentation which often suffers from pixel classification errors. Furthermore,
creating polygon ground truth annotations is a far easier task than creating segmentation
masks. Even though, this research showed the application of ground truth masks for convex
hulls, they can also be created from scratch with bounding box annotation tools with
minimal changes. It also encompassed implicit rotation and eliminated the need for
specialized object rotation algorithms used for datasets and applications where the objects
are not perfectly aligned to the vertical or horizontal axis of the image plane.

6.2

Future Work

The dataset used for training and evaluating the convex hull model was faced with the lack
of enough training samples, class-imbalance and inability to detect very small objects. The
creation of a well-defined dataset for convex hull regression will greatly help in a better
evaluation of this new concept. The inability to use IoU loss resulted in performance drops.
A new training paradigm could be implemented where the network trains on MSE loss for
some warmup iterations and thereafter switches to IoU loss.
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Many architectural and training improvements can also be done such as using a deeper
backbone network such as ResNet-101, ResNeXt-101 or RetinaNet. The selection of valid
points for box regression also played an important factor as the extreme left vertex of a hull
was always assumed to be at a fixed interval from the right most vertex. This was always
not the case as the vertices were obtained by K-Means and cluster centroids were mostly
not equally spaced. A better method for selecting valid points can significantly improve
performance scores. An approach can be constraining each of the eight cluster centroids
for K-Means to a specific quadrant to ensure the vertices are more spaced out and evenly
distributed.

6.3

Appendix

Figure 36: The plot above compares focal loss to traditional CE loss (Gamma = 0).
Adapted from [27].
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The figures below show some of the prediction results.
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