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Abstract
Regional forecasts of power generated by photovoltaic systems have an important role helping power utilities to
manage grids with a high level of penetration of such systems. The objective of this study is to propose a method to
obtain one-day ahead hourly regional forecasts of photovoltaic power when regional information is available. The
method is based on the use of principal component analysis, support vector regression and weather forecast data.
One-day ahead regional forecasts of photovoltaic power were done for 4 of the main regions of Japan for 1 year, 2009,
using hourly power generation data of 453 photovoltaic systems. The performance of the method was characterized
comparing the results it yielded with the ones provides by a persistence approach and by an approach that do not
employ the principal component analysis. Moreover, the expected smoothing effect on the error achieved when the
regional forecasts are based on forecasts for each photovoltaic system is presented, constituting an additional reference
to evaluate the proposed method. The results show that the method performed well; its regional forecasts had a
normalized annual root mean square error of 0.07 kWh/kWrated in the worst case, and the persistence approach was
outperformed by at least 51% regarding the same error. The use of principal component proved to be a simple and
particularly effective approach, decreasing the bias of the forecasts in all regions, and causing a reduction of the
normalized root mean square error from 20.2% to 57.8% depending on the region. The proposed method also yielded
results within the same level of forecasts which benefitted from the smoothing effect; the former presented a maximum
variation of 10.2% of the normalized root mean square error of the latter in the worst case.
Keywords: Photovoltaic Systems, One-Day-Ahead Regional Forecasts, Smoothing Effect, Principal Component
Analysis, Support Vector Regression
1. Introduction
In Japan, after the Fukushima nuclear disaster in 2011, all attentions are turned to renewable energy systems as
means to provide an important share of the power consumed in the country. In this scenario and with a new feed-in tariff
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plan, the number of new installations of photovoltaic, PV, systems is surging [1]. Thus, power utilities are already
looking for ways to manage and integrate the typically unstable power generated by PV systems in their grids while
keeping the balance of demand and supply of power unaffected. Regional forecasts of PV power will have an important
role in this task as they provide information ahead of time regarding potential variations of the regional power supply.
As the attractiveness of PV systems increases, and so their penetration in grids around the world, the relevance of
the PV power forecasts methods becomes global. Due to this fact, the development of PV power forecast methods has
been receiving strong attention from the scientific and academic communities around the world. These forecast methods
can be classified according to several categories such as the forecast horizon, temporal and spatial resolution, the use or
not of solar irradiance forecasts as an intermediary step, etc. Furthermore, the methods can also be categorized
according to the type of solar energy technology, PV or solar thermal for example, for which it is desired to know the
energy output.
Regarding the forecast horizon, there are methods applied for forecasts of a few seconds or minutes ahead of time
(known as nowcasting). In this case the boundary between forecast and estimation is less clear. Such forecasts are often
based on satellite estimations of solar irradiance and techniques to correct for inherent distortions from such estimations.
Examples of such methods can be found in studies such as the one from Takenaka et al [2] or in Hammer et al [3].
Short-term forecast methods can also be based on the time-series characteristics of ground measurements such as the
sunshine hour, and autoregressive techniques. An example of such approach was proposed by Paulescu et al [4]. Often
in these studies solar irradiance is forecasted first and from it conversion models, which account for installation
conditions of a solar energy system, are used to obtain the resulting power generation. However, PV power can also be
directly forecasted, as showed in Takahashi et al [7]. In this study the authors used a hybrid approach based on
generalized radial basic function networks, the PV panel temperature and past power generation, as well as their
variances at different time scales to forecast PV power 30 minutes ahead of time. For longer forecast horizons, instead
using satellite data and ground measurements, methods based on weather forecast prediction usually gives better results
as showed by Lorenz et al [5] and Bacher et al [6].
With respect to the temporal and spatial resolutions, forecasts can be done for every minute, 15 or 30 minutes, for
every hour, or even for a whole day according to the application. Nowcasting and short-term forecasts of solar energy
are important in places where intra-day energy market trading are allowed and for fine tuning of power systems loads
by power utilities. In places where intra-day market trading does not happen, forecasts of solar energy one day or more
ahead of time are more important. In this case, several methods to provide one-day-ahead forecasts of solar irradiance
and for single PV power system were developed. For example, Yona et al [8] used radial basis function and a
feed-forward neural network with past measured and forecasted temperature, atmospheric pressure, air relative humidity
and cloud amount to forecast hourly solar irradiance, and from it obtained the corresponding PV power generation. Cao
and Cao [9] used wavelet analysis and neural networks to obtain one day ahead daily forecasts of solar irradiance.
Bacher et al [6] evaluated autoregressive models, measured solar power and forecasts of solar irradiance to forecast
solar power generation of 21 PV systems in Denmark, up to 36 hours ahead of time. Mellit and Trieste [10] proposed a
multilayer perceptron neural network to forecast solar irradiance 24 hours ahead of time using as input mean daily
values of measured solar irradiance and air temperature. For 1 day ahead of time forecasts and single locations or single
PV systems, besides autoregressive models and neural networks, newer machine learning algorithms such as support
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vector machines were also evaluated using forecasts of air temperature, air relative humidity and cloudiness to forecast
PV power generation [11]. One advantage of this approach is that it can be used when solar irradiance forecasts are not
available.
In spite of the availability of forecast methods, they are usually applied and validate for single locations or single
PV systems. Only recently methods to forecast regional PV power have been receiving more attention with the
publication of a few studies. For example, Shi et al [12] did a preliminary evaluation of a method to forecast regional
PV power in China. This method used 4 support vector machine based models. Each model was applied for a different
kind of weather. The models used as input past PV power, maximum and minimum daily temperatures and next day
forecasts of temperature. The output was 1 day ahead of time regional PV power generation forecast with a 15 minutes
resolution. In Germany, an advanced forecast system for regional photovoltaic power is already under heavy
development [13], [14], [15]. This system uses weather forecasts of solar irradiance from the European Centre for
Medium-Range Weather Forecast, ECMWF, and it post-process them to obtain hourly horizontal solar irradiance
forecasts according to the location of the PV systems. The forecast of horizontal solar irradiance is them converted to
the equivalent that reaches the PV modules according to their installation characteristic. After that, forecasts of power
generation for single PV systems are obtained. Regional forecasts can then be obtained applying this procedure to all
systems installed in a region or via an up-scaling procedure. In Canada a similar forecast systems was developed by
Pelland et al [16]. In this case, the forecasted global horizontal solar irradiance, provided by a meteorological agency, is
post-processed using a Kalman filter and space averaging to remove bias. The solar irradiance on the tilted plane of the
PV panels is calculated and converted to PV power using appropriate models. The system was tested for 3 PV systems
but due to its characteristics it can be extended to regional forecasts.
In Japan, the electricity market is divided in 10 regulated companies, each with exclusive rights over the power
grids of a predefined area. However, to improve competition in the sector, a plan to deregulate the electricity market
until 2020 is being prepared by the government [17]. Thus, it is not clear yet how the power grids management will be
affected. Furthermore, due to privacy issues, it is unknown if detailed information regarding installed residential PV
systems, which is usually required in the regional PV power forecast methods previously developed, will be available to
utilities to use, and how this information should be managed.
Under these conditions, assessments regarding the level of accuracy that can be obtained for regional forecasts of
PV power without using detailed information about the installed PV systems can provide important information for the
decision makers. Ideally, in a scenario of high penetration, the lower the forecast error of the power generation of PV
systems, less reserve power is required from the power utilities to keep the stability of the power grids. Moreover,
forecasts of PV power with lower error allow for a more efficient scheduling of conventional power systems, yielding
meaningful savings. These two factors help to explain why accurate forecasts of regional PV power are important to
increase the penetration of PV systems. Additionally, an analysis of forecast errors in different regions has also the merit
of contributing to generate a basis to compare methods to forecast regional PV power and to evaluate their
improvements.
Therefore, the objective of this study is to present an approach to obtain one-day ahead regional forecasts of
photovoltaic power using local weather forecast data, support vector regression and principal component analysis. The
regional forecast of photovoltaic power is directly forecasted from basic weather forecast data, without using solar
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irradiance, measured or forecasted. Furthermore, the only information used about the individual PV systems installed in
a region is their approximate latitude and longitude, avoiding potential privacy concerns.
The accuracy of the method was assessed, making hourly regional forecasts for 1 year in 4 of the main regions of
Japan. In total, 453 installed and operating PV systems in the regions of Kanto, Chubu, Kansai and Kyushu were
included in the analysis. Moreover, typical error values for the forecasts and the characteristic smoothing effect in
different parts of Japan are presented. Finally, a comparison with a naïve method based on persistence is done to
evaluate the accuracy of the proposed method.
2. Data Used in the Regional Forecasts
Two kinds of data are necessary for the application of the forecast methods. Measured regional PV power
generation used in the training and configuration of the forecast methods and the data used as input information for the
forecasts.
2.1. Regional PV Power Generation Data
To evaluate the proposed forecast method, data of 453 PV systems installed in 4 regions of Japan were used. The
PV systems are distributed in the regions as showed by the red dots in Fig. 1(a) to Fig. 1(d). The regional PV power
generation of each region was regarded as the sum of the power generation of all the PV systems within the regions
described in Fig. 1. For the systems in Fig. 1, hourly data of power generation was available for 2008 and 2009. The
regional PV power data were obtained this way for this study because regional PV power generation, as a single value
per region, was not available. In a real case application, it is expected that such information will be available, so that
local PV power generation will not be required. Data of 2008 were used in tests regarding the forecast algorithm and
data of 2009 were used to validate the forecast method.
The regions showed in Fig.1 were chosen to follow the traditional geopolitical regional division in Japan and to
approximate roughly typical areas sizes controlled by the main power utilities. However, to perform an analysis using
areas with different sizes, the area in Fig. 1(b) was chosen intentionally to become the largest area in the study.
Therefore, it contains all the Chubu region prefectures and the prefecture of Mie in the south. In reality, power services
in parts of the area showed in Fig. 1(b) are provided by more than one power utility. Other regions of Japan were not
included due to the lack of enough PV power generation data.
Regarding the PV system’s data, they belong to a field test database maintained by the New Energy and Industrial
(a) (b) (c) (d)
Figure 1- Location of the PV systems (red dots) in the regions of Kanto (a), Chubu (b), Kansai (c), Kyushu (d).
*To identify the PV system’s locations in the maps, the region’s maps are in different scales (the small maps of Japan show every region surface real proportion to each other).
This is the accepted version of the article published in Renewable Energy, v. 68, pp 403-413, 2014.
https://doi.org/10.1016/j.renene.2014.02.018
Technology Development Organization, NEDO, in Japan. The PV systems are in its majority installed in non-residential
facilities such as factories, office and governmental buildings. A summary of the PV systems studied is in Table 1.
Table 1- Summary of the PV system’s characteristics per region (the 4 most representative categories per specification).
Kanto Chubu Kansai Kyushu
Modules
Orientation
(% of total)
S SSW SW SSE Othe
r
S SS
W
SSE E Other S SSE SS
W
SW Othe
r
S SS
W
E SSE Other
43 19 12 10 16 37 17 12 5 29 49 9 5 4 33 53 11 8 7 21
Total Rated
Power (kW) 4 409.2 4 601.7 2 372.1 3 475.1
Modules
Tilt Angles
(% of total)
20o <=5o 10o 30o Other <=5
o
20o 10 o 30 o Other <=5
o
10 o 20 o 30
o
Other 20o <=5o 10o 15o Other
24 20 17 6 29 27 26 11 7 29 24 15 15 7 39 27 14 14 11 34
Number of
PV Systems 143 145 75 91
Module Types
p-Si HITL c-Si Other p-Si HITL a-Si Other p-Si HITL a-Si Other p-Si HITL a-Si Other
80 11 4 5 88 10 1 1 76 15 1 8 84 7 5 4
* p-Si: polycrystalline silicon; HITL: heterojunction with intrinsic thin layer, c-Si: monocrystalline silicon; a-Si: amorphous silicon.
As presented in Table 1, approximately 80% of the PV systems are made of polycrystalline silicon modules,
regardless the region. Furthermore, modules with heterojunction and intrinsic layer technology are also present
representing from 7% to 15% of total modules according to the region. As expected, due to Japan’s location, most of the
modules face south or near south directions; common tilt angles varied from near to horizontal to 20 degrees.
The PV systems’ rated power varied widely within a region, going from values as low as 4.5 kW to systems with a
rated power of more than 750 kW. In Fig. 2 (a) the number of PV systems according to a predefined rated power range
is presented per region. In Fig. 2b, it is showed the importance of each range of rated power related with the total value
per region.
The characteristics of the PV systems in Fig. 1, Fig. 2 and Table 1 indicate that although most of them are of the
polycrystalline silicon type, each region was represented with a variety of PV systems regarding their installation
conditions and capacities.
Although the number of PV systems in this sample is small compared with the real number of PV systems in Japan,
they provide important insights regarding the ability of the forecast method to scale with large number of input data and
the importance of the principal component analysis proposed as a preprocessing step.
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2.2. Data Used as Input of the Forecasts
In order to make the forecasts of regional power, weather forecast data from the GPV-MSM system of the Japan
Meteorological Agency, JMA, were used with the estimated extraterrestrial solar irradiance. These data were obtained
for each location of the PV system in Fig. 1.
The GPV-MSM weather forecast system [18] uses non-hidrostatic meso-scale modeling to reproduce the
atmospheric phenomena. This system provides weather forecasts with a spatial resolution of 25 km2. Regarding surface
data, hourly forecasts for 7 weather related variables are provided 8 times a day (00h, 03h, 06h, 09h, 12h, 15h, 18h and
21h at UTC time). The forecast horizon is up to 15h ahead or 33h ahead according to the forecast time.
For this study, up to 33h ahead forecasts done at 03h UTC (12h JST) were used as input data to forecast the
regional PV power from 06h to 19h of the next day. Forecasts for the air temperature, relative humidity and cloudiness
(in three levels) provided by the GPV-MSM were used as input data.
Besides the GPV-MSM data, hourly extraterrestrial solar irradiance was also used as input data. The extraterrestrial
solar irradiance was calculated according to Iqbal [19] using a simplified equation of time [20]. The summary of the
input-output data of the forecast method is in Table 2. Due to the spatial resolution of the GPV-MSM data, the data of
the grid point nearest to each PV system geographic location were used in the forecasts.
The set of input variables was chosen based on trial and error tests with different weather forecast variables
including atmospheric pressure, total cloudiness, wind speed, wind direction, and precipitation, for example. In these
tests, the use of the presented set of input variables yielded the best combination of good results and low number of
input variables for a single PV system power generation forecast. PV systems’ power generation is strongly affected by
variation in the solar irradiance reaching their modules. Thus, variables that affect the final solar irradiance reaching the
surface of the planet such as the initial value reaching the atmosphere, namely the extraterrestrial solar irradiance, and
variables blocking or reflecting solar irradiance such as cloudiness and humidity, for example, will have a strong effect
also on the PV system power generation. Each PV cell technology has a characteristic performance also regarding other
factors such as the cell operating temperature, installation conditions, artificial or natural shadow effect, etc. This
information is reflected on each PV system past power generation. Therefore, they also are indirectly learned by the
forecast algorithm during the training stage. The result is a forecast algorithm that can be used for any technology, as
long as past PV power is available, without requiring the use of any specific performance characteristic of the PV cells.
Table 2- Input – output data of the forecast method.
(a) (b)
Figure 2- Number of PV systems per rated power range (a) and importance of each category in the total rated power (b).
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Input Data
GPV-MSM Data (per hour)
(for the nearest location of every PV system)
Numerical forecasts of Air Temperature*,
Air Relative Humidity*, Cloudiness (3
levels)
Calculated (per hour)
(for the location of every PV system) Extraterrestrial Solar irradiance*
Output Data Regional Forecast of PV power (per hour)
*Value of the variable for the forecast hour and 1 hour before that were used.
3. PV Power Forecast Methodology
To forecast regional PV power generation two steps were employed. First past data and the data used as input of a
day of forecasts were preprocessed together. After that, the data is split and only the equivalent to the past data is used
to train the algorithm. Once the training stage is finished the input data of a target day is inserted in the algorithm to
yield the hourly forecast of PV power generation. This process was repeated for each day to be forecasted.
3.1. Input Data Preprocessing with PCA
All local weather forecast data available, shown in Table 2, can be used to make the regional forecasts.
Nevertheless, looking at the red dots distribution per region in Fig.1, if all these data are regarded as input, redundant
information will be used. The reason for that is that in many cases two PV systems are near to each other exposed to the
same weather. This condition may cause performance problems for the forecast algorithm as redundant information will
affect its training and learning.
Therefore, it is necessary to select only the information that is relevant to the regional forecasts of PV power. A
simple procedure, in this case would be to eliminate data that come from locations within a given radius from a
reference point. Some difficulties of this approach are that, first a criterion to select representative reference points
would have to be devised and applied. After this step, a procedure to obtain the optimal radius used to eliminate
redundant information also would have to be devised. These procedures would have to be repeated for each region.
Moreover, it is possible that the optimal radius will vary according to the weather conditions for which the forecasts are
done. To consider this effect would add further complexity to the problem.
Clustering, filtering or noise removal methods can be used providing good solutions once such methods are
properly configured. Among these methods, principal component analysis, PCA, provides an easy to apply solution,
requiring little efforts to be configured and yielding meaningful results, using just a few of the original input data
dimensions.
The idea behind PCA is to apply a linear invertible transformation in a set with n correlated variables retaining
most of the intrinsic information of the original set in just a few k < n variables that are uncorrelated to each other. The
transformed variables are called principal components and the transformation is done in such a way that the first
principal component has the highest variance of the set and the last one has the least. Thus, the first few principal
components will have most of the information of the original data set.
PCA can be done through single value decomposition of a data matrix or with eigenvalue decomposition of data
covariance matrix. In this study the latter was done using the corresponding function in R language. The theory behind
PCA can be found in several references such as [21] or [22].
To find a suitable number of principal components to use as input data of the forecasts a threshold for the
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cumulative variance of 90% of total variance of the transformed data set was used. This threshold value was based on
several tests done with spare data varying the threshold value from 80% to 95% of the total variance.
Through this approach, the first principal components from 1 to k (k < n) are selected according to the proportion of
their variance pc compared with the total cumulative variance of the transformed data set, as showed in Eq. 1.
i=1
k σpc, i 
i=1
n σpc, i 
× 100 ≥ 90 (1)
Using PCA the number of input variables can be reduced without losing meaningful information. This procedure
was applied sequentially to each forecast day, before doing the training of the forecast algorithm. PCA was applied
using input data of the forecast day and of the previous 60 days to obtain a covariance matrix. Just the input data,
described in Table 2 was used in the PCA stage. The output data, PV power generation, was then related with the
transformed and reduced, via PCA, input data. Therefore, for each day of regional PV power generation forecast, the
previous 60 days of weather forecast data and extraterrestrial solar irradiance for the location of each PV system are
processed with PCA, relevant transformed inputs are chosen and only after that the training of the support vector
regression algorithm is done. After the training stage is over the regional forecasts for a day are done.
3.2. Forecasts with Support Vector Regression
Support vector regression, SVR, is an application of support vector machines to regression problems. Support
vector machines were developed by Vapnik [23] and one of its main characteristics is to represent the original problem
in a hyper dimensional space were a fitting procedure can be applied after an optimization procedure to train the
algorithm. The formulation used in this study is called support vector regression. This formulation was developed by
Scholkopf et al [24] and its main advantage is to automatically adjust the deviation that a forecast can have from the
target answer during the training stage.
In this formulation the problem of finding the relation between a set of input data and the output data, Eq. 2, is
approached mapping the input to a high dimensional space with a map function , Eq. 2. It is possible to express Eq. 2
in terms of kernel functions after expanding the weights a in terms of Lagrangian coefficients in the mapping space.
This is done to express the problem as a Lagrangian function, when then the learning can be treated as the optimization
problem. This problem is shown in Eq. 3, subject to the constraints described in Eq. 4, Eq. 5 and Eq. 6.
  ≈
 =1
 
   (  , )  +   (2)
− 12  , =1
 
(   −  
*)   (  ,   )(   −  
*) −
 =1
 
(   −  
*)     (3)
 =1
 
(   −  
*)  = 0 (4)
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 =1
 
(   +  
*)  ≤  .  (6)
There are a few configuration parameters that must be set in Eq. 5 and Eq. 6 before the optimization procedure,
namely the parameters C, and the kernel function’s parameters. The parameter C in Eq. 5 and Eq. 6 controls the
trade-off between overfitting and generalization ability of the algorithm. The parameter controls the amount of
support vectors used in the regression. Regarding the kernel function, it was used in this study the radial basis function
in Eq. (7), and its parameter , controlling the function smoothness, also had to be set.
 (  ,   ) =  −    −  
2
(7)
The configuration parameters of the SVR can be set using procedures such as cross-validation and grid search. In
this study, however, we used an ensemble approach where several forecasts are obtained using different configuration
values and the median of the forecasts for a given hour is then output by the forecast algorithm. This approach was used
for a few reasons. First, it combines the training and forecast steps requiring less processing time than cross-validation
with grid-search. Second, it can be applied directly to the training data, making the use of spare data for algorithm
configuration unnecessary. Finally, it yielded results as accurate as the results obtained with cross-validation for the
problem of solar irradiance forecast [25], and internal tests indicate that the same is valid for the problem of PV power
generation.
Regarding the implementation of the SVR, the port of the LibSVM library [26] for the R language was used. To
make each day of hourly forecasts, the algorithm was trained with 60 days of past input data preprocessed and with
measured PV power generation. This training data size was selected based on the results of a previous study, where the
effect of different training data sizes, from 1 day to 365 days, on forecasts of solar irradiance was evaluated [27].
Internal studies, not presented here, indicate that the use of 60 days as training data also yield good results for the PV
power forecasting problem.
The past data used also had hourly resolution from 06h to 19h of each day, corresponding to the same time range of
the forecasts described in section 2.2. The forecasts were done from January 3rd to December 31st of 2009. The steps to
obtain PV power generation forecasts for a day, including the input data preprocessing is summarized in an example for
the Kanto region in Fig. 3.
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As shown in Fig.3, first the input data for the forecast day and of the previous 60 days are processed with a PCA
analysis. After that, the input data for the training period is separated from the transformed set and, with the
corresponding past measured PV power, used to determine the proper weights of the support vector regression during
the training stage. Finally, after training the algorithm, the input data for the forecast day, already preprocessed, is
inserted in the algorithm, which then returns a forecast of PV power.
3.3. Performance Evaluation
To evaluate the accuracy of the forecasts, 3 parameters were considered. The first one is the root mean square error
normalized by the region rated installed capacity, rmsen in Eq. 8. The next parameter is the normalized mean bias error,
mben, which indicates whether the forecasts are over or underestimated, Eq. 9. The last parameter regarded was the skill
score, ss in Eq. 10, which relates the mean squared error of a forecast model with a reference model. The skill score of a
perfect forecast will be 1, and the one of a forecast that is similar to a reference forecast will be 0. If the proposed model
is worse than the reference model its skill score will be negative.
Although power utilities work with 24 hours planning, night periods, where the forecast can be just set to be zero,
were not considered in the calculations. This was done to better evaluate the performance of the forecast methods. The 3
kinds of error measures were calculated only for the hours of forecast, namely between 6h and 19h.
      =
1
   =1
  (    , −    , )2 
      
(8)
     =
1
   =1
  (    , −    , ) 
      
(9)
   = 1 −
1
   =1
  (    , −    , )2 
1
   =1
  (    , −    , )2 
(10)
In Eq. 8, Eq. 9, and Eq. 10, Pfct,i is the forecasted power in kWh at hour i, Pmsd,i is the measured power in kWh at
hour i. The nominal rated power in a region is expressed in kWh by Prated in Eq. 8 and Eq. 9. In Eq 10, Pref represents
Figure 3- Preprocessing and forecasting (after training the algorithm) steps for a day of PV power in Kanto area.
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the forecast of power done with a reference method. The reference adopted in this study was the commonly used
persistence method in which the measured values of the previous day are used as forecast values of the following day.
4. Results
The first results are in Fig. 4(a) and 4(b) and they reveal the annual rmsen and mben of the forecasts obtained with
the proposed method, with the persistence method, and with a method similar to the one described in Fig. 3 but without
the PCA preprocessing stage.
The results in Fig. 4(a) show the merit of the proposed method. Compared with the results obtained with
persistence the annual rmsen reduction was higher than 55% in the Kanto, Chubu, and Kyushu regions and higher than
51% in the Kansai region. The highest rmsen achieved with the forecast method based on PCA and SVM was 0.071
kWh/ kWrated, in Kanto, and the lowest was 0.065 kWh/ kWrated in Chubu. Thus, a maximum variation of 8.4% occurred
between regions, indicating a consistent forecast accuracy of the proposed method.
The effect of the PCA preprocessing stage can be further analyzed in Fig. 4(a). In all regions the use of PCA
yielded error reductions against the forecasts in which PCA was not used. The effect of using PCA varied according to
the region causing a reduction of the error of 47.5% in Kanto, 57.8% in Chubu, 20.4% in Kansai, and 40.2% in Kyushu.
The annual biases of the forecasts are in Fig. 4(b), which contains the mben achieved with the forecast methods in
each region. The mben of forecasts were small, -0.014 kWh/kWrated in the worst case. In spite of that, the use of PCA as
proposed still yielded improvements over the no-PCA forecast method in each region.
In Fig. 5 are the monthly trends of the rmsen of the regional PV power forecasts, according to the forecast method.
In the same figure, the measured values of the monthly mean PV power generation, also normalized by the region rated
installed capacity, are also presented.
(a) (b)
Figure 4- (a) Annual rmsen and (b) annual mben of the regional forecasts of 3 methods.
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In the 4 regions in Fig. 5, the rmsen of the forecasts that used the proposed method was better than the ones of the
other two methods, in every month of the year. Furthermore, comparing the monthly trend of the rmsen of the 3 forecast
methods, it is clear that the use of PCA also caused a strong reduction in the relation between the forecast error and the
monthly mean PV power generated. This fact indicates that the method using PCA had better ability to incorporate
seasonal characteristics in its forecasts, decreasing the overall variation of the forecast accuracy.
The effect of PCA can be further observed in Fig. 5. According to the region, the use of PCA yielded different
levels of improvements, over the non-PCA forecasts, similar to the trend noted in Fig 4. To understand the reasons for
such variation one should consider that the PCA has mainly two effects on the forecasts. The first effect is the reduction
of the dimensions of the problem, caused by the concentration of most of the information in a few relevant variables
that can be used as input of the forecasts. This effect improves the matrix conditioning of the learning algorithm,
improving also its learning. The second effect is the removal of redundant information. If the PV systems of a region are
close enough from each other, it is likely that the GPV-MSM data derived from their location will be similar. Such
redundant information will be used when PCA is not applied, and it can also cause learning problems.
Thus, as Kansai had the lowest number of PV systems in the study, it also had the lowest number of input variables in
the forecast method. The consequence was reasonably good forecasts when PCA was not used. In the other hand,
looking at Chubu, with 145 PV systems, clearly the resulting number of input variables and redundant information was
excessive, causing convergence problems for the learning algorithm. This factor caused forecasts that were, many times,
as inaccurate as the forecasts obtained with persistence. To clarify the effect of excessive input variables and redundant
Figure 5- Monthly regional forecasts’ rmsen with 3 methods, and mean regional PV power generation.
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information on the accuracy of the forecasts, 7 days of regional forecasts for Chubu and Kansai are presented in Fig. 6,
with the respective measured values.
(a) (b)
Figure 6- Forecasted versus measured values for 7 days in Chubu (a) and Kansai (b).
In Fig. 6, the good level of learning achieved without using PCA in Kansai, caused by the lower number of inputs,
is clear when comparing with the results of Chubu in Fig. 6(a). For the first 2 days in Fig. 6(a) not using PCA before
making the forecasts caused a convergence problem in the learning algorithm making all outputs have similar values. It
is interesting to note that although for Kansai not using PCA in the forecasts did not caused strong learning problems,
the use of PCA still yielded the best results.
The annual skill scores of the forecasts obtained with the 3 methods are in Tab. 3. The results show that using PCA
increased the skill score of the forecasts meaningfully comparing with the non-PCA forecasts. Even for Kansai, the
improvement was higher than 20%.
Table 3. Skill scores of the regional forecasts obtained with 3 methods (one year of forecasts, 4 regions).
Skill Score for Kanto Chubu Kansai Kyushu
Forecasts without PCA 0.26 -0.12 0.62 0.46
Forecasts with PCA 0.79 0.80 0.76 0.80
Studies on PV power forecasts that reported skill scores are available in literature. For example, a study for control
areas in Germany found skill score values within a range of 0.3 to 0.5 [14] for a proposed approach. Another study for
North America reported values of up to 0.75 for single PV power forecasts [16]. In spite of the availability of such
studies, a direct comparison of results cannot be made as, different locations, areas, and different period of forecasts
(including night hours for instance) were regarded. Moreover, in one of these studies, a different formulation for the
skill score was applied. Although a direct comparison cannot be made, it remains the fact that the use of PCA provided
improvements against a non PCA use case, as showed in Table 3.
The last results comparing the performance of the 3 forecast methods in the 4 regions are their error distribution and
cumulative frequency distribution of the absolute forecast error in Fig. 7. The error in Fig.7 is regarded as the forecasted
minus the measured value in each hour of the forecast period. Furthermore, instead using a histogram of the errors,
kernel density estimation in the error distribution was used to avoid the effect of different bin sizes.
In all regions, when the proposed method was applied near to 80% of the absolute forecast errors were less than or
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equal to 0.05 kWh/kWrated. Comparing with the forecasts done without PCA in Kanto and Chubu, they presented a
strong overestimation trend in overcast days, as showed in Fig. 6 (a). Still, even in Kansai and in Kyushu where such
trend was not strong, to use PCA caused a meaningful decrease of forecast errors and of the overall biases as indicated
by the dotted and gray lines in Fig. 7. Additionally, although Fig. 6 indicates that when PCA is not used overestimations
are more frequent, the mben values in Fig. 4(b) were actually negative using this method. This can be understood if one
considers that the overestimations, which were frequent, had a magnitude of around 0.15 kWh/kWrated. Looking to the
underestimations, although less frequent, they had higher magnitudes, sometimes reaching more than 0.4 kWh/kWrated.
Comparing with persistence and with the non-PCA method, the results until now showed the validity of the
proposed method in forecasts of regional PV power generation. It outperformed the other 2 methods regarding different
performance parameters. However, to better evaluate the level of accuracy of the proposed method it is interesting to
compare its results with the ones provided by a method from which a good level of accuracy is naturally expected for
regional forecasts.
One of such methods can be devised using the so called smoothing effect that occurs in regional scale regarding
forecast errors. Due to random variations of single PV systems’ power generation forecast error it is natural to expect
that for sufficiently large areas underestimations for systems in a given location will be partially compensated by
overestimations for systems in a different location. Thus, forecasting PV power generation for each system in a given
area and calculating the total regional value based on these forecasts will present a significant lower forecast error than
the forecast error of a single PV system. Such error reductions from local to regional can easily surpass 30% for areas
sufficiently large as we will show in the following results.
To provide a comparison between the proposed method and forecasts that benefit from the smoothing effect, each
Figure 7- Forecast error distribution and cumulative frequency distribution of the absolute errors for the 4 regions and 3
forecast methods.
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PV system inside each of the 4 regions had its power generation forecasted in the same fashion described in section 3.2,
but without using PCA, as now only 9 input variables are used. After that the single PV system’s forecasts were
summed to yield the regional PV power generation. This procedure was done for same hour interval and period of
forecasts used with the previous 3 methods.
In Fig. 8 are the results obtained with the smoothing effect for each region. The annual rmsen values for different
area radius, varying in 5 km intervals until all PV systems are included, and having as center each PV system location,
were calculated. The results show the improvement of the smoothing effect according to the area size. In the same
figure, the dotted line shows the regional forecast error achieved with the method that uses PCA.
Generally, the proposed method had performance comparable with the method which benefits from the smoothing
effect. In 3 of the 4 regions studied, the proposed method yielded annual rmsen equal or slightly better than the regional
forecast obtained with the smoothing effect. Only in Chubu region the smoothing effect was strong enough to provide
an annual rmsen 10.2% lower than the rmsen achieved with the proposed method. Looking at Fig. 8 it is clear that the
area size is one important factor causing the difference between the rmsen of the 2 methods. For areas with a maximum
radius between 200 km and 300 km the proposed method yielded similar forecast accuracy than the one obtained with
the smoothing effect. However, extending further the area was more beneficial to the smoothing effect than to the effect
related with dimensionality and noise reduction provided by the PCA use. One should note that the distance was not the
only factor of the difference between the forecast methods performance in the 4 regions. The area of Chubu region, as
regarded in this study, contains PV systems in the north, coast of the Sea of Japan, where there is heavy snow fall in
winter, in the center, which is a mountainous region with low temperatures, and in the south, facing the pacific coast,
where there is little to none snow fall and high temperatures in summer. This diversity of climate also contributed to a
strong smoothing effect in Chubu. Still, even in this case, the proposed method had comparable performance with the
method which benefited from the smoothing effect, when the area radius was lower than 150 km.
Figure 8- Smoothing effect and regional forecast error using PCA according to 4 regions in Japan.
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5. Conclusions
The objective of this study was to evaluate a regional forecast method for hourly PV power generation using
principal component analysis, PCA, and support vector machines. The use of PCA to select proper weather forecast data
in regional scale proved to be a valid option as evaluations done in 4 regions of Japan showed that it yielded better
results than persistence and a non-PCA method. Furthermore, the results showed that the higher the number of PV
systems and input variables, the stronger was effect of PCA decreasing the forecast error, as such conditions results in
learning problems for the forecast algorithm.
The proposed approach also has the advantage of requiring only regional monitoring of PV power generation
instead of individual PV systems’ one. This can be useful in Japan where the market rules regarding PV power
generation after 2020 are not yet decided, and can also be applied in markets where individual monitoring of PV power
generation of all systems installed in a region is not possible or feasible. Moreover, the performance of the proposed
method was comparable to a method which benefited from the regional smoothing effect, being outperformed only
when data of the largest region with a variety of climates was used. In this case, obtaining regional forecasts from
individual PV power generation monitoring may be a better solution, if such kind of data monitoring and aggregation is
allowed.
Considering that the effect of PCA and the smoothing effect are two independent phenomena, the combination of
both techniques could provide further gains in the forecast accuracy of large size regions and this idea should be
explored in future studies. Furthermore, different ways to obtain regional forecast should also be investigated to provide
better insights about the applicability and validity of the proposed method. Still, the evaluations showed that the use of
PCA yielded low bias forecasts and good forecast accuracy; the annual rmsen was near to 0.07 kWh/kWrated in the 4
regions studied, being an interesting approach for the regional PV power generation forecast.
Acknowledgement
This work was supported by NEDO (New Energy and Industrial Development Organization, Japan) in the project
Research and Development of PV Performance and Reliability Characterization Technologies.
References
[1] Ministry of Economy Trade and Industry of Japan, Number of new installations of renewable energy systems
in Japan (flash report with data up to 2012/November), (in Japanese), [Online]. Available:
http://www.meti.go.jp/press/2012/12/20121214002/20121214002.html. [Accessed: 28-Feb-2013].
[2] H. Takenaka, T. Y. Nakajima, A. Higurashi, A. Higuchi, T. Takamura, R. T. Pinker, and T. Nakajima,
“Estimation of solar radiation using a neural network based on radiative transfer,” Journal of Geophysical
Research: Atmospheres, vol. 116, no. D8, 2011.
[3] A. Hammer, D. Heinemann, E. Lorenz, and B. Lückehe, “Short-term forecasting of solar radiation: a
statistical approach using satellite data,” Solar Energy, vol. 67, no. 1–3, pp. 139–150, Jul. 1999.
[4] M. Paulescu, V. Badescu, and M. Brabec, “Tools for PV (photovoltaic) plant operators: Nowcasting of
passing clouds,” Energy, vol. 54, pp. 104–112, Jun. 2013.
This is the accepted version of the article published in Renewable Energy, v. 68, pp 403-413, 2014.
https://doi.org/10.1016/j.renene.2014.02.018
[5] E. Lorenz, J. Kühnert, D. Heinemann, “Short Term Forecasting of Solar Irradiance by Combining Satellite
Data and Numerical Weather Prediction,” in Proceeding of the 27th European Photovoltaic Solar Energy
Conference, pp. 4401 – 4405, 2012.
[6] P. Bacher, H. Madsen, and H. A. Nielsen, “Online short-term solar power forecasting,” Solar Energy, vol. 83,
no. 10, pp. 1772–1783, Oct. 2009.
[7] Takahashi, Masato and Mori, Hiroyuki, “A Hybrid Intelligent System Approach to Forecasting of PV
Generation Output,” in Proceeding of the International Conference on Electrical Engineering 2012, pp.
176–179, 2012.
[8] A. Yona, T. Senjyu, A. Y. Saber, T. Funabashi, H. Sekine, and C. H. Kim, “Application of Neural Network to
One-Day-Ahead 24 hours Generating Power Forecasting for Photovoltaic System,” in Intelligent Systems
Applications to Power Systems Conference, pp. 1–6, 2007.
[9] J. C. Cao and S. H. Cao, “Study of forecasting solar irradiance using neural networks with preprocessing
sample data by wavelet analysis,” Energy, vol. 31, no. 15, pp. 3435–3445, 2006.
[10] A. Mellit and A. M. Pavan, “A 24-h forecast of solar irradiance using artificial neural network: Application
for performance prediction of a grid-connected PV plant at Trieste, Italy,” Solar Energy, vol. 84, no. 5, pp.
807–821, 2010.
[11] J. G. da S. Fonseca, T. Oozeki, T. Takashima, G. Koshimizu, Y. Uchida, and K. Ogimoto, “Use of support
vector regression and numerically predicted cloudiness to forecast power output of a photovoltaic power
plant in Kitakyushu, Japan,” Progress in Photovoltaics: Research and Applications, vol. 20, no. 7, pp.
874–882, 2012.
[12] J. Shi, W.-J. Lee, Y. Liu, Y. Yang, and P. Wang, “Forecasting Power Output of Photovoltaic Systems Based on
Weather Classification and Support Vector Machines,” IEEE Transactions on Industry Applications, vol. 48,
no. 3, pp. 1064–1069, 2012.
[13] E. Lorenz, J. Hurka, D. Heinemann, and H. G. Beyer, “Irradiance Forecasting for the Power Prediction of
Grid-Connected Photovoltaic Systems,” IEEE Journal of Selected Topics in Applied Earth Observations and
Remote Sensing, vol. 2, no. 1, pp. 2–10, 2009.
[14] E. Lorenz, T. Scheidsteger, J. Hurka, D. Heinemann, and C. Kurz, “Regional PV power prediction for
improved grid integration,” Prog. Photovolt: Res. Appl., Special Issue, 2010.
[15] E. Lorenz, J. Hur, G. Karampela, D. Hei, H. G. Beyer, and M. Schneider, “Qualified Forecast of Ensemble
Power Production by Spatially Dispersed Grid-Connected PV Systems,” in Proceedings of the 23rd European
Photovoltaic Solar Energy Conference and Exhibition, Spain, pp. 3285 – 3291, 2008.
[16] S. Pelland, G. Galanis, and G. Kallos, “Solar and photovoltaic forecasting through post-processing of the
Global Environmental Multiscale numerical weather prediction model,” Progress in Photovoltaics: Research
and Applications, 2011.
[17] Yomiuri online, “Total Electricity Market Liberalization until 2020 … The Government Plan” (in Japanese),
Available: http://www.yomiuri.co.jp/atmoney/news/20130402-OYT1T00640.htm. [Accessed: 03-Apr-2013].
[18] K. Saito, J. Ishida, K. Aranami, T. Hara, T. Segawa, M. Narita, and Y. Honda, “Nonhydrostatic Atmospheric
Models and Operational Development at JMA,” Journal of the Meteorological Society of Japan. Ser. II, vol.
This is the accepted version of the article published in Renewable Energy, v. 68, pp 403-413, 2014.
https://doi.org/10.1016/j.renene.2014.02.018
85B, pp. 271–304, 2007.
[19] M. Iqbal, Introduction to Solar Radiation. Academic Press Inc, 1984.
[20] Watt Engineering Ltd, On the nature and distribution of solar radiation: prepared for Dept. of Energy,
Assistant Secretary for Energy Technology, Division of Solar Technology, Environmental and Resource
Assessments Branch, 4th Edition. 1978.
[21] S. Samarasinghe, Neural networks for applied sciences and engineering: from fundamentals to complex
pattern recognition, 1st ed. Auerbach Publications, 2007.
[22] S. Haykin, Neural Networks and Learning Machines, 3rd ed. Pearson Education, 2008.
[23] V. Vapnik, The Nature of Statistical Learning Theory, 2nd ed. Springer, 1999.
[24] B. Schölkopf, P. Bartlett, A. Smola, and R. Williamson, “Support Vector Regression with Automatic
Accuracy Control,” Proceedings of ICANN’98, Perspectives in Neural Computing, pp. 111–116, 1998.
[25] J. G. S. Fonseca Jr., T. Oozeki, H. Ohtake, K. Shimose, T. Takashima, and K. Ogimoto, “Analysis of
Different Techniques to Set Support Vector Machines to Forecast Insolation in Tsukuba, Japan,” in
Proceedings of the International Conference on Electrical Engineering 2012, Japan, pp. 276–281, 2012.
[26] C.-C. Chang and C.-J. Lin, LIBSVM : a library for support vector machines. 2001.
[27] J. G. S. Fonseca Jr., T. Oozeki, T. Takashima, and K. Ogimoto, “Study on the Effect of the Training Period on
the Accuracy of Insolation Forecasts with Artificial Neural Networks,” in Proceedings of the 22nd Annual
Conference of Power & Energy Society, IEE of Japan, Fukuoka, 2010, pp. 10–1 10–2.
