In this paper, we use (1) the 20 year record of Schumann resonance (SR) signals measured at West Greenwich Rhode Island, USA, (2) the 19 year Lightning Imaging Sensor (LIS)/Optical Transient Detector (OTD) lightning data, and (3) the normal mode equations for a uniform cavity model to quantify the relationship between the observed Schumann resonance modal intensity and the global-average vertical charge moment change M (C km) per lightning flash. This work, by integrating SR measurements with satellite-based optical measurements of global flash rate, accomplishes this quantification for the first time. To do this, we first fit the intensity spectra of the observed SR signals to an eight-mode, three parameter per mode, (symmetric) Lorentzian line shape model. Next, using the LIS/OTD lightning data and the normal mode equations for a uniform cavity model, we computed the expected climatological-daily-average intensity spectra. We then regressed the observed modal intensity values against the expected modal intensity values to find the best fit value of the global-average vertical charge moment change of a lightning flash (M) to be 41 C km per flash with a 99% confidence interval of ±3.9 C km per flash, independent of mode. Mode independence argues that the model adequately captured the modal intensity, the most important fit parameter herein considered. We also tested this relationship for the presence of residual modal intensity at zero lightning flashes per second and found no evidence that modal intensity is significantly different than zero at zero lightning flashes per second, setting an upper limit to the amount of nonlightning contributions to the observed modal intensity.
Introduction
The intent of this paper is to establish the relationship between (a) the observed modal intensity of the Schumann resonance (SR) signals recorded at West Greenwich, Rhode Island, USA (71.6 ∘ W, 41.6 ∘ N) from December 1993 to December 2012 and (b) the modal intensity predicted by the Lightning Imaging Sensor (LIS)/Optical Transient Detector (OTD) record of global lightning data (Cecil et al., 2014) combined with the normal mode equations and uniform cavity model (Ishaq & Jones, 1977; Sentman, 1987; Wait, 1996) . We are also implicitly testing to what extent lightning flashes, optically detected by completely independent means, can be treated as a vertical charge moment change M (C km), thereby linking a global flash rate with a measured SR intensity.
(for lightning at a fixed distance from the SR receiver). If we are to make use of SR measurements as a quantitative, calibrated measure of global lightning, then one needs to know the nature of this relationship. Given the value of M, future changes in the value of the modal intensity measured at the Rhode Island observatory can be expressed as changes in the global flash rate (for a given spatial pattern of lightning). The value of M should be mode independent and serves as a test of the model's frequency parameterization.
There have also been studies showing that events such as cosmic ray showers can induce mesospheric events that subsequently influence the Schumann resonances (e.g., Bliokh et al., 1980) ; therefore, determining error bounds to the value of the observed modal intensity at a zero expected value of modal intensity can set an upper limit to the contribution to the modal intensity from any nonlightning sources.
While some studies have measured the charge moment of large lightning flashes via radio frequency measurements, for example, Huang et al. (1999) and Cummer et al. (2013) , we are comparing optically detectable lightning count rates with observed modal intensity. This approach extends the modeling efforts of Nickolaenko et al. (2006) who modeled the expected spectra resulting from simplified subsets of the LIS/OTD lightning data; we use the full LIS/OTD domain and regressed the predicted data against the observed data to produce our estimate of M as the slope of this regression.
These calculations also predict the background spectra expected at the Rhode Island site in the absence of any solar influences upon the parameters of the spectra (modal intensity, modal-quality factor, and modal-center frequency). In subsequent work, these expected spectra can be compared with the observed spectra to quantify the fluctuations of the modal-quality factor and modal-center frequency over the solar cycle.
The Observed and Expected Time Series
We base our analysis on sequences of 2 min segments of time series data obtained from each of the three electromagnetic field detectors, detailed in section 4. A series of data quality tests were used to remove sequences containing local lightning events or anthropogenic noise. Our nominal expectation is that the remaining 2 min time series primarily represent the diurnally varying and annually varying global lightning activity.
Given the relationship between distance to a lightning event and its spectrum as provided by the normal mode equations described in section 7.1, we further expect that averaging the short-term spectral intensities into a daily-average intensity spectrum should result in a spectrum reflecting the diurnally averaged distances to the major zones of global lightning activity for the day in question.
We next fit these observed daily-average intensity spectra to an eight-mode, three-parameter symmetric Lorentzian spectral model. The three parameters of the model are modal-center frequency, modal-quality factor, and modal intensity. We retain the first 6 modes for analysis; this results in a set of 54 fit parameters for each day: 3 fit parameters per mode × 6 modes per channel × 3 channels spanning the frequency range 3 Hz-56 Hz. The values of these parameters measured over time are the "observed SR time series." We then compute the expected daily-average intensity spectra using LIS/OTD lightning data in a manner described in section 7 and fit these spectra to the same model used for the observed spectra. This results in a second set of 54 fit parameters for each day; the parameter values measured over time are the "expected SR time series."
In this paper, our analysis will focus on the relationships between the 18 observed and 18 expected modal intensity time series (6 modes per channel × 3 channels) to measure the global-average vertical charge moment change of a lightning flash M (C km) as the regression of variations in total global lightning as determined by the LIS/OTD data sets and variations in the SR signals recorded in Rhode Island.
Overview of Methodology
To arrive at our final results, we implement a sequence of data processing steps detailed in sections 4-8; these steps are now summarized.
In sections 4-6 Fourier transforms are taken of the Rhode Island time series data, and the resulting spectra are aggregated into daily-average spectra. The average spectra are then fit to an eight-mode, three-parameter symmetric Lorentzian spectral model producing estimates of the observed modal intensity.
Section 7 computes the expected modal intensity using LIS/OTD lightning data and the normal mode equations for a uniform cavity model. Finally, in section 8, we regress the observed modal intensity against
The Rhode Island Time Series
The SR signals studied here originate as time series generated from three electromagnetic field detectors operating at a sampling rate of 350 Hz (during 1992 Hz (during -2005 and at 4 kHz (from 2006 to present). These detectors sample the vertical component of the electric field and the North/South and East/West components of the horizontal magnetic field as described in Heckman et al. (1998) . The time series data collected from these detectors are herein referred to as E z , N/S, and E/W signals, respectively.
The magnetic detectors were calibrated by placing them inside a long (to avoid end effects) PVC pipe 6 inches in diameter around which was a helical winding of wire. By creating a known alternating current in the windings, a known magnetic field at the detectors is created. The resulting voltages and phase delays were recorded via Analogue to Digital converters (ADC). This was done for a set of sinusoidally varying signals covering the frequencies 3 Hz to 57 Hz. The magnetic field's ADC output of ±1.25 V corresponds to ±146.0 μA/m. There is less than 5% variation in the response of the magnetic coils over the frequency 5 Hz to 57 Hz. The electric field full scale is estimated as ±27 mV/m. Voltage measurements were made with less than 5% overall error. The electric field detector was destroyed by lightning in July 2002 and was replaced with a new antenna (having a different geometry) for continued recording in August 2002. We therefore assume that the E z channel has a nonuniform sensitivity over the course of the measurements, and hence, the value of M computed from the E z channel is not averaged with the values of M computed from the magnetic channels.
The time series were examined in successive segments of 11 s (pre 2006) and 15 s or 30 s (2006 to present). Any segments containing clipped values or having RMS values outside channel-specific limits (based on long-term average RMS values) were rejected. This procedure is similar to that proposed by Mushtak et al. (2012) where they recommended rejection of transient events in the time series having a RMS exceeding 16 standard deviations from the mean. We rejected segments when the RMS signal exceeded 6 standard deviations, a value found by Guha et al. (2017) to produce background spectra unaffected by Q-bursts when the integration time is on the order of minutes. During periods of strong narrowband background noise at Rhode Island (2006 to present), characterized as a set narrow lines in the spectra, the time window was increased from 15 s to 30 s to improve the spectral resolution which assists in detecting and removing these interferences.
Computing the Observed Daily-Average Spectrum
For each valid segment of data (11 to 30 s in duration), we first multiply by the Hamming window function, as described in Blackman and Tukey (1958) , and then take the discrete Fourier Transform (using a normalization factor of √ ΔT∕N to account for varying sampling frequencies and time durations). We multiply the resulting spectra X[k] (having units V ⋅ √ s) by G(k), a frequency-dependent calibration factor derived from an end-to-end calibration of the sampling system a described in section 4 and having units (V/m)/V for the electric field detector and (A/m)/V for the two magnetic field detectors.
We then form the intensity spectrum
2 ∕Hz for the electric field detector and I H (k) (A∕m) 2 ∕Hz for the two magnetic field detectors.
Additional data quality checks were performed on the (11 to 30 s) intensity spectra, rejecting any spectra having characteristics of (a) local lightning events: that is, large negative slopes of the regression of intensity versus frequency in the range 3 Hz-10 Hz, or (b) having narrowband noise peaks, for example, more than four line interferences greater than 6 standard deviations above the local background. Spectra passing these tests were considered valid and processed further. Figure 1 shows typical daily spectra that were considered as valid.
Those days that had at least 12 valid intensity spectra from at least nine different hours of the day were considered valid days and daily-average intensity spectra were computed. Of the approximately 7,000 days in the study period, we obtained data for approximately 3,000 days, with 600 runs of good data averaging 5 days in length. Some of the data breaks were due to long periods of local anthropogenic noise (as discussed above) causing the time series and spectra to fail the various data quality checks, and some breaks in the data were due to instrumental failures of various types (mostly caused by nearby lightning strikes). Observed daily-average spectra for 7 November 1996. Red curves are the individual modal Lorentzian peaks, the green curve is the sum of the Lorentzian functions, the vertical dots are the nominal modal-center frequency for each of the modes, and the black dots are the observed spectra; data ignored for various reasons are shown in orange. The legend N = 123 indicates that there are 123 out of a possible 131 individual 11 min spectra in this daily average. This day was chosen because it was judged to be an average day in terms of quality of fit. Table 1 lists the values of the fit parameters and their 90% confidence intervals.
Fitting the Line-Shape Model to a Spectrum
The daily-average spectra are then fit to a Lorentzian line shape model (based on equation (7) of Sentman, 1987) using three parameters per mode (modal-center frequency f , modal intensity P, modal-quality factor Q) and eight modes n covering the frequency range 3 Hz-56 Hz:
where N is the number of modes used (eight in our case), P n is the modal intensity at the modal-center frequency f n , and Q n is the modal-quality factor.
Using the climatological average as the first estimate of the solution, the spectra were fit using an underrelaxation successive-approximation fitting procedure where each mode was fit one-by-one in random order. Convergence was achieved when no parameter varied by more than 0.01% during an update cycle. Due to the presence of intense, narrowband noise in some spectra, we chose to minimize the mean absolute value of the deviations between the observed and expected values (the mean absolute error) during fitting because it was observed that line interferences (not fully removed) caused the root mean square error (RMSE) to place undue influence on these interferences (large deviations from expected) which resulted in a suboptimal fit as judged visually.
Examples of the fit to a daily-average spectra are shown in Figure 1 for 7 November 1996 (day of year 312). This day was chosen as it is of average or typical quality as judged visually. The notation N = 123 means that 123 individual 11 min spectra, out of a possible 131, went into this daily average. This figure shows the individual modal Lorentzian line shapes in red, the sum of the individual modes in green, the vertical dots are the nominal modal-center frequency for each of the modes, and the input spectrum is in black; data rejected as noise are shown in orange.
The standard errors of the coefficients of the Lorentzian fits were computed using the Levenberg-Marquardt method described in Chapter 15.5 of Press et al. (1992) , specifically equation (15.6.4). From a visual inspection of Figure 1 , one can see that the observed and fitted data agree very closely. This is borne out in Table 1 by noting that the 90% confidence interval for the first three modes is typically less than 5% of the mean and rises to about 25% for mode 6.
As modes 7 and 8 of the model were affected by a 60 Hz notch filter present in the recording system, we retained only the fits to the first six modes for analysis. This represents modes per spectrum; since we have three spectra per day (one for each of the input channels), this results in 18 different time series of modal intensity. We call these time series the "observed SR time series" and are the starting point for our analysis.
Computing the Nominal Expected Daily-Average Spectra
Using an approach similar to that of Nickolaenko et al. (2006) , we use the LIS/OTD data to map out the distribution of lightning activity around the world relative to the observatory in Rhode Island. Then, as suggested in Nickolaenko and Hayakawa (2014) , p. 102, we compute the spectra expected at the Rhode Island observatory by performing a weighted sum over the LIS/OTD map of the spectra expected from lightning activity at each location in the map taking into account the distance and bearing angle to the source. The expected daily-average spectra (one spectrum for each of the three field components) are then fit to the above mentioned Lorentzian line-shape model in a sequence of steps summarized in this section. These fits then produce an estimate of the global-average vertical charge moment (M) in section 8. Figure 1 ) Note. F, I, and Q represent modal-center frequency (Hz), modal intensity f(V∕m) 2 ∕Hz or (A∕m) 2 ∕Hz, and modal-quality factor (dimensionless), respectively. Note that the 90% confidence intervals rise from about 3% of the average for mode 1 to about 25% of the average for mode 6.
Relating E 2 z
and H 2 to Global Lightning Activity A lightning discharge having a current moment I(t) ⋅ ds (A ⋅ m) causes an EM wave to be generated and transmitted in the Earth-ionosphere cavity. The Fourier transforms of the resultant electric and magnetic fields are given by the two equations (Wait, 1996) :
where P 0 ( ) (x) and P 1 ( ) (x) are the associated Legendre functions of the first kind, I( )ds (C m), the "source term," is the Fourier transform of the flash's bandwidth-limited current moment (I(t)ds A ⋅ m); a is the radius of the Earth; h is the height of the ionosphere (80 km); ∘ is the vacuum permittivity, and is the angular distance between the source and receiver with possible range (0 − ) radians. The complex quantity ( ) describes the propagation and dissipative characteristics of the atmosphere and was computed following Jones (1967) equations (5)- (8) that are based in part on the work of Ishaq and Jones (1977) .
Note that in equations (2a) and (2b) only the term I( )ds (C m) is dependent on the details of the lightning flash (it is the "source term"); we can therefore express each equation as a product of a flash-dependent term and a flash-independent term where the flash-dependent part is the source term:
Values of E † z ( , ) and H † ( , ) were computed at frequency intervals of 0.1 Hz from 1.0 Hz to 60 Hz and in distance intervals of 0.1 Mm from 0.1 Mm to 20 Mm. Values of P 0 and P 1 were computed by creating a consensus average built from a variety of methods drawn from among others: Abramowitz and Stegun (1965) , Jones and Burke (1990) , Temme (1996) , Jones (1970) , and Nickolaenko and Hayakawa (2002) . These methods were implemented in C++ using the Arbitrary Precision Computation Package APREC (Bailey et al., 2002) running at up to 350 digits of precision. Methods chosen were known to have a domain of convergence spanning the input values used in this study. Any method deviating by more than 10 −4 from the consensus average was excluded from the calculation.
Since the duration of most lightning discharges is shorter than the round the world travel time, I( )ds (C m) can be approximated by the vertical charge moment change Q ⋅ ds (Hobara et al., 2013) , which we call herein M. As discussed in Heckman et al. (1998) , the electric and magnetic fields from a single lightning flash scale linearly with the charge moment M (C m) of the flash:
Because the phase differences of separate flashes are random, the observed intensity spectra (I H , I E Z ) due to a collection of N flashes at a distance , each characterized by a charge moment M occurring over a time interval Δt is also simply additive. The intensity spectra of the electric and magnetic fields are therefore given as
We further anticipate that this weighted averaging of the spectra expected from varying distances into a single daily-average intensity spectrum should result in a spectrum reflecting the weighted-average distances to the major zones of global lightning activity for the day in question.
Equations (6a) and (6b) are used to construct the intensity spectra for the E/W, N/S, and E z detectors as a function of the distance to the sources and the regional source strength (C km) 2 ⋅ s −1 based on the LIS/OTD global lightning data set as explained in section 7.3. The value of M is in this context is the global-average charge moment of a flash (C km)⋅flash −1 and is computed in section 7.3 as the coefficient of the best fit of observed intensities to predicted intensities.
The nominal (uncalibrated) expected daily-average intensity spectra I Z ( ), I EW ( ), and I NS ( ) are produced by multiplying the precomputed values of E †2 z ( , ) and H †2 ( , ) by the channel-specific daily activity Ψ for
, and summing over all . Equations (6a) and (6b) then become
where M is the global-average vertical charge moment change of a flash C km per flash, and for now set to a nominal value of 1 C km per flash). This procedure is applied to each daily Ψ and can be thought of as creating a sequence of spectra that can be expected from a uniform cavity and a climatological-average annual lightning pattern. This composite, daily-average intensity spectrum (one for each of the three field detectors) will be compared with the corresponding observed daily-average spectra obtained by the three detectors in Rhode Island on a mode-by-mode basis.
Global Lightning: LIS/OTD Derived LRTS and HRAC Data Sets 7.2.1. Summary of the LIS and OTD Lightning Sensors
The Optical Transient Detector (OTD) was launched in April 1995 and collected data until March 2000. The Lightning Imaging Sensor (LIS), a part of the Tropical Rainfall Measuring Mission, was launched November 1997 and collected data until April 2014. These sensors were designed to detect total lightning (cloud-tocloud, intracloud, and cloud-to-ground lightning) by viewing in the 777.4 nm wavelength region. Both detectors were on board satellites in low earth orbit, viewing a location for about 2 min as the satellite passed overhead, resulting in an approximate resolution of 7 km over a 600 km × 600 km subsatellite region. Details of the lightning climatology and the merging of the data from the two satellites into a single data base can be found in Cecil et al. (2014) .
In this study, we used two different LIS/OTD lightning data sets described in Cecil et al. (2014) . The first data set used is the High-Resolution Annual Climatology (HRAC) time series (Cecil, 2006) which is based on a 0.5 ∘ × 0.5 ∘ grid and spans latitudes ±75 ∘ . Each grid element is a time series of the climatological-average daily-lightning activity (flashes⋅km −2 ⋅ d −1 ) within the 0.5 ∘ × 0.5 ∘ grid for each day of the climatological year, resulting in 365 values for each grid element. The second lightning data set used is the Low-Resolution Time Series (LRTS) (Cecil, 2003) . This data set is based on a 2.5 ∘ × 2.5 ∘ grid and spans latitudes ±40 ∘ . Each grid element contains time series of the daily lightning activity (flashes⋅km −2 ⋅ d −1 ) within that grid for each day in the 17 year period 1995 to 2012, resulting in ≈6,200 (365 × 17) values for each grid element. The comparison of these two data sets can be seen in Figure 2 . In this figure, the top panel shows a sample of HRAC data and the bottom panel shows a sample of the LRTS data.
Unlike Schumann resonance observations for which the global totality of lightning is continuously sampled, the observations of lightning from Low Earth Orbit (LEO) have a limited field of view and therefore represent only a tiny fraction of the total lightning at any given time. The sampling of the local diurnal variation of the major continental lightning zones is also strongly aliased by the periodic nature of the LEO observations. As a consequence, neither of these composited data sets is a faithful representation of the global lightning activity on any given day. Nevertheless, due to its averaging over multiple observations for each day of the time record, the HRAC data set produces the more parsimonious data set having 365 days in the data set versus ≈6,200 days in the LRTS data set. This is seen in Table 2 where the two data sets perform equally well in predicting the observed modal intensities.
Detector-Sensitivity-Weighted Daily Global Lightning Maps
Using the HRAC and LRTS data sets, we first constructed, for each day between 1993 and 2013, 2-D maps of global lightning activity (flashes/grid box/day) weighted by detector angular response. The E z detector is omnidirectional, while the North/South aligned and East/West aligned coils (N/S and E/W) have respectively sine and cosine bearing angle sensitivities to the magnetic field amplitude. The derived intensity spectra, being the square of the amplitude spectra, will have sine 2 and cosine 2 dependencies, respectively. the bearing angle from Rhode Island to the central African lightning region is near the angle of maximum response of the N/S aligned coil (N/S) and near the minimum response of the E/W aligned coil (E/W). Note also that both the South American regions and Southeast Asia are near the angle of maximum response for the E/W aligned coil (E/W) and near the minimum response of the N/S aligned coil (N/S).
We then constructed, for each day of the year, daily maps of lightning activity (Ψ) (flashes/d/100 km) versus distance from Rhode Island weighted by the angular response of the detectors. The results are shown in Figure 4 , where the y axis is the day of year (DOY) and the x axis is the distance from Rhode Island (Mm). Integrating these curves (flashes/s/100 km) over distance, we can compute the daily global flash rate weighted by detector response. This procedure results in Figure 6 . In this figure, the top panel is based on the LRTS data; error bars are the ±99% confidence interval of the daily means of the 18 years of data. The bottom panel is based on the HRAC data. The peaks of the HRAC data are seen to be about 10% higher than for the LRTS data, consistent with the estimated error of 10% in the underlying LIS/OTD observations. The well-established (Christian et al., 2003) annual variation in global lightning is apparent here, with the maximum in the Northern Hemisphere summer. We note that due to the sine 2 weighting of the N/S channel and the cosine weighting of the E/W channel, the global flash rate observed by the magnetic detectors will be approximately 50% of that observed by the Electric field detector (E z ).
Fitting the Lorentzian Line-Shape Model to the Expected Daily-Average Spectra
Using the HRAC data set, we obtain one spectra each day for each of the three detectors; there are 365 days in the climatological year resulting in 365 × 3 spectra. We use the single climatological year as a surrogate for each individual year from 1996 to 2013. Using the LRTS data set, we obtain a set of three daily spectra for every day from 1996 to 2013. We fit these spectra to the same Lorentzian line-fit model as was used to fit the observed spectra.
For both the HRAC and LRTS data sets, we generate 54 time series for each data set: 3 channels (E/W, N/S, E z ) × 6 modes (1-6) per channel × 3 parameters (P, f , Q) per mode; the length of these time series is approximately 7,000 days (December 1993 to December 2012) and is collectively called the predicted SR time series. In this paper we focus on the fit parameter modal intensity (P). In subsequent papers the fit parameters modal-center frequency (f ) and modal-quality factor (Q) will be addressed.
Determining the Vertical Charge Moment Change per Flash (M)

Formulation of the Regression Equation
Estimates of the value of M have been reported in the literature, for example, 166 C km per flash (Heckman et al., 1998) and 90 C km per flash (Clayton & Polk, 1977) . In these earlier studies linking lightning flash rate and the source term for the background Schumann resonances, the respective authors had access to calibrated SR intensity, theory relating calibrated spectra to the background source term (C 2 km 2 /s), and general climatological estimates of global flash rate and mean charge moment change M from other studies. In the present study, we have similar access to calibrated intensity and the same theory but in addition have daily climatological estimates of global flash rate for the same days we have intensity estimates, and so we can infer the global-average vertical charge moment M in a manner described next.
In this work we will determine the global-average value based on a mode-by-mode regression of observed modal intensity and expected modal intensity (derived from predominately intercloud lightning observed by LIS/OTD satellites) for each of the modes as described in section 7.3. Each of these regressions is of the form
We allow for a nonzero Y intercept reflecting the possibility that the observed intensity may be nonzero at a zero LIS/OTD observed lightning flash rate. This procedure is a test of the idea that sources other than lightning contribute to the ELF intensity within the Earth-Ionosphere cavity. Placing equation (8) into equation (7a) results in
where 1 = M 2 (cf. equation (7a)), hence the square root of the slope 1 is the estimate of M.
Computing the Effective Sample Size of the Regressions
We note that successive days are correlated with each other; successive LIS/OTD daily data have an R of greater than 0.99 and successive Rhode Island observed data have a R of 0.8; these autocorrelations arise due to the fact that the amount of lightning per day is being driven by a slowly changing (hence autocorrelated) seasonal change in lightning activity as well as (for the case of the LIS/OTD data) temporal smoothing applied to account for the satellite observing schedule. In general, the consequence of these serial correlations is that there are fewer independent samples in the data than the raw sample size would indicate. While this (top right) Same as left but using the HRAC data. Here modal intensity is the P of equation (1). (bottom) Time series representation of the data shown in the top row; blue is the observed data and red is the LRTS data, dashed line is the HRAC data.
autocorrelation does NOT effect the estimate of the slope and intercept, it does effect the standard errors of these parameters, causing the standard errors to be too small, thereby falsely rejecting the null hypothesis.
To reduce the correlations of successive samples, we retained 1 point in 31. This subsampling has the consequence of reducing the sample size from approximately ,6000 to approximately 180 and better represents the true number of independent samples in the data set (Thiébaux & Zwiers, 1984; World Meteorological Organization, 1966) .
Regressing Observed and Predicted Data
As mentioned in section 7.1 and shown in equations (7a)…(7c), the predicted spectra depend on the value of M, the global-average vertical charge moment change of a lightning flash (C km). Equation (9) shows that we can determine the value of M by determining the slope of the regression of the observed versus expected modal intensity P of equation (1) for each channel and mode. In this procedure, we regress the individual values of the observed modal intensity against the expected using a nominal value of M = 1 (C km). This results in 3 channels × 6 modes per channel or 18 regressions. Note. The average M derived from the data in Figure 7 , M = 57, is indicated with bold face font representing results for the Mode 1 intensity of the N/S channel. An example of one such a regression is shown in Figure 7 , showing the regression of the observed modal intensity of Mode 1, N/S Channel versus the expected modal intensity. In this figure, the top left panel is using the LRTS data and the top right panel is using the HRAC data. For both of the expected spectra, we use a nominal value of 1 for M. The bottom plot is a time series representation of the data shown in the top row; blue is the observed data and red is the LRTS data, dashed line is the HRAC data.
We note that the regressions get better for higher modes. An example of this is shown in Figure 8 , which is the same as Figure 7 but for Mode 4. The goodness of fit of these regressions, measured with the coefficient of determination (R 2 ), are summarized in Table 2 . We note that the R 2 values systematically rise from about 30% for the lower modes to about 70% for the higher modes.
Results of the Regression
Slopes of the Regression
As mentioned in section 8, the global-average vertical charge moment change per flash, M (C km per flash) is computed from the slopes of the regressions of observed Intensity versus predicted Intensity. The slopes of the regression lines are summarized in Table 3 , which presents the results of the regressions ran for each mode and channel. This table shows the value of M± the 99% confidence limits of the slope. Due to the autocorrelations in the data, the reduced sample size of the regressions was 165 as discussed in section 8.2. By way of example, the average results for the two regressions shown in Figure 7 are shown in this table in bold face font. The slopes of the regressions for the Mode 1 modal intensity of the N/S channel are 3,771 and 2,701 for the LRTS-based and HRAC-based series. Averaging the square roots of these slopes (
As seen in this table, the average value of M across all modes and magnetic detectors is 41.1 ± 3.9 C⋅ km per flash. The higher value for M of the E z channel is 44.6 ± 6.4 C km per flash reflecting the difficulties in calibrating this channel as discussed in section 4; we therefore use the value of 41.1 ± 3.9 C km per flash as our best estimate of the global-average M with the value of ±3.9 being the 99% confidence interval of the average value of M (41.1). Cummer and Lyons (2004) report storm-averaged-means of M to be between 10 and 150 C km with standard deviations as large or larger than the mean. They also state that no single distribution represents all storms, hence using only the mean and standard deviation to specify the distribution of M on a per-flash basis requires caution. We note nevertheless that the 99% confidence interval of the average value of M (±3.9) is normally less than the standard deviation of the M of the underlying population of single lightning flashes. This can be seen by noting that the standard error of mean value of M ( M ) = ∕ √ N where is the standard deviation of the underlying population of charge moments. In this study, N is 165 in Figures 7 and 8 , making M ≈ 0.08 ⋅ .
We also note that based on Table 3 the global-mean vertical charge moment change M is invariant with mode number, as we note that there is no consistent change in the value of M with changing mode number . Expected spectra for 7 November 1996 using the uniform cavity model and the LIS/OTD-HRAC lightning data. Top image is the N/S channel, middle image is the E/W channel, and the bottom image is the E z channel. Red curves are the best fit individual Lorentzian peaks, the green curve is the sum of the Lorentzian peaks, the vertical dots show the nominal modal-center frequency for the modes studied, and the black dots are the theoretical data. For these spectra, M is assumed to be 41.1 C km. The vertical dashed blue lines are the nominal frequencies of the Schumann modes 1-9. This day corresponds day of year 312, the same day as shown in Figure 1 , that is, 7 November 1996. This day was chosen as it was judged to be an average day in terms of quality of fit to the model. in Table 3 . This implies that whatever frequency-dependent inaccuracies may exist in the model formulation (i.e., equations (2a) and (2b)), they do not affect the estimates of M but rather serve to increase the offset of the spectrum as the frequency increases. This can be seen by reference to Figure 9 where the whole spectrum has a rising floor with increasing frequency, attributed to a known frequency-dependent inaccuracy of this model; a point to be discussed in section 10.
Linearity of the Regression
Visual inspection of the scatterplots of observed intensity (O) versus the expected intensity (E) shown in Figures 7 and 8 shows no apparent curvature of the deviations from the linear regression lines drawn. To quantify this, we tested the goodness of the linear regressions (O = 0 + 1 E) against two alternatives, a power law regression (O = 1 E 2 ) and a power law regression with a possible nonzero intercept (O = 0 + 1 E 2 ). In these regressions, O is the observed modal intensity and E is the expected modal intensity. Using the Akaike Information Criterion (AIC) (Akaike, 1974) , we see no evidence that either of these alternatives is significantly better than the linear regression. This is seen by reference to Table 4 wherein the power law regressions of observed modal intensity versus expected modal intensity are compared with the linear regression model by taking the difference between the AICs of the linear model and the alternative model. Numbers more negative than −2 indicate the alternative power law model outperformed the linear regression model. Numbers more positive than +2 indicate the linear regression outperformed the alternative power law. Numbers between −2 and +2 indicate equal performance of the linear and power law regression models (Burnham & Anderson, 2004) .
This result supports the claim that equations (7a)-(7c) capture the effects of the spatial variations in global lightning activity during a typical year. This is so because a plot of expected modal intensity versus total flash rate is nonlinear yet the equations (7a)-(7c) are strictly linear in the relationship between modal intensity and total flash rate. The total global flash rate varies mostly over the annual cycle of seasons. The movement and intensification of the main lightning centers causes varying sensitivities to lightning on the part of the Rhode Island observatory hence producing a nonlinear relationship between the global total flash rate Note. The average offset derived from the data in Figure 7 is indicated with bold face font representing results for the Mode 1 Intensity of the N/S channel is −3.1 ± 16.2; the average of −11.1 and +4.8 for the LRTS and HRAC series, respectively.
and both expected modal intensity and observed modal intensity, yet maintaining a linear relationship between observed and expected modal intensity.
Determining the Schumann Resonance Intensity at Zero Global Flash Rate
Due to the annual variations in the location of the main lightning regions, the effective response of the Rhode Island observatory to the most active lightning centers changes during the year, thereby introducing a nonlinearity in the relationships between total global flash rate and observed modal intensity. However, an inspection of equations (7a)- (7c) indicate that the expected modal intensity should go to zero at a zero flash rate, and as mentioned in the previous section, the observed modal intensity and the expected Figure 10 . Side-by-side comparison of expected spectra, Figure 9 , right-hand column and observed spectra, Figure 1 , left-hand column. Both of these sets of spectra are for 7 November 1996. For the expected spectra, M is assumed to be 41 C km. N/S, E/W, and E z refer to the N/S, E/W, and E z channels, respectively. modal intensity are linearly related. We can therefore use the linear regressions of expected modal intensity and observed modal intensity to check for any modal intensity threshold or nonlightning source of modal intensity.
To test for a nonzero intercept, we added an offset ( 0 ) in equation (8). With the exception of the lower modes viewed by the E/W magnetic field detector, there is no evidence that the observed modal intensity at a global flash rate of zero is different from zero. This can be seen in Table 5 , which shows the average offset of the LRTS and HRAC series along with ± the 99% confidence limit for the three detectors and the first six modes. The average offset derived from the data in Figure 7 is indicated with bold face font representing the results for the Mode 1 offset of the N/S channel of −11.1 and +4.8 for the LRTS and HRAC series, respectively, and an average value of −3.1 ± 16.2 μ(A∕m) 2 ∕Hz at zero LIS/OTD global lightning flash rate. We see from this table that only a few (6 out of 18) of the Y intercepts are different from 0 with no obvious pattern in the results. A caveat must be noted that the range of observed global flash rates is from 15 to 40 flashes per second, so extrapolation to 0 flashes per second increases the uncertainty of the intensity at zero flash rate.
Computing the Expected Daily Spectra
The expected daily-average spectra using the average value of M = 41.1 C km are shown in Figure 9 for 7 November 1996, the same day of year (312) as shown in Figure 1 . Comparison of an expected spectra, Figure 9 , and the corresponding observed spectra, Figure 1 , are presented in Figure 10 . In these figures, the black dots represent the spectral data, the red curves show the individual modal Lorentzian line shapes described by equation (1) and the green line shows the sum of the individual peaks.
We note in the expected spectra of Figure 9a rising floor with increasing frequency; this is consistent with the findings of Mushtak and Williams (2002) , who attribute this to the conclusion that the Jones (1967) model (used herein) has too small a Q factor for the higher modes (modes 4-6). The Q factor variation versus frequency has been shown for both models in Williams et al. (2006) .
Conclusions
Observed Modal Intensities Versus Expected Modal Intensities
The 20 year record of the modal intensities of the Schumann resonance (SR) signals measured at West Greenwich Rhode Island, USA, is well characterized by the expected modal intensities computed from the LIS/OTD global lightning data (Cecil et al., 2014) , and the normal mode equations for a uniform cavity model (Sentman, 1987; Wait, 1996) . By regressing the observed modal intensity against the expected modal intensity, we find a median R 2 of 0.61 with the values of R 2 increasing for higher modes, that is, the R 2 values rise systematically from about 30% for the lower modes to about 70% for the higher modes. All the regressions of modal intensity were significant at the p = 0.01 level or better.
Global-Average Lightning Vertical Charge Moment Change per Flash M (C km per Flash)
These regressions are used to obtain a best fit value for the global-average vertical charge moment change of a lightning flash M (C km per flash); this analysis results in a value 41.1 ± 3.9. While there is mode-to-mode variation in the value of M, there is no systematic variation of M with mode number. This finding is consistent with the white noise characteristic of ordinary lightning flashes in the Schumann resonance band. This also indicates that the Schumann model chosen is adequate for the task here: to find a calibration factor to relate global flash rates to observed modal intensity in absolute units.
Linearity of the Observed Modal Intensity Versus the Expected Modal Intensity
The linearity of the relationship between the observed modal intensity and the expected modal intensity was tested against the alternatives of a power law regression and a power law regression with a nonzero offset. Neither of these two alternatives outperformed the linear regression. This result supports the claim that equations (7a)-(7c) capture the effects of the spatial variations in global lightning activity during a typical year.
Modal Intensity at Zero Global Lightning Flash Rate
With the exception of the lower modes viewed by the E/W magnetic field detector, there is no evidence that the observed modal intensity at a global flash rate of 0 is different from 0. The error bounds on this intercept can set an upper limit to the contribution to the modal intensity from any nonlightning sources. A caveat must be noted that the range of observed global flash rates is from 15 to 40 flashes per second, so extrapolation to 0 flashes per second is a long extrapolation, thereby increasing the uncertainty of the intensity at zero flash rate. The Schumann Resonant data used are available from the Massachusetts Institute of Technology's Schumann Resonance Data Portal (http://m54-1815-2. mit.edu). Specifically, (1) the raw 11 min average-observed spectra data used to construct Figure 1 [1996_11_07.txt], and (2) the fit parameter modal intensity for the observed and expected models, a portion of which is shown in Figures 7 and 8 [daily.xlsx]. The source of the LIS/OTD HRAC and LRTS data sets, shown in Figure 2 , are listed in the references. The authors would like to thank the reviewers of this paper; their detailed comments and questions were very helpful and clarified important points in this paper.
