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1. INTRODUCTION
The Hamiltonian formulation of classes of dis-
tributed parameter systems has been a challeng-
ing and fruitful area of research for quite some
time. A nice introduction, especially with respect
to systems stemming from fluid dynamics, can
be found in Chapter 7 of the book by Olver
(Olver, 1993), where also a historical account
is provided. The identication of the underlying
Hamiltonian structure of sets of p.d.e.’s has been
very instrumental in proving all sorts of results
on integrability, the existence of soliton solutions,
stability, reduction, etc., and in unifying existing
results, see e.g. (Holm et al., 1985).
Recently, there has been also a surge of interest
in the control of nonlinear distributed parameter
systems, motivated by various applications. At
the same time, for nite-dimensional nonlinear
systems a satisfactory theory has been developed
concerning the generalized Hamiltonian modelling
of physical systems with external (input and out-
put) variables. This has led to the notions of port-
controlled Hamiltonian (PCH) systems, and port-
controlled Hamiltonian systems with dissipation
(PCHD systems) (van der Schaft and Maschke,
1995), (Dalsmo and van der Schaft, 1999), (Ortega
et al., 1999b), (van der Schaft, 2000). This theory
is aimed at applications in the consistent mod-
elling and simulation of complex interconnected
physical systems, and in the design and con-
trol of such systems, exploiting the Hamiltonian
and passivity structure in a crucial way (van der
Schaft, 2000), (Ortega et al., 1999a), (Ortega et
al., 1999b).
In the present paper we start to expand the re-
search program on nite-dimensional PCH and
PCHD systems to the distributed parameter (or,
innite-dimensional) case. The rst idea for doing
so is to try to extend the theory as for instance
exposed in (Olver, 1993) to distributed parame-
ter systems with external variables (inputs and
outputs). However, a fundamental diculty which
arises is the treatment of boundary conditions.
Indeed, from a control and interconnection point
of view it is quite essential to describe a dis-
tributed parameter system with varying boundary
conditions inducing energy exchange through the
boundary, since in many applications the inter-
action with the environment (e.g. actuation or
measurement) will actually take place through the
boundary of the system. Obvious examples are
the telegraphers equations (describing the dynam-
ics of a transmission line), where the boundary
of the system is described by the voltages and
currents at both ends of the transmission line, or
the vibrating string (or, more generally, a flexible
beam), where it is natural to consider the forces
and velocities at one or both ends of the string
as the external variables of the system. On the
other hand, the treatment of innite-dimensional
Hamiltonian systems in the literature (see again
(Olver, 1993)) seems mostly focussed on systems
with innite spatial domain, where the variables
go to zero for the spatial variables tending to
innity, or on systems with boundary conditions
such that the energy exchange through the bound-
ary is zero. Furthermore, it is not obvious how
to incorporate non-zero energy flow through the
boundary in the existing framework. The problem
is already illustrated by the Hamiltonian formula-
tion of e.g. the Korteweg-de Vries equation. Here
for zero boundary conditions a Poisson bracket
can be formulated with the use of the dierential
operator ddx , since by integration by parts this
operator is obviously skew-symmetric. However,
for boundary conditions corresponding to non-
zero energy flow the dierential operator is not
skew-symmetric anymore (since the remainders
are not zero when integrating by parts). Also the
interesting paper (Lewis et al., 1986) does not
really solve the problem, since this latter paper
is concerned with the modication of the Poisson
bracket in case of a free boundary.
In the present paper we propose a framework to
overcome this fundamental problem, by dening
a Dirac structure on certain spaces of dierential
forms on the spatial domain and its boundary.
This construction of the Dirac structure is based
on the use of Stokes’ theorem. Then we employ the
denition of a port-controlled Hamiltonian system
with respect to a Dirac structure, as already given
in previous papers (see e.g. (van der Schaft and
Maschke, 1995)) for the nite-dimensional case,
to describe implicit PCH systems, in order to for-
malize distributed parameter systems with bound-
ary external variables as innite-dimensional PCH
systems. This framework is then applied to the
port-controlled Hamiltonian formulation of the
telegrapher’s equations, the vibrating string, and
Maxwell’s equations on a bounded domain. Due to
space limitations the port-controlled Hamiltonian
formulation of systems arising in fluid dynamics
(e.g. Euler’s equations) or in elastodynamics (e.g.
flexible beams or plates) will be deferred to a
future paper.
2. DIRAC STRUCTURES AND
FINITE-DIMENSIONAL PCHD SYSTEMS
From a network modeling perspective (Paynter,
1961), (Breedveld, 1984), (Maschke et al., 1992),
a lumped parameter physical system is nat-
urally described by a set of (possibly multi-
dimensional) energy-storing elements, a set of
energy-dissipating or resistive elements, and a
set of ports (by which interaction with the en-
vironment can take place), interconnected to each
other by a power-conserving interconnection, as
depicted in Figure 1.
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Fig. 1. Implicit port-controlled Hamiltonian sys-
tem with dissipation
The power-conserving interconnection includes in-
terconnection constraints like Kirchho’s laws
and Newton’s third law, as well as power conserv-
ing elements like (in the electrical domain) trans-
formers, gyrators, and (in the mechanical domain)
transformers, kinematic pairs and kinematic con-
straints. To every two-fold line (also called power
bond) there are associated two kind of variables,
usually called flows and eorts, whose product
is power. In the mechanical domain the flows
and eorts are generalized velocities and forces,
while in the electrical domain they are currents
and voltages. The power-conserving interconnec-
tion relates the flows and eorts corresponding to
the energy-storing elements, the resistive elements
and the ports to each other in such a way that
the total incoming power into the interconnection
structure is always zero.
Associated with the energy-storing elements are
in the lumped parameter case energy-variables
x1;    ; xn, being local coordinates for some n-
dimensional state space manifold X , and a total
energy H : X ! R.
The power-conserving interconnection is formal-
ized by a Dirac structure, as was introduced in
(Courant, 1990), (Dorfman, 1993). For our pur-
poses in this paper we only need constant Dirac
structures on vector spaces. Thus, let V be (nite
or innite) dimensional linear space, and denote
its dual (the space of linear functions on V) by
V. The product space V V is considered to be
the space of flow and eort variables, with power
dened by
P = hvjvi; (v; v) 2 V  V; (1)
where hvjvi denotes the duality product, that is,
the linear function v 2 V acting on v 2 V.
Often we call V the space of flows f , and V the
space of eorts e, with the power of an element
(f; e) 2 V  V denoted as hejfi.
Example 1. Let V be the space of generalized ve-
locities, and V be the space of generalized forces,
then < ejf > is mechanical power. Similarly, let
V be the space of currents, and V be the space
of voltages, then hejfi is electrical power.
There exists on V  V a canonically dened
symmetric bilinear form
hh(f1; e1); (f2; e2)ii := he1jf2i+ he2jf1i (2)
for fi 2 V; ei 2 V; i = 1; 2. Now consider a linear
subspace
S  V  V (3)
and its orthogonal complement with respect to the
bilinear form hh; ii on V  V, denoted as
S?  V  V: (4)
Denition 1. (Courant, 1990), (Dorfman, 1993),
(Dalsmo and van der Schaft, 1999). A constant
Dirac structure on V is a linear subspace D  V
V such that
D = D? (5)
Remark 1. In many cases the power-conserving
interconnection is actually modulated by the en-
ergy variables, in which case the above denition
of a constant Dirac structure on a vector space has
to be generalized to a general Dirac structure on a
manifold, see (Courant, 1990), (Dorfman, 1993).
As an immediate consequence of the denition of
a Dirac structure, let (f; e) 2 D = D?. Then by
(2)
0 = hh(f; e); (f; e)ii = 2he j fi: (6)
Thus for all (f; e) 2 D we obtain
he j fi = 0: (7)
Hence a Dirac structure D on V denes a power-
conserving relation between the power variables
(f; e) 2 V  V.
Remark 2. Furthermore, it immediately follows
that the dimension of any Dirac structure D on a
nite-dimensional linear space V is equal to dimV.
This is intimately related to the usually expressed
statement that a physical interconnection can not
determine at the same time both the flow and
eort (e.g. current and voltage, or velocity and
force).
It is well-known that a Dirac structure is a gen-
eralization both of a symplectic structure and
a Poisson structure(Courant, 1990), (Dorfman,
1993), which are the usual geometric building
blocks in the denition of a Hamiltonian system.
In our previous papers we used Dirac structures in
order to also formulate implicit systems as Hamil-
tonian systems (van der Schaft and Maschke,
1995), (Maschke and van der Schaft, 1996),
(Maschke and van der Schaft, 1997), (Maschke
and van der Schaft, 1998). Implicit system de-
scriptions naturally arise from network modelling,
and the corresponding Dirac structure captures
the power conserving interconnection structure
of the network. A strongly related argument in
favor of the systematic use of Dirac structures
in the description of Hamiltonian systems is the
fact that the power-conserving interconnection of
Dirac structures again denes a Dirac structure
(van der Schaft, 1999). In the next section we
show how the notion of a Dirac structure (on
innite-dimensional spaces) is also instrumental in
the denition of standard distributed parameter
systems, which are only implicit in the way the
boundary conditions enter the system description.
In order to facilitate the understanding of the
denition of Hamiltonian dynamics of distributed
parameter systems in the next section we briefly
recall the denition of a nite-dimensional im-
plicit PCHD system (van der Schaft and Maschke,
1995), (Maschke and van der Schaft, 1996),
(Maschke and van der Schaft, 1997), (Maschke
and van der Schaft, 1998), (van der Schaft, 2000).
We consider a constant Dirac structure D on the
nite-dimensional linear space V := FSFRFP ,
with FS denoting the space of flows fS connected
to the energy-storing elements, FR denoting the
space of flows fR connected to the dissipative
(resistive) elements, and FP the space of external
flows fP which can be connected to the environ-
ment. Dually, we write V = FS  FR  FP ,
with eS 2 FS the eorts connected to the energy-
storing elements, eR 2 FR the eorts connected
to the resistive elements, and eP 2 FP the ef-
forts to be connected to the environment of the
system. The flow variables of the energy-storing
elements are given as _x(t) = dxdt (t); t 2 R; and
the eort variables of the energy-storing elements
as @H@x (x(t)) (implying that <
@H
@x (x(t))j _x(t) >=
dH
dt (x(t)) is the increase in energy). In order to
have a consistent sign convention for energy flow
we put
fS = − _x
eS =
@H
@x
(x)
(8)
Then the equations for the implicit PCHD system
take the form
(− _x(t); fR(t); fP (t); @H
@x
(x(t)); eR(t); eP (t)) 2 D;
(9)
where the flow and eort variables connected
to the resistive elements are related by certain
equations
fR = −R(eR); (10)
where eTRR(eR)  0:
3. DIRAC STRUCTURE ASSOCIATED WITH
THE EXTERIOR DERIVATIVE
In this section we provide the basic framework for
describing distributed parameter systems as port-
controlled Hamiltonian systems. Basic ingredients
are the identication of a suitable space of energy
variables, closely connected to the geometry of
the spatial variables of the distributed parameter
system, and the denition of a suitable Dirac
structure on the space of energy variables.
In order to dene the space of energy variables
we rst need some preliminaries. Let N be an
n-dimensional manifold with boundary @N (of
dimension n−1), representing the space of spatial
variables. We denote by Ωk(N); k = 0; 1; : : : ; n;
the space of k-forms on N , and by Ωk(@N); k =
0; 1; : : : ; n− 1; the space of k-forms on @N . (The
space Ω0(N), respectively Ω0(@N), is the space
of smooth functions on N , respectively @N .)
We note that Ωk(N) and Ωk(@N)) are (innite-
dimensional) linear spaces with respect to addi-
tion and multiplication by elements in R. The
dual linear space (Ωk(N)) can be naturally iden-
tied with Ωn−k(N), and similarly the dual space
(Ωk(@N)) with Ωn−1−k(@N), as stated in the
following proposition.
Proposition 1. (Ωk(N)) can be identied with
Ωn−k(N), replacing the duality product between
Ωk(N) and (Ωk(N)) by
h j i :=
Z
N
 ^ ;  2 Ωk(N);  2 Ωn−k(N)
(11)
This seems to be a basic fact in the theory of
dierential forms, although we could not nd a
reference to this result in the literature. A possible
proof for Proposition 1 runs as follows. Equip N
with a Riemannian metric (this is always pos-
sible), and denote by ? the Hodge star opera-
tor. It is well-known (see e.g. Denition 2.7.13 in
(Abraham and Marsden, 1978)) that
(1; 2) :=
Z
N
1 ^ ?2; 1; 2 2 Ωk(N);
(12)
denes an inner product on Ωk(N). Then by the
Riesz representation theorem there exists for any
 2 (Ωk(N)) a γ 2 Ωk(N) such that
h j i = (; γ);  2 Ωk(N) (13)
Denoting ?γ 2 Ωn−k(N) by  the claimed result
follows.
Consider now as space of energy variables the
linear space V dened as follows:
V := Ωp(N) Ωq(N) Ωn−q(@N) (14)
for p and q positive integers satisfying
p+ q = n+ 1: (15)
By linearity V is also the space of flows (the rate
energy variables). The space V will be the carrier
space for the constant Dirac structure represent-
ing the interconnection structure of distributed
parameter systems.
Its dual space V can be identied as in Proposi-
tion 1 with the linear space
V ’ Ωn−p(N) Ωn−q(N) Ωn−p(@N) (16)
(note that (n−1)−(n−q) = n−p). The dual space
V will represent the space of eorts, or co-energy
variables, of the system.
In the present paper we treat for simplicity only
the symmetric case p = q = k, since this will be
sucient for all the examples treated in Section 4.
However, for the treatment of examples from fluid
dynamics and elastodynamics it will be necessary
to consider the general case, as will be done in a
future paper.
Note that in the symmetric case 2k = n + 1,
whence it follows that n is necessarily odd. In fact,
the two cases of primary interest for us will be
n = 3; k = 2, and n = 1; k = 1.
Using the identication of Proposition 1 the bilin-
ear form hh; ii on V  V takes the form
hh(f1E ; f1M ; f1b ; e1E ; e1M ; e1b); (f2E ; f2M ; f2b ; e2E ; e2M ; e2b)ii
:=
Z
N
(f1E ^ e2E + f1M ^ e2M + f2E ^ e1E + f2M ^ e1M )
+
Z
@N
(f1b ^ e2b + f2b ^ e1b) (2 R) (17)
with for i = 1; 2
(f iE ; f
i
M) 2 Ωk(N) Ωk(N)
f ib 2 Ωn−k(@N)
(eiE ; e
i
M) 2 Ωn−k(N) Ωn−k(N)
’ (Ωk(N))  (Ωk(N))
eib 2 Ωn−2−k(@N) ’ (Ωk−1(@N))
(18)
The subscripts \E" and \M" here stand for
\electric" and \magnetic", corresponding to the
two dierent energy domains in the examples of
Maxwell’s equations and the telegrapher’s equa-
tions. However, more generally they will be used
as mnemonic notations to denote any two inter-
acting pair of energy domains (as in the vibrat-
ing string example, where the energy domains
are kinetic and potential energy). Of course, the
subscript \b" stands for \boundary".
On V we now dene the following (constant) Dirac
structure:
Theorem 2. Dene the following linear subspace
of V  V
D= f(fE ; fM ; fb; eE ; eM ; eb) 2 V  V j
fE
fM

=

0 (−1)n−kd
d 0
 
eE
eM

; (19)
fb
eb

=

0 (−1)k
1 0
 
eE j@N
eM j@N

g
with d : Ωp(N) ! Ωp+1(N) the usual exterior
derivative. Then D  V  V is a constant Dirac
structure.
Proof. (i)D  D?: Let (f1E ; f1M ; f1b ; e1E ; e1M ; e1b) 2
D and consider any (f2E ; f2M ; f2b ; e2E ; e2M ; e2b) 2 D.
By substitution of (19) into (17) the right-hand
side of (17) becomes
Z
N
[ (−1)n−kde1M ^ e2E + de1E ^ e2M
+(−1)n−kde2M ^ e1E + de2E ^ e1M ] (20)
+
Z
@N
(−1)k[e1M j@N ^ e2Ej@N + e2M j@N ^ e1E j@N ]
From the properties of the exterior derivative it
follows that
d(e1E ^ e2M) = de1E ^ e2M + (−1)n−ke1E ^ de2M
(21)
d(e2E ^ e1M) = de2E ^ e1M + (−1)n−ke2E ^ de1M
Note that
(−1)n−ke1E ^ de2M
= (−1)n−k(−1)(n−k)(n−k+1)de2M ^ e1E
= (−1)(n−k)(n−k+2)de2M ^ e1E
= (−1)n−kde2M ^ e1E
since (n− k)(n− k+ 2) is odd (respectively even)
i n− k is odd (respectively even). Similarly,
(−1)n−ke2E ^ de1M = (−1)n−kde1M ^ e2E (22)
d(e1E ^ e2M ) = (−1)n−kd(e2M ^ e1E)
d(e2E ^ e1M ) = (−1)n−kd(e1M ^ e1E)
(23)
Substitution of (3),(22) into (21) yields
(−1)n−kd(e2M ^ e1E) =
de1E ^ e2M + (−1)n−kde2M ^ e1E
(24)
(−1)n−kd(e1M ^ e2E) =
de2E ^ e1M + (−1)n−kde1M ^ e2E
Finally, by Stokes’ theoremZ
N
d(e2M ^ e1E) =
Z
@N
e2M j@N ^ e1E j@NZ
N
d(e1M ^ e2E) =
Z
@N
e1M j@N ^ e2E j@N (25)
Substitution of (24),(25) into (20) yieldsZ
@N
[(−1)n−k + (−1)k]
(e1M j@N ^ e2Ej@N + e2M j@N ^ e1Ej@N (26)
which is zero since for n odd, (−1)n−k = −(−1)k.
Hence (f1E ; f
1
M ; f
1
b ; e
1
E ; e
1
M ; e
1
b) 2 D?.
(ii) D?  D: Let (f1E ; f1M ; f1b ; e1E ; e1M ; e1b) 2 D?,
implying that for all (f2E ; f
2
M ; f
2
b ; e
2
E ; e
2
M ; e
2
b) 2 D,
(17) equals zero, and hence, by (19) for all
((−1)n−kde2M ; de2E ; (−1)ke2M j@N ; e2E ; e2M ; e2Ej@N )
(27)
Therefore for all e2E ; e
2
M :Z
N
(f1E ^ e2E + f1M ^ e2M +
(−1)n−kde2M ^ e1E + de2E ^ e1M) + (28)
(−1)k
Z
@N
(f1b ^ e2E j@N + e2M j@N ^ e1b) = 0
Now, rst consider (n − k)-forms e1E ; e2M with
e2E j@N = e2M j@N = 0. Then the second term of
(28) automatically vanishes. Substitution of (24)
into the rst term of (28) now yields by Stokes’
theorem (since e2E j@N = e2M j@N = 0)Z
N
(f1E ^ e2E + f1M ^ e2M − de1E ^ e2M−
(−1)n−kde1M ^ e2E) = 0
(29)
for all e2E ; e
2
M with e
2
Ej@N = e2M j@N = 0. HenceZ
N
(f1E − (−1)n−kde1M) ^ e2E = 0Z
N
(f1M − de1E) ^ e2M = 0 (30)
for all e2E ; e
2
M with e
2
E j@N = e2M j@N = 0. This
implies
f1E = (−1)n−kde1M ; f1M = de1E (31)
Substitution of (31) into (28) then yields, after
application of (24),(25),
(−1)n−k
Z
@N
(e1M j@N ^ e2Ej@N + e2M j@N ^ e1Ej@N )
+
Z
N
(f1b ^ e2E j@N + (−1)ke2M j@N ^ e1b) = 0 (32)
for all e2E j@N ; e2M j@N , showing that
f1b =−(−1)n−ke1M j@N
(33)
(−1)ke1b =−(−1)n−ke1E j@N
or equivalently (since n is odd)
f1b = (−1)ke1M j@N ; e1b = e1E j@N (34)
Thus, (31) together with (34) yields (f1E ; f
1
M ; f
1
b ;
e1E ; e
1
M ; e
1
b) 2 D, showing that D?  D.
Remark 3. Note that for the two cases of primary
interest (n = 3; k = 2, and n = 1; k = 1) the
Dirac structure D amounts for n = 3; k = 2 to
fE
fM

=

0 −d
d 0

eE
eM

;
(35)
fb
eb

=

0 1
1 0
 
eE j@N
eM j@N

and for n = 1; k = 1 to:
fE
fM

=

0 d
d 0
 
eE
eM

;
(36)
fb
eb

=

0 −1
1 0

eE j@N
eM j@N

Remark 4. The vanishing of the bilinear form
(17) restricted to D should be interpreted as a
generalized form of power conservation. Indeed,
for
(f iE ; f
i
M ; f
i
b; e
i
E ; e
i
M ; e
i
b)
= (fE ; fM ; fb; eE ; eM ; eb) 2 D;
i = 1; 2, we obtainZ
N
(fE ^ eE + fM ^ eM ) +
Z
@N
(fb ^ eb) = 0
(37)
The rst term in (37) represents incoming power
via the energy-storing elements in the domain N ,
while the second term represents the incoming
power (originating from the environment) via the
boundary @N .
Remark 5. The compositionality properties of the
Dirac structure dened in Theorem 2 follow im-
mediately. Indeed, consider two manifolds with
boundary N1 and N2, such that
@N1 = Γ [ Γ1; Γ \ Γ1 = ;
@N2 = Γ [ Γ2; Γ \ Γ2 = ; (38)
(that is, N1 and N2 have boundary Γ in common).
Then the Dirac structures D1; D2 on N1, respec-
tively N2, compose to the Dirac structure D on
N = N1[N2 with boundary Γ1[Γ2, if we equate
f1b on Γ with −f2b on Γ, and e1b on Γ with e2b on Γ.
(That is, the power flowing into N1 via Γ should
be equal to the power flowing out of N2 via Γ.)
The denition of a distributed parameter port-
controlled Hamiltonian systems now follows im-
mediately. Consider a Hamiltonian density (en-
ergy per volume element)
H : Ωk(N) Ωk(N)N ! Ωn(N) (39)
resulting in the total energy
H :=
Z
N
H 2 R (40)
We throughout assume H to be dierentiable,
with gradient vector denoted as
grad H = (EH; MH) 2 (Ωk(N) Ωk(N))
(41)
Using the identication of Proposition 1 we thus
obtain the co-energy variables
EH 2 Ωn−k(N)
MH 2 Ωn−k(N) (42)
Now, consider time-functions
(E(t); M (t)) 2 Ωk(N) Ωk(N); t 2 R (43)
and the Hamiltonian densityH(E(t); M (t)); t 2
R; evaluated along this trajectory. It follows that
dH
dt
= hgrad H j (@E
@t
;
@M
@t
i
=
@E
@t
^ EH + @M
@t
^ MH (44)
and hence for the total energy H,
dH
dt
=
Z
N
(
@E
@t
^ EH + @M
@t
^ MH) (45)
The k-forms @E@t ;
@M
@t represent the (innite-
dimensional) generalized velocities corresponding
to the energy storage in N . They are connected
to the Dirac structure D by setting (analogous to
(8))
fE = −@E
@t
fM = −@M
@t
(46)
(The minus sign is included in order to have a
consistent energy flow description.) Furthermore,
we set (analogously to (8))
eE = EH
eM = MH (47)
Denition 2. The distributed parameter port-
controlled Hamiltonian system with manifold of
spatial variables N , state space Ωk(N)  Ωk(N),
Dirac structure D on Ωk(N)Ωk(N)Ωk−1(@N)
given by (19), and Hamiltonian densityH, is given
as 264 −@E@t
−@M
@t
375=  0 (−1)n−kd
d 0

EH
MH


fb
eb

=

0 (−1)k
1 0

EH
MH

(48)
with fb; eb 2 Ωk−1(@N) denoting the boundary
variables.
Note that (48) denes a (nonlinear) boundary
control system in the sense of e.g. (Fattorini,
1968), with inputs, say, fb, and outputs eb. It
immediately follows from (45) and the power-
conservation property of the Dirac structure (see
Remark 4) that any distributed parameter port-
controlled Hamiltonian system satises along its
trajectories the energy-balance
dH
dt
=
Z
@N
fb ^ eb; (49)
expressing that the increase in internally stored
energy in N equals the incoming power via the
boundary @N .
Energy exchange through the boundary is not
the only way a distributed parameter system
may interact with its environment. An example
of a dierent situation is formed by Maxwell’s
equations (see Section 4.2), where interaction may
also take place via the current density J which
directly aects the electric charge distribution in
the domain N . In order to cope with this other
possibility we extend the space V given by
Ωk(N) Ωk(N) Ωk−1(N) (50)
to
Ωk(N) Ωk(N) Ωk−1(N) Ωk(N) (51)
with the last component denoting the external
distributed flow fd 2 Ωk(N), with dual variable
the distributed eort ed 2 Ωn−k(N). In this case,
the rst line of the denition of the Dirac structure
given in Theorem 2 is extended to
fE
fM

=

0 (−1)n−kd
d 0
 
eE
eM

+Gfd
ed =G

eE
eM

(52)
for some linear map G : Ωk(N) ! Ωk(N) 
Ωk(N), with dual mapG : Ωn−k(N)Ωn−k(N)!
Ωn−k(N). If the map G is modulated by the state
variables E ; M , then the resulting Dirac struc-
ture is not constant anymore. The port variables
are now (fb; fd; eb; ed), with fb; eb the boundary
port variables, and fd; ed the distributed port vari-
ables. Finally, energy dissipation can be incorpo-
rated in the framework by terminating some of the
ports (boundary or distributed) with a resistive
relation as in (10).
4. ELECTRODYNAMICS AND THE
VIBRATING STRING
4.1 The telegrapher’s equations
In this example we shall consider the telegra-
pher’s equations, i.e. the transverse electromag-
netic wave propagating in the dielectric of an ideal
lossless transmission line (Dworsky, 1979). Let us
rst briefly recall the classical formulation of the
telegrapher’s equations using real functions. The
spatial variable z belongs to some segment, for
instance N = [0; L] of the real line R. The energy
variables are the charge per unit length q(z; t)
and the magnetic flux per unit length (z; t). The
lossless transmission line is characterized by the
distributed capacitance C(z) and the distributed
inductance L(z) which denes the electromagnetic
energy density:
E(q; ; z) =
1
2
q2
C
+
1
2
2
L
(53)
The coenergy variables are hence the voltage
V (z):
V (z) =
@H
@q
=
q
C
(54)
and the current I(z):
I(z) =
@H
@
=

L
(55)
Then Maxwell’s equations in the case of a planar
transverse electromagnetic wave become the tele-
grapher’s equations:
@q
@t
= − @
@z
I(z)
@
@t
= − @
@z
V (z)
(56)
In the formalism of port controlled Hamiltonian
systems with power flow through the boundaries
proposed in Section 3, the telegrapher’s equations
are formulated as follows. The energy variables
(electric charge and magnetic flux) are the 1-
forms:
E(t) = q(z; t)dz 2 Ω1([0; L])
M (t) = (z; t)dz 2 Ω1([0; L])
(57)
The co-energy variables (voltage and current)
are the following 0-forms, (functions) V (z) 2
Ω0([0; L]) and I(z) 2 Ω0([0; L]) which are re-
lated to the energy variables using the Hodge
star product (associated with the canonical inner
product on R) and the characteristic capacitance
and inductance of the line, as follows:
V =
1
C
? E
I =
1
L
? M
(58)
Then the energy density E in (53) becomes the
following one-form:
Htl (E ; M ) =
1
2
(E ^ V + M ^ I) (59)
which by denition of the Hodge star operator
? may be expressed as a quadratic form on E
and M . Moreover, by construction, the energy
density Htl in (59) satises Maxwell’s reciprocity
conditions. The total electromagnetic energy of
the transmission line is then:
Htl =
Z
N
Htl (60)
Then the telegrapher’s equations may be ex-
pressed as a distributed port controlled Hamilto-
nian system according to denition 2 with power
flow through the boundary N = f0; Lg of N and
boundary port variables being the current at the
terminal points of the line: fb = −IjN and the
voltage: eb = V jN . This port controlled Hamilto-
nian system is dened with respect to the Dirac
structure dened in Theorem 2 with n = k = 1,
and the Hamiltonian functional being the total
electromagnetic energy dened in (59) and (60).
The power balance (49) becomes:
dHtl
dt
=
Z
N
fb ^ eb = V (0)I(0)− V (L)I(L)
(61)
and says that the time derivative of the total
magnetic energy is equal to the electromagnetic
power ingoing the line at the point 0 minus the
electromagnetic power outgoing the line at L.
4.2 Maxwell’s equations
In this paragraph we shall briefly present the port
controlled Hamiltonian description of Maxwell’s
equations following closely the formulation in
terms of dierential forms presented in (Ingarden
and Jamiolkowski, 1985).
We consider some connected closed domain N
with non void interior, of the three-dimensional
oriented Euclidean space E3 which denes the
spatial variable x 2 N and consider the electro-
magnetic eld in the medium in N .
The energy variables are the electric eld induc-
tion 2-forms E = D 2 Ω2(N):
D = 1
2
Dij(x; t)dxi ^ dxj (62)
and the magnetic eld induction 2-form M =
B 2 Ω2(N):
B = 1
2
Bij(x; t)dxi ^ dxj (63)
Note that using the Hodge star operator the
two 2-forms may be transformed to 1-forms usu-
ally called electric eld induction vector ?D =
Di(x; t)dxi and the magnetic eld induction vec-
tor ?B = Bi(x; t)dxi.
The coenergy variables are the electric eld inten-
sity 1-forms E 2 Ω1(N):
E = Ei(x; t)dxi (64)
and the magnetic eld intensity 1-forms H 2
Ω1(N):
H = Hi(x; t)dxi (65)
These two 1-forms are usually called vectors of
electric and magnetic eld intensity.
The constitutive relations of the medium dene
the relations between the coenergy and the energy
variables:
E = −1 ?D
H = −1 ? B
(66)
where (x) denotes the (symmetric positive) elec-
tric permittivity tensor and (x) denotes the
(symmetric positive) magnetic permittivity ten-
sor.
Hence the electromagnetic energy density 3-form
Hem 2 Ω3(N) becomes:
Hem (D;B) = 12 (E ^ D +H ^ B) (67)
One may note again that, by denition of the
Hodge star product, the electromagnetic energy
density may be expressed as a quadratic form on
D and B. Moreover, by symmetry of the electric
and magnetic permittivity tensors, the energy
density Hem in (67) satises Maxwell’s reciprocity
conditions. The total electromagnetic energy in
the medium in N is then:
Hem =
Z
N
Hem (68)
Assuming that there is no current in the medium,
Maxwell’s equations may then be written as fol-
lows:
@
@t
D = dH
@
@t
B = −dE
(69)
Note that the d denotes the exterior derivative and
is applied to 1-forms in Ω1(N). Using the Hodge
star product and the resulting identication of 1-
and 2-forms with vectors, the exterior derivative
is then simply the curl of a vector.
Using the denition of the energy and coenergy
variables as dierential forms, Maxwell’s equa-
tions may hence be expressed as a distributed
parameter port controlled Hamiltonian system ac-
cording to Denition 2, with power flow through
the boundary N of N and boundary port vari-
ables being the electric eld intensity at the
boundary: N fb = EjN and the magnetic eld
intensity at the boundary N : eb = HjN . This
port controlled Hamiltonian system is dened
with respect to the Dirac structure dened in
Theorem 2 with n = 3 and k = 2, and is generated
by the Hamiltonian functional being the total
electromagnetic energy dened in (67) and (68).
The power balance (49) becomes:
dHtl
dt
=
Z
N
fb ^ eb =
Z
N
E ^ H (70)
and says that the time derivative of the total
electromagnetic energy in N is equal to the flow
of electromagnetic power radiating through the
boundary N . It may be noted that the power
through the boundary is dened by the 2-form
S 2 Ω2(N), the so-called Poynting vector :
S = E ^H (71)
Assuming that there exists a current density in
the domain N , for instance if the medium is con-
ducting due to Ohm’s law or due to the diusion
of the charges or to some temperature gradient,
then there exist an energy exchange with some
other physical domain than the electromagnetic
eld, for instance with the thermic domain. This
energy exchange does not go through the bound-
ary of the domain N but is distributed in N .
The current density may be dened as a 2-form
J 2 Ω2(N) which is related to the classically
dened current density vector by the Hodge star
operator: ?J = Ji(x; t)dxi. The dynamics of the
electromagnetic eld is now described by the fol-
lowing port controlled Hamiltonian system with
power exchange through the boundary and in the
domain:264 @D@t@B
@t
375=  0 d−d 0
 
DHem
BHem

+

1
0

J

fb
eb

=

0 1
1 0
 
DHemjN
BHemjN

(72)
ed = [1 0]

DHem
BHem

= E
One may note that the conjugated port variable to
the current density is simply the electric intensity
2-form: ed = E .
The power balance (70) becomes:
dHtl
dt
=
Z
N
E ^ H+
Z
N
E ^ J (73)
and says that the variation of the total electro-
magnetic energy in N is equal to the flow of elec-
tromagnetic power radiating through the bound-
ary N plus the power exchanged in the volume
(for instance dissipated by Ohm’s law in the case
of a conducting medium).
4.3 Vibrating string
Consider now an elastic string subject to traction
forces at its ends. The spatial variable z belong
to some segment, for instance N = [0; L] of the
real line R. The dynamics of the string arise from
the interaction of the elastic-potential energy and
the kinetic energy of the string. Let us denote
by u(z; t) the displacement of the string. The
elastic potential energy is a function of the strain
variable, the 1-form:
E(t) = (z; t)dz 2 Ω1([0; L]) (74)
where (z; t) = @@zu(z; t).
The associated coenergy variable is the stress
variable which is the 0-form (function) (z) 2
Ω0([0; L]), which is related to the strain variable
E using the Hodge star operator (associated
with the canonical inner product on R) and the
characteristic elasticity modulus T :
 = T ? E (75)
The kinetic energy is dened through the energy
variable given as the kinetic momentum, which is
a 1-form:
M (t) = p(z; t)dz 2 Ω1([0; L]) (76)
with the co-energy variable being the velocity
v(z; t) = @@tu(z; t) at z, interpreted as a 0-form
v 2 Ω0([0; L]), related to the kinetic momentum
by:
v =
1

? E (77)
where  is the mass density of the string.
Then the total energy density (sum of the elastic
potential and kinetic energy density) is then the
following one-form:
Hstring (E ; M ) =
1
2
(E ^  + M ^ v) (78)
which by denition of the Hodge star product may
be expressed as a quadratic form on E and M .
The total energy of the string is then:
Hstring =
Z
N
Hstring (79)
The elastodynamic equations of the string may be
expressed as a distributed port controlled Hamil-
tonian system according to Denition 2 with
power flow through the boundary N = f0; Lg of
N and boundary port variables being the stress
at the terminal points of the line: fb = −jN
and the velocity: eb = vjN . This port controlled
Hamiltonian system is dened with respect to
the Dirac structure dened in Theorem 2 with
n = k = 1 and the Hamiltonian functional being
the total energy of the string dened in (78) and
(79).
The power balance (49) becomes:
dHtl
dt
=
Z
N
fb ^ eb = v(0)(0) − v(L)(L) (80)
and says that the time derivative of the total
magnetic energy is equal to the balance of the
mechanical work at the points 0 and L.
5. CONCLUSION
We have presented a port controlled Hamiltonian
formulation of the dynamics of distributed param-
eter systems which allows to represent the energy
flows through the boundary of the domain of the
system.
The state space of the distributed port controlled
Hamiltonian system is a space of dierential forms
on the domain of the spatial variables and corre-
sponds to the energy variables of the system. The
boundary variables are similarly dened as dier-
ential forms on the boundary of the domain. From
this geometric denition of the state variables and
the boundary variables, we have derived a Dirac
structure associated with the exterior derivative
and based on Stokes’ theorem.
Then the dynamics of the distributed parame-
ter system was formulated as an implicit port
controlled Hamiltonian system dened with re-
spect to this Dirac structure. This was illustrated
on the examples of the telegrapher’s equations,
Maxwell’s equations and the vibrating string.
In this paper we have restricted the presentation
to the symmetric case where the state space con-
sists of the product space of dierential forms of
the same degree. However the construction may
be generalized in a straightforward way to the
asymmetric case which arises for instance in the
dynamics of compressible fluids, as will be pre-
sented in a forthcoming paper. The same exam-
ples also necessitate to consider Dirac structures
not only derived from the exterior derivative but
augmented with a Lie-Poisson bracket. Further-
more, Dirac structures oer an ideal frame to treat
geometrically constrained distributed parameter
systems as they appear in models of flexible beams
(Saintellier, 1993).
Finally, an important goal of the Hamiltonian for-
mulation, apart from the system theoretic, mod-
elling and simulation purposes, is the design of
passivity-based and physically interpretable stabi-
lizing control stategies for distributed parameter
systems using an extension of control schemes
proposed for nite-dimensional systems (Ortega
et al., 1999a; Ortega et al., 1999b).
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