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Abstract
We started on a systematic investigation of the Weierstrass pairs on a smooth curve, in our
previous papers (Arch. Math. 62 (1994) 73–82); 67 (1996) 337–348. We push our study further
for the purpose of constructing Goppa codes with good parameters. c© 2001 Elsevier Science
B.V. All rights reserved.
MSC: 14G50 14H55; 14H45; 94B27; 94B65
1. Introduction
A Goppa code coming from a curve X over a :nite :eld Fq is made from an e;ective
divisor D =
∑n
i=1 Pi consisting of pairwise distinct Fq-rational points P1; : : : ; Pn of X
and an Fq-rational divisor F with the support of F being disjoint from that of D. There
are two ways of making a code from D and F ; one is the so-called L-construction
using the function module L(F) over Fq and the other is the -construction using the
di;erential module (F − D) over Fq; and the two codes made from the pair (D; F)
are dual to each other.
In this paper, we employ the code by the -construction after Goppa [5], that is,
our code C(D; F) is the image of the Fq-linear map (F − D)→ Fnq de:ned by
(F − D)   → (resP1 ; : : : ; resPn ) ∈ Fnq;
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where resPj is the residue of  at Pj. The designed distance of C(D; F) in general
must be
degF − (2g− 2) (1)
by the Riemann–Roch theorem, where g is the genus of the curve X . If one takes F to
be a certain multiple of an Fq-rational point Q, one can expect the minimum distance
d(D; F) of C(D; F) to be better than (1). Actually, Garcia and Lax showed in their
paper [2] that if F = (+  − 1)Q for some gaps  and  at Q, then
d(D; F) ≥ degF − (2g− 2) + 1 (2)
and a little later, collaborating with the second author [3], they found out a better
situation, which :ts well the case of Hermitian curves. Their main result is as follows.
Let ; +1; : : : ; + t and − (t− 1); : : : ; − 1;  be two series of consecutive gaps at
Q with + t ≤  and t ≥ 1, and F = (+  − 1)Q, then
d(D; F) ≥ degF − (2g− 2) + t + 1: (3)
Although a code supported by one point is generally preferred because of practical
reasons, e.g. existence of decoding algorithms (see [1], or [7]). It may be reasonable
that one consider codes supported by two points along the direction explained above,
because we already have a knowledge of the Weierstrass semigroup or the gap set of a
pair of points on a curve (see [6,8]). Recently, Matthews [10] treated codes supported
by two points from our view point. She also applied her results to Hermitian curves,
and con:rmed that some codes supported by two points are actually better than ones
supported by one point in the sense of their parameters.
In this paper, we will study codes supported by two points a little more systematically
than her treatment.
The organization of the paper is as follows: In Section 2, we introduce the notion
pure gap with respect to two points Q1 and Q2 on a curve and describe the set of
pure gaps in terms of the gap sequences at the assigned points (Theorem 2.1); and
using the new notion, we formulate lower bounds for d(D; F)’s of codes C(D; F)
supported by two points (Theorems 3.3 and 3.4), which are analogous to estima-
tions (2) and (3) for one-point-codes. Moreover, in the last two sections, we illus-
trate our theory by examples; Section 4 concerns with a Hermitian curve as well as
Matthews’, and Section 5 is devoted to the study of a cyclic quotient of a Hermitian
curve.
Notation. We will use common symbols in the theory of curves, like those used in
Stichtenoth’s book [12]; however, the following glossary may be useful for a nonexpert
on the theory. Let X be a smooth projective geometrically irreducible curve of genus
g over a perfect :eld F.
F(X ): the :eld of rational functions on X over F,
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F(X ): the F(X )-vector space of rational di;erentials on X over F,
X (F): the set of F-rational points of X .
For f ∈ F(X ) with f = 0,
(f)0: the divisor of zeros of f,
(f)∞: the divisor of poles of f,
(f) := (f)0 − (f)∞.
Note that (f)0, (f)∞ and (f) are F-rational divisors. We will use the similar
notation for nonzero F-rational di;erentials on X .
For an F-rational divisor E,
L(E) := {f ∈ F(X ) \ {0} | (f) + E  0} ∪ {0},
(E) := {! ∈ F(X ) \ {0} | (!)  E} ∪ {0},
‘(E) := dimFL(E),
i(E) := dimF(E).
2. The set of pure gaps
First of all, we give a brief review of the theory of Weierstrass semigroups of a pair
of points on X according to [6,8]. Though we assumed in the papers the base :eld F
to be algebraically closed, the basic results work well in our situation as we explain
below. We assume the genus of X is greater than 1; the contents of this section are
almost empty for curves of genus ≤ 1.
Let Q1 and Q2 be distinct F-rational points on X . The Weierstrass semigroup
H (Q1; Q2) of the pair (Q1; Q2) is
{(1; 2) ∈ N0 ×N0 | there exists f ∈ F(X ) with (f)∞ = 1Q1 + 2Q2};
and the Weierstrass gap set
G(Q1; Q2):=N0 ×N0 \ H (Q1; Q2);
where N0 denotes the semigroup of nonnegative integers.
A crucial observation is as follows. Let m1¡m2¡ · · ·¡mg and n1¡n2¡ · · ·¡ng
be the gap sequences at Q1 and Q2, respectively. For each gap mi at Q1, the integer
min{ | (mi; ) ∈ H (Q1; Q2)}
is a gap at Q2, say n(i), and this assignment mi → n(i) gives a bijective map between
the set of gaps G(Q1) at Q1 and G(Q2) at Q2. Hence  gives a permutation of the set
N≤g:={1; 2; : : : ; g}:
Let R() be the set of pairs (i; j) ∈ N≤g ×N≤g with i¡ j which are reversed by ,
that is
R():={(i; j) ∈ N≤g ×N≤g | i¡ j and (i)¿(j)}
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and r():=#R(), where the symbol # denotes “the cardinality of”. Then we have
#G(Q1; Q2) =
g∑
i=1
mi +
g∑
i=1
ni − r():
In order to formulate our theorem in coding theory, we want to introduce the notion
pure gap at a pair of points on X , which is more restricted one than the usual gap but
play an important role in our formulation. A pair of natural numbers (1; 2) is said
to be a pure gap at (Q1; Q2) if
‘(1Q1 + 2Q2) = ‘((1 − 1)Q1 + 2Q2)
= ‘(1Q1 + (2 − 1)Q2):
We denote by G0(Q1; Q2) the set of all pure gaps at (Q1; Q2). Obviously G0(Q1; Q2)
is a subset of G(Q1; Q2).
Theorem 2.1. Under the above notation; we have
G0(Q1; Q2) = {(mi; nj) | (i; −1(j)) ∈ R()}:
In particular; #G0(Q1; Q2) = r():
Proof. Let (a; b) ∈ N × N. From [8, Lemma 2.3, p. 74], (a; b) ∈ G0(Q1; Q2) if and
only if
(a; y) ∈ G(Q1; Q2) for each y ∈ N0 with 0 ≤ y ≤ b (4)
and
(x; b) ∈ G(Q1; Q2) for each x ∈ N0 with 0 ≤ x ≤ a: (5)
In particular, a=mi for some i and b=nj for some j. In this case, the :rst condition (4)
means (i)¿j and the second −1(j)¿i, because if we denote by (Q1; Q2) instead
of using , then (Q2; Q1) = (Q1; Q2)−1. Since j = (−1(j)), the two conditions
(4) and (5) mean that the pair (i; −1(j)) is reversed by . Hence, we have the :rst
assertion. The second one is clear from the :rst.
Corollary 2.2. Keeping the above notation; we have
#G0(Q1; Q2) ≤ 12g(g− 1);
and G0(Q1; Q2) = ∅ if and only if the curve X is hyperelliptic and Q1 + Q2 ∈ g12.
Proof. The :rst part is clear because 0 ≤ r() ≤ 12g(g − 1): The second assertion
comes from [6, Proposition 4].
Here we should give an elementary remark on a pure gap for later use.
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Lemma 2.3. If (1; 2) ∈ G0(Q1; Q2); then
‘((1 − 1)Q1 + (2 − 1)Q2) = ‘(1Q1 + (2 − 1)Q2)
= ‘((1 − 1)Q1 + 2Q2):
Proof. From [3, Lemma (2), p. 203], we have
‘((1 − 1)Q1 + 2Q2)− ‘((1 − 1)Q1 + (2 − 1)Q2)
≤ ‘(1Q1 + 2Q2)− ‘(1Q1 + (2 − 1)Q2):
Since the right-hand side of the inequality is 0, we have
‘((1 − 1)Q1 + 2Q2) = ‘((1 − 1)Q1 + (2 − 1)Q2):
By the similar reason, we have ‘(1Q1 + (2 − 1)Q2) = ‘((1 − 1)Q1 + (2 − 1)Q2):
The question what pairs of nonnegative integers have the property appeared in the
conclusion of Lemma 2.3 may be interesting theoretically.
Let &(Q1; Q2) be the graph of the map mi → n(i), that is,
&(Q1; Q2) = {(mi; n(i)) | i = 1; 2; : : : ; g}:
Proposition 2.4. For (1; 2) ∈ N0 ×N0; the equalities
‘((1 − 1)Q1 + (2 − 1)Q2) = ‘(1Q1 + (2 − 1)Q2)
= ‘((1 − 1)Q1 + 2Q2)
holds if and only if
(1; 2) ∈ G0(Q1; Q2) ∪ &(Q1; Q2):
The proof is not hard and we need not use the fact, so we omit the proof.
3. Goppa codes supported by two points
We are still in a general setting while explaining two lemmas. After that, we will
put a restriction on the base :eld F.
Lemma 3.1. Let L be a divisor and B an e:ective divisor with ‘(L) = ‘(L− B). If E
is an e:ective divisor whose support does not meet with that of B; then ‘(L − E) =
‘(L− E − B).
Proof. Since SuppE ∩ SuppB= ∅, we have
L(L− B) ∩L(L− E) =L(L− E − B)
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in L(L). Hence, we have L(L− E) =L(L− E − B) because L(L− B) =L(L) by
our assumption.
Lemma 3.2 (Dual-series trick). Let L and M be divisors over F. If F-rational e:ective
divisors B and E satisfy the conditions:
(i) L+M + E is a canonical divisor;
(ii) ‘(M − B) = ‘(M);
(iii) ‘(L) = ‘(L+ B);
then degB ≤ degE.
Proof. Since
(L+ B+ E) + (M − B) = (L+ E) +M
is canonical by assumption (i), we have
‘(L+ B+ E) = deg L+ degB+ degE + 1− g+ ‘(M − B)
and
‘(L+ E) = deg L+ degE + 1− g+ ‘(M)
by Riemann-Roch. From those equalities with assumption (ii), we have
‘(L+ B+ E)− ‘(L+ E) = degB:
Note that there is a commutative diagram of function modules in F(X )
L(L+ E) → L(L+ B+ E)
↑ ↑
L(L) ∼→ L(L+ B)
where every morphism is injective and the morphism in the bottom row is an isomor-
phism because of assumption (iii). Hence, we have
degB= ‘(L+ B+ E)− ‘(L+ E)
≤ ‘(L+ B+ E)− ‘(L)
= ‘(L+ B+ E)− ‘(L+ B)
≤ degE:
From now on, we assume that our base :eld F to be a :nite :eld, say the :eld of
q elements Fq, and consider a smooth projective geometrically irreducible curve X of
genus g ≥ 2 over Fq.
Let Q1 and Q2 be distinct Fq-rational points, and choose mutually distinct n-points,
say P1; : : : ; Pn, from X (Fq) \ {Q1; Q2}. The divisor P1 + · · ·+ Pn is denoted by D.
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We want to study a code C(D; F) supported by Q1 and Q2, which means the
support of the divisor F is {Q1; Q2}. The code C(D; F) is the image of the linear
map
(F − D)→ Fnq
 → (resP1 ; : : : ; resPn ):
The vector, or the code word, (resP1 ; : : : ; resPn ) is denoted by resD , and the weight
of resD  by ‖resD ‖, that is
‖resD ‖=# {Pi |  is not regular at Pi}:
The main result is
Theorem 3.3. Let (1; 2); (1; 2) ∈ N × N; and put ti:=i − i (i = 1; 2). Assume
that ti ≥ 0 (i = 1; 2); and
{(k1; k2) | 1 ≤ k1 ≤ 1; 2 ≤ k2 ≤ 2}⊆G0(Q1; Q2): (6)
If F = (1 + 1 − 1)Q1 + (2 + 2 − 1)Q2; then
‖resD ‖ ≥ deg F − (2g− 2) + t1 + t2 + 2
for any  ∈ (F − D) \ (F); that is;
d(D; F) ≥ degF − (2g− 2) + t1 + t2 + 2: (7)
Proof. Let w = ‖resD ‖. Rearranging the points P1; : : : ; Pn, we may assume that
 ∈ 
(
F −
w∑
i=1
Pi
)
with resPi = 0 (i = 1; : : : ; w):
Hence, there is an e;ective divisor E of degree w − degF + (2g − 2) with SuppE 
P1; : : : ; Pw such that
() = F −
w∑
i=1
Pi + E
and hence the divisor
(1 − 1)Q1 + (2 − 1)Q2 + 1Q1 + 2Q2 −
w∑
i=1
Pi + E
is canonical.
We denote by L, M and B the divisors
(1 − 1)Q1 + (2 − 1)Q2;
1Q1 + 2Q2 −
w∑
i=1
Pi
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and
(t1 + 1)Q1 + (t2 + 1)Q2;
respectively. Since
‘(1Q1 + 2Q2) = ‘(1Q1 + 2Q2 − B)
because of (6), we have ‘(M) = ‘(M − B) by Lemma 3.1. Moreover, we have ‘(L+
B)=‘(L) because of (6). Hence we can apply the “dual-series trick” (Lemma 3.2) to L,
M , B and E, and we get the inequality degE ≥ degB. Since degE=w−degF+2g−2
and degB= t1 + t2 + 2; we have
w ≥ degF − (2g− 2) + t1 + t2 + 2
as desired.
The case “t1 = t2 = 0” in Theorem 3.3 can be generalized as follows. We keep the
notation explained just before the theorem.
Theorem 3.4. Let (1; 2) and (1; 2) be pure gaps at (Q1; Q2). If
F = (1 + 1 − 1)Q1 + (2 + 2 − 1)Q2;
then
‖resD ‖ ≥ degF − (2g− 2) + 2
for any  ∈ (F − D) \ (F).
Proof. Denoting by w the weight of resD , we may assume that
 ∈ 
(
F −
w∑
i=1
Pi
)
; () = F −
w∑
i=1
Pi + E
for an e;ective divisor E of degree w − degF + 2g− 2, and
SuppE  P1; : : : ; Pw:
Put
L:=(1 − 1)Q1 + (2 − 1)Q2;
M :=1Q1 + 2Q2;
B:=Q1 + Q2:
Since (1; 2) ∈ G0(Q1; Q2), we have
‘(1Q1 + 2Q2) = (1 − 1)Q1 + (2 − 1)Q2
and then ‘(M) = ‘(M − B) by Lemma 3.1; and since (1; 2) ∈ G0(Q1; Q2), we have
‘(L+B)=‘(L). Therefore, we can apply the “dual-series trick” and get degE ≥ degB.
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4. Examples on a Hermitian curve
We will give some examples to illustrate our theory. Let X denote the Hermitian
plane curve with inhomogeneous equation yq + y= xq+1 over the :eld Fq2 . The genus
g of the curve is q(q−1)=2 and the number of Fq2 -rational points is q3 +1. Since each
Fq2 -rational point of X is a total inOection point, the set of gaps at the point is
{rq+ s | 0 ≤ r; 1 ≤ s and r + s ≤ q− 1}= {iq− j | 1 ≤ i; j and i + j ≤ q}: (8)
4.1. The pure gaps
To describe the set of pure gaps G0(Q1; Q2) for two Fq2 -rational points of X , we
need the following two results of Matthews [10, Theorem 3.4 and in the proof of
Theorem 3:6].
Lemma 4.1. Let Q1 and Q2 be Fq2 -rational points of X . Then; we have
(i) &(Q1; Q2) = {(iq− j; jq− i) | 1 ≤ i; j and i + j ≤ q};
and
(ii) r(Q1; Q2) = 112 (q− 2)(q− 1)q(q+ 3).
Let us consider N0×N0 as the ambient semigroup of the Weierstrass semigroup of
(Q1; Q2). For integers i and j with the conditions 1 ≤ i; j and i + j ≤ q, de:ne the
square-like subset S˜ ij of N0 ×N0 by{
(1; 2) ∈ N0 ×N0
∣∣∣∣ iq− (q− i) ≤ 1 ≤ iq− jjq− (q− j) ≤ 2 ≤ jq− i
}
:
Note that the north-east vertex (iq−j; jq−i) of each S˜ ij is in &(Q1; Q2), and conversely
each point of &(Q1; Q2) is that of some square-like subset. We denote by
Sij:=S˜ ij \ {(iq− j; jq− i)}:
It is obvious that Sij = ∅ if i + j = q.
Then, we have
Proposition 4.2.
G0(Q1; Q2) =
⋃
1¡i+j≤q−1
Sij: (9)
Proof. First we show that Sij ⊂G0(Q1; Q2). Because of (4) and (5) in Theorem 2.1,
it suQces to show that for each (1; 2) ∈ Sij
there is a natural number 2 with 2¿2 so that (1; 2) ∈ &(Q1; Q2) (10)
and
there is a natural number 1 with 1¿1 so that (1; 2) ∈ &(Q1; Q2): (11)
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Since iq− (q− i) ≤ 1 ≤ iq− j, there is a natural number k with j ≤ k ≤ q− i so that
1= iq−k. Then (1; kq− i) ∈ &(Q1; Q2) by Lemma 4.1(i). Since 2 ≤ jq− i, assertion
(10) holds except the case j= k. If j= k, then 2¡jq− i because (iq− j; jq− i) ∈ Sij.
So (10) is still true even in the exceptional case. By the same argument, we know
(11), as well as (10), is true.
Next we show that the cardinality of
⋃
Sij coincides with that of G0(Q1; Q2). Note
that the right-hand side of (9) is a disjoint union. Since #Sij = (q− (i + j) + 1)2 − 1,
#
(⋃
Sij
)
=
q−1∑
k=2
(k − 1)((q− k + 1)2 − 1)
=
q−2∑
l=1
(l3 − 2ql2 + (q2 − 1)l):
By high-school mathematics, we know the last summation is just 112 (q−2)(q−1)q(q+
3), which is the expected number because of Theorem 2.1 and Lemma 4.1(ii).
4.2. Our codes vs. one-point codes
Now we want to compare a code supported by two points with one supported by one
point on the Hermitian curve X . To avoid small exception, from now on, we assume
that q ≥ 4.
Let i, j be integers with (q + 1)=2¡i + j ≤ q − 1, and choose two pairs (1; 2),
(1; 2) ∈ Sij so that the pairs maximize the value t1 + t2. Let F :=(1 + 1 − 1)Q1 +
(2 + 2 − 1)Q2 and D the formal sum of all rational points of X except Q1 and Q2.
The code C(D; F) is a representative from the codes supported by two
points.
Lemma 4.3. Assume that q ≥ 4 and (q+ 1)=2¡i + j ≤ q− 1. Let
(1; 2):=(iq− (q− i); jq− (q− j))
(1; 2):=(iq− j; jq− i − 1)
and
F :=(1 + 1 − 1)Q1 + (2 + 2 − 1)Q2:
Then; we have i(F) = 0 and ‘(F − D) = 0; hence C(D; F) is a [q3 − 1; q3 + 12q2 −
(2(i + j)− 32 )q+ 1]q-code.
Proof. Since degF = 2(i + j − 1)q − 3, degD = q3 − 1, 2g − 2 = q2 − q − 2 and
(q+ 1)=2¡i + j ≤ q− 1, we have degF ¿ 2g− 2 and deg (F − D)¡ 0. Hence, we
have i(F) = 0 and ‘(F − D) = 0; and hence
dimC(D; F) = i(F − D)
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= degD − degF + g− 1
= q3 +
1
2
q2 −
(
2(i + j)− 3
2
)
q+ 1;
which is the expected value.
We choose a rival code supported by one point in the following way. Owing to
Yang and Kumar [13], we know exact parameters of a code CL(D + Q2; mQ1) made
from a pair (D + Q2; mQ1) by L-construction for any m. So we can compare our
[q3−1; q3+12q2−(2(i+j)− 32 )q+1]q-code with the [q3; q3+12q2−(2(i+j)− 32 )q+1]q-code
CL(D + Q2; mQ1) for a suitable integer m. We can :nd the integer m easily in our
situation; the integer m should be
2g− 2− (degF − degD);
that is,
m= q3 + q2 − (2(i + j)− 1)q:
Actually, since
degmQ1 = 2g− 2− (degF − degD)¿ 2g− 2
and
deg (mQ1 − (D + Q2)) = 2g− 2− degF − 1¡ 0;
we have
dimCL(D + Q2; mQ1) = ‘(mQ1) = m+ 1− g
= degD − degF + g− 1;
which is the expected value.
By Theorem 3.3, we have
d(D; F)≥ degF − (2g− 2) + (1 − 1) + (2 − 2) + 2
= (2(i + j)− q)(q− 1):
On the other hand, since (q + 1)=2¡i + j ≤ q − 1, we get q3 − q2 + 3q ≤ m¡q3:
Hence, by [13, Table 1], we have
dL(D + Q2; mQ1) = (2(i + j)− (q+ 1))q:
Hence
d(D; F)− dL(D + Q2; mQ1) ≥ 2(q− (i + j)) ≥ 2;
which shows our code C(D; F) is better than the rival CL(D+Q2; mQ1) in the sense
of parameters.
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4.3. Sharpness
In order to see the sharpness of bound (7) for some codes on X , we need more
notation. For a; b ∈ Fq2 , we denote by P(a;b) the point with x(P(a;b))=a and y(P(a;b))=b,
and P∞ the unique point of X at in:nity with respect to the inhomogeneous coordinates.
It is easy to show that
(x) = P(0;0) +
∑
q−1=−1
P(0;) − qP∞;
(y) = (q+ 1)P(0;0) − (q+ 1)P∞:
Since x has nowhere to be rami:ed but P∞,
(dx) = (2g− 2)P∞ = (q2 − q− 2)P∞: (12)
We consider a code C(D; F) supported by two points P∞ and P(0;0), where D is
the formal sum of all rational points on X except P∞ and P(0;0), and
F :=(1 + 1 − 1)P∞ + (2 + 2 − 1)P(0;0)
for some (1; 2); (1; 2) ∈ Sij:
Example 4.4. Let 1 =1 =q2−2q−2 and 2 =2 =1. So (1; 2)=(1; 2) ∈ Sq−2;1:
Then by Theorem 3.3 or 3:4, we have d(D; F) ≥ q2 − 3q. We prove that the
equality holds by constructing a codeword of weight q2−3q. Let a1; : : : ; aq be nonzero
roots of zq + z = zq+1, and let b1; b2 be nonzero roots of zq + z = 0. It is easy to see
that those elements are in Fq2 . Let us consider a di;erential form
=
(y − x)(y − x − b1)(y − x − b2)∏q
j=1(x − aj)
dx:
It is not diQcult to see that
(y − x) = P(0;0) +
q∑
i=1
P(ai ;ai) − (q+ 1)P∞; (13)
(y − x − b1) = P(0;0) +
q∑
i=1
P(ai ;ai+b1) − (q+ 1)P∞; (14)
(y − x − b2) = P(0;0) +
q∑
i=1
P(ai ;ai+b2) − (q+ 1)P∞; (15)
(x − aj) = P(aj ;aj) +
∑
q−1=−1
P(aj ;aj+) − qP∞ (16)
and that all the points appeared in the list are Fq2 -rational points. Therefore we have
() = (2q2 − 4q− 5)P∞ + 3P(0;0) −
q∑
j=1
∑
q−1=−1
 =b1 ;b2
P(aj ;aj+):
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Since  ∈ (F − D) and  has q2 − 3q poles, the di;erential is a desired
one.
Our code in Example 4.4 has parameters [q3−1; q3− 32q2+ 72q+2; q2−3q]q; and the
rival CL(D+Q2; mQ1) with m=q3−q2+3q+1 is a [q3; q3− 32q2+ 72q+2; q2−3q]q-code,
which means that our code is not so good as compared with the rival. So we give
another example of a code which shows the sharpness of bound (7) and is better than
its rival in the sense of parameters.
Example 4.5. Let us choose (1; 2) and (1; 2) ∈ Sq−2;1 as 1 = q2 − 2q − 2, 1 =
1 +1=q2−2q−1, and 2 =2 =1. Then, by Theorem 3.3, we have d ≥ q2−3q+2.
Let the elements ai; bi be same as in Example 4.4, and
=
(y − x)(y − x − b1)∏q−1
i=1 (x − ai)
dx:
From (12)–(14) and (16), we have
() = (2q2 − 4q− 4)P∞ + 2P(0;0) + P(aq;aq) + P(aq;aq+b1) −
q−1∑
j=1
∑
q−1=−1
 =b1
P(aj ;aj+):
Hence, we have ‖resD ‖= (q− 1)(q− 2) = q2 − 3q+ 2:
Note that our rival is CL(D+Q2; mQ1) for m= q3− q2 +3q and dL(D+Q2; mQ1)=
q2 − 3q:
The values of t1 and t2 for the codes in Examples 4.4 and 4.5 are very small. Now
we give an example of a code with relatively big t1 and t2 for which bound (7) is
sharp.
Example 4.6. Assume that q is odd, and choose (1; 2) and (1; 2) ∈ S(q−1)=2;1 as
(1; 2) =
(
q2 − 2q− 1
2
; 1
)
and
(1; 2) =
(
q2 − q− 2
2
;
q− 1
2
)
:
Then,
F =
(
q2 − 3q+ 5
2
)
P∞ +
q− 1
2
P(0;0)
and
t1 =
q− 1
2
; t2 =
q− 3
2
:
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Therefore d(D; F) ≥ q − 1: In order to see the equality holds, let us consider the
di;erential :=(y=x) dx: Then, we have
() = (q2 − q− 3)P∞ + qP(0;0) −
∑
q−1=−1
P(0;):
Hence,  ∈ (F − D) and ‖resD ‖= q− 1 as required.
We mention the dimension of our code C(D; F). The divisor F is nonspecial; in
fact, if F were special, the divisor(
q2 − 3q+ 5
2
)
P∞ +
q− 1
2
P(0;0) + R
would be canonical for some R ∈ X , and then q+12 would be a nongap at P∞ because
(q2 − q − 2)P∞ is canonical. But the :rst nongap at P∞ is q. Hence the computation
in the proof of Lemma 4.3 is e;ective in our case, and we have
dimC(D; F) = q3 − 12q2 + 12q+ 1:
Therefore the code has parameters [q3 − 1; q3 − 12q2 + 12q+ 1; q− 1]:
Unfortunately, our code is not so good in comparison with a one-point code whose
parameters are near to ours. (Note that S(q−1)=2;1 is out of the range considered in the
previous subsection.) Actually, according to [13, Table 1], the parameters of CL(D +
P(0;0); mP∞) for some m’s are as follows:
m=


q3 − 1; [q3; q3 − 12q2 + 12q; q];
q3; [q3; q3 − 12q2 + 12q; q];
q3 + r (1 ≤ r ≤ q− 2); [q3; q3 − 12q2 + 12q+ r; q− 1]:
5. A cyclic quotient of a Hermitian curve
Let Xm denote the normalization of the plane curve with inhomogeneous equation
yq + y = xm with m | (q + 1) and 2 ≤ m¡q + 1, over the :eld Fq2 . Therefore, by
de:nition, the curve Xm is the quotient of the Hermitian curve X : yq+y=xq+1 by the
cyclic group of automorphisms generated by (x; y) → (1x; y), where 1 is a primitive
mth root of 1. We denote by 2 : X → Xm the natural morphism, which is de:ned over
Fq2 . The degree u of 2 is (q+ 1)=m, which is not divided by the characteristic of the
:eld. So by using Hurwitz’s formula, we can :nd the genus g of the curve, which is
(m− 1)(q− 1)=2. Moreover, since X is a maximal curve over Fq2 , so is Xm. Therefore
the number of Fq2 -rational points of Xm is 1 + q(1 + m(q − 1)). We can :nd more
details on those matter in [4].
The plane curve yq + y = xm has only one singular point, which is a cusp; and
the singular point is an only point of the curve which lies on the line at in:nity with
respect to the inhomogeneous coordinates. So we can indicate the points of Xm by the
inhomogeneous coordinates like those of X . Using such notation, we can write down
the morphism 2 as 2(P(4;)) = P(4u;) and 2(P∞) = P∞: (Note that the coordinates of
P∞ ∈ X and P∞ ∈ Xm are di;erent.)
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Now, we direct our attention to a branch point Q ∈ Xm of 2 which is the image of
a :xed point of the automorphism (x; y) → (1x; y) of X by 2. Note that P(0;0) and P∞
of Xm are such points. Let P denote the point on X with 2(P) = Q. Then the set of
gaps at Q is{
u
|  is a gap at P; and  ≡ 0 (mod u)
}
; (17)
which can be proved by using argument of Lewittes [9, Section 4] because the order of
our automorphism is relatively prime to the characteristic of our ground :eld. (The fact
is that the idea goes back to Schoeneberg [11].) If one does not prefer the approach
to the determination of gaps at Q, one can see direct approach in [4] again. Anyway
we have the following
Lemma 5.1. The set of gaps G(Q) at Q ∈ Xm can be described as{
rm+
s
u
| 0 ≤ r; 1 ≤ s; r + s ≤ q− 1 and s ≡ 0 (mod u)
}
={rm+ s | 0 ≤ r; 1 ≤ s and r + su ≤ q− 1}
={jm− i | 1 ≤ i ≤ m− 1 and 1 ≤ j ≤ iu− 1}
={iq− jm | 1 ≤ i ≤ m− 1 and 1 ≤ j ≤ iu− 1}:
Proof. From (8) and (17), we know that G(Q) is exactly
G1:=
{
rm+
s
u
| 0 ≤ r; 1 ≤ s; r + s ≤ q− 1 and s ≡ 0 (mod u)
}
:
We have to see that those four sets coincide. We denote by Gi (1 ≤ i ≤ 4) the ith set
from the top. It is obvious that G1 = G2.
Let  = rm + s ∈ G2 with 0 ≤ r, 1 ≤ s and r + su ≤ q − 1. By elementary
calculation, we have 1 ≤ m − s ≤ m − 1 and 1 ≤ r + 1 ≤ (m − s)u − 1. Therefore
= (r + 1)m− (m− s) ∈ G3. The opposite inclusion G2⊃G3 can be shown easily as
well.
The identity
jm− i = iq− (iu− j)m
implies the coincidence G3 = G4.
We are going to study a code supported by P∞ and P(0;0) on Xm. For that purpose,
we describe explicitly the divisors of some functions and a di;erential, and determine
the set &(P∞; P(0;0)).
It is not diQcult to show that
(x) = P(0;0) +
∑
q−1=−1
P(0;) − qP∞; (18)
(y) = mP(0;0) − mP∞; (19)
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and
(dx) = (2g− 2)P∞ = ((m− 1)(q− 1)− 2)P∞: (20)
Lemma 5.2. We have
&(P∞; P(0;0)) = {(iq− jm; jm− i) | 1 ≤ i ≤ m− 1; 1 ≤ j ≤ iu− 1}: (21)
Proof. For any integers i; j with 1 ≤ i ≤ m− 1 and 1 ≤ j ≤ iq=m, we have(
xi
yj
)
∞
= (iq− jm)P∞ + (jm− i)P(0;0);
because of (18) and (19). Hence we have
{(iq− jm; jm− i) | 1 ≤ i ≤ m− 1; 1 ≤ j ≤ iu− 1}⊂H (P∞; P(0;0)):
Moreover, from Lemma 5.1, the left set above is in G(P∞) × G(P(0;0)), and each
projection from the set to G(P∞) or G(P(0;0)) is bijective. Hence, the set must coincide
with &(P∞; P(0;0)) because of [6, Lemma 2].
To give a concrete example, we put more restriction on m and q. From now on, we
assume that q is odd and greater than or equal to 5, and m = (q + 1)=2; and hence
u=2. Therefore our curve Xm is of genus g= 14(q− 1)2 and has 12 (q3 + q+2) rational
points over Fq2 . We denote by D the formal sum of all points of Xm except the two
points P∞ and P(0;0), which is of degree 12 (q
3 + q− 2).
Example 5.3. We further assume that q ≡ 1 (mod 4). Let
(1; 2):=(1 + (m− 2)m; 1) =
(
(q− 1)2
4
; 1
)
and
(1; 2):=
(
m− 1
2
+ (m− 2)m; m− 1
2
)
=
(
(q− 1)2
4
+
q− 5
4
; 1 +
q− 5
4
)
:
Using formula (21), we show condition (6) in Theorem 3.3 to be ful:lled, which is
equivalent to show the following two claims:
(i) If 1 ≤ 51 ≤ 1 and (51; 52) ∈ &(P∞; P(0;0)), then 52¿2;
(ii) If 2 ≤ 62 ≤ 2 and (61; 62) ∈ &(P∞; P(0;0)), then 61¿1.
Veri@cation of the @rst claim: Let 51=iq−jm with 1 ≤ i ≤ m−1 and 1 ≤ j ≤ 2i−1.
Since (q+ 1)=2 = m, we can write 51 as
51 = iq− jm= i(2m− 1)− jm
= (2i − j − 1)m+ m− i:
Since
1 = (m− 2)m+ 1 ≤ 51 ≤ 1 = (m− 2)m+ m− 12 ;
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we have
2i − j − 1 = m− 2 (22)
and
1 ≤ m− i ≤ m− 1
2
: (23)
Hence, we have
52 = jm− i= (2i − m+ 1)m− i (because of (22))
≥ 2m− i (because of (23))
≥m+ 1¿ m− 1
2
= 2;
as required.
Veri@cation of the second claim: Let 62 = jm− i with 1 ≤ i ≤ m− 1 and 1 ≤ j ≤
2i − 1. Then 62 = (j − 1)m+ (m− i). Since
2 = 1 ≤ 62 ≤ 2 = m− 12 ;
we have j = 1 and 1 ≤ m− i ≤ (m− 1)=2. Hence,
61 = iq− jm= iq− m
≥ m+ 1
2
(2m− 1)− m¿1;
as required.
Therefore, if we choose F as
F :=
(
m− 1
2
+ 2(m− 2)m
)
P∞ +
(
m− 1
2
P(0;0)
)
;
then by Theorem 3.3 we have ‖resD‖ ≥ q− 1 for any  ∈ (F − D), because
t1 = t2 =
m− 3
2
=
q− 5
4
:
This bound is sharp. In fact, letting = (y=x) dx,
() = ((m− 1) + 2(m− 2)m)P∞ + (m− 1)P(0;0) −
∑
q−1=−1
P(0;)
by (18)–(20). In conclusion, we got a code with parameters
[ 12 (q
3 + q− 2); 14 (2q3 − q2 + 2q+ 1); q− 1]
from the curve X(q+1)=2.
Remark 5.4. When q ≡ 3 (mod 4) with q ≥ 7 and m= (q+ 1)=2, we can :nd a code
with the same parameters as those of the code in Example 5.3 by choosing
(1; 2) = (1 + (m− 2)m; 1);
(1; 2) =
(
m
2
+ (m− 2)m; m− 2
2
)
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and
F =
(m
2
+ 2(m− 2)m
)
P∞ +
(
m− 2
2
)
P(0;0):
In order to verify that the minimum distance of the code is exactly q− 1, one should
use the di;erential (y=x) dx again.
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