Introduction: To determine six-degree of freedom of total knee arthroplasty kinematics (TKA), optimized matching algorithms for single fluoroscopic image system may be used. Theoretical accuracy of these systems was reported. Nevertheless, all reports were done under idealized laboratory experimental conditions. The aim of this study was to evaluate the ''true'' accuracy of a flat panel single plane video-fluoroscopy system based on computed-assisted design (CAD) model matching and compare it to TKA kinematics obtained from optoelectronic measurements as gold standard. Hypothesis: The estimation of the error produced by 2D/3D fluoroscopic registration in daily practice is misjudged in most available laboratory reports. Material and methods: The experimental set-up used a TKA implanted into femoral and tibial cadaver bones. Thirty flexions were simultaneously registered using single plane fluoroscopy and an active optical tracking system. Kinematics registered were compared using the root mean square error (RMS), the concordance correlation coefficient and Bland & Altman plot analysis. Results: The mean range of motion of flexion during the experiment was 106 • . The respective RMS for flexion, varus-valgus and internal-external rotation were 0.68, 0.67 and 1.02 • . The respective RMS for antero-posterior, medio-lateral and proximo-distal displacement were 1.3, 2.4 and 1.06 mm. Extreme values of the measured error concerning medio-lateral displacement were −5.4 and 22,1 mm.
Introduction
Accurate in vivo kinematics analysis of total knee arthroplasty (TKA) is primordial to understand the knee joint mechanics after surgery. Better understanding of knee joint mechanics could lead to improved implant design, better surgical strategies, and increased longevity of the implant components. The importance of studying active knee kinematics for future enhancement in the treatment of the arthritic knee was well illustrated in the literature [1] . Several methods to investigate in vivo TKA kinematics have been proposed. Peroperative optoelectronic measurement is one of them. The two major problems with this approach are the fact that the data provided concern only passive motion and the invasive character of this method. Nevertheless, it is a highly accurate and recognized tool to measure in vivo knee passive kinematics. Electromagneticgoniometers are useful for direct movement measurements [2] . Crosstalk due to rotation between the endblocks is however a well-known inaccuracy problem. Instrumented gait analysis is also a well-established method for gathering in vivo kinematics and kinetics data of knee joint. The main problem with this approach is the error caused by skin movement artifacts [3, 4] . Dual plane video-fluoroscopy is another method [5] [6] [7] . Nevertheless, this procedure requires specific equipment non available in all hospital. That is why single plane video-fluoroscopy gets an important place in this field. In this method, a registration algorithm estimates the pose of the implant components from the single plane projection view of the fluoroscopic image series.
Since 1996, different 2D/3D registrations techniques have been proposed. Theoretical accuracy and optimization methods have also been investigated [8] . However, there is a common lack of accuracy of all these methods, especially in the out of plane translation estimation. Moreover, most accuracy reports were done using a static model under controlled idealized conditions and standardized geometric shapes. To our knowledge, no previous study has presented simultaneous kinematics from either 2D/3D registration technique and computer-assisted measurement in a dynamic model reproducing assessment conditions of the ''real life''. The goal of this study was to evaluate the accuracy of our flat panel single plane videofluoroscopy system based on computed-assisted design (CAD) model matching, using TKA kinematics obtained from optoelectronic measurement as gold standard. Our hypothesis was that the estimation of the error produced by 2D/3D fluoroscopic registration in daily practice is misestimated by available laboratory reports. Reporting the ''true'' accuracy of this system under real conditions will allow us to better analyze further clinical findings.
Material and methods
The TKA model and experimental setting was as follows. Femoral and tibial components of the Triathlon ® total knee prosthesis (Stryker, Mahwah, NJ) were used. A postero-stabilized (PS) femoral implant (size 4) and a tibial component (size 4) with a PS polyethylene insert (8 mm of thickness) were fixed to cadaver bones using polymethylmethacrylate resin. The 3D Euclidean orientation of the CAD model was set as presented in the Fig. 1 . Medial and lateral ligament were modelized using elastic band. They were fixed onto the bone using metal screws. Active Trackers for optoelectronic analysis were fixed onto the bones segments using anchoring pins. Then, this TKA model was manually moved from extension to flexion (mean flexion archived was 106 ± 16 • ). The tibia was maintained fixed into one of the examiner hand and the femur was flexed with the other hand. This was done to simulate flexion task (stair climbing, weight-bearing flexion) usually achieved in clinical experiment [9, 10] . Kinematics were simultaneously assessed using 2D fluoroscopic images and optoelectronic system. We registered 30 non-consecutives flexions using this two measurement systems. Fig. 2 presents the experimental setting.
The model-based fluoroscopic kinematics were assessed as follows. Fluoroscopic images were acquired using a Phillips flat panel system. We registered 30 images per sec- ond. The image resolution was 75 dpi. Then, all images were treated using model-based analysis software (MBRSA v3.2, Medis, The Netherlands) validated by Garling [11] . The technique is based on minimizing the difference between the virtual projection of a 3D surface model of an implant with the actual projection of the implant as it appears in a roentgen image. The actual contour of the implant in the radiograph was detected by means of the Canny algorithm [12] . Note that the contour can consist of multiple contour parts that do not necessarily form a closed contour. By means of computer graphic techniques, the 3D model of the implant was projected onto the image plane and a virtually projected contour was calculated [13] . The actual contour and the virtual contour were defined as a chain of nodes. The difference between the actual contour and the virtual contour is defined as the mean distance between the nodes of the actual contour and the virtual contour. In order to calculate the three-dimensional position and orientation of the implant, the contour difference between the actual contour and the virtual contour was minimized. To accomplish this, first the pose of the implant was set by a human operator. Secondly, an iterative inverse perspective matching (IIPM) algorithm was used. This algorithm is based on the work of Wunsch and the iterative closest point (ICP) algorithm of Besl [14, 15] . Then, to finalize the projected contour optimization, we used an optimization algorithm as presented by Valstar [13] . Fig. 3 illustrates a detail of the actual contour and the matched virtual contour. This procedure was done either for the femoral component and the Computer-assisted kinematics were assessed as follows. An active optical tracking system (IGT-Leibinger-Stryker) was used. It was composed of IGT cameras 580 mm (3 LED 50 mm active IGT), a flashpoint (i5000, IGT-Leibinger-Stryker) and two active trackers. Femoral tracker was anchor into the anterior femoral diaphysis bone. Tibial tracker was anchor into the anterior tibial diaphysis bone. We registered the femoral and the tibial tracker position and orientation into the IGT camera coordinate axis with the corresponding timestamp. In order to match data assessed with optical system to data assessed with single plane fluoroscopy, remarkable points were digitalized onto femoral and tibial bone using an active probe to orientate bones segments into the camera coordinate axis system (hip center, distal femur center, proximal tibia center, ankle center, medial and lateral epicondyles). Then, remarkable points were digitalized onto femoral and tibial implants to orientate implants into the camera coordinate axis system (lateral and medial edge of the tibial implant, upper surfaces of the tibial implant, medial and lateral inner surfaces of the femoral component, medial and lateral femoral implants' condyles). Up to 500 points were digitalized onto both components.
Then, to compare both kinematics assessments, concordance of the fluoroscopic and computed axis system was made. We had arbitrarily chosen to compare tibial bone kinematics into the femoral bone coordinate system of both measurement systems. However, data provided by both measurement techniques had a different reference frame. Indeed, using optoelectronic assessment, kinematics data concerned bone kinematics. Using 2D/3D registration, kinematics data concern the implants kinematics. Therefore, reference frame of both measurement were matched using matrix transfer of Euler angles and Chales' theorem [16] . Fig. 4 illustrates the references and origins' changes realized to be able to compare kinematics. The following matrix was used to set pose and position of the tibial bone into the femoral bone reference frame.
Both analyses provided pose and orientation of the tibia into the femoral reference frame. From those data we obtained the six necessary parameters to describe bone kinematics as follow. First, tibial and femoral bones reference frame were defined as explain in the Fig. 5 . Then, we defined the three rotations and the three translation distances using projections of implant vectors on the corresponding referent plane. As example, Flexion angle was defined as the angle between the projection of proximodistal femoral and tibial implant vectors into the femoral sagittal plane of the femoral bone. Translations were obtained similarly in measuring the distance between the projection of tibial bone (OT) and femoral bone (OF) center projection on the referent axis. Table 1 resumed vector of
Figure 5
Origins and reference frame of tibial and femoral bones. The femoral coronal plane is the plain containing the hip center and both epicondyles. The femoral center was set as the mid distance between the epicondyle. Sagittal and transverse plane were the two orthogonal planes to the coronal plane crossing each other at the femoral center. The same construction was made for tibial planes.
interest and stated sign (positive or negative) to describe kinematics. Kinematics was presented as the kinematics of the tibia into the femoral plane. Finally, we obtained knee joint kinematics registered by both techniques associated to the corresponding timestamp.
Results were analyzed and reported using Medcalc ® software (version 10.1.8.0). Kinematics data of the model assessed using computed optical system were first presented. They were reported as the evolution of the rotations and translations plotted to the flexion path. Kinematics pattern registered using computed optical system during the 30 flexions was reported as a graph of average motion for the flexing paths according to the six degrees of freedom. Data of both assessment tools were match according the timestamp; data with more than 0.01 second of mismatch were excluded. Then, the relative accuracy of 2D/3D registration taking optical computed assessment as gold standard was assessed using the root mean square error (RMS). The concordance correlation coefficient (CCC) [17] was also used to evaluate the degree to which pairs of observations fall on the 45 • line through the origin with his 95% confidence interval. The Bland & Altman plot [18] was also used to compare these two measurements techniques. In this graphical method the differences between the two techniques are plotted against the averages of the two techniques. This analysis was completed by Mountains plots analysis. A mountain plot (or ''folded empirical cumulative distribution plot'') was created by computing a percentile for each ranked difference between fluoroscopy method and optoelectronic method. These percentiles were then plotted against the differences between the two methods [19] .
Results
Resumed data characterizing the 30 non-consecutives joint flexions obtained using optoelectronic assessment are presented in the Table 2 . We found during knee flexion motion that varus-valgus and all three components of translation were correlated to flexion angle (P < 0.001). This relationship was illustrated concerning varus angle and antero-posterior distance in the Fig. 6 . However, rotation was independent from the flexion angle (Correlation coefficient: −0.002, 95% CI [−0.131, 0.081]) if we considered the data obtained during the thirty flexions motions. Nevertheless, in each of the thirty flexions motion, a statistical relationship between flexion and internal-external rotation was observed. To be more illustrative, kinematics of the model coupling flexion, antero-posterior displacement and rotation registered using optoelectronic system during the 30th flexion was presented as the projection of the mediolateral femoral bone line onto the tibial insert ( Fig. 7) . In this experiment, accuracy of the 2D/3D registration was defined as the differences with optoelectronic measurement. These techniques were compared in 336 relatives' poses and positions of bone segments. The RMS error between these two assessment tools was less than 1.1 degree for rotation, flexion, and varus, and less than 1.5 mm for the antero-posterior and proximo-distal translations. The RMS and the mean difference were higher for the medio-lateral translation (P < 0.001), which was in the fluoroscopic plane. Detailed results are presented in the Table 3 . Moreover, mountain plot analysis showed that the medio-lateral translation error had the higher range of value between the 2.5th and the 97.5th percentile (central 95% of the data) (P = 0.002) (Fig. 8) . The CCC was almost perfect for the flexion angle (CCC = 0.9997) comparing the two assessment methods. Concerning the other rotation, The CCC were respectively of 0.88 for internal/external rotation and 0.89 for varus/valgus angle. Concerning translation, the ICC was also high for antero-posterior and proximo-distal displacement (0.964 and 0.941). However, medio-lateral displacement had shown the lowest CCC with a score at 0.102 (95% CI [0.024-0.186]). Bland and Altman analysis found interesting results ( Fig. 9 ). It pointed out an abso- lute systematic error in the medio-lateral, proximo-distal, and varus/valgus displacement measurement. Compared to optoelectronic analysis, single plane fluoroscopy underestimate the proximo-distal displacement (P < 0.001) for minus value, and over-estimate medio-lateral displacement and varus rotation (P < 0.001) for minus value. Outliers were also pointed out, a second analysis of those points found results range into the 1.96 standard deviation.
Discussion
The goal of this study was to evaluate the accuracy of our single plane video-fluoroscopy system based on CAD model matching using TKA kinematics obtained from computerassisted measurement as gold standard. Contrary to others, this study was intended to investigate accuracy in dynamics conditions using modern flat panel fluoroscopic installation. This report found the minimal accuracy for internal/external rotation and medio-lateral displacement measurements. However, rotations in varus/valgus and flexion/extension and translation in the antero-posterior and proximo-distal displacement were more accurate. Moreover, some large errors have been observed in all degree of freedom. Outliers' data may have different origins. The human intervention in validate contouring is one of them. These large errors can also be caused by a number of reasons, such as increased with range of motion, the transformation matrix used, misalignment of markers (trackers), and matching methods based on the timestamp used in this study.
Kinematics achieved with this simple model were not so far from reality. Model ranges of motions were not completely comparable to kinematics reported after TKA procedure [20] . The thirty flexions realized were not similar regarding the flexing path especially for rotation pattern. However, a relationship between flexion and rotation was found by analyzing each flexion movement separately. This different rotation pattern into the thirty flexions motions may be explained by the manual rotation strength applied by the operator during flexion. Therefore, the thirty movements registered were different from each other simulated thirty different patients.
Different 2D/3D registration techniques have been proposed. The pioneers, Banks and Hodge [21] , proposed a method designated as a pattern matching in which the contours of pre-computed 2D images generated using a computer generated precise geometric model of a knee prosthesis in various poses are stored in a library. Then, the position/orientation of the actual prosthesis is based on a matching criterion. Zuffi et al. [22] developed a method for measuring TKA kinematics, in which matching was performed by rotating/translating the computer model to minimize the Euclidean distance of the model surface from the projection rays drawn from the projection center to the detected contour of the prosthetic X-ray images. Mahfouz et al. [12] measured the similarity between a direct X-ray image and a registered computer model image. Any of the above mentioned methods have merits and demerits. We choose a different approach using the matching process proposed by Kaptein [24] in his model-based RSA proposal and later used by Garling et al. [11] in their analysis of mobile-bearing TKA kinematics. This analysis process had the advantage to allow silhouettes of the two components to overlap. Accuracy of this technique depends on many factors as accuracy of the computerized model, symmetry of the model, and image quality. Fukuoka et al. [25] clearly show that the image quality is an important point. In stan-dard fluoroscopy set-up, different adaptations are made to overcome the pincushion distortion [26] and to calibrate the system [27] . We used a flat panel detector that recently makes an entrance into this field. This technology allows for availability of distortion free images, high contrast resolution, large dynamic range and high sensitivity to X-ray. In our experiment, an independent method using an optical sensor system was used to test the ground truth. Although ideally the ground truth data should be much more accurate than system being tested, the measurement error contains contribution from both assessment measures. Mafhouz et al. [23] analytically estimated the contribution of the error in the relative pose measurement due to the Optotrack ® and showed that it was a significant fraction of the measured error. We used an active system of last generation, which is theoretically more accurate with a static precision of 0.001 mm. Nevertheless, dynamic accuracy of this type of
Figure 9
Bland and Altman analysis comparing the two assessment methods into the six-degree of freedom.
system remains underreported in the literature. Therefore, we also assume that a part of the measured error could be due to the optoelectronic system. Our main hypothesis was confirmed. This study reports higher inaccuracy than those reported by others studying the theoretical accuracy into perfect condition. Most of the time, authors had investigated this parameter using computed simulations. Idealized environments were created in order to determine the matching algorithms repeatability, accuracy, sensitivity to model point density and pose orientation, and optimal parameters under controlled condition. These tests gave a basis for the ultimate potential of the algorithm. However, accuracy estimated under these conditions is not the 'real' accuracy in clinical practice. Zuffi et al. [22] found a different performance of their methods between computer simulation and in vivo test justified by the inaccuracy of contour extraction and by the representation of the imaging process with the perspective projection model using their techniques. Table 4 compares our accuracy assessment to other reports with different experimental condition and different fluoroscopy analysis process.
Since we reported dynamic kinematics data, we choose to report accuracy in the 6 degree of freedom of the knee joint. Other accuracy and comparative reports had presented data in the fluoroscopy axis system. This also complicates comparisons to already published data. Moreover, not all authors presented their complete results including outliers and the 95% central value. Mafhouz et al. [23] compared pose estimation assessed using 2D/3D registration with pose estimation assessed by an Optotrak system (Nothern digital Inc., Canada). They used knee cadaver in static position. Pose and position of the implant were estimated for each knee position in probing the implant with a probe tip. They found significant differences in function of the fluoroscopic view. Magnitude of Z (out of plane) error passed from 4.7 mm in the frontal view to 1.7 mm in the sagittal view of the implant. During flexion, orientation of the implant changes into the 6 degree of freedom. This fact partly explains the systematic error founded concerning proximo-distal displacement and varus-valgus rotation. In other words, accuracy of 2D/3D registration changes during the flexion motion. This was well illustrated by Bland and Altman analysis presented in this report. One should take care that during the experiment the motion of interest is in the in-plane direction.
To conclude, despite some large error, the 2D/3D registration technique used in this experiment remain a useful tool to investigate the 3D kinematics of TKA implants using standard equipment, without any fastidious calibration process. Nevertheless, we recommend a double examination of repeated movements assessment to recognize and eliminate some of the outlier's data. Results reported bring out the true threshold detection limit of 2D/3D registration technique.
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