Abstract. We introduces an efficient intra-field deinterlacing algorithm while considering both closeness and similarity between the interpolated pixel and the neighbor pixels. Instead of estimating the edge orientations via limited candidate directions as previous intra-field deinterlacing methods, we propose an adaptive spatial locality-and similarity-based deinterlacing method. Many deinterlacing methods described in the literature only consider the similarity between neighbor pixels and interpolated pixels; however, awareness of distance correlation and spatial locality has not yet been studied. Experimental results indicate that the proposed scheme outperforms a number of existing approaches, in terms of both the objective and subjective performance.
Introduction
Interlaced scanning has been widely employed as the standard of TV broadcast systems, such as National Television Systems Committee (NTSC) and Sequential Color with Memory (SECAM), and some of the high definition television (HDTV) formats, because this method allows for not only the reduction in bandwidth and memory but also the maintenance of the existing transmission channel. However, this interlaced scanning format introduces several problematic artifacts, known as line crawling, edge flickering, interline flickering, field aliasing, and so on. [1] [2] [3] Moreover, as the screen size increases, the artifacts become more troublesome. Deinterlacing methods have been developed to minimize these issues.
Deinterlacing methods can be roughly classified into two categories. One is the intra-field spatial domain method that only uses one field [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and the other is an inter-field temporal deinterlacing method that uses multiple fields. Inter-filed temporal deinterlacing includes motion adaptive and motion compensation (MC) methods. [15] [16] [17] [18] [19] [20] [21] The MC-based methods can provide flicker-free details within the motion area. However, MC-based methods require highly accurate motion information, and obtaining this information necessitates a marked increase in hardware complexity. Therefore, this motion information is hardly applicable to many products, particularly software applications.
Conversely, intra-field deinterlacing methods are widely used in real-time application because of their simplicity. Intra-field deinterlacing methods have been proposed with different degrees of complexity and performance. The lineaverage (LA) method 3 is a simple method that interpolates the pixel using an average value of the upper and lower pixels. LA has generally been used due to its clarity and simplicity in addition to the fact that it exhibits no motion artifacts. However, the vertical resolution of the input image is halved before the image is interpolated, which causes a reduction in the amount of details in the progressive image.
In order to avoid this issue, Doyle proposed an edgebased line-average (ELA) 4 method, which uses edge directional correlation to interpolate a missing line between two adjacent lines in the interlaced images. ELA is a well-known edge-based intra-field deinterlacing method, which categorizes the edge direction as 45, 90, and 135 degrees and then linearly interpolates in the chosen direction. ELA performs well with very little complexity and can be used to eliminate the blurring effect of LA in the regions where the edge is estimated correctly. However, this method has poor visual performance in high spatial frequency regions and can inaccurately estimate the edge detections, which leads to image degradation.
In an effort to remedy these deficiencies, numerous solutions based on the ELA algorithm have been proposed. The efficient ELA (EELA) introduces two useful measurements for estimating the directional spatial correlation more efficiently. In addition, deinterlacing methods depending on content analysis 6 or the horizontal edge pattern 7 have been proposed. Kim proposed a modified ELA (MELA). 6 In addition to the direction measures of EELA, MELA includes another vertical measure. Therefore, MELA considers three directional spatial correlations that cover diagonal, vertical, and anti-diagonal. The low complexity interpolation method for deinterlacing (LCID) 7 uses four directional differences that are simpler than those in MELA, which are diagonal, anti-diagonal, vertical and horizontal. Specifically, the direction-oriented interpolation (DOI) 8 method uses a window-based measure and is more robust and efficient when compared to the previous ELA methods. DOI can increase the resolution of direction and shows good performance for an image with local, single strong edges or horizontal edges. However, DOI has a high complexity for searching edge patterns within a large search range and a poor performance for regions with similar and repetitive edge patterns. Edge map-based deinterlacing (EMD) 12 also predicts the edge direction of the current pixel to be interpolated with the original Sobel mask and performs the interpolation along the detected direction with the candidate deinterlaced pixels average values between any two pixels in the corresponding edge direction. However, EMD sometimes yields an incorrect edge direction as only horizontal and vertical gradients are considered when determining the local edge directions. The aforementioned deinterlacing methods can be roughly separated into two classes. One is simple and highly efficient but with no consideration for edge direction information or incorrect edge direction estimation, which degrades the image detail. The other is complex with high computation overhead but has good edge direction estimation.
In this paper, we proposed an intra-field deinterlacing algorithm using both closeness and similarity that successfully estimates edge direction. The missing pixel is estimated using a nonlinear spatial average without degrading the edges by means of a nonlinear combination of nearby image values. Moreover, we combine gray levels based on their geometric closeness and their similarity, and prefer near values to distant values in the context of both closeness and similarity. The deinterlacing method using closeness and similarity (DCS) is based on the assumption of closeness and similarity between the neighborhood values where two pixels can be close to one another.
The rest of the paper is organized as follows. Section 2 describes the proposed DCS algorithm. Section 3 provides the experimental results and the corresponding discussion. Finally, our conclusions and the future works are discussed in Section 4.
The Proposed Algorithm

Deinterlacing Using Closeness and Similarity
The pixel value at a given location is a function of the values in a small neighborhood at the same location. In the conventional deinterlacing method, the pixel values are averaged under the assumption that images typically vary gradually over space and neighbor pixels are likely to have similar values. The conventional deinterlacing method can be expressed as follows:
where N is the set of the neighbor pixel locations, m and n are vertical and horizontal displacement parameters, respectively, m ¼ 2k − 1; n ¼ l; ðk; lÞ ∈ Z, and α m;n is the weight. Fig. 1 shows an example of six neighbor pixels used in Eq. (1) and LA is used as an example to explain Equation.
(1). For LA, we only use the pixels at the position (i − 1, j ) and (i þ 1, j), and the parameters α −1;0 ¼ α 1;0 ¼ 1.
There are two drawbacks to the existing deinterlacing methods, and they are listed below:
1. The weight α m;n is constant within some limited number of fixed candidate edge directions; 2. These methods only consider the similarity between pixels, and awareness of the closeness or spatial locality is not taken into account.
The assumption is that slow spatial variations fail at the edges, which are consequently blurred. To address the first drawback, an adaptive nonlinear function is required that averages the image values with weights, which decay with dissimilarity and also depend upon image intensity. Generally speaking, the neighbor pixels that are markedly different from the current interpolated pixel should be assigned a small weight. In contrast, the neighbor pixels most similar to the current interpolated pixel should have a large weight. Then, we can design an adaptive function that is a monotonic decreasing function of the absolute value of the difference in pixel value between the current interpolated pixel and the neighbor pixel, shown as Eq. (2).
where m and n are vertical and horizontal displacement parameters respectively, m ¼ 2k − 1; n ¼ l; ðk; lÞ ∈ Z,f ði; jÞ is the prediction of the current interpolated high resolution pixels obtained based on the average of the two nearest pixels or two pixels in the vertical direction. As described above, the adaptive function gðxÞ should have the following features: gð0Þ ¼ 1, and gð∞Þ ¼ 0. This paper considers four functions as candidates for gðxÞ and they are shown below:
A graph of these four functions is shown in Fig. 2 . When the variable is the absolute difference of pixel value between the current interpolated pixel and the neighbor pixel, the largest value should be assigned the least weight. The four functions have different rates of variation. The first function, g 1 ðxÞ ¼ expð−x 2 Þ), varies the fastest of the four functions, 
Comparing the performance of several deinterlacing methods reveals that LA has a better quality peak signal to noise ratio (PSNR) when compared to many of the edgebased methods with very low complexity. That is because the neighbor pixels used in LA are the shortest distance from the interpolated high resolution pixel, while other methods just consider direction estimation but ignore the spatial locality distance, or closeness, which results in poor performance. In other words, closeness is also an essential concept. Thus, we designed another weight, β m;n , that incorporates closeness by weighting pixel values with coefficients that fall off with distance. We can also design a monotonic decreasing function to assign a weight to the distance between the current interpolated pixel and the neighbor pixel, as shown in Eq. (7):
where m and n are vertical and horizontal displacement parameters respectively, m ¼ 2k − 1; n ¼ l; ðk; lÞ ∈ Z. For simplicity, we can use the same four candidate functions, g 1 ðxÞ, g 2 ðxÞ, g 3 ðxÞ, and g 4 ðxÞ. The first function g 1 ðxÞ was empirically chosen for our system. LA performs well due to considering the nearest neighbor pixels. However, LA causes some artifacts because direction is not considered and direction estimation is an important issue due to edge regions. In order to solve all of the above-mentioned problems, we propose a DCS method that considers closeness and similarity in both the smooth and edge regions. Next, we rewrite Eq. (1) as Eq. (8) 
Here, σ s and σ c are regularization factors for α m;n and β m;n , respectively, used to control the performance of the algorithm and they are generally selected empirically. We found the general factor set (GFS), Ψ GFS ðσ s ; σ c Þ, using Eq. (11) for a set of 24 training images, 22 as shown in Fig. 3 , Ψ GFS ðσ s ; σ c Þ ¼ arg min σ s ∈ f1; 2; :::; 100g σ c ∈ f0.10; 0.11; :::; 3.00g
where k corresponds to the different images in the set of 24 training images, and f k ði; jÞ andf k ði; jÞ represent the pixels of the k'th original image without interlacing and the image reconstructed form the interlaced image, respectively. Empirically, the GFS is obtained as Ψ GFS ðσ s ; σ c Þ ¼ ð23; 0.60Þ. We want to know the optimal factor set (Ψ OFS ) for each image to be deinterlaced (Table 1) . We assume the method with Ψ OFS tells the optimal result because Ψ OFS is obtained from self-image trained parameter. Therefore the method with Ψ OFS gives the best performance for each image, although it is infeasible. 
Training and Tuning for Optimal Window Size
Determining the size of N is another important issue to solve in order to achieve a satisfactory deinterlacing performance. The effect of varying N is illustrated in Fig. 4 , where the number of pixels in the region N is determined as 2s × ð2s þ 1Þ. Achieving satisfactory image quality in a real-time display is important. The trade-off between the central processing unit (CPU) time and the visual quality (PSNR) of the image Pepper when N is varied shown in Fig. 5 . It is widely assumed that if additional data is considered, we may obtain a more accurate estimation of the interpolated pixel. However, better performance cannot be achieved simply by considering an unnecessary amont of data or unnecessarily increasing N. As N increases, the CPU time increases monotonically as shown in Fig. 5(b) . However, the PSNR remains nearly stationary for all points, as shown in Fig. 5(a) . Therefore, it is very important to determine the optimal N, which significantly effects the CPU time.
Experimental Results
A simulation was performed using standard test 512 × 512 images Lena, Boat, Pepper, Finger, Baboon, Zelda, and Man in order to verify the superiority of the proposed method compared to the existing algorithms (LA, ELA, EELA, MELA, LCID, and EMD). We assessed the objective performance in terms of PSNR and CPU time in addition to the subjective performance, which is a widely adopted criterion in the literature. Our experiment was carried out on an Intel Core 2 Duo CPU E8500 at 3.16 GHz with s set to 1. Table 2 summarizes the PSNR and computational time results for different images for the different intra-field deinterlacing methods. Table 3 shows the PSNR for OFS. As described in Section 2, the GFS as Ψ GFS ðσ s ; σ c Þ ¼ ð23; 0.60Þ and OFS was determined as shown Table 1 . The proposed algorithm exhibited the best PSNR and the shortest CPU time when compared to the other methods. The average PSNR using Ψ GFS ðσ s ; σ c Þ and Ψ OFS ðσ s ; σ c Þ was improved up to 0.250 dB and 0.334 dB, respectively, when compared with MELA. Note that the result obtained with Ψ OFS ðσ s ; σ c Þ is infeasible just for comparing with our proposed GFS case. Obviously, GFS does not show better performance than OFS in PSNR; however, the difference between GFS (trained by 24 Kodak images) and OFS (self-trained factor set) is pretty small (¼0.094 dB). This tells the image set for training process does not affect serious performance degradation. Namely, our proposed algorithm can obtain good PSNR with fixed factor set. In terms of CPU time, our algorithm required only 30% of the complexity of other MELAs. Except for the simplest method (LA), our method required the least CPU time.
For the subjective performance evaluation in terms of the visual effect of the resulting images, we also show part of the perceived image quality of Baboon in Fig. 6 . It is apparent from Fig. 6 that the proposed method results in an improved visual quality in terms of the details of the fur compared to the other methods. The LA required the least CPU time and yielded good PSNR results. However, LA had a poor subjective performance, as shown in Fig. 6(c) , due to the lack of edge direction information. ELA and EELA consider three directions and inaccurate edge detections led to image degradation, as shown in Fig. 6(d) and Fig. 6(e) . MELA and LCID take into account more directions than ELA or EELA; however, the limitation of candidate directions resulted in some truncation in fur [ Fig. 6(f) and Fig. 6(g) ]. EMD yielded results similar to those of MELA and LCID, as shown in Fig. 6(h) . In contrast, our proposed method successfully adapted to the image, resulting in enhanced visual quality when compared to other methods, as shown in Fig. 6 (i) and 6(j). These results indicate that the proposed method is superior to other intra-field deinterlacing methods in terms of objective and subjective qualities and has low complexity.
Conclusions and Future Work
In this paper, we proposed an adaptive deinterlacing method with consideration of both the closeness and similarity between the interpolated pixel and the low resolution neighbor pixels. Additionally, we identified the optimal N by considering both the PSNR and CPU time. Our proposed method has a superior performance when compared to conventional methods in both objective and subjective analyses. Since deinterlacing is a real-time application, the CPU time is another important issue.
The proposed algorithm yielded two different PSNR results: One was obtained using an optimal factor set (Ψ OFS ) for each image to be deinterlaced. The other was obtained based on the general factor set (Ψ GFS ) for all the images. We determined that the fixed factor set does not provide the best performance due to differing image characteristics. In future work, we will attempt to design an adaptive factor set with consideration for different image characteristics and features. Wang, Jeon, and Jeong: Efficient adaptive deinterlacing algorithm with awareness of closeness and similarity
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