, we required that a( ; ) be V -elliptic and c( ; ) be equivalent to the L 2 -inner product. In this paper, we prove that the condition number of the preconditioned system is bounded from above, independently of the discretization and the penalty parameters, if only the assumptions of the Babu ska-Brezzi theory hold, i.e. i) a( ; ) is elliptic on V 0 := fv 2 V : b(v; q) = 0 8q 2 Mg; ii) b( ; ) ful lls an inf-sup condition and iii) c( ; ) is nonnegative. From these conditions, one can obtain an inf-sup and a sup-sup condition for the bilinear form A((u; p); (v; q)) := a(u; v) + b(v; p) + b(u; q) ? t 2 c(p; q) de ned on the space X := V M c : The proof of the bound of the condition number is based mainly on the interpretation of these inf-sup and sup-sup conditions as providing an estimate for the condition number of A( ; ): Our preconditioning strategy can then be interpreted as introducing a new metric on V M c , i.e. performing a change of basis. Let us point out that a unifying multigrid approach for saddle point problems with a penalty term is developed in Brenner 8] .
Westf alische Wilhelms-Universit at, Institut f ur Numerische und instrumentelle Mathematik, Einsteinstra e 62, 48149 M unster, Germany. Electronic mail address: klawonn@math.uni-muenster.de. Dieser Artikel ist Teil einer geplanten Dissertation an der Mathematisch-Naturwissenschaftlichen Fakult at der Westf alischen Wilhelms-Universit at M unster. This work was supported in part by the U. S. Department of Energy under contract DE-FG02-92ER25127. 1 The outline of the remainder of the paper is as follows. In Section 2, we describe an abstract theory for saddle point problems with a penalty term using the bilinear form A( ; ). As examples, we discuss the Timoshenko beam and the Mindlin-Reissner plate. In Section 3, we analyze the preconditioner discussed in Klawonn 15] , using the results from the previous section and give our condition number estimate.
2. Saddle point problems with a penalty term. In this section, we rst describe an abstract framework for saddle point problems with a penalty term and then give some examples arising in solid mechanics.
2.1. The abstract framework. Let we obtain an equivalent formulation of problem (2) A(x; y) = F(y) 8y 2 X:
We equip X with a new norm. We assume that we have an additional norm on M c , i.e. jjj jjj M ; and introduce the new norm on X by jjjxjjj := kuk V + jjjqjjj M for x = (u; p) 2 X: 
2
All these results are also valid for suitable nite element spaces; see 2.2. We then require, additionally, that the constants in Theorem 1 are independent of h. The continuity assumptions turn into uniform boundedness with respect to h; see e.g. Braess 6 ].
2.2. Examples. We now discuss some problems from solid mechanics that can be treated within this abstract framework. We denote the nite element spaces approximating V and M (resp. M c ) with V h and M h (resp. M h c ). Since we have already treated the pure displacement problem for nearly incompressible materials in Klawonn 15] , we refer to that article for that case.
The notations that are used for the operators and nite element spaces, are collected in Section 4. . Since the problem considered is similar to the Stokes problem, it is also possible to use other elements that are common in uid dynamics, e.g. the Taylor-Hood element; see Huang 14] and also Klawonn 15] . 4 The assumptions of Theorem 1 hold with V :
; M := L 2 ( )=R; M c := H 1 ( )=R: A proof can be found in the references just provided.
It is also possible to use the MITCn-elements, introduced by Brezzi, Bathe, and Fortin in 9]; see also Peisker and Braess 16] .
Finally, we would like to point out that the approach considered in this section is not the only one possible. There are direct approaches that do not use the Helmholtz decomposition; see Arnold Proof: Using the ellipticity ofÂ andĈ, we obtain kB 1=2 xk 2 Proof: The Lemma follows immediately from (4), (5) by changing basis and by applying Lemma 1.
The next theorem follows from the de nition of the condition number in combination with Lemmata 2, 3 and 4.
