Lie groups of real analytic diffeomorphisms are $L^1$-regular by Glockner, Helge
ar
X
iv
:2
00
7.
15
61
1v
1 
 [m
ath
.FA
]  
30
 Ju
l 2
02
0
Lie groups of real analytic diffeomorphisms
are L∞-regular
Helge Glo¨ckner1
Abstract
Let M be a compact, real analytic manifold and Diffω(M) be the Lie
group of all real-analytic diffeomorphisms γ : M → M , which is modelled
on the (DFS)-space g := Γω(TM) of real-analytic vector fields on M .
Let ACL∞([0, 1], G) be the Lie group of all absolutely continuous func-
tions η : [0, 1] → G which are primitives of g-valued L∞-functions in lo-
cal charts. We study flows of time-dependent real-analytic vector fields
on M which are L∞ in time, and their dependence on the time-dependent
vector field. Notably, we show that the Lie group G := Diffω(M) is
L∞-regular in the sense that each [γ] ∈ L∞([0, 1], g) has an evolution
Evol([γ]) ∈ ACL∞([0, 1], G) which is C
∞ in [γ]. We also obtain new
results concerning the continuity and complex analyticity of non-linear
mappings on open subsets of locally convex direct limits.
Classification: 22E65 (primary); 28B05, 34A12, 34H05, 46E30, 46E40.
Key words: diffeomorphism group, real analytic diffeomorphism, real ana-
lytic vector field, time dependence, parameter dependence, absolute continuity,
Carathe´odory solution, regular Lie group, measurable regularity, right-invariant
vector field, holomorphic map, complex analytic map, locally convex direct limit
1 Introduction and statement of main results
For a compact, real analytic manifold M , we study the parameter-dependence
of flows associated with time-dependent real analytic vector fields γ onM which
are L∞ in time, in a global formulation. As the parameter, γ is used.
If E is a sequentially complete locally convex space and p ∈ [0,∞], then primi-
tives
η : [a, b]→ E, t 7→ η(a) +
∫ b
a
γ(t) dt
of Lp-functions γ : [a, b]→ E are called ACLp-functions (the integral being un-
derstood as a weak E-valued integral with respect to Lebesgue measure); see
[41]. If M is a C1-manifold modelled on E (see, e.g., [23]), then a function
η : [a, b]→M is called ACLp if there is a subdivision a = t0 < · · · < tm = b such
that η([tj−1, tj]) is contained in the domain Uφ of a chart φ : Uφ → Vφ ⊆ E ofM
and φ ◦ η|[tj−1,tj ] is an E-valued ACLp -function for all j ∈ {1, . . . ,m} (see [41]).
The ACL1 -functions are also called absolutely continuous ; every ACLp -functions
is absolutely cointinuous. Absolutely continuous solutions to differential equa-
tions are called Carathe´odory solutions ; see [22] for further information, also [21]
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and [41] (or [42] for the classical case of differential equations in Banach spaces
and finite-dimensional spaces). If G is a Lie group modelled on E (as in [38]),
then the set ACL∞([0, 1], G) of all G-valued ACL∞ -maps on [0, 1] is a Lie group
(see [41]). We are interested in the Lie group Diffω(M) of real-analytic diffeo-
morphisms of a compact, real analytic manifold M , as treated in [33], [35], [9]
after previous work of Leslie [36]. It is modelled on the (DFS)-space Γω(TM)
of real-analytic vector fields on M .
Theorem 1.1 If M is a compact, real analytic manifold, the following holds.
(a) For each L∞-map γ : [0, 1]→ Γω(TM), the differential equation
y˙(t) = γ(t)(y(t))
satisfies local existence and local uniqueness of Carathe´odory solutions,
and the maximal Carathe´odory solution ηt0,y0 to the initial value problem
y˙(t) = γ(t)(y(t)), y(0) = y0 is defined on all of [0, 1], for all (t0, y0) ∈
[0, 1]×M . Moreover, ηt0,y0 ∈ACL∞([0, 1],M). Write Fl
γ
t,t0(y0) :=ηt0,y0(t).
(b) For each γ as in (a) and all (t, t0) ∈ [0, 1], the map Fl
γ
t,t0 : M → M is a
real analytic diffeomorphism of M .
(c) The map [0, 1]→ Diffω(M), t 7→ Flγt,0 is absolutely continuous (and actu-
ally an ACL∞-map).
(d) The mapping
L∞([0, 1],Γω(TM))→ ACL∞([0, 1],Diff
ω(M)), [γ] 7→ (t 7→ Flγt,0) (1)
is well defined and C∞.
If G is a Lie group modelled on a locally convex space, then G gives rise to a
smooth left action G × TG → TG, (g, v) 7→ g.v on its tangent bundle TG via
left translation, g.v := Tλg(v) with λg : G → G, h 7→ gh. Let e ∈ G be the
neutral element. If γ : [0, 1]→ g is an Lp-map to the Lie algebra g := TeG of G,
then the initial value problem
y˙(t) = y(t).γ(t), y(0) = e
has at most one Carathe´odory solution η : [0, 1]→ G; the map Evol([γ]) := η ∈
ACLp([0, 1], G) is called the evolution of γ (see [41]. If each γ ∈ Lp([0, 1], g) has
an evolution, then G is called Lp-semiregular. If G is Lp-semiregular and
Evol: Lp([0, 1], g)→ C([0, 1], G)
is smooth as a map to the Lie group C([0, 1], G) of continuous G-valued maps
on [0, 1] (or, equivalently, to the Lie group ACLp([0, 1], G) of G-valued ACLp -
maps), then G is called Lp-regular (see [41]).
Let k ∈ N0 ∪ {∞}. If Evol(γ) exists for each γ ∈ Ck([0, 1], G) and the map
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Ck([0, 1], g) → G, γ 7→ Evol(γ)(1) is smooth, then G is called Ck-regular
(see [19]). The C∞-regular Lie groups (introduced in [38]) are simply called
regular. The following implications hold for a Lie group G modelled on a
sequentially complete locally convex space:
L1-regular⇒ Lp-regular⇒ L∞-regular⇒ C0-regular⇒ Ck-regular⇒ regular
(see [19] and [41]). Regularity is a central concept in infinite-dimensional Lie
theory; see [38], [34], [35], [19], [23], [27], and [40] for further information.
As shown by Hanusch [27], every C0-regular Lie group G is locally µ-convex in
the sense of [19], i.e., for each chart φ : Uφ → Vφ around e with φ(e) = 0 and
continuous seminorm p on the modelling space E of G, there exists a continuous
seminorm q on E such that, for each n ∈ N, the product g1 · · · gn is in Uφ and
p(φ(g1 · · · gn)) ≤
n∑
j=1
q(φ(gj)),
for all g1, . . . , gn ∈ Uφ with
∑n
j=1 q(φ(gj)) < 1. The Trotter Product Formula,
lim
n→∞
(expG(v/n) expG(w/n))
n = expG(v + w) for all v, w ∈ g,
and the Commutator Formula hold in each L∞-regular Lie group G (cf. [21]),
which can be useful, e.g., in representation theory. Subsequent work showed
that C0-regularity suffices for the conclusion [26].
By the preceding, it is interesting to establish as strong regularity properties as
possible for a given class of Lie groups. So far, using tools from [19], it was known
that Diffω(M) is C1-regular. The following theorem implies Theorem 1.1.
Theorem 1.2 For every compact, real analytic manifold M , the Lie group
Diffω(M) is L∞-regular. In particular, Diffω(M) is C0-regular.
To prove Theorem 1.2, we first construct Evol on a zero-neighbourhood in
L∞([0, 1],Γω(TM)), and prove its continuity. The proof of the continuity uses
the following theorem concerning non-linear functions on subsets of locally con-
vex direct limits. It involves global Lipschitz continuity in a strong sense:
Definition 1.3 Let E and F be locally convex spaces and U ⊆ E be a subset.
We say that a function f : U → F is Lipschitz continuous if, for each continuous
seminorm p on F , there exists a continuous seminorm q on E such that
p(f(x)− f(y)) ≤ q(x − y) for all x, y ∈ U .
Theorem 1.4 Let E1 ⊆ E2 ⊆ · · · be locally convex spaces such that each inclu-
sion map En → En+1 is continuous and linear. Give E :=
⋃
n∈NEn the vector
space structure making each En a vector subspace, and endow E with the locally
convex direct limit topology. Let Un ⊆ En be an open convex subset for each
n ∈ N such that U1 ⊆ U2 ⊆ · · · ; then U :=
⋃
n∈N Un is open in E. If F is a
locally convex space and f : U → F a function such that fn := f |Un is Lipschitz
continuous on Un ⊆ En for each n ∈ N, then f is continuous on U ⊆ E.
3
It may be of independent interest that Dahmen’s Theorem (see [6, Theorem A])
can be generalized by means of Theorem 1.4:
Theorem 1.5 Let E1 ⊆ E2 ⊆ · · · be complex locally convex spaces such that
each inclusion map En → En+1 is continuous and linear. Give E :=
⋃
n∈NEn
the complex vector space structure making each En a vector subspace, and en-
dow E with the locally convex direct limit topology, which we assume Hausdorff.
Let Un ⊆ En be an open convex subset for each n ∈ N such that U1 ⊆ U2 ⊆ · · · ;
then U :=
⋃
n∈N Un is open in E. If F is a complex locally convex space and
f : U → F a function such that fn := f |Un is complex analytic on Un ⊆ En for
each n ∈ N, with bounded image fn(Un) ⊆ F , then f is complex analytic.
Dahmen [6] had to assume that each En is a normed space, that the norms are
chosen such that each inclusion map En → En+1 has operator norm ≤ 1, and
that each Un is the open ball in En.
To complete the proof of Theorem 1.1, it remains to show that continuity of Evol
implies its smoothness for an L∞-semiregular Lie group modelled on a sequen-
tially complete locally convex space. An analogous result for C0-semiregular Lie
groups (requiring integral completeness) and related situations was obtained by
Hanusch [27] and adapted to local Lie groups in [23]. We prove the following,
inspired by arguments in [19] and [23]:
Theorem 1.6 Let G be a Lie group modelled on a sequentially complete locally
convex space, with Lie algebra g = TeG. Let p ∈ [1,∞]. If G is L
p-semiregular
and Evol: Lp([0, 1], g)→ C([0, 1], G) is continuous at 0, then G is Lp-regular.
Note that flows for time-dependent analytic vector fields on finite-dimensional
real-analytic manifolds have also been studied in [31]. The global perspective
provided by Theorem 1.1 is complementary to the findings in [31].
If M is a paracompact, finite-dimensional smooth manifold, let Diffc(M) be
the Lie group of all smooth diffeomorphisms φ : M → M which are compactly
supported in the sense that {x ∈ M : φ(x) 6= x} is has compact closure in M
(cf. [37]). It is modelled on the space Γ∞c (TM) of compactly supported smooth
vector fields, endowed with the usual direct limit topology. We mention that
Diffc(M) is L
1-regular and hence Lp-regular for each p ∈ [0,∞] (see [21]). Re-
using the proof of Theorem 1.1, we obtain:
Theorem 1.7 Let M be a paracompact, finite-dimensional smooth manifold
and p ∈ [0,∞]. Then the following holds.
(a) For each Lp-map γ : [0, 1]→ Γ∞c (TM), the differential equation
y˙(t) = γ(t)(y(t))
satisfies local existence and local uniqueness of Carathe´odory solutions,
and the maximal Carathe´odory solution ηt0,y0 to the initial value problem
y˙(t) = γ(t)(y(t)), y(0) = y0 is defined on all of [0, 1], for all (t0, y0) ∈
[0, 1]×M . Moreover, ηt0,y0 ∈ACLp([0, 1],M). Write Fl
γ
t,t0(y0) :=ηt0,y0(t).
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(b) For each γ as in (a) and all (t, t0) ∈ [0, 1], we have Fl
γ
t,t0 ∈ Diffc(M).
(c) For each γ as in (a), the map [0, 1]→ Diffc(M), t 7→ Fl
γ
t,0 is ACLp .
(d) The map Lp([0, 1],Γ∞c (TM))→ACLp([0, 1],Diffc(M)), [γ] 7→ (t 7→ Fl
γ
t,0)
is well defined and smooth.
2 Preliminaries and notation
In the following, N := {1, 2, . . .} and N0 := N ∪ {0}. All topological vector
spaces are assumed Hausdorff. We shall abbreviate “locally convex topological
vector space” as “locally convex space.” If q : E → [0,∞[ is a seminorm on a
vector space E, let Bqε (x) := {y ∈ E : q(y − x) < ε} be the open ball of radius
ε > 0 around x ∈ E. If (E, ‖ · ‖) is a normed space and the norm is understood,
we also write BEε (x) in place of B
‖·‖
ε (x). A locally convex space E is called
sequentially complete if every Cauchy sequence in E converges in E. For ba-
sic concepts and notation concerning calculus and analytic functions in locally
convex spaces, see Appendix A. For vector-valued Lp-functions, vector-valued
absolutely continuous functions and Carathe´odory solutions to differential equa-
tions in locally convex spaces, see Appendix B. All manifolds or Lie groups are
modelled on locally convex spaces which may be infinite-dimensional.
The concepts of Lp-regularity and Lp-semiregularity for a Lie group G were
already explained in the introduction, and need not be repeated. Using L∞rc-
spaces as in B.3, L∞rc-regularity is defined analogously, requiring the existence of
evolutions for [γ] ∈ L∞rc([0, 1], g) and smooth dependence thereon. A right evo-
lution to [γ] ∈ L∞rc([0, 1], g) is an absolutely continuous function η : [0, 1] → G
such that η˙ = [t 7→ γ(t).η(t)] and η(0) = e, using the right action
TG×G→ TG, (v, g) 7→ Tρg(v)
with ρg : G → G, h 7→ hg. Right eveolutions are unique if they exist and we
write Evolr([γ]) := η (see [21]). We shall use the following fact.
Lemma 2.1 Let G be a Lie group modelled on a sequentially complete locally
convex space. The following holds:
(a) [γ] has a right evolution if and only if −[γ] has a left evolution. Then
Evolr([γ]) = Evol(−[γ])−1,
the inverse in the mapping group C([0, 1], G).
(b) G is L∞rc-semiregular if and only if each [γ] ∈ L
∞
rc([0, 1], g) has a right
evolution.
(c) G is L∞rc-regular if and only if each [γ] ∈ L
∞
rc([0, 1], g) has a right evolution
and Evolr : L∞rc([0, 1], g)→ C([0, 1], G) is smooth.
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Proof. (a) is a reformulation of (35) in [21, Lemma 5.12]. (b) and (c) follow
immediately from (a). ✷
2.2 If E is semi-Montel (viz. all bounded subsets are relatively compact) and
all compact subsets of E are metrizable, then L∞(I, E) = L∞rc(I, E), enabling
us to apply results from [17] and [21] to L∞(I, E) which are established there
only for L∞rc(I, E).
2.3 An ascending sequence E1 ⊆ E2 ⊆ · · · of locally convex spaces En is called
a direct sequence of locally convex spaces if En is a vector subspace of En+1 for
each n ∈ N and the inclusion map En → En+1 is continuous linear. We shall
always endow
E :=
⋃
n∈N
En
with the unique vector space structure making each En a vector subspace. The
locally convex direct limit topology on E is the finest (not necessarily Hausdorff)
locally convex vector space topology on E which makes each inclusion map
En → E continuous; we then write E = lim
→
En. If each bounded subset of E
is contained in some En and bounded in En, then E =
⋃
n∈NEn is called
a regular direct limit. If each compact subset of E is contained in some En
and compact in the topology induced by En, then E =
⋃
n∈NEn is called
compact regular. Recall that an (DFS)-space (or Silva space) is a locally convex
spaces E which can be written as E = lim
→
En for a direct sequence of Banach
spaces En, such that all bonding maps En → En+1 are compact operators. If E
is (DFS), then E =
⋃
n∈NEn is barrelled (like every locally convex direct limit
of barreled spaces), Hausdorff, complete, regular, and compact regular (see, [13]
and [14]). Since every bounded set B ⊆ E is bounded in some En, it has
compact metrizable closure in En+1 and hence in E. Notably, E is Montel and
L∞(I, E) = L∞rc(I, E) = lim→
L∞rc(I, En), (2)
using 2.2 and [21, Proposition 8.8 (a)], which is an analogue of Mujica’s Theorem
dealing with continuous functions (as in [39], [43], [44]) for L∞rc-spaces.
3 Proofs for Theorems 1.4 and 1.5
Proof of Theorem 1.4. Given x ∈ U , let us show that f is continuous
at x. We have x ∈ Um for some m ∈ N; after passing to the subsequence
Em ⊆ Em+1 ⊆ · · · , we may assume that x ∈ E1. After replacing Un with
Un − x for each n ∈ N and f with g : U − x → F , g(y) := f(x + y), we may
assume that x = 0. Let p be a continuous seminorm on F and ε > 0. For each
n ∈ N, there exists a continuous seminorm qn on En such that
p(fn(y)− fn(y)) ≤ qn(z − y) for all y, z ∈ Un.
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The ascending union
V :=
⋃
n∈N
n∑
k=1
(
Bqk
ε2−k
(0) ∩ 2−kUk
)
is an open 0-neighborhood in E, as V is convex, 0 ∈ V and V ∩ Em is open
in Em for each m ∈ N. Moreover,
n∑
k=1
2−kUk ⊆
n∑
k=1
2−kUn ⊆ Un for each n ∈ N,
as Un is convex and 0 ∈ Un. If y ∈ V , then y =
∑n
k=1 zk for some n ∈ N and
elements zk ∈ B
qk
ε2−k
(0) ∩ 2−kUk for k ∈ {1, . . . , n}. Abbreviate
yk :=
k∑
j=1
zj for k ∈ {0, 1, . . . , n};
thus y0 = 0 and yn = y. Moreover, {yk−1, yk} ⊆ Uk for all k ∈ {1, . . . , n} and
qk(yk − yk−1) = qk(zk) < ε 2−k. Hence
p(f(y)− f(0)) ≤
n∑
k=1
p(f(yk)− f(yk−1)) =
n∑
k=1
p(fk(yk)− fk(yk−1))
≤
n∑
k=1
qk(yk − yk−1) ≤
n∑
k=1
ε 2−k < ε.
Thus p(f(y)− f(0)) < ε for all y ∈ V , and so f is continuous at 0. 
Proof of Theorem 1.5. Let F˜ be a completion of F such that F ⊆ F˜ . Given
x ∈ U and y ∈ E, the set
W := {z ∈ C : x+ zy ∈ U}
is open in C. Consider h : W → F˜ , z 7→ f(x + zy). There exists n ∈ N such
that x ∈ Un and y ∈ En. Given z0 ∈ W , after increasing n we may assume that
x + z0y ∈ Un. Then x + zy ∈ Un for all z in an open neighbourhood Z of z0
in C, as Un is open in En. Moreover,
d
dz
f(x+ zy) = dfn(x+ zy, y)
exists for all z ∈ Z. In the terminology of [4], we have shown that f : U → F˜
is complex differentiable on U ∩ V for each affine line V ⊆ E. Thus f : U → F˜
is G-analytic in the sense of [4, Definition 5.5], by [4, Proposition 5.5]. Being
G-analytic and continuous, the map f : U → F˜ is complex analytic, by [4,
Theorem 6.1 (i)]. For each x ∈ U and balanced open 0-neighbourhood Y ⊆ E
such that x+ Y ⊆ U , we therefore have
f(x+ y) =
∞∑
k=0
1
k!
δkxf(y),
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using the Gaˆteaux derivatives δkxf : E → F˜ which are F˜ -valued continuous
homogeneous polynomials. For x ∈ U and y ∈ E, pick n ∈ N with x ∈ Un and
y ∈ En; then x+ zy ∈ Un for z ∈ C close to 0 and
δkx+zyf(y) = δ
k
x+zyfn(y) ∈ F
for all k ∈ N0, by a simple induction. Thus each δkf is an F -valued continuous
homogeneous polynomial on E, and thus f : U → F is complex analytic. 
4 Proof of Theorem 1.6
We shall use the following fact (see Lemma 2.18 in [41] and its proof):
4.1 Let X be a topological space, E and F be locally convex spaces and
f : X × E → F be a continuous map such that f(x, ·) : E → F is linear for
each x ∈ X . If a < b are real numbers, p ∈ [1,∞] and η : [a, b]→ X a continu-
ous map, then f ◦ (η, γ) ∈ Lp([a, b], F ) for each γ ∈ Lp([a, b], E) and the map
Lp([a, b], E)→ Lp([a, b], F ), [γ] 7→ [f ◦ (η, γ)]
is continuous and linear.
Another simple lemma is helpful, which uses notation as in A.5.
Lemma 4.2 Let W be an open subset of a locally convex space E and f : W →
M be a continuous map to a C1-manifold M modelled on a locally convex
space F . For (x, y) ∈ TW = W × E, let Ix,y ⊆ R be an open 0-neighbourhood
such that x+ ty ∈W for all t ∈ Ix,y. If
κx,y : Ix,y →M, t 7→ f(x+ ty)
is differentiable at 0 for all (x, y) ∈ W × E and the map
W × E → TM, (x, y) 7→ κ˙x,y(0)
is continuous, then f is C1 and Tf(x, y) = κ˙x,y(0) for all (x, y) ∈W × E.
Proof. Since W can be covered with open subsets whose images under f
are contained in a chart domain, we may assume that f(W ) ⊆ U for a chart
φ : U → V ⊆ E ofM . By A.7, φ ◦ f has all directional derivatives and these are
d(φ ◦ f)(x, y) =
d
dt
∣∣∣
t=0
φ(κx,y(t)) = dφ
(
κ˙x,y(0)
)
and hence continuous in (x, y) ∈ W × E. Thus φ ◦ f is C1 and hence so is f ,
by the Chain Rule for C1-functions, with Tφ(x, y) = Tφ−1
(
T (φ ◦ f)(x, y)
)
=
Tφ−1(Tφ(κ˙x,y(0))) = κ˙x,y(0). ✷
Proof of Theorem 1.6. Since G is Lp-regular, Lp([0, 1], g) can be made a
group with neutral element [0] and group multiplication given by
[γ]⊙ [η] := [Ad(Evol([η]))−1.γ] + [η]
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(in view of [41, Lemma 4.6]), we can proceed as in [21, Definition 5.34]). By 4.1,
the right translation
ρ[η] : E([0, 1], g)→ E([0, 1], g), [γ] 7→ [γ]⊙ [η]
is a continuous affine linear map for each [η] ∈ E([0, 1], g) and hence a homeo-
morphism (and C∞-diffeomorphism), as also its inverse is a right translation.
For β := Evol([η]), the right translation
ρβ : C([0, 1], G)→ C([0, 1], G), ζ 7→ ζβ
is continuous. Since Evol is continuous at 0, we deduce from
Evol = ρβ ◦ Evol◦ ρ[η]−1
that Evol:Lp([0, 1], g)→C([0, 1], G) is continuous at [η]. Thus Evol is continuous.
Let φ : U → V be a C∞-diffeomorphism from an open e-neighbourhood U ⊆ G
onto an open 0-neighbourhood V ⊆ g such that φ(e) = 0 and dφ|g = idg. Let
Y ⊆ U be an open identity neighbourhood such that Y = Y −1 and Y Y ⊆ U .
Then Z := φ(Y ) ⊆ V is an open 0-neighbourhood. The map
µ : Z × Z → V, (x, y) 7→ φ(φ−1(x)φ−1(y))
is smooth. The set C([0, 1], Z) is an open 0-neighbourhood in C([0, 1], g); the
set C([0, 1], Y ) is an open identity neighbourhood in C([0, 1], G), and the map
Φ: C([0, 1], Y )→ C([0, 1], Z), η 7→ φ|Y ◦ η
is a C∞-diffeomorphism (see [16]). Since Evol: Lp([0, 1], g) → C([0, 1], G) is
continuous and takes [0] to the constant function e, there exists an open 0-
neighbourhood Ω ⊆ Lp([0, 1], g) with Evol(Ω) ⊆ C([0, 1], Y ). For each [ζ] ∈ Ω,
the function Evol([ζ]) : [0, 1]→ G is absolutely continuous with Evol([ζ]) = [t 7→
Evol([ζ]).ζ(t)]. Using B.5, we see that θ := φ ◦Evol([ζ]) : [0, 1]→ g is absolutely
continuous with (φ ◦ Evol([ζ]))′ = [t 7→ d2µ(θ(t), 0, ζ(t))]. Thus
θ(t) =
∫ t
0
θ′(s) ds =
∫ t
0
d2µ(θ(s), 0, ζ(s)) ds for all t ∈ [0, 1]. (3)
We now show that the directional derivative d(Φ ◦ Evol |Ω)(0, [γ]) exists in
C([0, 1], g) and is given by
d
dτ
∣∣∣
τ=0
Φ(Evol(τ [γ])) =
∫ 1
0
γ(t) dt, (4)
for each γ ∈ Lp([0, 1], g). There is ρ > 0 such that τ [γ] ∈ Ω for all τ ∈ ]−ρ, ρ[.
Applying (3) with τγ in place of ζ, we obtain
φ(Evol(τ [γ])(t)) = τ
∫ t
0
d2µ(θτ (s), 0, γ(s)) ds for all t ∈ [0, 1],
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with θτ := φ ◦ Evol(τ [γ]). The function
f : Z × g→ g, (x, y) 7→ d2µ(x, 0, y)− y
is smooth and I : Lp([0, 1], g)→ C([0, 1], g), [ζ] 7→ I([ζ]) with
I(ζ)(t) =
∫ t
0
ζ(s) ds
is continuous linear. For 0 6= τ ∈ ]−ρ, ρ[, using φ ◦ Evol(0) = 0 we see that
∆τ :=
φ ◦ Evol(τ [γ])− φ ◦ Evol(0)
τ
− I([γ]) =
Evol(τγ)
τ
− I([γ])
satisfies
∆τ (t)=
∫ t
0
d2µ(φ(Evol(τγ)(s)), γ(s)) − γ(s) ds=
∫ t
0
f(φ(Evol(τγ)(s)), γ(s)) ds.
Let q be a continuous seminorm on g. To establish (4), we show that
q(∆τ (t))→ 0 as τ → 0,
uniformly in t ∈ [0, 1]. The map f is C2. Since f(x, ·) : g → g is linear for
each x ∈ Z, we have f(x, 0) = 0. Since µ(0, y) = y for each y ∈ Z, we have
d2µ(0, 0, y) = y for each y ∈ g and hence f(0, y) = 0. Now standard arguments
using Taylor’s Theorem show that there exists a 0-neighbourhood X ⊆ Z, a
0-neighbourhood O ⊆ g and continuous seminorms q1, q2 on g such that
q(f(x, y)) ≤ q1(x)q2(y) for all (x, y) ∈ X ×O
(see [23, Lemma 1.6.28]). Due to the linearity in the second argument, we may
assume that O = g. Let ε > 0. By continuity of Evol, there exists δ ∈ ]0, ρ] with
φ ◦ Evol(τ [γ]) ∈ C([0, 1], X ∩Bq1ε (0)) for all τ ∈ ]−δ, δ[.
For all 0 6= z ∈ ]−δ, δ[, we deduce that
q(∆τ (t)) ≤
∫ t
0
q(f(φ(Evol(τ [γ])(s), γ(s))) ds
≤
∫ t
0
q1(φ(Evol(τ [γ])(s))︸ ︷︷ ︸
<ε
q2(γ(s)) ds
≤ ε ‖q2 ◦ γ‖L1 ≤ ε ‖q2 ◦ γ‖Lp = ε ‖[γ]‖Lp,q2 ,
using Ho¨lder’s inequality for the last estimate. As the right hand side is in-
dependent of t ∈ [0, 1] and can be made arbitrarily small, the desired uniform
convergence of q ◦∆τ is established.
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Since Evol is a homomorphism of groups from (Lp([0, 1], g),⊙) to C([0, 1], G)
with pointwise multiplication, for each [η] ∈ Lp([0, 1], g) we have
Evol |Ω[η] = ρEvol([η]) ◦ Evol |Ω ◦ ρ[η]−1 |Ω[η]
on the open set Ω[η] :=ρ[η](Ω)⊆L
p([0, 1], g). As ρ[η]−1 :L
p([0, 1], g)→Lp([0, 1], g)
is an affine-linear homeomorphism and given by
[ζ] 7→ [t 7→ Ad(Evol([η])(t))(ζ(t) − η(t))]
(cf. [21, Definition 5.34] and [41, Lemma 4.6 (i)]), we deduce that
κ[η],[γ](t) := Evol([η] + t[γ]) ∈ C([0, 1], G)
for [γ] ∈ Lp([0, 1], g) and real numbers t close to 0 is differentiable at t = 0, with
κ˙[η],[γ](0) = TρEvol([η])Tφ
−1 ◦
(
0, I(Ad∧ ◦(Evol([η]), γ))
)
,
using the smooth map Ad∧ : G× g→ g, (g, v) 7→ Ad(g)(v). Thus
κ˙[η],[γ](0) = σ
(
TΦ−1
(
0, I(Ad∧ ◦(Evol([η]), γ))
)
,Evol([η])
)
(5)
using the smooth right action T (C([0, 1], G)) × C([0, 1], G) → T (C([0, 1], G)),
(v, β) 7→ Tρβ(v). Since Ad
∧ is linear in the second argument and C∞, the map
C([0, 1], G)× Lp([0, 1], g)→ Lp([0, 1], g), (β, [ζ]) 7→ [Ad∧ ◦(β, ζ)]
is smooth (see [41, Proposition 3.24]). As Evol: Lp([0, 1], g) → C([0, 1], G)
is continuous, (5) shows that κ˙[η],[ζ] ∈ C([0, 1], G) is continuous in ([η], [ζ]) ∈
Lp([0, 1], g)×Lp([0, 1], g). Thus Evol is C1, by Lemma 4.2, with T Evol([η], [ζ]) =
κ˙[η],[ζ] given by (5). If Evol is C
k for some k ∈ N, then the right-hand side of (5),
and hence Evol([η], [ζ]) ∈ C([0, 1], G), is a Ck-function of ([η], ζ]) as before.
Hence Evol is Ck+1. By the preceding inductive argument, Evol is Ck for all
k ∈ N, and thus Evol is C∞. 
Remark 4.3 In Theorem 1.6, the evolution map Evol:Lp([0, 1], g)→C([0, 1], G)
is smooth also with respect to the topology OL1 on L
p([0, 1], g) induced by
L1([0, 1], g) (which is coarser than the usual Lp-topology). In fact, Evol is con-
tinuous with respect to OL1 by the version of [22, Theorem 1.9] described in
[22, Remark 10.21] (as we know from Theorem 1.6 that G is Lp-regular). We
can now repeat the proof of Theorem 1.6 as in the case of an L1-semiregular
Lie group, replacing L1([0, 1], g) with its vector subspace (Lp([0, 1], g),OL1).
5 Local preparations for Theorem 1.2
We prove preparatory results which will be used in the proof of Theorem 1.2.
Throughout this section, we shall use the following notation:
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5.1 Let m ∈ N and let ‖ · ‖ be the maximum norm on Cm given by ‖z‖ :=
max{|z1|, . . . , |zm|} for z = (z1, . . . , zm) ∈ Cm. If zk = xk + iyk for j ∈
{1, . . . ,m} with xk, yk ∈ R, write
Re(z) := (x1, . . . , xm) and Im(z) := (y1, . . . , ym).
Let τ : Cm → Cm, z 7→ z¯ := (z1, . . . , zm) be complex conjugation. For ε > 0,
consider the open subsets Wε := ]−2− ε, 2 + ε[m+ i ]−ε, ε[m and
Vε :=
1
2
Wε =
]
−1−
ε
2
, 1 +
ε
2
[m
+ i
]
−
ε
2
,
ε
2
[m
of Cm. Note that for z = x+ iy ∈Wε with x, y ∈ Rm, we have
‖z‖ ≤ ‖x‖+ ‖y‖ < 2 + 2ε. (6)
Given j ∈ N, we write Lj(Cm,Cm) for the space of all complex j-linear mappings
β : (Cm)j → Cm, endowed with the operator norm given by
‖β‖op := max
‖uj‖≤1
‖β(u1, . . . , um)‖.
We let L0(Cm,Cm) := Cm, endowed with the maximum norm ‖ · ‖.
5.2 For each open set U ⊆ Cm and finite-dimensional complex Banach space
(E, ‖ · ‖E), the space BC(U,E) of bounded continuous functions θ : U → E is a
Banach space with respect to the supremum norm given by
‖θ‖∞ := sup{‖θ(z)‖E : z ∈ U}.
Choosing (E, ‖ · ‖) := (Cm, ‖ · ‖), the vector subspace Holb(U,Cm) of bounded
complex analytic functions is closed in BC(U,Cm) (as complex analyticity is
characterized by Cauchy’s integral formula) and hence a Banach space with
respect to the supremum norm. For let k ∈ N0 ∪ {∞}, let BC
k
C
(U,Cm) ⊆
Ck
C
(U,Cm) be the vector subspace of all θ : U → Cm such that the mapping
θ(j) : U → Lj(Cm,Cm) is bounded for all j ∈ N0 such that j ≤ k. If k < ∞,
then BCk
C
(U,Cm) is a Banach space with respect to the norm given by
‖θ‖BCk := max
j=0,...,k
‖θ(j)‖∞,
using ‖ · ‖op on L
j(Cm,Cm) for j ≥ 1 and ‖ · ‖∞ on L
0(Cm,Cm) = Cm.
Moreover, BC∞
C
(U,Cm) is a Fre´chet space whose locally convex topology is
defined by the seminorms θ 7→ ‖θ‖BCk for all finite k. Compare [45] for the as-
serted completeness properties if k ∈ N∪{∞}; they follow from the observation
that BCk
C
(U,Cm) is a closed topological vector subspace of the corresponding
complete locally convex space BCk(U,Cm) of real differentiable maps treated
in [45]. Finally, endow Hol(U,Cm) := C∞
C
(U,Cm) with the compact-open topol-
ogy (which coincides with the compact-open C∞-topology).
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5.3 For each ε > 0, let Holb(Vε,C
m)R be the set of all θ ∈ Holb(Vε,Cm) such
that θ(Vε ∩Rm) ⊆ Rm and BC∞(Wε,Cm)R be the set of all θ ∈ BC∞C (Wε,C
m)
such that θ(Wε ∩ Rm) ⊆ Rm. Then Holb(Vε,Cm)R is a closed real vector sub-
space of Holb(Vε,C
m) and hence a real Banach space when endowed with the
supremum norm. Similarly, BC∞
C
(Wε,C
m)R is a closed real vector subspace of
BC∞
C
(Wε,C
m) and hence a real Fre´chet space in the induced topology. Finally,
we endow Hol(Wε,C
m)R := {θ ∈ Hol(Wε,Cm) : θ(Wε ∩ Rm) ⊆ Rm} with the
compact-open topology.
5.4 If θ ∈ BC∞(Wε,Cm)R, then θ is Lipschitz continuous with Lipschitz con-
stant ‖θ′‖∞ ≤ ‖θ‖BC1 , since Wε is convex and the map θ
′ is bounded (as a
standard application of the Mean value Theorem).
5.5 If x+ iy ∈Wε with x, y ∈ Rm, then
‖ Im(θ(x+ iy))‖ ≤ ‖θ‖BC1‖y‖.
In fact, using that Im(θ(x)) = 0, the Mean value Theorem shows that
‖ Im(θ(x + iy))‖ = ‖ Im(θ(x+ iy)− θ(x))‖
≤
∫ 1
0
‖ Im(θ′(x+ ity)(iy))‖ dt ≤ ‖θ‖BC1‖y‖
as ‖ Im(θ′(x+ ity)(iy))‖ ≤ ‖θ′(x+ ity)(y)‖ ≤ ‖θ′(x+ ity)‖op‖y‖ ≤ ‖θ‖BC1‖y‖.
5.6 Given an open set U ⊆ Cm, let Holb(Vε, U)R be the set of all θ ∈ Holb(Vε,Cm)R
with closure θ(Vε) ⊆ U . For ε > 0, we let Qε be the set of all functions
γ ∈ L∞rc([0, 1], BC
1
C
(W2ε,C
m)R) such that
sup
t∈[0,1]
‖γ(t)‖BC1 < 1/2. (7)
Then Pε := {[γ] : γ ∈ Qε} is an open subset of L∞rc([0, 1], BC
1
C
(W2ε,C
m)R) (cf.
[17, Lemma 3.14 (a)]).
5.7 Let Wε ⊆ Cm be the closure of Wε. Then
Holb(Vε,Wε)R := {θ ∈ Holb(Vε,C
m)R : θ(Vε) ⊆Wε}
is a closed, convex subset of Holb(Vε,C
m)R with 0 in its interior (whence the
interior is dense). As a consequence, C([0, 1],Holb(Vε,Wε)R) is a closed, convex
subset ofC([0, 1],Holb(Vε,C
m)R) with 0 in its interior (and hence dense interior).
Lemma 5.8 Let notation be as before.
(a) For each ε > 0 and γ ∈ Qε, there exists a unique ζ ∈ C([0, 1],Holb(Vε,Wε)R)
which solves the integral equation
ζ(t) = idVε +
∫ t
0
γ(t) ◦ ζ(t) dt (8)
in Holb(Vε,C
m)R for all t ∈ [0, 1]. We abbreviate Ψ
[γ]
ε := ζ.
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(b) For each ε ∈ ]0, 2], the map
Pε → C([0, 1],Holb(Vε,C
m)R), [γ] 7→ Ψ
[γ]
ε
is C∞ and ‖Ψγ2ε −Ψ
γ1
ε ‖∞ ≤ 2 ‖[γ2]− [γ1]‖L∞,‖·‖BC0 for all [γ1], [γ2] ∈ Pε.
(c) For all ε ∈ ]0, 2] and γ ∈ Qε, we have Ψ
[γ]
ε ∈ ACL∞rc([0, 1],Holb(Vε,C
m)R).
(d) For all ε ∈ ]0, 2] and γ ∈ Qε, the differential equation y′(t) = γ(t)(y(t))
on W2ε satisfies local existence and local uniqueness of Carathe´ordory so-
lutions. For all y0 ∈ Vε, the maximal Carathe´odory solution η0,y0 to the
initial value problem y′(t) = γ(t)(y(t)), y(0) = y0 on W2ε is defined on all
of [0, 1], and takes its values in Wε. Moreover, η0,y0 ∈ ACL∞([0, 1],C
m)
holds and we have η0,y0(t) = Ψ
[γ]
ε (t)(y0) for all t ∈ [0, 1].
(e) For real numbers 0 < δ < ε ≤ 2, let ρ : BC1
C
(W2ε,C
m)R → BC1C(W2δ,C
m)R,
θ 7→ θ|Wδ be the restriction map. Then ρ ◦ γ ∈ Qδ for each γ ∈ Qε, and
Ψ
[ρ◦γ]
δ (t) = Ψ
[γ]
ε (t)|Vδ for each t ∈ [0, 1].
Proof. (a), (b), and (c): The composition map
comp: BC∞C (W2ε,C
m)R ×Holb(Vε,W2ε)R → Holb(Vε,C
m)R, (θ, ζ) 7→ θ ◦ ζ
is smooth as the composition map BC∞(W2ε,C
m)×BC(Vε,W2ε)→ BC(Vε,Cm)
is smooth by [45, Proposition 3.3.10] and we only pass to closed real vector sub-
spaces (cf. [3, Lemma 10.1]). As a consequence, the mapping L∞rc([0, 1], comp)
from L∞rc([0, 1], BC
∞
C
(W2ε,C
m)R) × L
∞
rc([0, 1],Holb(Vε,W2ε)R) to the space
L∞rc([0, 1],Holb(Vε,C
m)R) taking ([γ], [η]) to [comp ◦(γ, η)] is smooth (apply [17,
Proposition 4.1] with a singleton set P ). The map
C([0, 1],Holb(Vε,C
m)R)→ L
∞
rc([0, 1],Holb(Vε,C
m)R), η 7→ [η]
is continuous and linear. Moreover, the operator I : L∞rc([0, 1],Holb(Vε,C
m)R)→
C([0, 1],Holb(Vε,C
m)R determined by
I([γ])(t) :=
∫ t
0
γ(s) ds
(which actually takes values in ACL∞rc([0, 1],Holb(Vε,C
m)R)) is continuous and
linear, with ‖I‖op ≤ 1. Thus
g : Pε × C([0, 1],Holb(Vε,W2ε))R)→ C([0, 1],Holb(Vε,C
m)R),
([γ], η) 7→ idVε +I(L
∞
rc([0, 1], comp)([γ], [η]))
is a smooth map, and so is its restriction f to the smaller convex domain Pε ×
C([0, 1],Holb(Vε,Wε)R). Thus
f([γ], η)(t) = idVε +
∫ t
0
γ(s) ◦ η(s) ds
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in Holb(Vε,C
m)R for each t ∈ [0, 1]. Then f has image in C([0, 1],Holb(Vε,Wε)R)
actually. In fact, given γ ∈ Qε and η ∈ Holb(Vε,Wε)R, let t ∈ [0, 1] and
z = (z1, . . . , zn) ∈ Vε be arbitrary. Then
Re(f([γ], η)(t)(z)) = Re(z) +
∫ 1
0
Re(γ(s)(η(t)(z))) ds
shows that ‖Re(f([γ], η)(t)(z))‖ ≤ ‖Re(z)‖+
∫ t
0
‖γ(s)‖∞ ds ≤ ‖Re(z)‖+ ‖γ‖∞
< 1 + ε/2 + 1/2 < 2 + ε. Using (5.5), (6), and ε ≤ 2, we get
‖ Im(f([γ], η)(t)(z))‖ ≤ ‖ Im(z)‖+
∫ 1
0
‖ Im(γ(s)(η(s)(z)))‖ ds
≤ ‖ Im(z)‖+
∫ 1
0
‖γ‖BC1‖η(s)(z)‖
< ε/2 + (2 + 2ε)/2 < 1 + ε+ ε/2 ≤ 2 + ε.
Thus, as required,
f([γ], η)(t)(z) ∈Wε ⊆Wε. (9)
By the preceding, f([γ], ·) is a self-map of the closed, convex subset
C([0, 1],Holb(Vε,Wε))R)
with non-empty interior in the Banach space C([0, 1],Holb(Vε,C
m)R). We show
that f([γ], ·) is a contraction with Lipschitz constant ≤ 1/2. In fact, for η1, η2 ∈
C([0, 1],Holb(Vε,Wε)R), we have for all t ∈ [0, 1] and z ∈ Vε that
‖f([γ], η2)(t)(z)− f([γ], η1)(t)(z)‖ ≤
∫ t
0
‖γ(s)(η2(s)(z))− γ(s)(η1(s)(z))‖ ds
≤
∫ t
0
‖γ′‖∞‖η2(s)(z)− η1(s)(z)‖ ds
≤ ‖γ′‖∞‖η2 − η1‖∞ ≤ 1/2 ‖η2 − η1‖∞,
using the Lipschitz constant from 5.4 and the estimate ‖η2(s)(z)− η1(s)(z)‖ ≤
‖η2(s)−η1(s)‖∞ ≤ ‖η2−η1‖∞. Passing to the suprema in z and in t, we deduce
that ‖f([γ], η2)− f([γ], η)‖∞ ≤ 1/2 ‖η2 − η1‖∞, as asserted.
The theorem on smooth parameter dependence of fixed points (see [23, Propo-
sition 2.3.27 (a)]) now shows that f([γ], ·) has a unique fixed point Ψ
[γ]
ε := ζ in
C([0, 1],Holb(Vε,Wε)R), which dependes smoothly on [γ] ∈ Pε. Since I takes
values in ACL∞rc -functions, we have ζ = f([γ], ζ) ∈ ACL∞rc([0, 1],Holb(Vε,C
m)R).
Finally, for all γ1, γ2 ∈ Qε note that
‖f([γ2], η)(t)(z)− f([γ1], η)(t)(z)‖ ≤
∫ t
0
‖γ2(s)(η(s)(z)) − γ1(s)(η(s)(z))‖ ds
≤ ‖γ2 − γ1‖∞
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for all η ∈ C([0, 1],Holb(Vε,Wε)R), t ∈ [0, 1] and z ∈ Vε, as the integrand
is bounded by ‖γ2(s) − γ1(s)‖∞ ≤ ‖[γ2] − [γ1]‖L∞,‖·‖BC0 for almost all s.
Passing to the suprema in z and t, we obtain ‖f([γ2], η) − f([γ1], η)‖∞ ≤
‖[γ2]− [γ1]‖L∞,‖·‖BC0 , showing that f(·, η) is Lipschitz from Qε with metric
([γ1], [γ2]) 7→ ‖[γ]2 − [γ1]‖L∞,‖·‖BC1
to the Banach space C([0, 1],Holb(Vε,C
m)R), with Lipschitz constant 1. Now
the theorem on Lipschitz parameter dependence of fixed points (see [23, Propo-
sition 2.3.26 (b)]) shows that Ψ
[γ]
ε is Lipschitz continuous in [γ] with
‖Ψ[γ2]ε −Ψ
[γ1]
ε ‖∞ ≤
1
1− 1/2
‖[γ2]− [γ1]‖L∞,‖·‖BC0
for all [γ1], [γ2] ∈ Pε.
(d) By 5.4, the function [0, 1] ×W2ε → Cm, (t, y) 7→ γ(t)(y) satisfies an L1-
Lipschitz condition in the sense of [21, Definition 10.1] (corresponding also to
[42, Definition 22.36]). Hence y′(t) = γ(t)(y(t)) satisfies local uniqueness of
solutions (see [21, Proposition 10.5] and local existence (see [42, 30.9]).
Let y0 ∈ Vε. Since ζ := Ψ
[γ]
ε ∈ ACL∞rc([0, 1],Holb(Vε,C
m)R) and the evalua-
tion map evy0 : Holb(Vε,C
m)R → C
m, θ 7→ θ(y0) is continuous and real linear,
we have h := evy0 ◦Ψ
[γ]
ε ∈ ACL∞rc([0, 1],C
m) = ACL∞([0, 1],C
m). Moreover,
applying evy0 to the integral equation at time t ∈ [0, 1], we get
h(t) = evy0(ζ(t)) = y0 +
∫ t
0
evy0(γ(s) ◦ ζ(s)) ds = y0 +
∫ t
0
γ(s)(h(s)) ds,
showing that h is a Carathe´odory solution to the initial value problem y′(t) =
γ(t)(y(t)), y(0) = y0. Thus η0,y0 = h ∈ ACL∞([0, 1],C
m). Moreover, η0,y0(t) =
ζ(t)(y0) = f([γ], ζ)(t)(y0) ∈ Wε, by (9).
(e) Given γ ∈ Qε, we have ρ◦γ = L∞rc([0, 1], ρ)(γ) ∈ L
∞
rc([0, 1], BC
1
C
(W2δ,C
m)R).
Since ‖(ρ ◦ γ)(t)‖BC1 = ‖γ(t)|W2δ‖BC1 ≤ ‖γ(t)‖BC1 for all t ∈ [0, 1], we have
sup
t∈[0,1]
‖(ρ ◦ γ)(t)‖BC1 ≤ sup
t∈[0,1]
‖γ(t)‖BC1 < 1/2
and thus ρ ◦ γ ∈ Qδ. Given y0 ∈ Vδ, both of the maps t 7→ Ψ
[ρ◦γ]
δ (t)(y0) and
t 7→ Ψ
[γ]
ε (t)(y0) are Carathe´odory solutions to y
′(t) = γ(t)(y(t)), y(0) = y0 on
W2ε and hence coincide (by local uniqueness in (d) and [22, Lemma 3.2]). Thus
Ψ
[ρ◦γ]
δ (t)(y0) = Ψ
[γ]
ε (t)(y0) for all t ∈ [0, 1] and y0 ∈ Vδ. ✷
We write BC
m
δ (0) for balls around 0 with respect to the maximum norm on C
m.
Lemma 5.9 Let r > 0 and α : Ω → Wr be a complex analytic function on an
open subset Ω ⊆ TWr =Wr ×Cm with Wr × {0} ⊆ Ω such that α(z, 0) = z for
all z ∈Wr and
θ : Ω→Wr ×Wr , (z, w) 7→ (z, α(z, w))
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has open image and is a complex analytic diffeomorphism onto the image. More-
over, assume that α(z, ·)′(0) = idCm for each z ∈Wr. Let ε ∈ ]0, r[. Then there
exists δ0 > 0 such that Wε × BC
m
δ0
(0) ⊆ Ω and, for each open subset U ⊆ Wε
and δ ∈ ]0, δ0], the open set θ(U ×BC
m
δ (0)) contains the open subset⋃
z∈U
({z} ×BC
m
δ/2(z)) of Wr ×Wr.
Thus θ−1(z, w) ∈ U ×BC
m
δ (0) for all (z, w) ∈ U ×C
m such that ‖w− z‖ < δ/2.
Proof. The map h : Ω→ [0,∞[, (z, w) 7→ ‖α(z, ·)′(w) − idCm ‖op is continuous
and h(z, 0) = 0 for all z ∈Wε. Thus Wε × {0} is a compact subset of the open
set h−1([0, 1/2[). By the Wallace Lemma, there is an open subset A ⊆Wr with
W ε ⊆ A and an open 0-neighbourhood B ⊆ C
m such that A×B ⊆ h−1([0, 1/2[).
There exists δ0 > 0 such that B
C
m
δ0
(0) ⊆ B. Then
Wε ×B
C
m
δ0 (0) ⊆ A×B ⊆ h
−1(([0, 1/2[).
Define αz : B
C
m
δ0
(0) → Cm for z ∈ Wε via αz(w) := α(z, w). Then αz is com-
plex analytic and ‖α′z(w) − idCm ‖op ≤ 1/2 for all w in the convex open set
Q := BC
m
δ0
(0), whence αz − id |Q is Lipschitz with Lipschitz constant 1/2. By
the Quantitative Inverse Function Theorem (see [23, Theorem 2.3.32], also [18,
Lemma 6.1 (a)]), this entails that
αz(B
C
m
δ (0)) ⊇ B
C
m
δ/2(αz(0)) = B
C
m
δ/2(z) for all δ ∈ ]0, δ0].
If U ⊆ Wε is an open subset and δ ∈ ]0, δ0], then α(U × BC
m
δ (0)) is open
in Wr × Cm since α is a homeomorphism onto its open image. Moreover,
α(U ×BC
m
δ (0)) =
⋃
z∈U αz(B
C
m
δ (0)) ⊇
⋃
z∈U B
C
m
δ/2(z). ✷
Lemma 5.10 The restriction mapping ρ : Holb(Vε,C
m)R → Holb(Vδ,Cm)R,
θ 7→ θ|Vδ is a compact operator, for all real numbers 0 < δ < ε.
Proof. If U ⊆ Cm and W ⊆ U is a relatively compact subset, then the
restriction map
ρW,U : Holb(U,C
m)→ Holb(V,C
m), θ 7→ θ|W
is a compact operator. To see this, let V ⊆ U be a relatively compact, open
subset such that W ⊆ V . The restriction map r : Holb(U,Cm) → BC1C(V,C
m)
is continuous as we can estimate the norm of directional derivatives of functions
θ ∈ Holb(U,Cm) using the Cauchy inequalities. Now consider the inclusion map
j : BC1
C
(V,Cm)→ Hol(V,Cm), which is continuous linear. For the unit ball B in
BC11
C
(V,Cm), the image j(B) is equicontinuous and poinwise bounded, whence
j(B) is relatively compact in C(V,Cm) with the compact-open topology by As-
coli’s Theorem, and hence also in the closed vector subspace Hol(V,Cm). Thus j
is a compact operator. The restriction map R : Hol(V,Cm) → Holb(W,Cm) is
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continuous linear. Hence ρW,U = R ◦ j ◦ r is a compact operator.
Let λ : Holb(Vε,C
m)R → Holb(Vε,Cm) be the inclusion map, which is continu-
ous and linear. By the preceding, ρVδ,Vε ◦λ is a compact operator. As this map
takes its values in the closed real vector subspace Holb(Vδ,C
m)R of Holb(Vδ,C
m),
its corestriction ρ to a map into this vector subspace is compact as well. ✷
6 Preparations concerning Γω(TM)
We discuss generalities concerning the vector space Γω(TM) of real-analytic
vector fields on a compact real-analytic manifold M .
6.1 Let M be a compact real analytic manifold. Since M can be embedded
in RN for some N (see [24]), there exists a real analytic Riemannian metric g
on M . The associated Riemannian exponential map
expg : Ωg →M
(defined on an open neighbourhood Ωg ⊆ TM of the zero-section) is real analytic
and there exists an open neighbourhood Ω ⊆ Ωg of the zero-section such that
α := expg |Ω : Ω→M
is a real analytic local addition in the sense that
(πTM , α) : Ω→M ×M
has open image and is a real-analytic diffeomorphism onto its image. We letM∗
be a complexification of M such that M ⊆ M∗ (see [46] or [24]). After shrink-
ing M∗ if necessary we may assume that
M = {z ∈M∗ : σ(z) = z}
for an antiholomorphic map σ : M∗ →M∗ which is an involution (i.e., σ ◦ σ =
idM∗), see [46]; moreover, we may assume that M
∗ is σ-compact and hence
metrizable. Note that T (M∗) is a complexification of TM . Hence α extends to
a complex analytic map
α∗ : Ω∗ →M∗
on some open subset Ω∗ ⊆ T (M∗) with Ω ⊆ Ω∗ (see, e.g., [8]). After shrink-
ing Ω∗ and Ω, we may assume that the map
(πT (M∗), α
∗) : Ω∗ →M∗ ×M∗
has open image and is a local C∞
C
-diffeomorphism (exploiting the inverse func-
tion theorem), and in fact a C∞
C
-diffeomorphism onto its open image (using
[7, Lemma 4.6]). After replacing Ω∗ with Ω∗ ∩ Tσ(Ω∗), we may assume that
Tσ(Ω∗) = Ω∗. After replacing Ω∗ with the union of its connected components C
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which intersect TM non-trivially, we may assume that each C does so. Since
σ ◦α∗ ◦Tσ and α∗ are complex analytic maps which coincide on Ω∗∩TM , using
the Identity Theorem we deduce that
σ ◦ α∗ ◦ Tσ|Ω∗ = α
∗.
6.2 Let U be the set of all open neighbourhoods U of M in M∗ such that
U = σ(U) and each connected component of U meetsM . We endow the complex
vector space Γ∞
C
(TU) of complex analytic vector fields on U with the compact-
open topology, which turns it into a Fre´chet space (and coincides with the
compact-open C∞-topology). We endow the space
Germ(M,T (M∗)) = lim
→
Γ∞C (TU)
of germs of complex analytic vector fields on open neighbourhoods U ∈ U of M
in M∗ with the locally convex direct limit topology. Each real analytic vector
field X on M extends to a complex analytic vector field X∗ ∈ Γ∞
C
(TU) for
some U ∈ U , whose germ [X∗] around M is uniquely determined by X . In this
way, we obtain an injective real linear map
Γω(TM)→ Germ(M,T (M∗)), X 7→ [X∗];
we endow the space Γω(TM) of real analytic vector fields on M with the ini-
tial topology induced by this map. Whenever convenient, we shall identify
X ∈ Γω(TM) with [X∗]. Thus, we consider Γω(TM) as a vector subspace of
Germ(M,T (M∗)), endowed with the induced topology. Using this identifica-
tion, we have that
Γω(TM) = {[X ] ∈ Germ(M,T (M∗)) : [(Tσ) ◦X ◦ σ−1] = [X ]}. (10)
The mappings Γ∞
C
(TU)→ Γ∞
C
(TU), X 7→ Tσ◦X◦σ−1 are antilinear involutions
for each open set U ∈ U . Via the universal property of the locally convex direct
limit, they induce a continuous antilinear map
Germ(M,T (M∗))→ Germ(M,T (M∗)), [X ] 7→ [Tσ ◦X ◦ σ−1]
which is an involution. We now deduce from (10) that
Germ(M,T (M∗)) = Γω(TM)C
and, for U in the directed set U ,
Γω(TM) = lim
→
Γ∞C (TU)R with
Γ∞
C
(TU)R := {X∈Γ∞C (TU) : Tσ◦X ◦σ
−1= X}={X∈Γ∞
C
(TU) :X(M)⊆TM}.
6.3 We call a sequence U1 ⊇ U2 ⊇ · · · in U a fundamental sequence if, for each
U ∈ U , there exists n ∈ N such that Un ⊆ U . Then {Un : n ∈ N} is cofinal in
(U ,⊇) and thus
Γω(TM) = lim
→
Γ∞C (TUn)R. (11)
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6.4 In the following, we construct a fundamental sequence (Un)n∈N (of the form
Un = Aεn with notation as below) and real Banach spaces En such that
Γ∞C (TU1)R ⊆ E1 ⊆ Γ
∞
C (TU2)R ⊆ E2 ⊆ · · ·
is a direct sequence of locally convex spaces and the inclusion maps En → En+1
are compact operators. As the direct limit of the latter sequence coincides with
that of even and odd terms, respectively, we find that
Γω(TM) = lim
→
Γ∞C (TUn)R = lim
→
En
is a (DFS)-space. Notably, each compact subset of Γω(TM) is a compact subset
of some En and hence also of Γ
∞
C
(TUn+1)R, i.e., also the direct limit (11) is
compact regular.
6.5 For each x ∈M , there exists a chart φx : Yx → Zx ⊆ Cm ofM∗ with x ∈ Yx
such that φx(Yx ∩M) = Zx ∩Rm. After replacing φx with φx − φx(x), we may
assume that φx(x) = 0. After replacing Yx with Yx∩σ(Yx), we may assume that
Yx = σ(Yx); after passage to the union of all connected components C of Yx
which intersect M non-trivially, we may assume that any C has this property.
Recall that τ : Cm → Cm is the complex conjugation. As both of the complex-
analytic functions τ ◦ φx ◦ σ|Yx and φx coincide on M ∩ Yx, we deduce that
τ ◦ φx ◦ σ|Yx = φx. (12)
Notably, Zx = τ(Zx). For some a > 0, we have [−a, a]
m ⊆ Zx; after replacing
φx with
2
aφx, we may assume that
[−2, 2]m ⊆ Zx.
After shrinking Zx and Yx, we may assume that Zx =Wrx (as in 5.1) for some
rx > 0. By compactness of M , there are ℓ ∈ N and x1, . . . , xℓ ∈M with
M =
ℓ⋃
k=1
φ−1xk (]−1, 1[
m).
We now simply write φk := φxk , Yk := Yxk , and Zk := Zxk for k ∈ {1, . . . , ℓ}.
Let r := min{r1, . . . , rℓ}. After shrinking Zk and Yk, we may assume that
Zk =Wr for all k ∈ {1, . . . , ℓ}.
6.6 Let Ωk := (T (φ
−1
k ))
−1(α−1(Yk)) ⊆ TWr =Wr × Cm and define
αk : Ωk →Wr, (z, w) 7→ φk(α(T (φ
−1
k )(z, w))).
Then (Zk ∩ Rm)× {0} ⊆ Ωk. Define
θk : Ωk → Wr ×Wr, (z, w) 7→ (z, αk(z, w)).
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Applying Lemma 5.9 to αk and Ωk in place of α and Ω, with r/2 in place of ε, we
find δk > 0 such that Wr/2×B
C
m
δk
(0) ⊆ Ωk and, for each open subset U ⊆Wr/2
and δ ∈ ]0, δk], the open set θk(U ×BC
m
δ (0)) contains the open subset⋃
z∈U
({z} ×BC
m
δ/2(z)) of Wr ×Wr.
We set δ0 := min{δ1, . . . , δℓ}. Using notation as in 5.1, for each δ ∈ ]0, δ0],
ε ∈ ]0, r] and k ∈ {1, . . . , ℓ} we now have
θk(Vε ×B
C
m
δ (0)) ⊇
⋃
z∈Vε
({z} ×BC
m
δ/2(z)).
6.7 For ε ∈ ]0, r] and k ∈ {1, . . . , ℓ}, define Ak,ε := φ
−1
k (W2ε), Bk,ε := φ
−1
k (Vε),
φk,ε := φk|Ak,ε : Ak,ε →W2ε, ψk,ε := φk|Bk,ε : Bk,ε → Vε,
Aε :=
ℓ⋃
k=1
Ak,ε, and Bε :=
ℓ⋃
k=1
Bk,ε.
Thus Bε ⊆ Aε for each ε. If 0 < ε′ < ε, then Aε′ ⊆ Aε and Bε′ ⊆ Bε. We
have σ(Ak,ε) = σ(φ
−1
k (W2ε)) = φ
−1
k (τ(W2ε)) = φ
−1
k (W2k) = Ak,ε. Likewise,
σ(Bk,ε) = Bk,ε. As a consequence, Aε, Bε ∈ U .
6.8 For each U ∈ U , there exists ε ∈ ]0, r] such that Aε ⊆ U . In fact, Qk :=
φk(U ∩ Yk) is an open subset of W2r which contains [−2, 2]m. The closure Wr
is compact in W2r and (Wr \Qk) ∩
⋂
ε<r/2W2ε = ∅ as
⋂
ε<r/2W2ε = [−2, 2]
m.
Using the finite intersection property, we find εk ∈]0, r] such that W2εk ⊆ Qk.
Let ε := min{ε1, . . . , εℓ}. Then Ak,ε = φ
−1
k (W2ε) ⊆ φ
−1
k (Qk) = U ∩Yk ⊆ U and
thus Aε ⊆ U .
6.9 We let ε1 := min{1, r}. Using 6.8, we can pick a strictly decreasing sequence
(εn)n∈N such that εn → 0 as n→∞ and
Aεn+1 ⊆ Bεn for all n ∈ N.
Then (Aεn)n∈N is a fundamental sequence in U ; we abbreviate Un := Aεn .
6.10 For each n ∈ N, we consider the mappings
Λn : Γ
∞
C (TUn)R →
ℓ∏
k=1
Hol(W2εn ,C
m)R, X 7→ (dφk,εn ◦X ◦ φ
−1
k,ε)
ℓ
k=1
and
λn : Γ
∞
C (TBεn)R →
ℓ∏
k=1
Hol(Vεn ,C
m)R, X 7→ (dψk,εn ◦X ◦ ψ
−1
k,ε)
ℓ
k=1,
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which are real linear and topological embeddings (homeomorphisms onto the
image). The image of Λn is the closed vector subspace Sn consisting of all
(θ1, . . . , θℓ) in the product such that, for all j, k ∈ {1, . . . , ℓ} and x ∈ φj,εn(Aj,εn∩
Ak,εn), we have
θj(x) = θk(φk,εn(φ
−1
j,εn
(x))).
The imageHn of λn is closed and consists of all (θ1, . . . , θℓ) ∈
∏ℓ
k=1 Hol(Vεn ,C
m)R
such that
θj(x) = θk(ψk,εn(ψ
−1
j,εn
(x))) = θj(x) (13)
for all j, k ∈ {1, . . . , ℓ} and x ∈ φj,εn(Bj,εn ∩Bk,εn).
Finally, we let Rn be the closed vector subspace of
∏ℓ
k=1 Holb(Vεn ,C
m)R con-
sisting of all (θ1, . . . , θℓ) therein such that (13) holds. Then Rn is a Banach
space. The inclusion map
jn :
ℓ∏
k=1
Holb(Vε,C
m)R →
ℓ∏
K=1
Hol(Vε,C
m)R (14)
is continuous linear and takes Rn into Hn. We give the vector subspace
En := (λn|
Hn)−1(Rn)
of Γ∞
C
(TBεn)R the Banach space structure which makes λn|En : En → Rn an
isometric isomorphism. Since jn|Rn : Rn → Hn is continuous, so is the inclusion
map in : En → Γ∞C (TBεn)R, and we can compose with the continuous linear
restriction map rn from the latter space to Γ
∞
C
(TUn+1)R to get a continuous
linear injective map
En → Γ
∞
C (TUn+1)R.
Using a restriction map in each component, we get a continuous linear map
ρn :
ℓ∏
j=1
Hol(W2εn ,C
m)R →
ℓ∏
j=1
Holb(Vεn ,C
m)R
which takes Sn into Rn. The restriction map
h :
ℓ∏
k=1
Holb(Vεn ,C
m)R →
ℓ∏
k=1
Holb(Vεn+1 ,C
m)R
is a compact operator, by Lemma 5.10. Then also h|Rn is a compact operator.
Hence
κ := ρn+1 ◦ Λn+1 ◦ rn ◦ (λn|En)
−1 : Rn → Rn+1
is a compact operator. In fact, this map is h|Rn , considered as a map to the
closed vector subspace Rn+1 of
∏ℓ
k=1 Holb(Vεn+1 ,C
m)R. Then also the bonding
map
En → En+1
is a compact operator, as it equals (λn+1)
−1|Rn+1 ◦κ◦λn|En . We have therefore
achieved the situation outlined in 6.4.
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7 Proof of Theorem 1.2
Retain the notion from the preceding section.
There is an open 0-neighbourhood V ⊆ Γω(TM) such that
X(M) ⊆ Ω
and
α ◦X ∈ Diffω(M)
for each X ∈ V ,
U := {α ◦X : X ∈ V }
is an open identity neighbourhood in Diffω(M) and the map
ψ : V → U, X 7→ α ◦X
is a C∞-diffeomorphism (cf. [9]). Thus
φ := ψ−1 : U → V
is a chart for DiffCω
R
(M) around idM .
For (εn)n∈N as in the preceding section, choose ε
′
n ∈ ]εn+1, εn[ for each n ∈ N.
Let Λn be as before and
Fn :=
ℓ∏
k=1
BC∞C (W2ε′ ,C
n)R.
The map
ρn :
ℓ∏
k=1
Hol(W2εn ,C
m)R → Fn
which is the restriction map to W2ε′n in each component is continuous linear.
Define a closed vector subspace
Dn ⊆
ℓ∏
k=1
Holb(Vε′n ,C
m)R
an a Banach space structure isomorphic to Dn on a vector subspace E(n) ⊆
γ∞
C
(TBε′n)R in analogy to Rn ⊆
∏ℓ
k=1 Holb(Vε′n ,C
m)R and En in 6.10. Let
βn : En → Γω(TM) be the natural injective continuos linear map, X 7→ X |M .
By 2.3 and 6.4, we have
L∞rc([0, 1],Γ
ω(TM)) = lim
→
L∞rc([0, 1],Γ
∞
C (TUn)R).
Let Q(n) be the set of all γ ∈ Qε′n (as in 5.6) such that, moreover,
sup
t∈[0,1]
‖γ(t)‖BC0 < δ0/4;
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let P (n) := {[γ] : γ ∈ Q(n)} ⊆ Pε′n . and consider P (n)
ℓ as an open convex
0-neighbourhood in
L∞([0, 1],
ℓ∏
k=1
BC∞C (W2ε′n ,C
m)ℓR)
∼= L∞rc([0, 1], BC
∞
C (W2ε′ ,C
m)R)
ℓ;
the identification with the product will be reused presently. Then
On := L
∞
rc([0, 1], ρn ◦ Λn)
−1(P (n)ℓ)
is a convex, open 0-neighbourhood and O1 ⊆ O2 ⊆ · · · .
Given [γ] ∈ On, let us write [ρn◦Λn◦γ] = ([γ1], . . . , [γℓ]) with γ1, . . . , γℓ ∈ Q(n).
The differential equation
y˙(t) = γ(t)(y(t)) (15)
on Aε′n satisfies local existence and local uniqueness of Carathe´odory solutions
as its version in the charts φk,ε′n ,
y˙(t) = γk(t)(y(t)),
does so by Lemma 5.8. Since
‖Ψ
[γk]
ε′n
(t)(y0)− y0‖ = ‖Ψ
[γk]
ε′n
(t)(y0)−Ψ
[0]
ε′n
(t)(y0)‖ ≤ δ0/2
for all y0 ∈ Vε′n by the definition ofQ(n) and the Lipschitz estimate in Lemma 5.8(b),
we can form
ηγ,k(t)(y0) := θ
−1
k (y0,Ψ
[γk]
ε′n
(t)(y0) ∈ B
C
m
δ0 (y0),
see 6.6. Let Flγ be the maximal flow of (15). Let Ψ
[γk]
ε′n
(t) ∈ Holb(Vε′n ,C
m)R be
as in the lemma. Then
Flγt,0(x) = φ
−1
k,ε′n
(Ψ
[γk]
ε′n
(t)(φk,ε′n (x)))
as the vector fields are φk,ε′n -related. As a consequence,
ηγ(t) := (ηγ,1(t), . . . , ηγ,ℓ(t))
is an element ofDn. Note that since θ
−1
k is Lipschitz, also the mapsBC(Vε′n , θ
−1
k )
and C([0, 1], BC(Vε′n , θ
−1
k ) are Lipschitz; combining this with the Lipschitz prop-
erty in Lemma 5.8, we see that [γ] 7→ ηγ ∈ C([0, 1], Dn) is Lipschitz. Moreover,
ηγ : [0, 1]→ Dn is ACL∞ . Hence ζγ := βn ◦ ηγ : [0, 1]→ Γω(TM) is ACL∞ , and
On → Γω(TM), [γ]→ ζγ is Lipschitz. It is also bounded since θ
−1
k is a bounded
function. The functions are also compatible as n increases, and thus
f :
⋃
n∈N
On → Γ
ω(TM), [γ] 7→ ζγ
is continuous, by Theorem 1.4. Then f(L) ⊆ V for some open 0-neighbourhood
L ⊆
⋃
n∈NOn, and now ψ ◦ f |L : L→ Diff
ω(M) is a continuous map. Using the
inclusion map Diffω(M) → Diff(M), which is a smooth group homomorphism
with injective tangent map, and the fact that the right evolution in Diff(M) is
given by flows, we see that ψ(f([γ]) = Evolr([γ]). 
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8 Proofs for Theorems 1.1 and 1.7
To prove Theorem 1.1, abbreviateG := Diffω(M). Let Diff(M) be the Lie group
of all smooth diffeomorphisms of M (see [37], [38], [25]). As the inclusion map
G → Diff(M) is a smooth group homomorphism (see [9]) and the left action
Diff(M) ×M → M , (φ, x) 7→ φ(x) is smooth (cf., e.g., [1, Lemma 1.19 (a) and
Proposition 1.23]), also the left action
Λ: G×M →M, (φ, x) 7→ φ(x)
is smooth. Thus also the right action
σ : M ×G→M, (x, φ) 7→ φ−1(x)
is smooth. As before, we identify g := TeG with Γ
ω(TM) by means of the
isomorphism
TeG→ Γ
ω(TM), v 7→ (Tεx(v))x∈M ,
where εx : G→M , φ 7→ φ(x) is the evaluation at x ∈M (and thus εx = Λ(·, x)).
Using this identification, T evx = TΛ(·, x) corresponds to the evaluation map
Γω(TM)→ TM, X 7→ X(x).
Let [γ] ∈ L∞([0, 1],Γω(M)). Recall that the left and right evolution maps
L∞([0, 1],Γω(M)) → ACL∞([0, 1], G) exist by L∞-regularity, and are related
via
Evol(−[γ]) = Evolr([γ])−1
for [γ] ∈ L∞([0, 1],Γω(M)), using pointwise the inversion j : G → G, g 7→ g−1,
which stisfies Tej = − idg. Now consider the time-dependent fundamental vector
field (−γ)♯ : [0, 1]→ Γω(M), t 7→ (−γ(t))♯ associated with −γ, given by
(−γ(t))♯(x) := (Tσ(x, ·))(−γ(t)) = (Tσ(x, ·) ◦ j)(γ(t)) = (TΛ(·, x)(γ(t))
= γ(t)(x) for t ∈ [0, 1] and x ∈M .
Thus (−γ)♯ = γ. By [22, Theorem 10.19], the differential equation y˙(t) =
(−γ(t))♯(y(t)) = γ(t)(y(t)) on M satisfies local existence and local uniqueness
of Carathe´odory solutions, maximal solutions are defined on all of [0, 1], and the
corresponding flow is given by
Flγt,t0(y0) = Fl
(−γ)♯
t,t0 (y0) = σ(y0,Evol(−[γ])(t0)
−1 Evol(−[γ])(t))
= Evol(−[γ])(t)−1(Evol(−[γ])(t0)(y0))
= Evolr([γ])(t)(Evolr([γ])(t0)
−1(y0))
for y0 ∈M and t, t0 ∈ [0, 1]. Thus
Flγt,0(y0) = Evol
r([γ])(t)(y0)
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for all t ∈ [0, 1] and y0 ∈M , and thus
Flγt,0 = Evol
r([γ])(t)
which is an Diffω(M)-valuedACL∞ -function in t ∈ [0, 1] which depends smoothly
on [γ]. By the preceding, given t0 ∈ [0, 1] and y0 ∈ M , we have Fl
γ
t,t0 =
evz0(Evol
r([γ])(t)) for all t ∈ [0, 1], if we set z0 := (Evol
r([γ])(t0))
−1(y0). Since
Evolr([γ]) is ACL∞ and evz0 is C
∞, using B.5 this implies that t 7→ Flγt,t0(y0) =
ηt0,y0(t) is an ACL∞ -function. This completes the proof. 
Proof of Theorem 1.7. Let G :=Diffc(M). The left action Λ:G×M→M ,
(φ, x) 7→ φ(x) is smooth. Thus also the right action σ : M × G → M ,
(x, φ) 7→ φ−1(x) is smooth. Using [21, Lemma C.4], we identify g := TeG with
Γ∞c (TM) by means of the isomorphism TeG → Γ
ω(TM), v 7→ (Tεx(v))x∈M ,
where εx : G→M , φ 7→ φ(x) is the evaluation at x ∈M (and thus εx = Λ(·, x)).
Using this identification, T evx = TΛ(·, x) corresponds to the evaluation map
Γω(TM)→ TM , X 7→ X(x). We can now repeat the remainder of the proof of
Theorem 1.1, replacing the symbol L∞ with Lp and Γω with Γ∞c . 
A Calculus in locally convex spaces
We record our conventions and notation concerning Ck-maps and analytic maps
between open subsets of locally convex spaces, and the corresponding manifolds.
A.1 If E and F are locally convex spaces over K ∈ {R,C} and f : U → F is an
F -valued function on an open subset U ⊆ E, we write
df(x, y) := Dyf(x) :=
d
dt
f(x+ ty) := lim
t→0
1
t
(f(x+ ty)− f(x))
for the directional derivative of f at x ∈ U in the direction y ∈ E, if it exists
(with 0 6= t ∈ K such that x+ ty ∈ U). Given k ∈ N0 ∪{∞}, we say that a map
f : U → F is Ck
K
if d (0)f := f is continuous, the directional derivative
d (j)f(x, y1, . . . , yj) := (Dyj · · ·Dy1f)(x)
exists in F for all j ∈ N with j ≤ k and all (x, y1, . . . , yj) ∈ U × Ej , and the
mappings d (j)f : U × Ej → F so obtained are continuous. Then
f (j) : Ej → F, (y1, . . . , yj)→ d
(j)f(x, y1, . . . , yj)
is continuous and symmetric j-linear over K, for each x ∈ U . If K = R, we also
write Ck in place of Ck
R
. The C∞
R
-maps are also called smooth. This approach
to calculus in locally convex spaces, which goes back to [2], is known as Keller’s
Ckc -theory [32]. We refer to [15], [23], [25], [38], and [40] for introductions to this
approach to calculus, cf. also [3]. For the corresponding concepts of manifolds
and Lie groups modelled on a locally convex space, see [15], [23], and [40]. If
M is a Ck
K
-manifold modelled on a locally convex space with k ∈ N ∪ {∞}, we
26
let TM be its tangent bundle and write TxM for the tangent space at x ∈ M .
If V is an open subset of a locally convex space E over K, we identify TV
with V × E, as usual. If f : M → N is a Ck
K
-map between Ck
K
-manifolds, we
write Tf : TM → TN for its tangent map and define T jM := T (T j−1M) and
T jf := T (T j−1f) : T jM → T jN for all j ∈ N : 0 such that j ≤ k. In the case
of a Ck
K
-map f : M → V ⊆ E, we write df for the second component of the
tangent map Tf : TM → TV = V × E.
A.2 IfM and N are Ck
K
-manifolds modelled on locally convex spaces, we endow
the set Ck
K
(M,N) of all Ck
K
-maps from M to N with the compact-open Ck-
topology, which is initial with respect to the maps
T j : Ck(M,N)→ C(T jM,T jN), f 7→ T jf
for j ∈ N0 such that j ≤ k, where C(T jM,T jN) is endowed with the compact-
open topology. If π : E →M is a Ck-vector bundle, we endow the space Γk(E)
of Ck-sections with the topology induced by Ck
K
(M,E), which makes it a locally
convex space over K (see [23]).
A.3 If E and F are locally convex spaces over K ∈ {R,C} and f : U → F
is an F -valued function on a convex (or locally convex) subset U ⊆ E with
dense interior U0, we say that f is Ck
K
if d (0)f := f is continuous, f |U0 is C
k
K
and d (j)(f |U0) : U
0 × Ej → F has a (necessarily unique) continuous extension
d (j)f : U×Ej → F for all j ∈ N such that j ≤ k (see [23] for more information).
A.4 Let E1, E2, and F be locally convex spaces over K ∈ {R,C}. Let U1 ⊆ E1
and U2 ⊆ E2 be open subsets and f : U1 × U2 → F an C1K-map. Then
df((x1, x2), (y1, y2)) = d1f(x1, x2; y1) + d2f(x1, x2; y2)
for all (x1, x2) ∈ U1 × U2 and (y1, y2) ∈ E1 × E2, where
d1f(x1, x2, y1) := d(f(·, x2))(x1, y1)
and d2f(x1, x2, y2) := d(f(x1, ·))(x2, y2), see [23, Proposition 1.2.8].
See [22, 2.3] for the following fact:
A.5 Let E and F be locally convex spaces, U ⊆ E be open and f : U → F
be a C1-map. If I ⊆ R is a non-degenerate interval, η : I → E a function with
η(I) ⊆ U and t0 ∈ I such that the derivative η′(t0) exists, then also (f ◦ η)′(t0)
exists and (f ◦ η)′(t0) = df(η(t0), η
′(t0)). γ
′(t), η˙(t0)
A.6 Let M be a C1-manifold modelled on a locally convex space E. Let I ⊆ R
be a non-degenerate interval, η : I → M be a continuous map and t0 ∈ I. We
say that η is differentiable at t0 if φ ◦ η : η−1(Uφ) → Vφ is differentiable at t0
for some chart φ : Uφ → Vφ ⊆ E of M such that η(t0) ∈ Uφ. By A.5, the latter
then holds for any such chart, and the tangent vector
η˙(t0) := Tφ
−1((φ ◦ η)(t0), (φ ◦ η)
′(t0)) ∈ Tη(t0)M
is well defined, independent of the choice of φ.
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See [22, 2.5] for the following fact:
A.7 Let f : M → N be a C1-map between C1-manifolds modelled on locally
convex spaces. If I ⊆ R is a non-degenerate interval, t0 ∈ I and η : I →
M a continuous map which is differentiable al t0, then also f ◦ η : I → N is
differentiable at t0 and
(f ◦ η)·(t0) = Tf(η˙(t0)). (16)
A.8 Let E and F be complex locally convex spaces and k ∈ N0. A mapping
p : E → F is called a continuous homogeneous polynomial of degree k if there
exists a continuous k-linear map β : Ek → F such that p(x) = β(x, . . . , x) for all
x ∈ E with k entries x (if k = 0, we mean p(x) = β(0)). A function f : U → F
on an open subset U ⊆ E is called complex analytic if f is continuous and, for
each x ∈ U , there exist continuous homogeneous polynomials pk : E → F of
degree k and an an open neighbourhood V ⊆ U such that
f(y) =
∞∑
k=0
pk(y − x)
in E, pointwise for y ∈ V . A function f : U → F as before is complex analytic if
and only if it is C∞
C
; if F is complete (or at least Mackey complete in the sense
of [35]), then f is complex analytic if and only if f is C1
C
(see [4], [15], and [23]).
A.9 If E and F are real locally convex spaces, a function f : U → F on an open
subset U ⊆ E is called real analytic if there exist an open subset U∗ ⊆ EC =
E ⊕ iE with U ⊆ U∗ and a complex analytic function f∗ : U∗ → FC such that
f∗|U = f (see [15], [23]).
B Absolutely continuous functions in locally
convex spaces and Carathe´odory solutions
We refer to [12] and [41] for background on vector-valued Lp-spaces. For ab-
solutely continuous functions, see [41] and [22] (cf. also [21]); for Carathe´odory
solutions to differential equations, see [21] (cf. also [41] and [21]). We closely
follow [22] and recall some essentials.
B.1 Let λ˜ : B˜(I) → [0,∞] be Lebesgue measure on an interval I ⊆ R. A
mapping γ : I → X to a topological space X is called Lusin measurable if there
exists a sequence (Kj)j∈N of compact subsets Kj ⊆ I such that
(i) The restriction γ|Kj : Kj → X is continuous for each j ∈ N;
(ii) λ1(I \
⋃
j∈NKj) = 0.
See [12] and the references therein for further information, also [41]. If X is
second countable, then a map γ : I → X is Lusin measurable if and only if
γ is measurable as a function from (I, B˜(I)) to (X,B(X)), where B(X) is the
σ-algebra of Borel sets of X (see [12]).
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B.2 If E is a locally convex space, I ⊆ R an interval and p ∈ [1,∞], we write
Lp(I, E) for the vector space of all Lusin measurable mappings γ : I → E such
that ‖γ‖Lp,q := ‖q ◦ γ‖Lp < ∞ for all continuous seminorms q on E. The set
Lp(I, E) of equivalence classes [γ] modulo Lusin measurable functions vanishing
almost everywhere is a locally convex space whose topology is determined by
the seminorms ‖ · ‖Lp given by ‖[γ]‖Lp,q := ‖γ‖Lp,q (see [12]). If γ : I → E is
locally Lp in the sense that γ|[a,b] ∈ L
p([a, b], E) for all a < b with [a, b] ⊆ I,
again we write [γ] for the equivalence class modulo Lusin measurable functions
which vanish almost everywhere.
B.3 Every equivalence class in L∞(I, E) has a representative γ ∈ L∞(I, E)
with bounded image (see [12]). We write L∞rc(I, E) ⊆ L
∞(I, E) for the vector
subspace of all γ whose image γ(I) has compact, metrizable closure γ(I) in E,
and get a corresponding vector subspace L∞rc(I, E) of L
∞(I, E). The representa-
tive can be chosen measurable for the Borel σ-algebras on domain and range [41]
and L∞rc(I, E) can be identified with the locally convex space defined with the
help of such representatives in [21] (which was called L∞(I, E) in [17]).
B.4 If E is sequentially complete, we call η : I → E an ACLp -function if η is
the primitive of some γ : I → E which is locally Lp, i.e.,
η(t) = η(t0) +
∫ t
t0
γ(s) ds
for all t ∈ I and some (and then each) t0 ∈ I, using weak integrals with respect to
Lebesgue measure. Then η′ := [γ] is uniquely determined (cf. [41, Lemma 2.28]).
Using E-valued locally L∞rc-functions instead, we define ACL∞rc -functions. The
ACL1-functions are also called absolutely continuous; each ACLp -function is
absolutely continuous.
B.5 (Chain Rule). Let E and F be sequentially complete locally convex spaces,
U ⊆ E be an open subset, f : U → F a C1-map and η : I → E be an ACLp -
function such that η(I) ⊆ U . Let γ : I → E be a locally integrable function
with η′ = [γ]. Then f ◦ η : I → F is ACLp and
(f ◦ η)′ = [t 7→ df(η(t), γ(t))],
by [41, Lemma 3.7] and its proof. Likewise if η is ACL∞rc .
B.6 If E is a sequentially complete locally convex space, W ⊆ R×E a subset,
f : W → E a function and (t0, y0) ∈ W , we call a function η : I → E on a non-
degenerate interval I ⊆ R a Carathe´odory solution to the initial value problem
y′(t) = f(t, y(t)), y(t0) = y0 (17)
if η is absolutely continuous, t0 ∈ I holds, (t, η(t)) ∈ W for all t ∈ I, and the
integral equation
η(t) = η(t0) +
∫ t
t0
f(s, η(s)) ds (18)
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is satisfied for all t ∈ I, which is equivalent to the condition
γ′ = [t 7→ f(t, γ(t))] and γ(t0) = y0. (19)
Carathe´odory solutions to y′(t) = f(t, y(t)) are solutions to initial value prob-
lems for some choice of (t0, y0) ∈ W .
B.7 Let M be a C1-manifold modelled on a locally convex space and TM be
its tangent bundle, with the bundle projection πTM : TM →M . If γ : I → TM
is a Lusin measurable function on an interval I ⊆ R, we write [γ] for the set of
all Lusin measurable functions η : I → TM such that πTM ◦ γ = πTM ◦ η and
γ(t) = η(t) for almost all t ∈ I.
B.8 LetM be a C1-manifold modelled on a sequentially complete locally convex
space E. For real numbers a < b, consider a continuous function η : [a, b]→M .
If η([a, b]) ⊆ Uφ for some chart φ : Uφ → Vφ ⊆ E, we say that η is absolutely
continuous if φ ◦ η : I → E is so, and let
η˙ := [t 7→ Tφ−1((φ ◦ η)(t), γ(t))]
with γ ∈ L1([a, b], E) such that (φ ◦ γ)′ = [γ]. By B.5, absolute continuity
of η is independent of the choice of φ, and so is η˙. In the general case, we
call η absolutely continuous if [a, b] can be subdivided into subintervals [tj−1, tj ]
such that η([tj−1, tj ]) is contained in a chart domain and η|[tj−1,tj ] is absolutely
continuous. If (η|[tj−1,tj ])
· = [γj ], we let η˙ := [γ] with γ(t) := γj(t) if t ∈ [tj−1, tj [
or j is maximal and t ∈ [tj−1, tj]. If I ⊆ R is an interval, we call a function
η : I →M absolutely continuous if η|[a,b] is so for all a < b such that [a, b] ⊆ I.
We define η˙ = [γ] where γ is defined piecewise using representatives of (η|[a,b])
·
for [a, b] in a countable cover of I.
B.9 Let f : M → N be a C1-map between C1-manifolds modelled on sequen-
tially complete locally convex spaces. Let I ⊆ R be a non-degenerate interval
and η : I →M be absolutely continuous. Let γ : I → TM be a Lusin measurable
function such that πTM ◦ γ = η and η˙ = [γ]. Then f ◦ η : I → N is absolutely
continuous and
(f ◦ η)· = [t 7→ Tf(γ(t))],
as a consequence of B.5.
B.10 If M is a C1-manifold modelled on an sclc-space, W ⊆ R ×M a sub-
set, f : W → TM a function such that f(t, y) ∈ TyM for all (t, y) ∈ W and
(t0, y0) ∈ W , we call a function γ : I → M on a non-degenerate interval I ⊆ R
a Carathe´odory solution to the initial value problem
y˙(t) = f(t, y(t)), y(t0) = y0 (20)
if γ is absolutely continuous, t0 ∈ I holds, (t, γ(t)) ∈ W for all t ∈ I,
γ˙ = [t 7→ f(t, γ(t))], and γ(t0) = y0. (21)
Solutions to the differential equation y˙(t) = f(t, y(t)) are defined analogously.
For terminology and basic facts concerning local existence and local uniqueness
of Carathe´odory solutions, see [22].
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