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AXI-SYMMETRIZATION NEAR POINT VORTEX SOLUTIONS FOR THE
2D EULER EQUATION
ALEXANDRU D. IONESCU AND HAO JIA
Abstract. We prove a definitive theorem on the asymptotic stability of point vortex solutions
to the full Euler equation in 2 dimensions. More precisely, we show that a small, Gevrey
smooth, and compactly supported perturbation of a point vortex leads to a global solution of
the Euler equation 2D, which converges weakly as t → ∞ to a radial profile with respect to
the vortex. The position of the point vortex, which is time dependent, stabilizes rapidly and
becomes the center of the final, radial profile. The mechanism that leads to stabilization is
mixing and inviscid damping.
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1. Introduction
The presence of coherent vortices is a prominent feature in two dimensional fluid flows, such
as viscous flows with high Reynolds number and perfect fluid flows. These vortices are believed
to play an important role in the 2D turbulence theory (see for example [2, 3, 9, 10, 35, 36]). The
stability analysis of vortices is among the oldest problems studied in hydrodynamics, starting
with Rayleigh [41], Kelvin [25], and Orr [40] and continuing to the present day, see for example
[18, 19, 21, 42] and references therein.
To motivate the problem, recall that smooth solutions to the 2D Euler equation are global,
due to the Beale-Kato-Majda criteria (see also [47] for the case of bounded initial data). The
long time behavior of solutions is, however, very hard to understand and describe. Arnold
(see [1]) proved an important criteria for nonlinear stability of some steady states using mono-
tonicity formulae, but the precise dynamics near these solutions are not known. There have
been some attempts in building a theory of “weak turbulence” for the two dimensional Euler
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equation, to explain the appearance of coherent structures, see e.g., chapter 34 of [44]. A pro-
posed mathematical explanation is that generically, the vorticity ω(t) converges weakly but not
strongly as t → ∞. This would explain the local chaos versus global structure phenomenon.
It is an attractive conjecture, but it seems hard to rigorously formulate, let alone prove such
a conjecture. A more realistic approach is to consider the 2D Euler equations in physically
relevant perturbative regimes, which is the problem we consider in this paper.
Vortices are radial solutions of the vorticity equation in 2D, and are stationary under the flow.
Since vortices often self organize and may become the dominant feature in two dimensional
fluid flows, it is important to understand their dynamical properties.
Numerical and physical experiments and formal asymptotic analysis (see [2, 3, 42] and ref-
erences therein) suggest that small perturbations of vortices form spirals around the center of
the vortex and the angle-dependent modes of the vorticity vanish in the weak sense as t→∞,
which leads to “axi-symmetrization” of the vorticity. This has been studied rigorously at the
linearized level around a strictly decreasing vortex profile by Bedrossian–Coti Zelati–Vicol [5],
who established axi-symmetrization of the vorticity and precise rates of decay of the associated
stream function. Coti Zelati and Zillinger [13] studied a similar phenomenon around a class of
degenerate circular flows that include the important class of point vortices.
1.1. Nonlinear asymptotic stability. In this paper we initiate the rigorous study of the full
nonlinear asymptotic stability problem for vortices of the 2D Euler equation. We work with
the simplest class of vortices, called point vortices, which are δ-functions centered at points in
R2. Such solutions (and more generally the so called N−vortex solutions) are models of general
solutions with vorticity concentrated sharply in small neighborhoods, and have been studied
by many authors. See for instance Kirchhoff [26], C.C. Lin [32], see also a recent development
[14], and the book [38] for more references.
To state our main conclusions, consider solutions to the 2D Euler equations of the form
vorticity field = κ δ(P (t)) + ω, velocity field = ∇⊥∆−1δ(P (t)) + u, (1.1)
where κ ∈ R\{0} is the strength of the point vortex, δ(P (t)) is the Dirac mass centered at
P (t) = (P1(t), P2(t)) ∈ R2. We assume that P (t) is not in the support of ω, which will be
satisfied as part of our analysis. Then the perturbation ω, u satisfy the equation
∂tω + U · ∇ω + u · ∇ω = 0, for (x, y, t) ∈ R2 × [0,∞), (1.2)
where
U = ∇⊥∆−1δ(P (t)) = κ
2π
∇⊥ log |(x, y)− P (t)|, (1.3)
and the velocity field u and the stream function ψ are determined through
u = ∇⊥ψ = (−∂yψ, ∂xψ), ∆ψ = ω, for (x, y) ∈ R2. (1.4)
In addition, the center P (t) satisfies the ODE
P ′(t) = ∇⊥ψ(t, P (t)). (1.5)
Denote
c0 :=
∫
R2
ω(t, x, y)dxdy, (1.6)
which is preserved for all times, as long as the support of ω(t) is away from P (t). The equations
(1.2)–(1.5) can be derived rigorously when the vortex P (t) lies outside of the support of ω(t),
3see for example [37]. In our case, this support condition is propagated dynamically by the flow,
as a consequence of the proof of stability.
In this paper we prove axi-symmetrization around a point vortex. More precisely we prove
that small, Gevrey smooth, and compactly supported perturbations symmetrize around the
point vortex whose location changes in time and converges fast as t→∞.
Theorem 1.1. Assume that κ ∈ R\{0}, λ ∈ (0,∞),M ∈ (1,∞), and ω0 ∈ C∞0 (R2) satisfies
the support property suppω0 ⊆ {x ∈ R2 : |x| ∈ [1/M,M ]}. Assume that∫
R2
eλ〈ξ,η〉
1/2 |ω˜0(ξ, η)|2 dξdη ≤ ǫ2, (1.7)
for a sufficiently small constant ǫ ≤ ǫ(κ,M, λ). Then there is a unique smooth global solution
(ω,P ) of the system (1.2)–(1.5) such that P (t) stays outside of the support of ω(t) for all t ≥ 0.
Moreover, for some c = c(κ,M, λ) > 0,
|P (t)− P∞| . ǫ e−c〈t〉1/2 , for some P∞ ∈ R2 and all t ≥ 0, (1.8)
and ω(t) converges weakly to a Gevrey-2 regular function ω∞ ∈ C∞(R2) which is radial with
respect to P∞, as t→∞.
In the above P∞ can be determined by the initial data through conservation laws. More
precisely using the conservation of
∫
R2
(x, y)ω(t, x, y) dxdy + κP (t) and
∫
R2
ω(t, x, y) dxdy, we
conclude that P∞ = (κ+ c0)−1
∫
R2
(x, y)ω0(x, y) dxdy assuming without loss of generality P (0)
is the origin.
See also Theorem 1.2 below for a more quantitative statement of our results.
In the inviscid case, this appears to be the first nonlinear asymptotic stability result for
vortices in the plane, with general initial data. In the viscous case, Gallay and Wayne [19]
proved global stability of vortex solutions to the two dimensional Navier-Stokes equations, and
Gallay [18] obtained the enhanced dissipation and axi-symmetrization for the vortex solutions.
The vortex stabilization we prove here has similarities to the inviscid damping near Couette
flows in T×R, established in the remarkable paper [4] by Bedrossian-Masmoudi, and extended
to the bounded periodic channel in [22] (see the longer discussion in subsection 1.4 below).
However, the phenomenon of inviscid damping in the case of vortex solutions seems to be
more natural than the inviscid damping near shear flows. Indeed, the mechanism leading to
stability in the neighborhood of vortex solutions is the mixing in the angular variable θ, which
is naturally a periodic variable. On the other hand, for shear flows (b(y), 0) in the domain
T × [−L,L], the stability is due to the mixing in the x direction by the velocity b(y), and
periodicity in x (but not in y) has to be imposed as part of the setup.
1.2. The general inviscid damping problem. The mechanism of axi-symmetrization con-
sidered in this paper, also called “inviscid damping”, has been studied at the linearized level
in many works. For example, in [48] Wei–Zhang–Zhao proved sharp decay estimates for a gen-
eral class of monotone shear flows in a channel. See also a recent refinement [23] where more
precise asymptotics for the stream function was obtained. In [5] Bedrossian-Coti Zelati-Vicol
established sharp linear inviscid damping around vortices with strictly decreasing profile in the
plane. These works, and many others such as [20, 16, 40, 43, 49, 51, 52, 13], provide a rather
complete picture of the linear inviscid damping, under suitably general conditions.
However, the nonlinear asymptotic stability of steady flows is much more subtle and chal-
lenging. So far, the only nonlinear asymptotic stability results are those of Bedrossian and
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Masmoudi [4] for plane Couette flows, and the extension to a finite channel by the authors
[22]. The method introduced in [4] for proving nonlinear asymptotic stability is based on the
use of time dependent imbalanced weights, which are designed carefully to control frequency
dependent resonances. In contrast, the linear stability analysis in [5, 23, 48] is based on the
regularity analysis of resolvents, which, through an oscillatory integral, implies decay in time
of the stream function. It is not clear at the moment whether the linear decay estimates can
be applied to the nonlinear analysis.1
1.3. Adapted polar coordinates and precise results. It is convenient to study (1.2) in
the polar coordinates, re-centered at P (t). Let
(x, y) = P (t) + r(cos θ, sin θ). (1.9)
In (r, θ) coordinate, we set the functions u′r, u′θ, ψ
′, ω′ as follows
ω′(t, θ, r) = ω(t, x, y), ψ′(t, θ, r) = ψ(t, x, y),
u′r(t, θ, r)er + u
′
θ(t, θ, r)eθ = u(t, x, y), er := (cos θ, sin θ), eθ := (− sin θ, cos θ).
(1.10)
Then equation (1.2) can be rewritten as
∂tω
′ − (P ′(t), er)∂rω′ − 1
r
(P ′(t), eθ)∂θω′ +
κ
2πr2
∂θω
′ − ∂θψ
′∂rω′ − ∂rψ′∂θω′
r
= 0, (1.11)
where the stream function ψ′(t, θ, r) can be calculated through
∂2rψ
′ +
1
r
∂rψ
′ +
1
r2
∂2θψ
′ = ω′. (1.12)
In the above,
P ′(t) =
1
2π
∫ ∞
0
∫ 2π
0
(sin θ,− cos θ)ω′(t, θ, r)dθdr. (1.13)
(P ′(t), er), (P ′(t), eθ) are dot products between vectors P ′(t) and the vectors er and eθ.
To state our main theorem we define the Gevrey spaces Gλ,s(T × R) as the space of L2
functions f on T× R defined by the norm
‖f‖Gλ,s(T×R) :=
∥∥eλ〈k,ξ〉s f˜(k, ξ)∥∥
L2(Z×R) <∞. (1.14)
In the above, f˜ denotes the Fourier transform of f in (θ, r) ∈ T × R, s ∈ (0, 1], and λ > 0.
More generally, for any interval I ⊆ R we define the Gevrey spaces Gλ,s(T× I) by
‖f‖Gλ,s(T×I) := ‖Ef‖Gλ,s(T×R), (1.15)
where Ef(r) := f(r) if r ∈ I and Ef(r) := 0 if r /∈ I.
For any function H(θ, r) let 〈H〉(r) denote the average of H in θ. Our main theorem in this
paper is the following:
Theorem 1.2. Assume that β0, ϑ0 ∈ (0, 1/8], κ ∈ (0,∞), and assume ω′0 is smooth initial
data, satisfying the support condition suppω′0 ⊆ T× [ϑ0, 1/ϑ0] and the smallness condition
‖ω′0‖Gβ0,1/2(T×R) = ǫ ≤ ǫ, (1.16)
where ǫ = ǫ(β0, ϑ0, κ) > 0 is sufficiently small. We have the following conclusions.
1See however the recent result [24] which established linear inviscid damping in Gevrey spaces and appears
to be more promising for nonlinear applications. The methods introduced in this paper played an important
role in [24].
5(i) (global regularity) There exists a unique global solution ω′ ∈ C([0,∞) : Gβ1,1/2(T×R)) of
the system (1.11)–(1.13) with initial data ω′(0) = ω′0, where β1 = β1(β0, ϑ0, κ) > 0, such that
suppω′(t) ⊆ T× [ϑ0/2, 2/ϑ0] and |P (t)| < ϑ0/100 for any t ∈ [0,∞).
(ii) (asymptotic stability) There exist Ω∞ ∈ Gβ1,1/2(T × R) and P∞ = (P 1∞, P 2∞) ∈ R2 with
suppΩ∞ ⊆ T× [ϑ0/2, 2/ϑ0] and |P∞| ≤ ϑ0/100 such that∥∥ω′(t, θ + κt/(2πr2) + Φ(t, r), r)−Ω∞(θ, r)∥∥Gβ1,1/2(T×R) . ǫ〈t〉−1, (1.17)
|P (t)− P∞| . ǫ e−β1t1/2 , (1.18)
for any t ≥ 0. Here
Φ(t, r) :=
∫ t
0
〈u′θ〉(τ, r)
r
dτ =
∫ t
0
〈∂rψ′〉(τ, r)
r
dτ. (1.19)
(iii) (control of the velocity field) There exists u′∞ ∈ Gβ1,1/2(R) such that∥∥〈u′θ〉(t, r)− u′∞(r)∥∥Gβ1,1/2(R) . ǫ〈t〉−2. (1.20)
The function u′∞ satisfies the additional properties
∂r(ru
′
∞(r)) = rΩ∞(r), u
′
∞(r) = 0 if r ≤ ϑ0/2, u′∞(r) = c0/(2π) if r ≥ 2/ϑ0. (1.21)
Finally, the velocity field u′ satisfies the pointwise bounds∥∥u′θ(t, θ, r)− 〈u′θ〉(t, r)∥∥L∞(T×R) . ǫ〈t〉−1, (1.22)∥∥u′r(t, θ, r)∥∥L∞(T×R) . ǫ〈t〉−2. (1.23)
We conclude this subsection with a few remarks.
Remark 1.3. The inviscid damping is generated by the term κ
2πr2
∂θω
′ in the equation (1.11).
Indeed, at the linearized level the equation (1.11) is
∂tω
lin +
κ
2πr2
∂θω
lin = 0, (1.24)
with the explicit solution
ωlin(t, θ, r) = ωlin0 (θ − κt/(2πr2), r). (1.25)
Using now (1.12) we can express ψlink , k ∈ Z\{0}, as
ψlink (t, r) =
∫
R
Gk(r, ρ)ω
lin
0,k(ρ)e
−ikκt/(2πρ2) dρ, (1.26)
where ψlink and ω
lin
0,k denote the k–th Fourier modes of the functions ψ
lin and ωlin0 in θ and Gk
defined as in (6.24) is the associated Green function for the operator ∂2r + ∂r/r − k2/r2.
If ωlin0 is smooth and compactly supported away from 0 then one can integrate by parts
in ρ in (1.26) to prove pointwise decay in time for the velocity field ulin = (ulinθ , u
lin
r ) =
(∂rψ
lin, ∂θψ
lin/r), consistent with the bounds (1.22)–(1.23).
In other words the main conclusions of Theorem 1.2 can be verified for the linearized flow
as a consequence of the explicit formula (1.24)
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Remark 1.4. The assumption that the point vortex lies outside the support of the perturbation
is necessary for the inviscid damping in Gevrey spaces, due to “boundary effect” the point vortex
can exert (but the compact support assumption can probably be replaced by suitable decay). For
shear flows in a finite channel, it was demonstrated by Zillinger [52] that scattering in high
Sobolev spaces cannot hold if the initial perturbation does not vanish at the boundary then. The
effect of boundary can also be seen in the precise asymptotics for the stream function in [23].
In our case, the point vortex plays a similar role as the boundary effect, in the polar coordinate,
with r = 0 as the “boundary”.
Remark 1.5. The requirement that the perturbation is Gevrey-2 regular, as in (1.16), is nat-
ural by analogy with the case of the Couette flow. See the recent counter-examples of Deng–
Masmoudi [15] in slightly larger Gevrey spaces, and the more definitive counter-examples to
inviscid damping in low Sobolev spaces by Lin–Zeng [33].
1.4. Main ideas of the proof. Our proof is based on analysis of the equations (1.11)–(1.13).
Assuming first, for simplicity that P ′(t) = 0, we notice that the equations (1.11)–(1.12) are
more complicated versions of the main equations in the analysis of the stability of the Couette
flow on T× R (see, for example, equation (1.14) in [22]).
We describe below some of the main ingredients of the proof, noting that the proof in the
point vortex case contains all the difficulties of the Couette problem, in a significantly more
complicated variable coefficient setting.
1.4.1. Renormalization and time-dependent weights. These are two key ideas introduced by
Bedrossian–Masmoudi [4] in the case of Couette flow.
As in [4] and [22], we define a new system of coordinates z, v by
v(t, r) :=
κ
2πr2
+
1
t
∫ t
0
〈∂rψ′〉(s, r)
r
ds, z(t, θ, r) := θ − tv(t, r). (1.27)
The change of variable (1.27) is a nonlinear refinement of the linear change of coordinates
z = θ− tκ/(2πr2) in (1.25). This change of variables automatically “adapts” to the asymptotic
profile Ω∞(θ, r), which has to be determined by the nonlinear flow, as t→∞. The main point
is to remove the terms containing the non-decaying components κ/(2πr2) and 〈∂rψ〉 from the
evolution equation satisfied by the renormalized vorticity, compare equations (1.11) and (2.34).
We can then analyze the resulting evolution equations pertubatively, establishing simultane-
ously smoothness and decay in time of certain components. For this we set up several energy
functionals for the main functions (vorticity, stream function, and coordinate functions) and
use the equations to estimate the increment in time.
There is one significant difficulty here, due to the “reaction term” ∂vP 6=0φ · ∂zF in (2.34),
which cannot be estimated using standard weights, due to loss of derivatives around certain
“critical” or “resonant” times. The idea of Bedrossian-Masmoudi [4], which we used in [22]
and we use here as well, is to employ time dependent norms associated to imbalanced weights,
which are designed carefully to absorb the large factors due to resonances, at the critical times.
See the longer discussion in [4] and [22, Section 1.3]. We note that the special weights we use
here are refinements of the weights of [4], but with additional smoothness that is important at
other stages of the argument.
1.4.2. Variable coefficients. A key new difficulty compared to the case of the Couette flow is
that linearizing around vortex solutions leads to equations with variable coefficients, which are
7not small perturbations of constant functions. This is an important issue to understand for
future applications as well, since the analysis of more general shear flows or vortices will likely
lead to equations with variable coefficients.2
Since we rely heavily on Fourier analysis, this difficulty is present at all levels of the proof.
We illustrate it in the case of the normalized stream function, for which we would like to use
the elliptic equation (2.39). In order to prove the precise elliptic estimates (with the carefully
designed weights), see (2.47) and Proposition 6.1 below, we take a two-step approach. First we
consider the low frequency component of the normalized stream function, for which the weight
is not important, and the elliptic estimates reduce to standard elliptic regularity.
For high frequencies, we define suitable Fourier multiplier operators associated with the
weights, and pass the operator through the variable coefficients. We then apply the standard
elliptic estimates to the resulting elliptic equations. Since the coefficients are not constant
functions, we need to bound a number of commutator terms, by showing that these terms are
small. The key issue here is the smoothness of the weights. For example, for standard weights,
one gains derivatives in commutator terms through inequalities of the form
|K(ξ)−K(η)| . 〈ξ〉−γ max{K(ξ),K(η)}〈ξ − η〉, if 〈ξ − η〉 ≪ min{〈ξ〉, 〈η〉},
for some γ > 0, where we assume K is the weight function we use to commute. This is the
case for example if K(ξ) = 〈ξ〉s (Sobolev type regularity) with γ = 1 or K(ξ) = e〈ξ〉1/2 (Gevrey
regularity) with γ = 1/2.
In our case such a gain is not possible. Our main idea is to construct the weights to depend
on an additional small parameter δ and prove a weaker bound of the form
|Ak(t, ξ)−Ak(t, η)|
.
[
C(δ)
〈k, ξ〉1/2 +
√
δ
]
max{Ak(t, ξ), Ak(t, η)}, if 〈ξ − η〉 . 1≪ min{〈k, ξ〉, 〈k, η〉}.
(1.28)
Such bounds are still suitable to control the commutators, due to the gain of
√
δ for large
frequencies. The parameter δ should be thought of as small relative to the structural constants
β0, ϑ0, κ, but much larger that ǫ (the size of the solution).
Smoothness conditions such as (1.28) impose additional constraints on the weights A∗(t, ξ),
which have to be satisfied simultaneously with the resonance conditions described earlier. Be-
cause of all of these constraints, the precise design of the weights is very important. We use
similar weights as in our paper [22], and provide all the details and the proofs in section 7.
1.4.3. Interaction with the point vortex. We also need to quantify the effect of the global shift
in coordinates caused by the movement of the vortex P (t). On the one hand, P ′(t) decays fast,
see (4.22), which implies rapid stabilization of the point vortex. On the other hand, the global
change of variables, in the presence of mixing, causes loss of regularity of functions.
Roughly speaking, we can understand the problem as follows: the change of coordinates
is expected to normalize the transport in θ with a fixed center. Thus a change in the center
disrupts the renormalization. The issue can be seen already for simple functions such as cos θ
which is very smooth in the θ, r coordinate, while in the new z, v coordinate (see (2.26) for
the change of coordinates formula) becomes cos(z + tv), which loses regularity rapidly. As a
result, for terms such as P ′(t) cos (z + tv) which are related to the effect of the global shift of
2For general shear flows or vortices there is one more issue, namely the presence of an additional nonlocal
linear term in the equation for the vorticity deviation, which requires different ideas.
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coordinates, we have exactly the right balance between the fast decay of P ′(t) in time and the
loss of regularity in the function cos(z + tv) to close the estimates. The situation is somewhat
analogous to the boundary effect when studying the asymptotic stability of the Couette flow
in the finite channel considered in [22].
1.5. Organization. The rest of the paper is organized as follows. In section 2 we define our
renormalized variables and set up the main bootstrap Proposition 2.2. In section 3 we show
how the main theorems follow from the conclusions of the bootstrap proposition. In section
4 we prove bounds on the main structural functions in the problem. In sections 5 and 6 we
prove the main improved bounds required to complete the bootstrap argument. In section 7
we review the construction of the main weights Ak(t, ξ), AR(t, ξ), ANR(t, ξ) from [22] and prove
some more precise bounds on these weights.
2. Renormalization, energy functionals, and the main proposition
2.1. The main change of variables. Assume T ≥ 1 and ω′ is a sufficiently smooth solution
of the system (1.11)–(1.13) on some time interval [0, T ], which satisfies ‖〈ω′〉(t)‖H10 ≪ 1 and
is supported away from the origin for all t ∈ [0, T ], i.e.
suppω′(t) ⊆ B2/ϑ0\Bϑ0/2. (2.1)
In analogy with the inviscid damping for the Couette flow, we now introduce variables that
unwind the mixing in θ. More precisely, we define
v(t, r) :=
κ
2πr2
+
1
t
∫ t
0
〈∂rψ′〉(s, r)
r
ds, z(t, θ, r) := θ − tv(t, r), (2.2)
where 〈h〉(r) denotes the average in θ ∈ T of the function h(θ, r). It follows from (1.12) that
∂r
(
r〈∂rψ′〉
)
= r〈ω′〉. (2.3)
In particular, the map r → v defines a bijective change of variables, provided that ‖〈ω′〉(t)‖H10
is sufficiently small (depending only on κ and ϑ0). In view of (2.1) and (1.6) we have
r〈∂rψ′〉(t, r) = 0 if r < ϑ0/2 and r〈∂rψ′〉(t, r) = c0
2π
if r > 2/ϑ0. (2.4)
We define the functions F and φ by the identities
F (t, z(t, θ, r), v(t, r)) := ω′(t, θ, r), φ(t, z(t, θ, r), v(t, r)) := ψ′(t, θ, r). (2.5)
Direct calculations show that
∂tω
′(t, θ, r) = ∂tF (t, z, v) − κ
2πr2
∂zF (t, z, v) − 〈∂rψ
′〉(t, r)
r
∂zF (t, z, v) + ∂tv(t, r) ∂vF (t, z, v),
∂rω
′(t, θ, r) = −t∂rv(t, r) ∂zF (t, z, v) + ∂rv(t, r)∂vF (t, z, v),
∂θω
′(t, θ, r) = ∂zF (t, z, v).
(2.6)
Completely analogous formulas hold connecting ψ′ and φ.
We also define the functions V ′, V ′′, V˙ , ̺ by the formulas
V ′(t, v) := ∂rv(t, r), V ′′(t, v) := ∂2rv(t, r), V˙ (t, v) := ∂tv(t, r), ̺(t, v) :=
1
r
. (2.7)
9Using (2.6)–(2.7) we can rewrite the equation (1.11) in terms F, φ as follows,
∂tF + V˙ ∂vF − ̺V ′∂zφ∂vF + ̺V ′∂vP 6=0φ∂zF − P ′v V ′(∂v − t∂z)F − ̺P ′z ∂zF = 0. (2.8)
In the above,
P ′v(t, z, v) = (P
′(t), er) = P ′1(t) cos(z + tv) + P
′
2(t) sin(z + tv),
P ′z(t, z, v) = (P
′(t), eθ) = −P ′1(t) sin(z + tv) + P ′2(t) cos(z + tv),
P 6=0φ = φ− 〈φ〉.
(2.9)
Moreover, using (1.12), the normalized stream function φ satisfies the equation
̺2∂2zφ+ (V
′)2(∂v − t∂z)2φ+ V ′′(∂v − t∂z)φ+ ̺V ′(∂v − t∂z)φ = F. (2.10)
2.1.1. Equations for the coordinate functions. We would also like to derive equations for the
change-of-coordinates functions. We notice that the functions V ′, V ′′, ̺ defined in (2.7) are
not “small”; to derive useful equations we need to construct suitable combinations of these
functions, which are small, and then derive evolution equations for these combinations.
From (2.2) and (1.12), it follows
∂rv(t, r) = − κ
πr3
− 2
t
∫ t
0
〈∂rψ′〉(s, r)
r2
ds+
1
t
∫ t
0
〈ω′〉(s, r)
r
ds. (2.11)
The identities (2.4) and (2.2) imply that
v(t, r) =
κ
2πr2
if r < ϑ0/2, and v(t, r) =
κ+ c0
2πr2
if r > 2/ϑ0, (2.12)
therefore
∂rv(t, r) = −2v/r if r < ϑ0/2 or r > 2/ϑ0. (2.13)
Let
V∗(t, v) := V ′(t, v) + 2̺(t, v)v. (2.14)
It follows from (2.13) that V∗(t, v) = 0 if r ∈ R+\[ϑ0/2, 2/ϑ0]. Moreover, using (2.2) and (2.11),
V∗(t, v(t, r)) = (∂rv)(t, r) +
2v(t, r)
r
=
1
t
∫ t
0
〈ω′〉(s, r)
r
ds. (2.15)
Therefore, for any t ∈ [0, T ],
〈ω′〉(t, r)
r
=
d
dt
[
tV∗(t, v(t, r))
]
= V∗(t, v(t, r)) + t(∂tV∗)(t, v(t, r)) + t(∂tv)(t, r)(∂vV∗)(t, v(t, r)),
which can be rewritten in the form
(∂tV∗)(t, v) + V˙ (t, v)(∂vV∗)(t, v) =
1
t
(〈F 〉(t, v)̺(t, v) − V∗(t, v)). (2.16)
We define now
̺∗(t, v) := ̺(t, v)−
√
2πv
κ
. (2.17)
Using the definitions we have
̺∗(t, v(t, r)) =
1
r
−
√
2πv(t, r)
κ
.
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Therefore, after taking time derivatives
(∂t̺∗)(t, v) + V˙ (t, v)(∂v̺∗)(t, v) = −
√
π
2κv
V˙ (t, v). (2.18)
Next we calculate
∂tv(t, r) =
1
t
[
−1
t
∫ t
0
〈∂rψ′〉(s, r)
r
ds+
〈∂rψ′〉(t, r)
r
]
, (2.19)
and
∂2rtv(t, r) =
1
t
[
2
t
∫ t
0
〈∂rψ′〉(s, r)
r2
ds− 1
t
∫ t
0
〈ω′〉(s, r)
r
ds− 2〈∂rψ
′〉(t, r)
r2
+
〈ω′〉(t, r)
r
]
. (2.20)
Therefore
∂2rtv(t, r) +
2
r
∂tv(t, r) =
1
t
[
−1
t
∫ t
0
〈ω′〉(s, r)
r
ds+
〈ω′〉(t, r)
r
]
. (2.21)
Moreover
〈ω′〉(t, r) = 〈F 〉(t, v(t, r)), ∂2trv(t, r) = V ′(t, v(t, r))(∂v V˙ )(t, v(t, r)), (2.22)
Using (2.21), (2.22), and (2.15) we see that
t[V ′(t, v)(∂v V˙ )(t, v) + 2̺(t, v)V˙ (t, v)] = −V∗(t, v) + 〈F 〉(t, v)̺(t, v). (2.23)
Finally, we define3
W∗(t, v) := −V∗(t, v) + 〈F 〉(t, v)̺(t, v). (2.24)
Then we calculate, using (2.8), (2.16), and ∂t̺+ V˙ ∂v̺ = 0,
∂tW∗ + V˙ ∂vW∗ = ̺(∂t〈F 〉+ V˙ ∂v〈F 〉) − (∂tV∗ + V˙ ∂vV∗)
= −W∗/t+ ̺2V ′〈∂zφ∂vF 〉 − ̺2V ′〈∂vP 6=0φ∂zF 〉+ ̺V ′〈P ′v(∂v − t∂z)F 〉+ ̺2〈P ′z ∂zF 〉.
(2.25)
We summarize our calculations so far in the following:
Proposition 2.1. Assume that ω′, ψ′ : [0, T ] × T × R+ → R and P ′ : [0, T ] → R2 are
smooth functions that satisfy the system (1.11)–(1.13). Assume that ω′(t) is supported in
T× [ϑ0/2, 2/ϑ0] and ‖〈ω′〉(t)‖H10 ≪ 1 for any t ∈ [0, T ].
We define the change-of-coordinate functions (z, v) : T×R+ → T× R+ by
v :=
κ
2πr2
+
1
t
∫ t
0
〈∂rψ′〉(s, r)
r
ds, z := θ − tv, (2.26)
and the new functions F, φ : [0, T ]×T×R+ → R and V ′, V ′′, V˙ , ̺, V∗, ̺∗,W∗ : [0, T ]×R+ → R
F (t, z, v) := ω′(t, θ, r), φ(t, z, v) := ψ′(t, θ, r), (2.27)
V ′(t, v) := ∂rv(t, r), V ′′(t, v) := ∂2rv(t, r), V˙ (t, v) := ∂tv(t, r), (2.28)
̺(t, v) := 1/r, ̺∗(t, v) := ̺(t, v)−
√
2πv
κ
, (2.29)
V∗(t, v) := V ′(t, v) + 2̺(t, v)v, W∗(t, v) := −V∗(t, v) + 〈F 〉(t, v)̺(t, v). (2.30)
3The function W∗ is, of course, “small” since both V∗ and F are “small”. However, the precise combination
we choose here has the additional critical property that it decays as t → ∞ essentially at the rate of t−1, compare
with the energy functional EW∗ . This decay property is not shared by the functions V∗ and F .
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Set
υ :=
4κ
πϑ20
and υ :=
(κ+ c0)ϑ
2
0
16π
. (2.31)
Then, for any t ∈ [0, T ],
suppF (t) ⊆ T× [υ, υ], supp V˙ (t) ∪ suppV∗(t) ∪ suppW∗(t) ⊆ [υ, υ], (2.32)
̺(t, v) =
√
2πv
κ
for v ∈ (υ,∞) and ̺(t, v) =
√
2πv
κ+ c0
for v ∈ (0, υ). (2.33)
The new variables F, V∗, ̺∗,W∗ satisfy the evolution equations
∂tF + V˙ ∂vF = ̺V
′∂zφ∂vF − ̺V ′∂vP 6=0φ∂zF + P ′v V ′(∂v − t∂z)F + ̺P ′z ∂zF, (2.34)
∂tV∗ + V˙ ∂vV∗ =W∗/t, (2.35)
∂t̺∗ + V˙ ∂v̺∗ = −
√
π
2κv
V˙ , (2.36)
∂tW∗ + V˙ ∂vW∗ = −W∗/t+ ̺2V ′〈∂zφ∂vF 〉 − ̺2V ′〈∂vP 6=0φ∂zF 〉
+ ̺V ′〈P ′v(∂v − t∂z)F 〉+ ̺2〈P ′z ∂zF 〉,
(2.37)
where, with P ′ as in (1.13),
P ′v(t, z, v) = (P
′(t), er) = P ′1(t) cos(z + tv) + P
′
2(t) sin(z + tv),
P ′z(t, z, v) = (P
′(t), eθ) = −P ′1(t) sin(z + tv) + P ′2(t) cos(z + tv).
(2.38)
The variables φ, V ′′, and V˙ satisfy the elliptic-type identities
̺2∂2zφ+ (V
′)2(∂v − t∂z)2φ+ V ′′(∂v − t∂z)φ+ ̺V ′(∂v − t∂z)φ = F, (2.39)
V ′′ = V ′∂vV ′, V ′∂vV˙ + 2̺V˙ =W∗/t. (2.40)
2.2. Weights, energy functionals, and the bootstrap proposition. In this subsection
we construct our main energy functionals and state our main bootstrap proposition.
We will use three main weights ANR, AR, and Ak. These special weights are “imbalanced”
and can distinguish “resonant” and “non-resonant” times. For simplicity, the weights we employ
here are identical to the weights defined in our paper [22]; this allows us to use some of the
estimates already proved there.
Fix δ0 > 0, we define the function λ : [0,∞)→ [δ0, 3δ0/2] by
λ(0) =
3
2
δ0, λ
′(t) = − δ0σ
2
0
〈t〉1+σ0 , (2.41)
for σ0 > 0 is small (say σ0 := 0.01). In particular, λ is decreasing on [0,∞). Define
AR(t, ξ) :=
eλ(t)〈ξ〉1/2
bR(t, ξ)
e
√
δ〈ξ〉1/2 , ANR(t, ξ) :=
eλ(t)〈ξ〉1/2
bNR(t, ξ)
e
√
δ〈ξ〉1/2 , (2.42)
where δ > 0 is a small parameter that may depend only on δ0, ϑ0, and κ. Then we define
Ak(t, ξ) := e
λ(t)〈k,ξ〉1/2
(e√δ〈ξ〉1/2
bk(t, ξ)
+ e
√
δ|k|1/2
)
, k ∈ Z. (2.43)
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The precise definitions of the weights bNR, bR, bk are very important; all the details are
provided in section 7. For now we simply note that, for any t, ξ, k,
e−δ
√
|ξ| ≤ bR(t, ξ) ≤ bk(t, ξ) ≤ bNR(t, ξ) ≤ 1, (2.44)
In other words, the weights 1/bNR, 1/bR, 1/bk are small when compared to the main factors
eλ(t)〈ξ〉1/2 and eλ(t)〈k,ξ〉1/2 in the weights ANR, AR, Ak. However, their relative contributions
are important as they are used to distinguish between “resonant” and “non-resonant” times.
2.2.1. The main bootstrap proposition. Assume that ω′, ψ′ are as in Proposition 2.1 and de-
fine the functions F, φ, V ′, V ′′, V˙ , ̺, V∗, ̺∗,W∗ as in (2.27)–(2.30). We fix also Gevrey cutoff
functions Ψ,Ψ† : R→ [0, 1] satisfying∥∥e〈ξ〉3/4Ψ˜(ξ)∥∥
L∞
. 1, suppΨ ⊆ [υ/3, 3υ], Ψ ≡ 1 in [υ/2, 2υ],∥∥e〈ξ〉3/4Ψ˜†(ξ)∥∥
L∞
. 1, suppΨ† ⊆ [υ/9, 9υ], Ψ† ≡ 1 in [υ/8, 8υ], (2.45)
where ˜ denotes the Fourier transform either on R or on T × R. See subsection 3.1.1 for an
explicit construction of such Gevrey cutoff functions.
We are now ready to define the main energy functionals. Let
EF (t) :=
∑
k∈Z
∫
R
A2k(t, ξ)
∣∣F˜ (t, k, ξ)∣∣2 dξ, (2.46)
Eφ(t) :=
∑
k∈Z\{0}
∫
R
A2k(t, ξ)
|k|4〈t〉2〈t− ξ/k〉4
|ξ/k|2 + 〈t〉2
∣∣ ˜P 6=0(Ψφ)(t, k, ξ)∣∣2 dξ, (2.47)
EV∗(t) :=
∫
R
A2R(t, ξ)
∣∣V˜∗(t, ξ)∣∣2 dξ, (2.48)
E̺∗(t) :=
∫
R
A2R(t, ξ)
∣∣(˜Ψ†̺∗)(t, ξ)∣∣2 dξ, (2.49)
EW∗(t) := K2
∫
R
A2NR(t, ξ)
(〈t〉3/2〈ξ〉−3/2)∣∣W˜∗(t, ξ)∣∣2 dξ, (2.50)
where K ≥ 1 is a large constant to be fixed (depending only on δ).
We define also A˙Y (t, ξ) := (∂tAY )(t, ξ), Y ∈ {NR,R, k}, and the space-time integrals
BF (t) :=
∫ t
1
∑
k∈Z
∫
R
|A˙k(s, ξ)|Ak(s, ξ)
∣∣F˜ (s, k, ξ)∣∣2 dξds, (2.51)
Bφ(t) :=
∫ t
1
∑
k∈Z\{0}
∫
R
|A˙k(s, ξ)|Ak(s, ξ) |k|
4〈s〉2〈s− ξ/k〉4
|ξ/k|2 + 〈s〉2
∣∣ ˜P 6=0(Ψφ)(t, k, ξ)∣∣2 dξds, (2.52)
BV∗(t) :=
∫ t
1
∫
R
|A˙R(s, ξ)|AR(s, ξ)
∣∣V˜∗(s, ξ)∣∣2 dξds, (2.53)
B̺∗(t) :=
∫ t
1
∫
R
|A˙R(s, ξ)|AR(s, ξ)
∣∣(˜Ψ†̺∗)(s, ξ)∣∣2 dξds, (2.54)
BW∗(t) := K2
∫ t
1
∫
R
|A˙NR(s, ξ)|ANR(s, ξ)
(〈t〉3/2〈ξ〉−3/2)∣∣W˜∗(s, ξ)∣∣2 dξds. (2.55)
Our main proposition is the following:
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Proposition 2.2. Assume T ≥ 2 and ω′ ∈ C([0, T ] : G2δ0,1/2) is a solution of the system
(1.11)–(1.13) such that ω′(t) is supported in T×[ϑ0/2, 2/ϑ0] and satisfies the smallness assump-
tion ‖〈ω′〉(t)‖H10 ≪ 1 for any t ∈ [0, T ]. Define F, φ, V ′, V ′′, V˙ , ̺, V∗, ̺∗,W∗ as in (2.27)–(2.30).
Assume that ǫ1 is sufficiently small depending on δ, and∑
g∈{F,φ,V∗,̺∗,W∗}
Eg(t) ≤ ǫ31 for any t ∈ [0, 2], (2.56)
∑
g∈{F,φ,V∗,̺∗,W∗}
[Eg(t) + Bg(t)] ≤ ǫ21 for any t ∈ [1, T ]. (2.57)
(i) Then for any t ∈ [1, T ] we have the improved bounds∑
g∈{F,φ,V∗,̺∗,W∗}
[Eg(t) + Bg(t)] ≤ ǫ21/2. (2.58)
Moreover, for the functions F and Θ, we have the stronger bounds for t ∈ [1, T ]∑
g∈{F,φ}
[Eg(t) + Bg(t)] .δ ǫ31. (2.59)
(ii) In addition, for any t ∈ [1, T ] the following estimates hold:
t2‖V˙ (t)‖Gδ0,1/2 + t3‖〈(∂t + V˙ ∂v)F 〉(t)‖Gδ0,1/2 .δ ǫ3/21 ,
e0.1δ0t
1/2{|P ′(t)|+ ‖Ψ† · P ′z(t)‖Gδ0,1/2 + ‖Ψ† · P ′v(t)‖Gδ0,1/2} .δ ǫ3/21 , (2.60)
for any Gevrey function Ψ1 supported in
[
υ/7, 7υ
]
and satisfying
∥∥e〈ξ〉2/3Ψ˜1(ξ)∥∥L∞ . 1.
The proof of Proposition 2.2 is the main part of this paper, and covers sections 4–6. The
basic idea is to differentiate the energy functionals EF (t), EV∗(t), E̺∗(t), and EW∗(t), use the
evolution equations (2.34)–(2.37), and estimate the increments. In proving these estimates it is
important that the weights Ak, ANR, AR are decreasing in time, therefore generating space-time
integrals with the right sign.
On the other hand, to estimate the energy functional Eφ(t) and the corresponding space-time
integral Bφ(t) we use elliptic estimates and the identity (2.39).
To apply this scheme we often need to estimate weighted products and paraproducts of
functions. In most cases we use the following general lemma, see [22, Lemma 8.1] for the proof.
Lemma 2.3. (i) Assume that m,m1,m2 : R→ C are symbols satisfying
|m(ξ)| ≤ |m1(ξ − η)| |m2(η)|{〈ξ − η〉−2 + 〈η〉−2} (2.61)
for any ξ, η ∈ R. If M,M1,M2 are the operators defined by these symbols then
‖M(gh)‖L2(R) . ‖M1g‖L2(R)‖M2h‖L2(R). (2.62)
(ii) Similarly, if m,m2 : Z× R→ C and m1 : R→ C are symbols satisfying
|m(k, ξ)| ≤ |m1(ξ − η)| |m2(k, η)|{〈ξ − η〉−2 + 〈k, η〉−2} (2.63)
for any ξ, η ∈ R, k ∈ Z, and M,M1,M2 are the operators defined by these symbols, then
‖M(gh)‖L2(T×R) . ‖M1g‖L2(R)‖M2h‖L2(T×R). (2.64)
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(iii) Finally, assume that m,m1,m2 : Z× R→ C are symbols satisfying
|m(k, ξ)| ≤ |m1(k − ℓ, ξ − η)| |m2(ℓ, η)|{〈k − ℓ, ξ − η〉−2 + 〈ℓ, η〉−2} (2.65)
for any ξ, η ∈ R, k, ℓ ∈ Z. If M,M1,M2 are the operators defined by these symbols, then
‖M(gh)‖L2(T×R) . ‖M1g‖L2(T×R)‖M2h‖L2(T×R). (2.66)
To apply Lemma 2.3 we need good bounds on products of weights. In our situation, some
of the required bilinear weighted bounds have already been proved in [22, Sections 7,8], which
is the main reason we use exactly the same main weights as in [22].
3. Proofs of the main theorems
In this section we show how to use Proposition 2.2 to prove our main theorems in section 1.
3.1. Gevrey spaces. We review first some general properties of the Gevrey spaces of func-
tions. The two lemmas we state here are useful to show that Theorem 1.2 can be deduced from
the main bootstrap estimates in Proposition 2.2.
We start with a characterization of the Gevrey spaces on the physical side. See Lemma A2
in [22] for the elementary proof.
Lemma 3.1. (i) Suppose that 0 < s < 1, K > 1, and f ∈ C∞(T×R) with supp f ⊆ T×[−L,L]
satisfies the bounds ∣∣Dαf(x)∣∣ ≤ Km(m+ 1)m/s, (3.1)
for all integers m ≥ 0 and multi-indeces α with |α| = m. Then∣∣f˜(k, ξ)∣∣ .K,s Le−µ|k,ξ|s, (3.2)
for all k ∈ Z, ξ ∈ R and some µ = µ(K, s) > 0.
(ii) Conversely, assume that µ > 0, s ∈ (0, 1), and f : T× R→ C satisfies∥∥f∥∥Gµ,s(T×R) ≤ 1. (3.3)
Then there is K = K(s, µ) > 1 such that, for any m ≥ 0 and all multi-indices α with |α| ≤ m,
|Dαf(x)| .µ,s Km(m+ 1)m/s. (3.4)
The physical space characterization of Gevrey functions is useful when studying compositions
and algebraic operations of functions. For any domain D ⊆ T×R (or D ⊆ R) and parameters
s ∈ (0, 1) and M ≥ 1 we define the spaces
G˜sM (D) :=
{
f : D → C : ‖f‖G˜sM (D) := supx∈D,m≥0, |α|≤m
|Dαf(x)|M−m(m+ 1)−m/s <∞}. (3.5)
Lemma 3.2. (i) Assume s ∈ (0, 1), M ≥ 1, and f1, f2 ∈ G˜sM (D). Then f1f2 ∈ G˜sM ′(D) and
‖f1f2‖G˜s
M′
(D) . ‖f1‖G˜sM (D)‖f2‖G˜sM (D)
for some M ′ =M ′(s,M) ≥M . Similarly, if f1 ≥ 1 in D then ‖(1/f1)‖G˜s
M′
(D) . 1.
(ii) Suppose s ∈ (0, 1), M ≥ 1, I1 ⊆ R is an interval, and g : T× I1 → T× I2 satisfies
|Dαg(x)| ≤Mm(m+ 1)m/s for any x ∈ T× I1, m ≥ 1, and |α| ∈ [1,m]. (3.6)
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If K ≥ 1 and f ∈ G˜sK(T × I2) then f ◦ g ∈ G˜sL(T × I1) for some L = L(s,K,M) ≥ 1 and
‖f ◦ g‖G˜sL(T×I1) .s,K,M ‖f‖G˜sK(T×I2) . (3.7)
(iii) Assume s ∈ (0, 1), L ∈ [1,∞), I, J ⊆ R are open intervals, and g : I → J is a smooth
bijective map satisfying, for any m ≥ 1,
|Dαg(x)| ≤ Lm(m+ 1)m/s for any x ∈ I and |α| ∈ [1,m]. (3.8)
If |g′(x)| ≥ ρ > 0 for any x ∈ I then the inverse function g−1 : J → I satisfies the bounds
|Dα(g−1)(x)| ≤Mm(m+ 1)m/s for any x ∈ J and |α| ∈ [1,m], (3.9)
for some constant M =M(s, L, ρ) ≥ L.
Lemma 3.2, which is used only in this section to pass from Proposition 2.2 to Theorem 1.2,
can be proved by elementary means using just the definition (3.5). See also Theorem 6.1 and
Theorem 3.2 of [45] for more general estimates on functions in Gevrey spaces.
3.1.1. Gevrey cutoff functions. Using Lemma 3.1, one can construct explicit cutoff functions
in Gevrey spaces. For a > 0 let
ψa(x) :=
{
e−[1/xa+1/(1−x)a] if x ∈ [0, 1],
0 if x /∈ [0, 1]. (3.10)
Clearly ψa are smooth functions on R, supported in the interval [0, 1] and independent of the
periodic variable. It is easy to verify that ψa satisfies the bounds (3.1) for s := a/(a+1). Thus
|ψ˜a(ξ)| . e−µ|ξ|a/(a+1) for some µ = µ(a) > 0. (3.11)
One can also construct compactly supported Gevrey cutoff functions which are equal to 1
in a given interval. Indeed, for any ρ ∈ [9/10, 1), the function
ψ′a,ρ(x) :=
ψa(x)
ψa(x) + ψa(x− ρ) + ψa(x+ ρ) (3.12)
is smooth, non-negative, supported in [0, 1], and equal to 1 in [1 − ρ, ρ]. Moreover, it follows
from Lemma 3.1 (i) that |ψ˜′a,ρ(ξ)| . e−µ|ξ|
a/(a+1)
for some µ = µ(a, ρ) > 0.
3.2. Local regularity. As a starting point for the proofs of the main theorems we will also
need the following local regularity lemma.
Lemma 3.3. (i) Assume that ϑ ∈ (0, 1/4], and ω′0 ∈ H6(T×R) has the property that suppω′0 ⊆
T× [ϑ, 1/ϑ]. Then there is T0 = T0(ϑ, ‖ω′0‖H6 , κ) > 0 and a unique solution ω′ ∈ C([0, T0] : H6)
of the system (1.11)–(1.13) satisfying, for any t ∈ [0, T0],
suppω′(t) ⊆ T× [ϑ/2, 1 − ϑ/2]. (3.13)
(ii) Assume T ≥ 0 and ω′ ∈ C([0, T ] : H6) is a solution of the system (1.11)–(1.13) satisfying
the support assumption (3.13) for any t ∈ [0, T ]. Assume that s ∈ [1/4, 3/4], λ0 ∈ (0, 1), and
A :=
∥∥〈∇〉3 ω′0∥∥Gλ0,s <∞, B := ∫ t
0
(‖ω′(s)‖H6 + 1) ds <∞. (3.14)
Then, for any cutoff function Υ ∈ G1,3/4 with suppΥ ⊆ [ϑ/20, 20/ϑ] we have∥∥〈∇〉5(Υψ′)(t)∥∥Gλ(t),s + ∥∥〈∇〉3 ω′(t)∥∥Gλ(t),s . exp(C∗B)‖〈∇〉3ω′0‖Gλ0,s , (3.15)
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for any t ∈ [0, T ], where C∗ = C∗(ϑ, κ) is a suitable large constant and
λ(t) := λ0 exp
{− C∗At exp(C∗B)− C∗t}. (3.16)
In other words, the solution extends smoothly as long as its support in r is bounded away
from 0. Lemma 3.3 can be proved by following the argument in the appendix of [22], and we
omit its proof.
We note that an important aspect of the regularity theory for Euler equations in Gevrey
spaces is the shrinking in time, at a fast rate, of the radius of convergence (the function λ(t)
in Lemma 3.3). See, for example the work of Kukavica–Vicol [28], Theorem 6.1 and Remark
6.2, for more general well-posedness results of this type in Gevrey spaces.
3.3. Proofs of the main theorems. We are now ready to proceed to the proofs.
Proof of Theorem 1.2. For the purpose of proving continuity in time of the energy functionals
Eg and Bg, we make the a priori assumption that ω0 ∈ G1,2/3. Indeed, we may replace ω′0
with (ω′0)
n := ω′0 ∗ Kn, where Kn ∈ G1,2/3 is an approximation of the identity sequence and
suppKn ⊆ [−2−n, 2−n] (see subsection 3.1.1 for an axplicit construction of such kernels). Then
we prove uniform bounds in n on the solutions generated by the mollified data (ω′0)
n , and
finally pass to the limit n→∞ on any finite time interval [0, T ].
(i) Given small data ω0 satisfying (1.16) we apply first Lemma 3.3. Therefore ω
′, ψ′ ∈
C([0, 3] : Gλ1,2/3), λ1 > 0, satisfy the quantitative estimates
sup
t∈[0,3]
∥∥〈k, ξ〉2eβ′0〈k,ξ〉1/2 (˜Υψ′)(t, k, ξ)∥∥
L2k,ξ
+ sup
t∈[0,3]
∥∥eβ′0〈k,ξ〉1/2 ω˜′(t, k, ξ)∥∥
L2k,ξ
. ǫ, (3.17)
for some β′0 = β
′
0(β0, ϑ0, κ) > 0, where Υ ∈ G1,3/4 is a fixed Gevrey cutoff function supported
in [ϑ0/20, 20/ϑ0 ] and equal to 1 in [ϑ0/10, 10/ϑ0]. Using the formula (2.11) and Lemma 3.1, it
follows that, for some constant K1 = K1(β0, ϑ0, κ),
|Dαr [v(t, r) − κ/(2πr2)]| ≤ ǫKm1 (m+ 1)2m, (3.18)
for any (t, r) ∈ [0, 3] × [ϑ0/10, 10/ϑ0 ], m ≥ 1, and |α| ∈ [1,m]. Using now Lemma 3.2 (iii) and
letting Y(t, v) denote the inverse of the function r → v(t, r), we have
|DαvY(t, v)| ≤ Km2 (m+ 1)2m, (3.19)
for any (t, v) ∈ [0, 3] × [υ/12, 12υ], m ≥ 1, and |α| ∈ [1,m].
Recall the formulas (see Proposition 2.1)
F (t, z, v) = ω′(t, z + tv,Y(t, v)), φ(t, z, v) = ψ′(t, z + tv,Y(t, v)),
V ′(t, v) = ∂rv(t,Y(t, v)), ̺(t, v) = 1/Y(t, v).
(3.20)
Using these identities, the bounds (3.17)–(3.19), Lemma 3.1 and Lemma 3.2 (ii), we have
sup
t∈[0,3]
∥∥eβ′′0 〈k,ξ〉1/2F˜ (t, k, ξ)∥∥
L2k,ξ
+ sup
t∈[0,3]
∥∥eβ′′0 〈k,ξ〉1/2Ψ˜φ(t, k, ξ)∥∥
L2k,ξ
. ǫ, (3.21)
for some constant β′′0 = β
′′
0 (β0, ϑ0, κ) > 0. Moreover, using (3.18) and Lemma 3.2 we see that∣∣Dαv [v − κ/(2πY(t, v)2)]∣∣ ≤ ǫKm3 (m+ 1)2m, (3.22)
for some constant K3 = K3(β0, ϑ0, κ) ≥ 1 and for any (t, v) ∈ [0, 3] × [υ/12, 12υ], m ≥ 1,
and |α| ∈ [1,m]. Since ̺ = 1/Y, it follows from (3.19), (3.22), and Lemma 3.2 (i) that
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‖̺∗(t)‖G˜sK4 (T×[υ/12,12υ]) . ǫ, for some K4 = K4(β0, ϑ0, κ) ≥ 1. One can bound V∗ in a similar
way, using the (3.18), (3.19), and Lemma 3.2, and then one can also bound W∗ using the
formula W∗ = −V∗ + 〈F 〉̺. Finally, using again Lemma 3.1, we have∥∥eβ′′′0 〈ξ〉1/2 V˜∗(t, ξ)∥∥L2ξ + ∥∥eβ′′′0 〈ξ〉1/2 (˜Ψ†̺)(t, ξ)∥∥L2ξ + ∥∥eβ′′′0 〈ξ〉1/2W˜∗(t, ξ)∥∥L2ξ . ǫ, (3.23)
for some constant β′′0 = β
′′
0 (β0, ϑ0, κ) > 0, for any t ∈ [0, 3]. The desired bounds (2.56) follow
from (3.21) and (3.23) provided that ǫ1 ≈ ǫ2/3, see (2.42)-(2.44).
Assume now that the solution ω′ satisfies the bounds in the hypothesis of Proposition 2.2
on a given interval [0, T ], T ≥ 3. We would like to show that the support of ω′(t) is contained
in T× [2ϑ0/3, 3/(2ϑ0)] and that ‖〈ω′〉(t)‖H10 . ǫ1 for any t ∈ [0, T ]. Indeed, we have
〈ω′〉(t, r) = F (t, v(t, r)),
and the bound ‖〈ω′〉(t)‖H10 . ǫ1 follows from (2.57). For the support conclusion, we notice
that only transportation in the r direction, given by the terms (P ′(t), er) ∂rω′ and ∂θψ′∂rω′/r,
could enlarge the support of ω′ in r. Notice that, on the support of ω′,
(∂θψ
′)(t, θ, r) = ∂zP6=0
(
Ψφ
)
(t, θ − tv(t, r), v(t, r)). (3.24)
Using the bound on Eφ from (2.58), we can bound, for all t ∈ [0, T ],
sup
(θ,r)∈T×[ϑ0/2,2/ϑ0]
∣∣∂θψ′(t, θ, r)∣∣ . ǫ1〈t〉−2. (3.25)
Moreover, using the bounds (2.60) on P ′v(t), we see the total transportation in r due to the
term (P ′(t), er) ∂rω′ is of the size O(ǫ1). Since suppω′(0) ⊆ T × [ϑ0, 1/ϑ0], we conclude that
suppω′(t) ⊆ T× [2ϑ0/3, 3/(2ϑ0)] for any t ∈ [0, T ], as long as ǫ1 is sufficiently small.
To summarize, we can now use a simple continuity argument to show that if ω′0 ∈ G1,2/3 has
compact support in T × [ϑ0, 1/ϑ0] and satisfies the assumptions (1.16), then there is a global
solution ω′ ∈ C([0,∞) : G1,3/5) of the system (1.11)–(1.13), which has compact support in
[ϑ0/2, 2/ϑ0] and satisfies ‖〈ω′〉(t)‖H10 . ǫ1 for all t ∈ [0,∞). Moreover∑
g∈{V∗,̺∗,W∗}
Eg(t) ≤ ǫ21 and
∑
g∈{F,φ}
Eg(t) .δ ǫ31 for any t ∈ [0,∞). (3.26)
(ii) Since ǫ
3/2
1 ≈ ǫ, Ak(t, ξ) ≥ e1.1δ0〈k,ξ〉
1/2
and AR(t, ξ) ≥ ANR(t, ξ) ≥ e1.1δ0〈ξ〉1/2 for any
(t, k, ξ) ∈ [0,∞)× Z× R, it follows from (3.26) that∥∥F∥∥Gδ0,1/2 + 〈t〉2∥∥P 6=0(Ψφ)∥∥Gδ0,1/2 .δ ǫ. (3.27)
Since Y = 1/̺ it follows from (3.26) that, for any a, b ∈ [−2, 2] ∩ Z,
‖Ψ1 · (̺)a(V ′)b(t)‖Gδ0,1/2 + ‖Ψ1 · Y(t)‖Gδ0,1/2 . 1 (3.28)
for any Gevrey function Ψ1 supported in
[
υ/7, 7υ
]
and satisfying
∥∥e〈ξ〉2/3Ψ˜1(ξ)∥∥L∞ .δ 1.
Recall that ∂rv(t, r) = V
′(t, v(t, r)), ∂tv(t, r) = V˙ (t, v(t, r)), and v = Y−1. Therefore, using
Lemmas 3.1–(3.2) and the estimates (2.60) and (3.28) we have∥∥v(t)∥∥G˜1/2M1 ([ϑ0/6,6ϑ0]) + ∥∥(∂rv)(t)∥∥G˜1/2M1 ([ϑ0/6,6ϑ0]) . 1,∥∥(∂tv)(t)∥∥G˜1/2M1 ([ϑ0/6,6ϑ0]) .δ ǫ〈t〉−2. (3.29)
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for any t ≥ 1 and some M1 =M1(β0, ϑ0, κ) ≥ 1. Moreover, recalling the equation (2.34) for F ,
and using the bounds (2.60) and (3.27)–(3.28) we have, for any t ≥ 1,∥∥∂tF (t)∥∥Gδ0/2,1/2 .δ ǫ〈t〉−2. (3.30)
Using the definitions, we notice that
ω′(t, θ + κt/(2πr2) + Φ(t, r), r) = ω′(t, θ + tv(t, r), r) = F (t, θ, v(t, r)).
Therefore
d
dt
{ω′(t, θ + κt/(2πr2) + Φ(t, r), r)} = (∂tF )(t, θ, v(t, r)) + (∂tv)(t, r) · (∂rF )(t, θ, v(t, r)),
and using (3.29)–(3.30) and Lemmas 3.1–3.2 we have∥∥∥ d
dt
{ω′(t, θ + κt/(2πr2) + Φ(t, r), r)}
∥∥∥
Gδ1,1/2
.δ ǫ〈t〉−2,
for any t ≥ 1 and some δ1 = δ1(β0, ϑ0, κ) > 0. The existence of the function Ω∞ and the
bounds (1.17) follow. The existence of the limit point P∞ and the bounds (1.18) follow from
the bound |P ′(t)| .δ ǫe−0.1δ0t1/2 in (2.60).
(iii) We prove first that, for any t ≥ 1,∥∥∂t〈∂rψ′〉(t)∥∥Gδ2,1/2 .δ ǫ〈t〉−3, (3.31)
for some δ2 = δ2(β0, ϑ0, κ) > 0. Indeed, starting from (2.3), we have
∂r(r〈∂t∂rψ′〉) = r〈∂tω′〉. (3.32)
Using now (2.6) we have
〈∂tω′〉(t, r) = 〈∂tF 〉(t, v(t, r)) + V˙ (t, v(t, r))〈F 〉(t, v(t, r)).
Using now Lemma 3.2 (ii), the bounds on 〈∂tF + V˙ F 〉 in (2.60), and the bounds (3.29) on v, we
have ‖〈∂tω′〉(t)‖Gδ2,1/2 .δ ǫ〈t〉−3. Moreover, the function ∂t〈∂rψ′〉 is supported in [ϑ0/2, 2/ϑ0],
due to (2.4), and the bounds (3.31) follow from (3.32) and the uncertainty principle.
The existence of the limit function u′∞ and the estimates (1.20) follow from (3.31), provided
that β1 is sufficiently small. The identities (1.21) follow from (2.3) and (2.4).
To prove the decay estimates (1.22) and (1.23) for u′θ − 〈u′θ〉 and u′r we use properties of the
stream function ψ′. The starting point is the equation (1.12), written in the form
∂2rψ
′ + ∂rψ′/r + ∂2θψ
′/r2 = ω′(t, θ, r) = F (t, θ − tv(t, r), v(t, r)),
for (θ, r) ∈ T× (0,∞). Let ψ′k and Fk denote the k–th Fourier modes of ψ′ and F in θ. Thus
ψ′k(t, r) =
∫ ∞
0
Gk(r, ρ)Fk(t, v(t, ρ)) e
−iktv(t,ρ) dρ, (3.33)
where
Gk(r, ρ) :=
{
− ρ2|k|
(
r
ρ
)|k|
for r < ρ;
− ρ2|k|
(ρ
r
)|k|
for r > ρ
(3.34)
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is the associated Green function for the operator ∂2r + ∂r/r− k2/r2. See (6.21)–(6.25) for more
details. Moreover
r
∣∣u′r(t, θ, r)∣∣ .∑
k 6=0
|k|∣∣ψ′k(t, r)∣∣ . sup
k 6=0
|k|3∣∣ψ′k(t, r)∣∣,∣∣u′θ(t, θ, r)− 〈u′θ〉(t, r)∣∣ .∑
k 6=0
∣∣∂rψ′k(t, r)∣∣ . sup
k 6=0
|k|2∣∣(∂rψ′k)(t, r)∣∣. (3.35)
We can now integrate by parts in ρ twice in the identities (3.33), and use the formulas (3.34)
and the smoothness of the functions F and v, see (3.27) and (3.29). Thus∣∣ψ′k(t, r)∣∣ .δ ǫ〈t〉−2|k|−4r. (3.36)
Similarly, we can differentiate in r and integrate by parts in ρ once in (3.33) to see that∣∣(∂rψ′k)(t, r)∣∣ .δ ǫ〈t〉−1|k|−4. The desired bounds (1.22) and (1.23) follow from (3.35), which
completes the proof of Theorem 1.2. 
4. Bounds on the functions V ′, V ′′, ̺, V˙ , P 6=0φ, P ′z, and P ′v
In this section we prove suitable bounds on many of the functions defined in Proposition 2.1.
In most cases we apply the definitions, the bootstrap assumptions (2.57), and Lemma 2.3. To
apply this lemma we need suitable bilinear weighted bounds, which we collect in Lemma 4.1
below; see Lemmas 8.2 and 8.3 in [22] for the complete proofs.
Lemma 4.1. (i) For any t ∈ [1,∞), α ∈ [0, 4], ξ, η ∈ R, and Y ∈ {NR,R} we have
〈ξ〉−αAY (t, ξ) .δ 〈ξ − η〉−αAY (t, ξ − η)〈η〉−αAY (t, η)e−(λ(t)/20) min(〈ξ−η〉,〈η〉)1/2 (4.1)
and ∣∣(A˙Y /AY )(t, ξ)∣∣ .δ {∣∣(A˙Y /AY )(t, ξ − η)∣∣+ ∣∣(A˙Y /AY )(t, η)∣∣}e4√δmin(〈ξ−η〉,〈η〉)1/2 . (4.2)
(ii) For any t ∈ [1,∞), ξ, η ∈ R, and k ∈ Z we have
Ak(t, ξ) .δ AR(t, ξ − η)Ak(t, η)e−(λ(t)/20) min(〈ξ−η〉,〈k,η〉)1/2 (4.3)
and ∣∣(A˙k/Ak)(t, ξ)∣∣ .δ {∣∣(A˙R/AR)(t, ξ − η)∣∣ + ∣∣(A˙k/Ak)(t, η)∣∣}e12√δmin(〈ξ−η〉,〈k,η〉)1/2 . (4.4)
For simplicity of notation, for any f ∈ C([1, T ] : H4(R)) we define
‖f‖2R := sup
t∈[1,T ]
{∫
R
A2R(t, ξ)
∣∣f˜(t, ξ)∣∣2 dξ + ∫ t
1
∫
R
|A˙R(s, ξ)|AR(s, ξ)
∣∣f˜(s, ξ)∣∣2 dξds}. (4.5)
We prove first bounds on the functions V ′, V ′′, and ̺.
Lemma 4.2. (i) Assume that f, g ∈ C([1, T ] : H4(R)) then
‖fg‖R .δ ‖f‖R‖g‖R. (4.6)
(ii) As a consequence, if Ψ1,Ψ2 are Gevrey cutoff functions supported in
[
υ/7, 7υ
]
and
satisfying
∥∥e〈ξ〉2/3Ψ˜a(ξ)∥∥L∞ . 1, a ∈ {1, 2}, and
f ∈ {Ψ1 · (̺)a(V ′)b(〈∂v〉−1(Ψ2V ′′))c : a, b ∈ [−2, 2] ∩ Z, c ∈ {0, 1}}, (4.7)
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then for any t ∈ [1, T ] we have∫
R
A2R(t, ξ)
∣∣f˜(t, ξ)∣∣2 dξ + ∫ t
1
∫
R
|A˙R(s, ξ)|AR(s, ξ)
∣∣f˜(s, ξ)∣∣2 dξds . 1. (4.8)
Proof. (i) The bound on the first term in the definition of the R-norm follows from Lemma 2.3
(i) and (4.1) (with Y = R and α = 0). To bound the second term we notice that
|A˙R(s, ξ)AR(s, ξ)|1/2 .δ {|A˙R(s, ξ − η)AR(s, ξ − η)|1/2AR(s, η)
+AR(s, ξ − η)|A˙R(s, η)AR(s, η)|1/2}e−(λ(t)/30) min(〈ξ−η〉,〈η〉)1/2 ,
as a consequence of (4.1)–(4.2). Therefore, using Lemma 2.3 (i) we estimate∥∥√|A˙RAR|(s, ξ)(˜fg)(s, ξ)∥∥L2sL2ξ .δ ∥∥
√
|A˙RAR|(s, ρ)f˜(s, ρ)
∥∥
L2sL
2
ρ
∥∥AR(s, η)g˜(s, η)∥∥L∞s L2η
+
∥∥AR(s, ρ)f˜(s, ρ)∥∥L∞s L2ρ∥∥
√
|A˙RAR|(s, η)g˜(s, η)
∥∥
L2sL
2
η
,
(4.9)
and the desired estimate follows.
(ii) Notice that the constants in the bounds (4.8) do not on δ, as long as ǫ1 is sufficiently
small depending on δ. This is useful in the commutator estimates in section 6.
In view of the definitions, with Ψ† as in (2.45) we have the identities
Ψ†(v)̺(t, v) = Ψ†(v)̺∗(t, v) + Ψ†(v)
√
2πv/κ,
Ψ†(v)V ′(t, v) = Ψ†(v)[V∗(t, v)− 2v̺∗(t, v)]−Ψ†(v)2v
√
2πv/κ.
(4.10)
We fix a Gevrey cutoff function Ψ♭ satisfying
∥∥e〈ξ〉3/4Ψ˜♭(ξ)∥∥
L∞
. 1, supported in
[
υ/8, 8υ
]
and
equal to 1 in
[
υ/7, 7υ
]
. We have the identities
Ψ♭(v)
̺(t, v)
=
Ψ♭(v)
̺∗(v, t) +
√
2πv/κ
=
Ψ♭(v)√
2πv/κ
∑
m≥0
(−1)m (Ψ
†(v)ρ∗(t, v))m
(2πv/κ)m/2
(4.11)
and
Ψ♭(v)
V ′(t, v)
=
Ψ♭(v)
V∗(t, v)− 2v̺∗(v, t) − 2v
√
2πv/κ
=
−Ψ♭(v)
2v
√
2πv/κ
∑
m≥0
[V∗(t, v) −Ψ†(v)2vρ∗(t, v)]m
(2v
√
2πv/κ)m
.
(4.12)
Moreover, since V ′′ = ∂v(V ′)2/2, see (2.40), we also have the identity
Ψ♭(v)V ′′(t, v) = Ψ♭(v) · 6v2(2π/κ)
+ (1/2)Ψ♭(v)∂v [(V∗(t, v) − 2vρ∗(t, v))(V∗(t, v) − 2vρ∗(t, v)− 4v
√
2πv/κ)].
(4.13)
Notice that∫
R
A2R(t, ξ)e
−8δ0〈ξ〉1/2 dξ +
∫ t
1
∫
R
|A˙R(s, ξ)|AR(s, ξ)e−8δ0〈ξ〉1/2 dξds . 1 (4.14)
for any t ≥ 1. This is because the weights AR are decreasing in time and satisfy the bounds
|AR(t, ξ)|2 . e4δ0〈ξ〉1/2 . In particular, functions of the form vαΨ1(v), vαΨ2(v), or vαΨ1(v)Ψ2(v),
α ∈ [−20, 20], satisfy the bounds (4.8), due to the assumptions on Ψa and Lemma 3.1.
21
The desired bounds (4.8) follow using the algebra property proved in part (i), the bootstrap
assumptions (2.57) on V∗ and ̺∗, and the identities (4.10)–(4.13), as long as ǫ1 is sufficiently
small depending on δ. 
We prove now bounds on the functions ∂zφ and ∂vP 6=0φ.
Lemma 4.3. (i) For any t ∈ [1, T ] and h1 ∈ {(̺)a(V ′)b∂z(Ψφ) : a, b ∈ [−2, 2]} we have∑
k∈Z\{0}
∫
R
A2k(t, ξ)
k2〈t〉4〈t− ξ/k〉4
(|ξ/k|2 + 〈t〉2)2
∣∣h˜1(t, k, ξ)∣∣2 dξ .δ ǫ21∫ t
1
∑
k∈Z\{0}
∫
R
|A˙k(s, ξ)|Ak(s, ξ)k
2〈s〉4〈s− ξ/k〉4
(|ξ/k|2 + 〈s〉2)2
∣∣h˜1(s, k, ξ)∣∣2 dξds .δ ǫ21. (4.15)
(ii) For any t ∈ [1, T ] and h2 ∈ {(̺)a(V ′)b∂vP 6=0(Ψφ) : a, b ∈ [−2, 2]} we have∑
k∈Z\{0}
∫
R
A2k(t, ξ)
k4〈t〉2〈t− ξ/k〉4
(|ξ/k|2 + 〈t〉2)〈ξ〉2
∣∣h˜2(t, k, ξ)∣∣2 dξ .δ ǫ21∫ t
1
∑
k∈Z\{0}
∫
R
|A˙k(s, ξ)|Ak(s, ξ) k
4〈s〉2〈s− ξ/k〉4
(|ξ/k|2 + 〈s〉2)〈ξ〉2
∣∣h˜2(s, k, ξ)∣∣2 dξds .δ ǫ21. (4.16)
Proof. (i) The bounds when h1 = ∂z(Ψφ) follow directly from the bootstrap assumptions (2.57)
on Eφ and Bφ. One could in fact get slightly stronger bounds on ∂z(Ψφ), but these bounds are
not compatible with multiplication by ̺ and V ′.
To prove the bounds (4.15) for all h1 as claimed, we prove the multiplier bounds
Ak(t, ξ)
|k|〈t〉2〈t− ξ/k〉2
|ξ/k|2 + 〈t〉2 .δ AR(t, ξ − η) · Ak(t, η)
|k|〈t〉2〈t− η/k〉2
|η/k|2 + 〈t〉2 · {〈ξ − η〉
−2 + 〈k, η〉−2}
(4.17)
and∣∣A˙k(t, ξ)Ak(t, ξ)∣∣1/2 |k|〈t〉2〈t− ξ/k〉2|ξ/k|2 + 〈t〉2 .δ [∣∣(A˙R/AR)(t, ξ − η)∣∣1/2 + ∣∣(A˙k/Ak)(t, η)∣∣1/2]
×AR(t, ξ − η) ·Ak(t, η) |k|〈t〉
2〈t− η/k〉2
|η/k|2 + 〈t〉2 · {〈ξ − η〉
−2 + 〈k, η〉−2},
(4.18)
for any t ∈ [1, T ], ξ, η ∈ R, and k ∈ Z \ {0}. Indeed, we use Lemma 4.1 (ii). In addition, by
considering the cases |ξ − η| ≤ 10|k, η| and |ξ − η| ≥ 10|k, η|, it is easy to see that
|k|〈t〉2〈t− ξ/k〉2
|ξ/k|2 + 〈t〉2 .δ
|k|〈t〉2〈t− η/k〉2
|η/k|2 + 〈t〉2 · e
δmin(〈ξ−η〉,〈k,η〉)1/2 (4.19)
for any t ∈ [1, T ], ξ, η ∈ R, and k ∈ Z \ {0}. The bounds (4.17) follow from (4.3) and (4.19),
while the bounds (4.18) follow by multiplication from (4.2), (4.3), and (4.19).
The bounds (4.15) now follow from (4.17)–(4.18) and Lemma 2.3 (ii). Indeed,∥∥∥Ak(t, ξ) |k|〈t〉2〈t− ξ/k〉2|ξ/k|2 + 〈t〉2 F{(̺)a(V ′)b∂z(Ψφ)}(t, k, ξ)∥∥∥L2k,ξ .δ
∥∥∥AR(t, ρ)F{(̺)a(V ′)b}(t, ρ)∥∥∥
L2ρ
×
∥∥∥Ak(t, η) |k|〈t〉2〈t− η/k〉2|η/k|2 + 〈t〉2 F{∂z(Ψφ)}(t, k, η)∥∥∥L2k,η ,
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for any t ∈ [1, T ]. The estimates in the first line of (4.15) follows using (4.8). The estimates in
the second line follow by a similar argument (compare with (4.9)).
(ii) The bounds when h2 = ∂vP 6=0(Ψφ) follow directly from the bootstrap assumptions on
Eφ and Bφ. For the general case, we use the multiplier bounds
Ak(t, ξ)
k2〈t〉〈t− ξ/k〉2
(|ξ/k| + 〈t〉)〈ξ〉 .δ AR(t, ξ − η)Ak(t, η)
k2〈t〉〈t− η/k〉2
(|η/k| + 〈t〉)〈η〉{〈ξ − η〉
−2 + 〈k, η〉−2} (4.20)
and∣∣A˙k(t, ξ)Ak(t, ξ)∣∣1/2 k2〈t〉〈t− ξ/k〉2
(|ξ/k| + 〈t〉)〈ξ〉 .δ
[∣∣(A˙R/AR)(t, ξ − η)∣∣1/2 + ∣∣(A˙k/Ak)(t, η)∣∣1/2]
×AR(t, ξ − η)Ak(t, η)k
2〈t〉〈t− η/k〉2
(|η/k| + 〈t〉)〈η〉{〈ξ − η〉
−2 + 〈k, η〉−2},
(4.21)
for any t ∈ [1, T ], ξ, η ∈ R, and k ∈ Z \ {0}, which are similar to (4.17)–(4.18). The desired
bounds (4.16) follow using Lemma 2.3 (ii) and (4.8) as before. 
We estimate now the functions P ′z, P ′v, which are generated by the global shift of variables
due to the movement of the Dirac mass. Our main estimates are the following:
Lemma 4.4. For any t ∈ [1, T ] we have
|P ′(t)| .δ ǫ1e−δ0〈t〉1/2 . (4.22)
and
|Ψ˜†P ′z(t, k, ξ)| + |Ψ˜†P ′v(t, k, ξ)| .δ ǫ1A1(t, t)−11{−1,1}(k)e−〈ξ−kt〉
3/4
. (4.23)
As a consequence, if f ∈ {tΨ1(̺)a(V ′)bP ′z, tΨ1(̺)a(V ′)bP ′v : a, b ∈ [−2, 2] ∩ Z}, where Ψ1 is a
Gevrey cutoff function as in Lemma 4.2 (ii), then∑
k∈Z\{0}
∫
R
A2k(t, ξ)
〈t〉2k4〈t− ξ/k〉4
(|ξ/k|2 + 〈t〉2)〈ξ〉2
∣∣f˜(t, k, ξ)∣∣2 dξ .δ ǫ21,∫ t
1
∑
k∈Z\{0}
∫
R
|A˙k(s, ξ)|Ak(s, ξ) 〈s〉
2k4〈s− ξ/k〉4
(|ξ/k|2 + 〈s〉2)〈ξ〉2
∣∣f˜(s, k, ξ)∣∣2 dξds .δ ǫ21. (4.24)
Proof. The identities (1.13) and (2.5) show that
P ′(t) =
1
2π
∫ ∞
0
∫ 2π
0
(
sin θ,− cos θ)F (t, θ − tv(t, r), v(t, r))dθdr. (4.25)
Therefore, recalling the support property (2.32) of F , for any t ∈ [1, T ]∣∣P ′(t)∣∣ . ∑
l∈{1,−1}
∣∣∣ ∫ ∞
0
∫ 2π
0
e−ilθF (t, θ − tv(t, r), v(t, r))Ψ(v(t, r))dθdr
∣∣∣
.
∑
l∈{1,−1}
∣∣∣ ∫ ∞
0
∫
R
F˜ (t, l, ξ)e−iltv(t,r)eiξv(t,r)Ψ(v(t, r)) dξdr
∣∣∣
.
∑
l∈{1,−1}
∣∣∣ ∫
R
F˜ (t, l, ξ)˜(Ψ/V ′)(t, lt− ξ) dξ
∣∣∣.
(4.26)
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It follows from (2.57) and (4.8) that
‖Al(t, ξ)F˜ (t, l, ξ)‖L2ξ .δ ǫ1 and ‖AR(t, η)˜(Ψ/V ′)(t, η)‖L2η .δ 1.
Moreover Al(t, ξ)AR(t, lt − ξ) &δ Al(t, lt) (see (4.3)) and A1(t, t) = A−1(t,−t) (see (7.14),
(7.15), and (7.18)). Using now (4.26) it follows that∣∣P ′(t)∣∣ .δ ǫ1A1(t, t)−1, for any t ∈ [1, T ]. (4.27)
The bounds (4.22)–(4.23) follow using also (2.43) and the assumption |Ψ˜†(ξ)| . e−〈ξ〉3/4 .
We now turn to the proof of (4.24). Notice that the weights used in the left-hand side are
identical to the weights used in (4.16) to bound the functions (̺)a(V ′)b∂vP 6=0(Ψφ). The desired
bounds follow directly from (4.23) if f ∈ {tΨ†P ′z, tΨ†P ′v}, once we notice that
A1(t, ξ) = A−1(t,−ξ), A˙1(t, ξ) = A˙−1(t,−ξ), A1(t, ξ)
A1(t, t)
.δ e
2δ0〈ξ−t〉1/2,
which follow from the definitions in subsection 7.1 and the bounds (7.25). Moreover, as we have
seen in the proof of Lemma 4.3, these bounds can be extended to the full set of functions f ,
using the weighted bounds (4.20)–(4.21) and the estimates ‖Ψ1(̺)a(V ′)b‖R .δ 1, see (4.8). 
We prove now bounds on the function V˙ .
Lemma 4.5. With K as in (2.50) and (2.55), for any t ∈ [1, T ] we have∫
R
A2NR(t, ξ)
(〈ξ〉2〈t〉2 +K2〈ξ〉1/2〈t〉7/2)∣∣ ˜˙V (t, ξ)∣∣2 dξ .δ ǫ21,∫ t
1
∫
R
|A˙NR(s, ξ)|ANR(s, ξ)
(〈ξ〉2〈s〉2 +K2〈ξ〉1/2〈s〉7/2)∣∣ ˜˙V (s, ξ)∣∣2 dξds .δ ǫ21. (4.28)
Proof. We use the formula V ′∂vV˙ + 2̺V˙ = W∗/t (see (2.40)) and the bootstrap assumptions
(2.57). Since V˙ and W∗ are supported in [v, v] we have
∂vV˙ + 2Ψ̺(V
′)−1V˙ = ΨW∗(V ′)−1/t,
where Ψ is as in (2.45). Thus, if H is defined such that ∂vH = 2Ψ̺(V
′)−1 then
∂v(e
H V˙ ) = eHΨW∗(V ′)−1/t. (4.29)
Step 1. With Ψ♭ as in the proof of Lemma 4.2 above, we show first that
‖Ψ♭eH‖R + ‖Ψ♭e−H‖R + ‖Ψ♭eH∂vH‖R + ‖Ψ♭e−H∂vH‖R .δ 1. (4.30)
Indeed, let G1(t, v) := Ψ(v)̺(t, v)(V
′(t, v))−1. Since H(t, v) =
∫ v
0 G1(t, x) dx we have
(˜Ψ†H)(t, ξ) = C
∫
R
Ψ†(v)e−iξv
( ∫
R
∫ v
0
G˜1(t, η)e
iηx dxdη
)
dv
= C
∫
R
G˜1(t, η)
Ψ˜†(ξ − η)− Ψ˜†(ξ)
iη
dη.
Therefore, recalling the properties of Ψ†,
|(˜Ψ†H)(t, ξ)| .
∫
R
|G˜1(t, η)|e−µ〈ξ−η〉3/4 dη + e−µ〈ξ〉3/4‖G˜1(t, η)‖L2η . (4.31)
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for some µ ≈ 1. In view of Lemma 4.2 we have ‖G1‖R .δ 1, therefore ‖Ψ†H‖R .δ 1 as a
consequence of (4.31) and Lemma 4.2 (i). Moreover, ‖Ψ♭∂vH‖R .δ 1, since ∂vH = 2Ψ̺(V ′)−1,
and the bounds (4.30) follow using the algebra bounds (4.6).
Step 2. With G2 ∈ {W∗/t, eHΨW∗(V ′)−1/t}, for any t ≥ 1 we show now that∫
R
A2NR(t, ξ)
(〈t〉2 +K2〈ξ〉−3/2〈t〉7/2)∣∣G˜2(t, ξ)∣∣2 dξ .δ ǫ21,∫ t
1
∫
R
|A˙NR(s, ξ)|ANR(s, ξ)
(〈s〉2 +K2〈ξ〉−3/2〈s〉7/2)∣∣G˜2(s, ξ)∣∣2 dξds .δ ǫ21. (4.32)
Indeed, if G2 = W∗/t then the bounds (4.32) hold, due to the bootstrap assumptions (2.57)
and the identity W∗ = −V∗ + ̺〈F 〉. Moreover, since ‖eHΨ(V ′)−1‖R .δ 1, due to (4.29) and
Lemma 4.2, the bounds (4.32) for G2 = e
HΨW∗(V ′)−1/t follow by the same argument as in the
proof of Lemma 4.2 (i), using the bilinear estimates (4.1)–(4.2) with Y = NR and α ∈ {0, 3/4}.
Step 3. We are now ready to prove the bounds (4.28). In view of (4.29) and the compact
support of the function V˙ , for any t ≥ 1 and ξ ∈ R we have
|˜eH V˙ (t, ξ)| . 〈ξ〉−1|G˜2(t, ξ)|+ ‖G˜2(t, η)‖L2η1[0,1](|ξ|),
where G2 = e
HΨW∗(V ′)−1/t. Therefore, in view of (4.32),∫
R
A2NR(t, ξ)
(〈ξ〉2〈t〉2 +K2〈ξ〉1/2〈t〉7/2)∣∣˜eH V˙ (t, ξ)∣∣2 dξ .δ ǫ21,∫ t
1
∫
R
|A˙NR(s, ξ)|ANR(s, ξ)
(〈ξ〉2〈s〉2 +K2〈ξ〉1/2〈s〉7/2)∣∣˜eH V˙ (s, ξ)∣∣2 dξds .δ ǫ21. (4.33)
The desired bounds (4.28) now follow as in the proof of Lemma 4.2 (i), using (4.30) and the
bilinear estimates (4.1)–(4.2) with Y = NR and α = 0. 
We conclude this section with estimates on some functions that appear in the right-hand
side of (2.37).
Lemma 4.6. Assume that
f ∈ S := {〈∂zφ∂vF 〉, 〈∂vP 6=0φ∂zF 〉, 〈P ′v∂vF 〉, t〈P ′z ∂zF 〉, t〈P ′v ∂zF 〉} (4.34)
and g ∈ {(̺)a(V ′)bf : a, b ∈ [−2, 2] ∩ Z, f ∈ S}. Then, for any t ∈ [1, T ],∫
R
|A˙NR(t, ξ)|−2A4NR(t, ξ)
(〈t〉3/2〈ξ〉−3/2)|g˜(t, ξ)|2 dξ .δ ǫ41,∫ t
1
∫
R
|A˙NR(s, ξ)|−1A3NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)|g˜(s, ξ)|2 dξds .δ ǫ41. (4.35)
Proof. Step 1. We prove first the bounds for the functions f ∈ S. Take, for example,
f = 〈∂vP 6=0φ∂zF 〉, and recall the support assumption on F . Thus
f(t, v) =
1
2π
∫
T
∂vP 6=0φ(t, z, v)∂zF (t, z, v) dz
= C
∑
k∈Z
∫
R2
eiv(ρ+η) ˜∂vP 6=0(Ψφ)(t, k, ρ)∂˜zF (t,−k, η) dρdη.
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Therefore
f˜(t, ξ) = C
∑
k∈Z\{0}
∫
R
kη ˜P 6=0(Ψφ)(t, k, η)F˜ (t,−k, ξ − η) dη. (4.36)
For any t ∈ [0, T ], k ∈ Z \ {0}, and ξ, η ∈ R, ρ = ξ − η, we have the multiplier bounds
A2NR(t, ξ)
|A˙NR(t, ξ)|
〈t〉3/4
〈ξ〉3/4 (〈η〉 + 〈ρ〉) .δ Ak(t, η)
〈t〉〈t − η/k〉2
〈t〉+ |η/k| A−k(t, ρ){〈ρ〉
−4 + 〈η〉−4} (4.37)
and
A
3/2
NR(t, ξ)
|A˙NR(t, ξ)|1/2
〈t〉3/4
〈ξ〉3/4 (〈η〉 + 〈ρ〉) .δ
[|(A˙k/Ak)(t, η)|1/2 + |(A˙−k/A−k)(t, ρ)|1/2]
×Ak(t, η)〈t〉〈t − η/k〉
2
〈t〉+ |η/k| A−k(t, ρ){〈ρ〉
−4 + 〈η〉−4}.
(4.38)
These estimates follow from Lemma 8.7 in [22].
As before, the estimates (4.35) follow from the multiplier bounds (4.37)–(4.38). Indeed, to
prove the harder bounds in the second line we estimate first{∫ t
1
∫
R
|A˙NR(s, ξ)|−1A3NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)|f˜(s, ξ)|2 dξds}1/2
. sup
‖P‖L2([1,t]×R)=1
∫ t
1
∫
R
|P (s, ξ)||A˙NR(s, ξ)|−1/2A3/2NR(s, ξ)
(〈s〉3/4〈ξ〉−3/4)|f˜(s, ξ)| dξds.
Using now (4.36) and (4.38), the right-hand side of the expression above is bounded by
Cδ
∫ t
1
∫
R
∫
R
∑
k∈Z\{0}
{|P (s, η + ρ)|[|(A˙k/Ak)(s, η)|1/2 + |(A˙−k/A−k)(s, ρ)|1/2]
×Ak(s, η)〈s〉|k|〈s − η/k〉
2
〈s〉+ |η/k| A−k(s, ρ){〈ρ〉
−4 + 〈η〉−4}| ˜P 6=0(Ψφ)(s, k, η)||F˜ (s,−k, ρ)|
}
dηdρds.
(4.39)
We integrate first the variables η and ρ. For any k ∈ Z and t ∈ [1, T ] let
F˜#(t, k) :=
{∫
R
A2k(t, ξ)|F˜ (t, k, ξ)|2 dξ
}1/2
,
F˜##(t, k) :=
{∫
R
|A˙k(t, ξ)|Ak(t, ξ)|F˜ (t, k, ξ)|2 dξ
}1/2
.
Similarly, for any k ∈ Z \ {0} and t ∈ [1, T ] let
Θ˜#(t, k) :=
{∫
R
A2k(t, ξ)
|k|4〈t〉2〈t− ξ/k〉4
|ξ/k|2 + 〈t〉2 |
˜P 6=0(Ψφ)(t, k, ξ)|2 dξ
}1/2
,
Θ˜##(t, k) :=
{∫
R
|A˙k(t, ξ)|Ak(t, ξ) |k|
4〈t〉2〈t− ξ/k〉4
|ξ/k|2 + 〈t〉2 |
˜P 6=0(Ψφ)(t, k, ξ)|2 dξ
}1/2
.
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Letting also P#(s) := ‖P (s, ξ)‖L2ξ , the expression in (4.39) is bounded by
Cδ
∫ t
1
∑
k∈Z\{0}
{
P#(s)F˜#(s,−k)Θ˜##(s, k) + P#(s)F˜##(s,−k)Θ˜#(s, k)}ds
.δ ‖P#‖L2s‖F˜#‖L∞s L2k‖Θ˜
##‖L2sL2k + ‖P
#‖L2s‖f˜##‖L2sL2k‖Θ˜
#‖L∞s L2k .
The desired bounds in the second line of (4.35) follow since ‖F˜#‖L∞s L2k + ‖F˜
##‖L2sL2k +
‖Θ˜#‖L∞s L2k + ‖Θ˜
##‖L2sL2k . ǫ1, as a consequence of the bootstrap assumptions on F and φ.
The bounds in the first line follow in a similar (in fact slightly easier) way from the multiplier
bounds (4.37).
The proof is similar when f = 〈∂zφ∂vF 〉 (one just has to replace kη with k(ξ− η) in (4.36)).
On the other hand, if f ∈ {〈P ′v∂vF 〉, t〈P ′z ∂zF 〉, t〈P ′v ∂zF 〉} then we use the stronger bounds
(4.23) together with (4.37)–(4.38), and estimate the functions in a similar way.
Step 2. We consider now multiplication by functions in the space R. In view of Lemma 2.3
(i) and (4.8), it suffices to prove the multiplier estimates
A2NR(t, ξ)
|A˙NR(t, ξ)|
〈t〉3/4
〈ξ〉3/4 .δ
A2NR(t, η)
|A˙NR(t, η)|
〈t〉3/4
〈η〉3/4AR(t, ξ − η){〈ξ − η〉
−2 + 〈η〉−2} (4.40)
and
A
3/2
NR(t, ξ)
|A˙NR(t, ξ)|1/2
〈t〉3/4
〈ξ〉3/4 .δ
[|(A˙NR/ANR)(t, η)|1/2 + |(A˙R/AR)(t, ξ − η)|1/2]
× A
2
NR(t, η)
|A˙NR(t, η)|
〈t〉3/4
〈η〉3/4AR(t, ξ − η){〈ξ − η〉
−2 + 〈η〉−2}.
(4.41)
The first bound follows from [22, Lemma 8.8], while the second inequality follows using also
(4.2). This completes the proof of the lemma. 
5. Bootstrap estimates, I: improved control of the variables F , V∗, ̺∗, W∗
In this section we use the evolution equations (2.34)–(2.37) and energy estimates to prove
the main bounds (2.58) for the bootstrap variables F , V∗, ̺∗, and W∗.
5.1. The normalized vorticity F . We prove the following:
Proposition 5.1. With the definitions and assumptions in Proposition 2.2, we have
EF (t) + BF (t) .δ ǫ31 for any t ∈ [1, T ]. (5.1)
Proof. Step 1. We calculate
d
dt
EF (t) =
∑
k∈Z
∫
R
2A˙k(t, ξ)Ak(t, ξ)
∣∣F˜ (t, k, ξ)∣∣2 dξ
+ 2ℜ
∑
k∈Z
∫
R
A2k(t, ξ)∂tF˜ (t, k, ξ)F˜ (t, k, ξ) dξ.
(5.2)
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Therefore, since ∂tAk ≤ 0, for any t ∈ [1, T ] we have
EF (t) +
∫ t
1
∑
k∈Z
∫
R
2|A˙k(s, ξ)|Ak(s, ξ)
∣∣F˜ (s, k, ξ)∣∣2 dξds
= EF (1) +
∫ t
1
{
2ℜ
∑
k∈Z
∫
R
A2k(s, ξ)∂sF˜ (s, k, ξ)F˜ (s, k, ξ) dξ
}
ds.
Since EF (1) . ǫ31 (see (2.56)), for (5.1) it suffices to prove that, for any t ∈ [0, T ].∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)∂sF˜ (s, k, ξ)F˜ (s, k, ξ) dξds
∣∣∣ .δ ǫ31. (5.3)
We examine now the space-time integrals in the left-hand side of (5.3), and use the identity
(2.34). Therefore, recalling the support property of F ,
∂sF = N1 +N2 +N3 +N4,
N1 := −̺V ′∂vP6=0(Ψφ) ∂zF, N2 := ̺V ′∂z(Ψφ)∂vF,
N3 := −V˙ ∂vF, N4 := V ′P ′v (∂v − t∂z)F + ̺P ′z ∂zF.
(5.4)
Step 2. We consider now the contributions of the terms N1, N2, and N3. The estimates
are similar to the estimates of the corresponding terms in [22, Lemmas 4.4, 4.6, and 4.8].
Substep 2.1. We provide all the details only for the term N1. For any t ∈ [1, T ] we will
prove that ∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)N˜1(s, k, ξ)F˜ (s, k, ξ) dξds
∣∣∣ .δ ǫ31. (5.5)
With h2 = ̺V
′∂vP 6=0(Ψφ) as in the proof of Lemma 4.3, we have∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)N˜1(s, k, ξ)F˜ (s, k, ξ) dξds
∣∣∣
= C
∣∣∣2ℜ{ ∑
k,ℓ∈Z
∫ t
1
∫
R2
A2k(s, ξ)h˜2(s, k − ℓ, ξ − η)iℓF˜ (s, ℓ, η)F˜ (s, k, ξ) dξdηds
}∣∣∣
= C
∣∣∣ ∫ t
1
∑
k,ℓ∈Z
∫
R2
[
ℓA2k(s, ξ)− kA2ℓ (s, η)
]
h˜2(s, k − ℓ, ξ − η)F˜ (s, ℓ, η)F˜ (s, k, ξ) dξdηds
∣∣∣,
(5.6)
where the second identity is proved by symmetrization (recall that h2 is real-valued).
We define the sets
R0 :=
{
((k, ξ), (ℓ, η)) ∈ (Z× R)2 :
min(〈k, ξ〉, 〈ℓ, η〉, 〈k − ℓ, ξ − η〉) ≥ 〈k, ξ〉+ 〈ℓ, η〉 + 〈k − ℓ, ξ − η〉
20
}
,
(5.7)
R1 :=
{
((k, ξ), (ℓ, η)) ∈ (Z× R)2 : 〈k − ℓ, ξ − η〉 ≤ 〈k, ξ〉+ 〈ℓ, η〉 + 〈k − ℓ, ξ − η〉
10
}
, (5.8)
R2 :=
{
((k, ξ), (ℓ, η)) ∈ (Z× R)2 : 〈ℓ, η〉 ≤ 〈k, ξ〉+ 〈ℓ, η〉 + 〈k − ℓ, ξ − η〉
10
}
, (5.9)
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R3 :=
{
((k, ξ), (ℓ, η)) ∈ (Z× R)2 : 〈k, ξ〉 ≤ 〈k, ξ〉+ 〈ℓ, η〉 + 〈k − ℓ, ξ − η〉
10
}
. (5.10)
Then we define the corresponding integrals for a ∈ {0, 1, 2, 3},
Ua :=
∫ t
1
∑
k,ℓ∈Z
∫
R2
1Ra((k, ξ), (ℓ, η))
∣∣ℓA2k(s, ξ)− kA2ℓ (s, η)∣∣ |h˜2(s, k − ℓ, ξ − η)|
× |F˜ (s, ℓ, η)| |F˜ (s, k, ξ)| dξdηds.
(5.11)
To bound the integrals Ua we use estimates on the weights. More precisely, letting (m,ρ) :=
(k − ℓ, ξ − η), δ′0 := δ0/200, and assuming that m 6= 0 we have the following bounds:
• If ((k, ξ), (ℓ, η)) ∈ R0 ∪R1, then
(|ρ/m|+ 〈t〉)〈ρ〉
〈t〉m2〈t− ρ/m〉2
∣∣ℓA2k(t, ξ)− kA2ℓ (s, η)∣∣ .δ √|AkA˙k(t, ξ)|√|AℓA˙ℓ(t, η)|Am(t, ρ) e−δ′0〈m,ρ〉1/2 .
(5.12)
• If ((k, ξ), (ℓ, η)) ∈ R2, then
(|ρ/m|+ 〈t〉)〈ρ〉
〈t〉m2〈t− ρ/m〉2
∣∣ℓA2k(t, ξ)− kA2ℓ (s, η)∣∣ .δ √|AkA˙k(t, ξ)|√|AmA˙m(t, ρ)|Aℓ(t, η) e−δ′0〈ℓ,η〉1/2 .
(5.13)
See [22, Lemma 8.4] for the proof.
To bound Ua, a = 0, 1, we use (5.12). We remark that h˜2(t, 0, ξ) ≡ 0. Denote (m,ρ) =
(k − ℓ, ξ − η). We can then bound, using (4.16) and the bootstrapping bounds (2.57)
Ua .δ
∫ t
1
∑
k,ℓ∈Z
∫
R2
√
|AkA˙k(s, ξ)|
∣∣F˜ (s, k, ξ)∣∣√|AℓA˙ℓ(s, η)| ∣∣F˜ (s, ℓ, η)∣∣
× 1Z∗(m)〈s〉m
2〈s− ρ/m〉2
(|ρ/m|+ 〈s〉)〈ρ〉 Am(s, ρ)
∣∣h˜2(s,m, ρ)∣∣e−(δ0/200)〈m,ρ〉1/2 dξdηds
.δ
∥∥∥√|AkA˙k(s, ξ)| F˜ (s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥√|AℓA˙ℓ(s, η)| F˜ (s, ℓ, η)∥∥∥
L2sL
2
ℓ,η
×
∥∥∥1Z∗(m)〈s〉m2〈s− ρ/m〉2
(|ρ/m|+ 〈s〉)〈ρ〉 Am(s, ρ)e
−(δ0/300)〈m,ρ〉1/2 h˜2(s,m, ρ)
∥∥∥
L∞s L
2
m,ρ
.δ ǫ
3
1.
29
Similarly, for a = 2 we use (5.13), (4.16), and the bootstrapping bounds (2.57),
U2 .δ
∫ t
1
∑
k,ℓ∈Z
∫
R2
1Z∗(m)
√
|AmA˙m(s, ρ)| 〈s〉m
2〈s− ρ/m〉2
(|ρ/m|+ 〈s〉)〈ρ〉
∣∣h˜2(s,m, ρ)∣∣
×
√
|AkA˙k(s, ξ)|
∣∣F˜ (s, k, ξ)∣∣Aℓ(s, η)e−(δ0/200)〈ℓ,η〉1/2 |F˜ (s, ℓ, η)| dξdηds
.δ
∥∥∥√|AkA˙k(s, ξ)| F˜ (s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥Aℓ(s, η) e−(δ0/300)〈ℓ,η〉1/2 F˜ (s, ℓ, η)∥∥∥
L∞s L
2
ℓ,η
×
∥∥∥1Z∗(m)√|AmA˙m(s, ρ)| 〈s〉m2〈s− ρ/m〉2
(|ρ/m|+ 〈s〉)〈ρ〉
∣∣h˜2(s,m, ρ)∥∥∥
L2sL
2
m,ρ
.δ ǫ
3
1.
By changes of variables one can prove that U3 .δ ǫ31 as well, and the bounds (5.5) follow.
Substep 2.2. The contributions of the nonlinearities N2 and N3 can be bounded by the
same general procedure: energy estimates and symmetrization, bounds on the weights, and
L2sL
2 × L2sL2 × L∞s L2 estimates to control the space-time integrals. See [22, Lemmas 4.6, and
4.8] for details; here we summarize only the bounds on the weights we use.
To control N2 we recall the sets R0, R1, R2, R3 defined in (5.7)-(5.10). Denote (m,ρ) :=
(k − ℓ, ξ − η), δ′0 := δ0/200. Suppose that m 6= 0.
• If ((k, ξ), (ℓ, η)) ∈ R0 ∪R1, then
|ρ/m|2 + 〈t〉2
|m|〈t〉2〈t− ρ/m〉2
∣∣ηA2k(t, ξ)− ξA2ℓ(s, η)∣∣ .δ √|AkA˙k(t, ξ)|√|AℓA˙ℓ(t, η)|Am(t, ρ) e−δ′0〈m,ρ〉1/2 .
(5.14)
• If ((k, ξ), (ℓ, η)) ∈ R2, then
|ρ/m|2 + 〈t〉2
|m|〈t〉2〈t− ρ/m〉2
∣∣ηA2k(t, ξ)− ξA2ℓ(s, η)∣∣ .δ √|AkA˙k(t, ξ)|√|AmA˙m(t, ρ)|Aℓ(t, η) e−δ′0〈ℓ,η〉1/2 .
(5.15)
See [22, Lemma 8.5] for the proof.
To control N3 we define the sets R∗j , j = {0, 1, 2, 3}, by
R∗j :=
{
((k, ξ), (l, η)) ∈ Rj : k = l
}
, (5.16)
where Rj are as in (5.7)–(5.10). Denote ρ := ξ − η.
• If ((k, ξ), (k, η)) ∈ R∗0 ∪R∗1, then∣∣ηA2k(t, ξ)− ξA2k(s, η)∣∣
〈ρ〉〈t〉+ 〈ρ〉1/4〈t〉7/4 .δ
√
|AkA˙k(t, ξ)|
√
|AkA˙k(t, η)|ANR(t, ρ) e−δ′0〈ρ〉1/2 . (5.17)
• If ((k, ξ), (k, η)) ∈ R∗2, then∣∣ηA2k(t, ξ)− ξA2k(t, η)∣∣
〈ρ〉〈t〉+ 〈ρ〉1/4〈t〉7/4 .δ
√
|AkA˙k(t, ξ)|
√
|ANRA˙NR(t, ρ)|Ak(t, η) e−δ′0〈k,η〉1/2 . (5.18)
See [22, Lemma 8.6] for the proof.
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Step 3. Finally, we bound the contribution of the nonlinearity N4. We will show that∣∣∣2ℜ ∫ t
1
∑
k∈Z
∫
R
A2k(s, ξ)N˜4(s, k, ξ)F˜ (s, k, ξ) dξds
∣∣∣ .δ ǫ31. (5.19)
Let g1 := V
′P ′v and g2 := −tV ′P ′v+ ̺P ′z, so N4 = g1∂vF + g2∂zF . As before, after symmetriza-
tion, the left-hand side of (5.19) is dominated by C(I + J ), where
I :=
∣∣∣ ∫ t
1
∑
k,ℓ∈Z
∫
R2
[
ηA2k(s, ξ)− ξA2ℓ(s, η)
]
g˜1(s, k − ℓ, ξ − η)F˜ (s, ℓ, η)F˜ (s, k, ξ) dξdηds
∣∣∣,
J :=
∣∣∣ ∫ t
1
∑
k,ℓ∈Z
∫
R2
[
ℓA2k(s, ξ)− kA2ℓ (s, η)
]
g˜2(s, k − ℓ, ξ − η)F˜ (s, ℓ, η)F˜ (s, k, ξ) dξdηds
∣∣∣. (5.20)
To estimate I we recall the definitions (5.7)–(5.10) and define
Va :=
∫ t
1
∑
k,ℓ∈Z
∫
R2
1Ra((k, ξ), (ℓ, η))
∣∣ηA2k(s, ξ)− ξA2ℓ (s, η)∣∣ |g˜1(s, k − ℓ, ξ − η)|
× |F˜ (s, ℓ, η)| |F˜ (s, k, ξ)| dξdηds.
(5.21)
To bound Va, a = 0, 1, we use (5.14), (4.24), and the bootstrapping bounds (2.57). Thus, with
(m,ρ) = (k − l, ξ − η), we have
Va .δ
∫ t
1
∑
k,ℓ∈Z
∫
R2
√
|AkA˙k(s, ξ)|
∣∣F˜ (s, k, ξ)∣∣√|AℓA˙ℓ(s, η)| ∣∣F˜ (s, ℓ, η)∣∣
× 1{−1,1}(m)
〈s〉2|m|〈s − ρ/m〉2
|ρ/m|2 + 〈s〉2 Am(s, ρ)
∣∣g˜1(s,m, ρ)∣∣e−δ′0〈m,ρ〉1/2 dξdηds
.δ
∥∥∥√|AkA˙k(s, ξ)| F˜ (s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥√|AℓA˙ℓ(s, η)| F˜ (s, ℓ, η)∥∥∥
L2sL
2
ℓ,η
×
∥∥∥1{−1,1}(m)〈s〉2|m|〈s− ρ/σ〉2|ρ/m|2 + 〈s〉2 Am(s, ρ)∣∣g˜1(s,m, ρ)∣∣e−(δ′0/2)〈m,ρ〉1/2∥∥∥L∞s L2m,ρ
.δ ǫ
3
1.
Similarly, for a = 2 we use (5.15), (4.24), and the bootstrapping bounds (2.57),
V2 .δ
∫ t
1
∑
k,ℓ∈Z
∫
R2
1{−1,1}(m)
〈s〉2|m|〈s − ρ/m〉2
|ρ/m|2 + 〈s〉2
√
|AmA˙m(s, ρ)|
∣∣g˜1(s,m, ρ)∣∣
×
√
|AkA˙k(s, ξ)|
∣∣F˜ (s, k, ξ)∣∣Aℓ(s, η)e−δ′0〈ℓ,η〉1/2 |F˜ (s, ℓ, η)| dξdηds
.δ
∥∥∥√|AkA˙k(s, ξ)| f˜(s, k, ξ)∥∥∥
L2sL
2
k,ξ
∥∥∥Aℓ(s, η) e−(δ′0/2)〈ℓ,η〉1/2 f˜(s, ℓ, η)∥∥∥
L∞s L
2
ℓ,η
×
∥∥∥1{−1,1}(m)〈s〉2|m|〈s − ρ/m〉2|ρ/m|2 + 〈s〉2
√
|AmA˙m(s, ρ)|g˜1(s,m, ρ)
∥∥∥
L2sL
2
σ,ρ
.δ ǫ
3
1.
By changes of variables one can prove that V3 .δ ǫ31 as well, thus I .δ ǫ31.
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We notice now that the integral J in (5.20) is similar to the integral in (5.6). Moreover, g2
satisfies the bounds (4.24), which are similar to the bounds (4.16) satisfied by the function h2.
The same estimates as in Step 1 show that J .δ ǫ31, which completes the proof of (5.19). 
5.2. The coordinate functions V∗, ̺∗, and W∗. We now prove the following:
Proposition 5.2. With the definitions and assumptions in Proposition 2.2, we have
EV∗(t) + E̺∗(t) + EW∗(t) + BV∗(t) + B̺∗(t) + BW∗(t) ≤ ǫ21/20 for any t ∈ [1, T ]. (5.22)
The rest of the subsection is concerned with the proof of this proposition. Some of the
arguments are similar to the arguments in [22, Section 6]. For the sake of completeness we
provide most of the details.
Using the equations (2.35)–(2.37) and the definitions (2.48)–(2.50) we calculate
d
dt
[EW∗ + EV∗ + E̺∗ ](t) = 2K2
∫
R
A˙NR(t, ξ)ANR(t, ξ)
(〈t〉3/2〈ξ〉−3/2)∣∣W˜∗(t, ξ)∣∣2 dξ
+ 2
∫
R
A˙R(t, ξ)AR(t, ξ)
∣∣V˜∗(t, ξ)∣∣2 dξ + 2∫
R
A˙R(t, ξ)AR(t, ξ)
∣∣(˜Ψ†̺∗)(t, ξ)∣∣2 dξ
+K22ℜ
∫
R
A2NR(t, ξ)
(〈t〉3/2〈ξ〉−3/2)∂tW˜∗(t, ξ)W˜∗(t, ξ) dξ
+ 2ℜ
∫
R
A2R(t, ξ)∂tV˜∗(t, ξ)V˜∗(t, ξ) dξ + 2ℜ
∫
R
A2R(t, ξ)∂t(˜Ψ
†̺∗)(t, ξ)(˜Ψ†̺∗)(t, ξ) dξ
+K2
∫
R
A2NR(t, ξ)
3
2
(
t〈t〉−1/2〈ξ〉−3/2)∣∣W˜∗(t, ξ)∣∣2 dξ.
Therefore, since ∂tAR ≤ 0 and ∂tANR ≤ 0 and using (2.53)–(2.55), for any t ∈ [1, T ] we have
EV∗(t) + E̺∗(t) + EW∗(t) + BV∗(t) + B̺∗(t) + BW∗(t)
= EV∗(1) + E̺∗(1) + EW∗(1) − [BV∗(t) + B̺∗(t) + BW∗(t)] + L1(t) + L2(t),
(5.23)
where
L1(t) : = 2ℜ
∫ t
1
∫
R
A2R(s, ξ)∂sV˜∗(s, ξ)V˜∗(s, ξ) dξds
+ 2ℜ
∫ t
1
∫
R
A2R(s, ξ)∂s(˜Ψ
†̺∗)(s, ξ)(˜Ψ†̺∗)(s, ξ) dξds,
(5.24)
L2(t) : = K22ℜ
∫ t
1
∫
R
A2NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)∂sW˜∗(s, ξ)W˜∗(s, ξ) dξds
+K2
∫ t
1
∫
R
A2NR(s, ξ)
3
2
(
s〈s〉−1/2〈ξ〉−3/2)∣∣W˜∗(s, ξ)∣∣2 dξds. (5.25)
Since EV∗(1) + E̺∗(1) + EW∗(1) . ǫ31, for (5.22) it suffices to prove that, for any t ∈ [1, T ],
− [BV∗(t) + B̺∗(t) + BW∗(t)] + L1(t) + L2(t) ≤ ǫ21/30. (5.26)
To prove (5.26) we use the equations (2.35)–(2.37). We extract the quadratic components
of L1 and L2 (corresponding to the linear terms in the right-hand sides of (2.35)–(2.37)), so
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we define V˙ ′(s, v) :=
√
π/(2κv)V˙ (s, v), and then
L1,2(t) := 2ℜ
∫ t
1
∫
R
A2R(s, ξ)
{W˜∗(s, ξ)
s
V˜∗(s, ξ)− ˜˙V ′(s, ξ)(˜Ψ†̺∗)(s, ξ)} dξds, (5.27)
and
L2,2(t) := K2
∫ t
1
∫
R
A2NR(s, ξ)
{
− 2〈s〉
3/2
s〈ξ〉3/2 |W˜∗(s, ξ)|
2 +
3s/2
〈s〉1/2〈ξ〉3/2
∣∣W˜∗(s, ξ)∣∣2} dξds
= −K2
∫ t
1
∫
R
A2NR(s, ξ)
2 + s2/2
s〈ξ〉3/2〈s〉1/2 |W˜∗(s, ξ)|
2 dξds.
(5.28)
We examine the identities (2.35)–(2.37) and let
f1 := −V˙ ∂vV∗, f2 := −V˙ ∂v(Ψ†̺∗), g1 := −V˙ ∂vW∗
g2 := ̺
2V ′[〈∂zφ∂vF 〉 − 〈∂vP6=0φ∂zF 〉], g3 := ̺V ′〈P ′v(∂v − t∂z)F 〉+ ̺2〈P ′z ∂zF 〉.
(5.29)
Notice that
L1(t) = L1,2(t) + 2ℜ
∫ t
1
∫
R
A2R(s, ξ)
{
f˜1(s, ξ)V˜∗(s, ξ) + f˜2(s, ξ)(˜Ψ†̺∗)(s, ξ)
}
dξds,
L2(t) = L2,2(t) +
∑
a∈{1,2,3}
K22ℜ
∫ t
1
∫
R
A2NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)g˜a(s, ξ)W˜∗(s, ξ) dξds. (5.30)
The desired bounds (5.26) follow from Lemmas 5.3 and 5.4 below.
Lemma 5.3. For any t ∈ [1, T ] we have
− [BV∗(t) + B̺∗(t) + BW∗(t)] + L1,2(t) + L2,2(t) ≤ ǫ21/40. (5.31)
Proof. Since L2,2(t) ≤ 0, it suffices to prove that, for any t ∈ [1, T ],
L1,2(t) ≤ BV∗(t) + B̺∗(t) + ǫ21/40. (5.32)
Using Cauchy-Schwartz and the definitions, we have
L1,2(t) ≤ 1
2
BV∗(t) + 8
∫ t
1
∫
R
A3R(s, ξ)
|A˙R(s, ξ)|
|W˜∗(s, ξ)|2
s2
dξds
+
1
2
B̺∗(t) + 8
∫ t
1
∫
R
A3R(s, ξ)
|A˙R(s, ξ)|
|V˙ ′(s, ξ)|2 dξds
The function V˙ ′ satisfies the bounds (4.28), similar to V˙ . Using also the estimates (4.32), it
suffices to show that, for any Cδ ≥ 1,
A3R(s, ξ)
s2|A˙R(s, ξ)|
≤ ANR(s, ξ)|A˙NR(s, ξ)|(C−1δ +K(δ)2〈s〉3/2〈ξ〉−3/2),
provided that K(δ) is taken sufficiently large. This inequality is proved in Lemma 6.2 in [22],
using some of the basic properties of the weights, which are summarized in section 7. 
We prove now estimates on the cubic terms.
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Lemma 5.4. For any t ∈ [1, T ] and a ∈ {1, 2, 3} we have∣∣∣2ℜ ∫ t
1
∫
R
A2R(s, ξ)f˜1(s, ξ)V˜∗(s, ξ) dξds
∣∣∣ .δ ǫ31, (5.33)∣∣∣2ℜ ∫ t
1
∫
R
A2R(s, ξ)f˜2(s, ξ)(˜Ψ
†̺∗)(s, ξ) dξds
∣∣∣ .δ ǫ31, (5.34)
and ∣∣∣2ℜ ∫ t
1
∫
R
A2NR(s, ξ)
(〈s〉3/2〈ξ〉−3/2)g˜a(s, ξ)W˜∗(s, ξ) dξds∣∣∣ .δ ǫ31. (5.35)
Proof. Step 1. We start with (5.33)-(5.34). The two bounds are similar, so we only provide
all the details for the estimate (5.34). See also [22, Lemma 6.5] for a similar argument.
We write the left-hand side of (5.34) in the form
C
∣∣∣2ℜ ∫ t
1
∫
R
∫
R
A2R(s, ξ)
˜˙V (s, ξ − η)(iη)(˜Ψ†̺∗)(s, η)(˜Ψ†̺∗)(s, ξ) dξdηds∣∣∣
= C
∣∣∣ ∫ t
1
∫
R
∫
R
[ηA2R(s, ξ)− ξA2R(s, η)] ˜˙V (s, ξ − η)(˜Ψ†̺∗)(s, η)(˜Ψ†̺∗)(s, ξ) dξdηds∣∣∣,
using symmetrization and the fact that V˙ is real-valued. As in (5.7)–(5.10), we define the sets
S0 :=
{
(ξ, η) ∈ R2 : min(〈ξ〉, 〈η〉, 〈ξ − η〉) ≥ 〈ξ〉+ 〈η〉+ 〈ξ − η〉
20
}
,
S1 :=
{
(ξ, η) ∈ R2 : 〈ξ − η〉 ≤ 〈ξ〉+ 〈η〉+ 〈ξ − η〉
10
}
,
S2 :=
{
(ξ, η) ∈ R2 : 〈η〉 ≤ 〈ξ〉+ 〈η〉+ 〈ξ − η〉
10
}
,
S3 :=
{
(ξ, η) ∈ R2 : 〈ξ〉 ≤ 〈ξ〉+ 〈η〉 + 〈ξ − η〉
10
}
.
(5.36)
and the corresponding integrals
In :=
∫ t
1
∫
R
∫
R
1Sn(ξ, η)|ηA2R(s, ξ)− ξA2R(s, η)| | ˜˙V (s, ξ − η)|
× |(˜Ψ†̺∗)(s, η)| |(˜Ψ†̺∗)(s, ξ)| dξdηds.
(5.37)
For (5.34) it suffices to prove that
In .δ ǫ31 for n ∈ {0, 1, 2, 3}. (5.38)
As in Proposition 5.1, we use estimates on the weights. Letting δ′0 = δ0/200, we have:
• If (ξ, η) ∈ S0 ∪ S1, ρ = ξ − η, s ≥ 1, α ∈ [0, 4], and Y ∈ {NR,R} then
|ηA2Y (s, ξ)〈ξ〉−α − ξA2Y (s, η)〈η〉−α|
.δ s
1.6
√
|(AY A˙Y )(s, ξ)|
〈ξ〉α/2
√
|(AY A˙Y )(s, η)|
〈ξ〉α/2 · ANR(s, ρ)e
−δ′0〈ρ〉1/2 .
(5.39)
• If (ξ, η) ∈ S2, ρ = ξ − η, and s ≥ 1 then
〈η〉A2R(s, ξ) .δ s1.1〈ξ〉0.6
√
|(ARA˙R)(s, ξ)|
√
|(ANRA˙NR)(s, ρ)| · AR(s, η)e−δ′0〈η〉1/2 (5.40)
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and
〈η〉A2NR(s, ξ) .δ s1.1〈ξ〉−0.4
√
|(ANRA˙NR)(s, ξ)|
√
|(ANRA˙NR)(s, ρ)| · ANR(s, η)e−δ′0〈η〉1/2 .
(5.41)
See [22, Lemma 8.9] for the proof.
For n ∈ {0, 1} we can now estimate, using (5.39),
In .δ
∥∥∥√|(ARA˙R)(s, ξ)|(˜Ψ†̺∗)(s, ξ)∥∥∥
L2sL
2
ξ
∥∥∥√|(ARA˙R)(s, η)|(˜Ψ†̺∗)(s, η)∥∥∥
L2sL
2
η
×
∥∥∥s1.6ANR(s, ρ)〈ρ〉2e−δ′0〈ρ〉1/2 ˜˙V (s, ρ)∥∥∥
L∞s L
2
ρ
,
and the bounds (5.38) follow for n ∈ {0, 1} from (2.57) and (4.28). Similarly, for n = 2 we use
(5.40) and (7.19) to estimate
I2 .δ
∥∥∥√|(ARA˙R)(s, ξ)|(˜Ψ†̺∗)(s, ξ)∥∥∥
L2sL
2
ξ
∥∥∥s1.1〈ρ〉0.6√|(ANRA˙NR)(s, ρ)| ˜˙V (s, ρ)∥∥∥
L2sL
2
ρ
×
∥∥∥AR(s, η)〈η〉e−δ′0〈η〉1/2 (˜Ψ†̺∗)(s, η)∥∥∥
L∞s L
2
η
,
and the desired bounds follow from (2.57) and (4.28). The case n = 3 is similar, by changes of
variables, which completes the proof of (5.34).
Step 2. The bounds (5.35) for a = 1 are similar, using symmetrization, the bounds (5.39)
with Y = NR, and the bounds (5.41). See also [22, Lemma 6.6] for a similar argument. Finally,
the bounds (5.35) for a ∈ {2, 3} follow from (4.35), (2.57), and the Cauchy inequality. 
We can now prove the bounds (2.60) in Proposition 2.2.
Lemma 5.5. For any t ∈ [1, T ] we have
|P ′(t)|+ ‖Ψ† · P ′z(t)‖Gδ0,1/2 + ‖Ψ† · P ′v(t)‖Gδ0,1/2 .δ ǫ3/21 e−0.1δ0t
1/2
, (5.42)
〈t〉‖W∗(t)‖Gδ0,1/2 + 〈t〉2‖V˙ (t)‖Gδ0,1/2 .δ ǫ3/21 , (5.43)
‖〈(∂t + V˙ ∂v)F 〉(t)‖Gδ0,1/2 .δ ǫ3/21 〈t〉−3. (5.44)
Proof. The bounds (5.42) follow from (4.26) and the improved bootstrap estimates (5.1). We
prove now the bounds (5.43). The point is to obtain the full 〈t〉−2 time decay for the functions
W∗/t and V˙ , in a weaker topology. Using (2.37) we write
∂t(tW∗) = −tV˙ ∂vW∗ + tH1 + tH2,
H1 := ̺
2V ′∂v(〈∂zφF 〉), H2 := ̺V ′〈P ′v(∂v − t∂z)F 〉+ ̺2〈P ′z ∂zF 〉.
(5.45)
We have ‖∂vW∗(t)/t‖Gδ0,1/2 + ‖V˙ (t)‖Gδ0,1/2 .δ ǫ1〈t〉−7/4 (as consequences of (4.28) and (4.32))
and ‖Ψ†P ′z‖Gδ0,1/2 + ‖Ψ†P ′v‖Gδ0,1/2 .δ ǫ1e−(δ0/10)〈t〉
1/2
(due to (4.23)). Thus, for any t ∈ [1, T ],
‖ − tV˙ (t)∂vW∗(t)‖Gδ0,1/2 + ‖tH2(t)‖Gδ0,1/2 .δ ǫ21〈t〉−3/2. (5.46)
We would like to prove now similar bounds for the function H1. Using (2.39) we have
〈∂zφF 〉 = 〈∂zφ · {̺2∂2zφ+ (V ′)2(∂v − t∂z)2φ+ V ′′(∂v − t∂z)φ+ ̺V ′(∂v − t∂z)φ}〉
= (V ′)2〈∂zφ∂2vφ〉 − 2t(V ′)2〈∂zφ∂z∂vφ〉+ (V ′′ + ̺V ′)〈∂zφ(∂v − t∂z)φ〉.
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The main point is the vanishing of the term containing t2. Moreover, it follows from Lemma
4.3 that ‖〈∇〉4P 6=0φ‖Gδ0,1/2 .δ ǫ1〈t〉−2. Therefore, for any t ∈ [1, T ],
‖〈∇〉4〈∂zφF 〉(t)‖Gδ0 ,1/2 + ‖H1(t)‖Gδ0,1/2 .δ ǫ21〈t〉−3. (5.47)
The desired estimate for 〈t〉‖W∗(t)‖Gδ0,1/2 holds using (5.45)–(5.47) and (2.56). To bound
〈t〉2‖V˙ (t)‖Gδ0,1/2 we use first (4.29), (4.30), and (4.8), thus ‖∂v(eH V˙ )‖Gδ0,1/2 .δ ǫ3/21 〈t〉−2. The
desired bound follows using the uncertainty principle, as in the proof of (4.31) above.
Finally, to prove (5.44) we examine the formula (2.34). The desired conclusion follows from
(5.47) and (5.42). 
6. Bootstrap estimates, II: improved control of the variable φ
We now prove the main bounds (2.59) on the function φ. More precisely,
Proposition 6.1. With the definitions and assumptions in Proposition 2.2, we have
Eφ(t) + Bφ(t) .δ ǫ31 ≤ ǫ21/2, for any t ∈ [1, T ]. (6.1)
The rest of the section is concerned with the proof of Proposition 6.1, which consists of two
main steps. The first step is to control the contribution of low frequencies, where the weight
Ak does not play a role, and the estimates follow from standard theory of elliptic equations. In
the second and main step, we commute the elliptic equation (2.39) with the Fourier multiplier
Ak and use the estimates for low frequencies obtained in the first step, to obtain the weighted
estimates on the high frequencies. The key is to control the commutator terms, and show that
these commutator terms are perturbative when the frequency is sufficiently high.
We begin with an estimate which is effective in controlling low frequencies.
Lemma 6.2. With the definitions and assumptions in Proposition 2.2, for t ∈ [1, T ] we have∫
T×R
∣∣[∂2z + (∂v − t∂z)2](Ψφ)(t, z, v)∣∣2dzdv . ∫
T×R
|F (t, z, v)|2dzdv .δ ǫ31. (6.2)
Proof. The last inequality follows from the improved bootstrap bounds in Proposition 5.1. For
the first inequality, in view of the changes of variables (2.27) and (1.10) it suffices to show that∫
B4/ϑ0\Bϑ0/4
|ψ(t, x, y)|2 + |∇ψ(t, x, y)|2 + |∇2ψ(t, x, y)|2 dxdy .
∫
R2
|ω(t, x, y)|2dxdy, (6.3)
which follows by elliptic theory from the defining formula ∆ψ = ω. 
We now proceed to prove (6.1), using (6.3). From the equation (2.39), localizing φ using Ψ,
we get that
̺2∂2z
(
Ψφ
)
+ (V ′)2(∂v − t∂z)2
(
Ψφ
)
+ V ′′(∂v − t∂z)
(
Ψφ
)
+ ̺V ′(∂v − t∂z)
(
Ψφ
)
= ΨF + 2(V ′)2∂vΨ(∂v − t∂z)φ+ [(V ′)2∂2vΨ+ V ′′∂vΨ+ ̺V ′∂vΨ] · φ
= ΨF + g1 + g2,
(6.4)
where
g1 := 2(V
′)2∂vΨ(∂v − t∂z)φ, g2 := [(V ′)2∂2vΨ+ V ′′∂vΨ+ ̺V ′∂vΨ]φ. (6.5)
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Let Z∗ := Z \ {0} and let A† denote the operator defined by the Fourier multiplier
A†(t, k, ξ) := 1Z∗(k)Ak(t, ξ)
〈t〉
〈t〉+ |ξ/k| (6.6)
and fix a Gevrey cutoff function Ψ0 supported in
[
υ/5, 5υ
]
, equal to 1 in
[
υ/4, 4υ
]
, and satis-
fying
∥∥e〈ξ〉3/4Ψ˜0(ξ)∥∥L∞ . 1. We apply the operator Ψ0A† to (6.4) to obtain
̺2∂2z (Ψ0A
†)
(
Ψφ
)
+ (V ′)2(∂v − t∂z)2(Ψ0A†)
(
Ψφ
)
+ (V ′′ + ̺V ′)(∂v − t∂z)(Ψ0A†)
(
Ψφ
)
= (Ψ0A
†)
(
ΨF
)
+Ψ0A
†g1 +Ψ0A†g2 +
3∑
j=1
Cj.
(6.7)
The commutator terms Cj are defined as
C1 := ̺2∂2z (Ψ0A†)
(
Ψφ
)− (Ψ0A†)[̺2∂2z(Ψφ)];
C2 := (V ′)2(∂v − t∂z)2(Ψ0A†)
(
Ψφ
)− (Ψ0A†)[(V ′)2(∂v − t∂z)2(Ψφ)];
C3 := (V ′′ + ̺V ′)(∂v − t∂z)(Ψ0A†)
(
Ψφ
)− (Ψ0A†)[(V ′′ + ̺V ′)(∂v − t∂z)(Ψφ)].
(6.8)
By examining the definitions, we notice that, for any t ∈ [1, T ],
Eφ(t) ≈
∥∥[∂2z + (∂v − t∂z)2]A†(Ψφ)(t, z, v)∥∥L2z,v . (6.9)
We will use the elliptic equation (6.7) to bound the energy functional Eφ(t).
Similarly, to control the space-time integrals Bφ(t) we would like to apply suitable weighted
operators to the identity (6.4). We have to be slightly careful, because our weights need to
have suitable smoothness in ξ in order to estimate the resulting commutator terms. Therefore,
we define µ#(t, ξ) for t ≥ 0 and ξ ≥ 0 as follows:
µ#(t, ξ) :=

0 if |ξ| ≤ δ−10,
δ2 if |ξ| > δ−10 and t < tk0(ξ),ξ,
δ2
1+δ2|t−ξ/k| if |ξ| > δ−10 and t ∈ Ik,ξ, k ∈ {1, 2, . . . , k0(ξ)},
0 if t > 2|ξ|.
(6.10)
Then we define µ#(t, ξ) := µ#(t, |ξ|) if ξ ≤ 0. Compare with the definitions in subsection 7.1,
in particular the formulas (7.8). Then we define
µ∗(t, ξ) :=
∫
R
µ#(t, ρ)
1
d0Lδ′(t, ξ)
ϕ
(
ξ − ρ
Lδ′(t, ξ)
)
dρ, Lδ′(t, ξ) := 1 +
δ′〈ξ〉
〈ξ〉1/2 + δ′t , (6.11)
where δ′ = δ′(δ) ∈ (0, 1) is chosen sufficiently small. Compare with (7.15). Finally, we define
µk(t, ξ) :=
〈k, ξ〉1/2
〈t〉1+σ0 +
µ∗(t, ξ)
1 + e
√
δ(|k|1/2−〈ξ〉1/2)bk(t, ξ)
,
µR(t, ξ) :=
〈ξ〉1/2
〈t〉1+σ0 + µ
∗(t, ξ).
(6.12)
These definitions are motivated by the formulas (7.29)–(7.30). All the required properties of
the weights µk and µR are proved in subsection 7.3.1.
Let B† denote the operator defined by the Fourier multiplier
B†(t, k, ξ) := µk(t, ξ)1/2A†(t, k, ξ). (6.13)
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We apply the operator Ψ0B
† to equation (6.4) to obtain
̺2∂2z (Ψ0B
†)
(
Ψφ
)
+ (V ′)2(∂v − t∂z)2(Ψ0B†)
(
Ψφ
)
+ (V ′′ + ̺V ′)(∂v − t∂z)(Ψ0B†)
(
Ψφ
)
= (Ψ0B
†)
(
ΨF
)
+Ψ0B
†g1 +Ψ0B†g2 +
3∑
j=1
Dj .
(6.14)
The commutator terms Dj are defined as
D1 := ̺2∂2z (Ψ0B†)
(
Ψφ
)− (Ψ0B†)[̺2∂2z(Ψφ)];
D2 := (V ′)2(∂v − t∂z)2(Ψ0B†)
(
Ψφ
)− (Ψ0B†)[(V ′)2(∂v − t∂z)2(Ψφ)];
D3 := (V ′′ + ̺V ′)(∂v − t∂z)(Ψ0B†)
(
Ψφ
)− (Ψ0B†)[(V ′′ + ̺V ′)(∂v − t∂z)(Ψφ)].
(6.15)
In view of Lemma 7.6 (i) we notice that that for t ∈ [1, T ]
Eφ(t) ≈δ E ′φ(t) := ‖[∂2z + (∂v − t∂z)2]A†(Ψφ)(t)‖2L2(T×R)
Bφ(t) ≈δ B′φ(t) :=
∫ t
1
‖[∂2z + (∂v − s∂z)2]B†(Ψφ)(s)‖2L2(T×R)ds.
(6.16)
Using (6.7), (6.14), and a change of variables as in the proof of Lemma 6.2, we have∥∥[∂2z + (∂v − t∂z)2](Ψ0A†)(Ψφ)(t)∥∥2L2(T×R) + ∫ t
1
∥∥[∂2z + (∂v − s∂z)2](Ψ0B†)(Ψφ)(s)∥∥2L2(T×R)ds
.
∑
h∈{ΨF,g1,g2}
[
‖Ψ0A†h(t)‖2L2(T×R) +
∫ t
1
‖Ψ0B†h(s)‖2L2(T×R)ds
]
+
3∑
j=1
[
‖Cj(t)‖2L2(T×R) +
∫ t
1
‖Dj(s)‖2L2(T×R)ds
]
,
(6.17)
for any t ∈ [1, T ]. In view of (6.16)-(6.17), to prove (6.2) it suffices to prove that∑
h∈{ΨF,g1,g2}
[
‖A†h(t)‖2L2(T×R) +
∫ t
1
‖B†h(s)‖2L2(T×R)ds
]
. C(δ)ǫ31 (6.18)
and
4∑
j=1
[
‖Cj(t)‖2L2(T×R) +
∫ t
1
‖Dj(s)‖2L2(T×R)ds
]
. C(δ)ǫ31 +
√
δ
[E ′φ(t) + B′φ(t)], (6.19)
for any t ∈ [1, T ], where the commutator terms C1, C2, C3,D1,D2,D3 are defined in (6.8) and
(6.15), and the additional commutator terms C4,D4 are defined by
C4 :=[∂2z + (∂v − t∂z)2](Ψ0A†)(Ψφ)− [∂2z + (∂v − t∂z)2](A†Ψ0)(Ψφ),
D4 :=[∂2z + (∂v − t∂z)2](Ψ0B†)(Ψφ)− [∂2z + (∂v − t∂z)2](B†Ψ0)(Ψφ).
(6.20)
The bounds for (6.18) for h = ΨF follow from the improved bootstrap bounds (5.1) on F
and the bilinear weighted bounds in Lemma 4.1 (ii). In the rest of the section we first prove
the bounds (6.18) for g1, g2 and then we prove the commutator estimates (6.19).
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6.1. Bounds (6.18) on the terms A†gj , B†gj, j = 1, 2,. We prove now the bounds (6.18)
for the functions g1 and g2. The main difficulty is that the boostrap assumption on φ gives
information on the localized stream function Ψφ, not on φ itself. To compensate, we need to
use the compact support assumption of the normalized vorticity function F .
Let φk(t, v) be the k−th Fourier mode of φ in z, i.e.,
φk(t, v) =
1
2π
∫
T
φ(t, z, v)e−ikzdz. (6.21)
We define similarly fk(t, v) as the k−th Fourier mode of f in z. In addition, let ψ′k(t, r), ω′k(t, r)
denote the k−th Fourier mode of ψ′(t, r, θ), ω′(t, r, θ) in θ, respectively. To calculate φ we use
the relations
ψ′k(t, r) = φk(t, v(t, r))e
−iktv(t,r) and ω′k(t, r) = Fk(t, v(t, r))e
−iktv(t,r) , (6.22)
which are consequences of the change of variables (2.26)-(2.27). Taking Fourier transform in
the equation (1.12) for ψ′ and using (6.22), we obtain that
∂2rψ
′
k(t, r) +
1
r
∂rψ
′
k(t, r)−
k2ψ′k
r2
= Fk(t, v(t, r))e
−iktv(t,r) . (6.23)
Define for k ∈ Z\{0}, r, r′ ∈ (0,∞),
Gk(r, r
′) :=
{
− r′2|k|
(
r
r′
)|k|
for r < r′;
− r′2|k|
(
r′
r
)|k|
for r > r′.
(6.24)
The kernel Gk is the fundamental solution to (6.23) when k ∈ Z\{0} and we can express ψ′k,
k ∈ Z\{0}, as
ψ′k(t, r) =
∫
R
Gk(r, r
′)Fk(t, v(t, r′))e−iktv(t,r
′)dr′. (6.25)
Let Gk(t, v, v′) for k ∈ Z\{0}, v, v′ ∈ [v/10, 10v] be defined by
Gk(t, v(t, r), v(t, r′)) = Gk(r, r′) for r, r′ ∈ (0,∞). (6.26)
Using (6.22) and the change of variable r′ → v(t, r′) in the integral of (6.25), we get
φk(t, v) = e
iktv
∫
R
Gk(t, v, v′)Fk(t, v′)e−iktv′ 1
V ′(t, v′)
dv′. (6.27)
This is our main formula we use to estimate the functions g1 and g2. We first prove suitable
bounds on Gk.
Lemma 6.3. Assume Θ,Θ′ : R→ C satisfy ∥∥e〈ξ〉2/3Θ˜(ξ)∥∥
L∞
+
∥∥e〈ξ〉2/3Θ˜′(ξ)∥∥
L∞
. 1 and have
separated supports, i.e. assume that there is a ∈ [v/4, 4v] and a constant c > 0 such that Θ is
supported in [v/8, a− c] and Θ′ is supported in [a+ c, 8v] (or vice versa). Let
G♭k(t, v, v′) := Θ(v)Gk(t, v, v′)Θ′(v′). (6.28)
Then there is a small constant c0 > 0 (independent of δ, k) such that for any t ∈ [0, T ] we have∫
R2
A2R(t, ξ)A
2
R(t, η)
∣∣G˜♭k(t, ξ, η)∣∣2dξdη
+
∫ t
0
∫
R2
{∣∣A˙RAR(s, ξ)∣∣A2R(t, η) + ∣∣A˙RAR(s, η)∣∣A2R(t, ξ)}∣∣G˜♭k(s, ξ, η)∣∣2dξdηds . e−c0|k|.
(6.29)
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Proof. By the definitions (2.29) and (6.24), we have
Gk(t, v, v′) =

− 12|k|̺(t, v′)|k|−1̺(t, v)−|k| if v ≥ v′ > 0;
− 12|k|̺(t, v)|k|̺(t, v′)−1−|k| if 0 < v ≤ v′.
(6.30)
To fix ideas, assume that Θ is supported in [v/8, a − c] and Θ′ is supported in [a+ c, 8v] (the
other case is similar). Then, using also (2.29),
Θ(v)Gk(t, v, v′)Θ′(v′) = −Θ(v)Θ
′(v′)
2|k|
(2πv/κ)|k|/2[1 +
√
κ/(2πv) ̺∗(t, v)]|k|
(2πv′/κ)(|k|+1)/2[1 +
√
κ/(2πv′) ̺∗(t, v′)]|k|+1
= −
√
κ/(2π)
2|k|
(a− c/2)|k|/2
(a+ c/2)(|k|+1)/2
× Θ(v)v
|k|/2
(a− c/2)|k|/2 [1 +
√
κ/(2πv) Ψ†(v)̺∗(t, v)]|k|
× Θ
′(v′)(a+ c/2)(|k|+1)/2
(v′)(|k|+1)/2[1 +
√
κ/(2πv′)Ψ†(v′)̺∗(t, v′)]|k|+1
.
(6.31)
Thus Θ(v)Gk(t, v, v′)Θ′(v′) has product structure in the variables v and v′. Moreover, it follows
from Lemma 3.1 that, for any ξ ∈ R,∣∣∣F{ Θ(v)v|k|/2
(a− c/2)|k|/2
}
(ξ)
∣∣∣+ ∣∣∣F{Θ′(v′)(a+ c/2)(|k|+1)/2
(v′)(|k|+1)/2
}
(ξ)
∣∣∣ . e−µ|ξ|2/3 .
Notice that the factor (a−c/2)
|k|/2
(a+c/2)(|k|+1)/2
provides exponential decay in |k|. Recall that ‖Ψ†̺∗‖R .
ǫ1, due to the bootstrap assumption (2.57). The desired conclusion follows from the algebra
property of the space R in Lemma 4.2 (i), provided that ǫ1 is sufficiently small relative to δ. 
We can now complete the proof of the bounds (6.18).
Lemma 6.4. With gj , j ∈ {1, 2} as in (6.5), for any t ∈ [1, T ] we have
‖A†gj(t)‖2L2(T×R) +
∫ t
1
‖B†gj(s)‖2L2(T×R)ds .δ ǫ31. (6.32)
Proof. Let F ′(t, z, v) := F (t, z, v)/V ′(t, v). As in Lemma 4.2, using Lemma 4.1 (ii), Lemma 2.3
and the bounds (4.8), the function F ′ satisfies similar bounds as the function F ,∑
k∈Z
∫
R
A2k(t, η)
∣∣F˜ ′(t, k, η)∣∣2dη +∑
k∈Z
∫ t
1
∫
R
|A˙kAk(s, η)|
∣∣F˜ ′(s, k, η)∣∣2 dηds .δ ǫ31, (6.33)
for any t ∈ [1, T ].
Step 1. Let Θ denote a Gevrey cutoff function supported in [v/3.4, v/1.6] ∪ [1.6v, 3.4v] and
equal to 1 in [v/3.2, v/1.8] ∪ [1.8v, 3.2v] (such that Θ(v)gj(t, z, v) = gj(t, z, v), j ∈ {1, 2}), and
let Θ′ denote a Gevrey cutoff function supported in [v/1.4, 1.4v] and equal to 1 in [v/1.2, 1.2v]
(such that Θ′(v′)F ′(t, z′, v′) = F ′(t, z′, v′), see (2.32)). As in Lemma 6.3 we assume that∥∥e〈ξ〉2/3Θ˜(ξ)∥∥
L∞
+
∥∥e〈ξ〉2/3Θ˜′(ξ)∥∥
L∞
. 1 and define G♭k as in (6.28).
In view of (6.27) and taking the Fourier transform in v, we obtain∣∣(˜Θφ)(t, k, ξ)∣∣ . ∫
R
∣∣F˜ ′(t, k, η)∣∣∣∣G˜♭k(t, ξ − kt, kt− η)∣∣ dη. (6.34)
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Using Lemma 4.1 we have
Ak(t, ξ) .δ Ak(t, η)AR(t, ξ − η)e−(λ(t)/20) min(〈ξ−η〉,〈k,η〉)1/2
.δ Ak(t, η)AR(t, ξ − kt)AR(t, kt− η)e−(λ(t)/20)[min(〈ξ−η〉,〈k,η〉)+min(〈ξ−kt〉,〈kt−η〉)]1/2
(6.35)
and
|A˙kAk(t, ξ)|1/2 .δ
{|A˙RAR(t, ξ − η)|1/2Ak(t, η) + |A˙kAk(t, η)|1/2AR(t, ξ − η)}
× e−(λ(t)/30) min(〈ξ−η〉,〈k,η〉)1/2
.δ
{
|A˙RAR(t, ξ − kt)|1/2Ak(t, η)AR(t, kt− η)
+ |A˙RAR(t, kt− η)|1/2Ak(t, η)AR(t, ξ − kt)
+|A˙kAk(t, η)|1/2AR(t, ξ − kt)AR(t, kt− η)
}
× e−(λ(t)/30) min(〈ξ−η〉,〈k,η〉)1/2e−(λ(t)/30) min(〈ξ−kt〉,〈kt−η〉)1/2 .
(6.36)
Moreover, it is easy to see that for any k ∈ Z\{0}, ξ, η ∈ R, t ≥ 1, we have
|k|t
|k|t+ |ξ| 〈ξ − kt〉 .δ e
δmin(〈ξ−η〉,〈k,η〉)1/2eδmin(〈ξ−kt〉,〈kt−η〉)
1/2
,
eδmin(〈ξ−kt〉,〈kt〉)
1/2
. e10δmin(〈ξ−η〉,〈k,η〉)
1/2
e10δmin(〈ξ−kt〉,〈kt−η〉)
1/2
(6.37)
Step 2. We would like to show now that for each t ∈ [1, T ] we have∑
k∈Z\{0}
∫
R
A2k(t, ξ)ν(t, k, ξ)
2e2δ|k|
∣∣(˜Θφ)(t, k, ξ)∣∣2 dξ
+
∑
k∈Z\{0}
∫ t
0
∫
R
|A˙kAk(s, ξ)|ν(s, k, ξ)2e2δ|k|
∣∣(˜Θφ)(s, k, ξ)∣∣2dξds .δ ǫ31, (6.38)
where
ν(t, k, ξ) :=
|k|t
|k|t+ |ξ| 〈ξ − kt〉e
δmin(〈ξ−kt〉,〈kt〉)1/2 . (6.39)
Indeed, the first term in the left-hand side of (6.38) is bounded by
sup
‖P‖
L2
k
L2
ξ
≤1
∑
k∈Z\{0}
∫
R
Ak(t, ξ)ν(t, k, ξ)e
δ|k|∣∣(˜Θφ)(t, k, ξ)∣∣|P (k, ξ)| dξ
.δ sup
‖P‖
L2
k
L2
ξ
≤1
∑
k∈Z\{0}
∫
R2
Ak(t, η)
∣∣F˜ ′(t, k, η)∣∣AR(t, ξ − kt)AR(t, kt− η)
× ∣∣G˜♭k(t, ξ − kt, kt− η)∣∣eδ|k||P (k, ξ)| dηdξ,
using (6.34), (6.35), and (6.37). The desired inequality follows using the Cauchy-Schwartz
inequality, and the bounds (6.29) and (6.33). The second term in (6.38) can be bounded in a
similar way, using (6.36) instead of (6.35), which completes the proof of (6.38).
Step 3. We prove now the bounds (6.32). Notice that
g1 = 2(V
′)2∂vΨ · (∂v − t∂z)(Θφ),
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since the additional cutoff function is equal to 1 on the support of ∂vΨ. To estimate g1 we
would like to use Lemma 2.3 (ii). The bilinear weighted bounds we need are
Ak(t, ξ)
〈t〉
|ξ/k|+ 〈t〉 .δ AR(t, ξ − η) ·Ak(t, η)
〈t〉
|η/k| + 〈t〉e
−δ′0min(〈ξ−η〉,〈k,η〉)1/2 ,
for any t ≥ 1, ξ, η ∈ R, and k ∈ Z \ {0} (which follows from (4.3)) and (4.4). The desired
bounds on g1 follow from (6.38) and Lemma 4.2 (ii).
Finally we consider the function g2 = [(V
′)2∂2vΨ+ V ′′∂vΨ+ ̺V ′∂vΨ] ·Θφ. The proof is the
same as before, using Lemma 2.3 (ii), (6.38), and Lemma 4.2 (ii). The additional weighted
bounds we need in this case are
Ak(t, ξ)
〈t〉
|ξ/k|+ 〈t〉 .δ
AR(t, ξ − η)
〈ξ − η〉 · Ak(t, η)
〈t〉
|η/k| + 〈t〉〈η − kt〉e
−δ′0 min(〈ξ−η〉,〈k,η〉)1/2 ,
which follow easily from (4.3). This completes the proof of the lemma. 
6.2. Bounds on the terms Ca, a ∈ {1, 2, 3, 4}. In this subsection we prove the bounds (6.19)
for the commutator terms Ca. The idea is to exploit the cancellation in these commutators to
obtain suitable smallness, using either the more favorable bounds (6.2) for small frequencies,
or the gain in regularity from (7.34) for high frequencies.
We start by decomposing C2 = C′2 + C′′2 and C3 = C′3 + C′′3 where
C′2 := (V ′)2Ψ0(∂v − t∂z)2A†
(
Ψφ
)− (Ψ0A†)[(V ′)2(∂v − t∂z)2(Ψφ)],
C′′2 := 2(V ′)2∂vΨ0 · (∂v − t∂z)A†
(
Ψφ
)
+ (V ′)2∂2vΨ0 ·A†
(
Ψφ
)
,
(6.40)
and
C′3 := (V ′′ + ̺V ′)Ψ0(∂v − t∂z)A†
(
Ψφ
)− (Ψ0A†)[(V ′′ + ̺V ′)(∂v − t∂z)(Ψφ)],
C′′3 := (V ′′ + ̺V ′)∂vΨ0 · A†
(
Ψφ
)
.
(6.41)
We bound first the commutators C1, C′2, and C′3.
Lemma 6.5. For t ∈ [1, T ] we have
‖C1(t)‖2L2(T×R) + ‖C′2(t)‖2L2(T×R) + ‖C′3(t)‖2L2(T×R) . C(δ)ǫ31 + δE ′φ. (6.42)
Proof. Step 1. Fix a Gevrey cutoff function Ψ′0 supported in
[
υ/6, 6υ
]
, equal to 1 in
[
υ/5, 5υ
]
,
and satisfying
∥∥e〈ξ〉3/4Ψ˜′0(ξ)∥∥L∞ . 1. Let h1 := Ψ′0̺2. In view of (6.8) we have
C˜1(t, k, ξ) = C
∫
R2
{
h˜1(t, ξ − η)k2Ψ˜0(η − ρ)A†(t, k, ρ)(˜Ψφ)(t, k, ρ)
− Ψ˜0(ξ − η)A†(t, k, η)h˜1(t, η − ρ)k2(˜Ψφ)(t, k, ρ)
}
dηdρ.
Therefore, after changes of variables,
|C˜1(t, k, ξ)| .
∫
R2
|h˜1(t, ξ − η)||Ψ˜0(η − ρ)||G˜(t, k, ρ)|K1(t, k; ξ, η, ρ) dηdρ,
where G := [∂2z + (∂v − t∂z)2](Ψφ) and
K1(t, k; ξ, η, ρ) :=
1Z∗(k)k
2
k2 + (ρ− tk)2
∣∣∣Ak(t, ρ)〈t〉〈t〉+ |ρ/k| − Ak(t, ρ+ ξ − η)〈t〉〈t〉+ |(ρ+ ξ − η)/k| ∣∣∣. (6.43)
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One can estimate |C˜′2(t, k, ξ)| and |C˜′3(t, k, ξ)| is a similar way, thus
|C˜′a(t, k, ξ)| .
∫
R2
|h˜a(t, ξ − η)||Ψ˜0(η − ρ)||G˜(t, k, ρ)|Ka(t, k; ξ, η, ρ) dηdρ,
where
K2(t, k; ξ, η, ρ) :=
1Z∗(k)(ρ− tk)2
k2 + (ρ− tk)2
∣∣∣Ak(t, ρ)〈t〉〈t〉+ |ρ/k| − Ak(t, ρ+ ξ − η)〈t〉〈t〉+ |(ρ+ ξ − η)/k| ∣∣∣, (6.44)
K3(t, k; ξ, η, ρ) :=
1Z∗(k)〈ξ − η〉(ρ − tk)
k2 + (ρ− tk)2
∣∣∣Ak(t, ρ)〈t〉〈t〉+ |ρ/k| − Ak(t, ρ+ ξ − η)〈t〉〈t〉+ |(ρ+ ξ − η)/k| ∣∣∣, (6.45)
and
h2 := Ψ
′
0(V
′)2, h3 := 〈∂v〉−1[Ψ′0(V ′′ + ̺V ′)]. (6.46)
Notice that K1 +K2 +K3 . K, where
K(t, k; ξ, η, ρ) := 1Z∗(k)
[
1 +
〈ξ − η〉
|k|〈ρ/k − t〉
]∣∣∣Ak(t, ρ)〈t〉〈t〉+ |ρ/k| − Ak(t, ρ+ ξ − η)〈t〉〈t〉+ |(ρ+ ξ − η)/k| ∣∣∣. (6.47)
Notice also that ‖ha‖R . 1 for a ∈ {1, 2, 3}, due to (4.8). For (6.42) it suffices to prove that∥∥∥ ∫
R2
|h˜a(t, ξ − η)||Ψ˜0(η − ρ)||G˜(t, k, ρ)|K(t, k; ξ, η, ρ) dηdρ
∥∥∥2
L2k,ξ
. C(δ)ǫ31 + δE ′φ, (6.48)
for any t ∈ [1, T ] and a ∈ {1, 2, 3}.
Step 2. Recall the definition of the sets R∗i , i ∈ {0, 1, 2, 3}, in (5.7)–(5.10) and (5.16).
Assume first that ((k, ρ), (k, ρ + ξ − η)) ∈ R∗1. Then, using (7.34),
K(t, k; ξ, η, ρ) . 1Z∗(k)
Ak(t, ρ)〈t〉
〈t〉+ |ρ/k|AR(t, ξ − η)e
−(δ0/50)〈ξ−η〉1/2 [√δ + C0(δ)〈k, ρ〉−1/8].
Therefore∥∥∥∫
R2
1R∗1((k, ρ), (k, ρ + ξ − η))|h˜a(t, ξ − η)||Ψ˜0(η − ρ)||G˜(t, k, ρ)|K(t, k; ξ, η, ρ) dηdρ
∥∥∥
L2k,ξ
. ‖h˜a(t, ν)AR(t, ν)‖L2ν
∥∥∥1Z∗(k)Ak(t, ρ)〈t〉〈t〉+ |ρ/k| G˜(t, k, ρ)[√δ + C0(δ)〈k, ρ〉−1/8]∥∥∥L2k,ρ
. C(δ)ǫ
3/2
1 +
√
δ(E ′φ)1/2,
(6.49)
where the last inequality follows from the bounds ‖ha‖R . 1 and∥∥∥1Z∗(k)Ak(t, ρ)〈t〉〈t〉 + |ρ/k| G˜(t, k, ρ)[√δ + C0(δ)〈k, ρ〉−1/8]∥∥∥L2k,ρ .
√
δ(E ′φ)1/2 + C(δ)ǫ3/21 . (6.50)
The bounds (6.50) follow from Lemma 6.2 and the definition (6.16).
Step 3. In the remaining case when 〈ξ− η〉 ≥ 〈k, ρ〉/10 we use the bounds (4.3) to estimate
K(t, k; ξ, η, ρ) . 1Z∗(k)〈ξ − η〉Ak(t, ρ)〈t〉〈t〉+ |ρ/k|
+ C(δ)1Z∗(k)
[
1 +
〈ξ − η〉
|k|〈ρ/k − t〉
]Ak(t, ρ)AR(t, ξ − η)e−(δ0/100)〈k,ρ〉1/2〈t〉
〈t〉+ |(ρ+ ξ − η)/k| .
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Moreover, with δ′0 = δ0/200 as before, it is easy to see that[
1 +
〈ξ − η〉
|k|〈ρ/k − t〉
] 〈t〉
〈t〉+ |(ρ+ ξ − η)/k| . e
δ′0〈k,ρ〉1/2 . (6.51)
Therefore, if k 6= 0 and 〈ξ − η〉 ≥ 〈k, ρ〉/10 then
K(t, k; ξ, η, ρ) .δ 1Z∗(k)
〈ξ − η〉2
〈k, ρ〉
Ak(t, ρ)〈t〉
〈t〉+ |ρ/k| + 1Z∗(k)Ak(t, ρ)AR(t, ξ − η)e
−δ′0〈k,ρ〉1/2 . (6.52)
We notice that if ((k, ρ), (k, ρ + ξ − η)) /∈ R∗1 then 〈ξ − η〉 ≥ 〈k, ρ〉/10, so the bounds (6.52)
hold. As in (6.49) one can then estimate∥∥∥∫
R2
1cR∗1((k, ρ), (k, ρ + ξ − η))|h˜a(t, ξ − η)||Ψ˜0(η − ρ)||G˜(t, k, ρ)|K(t, k; ξ, η, ρ) dηdρ
∥∥∥
L2k,ξ
. C(δ)ǫ
3/2
1 +
√
δ(E ′φ)1/2,
and the desired conclusion (6.48) follows. 
We bound now the remaining commutators C4, C′′2 , and C′′3 .
Lemma 6.6. For t ∈ [1, T ] we have
‖C4(t)‖2L2(T×R) + ‖C′′2 (t)‖2L2(T×R) + ‖C′′3 (t)‖2L2(T×R) . C(δ)ǫ31 + δE ′φ. (6.53)
Proof. With Ψ′0 as in the proof of Lemma 6.5, we notice first that ‖Ψ′0V ′′‖L∞ + ‖Ψ′0V ′‖L∞ +
‖Ψ′0̺‖L∞ . 1, as a consequence of (4.7). Therefore, if we let
C′′′ := ∂avΨ0 ·A†(∂v − t∂z)b(Ψφ)−A†[∂avΨ0 · (∂v − t∂z)b(Ψφ)], (6.54)
where a ∈ {1, 2}, b ∈ {0, 1}, then it suffices to prove that
‖C′′′(t)‖L2(T×R) + ‖C4(t)‖L2(T×R) . C(δ)ǫ3/21 +
√
δ(E ′φ)1/2. (6.55)
Let P (ρ) := e−〈ρ〉3/4/2. As in the proof of Lemma 6.5 we have
|C˜′′′(t, k, ξ)| + |C˜4(t, k, ξ)| .
∫
R
P (ξ − η)|G˜(t, k, η)|L(t, k; ξ, η) dη, (6.56)
where G = [∂2z + (∂v − t∂z)2](Ψφ) as before and
L(t, k; ξ, η) := 1Z∗(k)〈ξ − η〉2
∣∣∣Ak(t, ξ)〈t〉〈t〉+ |ξ/k| − Ak(t, η)〈t〉〈t〉+ |η/k| ∣∣∣. (6.57)
If ((k, ξ), (k, η)) ∈ R∗1 then we use (7.34) to estimate
L(t, k; ξ, η) . 1Z∗(k)
Ak(t, η)〈t〉
〈t〉+ |η/k|AR(t, ξ − η)e
−(δ0/50)〈ξ−η〉1/2 [√δ + C0(δ)〈k, η〉−1/8].
Therefore, using (6.50),∥∥∥∫
R2
1R∗1((k, ξ), (k, η))P (ξ − η)|G˜(t, k, η)|L(t, k; ξ, η) dη
∥∥∥
L2k,ξ
.
∥∥∥1Z∗(k)Ak(t, η)〈t〉〈t〉 + |η/k| G˜(t, k, η)[√δ + C0(δ)〈k, ρ〉−1/8]∥∥∥L2k,η
. C(δ)ǫ
3/2
1 +
√
δ(E ′φ)1/2.
(6.58)
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On the other hand, if 〈ξ − η〉 ≥ 〈k, η〉/10 then we can use the definitions (7.18) to estimate
L(t, k; ξ, η) . 1Z∗(k)e
10δ0〈ξ−η〉1/2〈k, η〉−1.
Using (6.2) we then estimate∥∥∥ ∫
R2
1cR∗1((k, ξ), (k, η))P (ξ − η)|G˜(t, k, η)|L(t, k; ξ, η) dη
∥∥∥
L2k,ξ
. ‖G˜(t, k, η)‖L2k,η .δ ǫ
3/2
1 .
(6.59)
The desired bounds (6.55) follow from (6.58)–(6.59). 
6.3. Bounds on the terms Da, a ∈ {1, 2, 3, 4}. Finally, we prove the bounds (6.19) for the
commutator terms Da. As before, we decompose D2 = D′2 +D′′2 and D3 = D′3 +D′′3 where
D′2 := (V ′)2Ψ0(∂v − t∂z)2B†
(
Ψφ
)− (Ψ0B†)[(V ′)2(∂v − t∂z)2(Ψφ)],
D′′2 := 2(V ′)2∂vΨ0 · (∂v − t∂z)B†
(
Ψφ
)
+ (V ′)2∂2vΨ0 · B†
(
Ψφ
)
,
(6.60)
and
D′3 := (V ′′ + ̺V ′)Ψ0(∂v − t∂z)B†
(
Ψφ
)− (Ψ0B†)[(V ′′ + ̺V ′)(∂v − t∂z)(Ψφ)],
D′′3 := (V ′′ + ̺V ′)∂vΨ0 ·B†
(
Ψφ
)
.
(6.61)
As before, we bound first the commutators D1, D′2, and D′3.
Lemma 6.7. For t ∈ [1, T ] we have∫ t
1
{‖D1(s)‖2L2(T×R) + ‖D′2(s)‖2L2(T×R) + ‖D′3(s)‖2L2(T×R)} ds . C(δ)ǫ31 + δ(E ′φ + B′φ). (6.62)
Proof. As in the proof of Lemma 6.5, we can estimate the Fourier transforms |D˜1(s, k, ξ)|,
|D˜′2(s, k, ξ)|, |D˜′3(s, k, ξ)|. With Ψ′0 as in the proof of Lemma 6.5, let, as before,
G = [∂2z+(∂v−t∂z)2](Ψφ), h1 = Ψ′0̺2, h2 = Ψ′0(V ′)2, h3 = 〈∂v〉−1[Ψ′0(V ′′+̺V ′)]. (6.63)
With B† defined as in (6.13), (6.6), and (6.12), let
K ′(s, k; ξ, η, ρ) := 1Z∗(k)
[
1 +
〈ξ − η〉
|k|〈ρ/k − s〉
]∣∣B†(s, k, ρ) −B†(s, k, ρ+ ξ − η)∣∣. (6.64)
For (6.62) it suffices to prove that, for any t ∈ [1, T ] and a ∈ {1, 2, 3},∫ t
1
∥∥∥ ∫
R2
|h˜a(s, ξ − η)||Ψ˜0(η − ρ)||G˜(s, k, ρ)|K ′(s, k; ξ, η, ρ) dηdρ
∥∥∥2
L2k,ξ
ds
. C(δ)ǫ31 + δ(E ′φ + B′φ).
(6.65)
As in the proof of Lemma 6.5, assume first that ((k, ρ), (k, ρ + ξ − η)) ∈ R∗1. Then
K ′(s, k; ξ, η, ρ) . 1Z∗(k)
√
µk(s, ρ)Ak(s, ρ)〈s〉
〈s〉+ |ρ/k| AR(s, ξ−η)e
−(δ0/50)〈ξ−η〉1/2 [√δ+C ′(δ)〈k, ρ〉−1/8],
using the definition and Lemmas 7.5 and 7.7. Moreover∥∥∥1Z∗(k)√µk(s, ρ)Ak(s, ρ)〈s〉〈s〉+ |ρ/k| G˜(s, k, ρ)[√δ + C ′(δ)〈k, ρ〉−1/8]∥∥∥L2sL2k,ρ
.
√
δ(B′φ)1/2 + C ′′(δ)ǫ3/21 ,
(6.66)
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due to the definition (6.16), the bounds (6.2), and the observation that Ak(s, ρ) .δ 1, µk(s, ρ) .δ
〈s〉−1−σ0 if 〈k, ρ〉 .δ 1. Therefore∥∥∥ ∫
R2
1R∗1((k, ρ), (k, ρ + ξ − η))|h˜a(s, ξ − η)||Ψ˜0(η − ρ)||G˜(s, k, ρ)|K ′(s, k; ξ, η, ρ) dηdρ
∥∥∥
L2sL
2
k,ξ
. ‖h˜a(s, ν)AR(s, ν)‖L∞s L2ν
∥∥∥1Z∗(k)√µk(s, ρ)Ak(s, ρ)〈s〉〈s〉+ |ρ/k| G˜(s, k, ρ)[√δ + C ′(δ)〈k, ρ〉−1/8]∥∥∥L2sL2k,ρ
. C(δ)ǫ
3/2
1 +
√
δ(B′φ)1/2,
(6.67)
where the last inequality uses also the bounds ‖ha‖R . 1.
On the other hand, if 〈ξ − η〉 ≥ 〈k, ρ〉/10 we use the bounds (4.3) and (7.47) to estimate
K ′(s,k; ξ, η, ρ) . 1Z∗(k)〈ξ − η〉
√
µk(s, ρ)Ak(s, ρ)〈s〉
〈s〉+ |ρ/k|
+ C(δ)1Z∗(k)
[
1 +
〈ξ − η〉
|k|〈ρ/k − s〉
]√µR(s, ξ − η)Ak(s, ρ)AR(s, ξ − η)e−(δ0/100)〈k,ρ〉1/2〈s〉
〈s〉+ |(ρ+ ξ − η)/k| .
Using again (6.51) it follows that if δ′0 = δ0/200, k 6= 0, and 〈ξ − η〉 ≥ 〈k, ρ〉/10 then
K ′(s, k; ξ, η, ρ) .δ 1Z∗(k)
〈ξ − η〉2
〈k, ρ〉
√
µk(s, ρ)Ak(s, ρ)〈s〉
〈s〉+ |ρ/k|
+ 1Z∗(k)
√
µR(s, ξ − η)AR(s, ξ − η)Ak(s, ρ)e−δ′0〈k,ρ〉1/2 .
Therefore, using (6.50) and (6.66),∥∥∥ ∫
R2
1cR∗1((k, ρ), (k, ρ + ξ − η))|h˜a(s, ξ − η)||Ψ˜0(η − ρ)||G˜(s, k, ρ)|K ′(s, k; ξ, η, ρ) dηdρ
∥∥∥
L2sL
2
k,ξ
.δ ‖h˜a(s, ν)AR(s, ν)‖L∞s L2ν
∥∥∥1Z∗(k)√µk(s, ρ)Ak(s, ρ)〈s〉〈s〉+ |ρ/k| G˜(s, k, ρ)〈k, ρ〉−1∥∥∥L2sL2k,ρ
+ ‖h˜a(s, ν)
√
µR(s, ν)AR(s, ν)‖L2sL2ν
∥∥1Z∗(k)Ak(s, ρ)G˜(s, k, ρ)e−(δ′0/2)〈k,ρ〉1/2∥∥L∞s L2k,ρ
. C(δ)ǫ
3/2
1 +
√
δ(B′φ)1/2 +
√
δ(E ′φ)1/2.
The desired conclusion (6.65) follows using also (6.67). 
We bound now the remaining commutators D4, D′′2 , and D′′3 .
Lemma 6.8. For t ∈ [1, T ] we have∫ t
1
{‖D4(s)‖2L2(T×R) + ‖D′′2(s)‖2L2(T×R) + ‖D′′3(s)‖2L2(T×R)} ds . C(δ)ǫ31 + δ(E ′φ + B′φ). (6.68)
Proof. As in the proof of Lemma 6.6, it suffices to show that, for any t ∈ [1, T ],∫ t
1
∥∥∥∫
R
P (ξ − η)|G˜(s, k, η)|L′(s, k; ξ, η) dη
∥∥∥2
L2k,ξ
ds . C(δ)ǫ31 + δ(E ′φ + B′φ), (6.69)
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where P (ρ) := e−〈ρ〉
3/4/2, G = [∂2z + (∂v − t∂z)2](Ψφ) as before, and
L′(s, k; ξ, η) := 1Z∗(k)〈ξ − η〉2
∣∣∣√µk(s, ξ)Ak(s, ξ)〈s〉〈s〉+ |ξ/k| −
√
µk(s, η)Ak(s, η)〈s〉
〈s〉+ |η/k|
∣∣∣. (6.70)
If ((k, ξ), (k, η)) ∈ R∗1 then we use (7.34) and Lemma 7.7 to estimate
L′(s, k; ξ, η) . 1Z∗(k)
√
µk(s, η)Ak(s, η)〈s〉
〈s〉+ |η/k| AR(s, ξ − η)e
−(δ0/50)〈ξ−η〉1/2[√δ + C0(δ)〈k, η〉−1/8].
On the other hand, if 〈ξ − η〉 ≥ 〈k, η〉/10 then we can use the definitions (7.18) to estimate
L′(s, k; ξ, η) . 1Z∗(k)e10δ0〈ξ−η〉
1/2〈t〉−(1+σ0)/2〈k, η〉−1.
The desired bounds (6.69) follow in the same way as in the proof of Lemma 6.7. 
7. The time-dependent imbalanced weights: definitions and properties
7.1. Definitions. In this subsection we recall the precise definitions of the weights w∗, b∗, A∗,
∗ ∈ {NR,R, k}, k ∈ Z, from [22]. We define first the functions wNR, wR : [0,∞) × R → [0, 1]
which model the non-resonant and resonant growth respectively. Take small δ > 0 with δ ≪ δ0,
which is still much larger than ǫ. For |η| ≤ δ−10 we define simply
wNR(t, η) := 1, wR(t, η) := 1. (7.1)
For η > δ−10 we define k0(η) := ⌊
√
δ3η⌋. For l ∈ {1, . . . , k0(η)} we define
tl,η :=
1
2
( η
l + 1
+
η
l
)
, t0,η := 2η, Il,η := [tl,η, tl−1,η]. (7.2)
Notice that |Il,η| ∼ ηl2 and
δ−3/2
√
η/2 ≤ tk0(η),η ≤ . . . ≤ tl,η ≤ η/l ≤ tl−1,η ≤ . . . ≤ t0,η = 2η.
We define
wNR(t, η) := 1, wR(t, η) := 1 if t ≥ t0,η = 2η. (7.3)
Then we define, for k ∈ {1, . . . , k0(η)},
wNR(t, η) :=
( 1 + δ2|t− η/k|
1 + δ2|tk−1,η − η/k|
)δ0
wNR(tk−1,η, η) if t ∈ [η/k, tk−1,η],
wNR(t, η) :=
( 1
1 + δ2|t− η/k|
)1+δ0
wNR(η/k, η) if t ∈ [tk,η, η/k].
(7.4)
We define also the weight wR by the formula
wR(t, η) :=
{
wNR(t, η)
1+δ2|t−η/k|
1+δ2η/(8k2)
if |t− η/k| ≤ η/(8k2)
wNR(t, η) if t ∈ Ik,η, |t− η/k| ≥ η/(8k2),
(7.5)
for any k ∈ {1, . . . , k0(η)}. Notice that
wNR(tk,η, η)
wNR(tk−1,η, η)
≈
( k2
δ2η
)1+2δ0
, wR(tk,η, η) = wNR(tk,η, η). (7.6)
Moreover, notice that for t ∈ Ik,η,
wR(t, η) ≈ wNR(t, η)
[
k2
δ2η
(
1 + δ2|t− η/k|)] , (7.7)
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and
∂twNR(t, η)
wNR(t, η)
≈ ∂twR(t, η)
wR(t, η)
≈ δ
2
1 + δ2 |t− η/k| . (7.8)
We observe that
e(J2−J1) ln(A/J
2
2 ) ≤
J2∏
j=J1+1
A
j2
≤ e(J2−J1) ln(A/J22 )+4(J2−J1) (7.9)
provided that 1 ≤ J1 + 1 ≤ J2. In particular, for η > δ−10,
wNR(tk0(η),η , η) = wR(tk0(η),η , η) ∈ [Xδ(η)4,Xδ(η)1/4],
Xδ(η) := e
−δ3/2 ln(δ−1)√η.
(7.10)
For small values of t ≤ tk0(η),η we define the weights wNR and wR by the formulas
wNR(t, η) = wR(t, η) := (e
−δ√η)βwNR(tk0(η),η , η)
1−β (7.11)
if t = (1− β)tk0(η),η , β ∈ [0, 1]. We notice that
wNR(t1, η)
wNR(t2, η)
. e4δ
5/2|t1−t2| for any t1 ∈ [0, tk0(η),η ], t2 ∈ [0,∞). (7.12)
If η < −δ−10, then we define wR(t, η) := wR(t, |η|), wNR(t, η) := wNR(t, |η|).
We define now the weights wk(t, η) which crucially distinguish the way resonant and non-
resonant modes grow around the critical times η/k. If |η| ≤ δ−10, then we define wk(t, η) ≡ 1.
If η > δ−10 and 1 ≤ k ≤
√
δ3η, then we define
wk(t, η) :=
{
wNR(t, η) if t 6∈ Ik,η,
wR(t, η) if t ∈ Ik,η. (7.13)
If η > δ−10, k 6∈ [1, √δ3η ], we define wk(t, η) ≡ wNR(t, η). If η < −δ−10 then we define
wk(η) := w−k(−η). (7.14)
In particular wk(η) = wNR(η) if kη ≤ 0.
7.1.1. The functions b∗ and A∗. The functions wNR, wR and wk have the right size but lack
optimal smoothness in the frequency parameter η, mainly due to the jump discontinuities of
the function k0(η). The smoothness of the weight is important in the analysis of the transport
terms, as it leads to smaller loss of derivatives after symmetrization in the energy functionals.
To correct this problem we mollify the weights w∗. We fix ϕ : R → [0, 1] an even smooth
function supported in [−8/5, 8/5] and equal to 1 in [−5/4, 5/4] and let d0 :=
∫
R
ϕ(x) dx. For
k ∈ Z and ∗ ∈ {NR,R, k} let
b∗(t, ξ) :=
∫
R
w∗(t, ρ)ϕ
( ξ − ρ
Lδ′(t, ξ)
) 1
d0Lδ′(t, ξ)
dρ,
Lδ′(t, ξ) := 1 +
δ′〈ξ〉
〈ξ〉1/2 + δ′t , δ
′ ∈ [0, 1].
(7.15)
In other words, the functions b∗(t, ξ) are obtained by averaging w∗(t, ρ) over intervals of length ≈
Lδ′(t, ξ) around the point ξ. The length Lδ′(t, ξ) in (7.15) is chosen to optimize the smoothness
in ξ of the functions b∗(t, .), while not changing significantly the size of the weights. The
parameter δ′ is fixed sufficiently small, depending only on δ.
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We can now finally define our main weights ANR, AR, and Ak. We define first the decreasing
function λ : [0,∞)→ [δ0, 3δ0/2] by
λ(0) =
3
2
δ0, λ
′(t) = − δ0σ
2
0
〈t〉1+σ0 , (7.16)
for small positive constant σ0 (say σ0 = 0.01). Then we define
AR(t, ξ) :=
eλ(t)〈ξ〉1/2
bR(t, ξ)
e
√
δ〈ξ〉1/2 , ANR(t, ξ) :=
eλ(t)〈ξ〉1/2
bNR(t, ξ)
e
√
δ〈ξ〉1/2 , (7.17)
and, for any k ∈ Z,
Ak(t, ξ) := e
λ(t)〈k,ξ〉1/2
(e√δ〈ξ〉1/2
bk(t, ξ)
+ e
√
δ|k|1/2
)
. (7.18)
7.2. Properties of the weights. In this subsection we collect several bounds on the weights
w∗, b∗, and A∗, see [22] for proofs. We start with a lemma (Lemma 7.1 in [22]):
Lemma 7.1. For all t ≥ 0 and ξ, η ∈ R, and k ∈ Z we have
wNR(t, ξ)
wNR(t, η)
+
wR(t, ξ)
wR(t, η)
+
wk(t, ξ)
wk(t, η)
.δ e
√
δ|η−ξ|1/2 . (7.19)
Moreover, if |ξ − η| ≤ 10L1(t, η) (see (7.15) for the definition of L1(t, η)) then we have the
stronger bounds
wNR(t, ξ)
wNR(t, η)
+
wR(t, ξ)
wR(t, η)
+
wk(t, ξ)
wk(t, η)
.δ 1. (7.20)
Finally, if min(|ξ|, |η|) ≥ 2δ−10, |ξ−η| ≤ min(|ξ|, |η|)/3, and t ≥ max(tk0(ξ)−4,ξ, tk0(η)−4,η) then
we also have the stronger bounds
max
{wNR(t, ξ)
wNR(t, η)
,
wR(t, ξ)
wR(t, η)
,
wk(t, ξ)
wk(t, η)
}
≤ e
√
δ|η−ξ|1/2 . (7.21)
We also need estimates on the functions b∗ defined in (7.15), see also Lemma 7.2 in [22].
Lemma 7.2. For t ≥ 0, ξ, η ∈ R, k ∈ Z, and ∗ ∈ {NR,R, k} we have
b∗(t, ξ) ≈δ w∗(t, ξ), (7.22)
|∂ξb∗(t, ξ)| .δ b∗(t, ξ) 1
Lδ′(t, ξ)
, (7.23)
and
b∗(t, ξ)
b∗(t, η)
.δ e
√
δ|η−ξ|1/2 . (7.24)
We recall now several bounds on the main weights ANR, AR, Ak, see Lemma 7.3 in [22].
Lemma 7.3. (i) Assume t ∈ [0,∞), k ∈ Z, and ∗ ∈ {NR,R, k}. Then, for any ξ, η ∈ R,
A∗(t, ξ)
A∗(t, η)
.δ e
(λ(t)+4
√
δ)|ξ−η|1/2 . (7.25)
Moreover, if ξ, η ∈ R satisfy |η| ≥ |ξ|/4 (or |(k, η)| ≥ |(k, ξ)|/4 if ∗ = k) then
A∗(t, ξ)
A∗(t, η)
.δ e
0.9λ(t)|ξ−η|1/2 . (7.26)
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(ii) Assume t ∈ [0,∞), k, ℓ ∈ Z and ξ, η ∈ R satisfy |(ℓ, η)| ≥ |(k, ξ)|/4. If t 6∈ Ik,ξ or if
t ∈ Ik,ξ ∩ Iℓ,η, then
Ak(t, ξ)
Aℓ(t, η)
.δ e
0.9λ(t)|(k−ℓ,ξ−η)|1/2 . (7.27)
If t ∈ Ik,ξ and t 6∈ Iℓ,η, then
Ak(t, ξ)
Aℓ(t, η)
.δ
|ξ|
k2
1
1 +
∣∣t− ξ/k∣∣e0.9λ(t)|(k−ℓ,ξ−η)|1/2 . (7.28)
We also need estimates on the time derivatives of the weights A∗, see Lemma 7.4 in [22].
Lemma 7.4. (i) For all t ≥ 0, ρ ∈ R, and ∗ ∈ {NR,R} we have
−A˙∗(t, ρ)
A∗(t, ρ)
≈δ
[
〈ρ〉1/2
〈t〉1+σ0 +
∂tw∗(t, ρ)
w∗(t, ρ)
]
. (7.29)
and, for any k ∈ Z,
−A˙k(t, ρ)
Ak(t, ρ)
≈δ
[
〈k, ρ〉1/2
〈t〉1+σ0 +
∂twk(t, ρ)
wk(t, ρ)
1
1 + e
√
δ(|k|1/2−〈ρ〉1/2)wk(t, ρ)
]
. (7.30)
(ii) For all t ≥ 0, ξ, η ∈ R, and ∗ ∈ {NR,R} we have∣∣(A˙∗/A∗)(t, ξ)∣∣ .δ ∣∣(A˙∗/A∗)(t, η)∣∣e4√δ|ξ−η|1/2 . (7.31)
Moreover, if k, ℓ ∈ Z then∣∣(A˙k/Ak)(t, ξ)∣∣ .δ ∣∣(A˙ℓ/Aℓ)(t, η)∣∣e4√δ|k−ℓ,ξ−η|1/2. (7.32)
Finally, if ρ ∈ R and k ∈ Z satisfy |k| ≤ 〈ρ〉+ 10 then∣∣(A˙k/Ak)(t, ρ)∣∣ ≈δ ∣∣(A˙NR/ANR)(t, ρ)∣∣ ≈δ ∣∣(A˙R/AR)(t, ρ)∣∣. (7.33)
7.3. Refined smoothness of the weights. To bound the commutator terms in (6.19), we
need more refined smoothness properties of the weights Ak(t, ξ) in ξ ∈ R than those proved
in [22]. We start with a proposition that contains the main estimates necessary to control the
commutator terms Cj , j ∈ {1, 2, 3, 4}, see (6.8) and (6.19).
Lemma 7.5. If ξ, η ∈ R, t ≥ 0, k ∈ Z, and 〈ξ − η〉 ≤ (〈k, ξ〉+ 〈k, η〉)/8 then∣∣Ak(t, ξ)−Ak(t, η)∣∣ . AR(t, ξ − η)Ak(t, η)e−(λ(t)/40)〈ξ−η〉1/2 [ C0(δ)〈k, ξ〉1/8 +√δ], (7.34)
for some constant C0(δ)≫ 1.
Proof. We sometimes use the following elementary inequality: if a, b ∈ Rn and β ∈ [0, 1] then
〈b〉 ≥ β〈a− b〉 implies 〈a〉1/2 ≤ 〈b〉1/2 + (1−√β/2)〈a− b〉1/2. (7.35)
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To prove (7.34) we can assume that |η− ξ| ≤ 〈k, ξ〉/100; otherwise (7.34) follows from (4.3).
By symmetry, we can also assume that ξ ≥ 0. By the definitions of the weights, we can write
Ak(t, ξ) −Ak(t, η) =
[
eλ(t)〈k,ξ〉
1/2 − eλ(t)〈k,η〉1/2
][e√δ〈ξ〉1/2
bk(t, ξ)
+ e
√
δ|k|1/2
]
+ eλ(t)〈k,η〉
1/2
[
e
√
δ〈ξ〉1/2
bk(t, ξ)
− e
√
δ〈η〉1/2
bk(t, ξ)
]
+ eλ(t)〈k,η〉
1/2
e
√
δ〈η〉1/2
[
1
bk(t, ξ)
− 1
bk(t, η)
]
:= T1 + T2 + T3.
(7.36)
It suffices to prove that for each i ∈ {1, 2, 3},∣∣Ti∣∣ . AR(t, ξ − η)Ak(t, η)e−(λ(t)/40)〈ξ−η〉1/2 [ C0(δ)〈k, ξ〉1/8 +√δ]. (7.37)
The proof of (7.37) for i ∈ {1, 2} follows easily from (7.19)-(7.22). For the case i = 3 we
prove the following stronger bounds: if 〈ξ − η〉 ≤ (〈k, ξ〉+ 〈k, η〉)/8 and |k| ≤ 3|ξ| then∣∣bk(t, ξ)− bk(t, η)∣∣ . bk(t, ξ)〈ξ − η〉e2√δ|ξ−η|1/2[ C ′0(δ)〈k, ξ〉1/8 +√δ]. (7.38)
Indeed this follows from (7.24) unless |ξ − η| ≤ 〈k, ξ〉/100 and 〈k, ξ〉 ≥ δ−12. In this case, we
may assume that ξ > 0 and the bounds (7.38) follow from (7.23) if t ≤ ξ3/4. In the remaining
case when t ≥ ξ3/4 and max(100|ξ − η|, δ−12) ≤ 〈k, ξ〉 we use (7.21) to bound∣∣bk(t, ξ)− bk(t, η)∣∣ = 1
d0
∣∣∣∣ ∫
R
[
wk(t, ξ + Lδ′(t, ξ)ρ)− wk(t, η + Lδ′(t, η)ρ)
]
ϕ(ρ) dρ
∣∣∣∣
.
∫
R
(
e
√
δ|ξ−η|1/2+√δ|Lδ′(t,ξ)ρ−Lδ′ (t,η)ρ|1/2 − 1
)
wk(t, ξ + Lδ′(t, ξ)ρ)ϕ(ρ) dρ
.
√
δ〈ξ − η〉 e2
√
δ|ξ−η|1/2bk(t, ξ).
(7.39)
The bounds (7.38) now follow. 
7.3.1. The functions µk and µR. To bound the commutator terms Dj in (6.15), we need to
prove smoothness of the weights µY (t, ξ) in ξ ∈ R. We prove two lemmas.
Lemma 7.6. (i) For t ≥ 0, ξ ∈ R, k ∈ Z, we have
µk(t, ξ) ≈δ
∣∣(A˙k/Ak)(t, ξ)∣∣ and µR(t, ξ) ≈δ ∣∣(A˙R/AR)(t, ξ)∣∣ (7.40)
(ii) Suppose that ξ, η ∈ R, t ≥ 0 satisfy
|ξ|, |η| ≥ 2δ−10, t ≤ min{2|ξ|, 2|η|}, |η − ξ| ≤ min{10L1(t, ξ), 10L1(t, η)}. (7.41)
Then, for any k ∈ Z,
µ∗(t, ξ) ≈δ µ∗(t, η) thus µR(t, ξ) ≈δ µR(t, η) and µk(t, ξ) ≈δ µk(t, η). (7.42)
Proof. (i) We use the definitions (6.10)-(6.12) and the formulas (7.8) and (7.29)-(7.30). If
|ξ| ≤ δ−11 then wR(t, ξ) ≈δ wk(t, ξ) ≈δ 1, and it s easy to see that∣∣(A˙R/AR)(t, ξ)∣∣ ≈δ 〈t〉−1−σ0 ≈δ µR(t, ξ), ∣∣(A˙k/Ak)(t, ξ)∣∣ ≈δ 〈k〉1/2〈t〉−1−σ0 ≈δ µk(t, ξ),
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as claimed. Moreover, if |ξ| ≥ δ−11 and t ≥ 3|ξ|/2 then∣∣(A˙R/AR)(t, ξ)∣∣ ≈δ 〈ξ〉1/2〈t〉1+σ0 ≈δ µR(t, ξ), ∣∣(A˙k/Ak)(t, ξ)∣∣ ≈δ 〈k, ξ〉1/2〈t〉1+σ0 ≈δ µk(t, ξ),
which again gives (7.40). Finally, in view of (7.22), it remains to show that
µ#(t, ξ) ≈δ µ∗(t, ξ), for 0 ≤ t ≤ 7|ξ|/4, |ξ| ≥ δ−11. (7.43)
This follows since µ#(t, ξ) ≈δ µ#(t, η) if |η− ξ| ≤ L1(t, ξ), see the more precise analysis in part
(ii) below.
(ii) In view of (7.22) and (7.20), it suffices to prove that µ∗(t, ξ) ≈δ µ∗(t, η). We may assume
that ξ, η ≥ 0. If t ≤ tk0(ξ),ξ then L1(t, ξ) ≤ 2〈ξ〉1/2, thus |η − ξ| ≤ 20〈ξ〉1/2. In particular
µ#(t, ρ) ≈δ 1 if |ρ − ξ| ≤ 50〈ξ〉1/2, so µ∗(t, ξ) ≈δ µ∗(t, ξ) ≈δ 1, and the desired bounds (7.42)
follow. The same argument works also if t ≤ tk0(η),η .
Assume that t ≥ max(tk0(ξ),ξ, tk0(η),η). Then t ∈ Ia′,ξ ∩ Ia,η for suitable a′ ∈ {1, 2, . . . , k0(ξ)}
and a ∈ {1, 2, . . . , k0(η)}. The condition (7.41) implies |η− ξ| ≤ 30a. Thus, |a−a′| ≤ 1. Notice
that µ#(t, ρ) ≈ µ#(t, ξ) ≈ δ21+δ2|t−ξ/a′| if |ξ − ρ| ≤ 2L1(t, ξ). Thus
µ#(t, ξ) ≈ µ∗(t, ξ) and µ#(t, η) ≈ µ∗(t, η). (7.44)
If a′ = a, then
µ#(t, ξ)
µ#(t, η)
=
1 + δ2|t− η/a|
1 + δ2|t− ξ/a| ≤ 1 + δ
2
∣∣∣∣η − ξa
∣∣∣∣ . 1. (7.45)
Similarly µ#(t, η)/µ#(t, ξ) . 1, and the desired estimates in (7.42) follow using also (7.44). On
the other hand, if a 6= a′, then∣∣∣t− ξ
a′
∣∣∣ & |ξ||a′|2 and ∣∣∣t− ηa ∣∣∣ & |η|a2 ,
and consequently
µ#(t, ξ) ≈ |a
′|2
|ξ| ≈
a2
|η| ≈ µ
#(t, η). (7.46)
The bounds (7.42) follow using again (7.44). 
The following lemma plays an important role in controlling the commutator terms Dj, j ∈
{1, 2, 3, 4}, see (6.15) and (6.20).
Lemma 7.7. Assume ξ, η ∈ R, k ∈ Z, and t ≥ 0. Then:
(i) if 〈ξ − η〉 ≥ 〈k, η〉/100, then
µk(t, ξ) + µk(t, η) .δ µR(t, ξ − η) e4
√
δ|k,η|1/2 ; (7.47)
(ii) if 〈ξ − η〉 ≤ (〈k, ξ〉 + 〈k, η〉)/8, then there is C1(δ)≫ 1 such that∣∣µk(t, ξ)− µk(t, η)∣∣ . 〈ξ − η〉µk(t, η) e4√δ|ξ−η|1/2[ C1(δ)〈k, ξ〉1/8 +√δ]. (7.48)
(iii) in all cases we have
µk(t, ξ) .δ µk(t, η)e
6
√
δ|ξ−η|1/2 . (7.49)
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Proof. (i) By the definitions (6.12), it suffices to prove that
〈k, ξ〉1/2
〈t〉1+σ0 +
〈k, η〉1/2
〈t〉1+σ0 .δ
〈ξ − η〉1/2
〈t〉1+σ0 e
4
√
δ|k,η|1/2 (7.50)
and
µ∗(t, ξ) + µ∗(t, η) .δ µR(t, ξ − η) e4
√
δ|η|1/2 . (7.51)
The bounds (7.50) are easy, and so we focus on (7.51). Since
µ∗(t, ξ) + µ∗(t, η) . δ2 and µR(t, ξ − η) ≥ 〈ξ − η〉
1/2
〈t〉1+σ0 , (7.52)
it suffices to consider the case t ≥ δ−12〈η〉. In this case, in view of the definitions (6.10)-(6.11),
µ∗(t, η) = 0. We distinguish two cases.
Case 1. Suppose that t ≥ 3|ξ|/2 and t ≥ δ−12〈η〉. From (6.10)-(6.11), we get µ∗(t, ξ) .
〈ξ〉−1. Since the left-hand side of (7.51) vanishes if t > δ−1〈ξ − η〉, we can assume that
t ≤ δ−1〈ξ − η〉. Then from t ≥ δ−12〈η〉, it follows that 〈ξ − η〉 ≈ 〈ξ〉 and
1
〈ξ〉 .δ
〈ξ − η〉1/2
〈t〉1+σ0
1
〈ξ − η〉1/4 , (7.53)
from which (7.51) follows easily.
Case 2. Now assume that t ≤ 3|ξ|/2 and t ≥ δ−12〈η〉. If |η| ≥ t1/10 then (7.51) follows from
(7.52). On the other hand, if |η| ≤ t1/10 and t ≤ |ξ|9/10 then (7.51) follows from (7.42).
In the remaining case |ξ| ≥ 2δ−11, |ξ|9/10 ≤ t ≤ 3|ξ|/2, |η| ≤ 2|ξ|1/10 we prove that
µ#(t, ξ) .δ µ
#(t, ξ − η)e
√
δ|η|1/2 . (7.54)
This suffices to prove (7.51), due to (7.43). To prove (7.54), we may assume that ξ > 0
and t ∈ Ia,ξ for some a ∈ [1, 4|ξ|1/10]. If |t − ξ/a| ≥ ξ/(20a2) then µ#(t, ξ) ≈δ a2/ξ, and it
follows easily that µ#(t, ξ) .δ µ
#(t, ξ − η), which is better than needed. On the other hand, if
|t− ξ/a| ≤ ξ/(20a2) then t ∈ Ia,ξ−η as well, and we estimate
µ#(t, ξ)
µ#(t, ξ − η) =
1 + δ2|t− (ξ − η)/a|
1 + δ2|t− ξ/a| ≤ 1 + δ
2
∣∣∣∣ηa
∣∣∣∣ .δ e√δ|η|1/2 ,
and (7.54) follows in this last case.
(ii) We now prove (7.48). Since 〈k, ξ〉 ≈ 〈k, η〉, by the definitions it suffices to prove that∣∣∣〈k, ξ〉1/2〈t〉1+σ0 − 〈k, η〉1/2〈t〉1+σ0 ∣∣∣ . 〈ξ − η〉〈k, η〉1/2〈t〉1+σ0 1〈k, η〉1/8 (7.55)
and ∣∣∣ µ∗(t, ξ)
1 + e
√
δ(|k|1/2−〈ξ〉1/2)bk(t, ξ)
− µ
∗(t, η)
1 + e
√
δ(|k|1/2−〈η〉1/2)bk(t, η)
∣∣∣
. 〈ξ − η〉µk(t, η) e4
√
δ|ξ−η|1/2
[ C2(δ)
〈k, η〉1/8 +
√
δ
]
.
(7.56)
The bounds (7.55) follow easily. To prove (7.56) we first eliminate some of the simpler cases.
These bounds follow easily if 〈t〉 ≥ 4〈k, η〉 (the left-hand side is 0) or if (〈t〉 ≤ 4〈k, η〉 and
|ξ − η| ≥ 〈k, η〉/100) or if 〈t〉 ≤ δ−12〈k, η〉1/4 , due to the lower bound µk(t, η) ≥ 〈k,η〉
1/2
〈t〉1+σ0 . On
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the other hand, if δ−12〈k, η〉1/4 ≤ 〈t〉 ≤ 4〈k, η〉 and |k| ≥ 2max(|ξ|, |η|) then both terms in the
left-hand side are bounded by Cδe
−δ|k|, since bk(t, ρ) &δ e−δ
√
|ρ| for any ρ ∈ R, and the bounds
(7.56) follow. Finally, if
δ−12〈k, η〉1/4 ≤ 〈t〉 ≤ 4〈k, η〉, |ξ − η| ≤ 〈k, η〉/100, |k| ≤ 2max(|ξ|, |η|) (7.57)
then 〈ξ〉 ≈ 〈η〉 and we estimate the left-hand side of (7.56) by I + II where
I :=µ∗(t, η)
∣∣∣ 1
1 + e
√
δ(|k|1/2−〈ξ〉1/2)bk(t, ξ)
− 1
1 + e
√
δ(|k|1/2−〈η〉1/2)bk(t, η)
∣∣∣,
II :=
|µ∗(t, ξ)− µ∗(t, η)|
1 + e
√
δ(|k|1/2−〈ξ〉1/2)bk(t, ξ)
.
(7.58)
Using (7.24) and (7.38) we estimate
I .
µ∗(t, η)e
√
δ(|k|1/2−〈ξ〉1/2){|bk(t, ξ)− bk(t, η)| + |1− e√δ(〈ξ〉1/2−〈η〉1/2)|bk(t, η)}
[1 + e
√
δ(|k|1/2−〈η〉1/2)bk(t, η)][1 + e
√
δ(|k|1/2−〈ξ〉1/2)bk(t, ξ)]
.
µ∗(t, η)
1 + e
√
δ(|k|1/2−〈η〉1/2)bk(t, η)
{ |bk(t, ξ)− bk(t, η)|
bk(t, ξ)
+
C(δ)e
√
δ|ξ−η|1/2bk(t, η)
〈ξ〉1/2bk(t, ξ)
}
. µk(t, η)〈ξ − η〉e2
√
δ|ξ−η|1/2
[C ′(δ)
〈ξ〉1/8 +
√
δ
]
.
This is consistent with the desired estimates (7.56).
To control II it suffices to show that
|µ∗(t, ξ)− µ∗(t, η)| . 〈ξ − η〉e2
√
δ|ξ−η|1/2
[C ′′(δ)
〈η〉1/8 +
√
δ
](
µ∗(t, η) + 〈η〉1/2/〈t〉1+σ0) (7.59)
provided that ξ, η ∈ R and t ≥ 0 satisfy δ−12〈η〉1/4 ≤ 〈t〉 ≤ 20〈η〉 and |ξ − η| ≤ 〈η〉/10.
Case 1. Assume first that t ≤ 〈η〉7/8. If |ξ − η| ≥ 〈η〉1/10 then (7.59) follows easily. Assume
that |ξ − η| ≤ 〈η〉1/10. For ρ between ξ and η we have∣∣∂ρµ∗(t, ρ)∣∣ .δ µ∗(t, ρ) 1
Lδ′(t, ρ)
.δ µ
∗(t, ρ)〈ρ〉−1/8, (7.60)
using the definition (6.11) and Lemma 7.6 (ii). The desired bounds (7.59) follow using again
Lemma 7.6 (ii) and the observation that |ξ − η| ≤ 2L1(t, η).
Case 2. Suppose now that t ≥ 〈η〉7/8. We may assume again that |ξ − η| ≤ 〈η〉1/10 and
η ≥ δ−12. If t ≥ 5η/4 then µ∗(t, ξ) + µ∗(t, η) . 〈η〉−1, and the desired bounds (7.59) follow.
Finally, assume that η7/8 ≤ t ≤ 5η/4. Therefore there is a ∈ [1, 2η1/8]∩Z such that t ∈ Ia,η.
If |t− η/a| ≥ η/(8a2) then the definitions (6.10)–(6.11) show that
µ∗(t, ξ) + µ∗(t, η) . a2〈η〉−1 . 〈η〉−3/4,
and the desired bounds (7.59) follow. On the other hand, if |t−η/a| ≤ η/(8a2) then |t−ξ/a| ≤
η/(6a2) (due to the assumptions |ξ − η| ≤ η1/10 and η ≥ δ−12), thus t ∈ Ia,ξ. In fact, t ∈ Ia,ρ
for any ρ satisfying |ρ − η| ≤ 4Lδ′(t, η) or |ρ − ξ| ≤ 4Lδ′(t, ξ). Therefore, using (6.10)–(6.11)
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we estimate∣∣µ∗(t, ξ)− µ∗(t, η)∣∣ = 1
d0
∣∣∣ ∫
R
[
µ#(t, ξ + Lδ′(t, ξ)ρ)− µ#(t, η + Lδ′(t, η)ρ)
]
ϕ(ρ) dρ
∣∣∣
≤ 1
d0
∣∣∣ ∫
R
µ#(t, η + Lδ′(t, η)ρ)ϕ(ρ) · δ2|(ξ + Lδ′(t, ξ)ρ) − (η + Lδ′(t, η)ρ)| dρ
∣∣∣
. δ2 〈ξ − η〉1/2µ∗(t, η)
(7.61)
which completes the proof of (7.56).
(iii) The bounds (7.49) follow from (7.48) if 〈ξ− η〉 ≤ (〈k, ξ〉+ 〈k, η〉)/8. On the other hand,
if 〈ξ − η〉 ≥ (〈k, ξ〉 + 〈k, η〉)/8 then we prove the stronger bounds
〈k, ξ〉1/2
〈t〉1+σ0 + µ
∗(t, ξ) .δ
〈k, η〉1/2
〈t〉1+σ0 e
6
√
δ|ξ−η|1/2 . (7.62)
The bound on the first term in the left-hand side is elementary. For the second term, we notice
that it is nontrivial only if |ξ| ≥ δ−9 and t ≤ 4|ξ|. The assumption 〈ξ − η〉 ≥ (〈k, ξ〉+ 〈k, η〉)/8
then gives |ξ − η| ≥ |ξ|/100, and the bound on the second term in (7.62) is clear. 
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