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It was concluded that (1) generally speaking, the Wilcoxon statistic held very large power advantages over the t statistic, (Bradley, 1978) , it is the second part, that is, the assertion that parametric tests are more powerful than nonparametric tests, that gives rise to the focus of this study.
THE PROBLEM
In education and psychology, the most commonly used two sample test for shift is, of course, the Student t test. A major reason for its popularity lies in the fact that it is said to be (a) robust to deviations of populations from normality, and (b) more powerful than nonparametric counterparts that might be used in its stead (Boneau, 1960; 1962 f(x) = 1, 0 < x < 1.
This population
was included in the study because it represents one extreme in the family of symmetric power distributions, and as such, is a good example of a light-tailed symmetric distribution.
The asymptotic relative efficiency of the Wilcoxon to the t test is 1.0 under this distribution.
The second population studied was the Laplace (or double exponential) distribution whose functional form is as follows:
f(x) = 1 expI{-lx-1,-c < x < o. .10 < Summarizing the results related to research question 3, it appears that while the t test is sometimes more powerful than the nonparametric procedure, the magnitude of that advantage is never very large and is usually quite modest. On the other hand, the Wilcoxon test often shows power advantages that are very large.
As a result, research question 3 must also be answered in the affirmative. Attention is now turned to research question 4. Research question 4 can thus be answered with a qualified yes. Attention is now turned to research question 5.
Small sample sizes were operationally defined, for the purposes of this study, as n1 + n2 = 12. Table I indicates that, with some exceptions, the t test was the more powerful statistic when samples were small and were drawn from uniform distributions. This is essentially the same result as was obtained with moderate-sized samples. Table II indicates that, with some exceptions, the t test was the more powerful test when samples were small and were drawn from Laplace distributions.
This result is contrary to that obtained with moderate-sized samples where the Wilcoxon test dominated. Table III shows a rather mixed pattern of power advantages for the situation in which samples are small and drawn from truncated normal distributions.
When samples were of sizes 3 and 9, it was the Wilcoxon test that dominated, but it was the t test that showed superior power when samples were of sizes 6 and 6. This contrasts with the moderate sample size situation where the advantage was with the Wilcoxon test for both balanced and unbalanced data. 
