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UNSTABLE MODULES WITH THE TOP k SQUARES
ZHULIN LI
Abstract. Unstable modules over the Steenrod algebra with only the
top k operations are introduced in the language of ringoids. We prove
the category of such modules has homological dimension at most k. A
pratical method, which generalizes the Λ complex, to compute the Ext
group from such modules to spheres is proposed. We are also able to
establish several functors to relate such modules and unstable modules
over the Steenrod algebra, and to describe the connections between the
Ext groups in them.
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2 ZHULIN LI
Introduction
Let A be the Steenrod algebra over the field F2. The purpose of this paper
is to investigate the category Uk of unstable left A-modules where only the
top k Steenrod squares are allowed. In general, on an homogeneous element
of degree n the top k Steenrod squares on it are Sqn,Sqn−1, . . . ,Sqn−k+1.
The cohomology of a topological space is naturally an unstable left A-
module. The category U of such modules has been studied extensively (see
e.g. [Sch94]). It is a basic problem in algebraic topology to compute the Ext
groups between spheres in this category, as they coincide with the E2 page
of the unstable Adams spectral sequence. Unfortunately, those Ext groups
are often difficult to compute and the category U is not of finite homological
dimension. Our category Uk is easier to work with than U in the sense that
it is of finite homological dimension. Computation of Ext groups in Uk in
turn contributes to computation of Ext groups in U , because when N , a
module in U , is bounded above degree n and k is large compared to n, the
Ext groups into N in those two categories agree with each other.
Just as the Λ complex computes the Ext groups into spheres in U , our
Λk complex gives an algorithmic method to compute the Ext groups into
spheres in Uk. Our arguments also give an alternative proof to the fact that
the traditional Λ complex computes the Ext groups into spheres in U .
The paper consists of 6 sections, the first of which introduces the theory
of ringoids and prepares for the formal definition of category Uk in Section
2. Some examples of modules in Uk and the symmetric monoidal structure
of Uk are also given in Section 2. Section 3 is devoted to various functors
between Uk,Uk+1,U . Our main theorem on the homological dimension of Uk
is presented in Section 4. Section 5 introduces the Λk-complex of a module
in Uk and shows that it computes the Ext group from that module into
spheres. The convergence of an inverse system of Ext groups in Uk’s to the
Ext group in U is studied in Section 6.
The author would like to thank Professor Haynes Miller without whom
this paper would not exist. Professor Miller’s conjecture that the homolog-
ical dimension of Uk is at most k, was the starting point of this project.
Professor Miller pointed the author to this topic and the author benefited a
lot from weekly discussions with him.
1. Ringoids
In this section, we briefly review the theory of ringoids, which is not a
novelty of this paper. Informally, a ringoid is a ring with several objects.
Similar to rings, ringoids have subringoids, ideals and quotients. We point
interested readers to more extensive literature e.g. [Mit72].
1.1. Ringoids and modules.
Definition 1.1 (Preadditive category). A category A is called preadditive
if each morphism set A(x, y) is endowed with the structure of an abelian
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group in such a way that the compositions
A(x, y)×A(y, z)→ A(x, z)
are bilinear.
Definition 1.2 (Additive functor). A functor F : A → B of preadditive
categories is called additive if and only if
F : A(x, y)→ B(F (x), F (y))
is a homomorphism of abelian groups for all objects x and y in A.
Definition 1.3 (Ringoid). A ringoid is a small preadditive category and a
morphism of ringoids is an additive functor. Denote the category of ringoids
byRingoid. A ring is just a special ringoid — a ringoid with a single object.
Many statements in ring theory can be generalized to ringoids.
Definition 1.4 (Left module over a ringoid). If A is a ringoid, then a left
A-module is a covariant additive functor from A to the category Ab of
abelian groups. These modules form a category AMod. From now on, by
an A-module we mean a left A-module. Note that for any object x in a
ringoid A, the covariant functor A(x,−) : A → Ab is an A-module.
Proposition 1.5. For any object x in a ringoid A and any A-module M ,
we have the following isomorphism of abelian groups
AMod(A(x,−),M) ∼=M(x).
What’s more, this isomorphism is natural in M , i.e. given an A-module
map f :M → N , we have the following commutative diagram
AMod(A(x,−),M) M(x)
AMod(A(x,−), N) N(x).
That is to say, the functor AMod(A(x,−),−) from AMod to Ab is equal
to the functor sending M to M(x).
Proof. This follows from the Yoneda lemma. 
Proposition 1.6. For any object x in the ringoid A, the A-module A(x,−)
is projective.
Proof. By Proposition 1.5, the functor AMod(A(x,−),−) is equal to the
functor AMod→ Ab sending M to M(x). So this functor is exact and the
module A(x,−) is projective. 
Proposition 1.7. AMod is a complete and cocomplete abelian category
with enough projectives.
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Proof. Since Ab is a complete and cocomplete abelian category which sat-
isfies Ab5, the same is true of AMod. See [Gro57] for more details on the
axiom Ab5.
To see that AMod has enough projectives, it suffices to construct for
every A-moduleM an epimorphism e : F →M with F projective. For each
object x in the ringoid A and each element m in the abelian group M(x),
we take the A-module map A(x,−) → M corresponding to m ∈ M(x),
according to Proposition 1.5. Then the map A(x,−) → M sends idx ∈
A(x, x) to m ∈ M(x). Taking the direct sum of all such maps, we get an
epimorphism from a direct sum of projective modules to M . 
Proposition 1.8. An A-module M is projective if and only if there exists
another A-module N such that
M ⊕N =
⊕
i∈I
A(x(i),−)
for some index set I.
Proof. If M ⊕N =
⊕
i∈I A(x(i),−), then M ⊕N is projective and M , as a
retract of M ⊕N , is projective as well.
For the other direction, letM be a projective A-module. According to the
proof to Proposition 1.7, we can construct an epimorphism e : F →M with
F =
⊕
i∈I A(x(i),−). Since M is projective, we can construct f : M → F
such that e ◦ f is equal to the identity map on M . Denote the kernel of
e by N . Then it is easy to check that the map M ⊕ N → F induced by
f :M → F and the monomorphism N → F is an isomorphism. 
1.2. Subringoids and ideals. A subring of a ring is an abelian subgroup
that is closed under multiplication and contains the multiplicative identity
of the ring. We generalize this to the following definition of subringoid.
Definition 1.9 (Subringoid). A subringoid is a wide preadditive subcat-
egory of the ringoid. In other words, a subringoid B of a ringoid A is a
subcategory of A such that
• Ob(B) = Ob(A),
• B(x, y) is an abelian subgroup of A(x, y) for all objects x, y.
An ideal of a ring is an abelian subgroup that is closed under multiplica-
tion with elements in the ring both from the left and right. We generalize
this to the following definition of an ideal of a ringoid.
Definition 1.10 (Ideal and quotient). An ideal I of a ringoid A consists of
an abelian subgroup I(x, y) of A(x, y) for each pair of objects x, y ∈ Ob(A)
such that for all objects x, y, z ∈ Ob(A),
• the image of composition I(x, y)×A(y, z)→ A(x, z) lies in I(x, z),
• the image of composition A(x, y)× I(y, z)→ A(x, z) lies in I(x, z).
Given a ringoid A and an ideal I in it, we can form the quotient Q = A/I
by equalizing morphisms in I to zero. We call Q the quotient ringoid of the
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ringoid A by the ideal I. More precisely, given a ringoid A and an ideal I
in it, we define Q as the category with
• Ob(Q) = Ob(A),
• Q(x, y) = A(x, y)/I(x, y) for all objects x, y.
The quotient maps A(x, y)→ Q(x, y) on morphisms provide a ringoid map
A→ Q.
In ring theory, we have
• any intersection of subrings of ring R is again a subring of R,
• any intersection of ideals of ring R is again an ideal of R,
• the intersection of an ideal and a subring is an ideal of the subring.
The next lemma is their counterparts in the ringoid theory. Since the proof
is straightforward, we will omit it.
Lemma 1.11 (Intersection). Let A be a ringoid. Then we have
• any intersection of subringoids of A is again a subringoid of A,
• any intersection of ideals of A is again an ideal of A,
• the intersection of an ideal I and a subringoid B is an ideal of the
subringoid B.
Definition 1.12 (Subringoid generated by a set of morphisms). Let A be
a ringoid and M be a set of morphisms in it. Then the subringoid of A
generated by M is defined to be the smallest subringoid (intersection of all
the ringoids) of A containing all the morphisms in M. More explicitly, the
subringoid of A generated byM is the ringoid B such that Ob(B) = Ob(A),
and for any two objects x and y,
B(x, y) =
{
n∑
i=1
aimi
}
,
where n ≥ 0, ai ∈ Z and mi : x → y is a composition of morphisms in
M. Note that we allow the composition to be empty and mi to be identity
morphism id : x→ x. It is easy to see that B is a subringoid of A and it is
the smallest one containing M.
Definition 1.13 (Ideal generated by a set of morphisms). LetA be a ringoid
andM be a set of morphisms in it. Then the ideal of A generated byM is
defined to be the smallest ideal (intersection of all the ideals) of A containing
all the morphisms in M. More explicitly, the ideal of A generated by M is
I with
I(x, y) =
{
n∑
i=1
ai · (fi ◦mi ◦ gi)
}
,
where n ≥ 0, ai ∈ Z, gi ∈ A(x, xi),mi ∈ M(xi, yi), fi ∈ A(yi, y). It is easy
to see that I is an ideal of A and that it is the smallest one containing M.
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1.3. Adjunction between quivers and ringoids. In this subsection, we
will develop a pair of adjoint functors between the category of quivers and
the the category of ringoids. Then we will use this to give an alternative
definition of subringoid generated by a set of morphisms.
Definition 1.14 (Quiver). A quiver G consists of two sets E and V and
two functions s, t : E ⇒ V . If G = (E,V, s, t) and G′ = (E′, V ′, s′, t′) are
two quivers, a morphism g : G → G′ is a pair of morphisms g0 : V → V
′
and g1 : E → E
′ such that g0 ◦ s = s
′ ◦ g1 and g0 ◦ t = t
′ ◦ g1. Denote the
category of quivers by Quiver. Intuitively, E consists of oriented edges and
V consists of vertices.
Denote the category of categories by Cat.
Definition 1.15 (Free functor from Quiver to Cat). We define the free
functor F : Quiver → Cat to be the left adjoint to the forgetful functor
u : Cat → Quiver. Below we give one construction of the free functor.
Given a quiver G = (E,V ), we construct a category C = FG such that
• Ob(C) = V ,
• the morphism set C(x, y) is the set of finite paths from x to y in the
quiver G, where a path is defined as a finite sequence of composable
edges and an “empty path” constitutes the identity morphisms of C,
• the composition law of C follows from concatenation of paths in the
quiver G.
Definition 1.16 (Free functor from Cat to Ringoid). We define the free
functor Z : Cat → Ringoid to be the left adjoint to the forgetful functor
u : Ringoid → Cat. Here is one construction of the free functor Z. Given
a category C, we construct a ringoid A = ZC such that
• Ob(A) = Ob(C),
• the morphism set A(x, y) is the free abelian group generated by
C(x, y), where x, y are any two objects in Ob(A) = Ob(C),
• the composition A(x, y)×A(y, z)→ A(x, z) sends
 m∑
i=1
aifi,
n∑
j=1
bjgj

 7→ m∑
i=1
n∑
j=1
aibj(gj ◦ fi),
where ai, bj are integers and fi ∈ C(x, y), gj ∈ C(y, z).
Composing those two pairs of adjoint functors above, we get a pair of
adjoint functors between Quiver and Ringoid. Next, we will use that
adjunction to give an alternative definition of the subringoid generated by
a set of morphisms.
In general, the image of a functor is not necessarily a subcategory. But
as we will see in the following lemma, when the functor is “nice”, the image
will be a subcategory.
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Lemma 1.17. If F : A → B is a functor of categories such that F :
Ob(A)→ Ob(B) is bijective, then the image C := FA is a wide subcategory
of B.
Proof. We know Ob(C) = Ob(B) = Ob(A). We also know that the mor-
phism set C(x, y) is equal to the image of F : A(x, y) → B(x, y) for all
objects x and y. So the identify morphisms exist in C.
The composition law in C follows the composition law in B. We only need
to check that if f ∈ C(x, y) and g ∈ C(y, z), then g ◦ f ∈ C(x, z). Since
f = F (f ′) for some f ′ ∈ A(x, y) and g = F (g′) for some g′ ∈ A(y, z), we
have g ◦ f = F (g′) ◦ F (f ′) = F (g′ ◦ f ′) with g′ ◦ f ′ ∈ A(x, z). Therefore,
g ◦ f ∈ C(x, z). 
Furthermore, the following lemma will give us a condition on when the
image of a morphism of ringoids is a subringoid.
Lemma 1.18. If F : A → B is a morphism of ringoids such that F :
Ob(A)→ Ob(B) is bijective, then the image C := FA is a subringoid of B.
Proof. By the lemma above, C is a wide subcategory of B. Since F :
A(x, y) → B(x, y) is a homomorphism of abelian groups for all objects x
and y, we know that C(x, y) is an abelian subgroup of B(x, y). Therefore,
by definition C is a subringoid of B. 
Definition 1.19 (Subringoid generated by a set of morphisms). Let A be
a ringoid and M be a set of morphisms in it. Denote by M′ the union of
M and {id : x → x,∀x ∈ Ob(A)}. Then we get a morphism of quivers
M′ → uA and by adjunction, this gives arise to a morphism of ringoids
FM′ → A. Since this morphism of ringoids is bijective on objects, its
image is a subringoid of A by the lemma above. We define this subringoid
as the subringoid of A generated by morphisms in M.
2. Unstable A-modules with the top k squares
2.1. Steenrod algebra and unstable modules over it.
Definition 2.1 (Steenrod algebra). The mod 2 Steenrod algebra A is the
quotient of the free unital graded F2-algebra generated by the elements Sq
i
of degree i by the ideal generated by
Sq0 = 1,Sqi = 0 when i < 0
and the Adem relations
(1) SqiSqj =
⌊i/2⌋∑
t=0
(
j − t− 1
i− 2t
)
Sqi+j−tSqt when 0 < i < 2j.
We shall denote by M the category of graded left A-modules, whose mor-
phisms are A-linear maps of degree zero. From now on, by an A-module we
mean a module in the category M. Note that the Adem relations actually
hold for all integers i, j.
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The following is a standard fact.
Lemma 2.2. The basis of the Steenrod algebra A as a graded vector
space over F2 is the admissible squares Sq
i(1)Sqi(2) · · · Sqi(m) with i(1) ≥
2i(2), i(2) ≥ 2i(3), . . . , i(m − 1) ≥ 2i(m), i(m) > 0. Note that when m = 0,
we have Sq0 = 1.
Notation 2.3 (Lower squares). If x is a homogeneous element in an A-
module, then we denote
Sqix = Sq
|x|−ix.
Proposition 2.4 (Adem relations in lower squares). Take any A-module
M . Let i, j, n be any integers satisfying n > j and 2n > i+ j. Then for any
homogeneous element x of degree n in M , we have
SqiSqjx =
n∑
s=⌈(i+j)/2⌉
(
s− j − 1
2s− i− j
)
Sqi+2j−2sSqsx.
Proof. Compute:
SqiSqjx = Sq
2n−i−jSqn−jx
=
⌊n−(i+j)/2⌋∑
t=0
(
n− j − t− 1
2n− i− j − 2t
)
Sq3n−i−2j−tSqtx
=
⌊n−(i+j)/2⌋∑
t=0
(
n− j − t− 1
2n− i− j − 2t
)
Sq−2n+i+2j+2tSqn−tx
=
n∑
s=⌈(i+j)/2⌉
(
s− j − 1
2s − i− j
)
Sqi+2j−2sSqsx.
The second equality comes from the Adem relations in upper squares. The
second to last equality comes from the substitution s = n− t. 
As in the case of upper squares, the Adem relations in lower squares hold
for all integers i, j, n.
When i > j, all the terms of the summation on the right hand side satisfy
i+2j−2s ≤ s. The reason is s ≥ (i+j)/2 ≥ j and thus (i+j−2s)+(j−s) ≤ 0.
So whenever there is a SqiSqj with i > j, one can rewrite it as of a sum
of Sqi′Sqj′ ’s such that i
′ ≤ j′. This observation agrees with Proposition
2.14 in a later section, which says whenever there is a sequence of lower
squares, one can always rewrite it as a sum of Sqi(1)Sqi(2) · · · Sqi(m)’s such
that i(1) ≤ i(2) ≤ · · · ≤ i(m).
Definition 2.5 (Unstable A-module). An A-module is said to be unstable
if Sqix = 0 for any i > n and any homogeneous element x of degree n. Or
in other words, M is unstable if SqiM = 0 for all i < 0.
Note that if M is an unstable A-module, then Mn = 0 for all n < 0
because x = Sq0x = 0 for any homogeneous element x in M of degree
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n < 0. We shall denote by U the full subcategory of M with objects the
unstable ones. From now on, by an unstable A-module we mean a module
in the category U .
Example 2.6 (Sphere module S(n)). For any integer n, we define the sphere
module S(n) to be the A-module with the degree n part equal to F2 and
the other parts equal to zero. The sphere module is defined for any integer
n, but it is unstable only when n ≥ 0.
2.2. Intuition and formal definition. Let k be any natural number. We
will define a new kind of “unstable A-module”, where the only simple Steen-
rod operations allowed are Sqi with i < k. As indicated by “unstable”, we
require Sqi = 0 when i < 0 and thus M
n = 0 when n < 0.
For example, when k = 0, the only Steenrod operations allowed are Sqi =
0 with i < 0 and we have non-negatively graded F2-vector spaces. When
k = 1, we have one nontrivial Steenrod operation Sq0 which doubles the
degree. Note that Sq0 is equal to the identity on degree zero.
For another example, when k = 3, we have nontrivial Steenrod operations
Sq2,Sq1,Sq0 and trivial Steenrod operations Sqi = 0 with i < 0. The
Steenrod operations Sq2 and Sq1 are not available in all degrees — Sq2 acts
on degrees ≥ 2 and Sq1 acts on degrees ≥ 1.
We shall denote by Uk the category of such “unstable A-modules”. To
make this idea clear, we are going to use the language of ringoids. We are
interested in
• M, the category of A-modules,
• U , the category of unstable A-modules,
• Uk, the category of “unstableA-modules with only the top k squares”.
Although U is not the category of all modules over any graded ring, it is
the category of all modules over a certain ringoid. In fact, we can formulate
each of those three categories above as the category all modules over some
ringoid.
Definition 2.7 (Ringoid R). Let R be the ringoid such that
• the objects are all the integers,
• for any a, b ∈ Z, the morphism set R(a, b) is the F2-vector space
whose basis are all finite sequences of integers (c1, c2, . . . , cm) such
that a = c1 < c2 < · · · < cm = b.
We write the sequence
(a = c1, c2, . . . , cm = b)
as
Sqc2−c1Sqc3−c2 · · · Sqcm−cm−1 .
For example, the morphism set R(−1, 2) is a four-dimentional F2-vector
space with basis
(−1, 0, 1, 2), (−1, 0, 2), (−1, 1, 2), (−1, 2)
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or equivalently
Sq1Sq1Sq1,Sq1Sq2,Sq2Sq1,Sq3.
The identity morphism n→ n is also written as Sq0.
Definition 2.8 (Ringoid A). Let I be the ideal ofR generated by the Adem
relations
SqiSqj −
⌊i/2⌋∑
t=0
(
j − t− 1
i− 2t
)
Sqi+j−tSqt ∈ R(n, n+ i+ j) with 0 < i < 2j.
Define A as the quotient ringoid of R by the ideal I. This new ringoid A is
the same as the ringoid such that
• the objects are all the integers,
• for any a, b ∈ Z, the morphism set A(a, b) is the degree (b− a) part
of the Steenrod algebra A.
The category of left modules over the ringoid A is exactly M, the category
of modules over the Steenrod algebra A.
Definition 2.9 (Ringoid Q). Let J be the ideal of R generated by the
Adem relations (as in Definition 2.8) and the unstability conditions
Sqi : n→ n+ i with i > n.
Define Q as the quotient ringoid of R by the ideal J . Then the category
of left modules over the ringoid Q is exactly U , the category of unstable
modules over the Steenrod algebra A. Note that Q can also be seen as the
quotient of ringoid A by the ideal L generated by the unstability conditions
alone.
Definition 2.10 (Ringoid Qk). Let k ≥ 0. Let Qk be the subringoid of Q
generated by the top k squares
Sqi : n→ n+ i with i ≥ 0, n − i < k.
Denote the category of left modules over the ringoid Qk by Uk and we call
it the category of unstable modules over the Steenrod algebra A with only
the top k squares.
Notation 2.11. When M is a module inM,U or Uk, we use notations M
n
and M(n) interchangeably throughout this paper to denote the degree n
part of module M .
Example 2.12 (Sphere module Sk(n)). The sphere module Sk(n) is defined
to be the module in Uk with the degree n part equal to F2 and the other
parts equal to zero. Note that n cannot be negative because the negative
degree parts of a module in Uk must be zero.
UNSTABLE MODULES WITH THE TOP k SQUARES 11
2.3. Example: free modules.
Definition 2.13 (Free modules). By Definition 1.4, A(x,−) is an A-module
for any ringoid A and any object x in the ringoid A. So when A,Q,Qk are
ringoids as defined in the last subsection,
• A(n,−) is an A-module for any integer n,
• Q(n,−) is a Q-module for any integer n,
• Qk(n,−) is a Qk-module for any integers n and k with k ≥ 0.
These modules and their direct sums are said to be free module inM,U ,Uk
respectively. Denote F (n) := Q(n,−) and Fk(n) := Qk(n,−). Note that
F (n) = 0 and Fk(n) = 0 for all n < 0.
From now on, we use ιn to denote the universal element of degree n.
Proposition 2.14. A basis of A(n,−) as a graded vector space over F2 is
Sqi(1)Sqi(2) · · · Sqi(m)ιn
with
i(1) ≤ i(2) ≤ · · · ≤ i(m) < n.
Note that when m = 0, we have ιn.
Proof. The admissible basis of the Steenrod algebra A is
Sqj(1)Sqj(2) · · · Sqj(m)
with
j(s) > 0, j(s) ≥ 2j(s + 1).
Therefore, a basis of A(n,−) is
Sqj(1)Sqj(2) · · · Sqj(m)ιn
with
j(s) > 0, j(s) ≥ 2j(s + 1).
It translates into
Sqi(1)Sqi(2) · · · Sqi(m)ιn
with
i(1) ≤ i(2) ≤ · · · ≤ i(m) < n. 
We will write down the basis of F (n) and Fk(n) as vector spaces over F2
explicitly. Before that, we present a lemma about the structure of L, the
ideal of ringoid A generated by Sqi : n→ n+ i with i > n. Remember that
the ringoid Q is equal to the quotient of A by L.
Lemma 2.15. The L(n, a) is indeed a vector space generated by admissible
Steenrod monomials
Sqj(1)Sqj(2) · · · Sqj(m) : n→ a,
where there exists at least one s ∈ [1,m] such that
j(s) > n+
m∑
t=s+1
j(t).
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Proof. By definition, the L(n, a) as a vector space is generated by
Sqj(1)Sqj(2) · · · Sqj(m) : n→ a,
where there exists at least one s ∈ [1,m] such that
j(s) > n+
m∑
t=s+1
j(t).
Using the Adem relations (1), we can rewrite the morphism above as a sum
of some admissible Steenrod monomials. Say we are applying the Adem
relations on SqiSqj : b → b + i + j and get a sum of Sqi
′
Sqj
′
: b → c. If
i > j + b, then i′ > j′ + b because the Adem relations increases the first
upper index and decreases the second one. If j > b, then i′ > j′+ b because
i′ = i+ j − j′ and i ≥ 2j′ together imply i′ ≥ j′ + j > j′ + b. Therefore, for
each admissible summand
Sqj
′(1)Sqj
′(2) · · · Sqj
′(m′) : n→ ℓ
on the right hand side of the Adem relations, there exists at least one s ∈
[1,m′] such that
j′(s) > n+
m′∑
t=s′+1
j′(t).
So those admissible monomials generate the L(n, a). 
Proposition 2.16. When n ≥ 0, a basis of F (n) as a graded vector space
over F2 is
Sqi(1)Sqi(2) · · · Sqi(m)ιn
with
0 ≤ i(1) ≤ i(2) ≤ · · · ≤ i(m) < n.
Note that when m = 0, we have ιn.
Proof. We have F (n) = Q(n,−) and F (n)a = Q(n, a) = L(n, a)/I(n, a).
The Q(n,−) is generated as a vector space over F2 by
Sqj(1)Sqj(2) · · · Sqj(m)ιn
with
j(s) > 0, j(s) ≥ 2j(s + 1), j(s) ≤ n+
m∑
t=s+1
j(t).
They are linearly independent by Lemma 2.15. It translates into
Sqi(1)Sqi(2) · · · Sqi(m)ιn
with
0 ≤ i(1) ≤ i(2) ≤ · · · ≤ i(m) < n. 
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Proposition 2.17. When n ≥ 0, a basis of Fk(n) as a graded vector space
over F2 is
Sqi(1)Sqi(2) · · · Sqi(m)ιn
with
0 ≤ i(1) ≤ i(2) ≤ · · · ≤ i(m) < min(n, k).
Note that when m = 0, we have ιn.
Proof. We have Fk(n) = Qk(n,−) and Fk(n)
a = Qk(n, a). For all in-
tegers n and a, Qk(n, a) is an abelian subgroup of Q(n, a) generated by
Sq0, . . . ,Sqk−1. So we can compute a basis of Qk(n,−) using a basis of
Q(n,−) by selecting the ones using only Sq0, . . . ,Sqk−1. Proposition 2.16
gives a basis of Q(n,−). Therefore, a basis of Qk(n,−) is
Sqi(1)Sqi(2) · · · Sqi(m)ιn
with
0 ≤ i(1) ≤ i(2) ≤ · · · ≤ i(m) < min(n, k). 
Remark 2.18 (Locally Noetherian). The category U is locally noetherian
(see [Sch94] Chapter 1, Section 8). But the categories Uk are not locally
noetherian in general. For example, U2 is not locally noetherian. Although
F2(2) is finitely generated, it has a submodule M which is not finitely gen-
erated: Let M be the submodule generated by Sq0(Sq1)
iι2 with i ≥ 0.
2.4. Symmetric monoidal category. We will construct a functor ⊗ :
Uk × Uk → Uk, and then prove that Uk is a symmetric monoidal category
with this tensor product and that Sk(0) is the unit object with respect to
this tensor product. Before constructing the tensor product, we propose an
alternative construction of ringoid Qk in terms of generators and relations.
Recall that Q = R/J and Qk is the subringoid of Q generated by the
top k squares. In other words, Qk is a subringoid of a quotient ringoid of
R. We will present Qk as a quotient ringoid of a subringoid of R, after the
following lemma.
Lemma 2.19. Let A be a ringoid and I an ideal in it. Let M be a set
of morphisms in A. Then the subringoid B of A/I generated by M is
equivalent to the quotient ringoid of C by the ideal I, where C is defined as
the subringoid of A generated by M and I.
Proof. The bijection on objects is easy to see. We need to constract a
bijection between B(x, y) and (C/I)(x, y) for any two objects x, y of ringoid
A. Let D be the subringoid of A generated byM. Then B(x, y) = (D(x, y)+
I(x, y))/I(x, y) = C(x, y)/I(x, y) = (C/I)(x, y). 
Proposition 2.20. Let k ≥ 0. Let Rk be the subringoid of R generated by
M :=
{
Sqi : n→ n+ i with i ≥ 0, 0 ≤ n− i < k
}
.
Then Rk/(Rk ∩ J ) is equivalent to the ringoid Qk.
14 ZHULIN LI
Proof. According to Lemma 2.19, Qk is equivalent to the quotient ringoid
of C by the ideal J , where C is defined as the subringoid of R generated
by J and Sqi : n → n + i with i ≥ 0, n − i < k. Note that if i ≥ 0 and
n− i < 0, then Sqi : n→ n+ i is a morphism in ideal J . Therefore, C is the
subringoid of R generated by J and M. Recall that Rk is the subringoid
generated by M. Then the morphism set C(a, b) = J (a, b) +Rk(a, b) and(
C
J
)
(a, b) =
C(a, b)
J (a, b)
=
J (a, b) +Rk(a, b)
J (a, b)
=
Rk(a, b)
J (a, b) ∩Rk(a, b)
.
Therefore, the ringoid C/J is equivalent to Rk/(Rk ∩ J ). 
After describing the ringoid Qk in terms of generators and relations, we
are now ready to define tensor product structure on the module category
Uk.
Definition 2.21 (Tensor product). Given two modules M,N in Uk, define
a new module M ⊗N in Uk as
(M ⊗N)(n) :=
⊕
i+j=n
M(i)⊗N(j).
This is a finite direct sum becauseM(i) = 0 when i < 0 and similarly for N .
Let x and y be any nonzero homogeneous elements inM and N respectively.
We define the top k Steenrod squares on x⊗ y as
Sqn(x⊗ y) :=
∑
i+j=n,0≤i≤|x|,0≤j≤|y|
(
Sqix
)
⊗
(
Sqjy
)
when n ≥ 0 and 0 ≤ |x|+ |y| − n < k. Note that on the right hand side, we
only have the top k squares because |x|− i < k+n−|y|− i = k+ j−|y| ≤ k
and similarly |y|− j < k. This check uses the unstable condition j ≤ |y| and
i ≤ |x|.
We need to verify that such definedM⊗N is a module over Qk. According
to Proposition 2.20, it suffices to verify thatM⊗N is a left Rk-module with
f(x⊗y) = 0 for any morphism f ∈ Rk∩J and any two nonzero homogenous
elements x, y in M,N . Since there is a similar tensor product structure on
U and Q = R/J , we know that f(x⊗y) = 0 for any morphism f ∈ J . This
finishes our proof that M ⊗N is indeed a module over Qk.
This tensor product M ⊗N is functorial in both M and N , so we get the
tensor product functor ⊗ : Uk × Uk → Uk. The sphere module Sk(0) is the
unit object with respect to this tensor product because (M ⊗ Sk(0)) (n) =
M(n) and Sqn(x⊗ y) = (Sqnx)⊗ y, where x is any homogenous element in
M and y is the only nontrivial element in Sk(0). It is easy to further verify
that (Uk,⊗, Sk(0)) is a symmetric monoidal category.
3. Functors between categories U and Uk
3.1. Forgetful functor.
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Definition 3.1 (Forgetful functor). Inclusion morphisms of ringoids
Q0 → Q1 → · · · → Qk−1 → Qk → · · · → Q
induce forgetful functors u
U0 ← U1 ← · · · ← Uk−1 ← Uk ← · · · ← U .
Those forgetful functors u are additive.
Proposition 3.2. The forgetful functors u send free modules to free mod-
ules.
Proof. It suffices to prove that u(F (n)) and u(Fk+1(n)) are free modules
in Uk. By Proposition 2.16, u(F (n)) is a direct sum of Fk(|x|) where x =
Sqi(1)Sqi(2) · · · Sqi(m)ιn with k ≤ i(1) ≤ · · · ≤ i(m) < n. Similarly by
Proposition 2.17, u(Fk+1(n)) is a direct sum of Fk(|x|) where x = (Sqk)
mιn
with m ≥ 0 if k < n and x = ιn if k ≥ n. 
Proposition 3.3. The forgetful functors u send projective modules to pro-
jective modules.
Proof. Say the forgetful functor goes from category U to category Uk. Take
any projective M in U . By Proposition 1.8, there is another module N in
U such that M ⊕ N is free in U . Applying the forgetful functor u, we get
u(M ⊕ N) that is free in Uk. Since the forgetful functor u is additive, we
have u(M)⊕u(N) is free and therefore by Proposition 1.8 the module u(M)
is a projective in Uk. When the forgetful functor goes from Uk+1 to Uk, the
proof is similar and omitted. 
Proposition 3.4. The forgetful functor u is exact.
Proof. Since the forgetful functor does not change the underlying set of a
module and the underlying map between them, it must be exact. 
3.2. Suspension functor.
Definition 3.5 (Suspension morphism). We define the suspension mor-
phism σ : A → A of ringoids such that
• σ(n) = n− 1,
• σ
(
Sqi
)
= Sqi.
The suspension morphism σ : A → A induces a suspension morphism of
the quotient ringoids σ′ : Q → Q because σ(I(n, n + i)) ⊆ I(n − i, n + i −
1). Furthermore, the suspension morphism σ′ : Q → Q induces another
suspension morphism of ringoids σk : Qk+1 → Qk because σ sends Sqi =
Sqn−i ∈ A(n, 2n− i) with i < k+1 to Sqi−1 = Sq
n−i ∈ A(n− 1, 2n− i− 1)
with i− 1 < k.
Definition 3.6 (Suspension functor). The suspension morphism σ : Q →
Q of ringoids induces a suspension functor Σ : U → U . Similarly, the
suspension morphism σk : Qk+1 → Qk of ringoids induces a suspension
functor Σ : Uk → Uk+1.
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The suspension functors are exact, because they just shift the underlying
sets and maps. Let M be any module in Uk. Then the underlying sets and
the Steenrod operations of ΣM are
(ΣM)n+1 =Mn ∀n
and
Sqi+1(Σx) = Σ(Sqix) ∀i < k,
where Σx denotes the element in (ΣM)n+1 corresponding to a homogeneous
x in Mn. In particular, we have Sq0(Σx) = Σ(Sq−1x) = 0.
Proposition 3.7. The suspension functor Σ : Uk → Uk+1 restricts to an
equivalence between Uk and the full subcategory of Uk+1 with objects the
ones with Sq0 = 0.
Proof. Denote the full subcategory by C. It suffices to find a functor F :
C → Uk such that ΣF = 1 and FΣ = 1. Here is the construction of the
functor F . Given a module M in C, we observe that M0 = 0 because if x
is a nonzero homogeneous element of degree zero in M , then x = Sq0x = 0.
Construct FM as the one-degree downward shift of M . More precisely, let
(FM)n =Mn+1 ∀n ≥ 0
and
(FM)n (FM)n+i
Mn+1 Mn+i+1
Sqi
= =
Sqi
∀0 ≤ i ≤ n, i > n− k.
It is easy to check that FM is indeed a module in Uk and F is a functor
from C to Uk. It is also easy to check that ΣF = 1 and FΣ = 1. 
3.3. Frobenius functor and loop functor. We are going to introduce
a functor Φ : Uk → U2k, which is a analogue of the Frobenius functor
Φ : U → U described in Section 1.7 of [Sch94]. To do that, we need an
alternative story of the ringoids A,Q,Qk.
Definition 3.8 (Ringoid A+). Let A+ be the ringoid with objects {+}∪Z.
The morphism set A+(n, n + i) is defined to be the degree i part of the
Steenrod algebra. The morphism sets A+(+,+),A+(n,+),A+(+, n) are all
zero. If M is a left A+-module, i.e. a covariant additive functor from A+
to Ab, then M(+) = 0 because A+(+,+) = 0. Therefore, A+Mod =
AMod =M, where M denotes the category of modules over the Steenrod
algebra A.
Definition 3.9 (Ringoid Q+). Let I+ be the ideal of A+ generated by
Sqi : n→ n+ i with i ≥ 0, i > n.
Let Q+ be the quotient ringoid of A+ by the ideal I+. Just as above, we
have Q+Mod = QMod = U .
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Definition 3.10 (Ringoid Q+k ). Let k ≥ 0. Let Q
+
k be the subringoid of
Q+ generated by
Sqi : n→ n+ i with i ≥ 0, n − i < k.
Just as above, we have Q+k Mod = QkMod = Uk.
The following lemma prepares us for the definition of the Frobenius mor-
phism Q+ → Q+ of ringoids.
Lemma 3.11. There is a unique morphism of ringoids φ : A+ → A+
satisfying
• φ(2n) = n, φ(2n + 1) = +, φ(+) = +,
• φ
(
Sq2i
)
= Sqi.
Proof. It suffices to prove that the Frobenius morphism sends
(2) SqiSqj −
⌊i/2⌋∑
t=0
(
j − t− 1
i− 2t
)
Sqi+j−tSqt
to zero. If i + j is odd, every summing term is sent to zero. So we assume
that i+ j is even. If both i and j are odd, then we need to prove that(
j − t− 1
i− 2t
)
≡ 0 mod 2 when t is even.
It is true because of Lucas’s theorem. From now on, we assume that both i
and j are even. The Frobenius morphism sends (2) to
Sqi/2Sqj/2 −
⌊i/4⌋∑
s=0
(
j − 2s− 1
i− 4s
)
Sqi/2+j/2−sSqs.
We know that
0 = Sqi/2Sqj/2 −
⌊i/4⌋∑
s=0
(
j/2 − s− 1
i/2 − 2s
)
Sqi/2+j/2−sSqs.
So it suffices to prove(
j − 2s− 1
i− 4s
)
≡
(
j/2− s− 1
i/2− 2s
)
mod 2,
or equivalently (
2a+ 1
2b
)
≡
(
a
b
)
mod 2.
It is true again by Lucas’s theorem. 
Definition 3.12 (Frobenius morphisms). We define the Frobenius mor-
phism φ : A+ → A+ of ringoids such that
• φ(2n) = n, φ(2n + 1) = +, φ(+) = +,
• φ
(
Sq2i
)
= Sqi.
18 ZHULIN LI
As we have seen in Lemma 3.11, there is a unique morphism φ satis-
fying these properties. The Frobenius morphism A+ → A+ induces a
Frobenius morphism of the quotient ringoids Q+ → Q+ because φ sends
Sqi ∈ A+(n, n+ i) with i < n to Sqi/2 ∈ A+(n/2, n/2+ i/2) with i/2 < n/2
if both n and i are even, and zero otherwise. Furthermore, the Frobe-
nius morphism Q+ → Q+ induces another Frobenius morphism of ringoids
Q+2k → Q
+
k because φ sends Sqi = Sq
n−i ∈ A+(n, 2n − i) with i < 2k to
Sqi/2 = Sq
n/2−i/2 ∈ A+(n/2, n− i/2) with i/2 < k if both n and i are even,
and zero otherwise.
Definition 3.13 (Frobenius functors). The Frobenius morphism Q+ → Q+
of ringoids induces a Frobenius functor Φ : U → U . Similarly, the Frobenius
morphism Q+2k → Q
+
k of ringoids induces a Frobenius functor Φ : Uk → U2k.
Remark 3.14. If M is a module in Uk, then ΦM is a module in U2k with
(ΦM)2n =Mn, (ΦM)odd = 0.
We denote the element in (ΦM)2n corresponding to x in Mn by Φx. The
Steenrod operations on ΦM are
Sq2i(Φx) = Φ(Sqix), Sqodd(Φx) = 0.
Proposition 3.15. The Frobenius functor is exact.
Proof. The Frobenius functor only shifts the underlying sets and maps. 
For any k > 0, we have a natural transformation φu → id between mor-
phisms of ringoids Q+k → Q
+
k , where u is the forgetful morphism Q
+
k → Q
+
2k
and φ is the Frobenius morphism Q+2k → Q
+
k . The natural transformation
is given by
Sq0 : φu(2n) = n→ 2n,
0 : φu(2n + 1) = +→ 2n+ 1,
0 : φu(+) = +→ +.
This natural transformation gives rise to another natural transformation
λ : uΦ → id between functors Q+k Mod → Q
+
k Mod, i.e. between functors
Uk → Uk. The map λM : uΦM → M of modules in Uk sends Φx 7→ Sq0x.
The kernel and cokernel of λM : uΦM → M are suspensions because Sq0
acts trivially on both of them. We define functors Ω,Ω1 : Uk → Uk−1 such
that ΣΩM is the the cokernel of λM and ΣΩ1M is the kernel of λM . So we
have an exact sequence in Uk
0→ ΣΩ1M → uΦM →M → ΣΩM → 0.
Proposition 3.16. Let k be any positive integer. The loop functor Ω :
Uk → Uk−1 is the left adjoint of the suspension functor Σ : Uk−1 → Uk. The
functor Ω1 : Uk → Uk−1 is the first left derived functor of Ω, and all higher
derived functors are trivial.
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Proof. We will first prove that Ω is the left adjoint to Σ. Given any morphism
M → ΣN , the composition uΦM → M → ΣN is equal to zero because
Sq0(Σx) = 0. So by the universal property of cokernel, we get ΣΩM → ΣN
and thus get ΩM → N by Proposition 3.7. Similarly, given any morphism
ΩM → N , we get ΣΩM → ΣN and composing it with M → ΣΩM , we
get M → ΣN . Thus we get a bijection between the two morphism sets
Uk(ΣM,N) and Uk−1(M,ΩN).
Now let us prove Ω1 is the first left derived functor of Ω and all higher
derived functors are trivial. Let M be any module in Uk. For now, let us
denote the kernel of uΦM →M by ΣFM . So we are going to prove F = Ω1
and Ωi = 0 for i ≥ 2. Consider a free resolution of M in the category Uk
· · · → P1 → P0 →M → 0.
Then by definition, Ωi(M) is equal to the i-th homology of
· · · → Ω(P2)→ Ω(P1)→ Ω(P0)→ 0.
Think about the double complex K∗,∗
. . . uΦP2 uΦP1 uΦP0 0
. . . P2 P1 P0 0.
We get two spectral sequences from the double complex K∗,∗ above. Since
for every n ∈ Z, there are only finitely many nonzero Kp,q with p + q = n,
the two spectral sequence converge to the same thing. Now we are going to
compute the limits of those two spectral sequences.
Since both the Frobenius functor Φ and the forgetful functor u are exact
by Proposition 3.15 and 3.4, we get uΦM →M by taking horizonal homol-
ogy first. Then take vertical homology, we get ΣFM and ΣΩM . If instead
taking vertical homology first, we get
. . . , 0, 0, 0 and . . . ,ΣΩP2,ΣΩP1,ΣΩP0.
Then taking horizontal homology, we get . . . ,ΣΩ2M,ΣΩ1M,ΣΩM because
the suspension functors Σ are exact.
Since the limits of those two spectral sequences are expected to be the
same, we get F = Ω1 and Ωi = 0 for all i ≥ 2. 
Proposition 3.17. The loop functor Ω : Uk+1 → Uk preserves projectives.
Proof. It suffices to prove that its right adjoint Σ : Uk → Uk+1 preserves
epimorphisms. Remember that the Σ suspension functor is exact. 
Proposition 3.18. When M is a sphere module in Uk and k > 0,
Ω1(Sk(n)) =
{
Sk−1(2n− 1) if n > 0
0 if n = 0
Ω(Sk(n)) =
{
Sk−1(n− 1) if n > 0
0 if n = 0
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Proof. We have uΦSk(n) = Sk(2n) and the map uΦSk(n) → Sk(n) sends
ι2n to Sq0ιn. When n > 0, we have Sq0ιn = 0 and thus
ΣΩ1Sk(n) = Sk(2n), ΣΩSk(n) = Sk(n).
When n = 0, we have Sq0ιn = ιn and thus
ΣΩ1Sk(n) = ΣΩSk(n) = 0. 
4. Homological dimension of category Uk
Notation 4.1. We abbreviate Ext∗Uk(M,N) to Ext
∗
k(M,N).
In this section, we shall prove that the homological dimension of the
category Uk is at most k. Our goal is to prove that Ext
s
k(M,N) = 0 for
all s > k ≥ 0. Our strategy is to first prove it for N a sphere module
by induction on k, then for N bounded above, and finally for N a general
module.
4.1. EHP sequence.
Lemma 4.2. LetM be any module in Uk and N any module in Uk−1. Then
we have the following long exact sequence of vector spaces over F2
. . .
Extsk−1(ΩM,N) Ext
s
k(M,ΣN) Ext
s−1
k−1(Ω1M,N)
Exts+1k−1(ΩM,N) Ext
s+1
k (M,ΣN) Ext
s
k−1(Ω1M,N)
. . .
Proof. Recall from Proposition 3.16 that the loop functor Ω : Uk → Uk−1 is
the left adjoint of the suspension functor Σ : Uk−1 → Uk. So
Uk−1(Ω(−), N) = Uk(−,ΣN)
and its right derived functor is Ext∗k(−,ΣN). Since the inside functor Ω
sends projectives to projectives by Proposition 3.17, we have a Grothendieck
spectral sequence with
Es,t2 = Ext
s
k−1(ΩtM,N)⇒ Ext
s+t
k (M,ΣN).
Since Ωt = 0 for t > 1, the E2 page consists of only two nontrivial rows
t = 0, 1. We have the exact sequences
Exts−2k−1(Ω1M,N)→ Ext
s
k−1(ΩM,N)→ E
s,0
3 → 0
and
0→ Es−1,13 → Ext
s−1
k−1(Ω1M,N)→ Ext
s+1
k−1(ΩM,N).
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Since all further differentials are trivial, we have E3 = E∞. By convergence
of the spectral sequence, we have a short exact sequence
0→ Es,0∞ → Ext
s
k(M,ΣN)→ E
s−1,1
∞ → 0.
Conbining these three exact sequences above, we get the long exact sequence.

Proposition 4.3. Extsk(−, Sk(n)) = 0 for all s > k ≥ 0.
Proof. Say N is the sphere module Sk(n). We will proceed by double induc-
tion on n and k. The base case is n = 0 or k = 0. When n = 0, Uk(−, Sk(0))
is an exact functor so Extsk(−, Sk(0)) = 0 for all s > 0. When k = 0,
U0(−, S0(n)) is an exact functor so Ext
s
0(−, S0(n)) = 0 for all s > k = 0.
Now assume n > 0 and k > 0. Our goal is to prove that
Extsk(−, Sk(n)) = 0
for all s > k. Our induction hypothesis is that
Exts
′
k′(−, Sk′(n
′)) = 0
for all n′, k′, s′ satisfying 0 ≤ n′ < n, 0 ≤ k′ < k, s′ > k′. Observe that
Sk(n) = ΣSk−1(n − 1). Take N = Sk−1(n − 1) in the lemma above and we
get a long exact sequence. When s > k, we have Extsk−1(ΩM,N) = 0 and
Exts−1k−1(Ω1M,N) = 0 by the induction hypothesis. Thus Ext
s
k(M,ΣN) =
0. 
4.2. Bounded above modules.
Proposition 4.4. If N is bounded above, i.e. Nn = 0 for large enough n,
then Extsk(−, N) = 0 for all s > k ≥ 0.
Proof. If N = 0, then it is trivial. Let us assume N 6= 0. Say the highest
nontrivial degree of N is equal to n. We will proceed by induction on n.
The base case is n = 0. When n = 0, N is equal to a direct sum of sphere
modules and therefore everything follows. Let us assume n > 0 and that we
have proven the cases 0, 1, . . . , n − 1. Then we have a short exact sequence
of modules in Uk
0→ N ′ → N → N ′′ → 0,
where N ′ is the degree n part of N and N ′′ is the degree < n part of N .
This short exact sequence induces a long exact sequence of Ext groups
. . .
Extsk(M,N
′) Extsk(M,N) Ext
s
k(M,N
′′)
Exts+1k (M,N
′) Exts+1k (M,N) Ext
s+1
k (M,N
′′)
. . .
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Since N ′ is a direct sum of spheres, we that Extsk(M,N
′) = 0 by Proposition
4.3. We also know that Extsk(M,N
′′) = 0 by the induction hypothesis.
Therefore, Extsk(M,N) = 0. 
4.3. General modules. In this subsection, we are going to prove Extsk(−,−) =
0 for all s > k ≥ 0. Preparing for that proof, we present without proof the
following lemma on the Milnor exact sequence for Ext groups.
Lemma 4.5 (Milnor exact sequence). Let M be any module in Uk. Let
N0 ← N1 ← N2 ← · · · be an inverse system of modules in Uk such that all
maps are surjective. Denote its inverse limit by N . Then we have a short
exact sequence
0→ lim←−
1Exts−1k (M,Ni)→ Ext
s
k(M,N)→ lim←−Ext
s
k(M,Ni)→ 0.
Theorem 4.6. Extsk(−,−) = 0 for all s > k ≥ 0.
Proof. Let M and N be any two modules in Uk. We are going to prove
Extsk(M,N) = 0 for all s > k ≥ 0. For any i ≥ 0, define Ni as a module in
Uk with the degree ≤ i part equal to N and the degree > i part being zero.
That is, N ji = N
j if j ≤ i and N ji = 0 if j > i. The Steenrod opeartions on
Ni follow from N . Then we get a surjective inverse system
N0 ← N1 ← N2 ← · · ·
and the inverse limit of the inverse system is exactly our module N . So we
get the Milnor exact sequence of Ext groups
0→ lim←−
1Exts−1k (M,Ni)→ Ext
s
k(M,N)→ lim←−Ext
s
k(M,Ni)→ 0.
Since each Ni is bounded above, we know Ext
s
k(M,Ni) = 0 for all i by
Proposition 4.4 and thus the right term in the short exact sequence is zero.
It remains to prove that the left term in the short exact sequence is zero.
For all i ≥ 0, we have a short exact sequence 0 → K → Ni+1 → Ni → 0
with K being a direct sum of sphere modules. Therefore we have a long
exact sequence, part of which looks like
· · · → Exts−1k (M,Ni+1)→ Ext
s−1
k (M,Ni)→ Ext
s
k(M,K)→ · · · .
We know that Extsk(M,K) = 0 by Proposition 4.3. Therefore, the map
Exts−1k (M,Ni+1)→ Ext
s−1
k (M,Ni) is a surjection for all i. The left term is
thus zero because it is lim←−
1 of a surjective inverse system. 
Corollary 4.7. Any module in Uk has a length ≤ k projective resolution.
In other words, the homological dimension of the category Uk is at most k.
Proof. By Proposition 1.7, the abelian category Uk has enough projectives.
In an abelian category with enough projectives, if
Exts(M,−) = 0 for all s > k ≥ 0,
then M has a projective resolution of length ≤ k. So this corollary follows
immediately from Theorem 4.6. 
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5. Λ-complex for modules in Uk
In this section, we will introduce a contravariant functor Λk from the
category of unstable modules over the Steenrod algebra with only the top k
squares to the category of cochain complexes of graded vector spaces over
F2, namely Λk : U
op
k → Ch
∗(Gr(F2Mod)). Note that we use the upper index
to emphasize the cochain complex. The cohomological degree is denoted by
s and the degree in the graded vector space is denoted by a. To motivate
its study, we list two nice properties of this functor here:
• The cohomology Hs,a(Λk(M)) is equal to Ext
s
k(M,Sk(a)) for all s, a.
• The cochain complex Λk(M) is relatively small and easy to compute.
To be more concrete, Λsk(M) = 0 for all s < 0 or s > k. Furthermore,
when M is finite, so is its cochain complex Λk(M).
5.1. Recall: Λ algebra and Λ functor. In this subsection, we provide a
brief recollection [BCK+66, Pri70] of our knowledge on the Λ algebra and
the Λ functor.
Formally, Λ is an associative differential bigraded F2-algebra with gener-
ators λi ∈ Λ
1,i+1 for i ≥ 0 and relations
(3) λiλ2i+1+j =
∑
t≥0
(
j − t− 1
t
)
λi+j−tλ2i+1+t for i, j ≥ 0
with differential
d(λi) =
∑
j≥1
(
i− j
j
)
λi−jλj−1.
We refer to the first grading in Λ as the cohomological degree s and the
second as the internal degree t. The differential d in Λ increases s by one
and preserves t.
Definition 5.1 (Admissible monomials). A monomial
λI := λI(1)λI(2) · · · λI(s) ∈ Λ
is said to be admissible if
2I(r) ≥ I(r + 1) for all 1 ≤ r < s.
The excess of λI is defined as
excess(I) :=
s−1∑
r=1
(2I(r) − I(r + 1)).
Proposition 5.2. The admissible monomials form an additive basis for Λ.
Proposition 5.3. The internal degree t part of the s-th cohomology of Λ
is equal to the s-th Ext group in the category of M from S(0) to S(t), i.e.
Hs,t(Λ) = ExtsM(S(0), S(t)).
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Definition 5.4 (Subcomplex Λ(m)). Λ(m) is the defined to be the sub-
bigraded vector space of Λ spanned by the admissible monomials λI with
I(1) < m. The trivial monomial 1 lives in all Λ(m).
The Λ(m) is a subcomplex of Λ by virtue of Lemma 5.5.
Lemma 5.5.
d(Λ(m)) ⊆ Λ(m), Λs,t(m)Λ(m+ t) ⊆ Λ(m).
Proposition 5.6. The internal degree t part of the s-th cohomology of
Λ(m) is equal to the s-th Ext group in the category of U from S(m) to
S(m+ t), i.e.
Hs,t(Λ(m)) = ExtsU (S(m), S(m+ t)).
Proposition 5.7. For each m ≥ 0, there is a short exact sequence
0→ Λ(m)
e
−→ Λ(m+ 1)
h
−→ Σ1,m+1Λ(2m+ 1)→ 0,
where the suspension suspends s and t by 1 and m + 1 respectively. The
map e does not change the admissible monomials. The map h drops λn if
the admissible monomial starts with λn and sends all other admissible basis
vectors to zero.
This short exact sequence in Proposition 5.7 leads to a long exact se-
quence, known as the EHP sequence, for each m.
One can generalize Λ(m) to Λ(M) in such a way that the cohomology of
Λ(M) is equal to the Ext group from M to spheres.
Definition 5.8. Given any M ∈ U , we construct a cochain complex
Λ(M) =
⊕
m
Λ(m)⊗Mm
with differential
d(λI ⊗ xm) = d(λI)⊗ xm +
∑
i≥1,m−2i≥0
λi−1λI ⊗ xmSq
i.
HereMm denotes the dual Hom(M
m,F2) of the degree m part of M . So the
Steenrod operation Sqi acts from the right on xm. We enforce the condition
m− 2i ≥ 0 because otherwise xmSq
i = xmSq2m−i = 0 by the unstability of
the module M . The Λ(M), as a subspace of Λ ⊗ (M∨), closed under the
differential by Lemma 5.5. The relations (3) in the Λ algebra and the ones
(1) in the Steenrod algebra A play so well with each other that one can
check d2(λI ⊗ xm) = 0.
The cochain complex Λ(M) is still bigraded: the first grading is still
the cohomological degree s, but the second grading is the absolute internal
degree a. The absolute internal degree a of λI ⊗ xm is equal to m plus the
internal degree of λI . The differential d in Λ(M) increases s by one and
preserves a.
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Proposition 5.9. The absolute internal degree a part of the s-th cohomol-
ogy of Λ(M) is equal to the s-th Ext group in the category of U from M to
S(a), i.e.
Hs,a(Λ(M)) = ExtsU (M,S(a)).
We can view Λ as a contravariant functor from U to Ch∗(Gr(F2Mod)).
5.2. Cochain complex Λk(m).
Definition 5.10. For all m,k ≥ 0, Γ(m,k) is defined to be the sub-bigraded
vector space of Λ(m) spanned by the admissible monomials λI with I(1) < m
and
excess(I) + (s− 1) > I(1)− (m− k).
The trivial monomial 1 does not live in any Γ(m,k).
The Γ(m,k) is a subcomplex of Λ(m) by virtue of the following lemma.
Lemma 5.11. Γ(m,k) is closed under the differential.
Proof. Note that excess(I) + (s− 1) > I(1)− (m− k) if and only if t+m−
k − 1 > 2I(s), where t is the internal degree of λI . Since the differential d
does not change t,m, k, it suffices to prove that the differential d does not
increase the last subscript. In other words, we need to prove that d(λI) can
be written as a sum of admissible monomials λJ with J(s+1) ≤ I(s). This
is true because both the differential formula and the relations in Λ does not
increase the second subscript. 
Observe that Γ(m,k + 1) is a subcomplex of Γ(m,k).
Definition 5.12. For all m,k ≥ 0, Λk(m) is defined to be the quotient
cochain complex of Λ(m) by its subcomplex Γ(m,k). The differentials in
Λk(m) follow from those in Λ(m). Observe that all nontrivial admissible
monomials λI in Λk(m) have m− k ≤ I(1) ≤ m− 1, because I(1) < m and
0 ≤ excess(I) + (s− 1) ≤ I(1) − (m− k).
Note that Λsk(m) = 0 when s > k or s < 0. When s > k, we have
excess(I) + s − 1 < I(1) −m + s and thus excess(I) ≤ I(1) −m < 0. No
admissible monomial λI can have excess(I) < 0.
In a later subsection, we are going to prove Theorem 5.21, a special case of
which is that the cohomology Hs,t(Λk(m)) is equal to Ext
s
k(Sk(m), Sk(m+t))
for all s, t. This result is the correspondence of Proposition 5.6 in the world
Uk.
Proposition 5.13. The short exact sequence in Proposition 5.7 induces a
short exact sequence
0→ Λk(m)
e
−→ Λk+1(m+ 1)
h
−→ Σ1,m+1Λk(2m+ 1)→ 0,
where the suspension suspends s and t by 1 and m+ 1 respectively.
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Proof. As a vector space over F2, the Λk(m) is spanned by the admissible
monomials λI satisfying I(1) < m and
excess(I) + (s− 1) ≤ I(1)− (m− k).
The map e keeps the admissible monomials and the map h drops λm if the
the admissible monomial starts with λm and sends all other additive basis
to zero. It is easy to check the exactness of the short sequence and we omit
it. 
The short exact sequence above leads to a long exact sequence
. . .
Extsk(m,n) Ext
s
k+1(m+ 1, n + 1) Ext
s−1
k (2m+ 1, n)
Exts+1k (m,n) Ext
s+1
k+1(m+ 1, n + 1) Ext
s−1
k (2m+ 1, n)
. . .
P
E
H
P
E
H
P
where Extsk(m,n) is an abbreviation for Ext
s
k(Sk(m), Sk(n)). Note that
we’ve seen this long exact sequence before in Lemma 4.2. We see this long
exact sequence as the correspondence of the EHP sequence in the world of
Uk.
Example 5.14. We write down the structure of several Λk(m)’s explicitly.
(1) Λ0(m) has additive basis {1} for all m ≥ 0. All differentials are
trivial.
(2) Λ1(m) has additive basis{
{1} if m = 0
{1, λm−1} if m ≥ 1
All differentials are trivial.
(3) Λ2(m) has additive basis

{1} if m = 0
{1, λ0, λ0λ0} if m = 1
{1, λm−2, λm−1, λm−1λ2m−2} if m ≥ 2
All differentials are trivial.
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(4) Λ3(m) has additive basis

{1} if m = 0
{1, λ0, λ0λ0, λ0λ0λ0} if m = 1
{1, λ0, λ1, λ0λ0, λ1λ1, λ1λ2, λ1λ2λ4} if m = 2
{1, λm−3, λm−2, λm−1, λm−2λ2m−4, λm−1λ2m−3,
λm−1λ2m−2, λm−1λ2m−2λ4m−4} if m ≥ 3
All differentials are trivial.
5.3. Functor Λk : U
op
k → Ch
∗(Gr(F2Mod)).
Definition 5.15. Given any M ∈ Uk, we construct a cochain complex
Λk(M) =
⊕
m
Λk(m)⊗Mm
with differentials
d(λI ⊗ xm) = d(λI)⊗ xm +
∑
i≥1,0≤m−2i<k
λi−1λI ⊗ xmSq
i.
We require 0 ≤ m− 2i < k because xmSq
i = xmSq2m−i and as a module in
Uk, theM only allows operations Sq0, . . . ,Sqk−1. Note that we can omit the
condition m− 2i ≥ 0 in the definition of the differential because xmSq
i = 0
automatically when m− 2i < 0.
Lemma 5.16. The differential d is well-defined.
Proof. It suffices to prove λi−1λI ∈ Γ(m − i, k) if λI ∈ Γ(m,k) when k ≥
0, i ≥ 1 and m ≥ 2i. By Lemma 5.5, 2i ≤ m implies that λi−1ΛI lives in
Λ(m − i). Note that the condition for an admissible monomial λI ∈ Λ(m)
to be in Γ(m,k) is excess(I) + (s− 1) > I(1)− (m− k), which is equivalent
to t(I)−2I(s) > k−m+1. Here t(I) denotes the internal degree of λI . Say
λi−1λI =
∑
J λJ with λJ being admissible monomials. Then t(J) = i+ t(I)
and t(J)−2J(s+1) = i+ t(I)−2J(s+1) ≥ i+ t(I)−2I(s) > i+k−m+1.
So λJ ∈ Γ(m− i, k). 
Theorem 5.17. d2 = 0 in Λk(M).
We first prove two lemmas which will come in handy when proving The-
orem 5.17. Lemma 5.18 is about the cochain complex Λk(m) and Lemma
5.19 is about the standard Λ algebra.
Lemma 5.18. If i + 1 ≤ m − k and λI is any admissible monomial in
Λ(m+ i+ 1), then λiλI = 0 ∈ Λk(m).
Proof. By Lemma 5.5, λiλI lives in Λ(m). If λI = 1, then λi is trivial
in Λk(m) because i < m − k. From now on, assume the length of λI is
s ≥ 1. Say λiλI =
∑
J λJ where each λJ is admissible of length s + 1 in
Λ(m). It suffices to prove excess(J) + s > J(1) − (m − k) or equivalently,
J(1)+ · · ·+J(s)+ s+(m− k) > J(s+1). Since i+1 ≤ m− k, it suffices to
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prove J(1) + · · ·+ J(s) + i+ (s+ 1) > J(s+ 1), which follows from Lemma
5.19 
Lemma 5.19. Let λI be any admissible monomial of length s ≥ 1. Write
λiλI as the sum of admissible monomials λJ ’s. Then i+ J(1)+ · · ·+ J(s) ≥
J(s+ 1).
Proof. We will proceed by induction on s. The base case is s = 1. When
s = 1, write λiλj as the sum of admissible monomials λi′λj′ ’s. If 2i ≥ j,
then i′ = i and j′ = j. Otherwise, in the relation (3), we have i+(i+j−t) ≥
2i + 1 + t because the binomial coefficient requires j − t − 1 ≥ t. One can
check that the right hand side of the relation (3) is admissible.
Assume s > 1. Write λiλI(1,2,...,s−1) as the sum of admissible monomials
λP . Then by the case s − 1, we have i + P (1) + · · ·P (s − 1) ≥ P (s).
Now consider λPλI(s) = λP (1,...,s−1)λP (s)λI(s). It is equal to a sum of
λP (1,...,s−1)λQ(1,2) where both λP (1,...,s−1) and λQ(1,2) are admissible mono-
mials. By the base case s = 1, we have P (s) +Q(1) ≥ Q(2). Adding those
two inequalities leads to i+ P (1) + · · · + P (s − 1) +Q(1) ≥ Q(2). Further
applying relations (3) to λP (1,...,s−1)λQ(1,2) will either preserve both sides or
increases left hand side while decreasing the right hand side. 
Proof to Theorem 5.17. In this proof, we declare
(
a
b
)
= 0 if a < 0 or b < 0.
Let x be any element in Mm.
d2 (λI ⊗ x) =d
2(λI)⊗ x
+
∑
n≥1,m−2n<k
λn−1d(λI)⊗ xSq
n
+
∑
n≥1,m−2n<k
d (λn−1λI)⊗ xSq
n
+
∑
i,j≥1,m−2i<k,m−i−2j<k
λj−1λi−1λI ⊗ xSq
iSqj
=
∑
n≥2,m−2n<k
d(λn−1)λI ⊗ xSq
n
+
∑
i,j≥1,m−2i<k,m−i−2j<k
λj−1λi−1λI ⊗ xSq
iSqj
For convenience, define S(m,k) to be the set of indices (i, j) ∈ Z2>0 satisfying
m− 2i < k,m− i− 2j < k.
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Define A,B,C as
A :=
∑
(i,j)∈S(m,k),i≥2j
λj−1λi−1λI ⊗ xSq
iSqj,
B :=
∑
(i,j)∈S(m,k),i<2j
λj−1λi−1λI ⊗ xSq
iSqj,
C :=
∑
n≥2,m−2n<k
d(λn−1)λI ⊗ xSq
n.
Therefore, d2(λI ⊗ x) = A + B + C. In A, the Sq
iSqj is admissible but
λj−1λi−1 is not. Applying the relations (3), we get
A =
∑
(i,j)∈S(m,k),i≥2j
∑
t≥0
(
i− 2j − t− 1
t
)
λi−j−t−1λ2j+t−1λI ⊗ xSq
iSqj
=
∑
(i,j)∈S(m,k),i≥2j
∑
v≥2j
(
i− v − 1
v − 2j
)
λi+j−v−1λv−1λI ⊗ xSq
iSqj
=
∑
(i′,j′,s,t)∈A(m,k)
(
s− i′ − 1
i′ − 2t
)
λj′−1λi′−1λI ⊗ xSq
sSqt,
where A(m,k) is defined as the set of indices (i, j, s, t) ∈ Z4>0 satisfying
i < 2j, s ≥ 2t, i+ j = s+ t,m− s− 2t < k.
In the second equality, we used the substitution v = 2j + t. In the third
equality, we used the substitution i′ = v, j′ = i + j − v, s = i, t = j. It is
straightforward to check the third equality and the corresondence of index
sets. In B, the λj−1λi−1 is admissible but Sq
iSqj is not. Applying the Adem
relations, we get
B =
∑
(i,j)∈S(m,k),i<2j
∑
t≥0
(
j − t− 1
i− 2t
)
λj−1λi−1λI ⊗ xSq
i+j−tSqt
=
∑
(i,j)∈S(m,k),i<2j
∑
t≥1
(
j − t− 1
i− 2t
)
λj−1λi−1λI ⊗ xSq
i+j−tSqt
+
∑
(i,j)∈S(m,k),i<2j
(
j − 1
i
)
λj−1λi−1λI ⊗ xSq
i+j
= D + E,
where D,E are defined as
D :=
∑
(i,j,s,t)∈D(m,k)
(
s− i− 1
i− 2t
)
λj−1λi−1λI ⊗ xSq
sSqt,
E :=
∑
(i,j)∈E(m,k)
(
j − 1
i
)
λj−1λi−1λI ⊗ xSq
i+j ,
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D(m,k) is defined to be the set of indices (i, j, s, t) ∈ Z4>0 satisfying
i < 2j, s ≥ 2t, i + j = s+ t,m− 2i < k
and E(m,k) is defined to be the set of indices (i, j) ∈ Z2>0 satisfying
i < 2j,m − 2i < k.
Therefore, d2(λI ⊗ x) = A+D + E + C. Applying the differential formula
to d(λn−1), we get
C =
∑
n≥2,m−2n<k
∑
i≥1
(
n− i− 1
i
)
λn−i−1λi−1λI ⊗ xSq
n
=
∑
(i,j)∈C(m,k)
(
j − 1
i
)
λj−1λi−1λI ⊗ xSq
i+j ,
where C(m,k) is defined as the set of indices (i, j) ∈ Z2>0 satisfying
i < 2j,m − 2(i+ j) < k.
In the second equality, we used the substitution j = n − i. Observe that A
and D are summation of the same expression over slightly different index
set. The same for E and C.
Take any (i, j, s, t) ∈ D(m,k). Then (m−2i)−(m−s−2t) = s+2t−2i ≥ 1
because the binomial coefficient leads to s − i − 1 ≥ i − 2t. So (i, j, s, t) ∈
A(m,k) and D(m,k) is a subset of A(m,k). The difference of those two
index sets are consists of (i, j, s, t) ∈ A(m,k) satisfying m− s − 2t = k − 1
and s+2t−2i = 1. Any (i, j, s, t) in the difference A(m,k)−D(m,k) satisfies
m− 2i = k.
Take any (i, j) ∈ E(m,k). Then (m− 2i− 2j)− (m− 2i) = −2j < 0. So
(i, j) ∈ C(m,k) and E(m,k) is a subset of C(m,k). The difference of those
two index sets are consists of (i, j) ∈ C(m,k) satisfying m− 2i ≥ k.
Therefore,
A+D =
∑
(i,j,s,t)∈A(m,k)−D(m,k)
(
s− i− 1
i− 2t
)
λj−1λi−1λI ⊗ xSq
sSqt
and
E + C =
∑
(i,j)∈C(m,k)−E(m,k)
(
j − 1
i
)
λj−1λi−1λI ⊗ xSq
i+j.
The index (i, j, s, t) in A(m,k) −D(m,k) and the index (i, j) in C(m,k) −
E(m,k) both satisfy m−2i ≥ k. By Lemma 5.18, λi−1λI = 0 whenm−2i ≥
k and thus A +D = 0, E + C = 0. Adding them up, we get d2(λI ⊗ x) =
A+D + E + C = 0. 
Remark 5.20. Λk is a contravariant exact functor from Uk to Ch
∗(Gr(F2Mod)).
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5.4. Cohomology of the cochain complex Λk(M). The following tho-
erem is our main result in this subsection. It is the correspondence of Propo-
sition 5.9 in the world of Uk.
Theorem 5.21. For any module M ∈ Uk, the Λk(M) is a length ≤ k
cochain complex with
Hs,a(Λk(M)) = Ext
s
k(M,Sk(a)) for all s, a.
Proof. Let M be any module in Uk. Consider a free resolution of M
· · · → P1 → P0 →M → 0.
Applying the functor Λk to the complex
· · · → P2 → P1 → P0 → 0,
we get the following double complex C∗,∗
...
...
...
· · · Λ2k(P2) Λ
2
k(P1) Λ
2
k(P0) 0
· · · Λ1k(P2) Λ
1
k(P1) Λ
1
k(P0) 0
· · · Λ0k(P2) Λ
0
k(P1) Λ
0
k(P0) 0
0 0 0
We get two spectral sequences from the double complex C∗,∗ with Cs,i =
Λsk(Pi). As we will see, both spectral sequences collapse at the second page.
Taking horizontal cohomology first, we get only one nontrivial column
...
...
...
· · · 0 0 Λ2k(M) 0
· · · 0 0 Λ1k(M) 0
· · · 0 0 Λ0k(M) 0
0 0 0
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beause the functor Λsk : U
op
k → F2Mod is exact. Then taking vertical coho-
mology, we get Hs(Λk(M)) at position (s, 0) and zero everywhere else. Its
absolute internal degree a part is Hs,a(Λk(M)).
If instead taking vertical cohomology first, we get only one nontrivial row
according to Proposition 5.22
...
...
· · · 0 0 0
· · ·
⊕
a≥0Homk(P1, Sk(a))
⊕
a≥0Homk(P0, Sk(a)) 0
0 0
Then taking horizontal cohomology, we get
⊕
a≥0 Ext
s
k(M,Sk(a)) at posi-
tion (0, s) and zero everywhere else. Its absolute internal degree a piece is
Extsk(M,Sk(a)).
Since those two limits of spectral sequences are the same and the absolute
internal degrees should match, we have
Hs,a(Λk(M)) = Ext
s
k(M,Sk(a)). 
Proposition 5.22.
Hs,a(ΛkFk(n)) =
{
F2 if s = 0, a = n
0 otherwise
Or equivalently,
Hs,a(ΛkFk(n)) =
{
Homk(Fk(n), Sk(a)) if s = 0
0 if s > 0
Proof. Construction 5.24 provides a decreasing filtration (P u)u≥0 of the
cochain complex ΛkFk(n). Construction 5.26 provides an increasing multi-
filtration (QuL)L∈Nu of the cochain complex P
u/P u+1. By Lemma 5.28, their
union is ⋃
L∈Nu
QuL = P
u/P u+1.
Denote by Qu<L the sum of cochain complexes Q
u
L′ with L
′ < L lexico-
graphically. Lemma 5.29 calculates the cohomology of the associated graded
QuL/Q
u
<L: it has zero cohomology when u ≥ 1; the associated gradedQ
0
∅/Q
0
<∅
has cohomology F2 at (s, a) = (0, n) and zero everywhere else. Adding them
up, we get the cohomology of the original cochain complex ΛkFk(n). 
Remark 5.23. If SqJιn is an element of the basis of Fk(n) by admissibles
as in Proposition 2.17 and is of degree m, then we use
(
SqJ ιn
)∨
to denote
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the element in Fk(n)m = Hom(Fk(n)
m,F2) which sends Sq
J ιn to 1 and all
other admissible basis vectors to 0. Every element in ΛkFk(n) can be written
uniquely as a sum of λI ⊗
(
SqJ ιn
)∨
with
• λI and Sq
J are both admissible,
• λI is nonzero in Λk(m) where m is the degree of Sq
J ιn.
We say λI ⊗
(
SqJ ιn
)∨
is admissible if it satisfies the two conditions above.
In general, when S forms an additive basis for T , we say s ∈ S shows up in
t ∈ T if t =
∑
s′∈S′ s
′ with S′ ⊆ S and s ∈ S′.
Construction 5.24. For any u ≥ 0, define P u to be the sub-bigraded vector
space of ΛkFk(n) spanned by admissible λI ⊗
(
SqJ ιn
)∨
with |I| + |J | ≥ u.
By |I| and |J | we mean the lengths of them.
The P u is a subcomplex of ΛkFk(n) by virtue of the following lemma.
Lemma 5.25. P u is closed under the differential.
Proof. We need to prove d(P u) ⊆ P u. Let λI ⊗
(
SqJ ιn
)∨
be admissible. We
have
d(λI ⊗
(
SqJ ιn
)∨
) =
∑
I′,J ′
λI′ ⊗
(
SqJ
′
ιn
)∨
.
It suffices to prove |I ′|+ |J ′| ≥ |I|+ |J |. We know |I ′| = |I|+1. So it suffices
to prove |J ′| ≥ |J | − 1. If J ′ = J , we are done. Otherwise, λI′ ⊗
(
SqJ
′
ιn
)∨
must show up in λi−1λI ⊗
(
SqJ ιn
)∨
Sqi, which means that SqJ ιn must show
up in SqiSqJ
′
ιn. The Adem relations do not increase the length of the
Steenrod squares. So |J | ≤ 1 + |J ′|. 
Observe that P u+1 is a subcomplex of P u.
Construction 5.26. The associated graded P u/P u+1 is a cochain complex
spanned by the admissible λI ⊗
(
SqJ ιn
)∨
with |I|+ |J | = u. For any u ≥ 0
and any L ∈ Nu, define QuL to be the sub-bigraded vector space of P
u/P u+1
spanned by admissible λI ⊗ (SqJ ιn)
∨ with
(I(s) + 1, . . . , I(1) + 1, J(1), . . . , J(t)) ≤ L,
where s := |I|, t := |J |. The index set Nu is ordered lexigraphically. For
example, when u = 2 and L ∈ N2, we have (1, 6) < (4, 1) and (1, 2) < (1, 4).
When u = 0, we have N0 = {∅} and Q0∅ is spanned by 1⊗ ιn.
The QuL is a subcomplex of P
u/P u+1 by virtue of the following lemma.
Lemma 5.27. QuL is closed under the differential.
Proof. When u = 0 and L = ∅, Q0∅ is a cochain complex with only one
nontrivial element 1 ⊗ ιn. Assume u ≥ 1. We need to prove d(Q
u
L) ⊆ Q
u
L.
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Let λI ⊗
(
SqJ ιn
)∨
be admissible in P u/P u+1. We have
d(λI ⊗
(
SqJ ιn
)∨
) =
∑
I′,J ′
λI′ ⊗
(
SqJ
′
ιn
)∨
.
It suffices to prove
(I ′(s+ 1) + 1, . . . , I ′(1) + 1, J ′) ≤ (I(s) + 1, . . . , I(1) + 1, J).
Since everything is in P u/P u+1, we have |I ′|+ |J ′| = |I|+ |J |, so |I ′| = |I|+1
and |J ′| = |J | − 1. So λI′ ⊗
(
SqJ
′
ιn
)∨
shows up in λi−1λI ⊗
(
SqJ ιn
)∨
Sqi.
That is, λI′ shows up in λi−1λI , and Sq
Jιn shows up in Sq
iSqJ
′
ιn. The
Adem relations in the Steenrod algebra tell us that J ≥ (i, J ′). So
(I(s) + 1, . . . , I(1) + 1, i, J ′) ≤ (I(s) + 1, . . . , I(1) + 1, J).
If λi−1λI is not admissible, then
(I ′(s+ 1) + 1, . . . , I ′(1) + 1) < (I(s) + 1, . . . , I(1) + 1, i).
If λi−1λI is admissible, then
(I ′(s+ 1) + 1, . . . , I ′(1) + 1) = (I(s) + 1, . . . , I(1) + 1, i).
So in either case, we have
(I ′(s+ 1) + 1, . . . , I ′(1) + 1, J ′) ≤ (I(s) + 1, . . . , I(1) + 1, J). 
Observe that QuL is a subcomplex of Q
u
L′ when L ≤ L
′ lexigraphically.
Lemma 5.28. ⋃
L∈Nu
QuL = P
u/P u+1.
Proof. When u = 0, we have Q0∅ = P
0/P 1. When u ≥ 1, λI ⊗
(
SqJ ιn
)∨
lives
in QuL when L = (I(s) + 1, . . . , I(1) + 1, J). 
Lemma 5.29. Define Qu<L as the sum of cochain complexes Q
u
L′ with L
′ <
L. The associated graded QuL/Q
u
<L has zero cohomology when u ≥ 1. The
associated graded Q0∅/Q
0
<∅ has cohomology F2 at (s, a) = (0, n) and zero
everywhere else.
Proof. The case u = 0 is obvious. Assume u ≥ 1. The associated graded
QuL/Q
u
<L is spanned by admissible λI ⊗ (Sq
J ιn)
∨ with
(4) (I(s) + 1, . . . , I(1) + 1, J(1), . . . , J(t)) = L.
When there exsit no admissible λI and Sq
J such that equation (4) is true,
the associated graded will be zero and we are done. Now assume there exist
admissible λI and Sq
J such that equation (4) is true.
The admissibility requires that I(r + 1) ≤ 2I(r) or equivalently I(r +
1) + 1 < 2(I(r) + 1) and J(r) ≥ 2J(r + 1). So there are two admissibles
λI and Sq
J such that equation (4) is true. They are λI ⊗
(
SqJ ιn
)∨
and
λJ(1)−1λI ⊗
(
SqJ(2) · · · SqJ(t)ιn
)∨
with 2(J(1)−1) ≥ I(1). Note that λI = 0
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in Λk(m) if and only if λJ(1)−1λI = 0 in Λk(m − J(1)). So the associated
graded will either be zero or · · · → 0→ F2 → F2 → 0→ · · · .
According to the proof of Lemma 5.27, the differential will be
d
(
λI ⊗
(
SqJ ιn
)∨)
= λJ(1)−1λI ⊗
(
SqJ(2) · · · SqJ(t)ιn
)∨
if I(1) ≤ 2(J(1)− 1) and zero otherwise. Therefore, the map F2 → F2 is the
identity map. So the cohomology of the associated graded is always zero
when u ≥ 1. 
Remark 5.30. The arguments in this subsection give another proof to
Proposition 5.9.
6. Inverse system of Ext groups
Since the forgetful functor u : Uk+1 → Uk preserves projectives by Propo-
sition 3.3 and is exact by Proposition 3.4, it induces a map of Ext groups
Extsk+1(M,N) → Ext
s
k(uM,uN), where M and N are any two modules in
Uk+1. Therefore, given any two modules M and N in U , we have an inverse
system of Ext groups
· · · → Exts2(uM,uN)→ Ext
s
1(uM,uN)→ Ext
s
0(uM,uN).
In this section, we will study this inverse system and its inverse limit. The
main result of this section is summarized in the following theorem.
Theorem 6.1. Let M and N be two nonzero modules in the category U .
Let s be any nonnegative integer. If N is bounded above with top nontrivial
degree n, then the inverse system
· · · → Exts2(uM,uN)→ Ext
s
1(uM,uN)→ Ext
s
0(uM,uN).
stablizes and the limit is equal to ExtsU (M,N). More specifically, when k ≥
n− 1, the maps
Extsk+1(uM,uN)→ Ext
s
k(uM,uN)
and
ExtsU (M,N)→ Ext
s
k(uM,uN)
are isomorphisms.
Before proving this theorem, we take some time defining the decompos-
ables and indecomposables of modules in U or Uk and presenting several
lemmas.
Definition 6.2 (Decomposables and indecomposables). LetM be a module
in U . LetN be the submodule ofM generated by Sqix with i ≥ 1 and x ∈M .
The submoduleN is called the decomposables ofM and the quotient module
M/N is called the indecomposables of M . Note that both N and M/N live
in U .
Similar definitions apply for a module in Uk.
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Definition 6.3 (Decomposables and indecomposables). Let k ≥ 0 and M
be a module in Uk. Let N be the submodule of M generated by Sq
ix where
i ≥ 1, |x| − i < k and x is any nonzero homogeneous element in M . The
submodule N is called the decomposables of M and the quotient module
M/N is called the indecomposables of M . Note that both N and M/N live
in Uk.
Lemma 6.4. If M is a module in Uk, then Uk(M,Sk(n)) is equal to the
dual of the degree n part of the indecomposables of M . If M is a module
in U , then U(M,S(n)) is equal to the dual of the degree n part of the
indecomposables of M .
Proof. We assume M is a module in Uk. The U case is quite similar and
omitted. The F2-module Uk(M,Sk(n)) is equal to the set of F2-linear maps
from Mn to F2 such that
f(Sqix) = 0 ∀i ≥ 1, n − 2i < k, x ∈Mn−i.
It is equivalent to the the set of F2-linear maps from (M/N)
n to F2, where
N is the decomposables of M . 
Lemma 6.5. Suppose that M is a module in Uk+1. If n 6∈ {k+2, k+4, k+
6, . . .}, then Extsk+1(M,Sk+1(n))→ Ext
s
k(uM,Sk(n)) is an isomorphism for
any s.
Proof. It suffices to prove that Uk+1(M,Sk+1(n)) → Uk(uM,Sk(n)) is an
isomorphism. By Lemma 6.4, it suffices to prove that the degree n part of the
indecomposables of M and uM are the same. Those two indecomposables
only differ by the image of the lower Steenrod operations Sqk = Sq
m−k from
degree m to degree 2m− k with m ≥ k + 1. But those Sqk’s does not have
target degree n because its target degrees are k + 2, k + 4, k + 6, . . .. 
Lemma 6.6. Suppose thatM,N are two modules in Uk+1. If n 6∈ {k+2, k+
4, k+6, . . .} and N i = 0 for any i 6= n, then Extsk+1(M,N)→ Ext
s
k(uM,uN)
is an isomorphism for any s.
Proof. The module N is equal to the a direct sum of some sphere modules
Sk+1(n). Say N =
⊕
j∈J Sk+1(n), where J is an index set. Therefore,
Extsk+1(M,N) =
⊕
j∈J
Extsk+1(M,Sk+1(n))
and
uN =
⊕
j∈J
Sk(n), Ext
s
k(M,N) =
⊕
j∈J
Extsk(M,Sk(n)).
The map Extsk+1(M,Sk+1(n)) → Ext
s
k(M,Sk(n)) is an isomorphism by
Lemma 6.5 and thus so is the map Extsk+1(M,N)→ Ext
s
k(uM,uN). 
Proposition 6.7. Suppose that M,N are two modules in Uk+1. If N is
bounded above with the top nontrivial degree n ≤ k+1, then Extsk+1(M,N)→
Extsk(uM,uN) is an isomorphism for any s.
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Proof. We will proceed by induction on n. The lemma above solves the base
case n = 0. Now assume n > 0. We have the following short exact sequence
in Uk+1
0→ N ′ → N → N ′′ → 0,
where N ′ is the degree n part of N and N ′′ is the degree < n part of N .
This short exact sequence gives rise to a long exact of Ext groups
· · · → Extsk+1(M,N
′)→ Extsk+1(M,N)→ Ext
s
k+1(M,N
′′)→ · · ·
Since the forgetful functor u : Uk+1 → Uk is exact, we have the following
short exact sequence in Uk
0→ uN ′ → uN → uN ′′ → 0
and similarly we have the following long exact sequence of Ext groups
· · · → Extsk(uM,uN
′)→ Extsk(uM,uN)→ Ext
s
k(uM,uN
′′)→ · · ·
The two long exact sequences above form a commutative diagram
· · · Extsk+1(M,N
′) Extsk+1(M,N) Ext
s
k+1(M,N
′′) · · ·
· · · Extsk(uM,uN
′) Extsk(uM,uN) Ext
s
k(uM,uN
′′) · · ·
By Lemma 6.6, the map Extsk+1(M,N
′) → Extsk(uM,uN
′) is an isomor-
phism for any s. By the induction hypothesis, the map Extsk+1(M,N
′′) →
Extsk(uM,uN
′′) is an isomorphism for any s. By five lemma, the middle
map Extsk+1(M,N)→ Ext
s
k(uM,uN) is an isomorphism for all s. 
Lemma 6.8. Suppose that M,N are two modules in U . If n ≤ k + 1 and
N i = 0 for any i 6= n, then the map ExtsU (M,N) → Ext
s
k(uM,uN) is an
isomorphism for all s.
Proof. The proof is similar to the proof to Lemma 6.6. The core observation
is that when n ≤ k+1, the degree n parts of the indecomposables of M ∈ U
and uM ∈ Uk are the same. 
Proposition 6.9. Suppose that M,N are two modules in U . If N is
bounded above and the top nontrivial degree n ≤ k+1, then ExtsU (M,N)→
Extsk(uM,uN) is an isomorphism for any s.
Proof. The proof is quite similar to the proof to Propositon 6.7. So we only
give a sketch. We split N into the degree n part N ′ and the degree < n part
N ′′. Then Lemma 6.8 and an induction on n complete the proof. 
Proposition 6.7 and Proposition 6.9 together give a proof to Theorem 6.1.
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