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Abstract
The aim of this paper is to give the asymptotic expansion of the coecients in the Chebyshev series expansion of a
function possessing algebraic or logarithmic interior singularities. Some numerical examples are given. c© 2000 Published
by Elsevier Science B.V. All rights reserved.
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1. Introduction
It is well known that if the function f belongs to the space L2 ([−1; 1]; dx=p1− x2), then we can
expand it into a convergent series of Chebyshev polynomials Tn(x) as f(x) =
P10
n=0 cnTn(x), where
Tn(x) = cos(n arccos x), and
P0 denotes a sum whose rst term is halved. The coecients cn are
given by
cn =
2

Z 1
−1
f(x)
Tn(x)p
1− x2 dx; n= 0; 1 : : : :
Many investigations considered the application of Chebyshev series to nd numerical solutions to
frequently occurring problems as quadrature formula with the Clenshaw{Curtis method, the numeri-
cal solution of Fredholm integral equations, the numerical solution of ordinary and partial dierential
equations. In many of these applications it is useful to be able to estimate the degree N of the poly-
nomial approximation to a given function f, so that f is then represented to within some prescribed
accuracy.
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In order to do this, some knowledge of the magnitude of the coecients cn is required, in general
for large values of n. In [1,2], the authors gave an asymptotic estimate of the coecients cn for a
function given its Laplace transform and for some analytic functions which are holomorphic in the
interval ]− 1; 1[. In this paper, we want to generalize this study to functions possessing algebraic or
logarithmic interior singularity. To be more explicit, we assume that
f(x) = jx − x0j logp jx − x0jh(x); 0<; −1<x0< 1; p 2 N;
where the function h is supposed to be regular on ] − 1; 1[ and possessing or not logarithmic or
algebraic endpoint singularities.
The paper is organized as follows. In Section 2, the main results and some preliminary lemmas
are given when the function is regular at the points z=1. In Sections 3 and 4, we give the proof
of our main result. In Section 5, we extend our result to functions with endpoint singularities. In
the last section, we give some numerical examples.
2. Main results and preliminary lemmas
Let x0 2 ]− 1; 1[ and let h be a regular function in a certain domain which contains ] − 1; 1[ in
its interior. Let f be a function which possesses one of the two following forms:
f(x) = jx − x0j h(x); > 0; (2.1)
f(x) = jx − x0j logp jx − x0j h(x); > 0; p 2 N: (2.2)
With the preceding notations, we have the following theorem.
Theorem 2.1. Let H be the function dened by
H (x) = sinh

x
2

cosh

x
2
+ ic

h(i sinh(x + ic))
with c =−arctan(x0=
q
1− x20) and let
H (x) = x
2
4 kX
j=0
(Aj() + iBj()) x j + o(xk)
3
5
be the asymptotic expansion of the function H in the neighborhood of zero.
(1) If the function f veries (2:1); then
cn = (−1)[n=2]+1 2
+2
 sin



2

1
n+1
2
4 kX
j=0
 (+ j + 1)
nj
uj(n; ) + o

1
nk
35 ; (2.3)
with
uj(n; ) =

(Aj() cos nc + Bj() sin nc) if n is even;
(Bj() cos nc − Aj() sin nc) if n is odd:
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(2) Let
Fj(x) = 2xsin

x

2

Aj(x) (x + j + 1);
Dj(x) = 2xsin

x

2

Bj(x) (x + j + 1):
If the function f veries (2:2); then
cn = (−1)[n=2]+1 4
1
n+1
2
4 kX
j=0
Fn; j;p
nj
+ o

1
nk
35 (2.4)
with
Fn; j;p =
8>>>>><
>>>>>:
pX
k=0
(−1)p−kCkp(log n)p−k(cos nc F (k)j () + sin nc D(k)j ()) if n is even;
pX
k=0
(−1)p−kCkp(log n)p−k(cos nc D(k)j ()− sin nc F (k)j ()) if n is odd:
Remark. If p= 1 and  is an even integer, the expression of Fn;j;1 is reduced to
Fn;j;1 =
(
(−1)=2 2−1 (+ j + 1) (Aj() cos nc + Bj() sin nc) if n is even;
(−1)=2 2−1 (+ j + 1) (Bj() cos nc − Aj() sin nc) if n is odd:
The proof of our theorem is based on the complex representation of the coecient cn and makes
use of the well-known relationZ 1
−1
Tn(x)
(z − x)p1− x2 dx =
p
z2 − 1(z +pz2 − 1)n ; z 2 C n [− 1; 1]:
Moreover, we need some preliminary results that will be given in the following lemmas.
Let us rst give an alternative expression of the coecient cn. To do this, let us consider the
closed curves L1;  and L2;  of Fig. 1 and let us set
L1;  = 1;  [ E1R [ 2;  [ C(x0);
L2;  = 01;  [ E2R [ 02;  [ C 0(x0);
L = L1;  [ L2; ;
where E1R and E
2
R are a portion of ellipse with foci at the points z=1 and with length of semi-axes
(R R−1)=2; C(x0) and C 0(x0) are a portion of circle with center at z = x0 and with radius = 2.
By Cauchy's integral formula, we have
8x 2 ]− 1; x0 − [ [ ] x0 + ; 1[; f(x) = 12i
Z
L
f(x)
z − x dz:
Therefore, by using Fubini's theorem, the expression of the coecient cn becomes
cn =
2

Z x0+
x0−
f(x)
Tn(x)p
1− x2 dx −
1
2i
Z
L
f(z)qn; (z) dz +
1
2i
Z
L
f(z)qn(z) dz; (2.5)
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Fig. 1.
where
qn; (z) =
Z x0+
x0−
Tn(x)
(z − x)p1− x2 dx;
qn(z) =
Z 1
−1
Tn(x)
(z − x)p1− x2 dx:
At rst, we will show that the contribution to the coecient cn from the rst and the second
integral in (2.5) tends to zero as  tends to zero.
Let us start by proving the following lemma.
Lemma 2.2. For all n 2 N; we have
(a) lim!0
R x0+
x0− f(x)Tn(x)=
p
1− x2 dx = 0.
(b) lim!0
R
ER
f(z)qn; (z) dz = 0.
(c) lim!0
R
c(x0)
f(z)qn; (z) dz = lim!0
R
C0 (x0)
f(z)qn; (z) dz = 0.
Proof. Let us rst prove (a). Since the function h(x)Tn(x)=
p
1− x2 is bounded on [x0 − ; x0 + ],
we haveZ x0+
x0−
f(x)
Tn(x)p
1− x2 dx =O
Z x0+
x0−
jx − x0j dx

=O(+1)
if the function f veries (2.1), andZ x0+
x0−
f(x)
Tn(x)p
1− x2 dx =O
Z x0+
x0−
jx − x0j logpjx − x0j dx

=O(+1 logp)
if the function f veries (2.2), which gives us (a).
Let us now prove (b). Since the function f is bounded on ER, we getZ
ER
f(z)qn; (z) dz =O
Z
ER
qn; (z) dz

: (2.6)
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On the other hand, the function Tn(x)=
p
1− x2 is bounded on [x0 − ; x0 + ]. So,
qn; (z) =
Z x0+
x0−
Tn(x)
(z − x)p1− x2 dx =O
Z x0+
x0−
1
jz − xj dx

: (2.7)
Let us remark thatZ x0+
x0−
1
jz − xj dx =
1
jz − x0j
Z 
0
dh
j1 + h=(z − x0)j +
Z 
0
dh
j1− h=(z − x0)j

6
2
jz − x0j
Z 
0
dh
1− h=jz − x0j
= O():
The preceding inequality is justied since on ER; jz−x0j> constant>> 0. Combining (2.6), (2.7)
and the last relation, we obtainZ
ER
f(z)qn; (z) dz =O()
which gives us (b).
Let us now prove (c). First, let us set C (x0) = fz 2 C(x0)=Im(z) 6= 0g. On C (x0), we have
qn; (z) = qn(z)− (In(z) + Jn(z)); (2.8)
where
In(z) =
Z x0−
−1
Tn(x)
(z − x)p1− x2 dx; Jn(z) =
Z 1
x0+
Tn(x)
(z − x)p1− x2 dx:
Since on C (x0); jz − xj>− 2>=2, for all x in ]− 1; x0 − [ [ ] x0 + ; 1[, we get uniformly on
C (x0),
In(z) = O

1


; Jn(z) = O

1


: (2.9)
On the other hand, since the function qn(z) is dened on C (x0), we deduce from (2.8) and (2.9)
qn; (z) = O

1


uniformly on C (x0):
Therefore, we get uniformly on C (x0)
(z − x0)f(z)qn; (z) = O(2+1)
if the function f veries (2.1) and
(z − x0)f(z)qn; (z) = O(2+1 logp )
if the function f veries (2.2).
Now, the result comes immediately from Jordan Lemma since 2+ 1> 0 andZ
C(x0)
f(z)qn; (z) dz =
Z
C (x0)
f(z)qn; (z) dz:
The second part of the assertion (c) can be proved by the same way as before.
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Lemma 2.3. Let  designates 1; ; 2; ; 01;  or 
0
2; . Then; we get for all n 2 N
lim
!0
Z

f(z)qn; (z) dz = 0:
Proof. Let us prove the lemma for  = 1; :
Let us rst recall that on 1; ; z = x0 + ir; 26r6R1, and let us dene the following three func-
tions
F1(h; r) =
−h
h2 + r2
; F2(h; r) =
r
h2 + r2
and Gn(h) =
Tn(x0 + h)p
1− (x0 + h)2
:
Then, if we separate the real and the imaginary parts of qn; , we get
qn; (z) =
Z 
−
F1(h; r)Gn(h) dh− i
Z 
−
F2(h; r)Gn(h) dh: (2.10)
Since the function F1 is positive and decreasing on [− ; 0], we have by the second mean value
theorem of integration
91 2 ]0; [;
Z 0
−
F1(h; r)Gn(h) dh= F1(−; r)
Z −1
−
Gn(h) dh;
92 2 ]0; [;
Z 
0
F1(h; r)Gn(h) dh=−F1(−; r)
Z −2
−
Gn(h) dh:
So, we get, 91; 2 2 ]0; [;Z 
−
F1(h; r)Gn(h) dh= F1(−; r)
Z −1
−2
Gn(h) dh: (2.11)
For the imaginary part of qn; (z), we get by using the same arguments as before
901; 02 2 ]0; [;
Z 
−
F2(h; r)Gn(h) dh= F2(0; r)
Z 01
−02
Gn(h) dh: (2.12)
Using equalities (2.11) and (2.12), we obtain 91; 2; 01; 02 2 ]0; [;Z

f(z)qn; (z) dz =
Z −1
−2
Gn(h) dh
Z

f(z)F1(−; r) dz − i
Z 01
−02
Gn(h) dh
Z

f(z)F2(0; r) dz:
We are now leading to distinct two cases.
Case 1: f(z) = h(z)(x0 − z); > 0. On one hand, we haveZ

f(z)F1(−; r) dz = i
Z R1
2
h(x0 + ir)(re−i(=2))

2 + r2
dr
= O


Z R1
2
r−2 dr

;
=
8<
:
O() if > 1;
O( log ) if = 1;
O(2−1) if 0<< 1
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and Z

f(z)F2(0; r) dz = i
Z R1
2
h(x0 + ir)
(re−i(=2))
r
dr
= O
Z R1
2
r−1 dr

= O(1):
On the other hand, we haveZ −1
−2
Gn(h) dh=O() and
Z 01
−02
Gn(h) dh=O():
So, we get
Real
Z

f(z)qn; (z) dz

=
8<
:
O(2) if > 1;
O(2 log ) if = 1;
O(2) if 0<< 1;
Im
Z

f(z)qn; (z) dz

=O() if > 0:
Case 2: f(z) = h(z)(x0 − z) logp(x0 − z); > 0; p 2 N. We nd by the same techniques as
before,
Real
Z

f(z)qn; (z) dz

=
8><
>:
O(2) if > 1;
O(2 logp+1 ) if = 1;
O(2 logp ) if 0<< 1;
Im
Z

f(z)qn; (z) dz

=O(2+1 logp ) if > 0:
For  = 2; ; 01;  and 
0
2; , the result is obtained by the same techniques as before.
Now, from the preceding lemmas and equality (2.5), the expression of the coecient cn becomes
cn =
1
2i lim!0
Z
L
f(z)qn(z) dz: (2.13)
3. Proof of the theorem: Part I
Let us start by proving the following lemma.
Lemma 3.1. For all n 2 N; we have
(1)
R
ER
f(z)qn(z) dz =O(1=Rn).
(2) lim!0
R
C(x0)
f(z)qn(z) dz = lim!0
R
C0 (x0)
f(z)qn(z) dz = 0:
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Proof. The rst assertion comes out since on ER, the function f is bounded and qn(z) = O(1=Rn),
while the second assertion comes out immediately from Jordan lemma.
Let i = lim!0 i;  and 0i = lim!0 
0
i; ; i = 1 or 2, and let us recall that
1 = fz = x0 + ir; r : 0! R1g;
01 = fz = x0 + ir; r : R1 ! 0g;
2 = fz = x0 − ir; r : R1 ! 0g;
02 = fz = x0 − ir; r : 0! R1g;
where R16(R− R−1)=2. If we set
  = 1 [ 01 [ 2 [ 02;
we get from (2.13) and Lemma 3.1, the following integral representation for cn
cn =
1
2i
Z
 
f(z)qn(z) dz +O

1
Rn

(3.1)
which means that the main contribution to cn comes from the segments 1; 01; 2 and 
0
2, and we nd
cn =
4
2 sin



2

Im
Z R1
0
rh(x0 + ir)qn(x0 + ir) dr

+O

1
Rn

: (3.2)
Let us now consider the following change of variable:
z = x0 + ir = i sinh 
and let 0 and R1 two complex numbers given by
sinh 0 =−ix0;
sinh R1 = R1 − ix0:
Since
qn(z) =
p
z2 − 1(z +pz2 − 1)n ;
we get
qn(x0 + ir) = (−i)n+1 e
−n
cosh 
:
Then, if we set
In = (−i)n+1
Z R1
0
(sinh − sinh 0)h(i sinh )e−n d (3.3)
we get
cn =
4
 sin



2

Im(In) + O

1
Rn

: (3.4)
Let us now give the asymptotic expansion of the imaginary part of the integral In.
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At rst, let us set a=Real(R1); b= Im(0); c=−i0 and let us consider the following curves:
(i) the curve 0R1 = f 2 C; i sinh = x0 + ir; r : 0! R1g,
(ii) the segment L1 = f 2 C; Real() = a; Im() : − x0 ! bg,
(iii) the segment L2 = f 2 C; Im() = c; Real() : 0! ag.
Now, by Cauchy's theorem, we getZ R1
0
(sinh − sinh 0) h(i sinh )e−n d= J 1n + J 2n ; (3.5)
where
J 1n =
Z
L1
(sinh − sinh 0) h(i sinh )e−n d;
J 2n =
Z
L1
(sinh − sinh 0) h(i sinh )e−n d:
For the rst integral in (3.5), we have
J 1n = ie
−na
Z b
−x0
(sinh(a+ ix)− sinh(0)) h(i sinh(a+ ix))e−inx dx =O(e−na)
with a> 0.
Let us now come to the second integral in (3.5). We have
J 2n =e
−inc
Z a
0
(sinh(x + ic)− sinh(ic)) h(i sinh(x + ic))e−nx dx
=2e−inc
Z a
0
H (x)e−nx dx;
where the function H is dened by
H (x) = sinh

x
2

cosh

x
2
+ ic

h(i sinh(x + ic))
and possesses in the neighborhood of zero, an asymptotic expansion of the form
H (x) = x
2
4 kX
j=0
(Aj() + iBj()) x j + o(xk)
3
5 :
Using Watson's Lemma [4], we get
(−i)n+1J 2n = (−i)n+12
e−inc
n+1
2
4 kX
j=0
 (+ j + 1)
nj
(Aj() + iBj()) + o

1
nk
35 :
Since, Im(In) = Im((−i)n+1J 1n + (−i)n+1J 2n ), we get
Im(In) = (−1)[n=2]+1 2

n+1
2
4 kX
j=0
 (+ j + 1)
nj
uj(n; ) + o

1
nk
35 (3.6)
with
uj(n; ) =
(
(Aj() cos nc + Bj() sin nc) if n is even;
(Bj() cos nc − Aj() sin nc) if n is odd:
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Fig. 2.
Now, we get the result by multiplying the expression given in (3.6), by (4=) sin((=2)).
Remark. The asymptotic expansion of the coecient cn given by (2.3) can be extended to the
case where the function f possesses several interior algebraic singularities, i.e., when f(x)=Qp
i=1 jx − xijih(x); with 0<1626   6p, by considering the curve of Fig. 2.
4. Proof of the theorem. Part II
Let us consider in this section, the function dened by
f(x) = jx − x0j logpjx − x0jh(x); > 0; p 2 N:
The function f can be considered as the derivative of order p at the point z =  of the function
fz(x) = h(x)j x − x0 jz:
Therefore,
f(x) =
dpfz(x)
dxp

z=
:
By using the Cauchy formula, we get
f(x) =
p!
2i
Z
jz−j=
fz(x)
(z − )p+1 dz; 0<: (4.1)
Using (4.1) and Fubini's theorem, the expression of the coecient cn given by (3.1) becomes
cn =
p!
2i
Z
jx−j=
cn(x)
(x − )p+1 dx +O

1
Rn

(4.2)
with
cn(x) =
1
2i
Z
L
qn(z)fx(z) dz:
From Theorem 2.1, we have
cn(x) =
(−1)[n=2]+1

2x+2
nx+1
sin

x

2
24 kX
j=0
 (x + j + 1)
nj
uj(n; x) + O

1
nk+1
35 (4.3)
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with
uj(n; x) =
(
(Aj(x) cos nc + Bj(x) sin nc) if n is even;
(Bj(x) cos nc − Aj (x)sin nc) if n is odd:
Let us rst set
Fj(x) = 2x sin

x

2

Aj(x) (x + j + 1);
Dj(x) = 2x sin

x

2

Bj(x) (x + j + 1):
Since
p!
2i
Z
jx−j=
Fj(x)
(x − )p+1 e
−x log n dx = (Fj(x)e−x log n)(p)x=;
p!
2i
Z
jx−j=
Dj(x)
(x − )p+1 e
−x log n dx = (Dj(x)e−x log n)(p)x=;
p!
2i
Z
jx−j=
2x
(x − )p+1 sin

x

2

e−x log n dx =O(logp n);
we get from (4.2) and (4.3)
cn = (−1)[n=2]+1 42
1
n+1
2
4 kX
j=0
Fn; j;p
nj
+ o

1
nk
35 ;
where
Fn;j;p =
8>>>>><
>>>>>:
pX
k=0
(−1)p−kCkp(log n)p−k(cos nc F (k)j () + sin ncD(k)j ()) if n is even;
pX
k=0
(−1)p−kCkp(log n)p−k(cos ncD(k)j ()− sin nc F (k)j ()) if n is odd:
5. Extension to function with endpoint singularities
In this section, we will suppose that the function f, in addition to the interior singularity, possesses
an endpoint algebraic singularities at the point z =1, i.e.,
f(x) = (1− x)(1 + x)jx − x0j logpjx − x0jh(x); ; ; > 0; p 2 N; (5.1)
where the function h is regular in a domain D containing [− 1; 1] in its interior.
For sake of simplicity, we will suppose at rst that the endpoint singularity of the function f is
only at the point z = 1, i.e.  = 0 in (5.1).
The curve L described in Section 2 will be choosing now as in Fig. 3.
As in the proof of Theorem 2.1, we can prove that the only contribution to the coecient cn will
come from integrals along the curve   dened in Section 3 with this time
H (x) = sinh

x
2

cosh

x
2
+ ic

h(i sinh(x + ic))(1− i sinh(x + ic))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Fig. 3.
and along  1 = AB [ CD. We nd that the two integrals along AB and CD combine to give
1
2i
Z
 1
f(z)qn(z) dz =−2 sin()
Z R2
1
h(x)
(x − 1)(x − x0) logp(x − x0)p
x2 − 1(x +px2 − 1)n dx;
where R2 = (R+ R−1)=2.
If we set x = cosh ; R2 = cosh R2 , we get
1
2i
Z
 1
f(z)qn(z) dz =−2+1 sin()
Z R2
0
g()e−n d
with
g() = sinh2


2

(cosh − x0) logp(cosh − x0)h(cosh ):
Let g possesses the following asymptotic expansion in the neighbourhood of zero:
g() =  2
2
4 kX
j=0
aj j + o( k)
3
5 :
Now, using Watson's Lemma, we get
1
2i
Z
 1
f(z)qn(z) dz =−2+1 sin()
1
n2+1
2
4 kX
j=0
aj
 (2+ j + 1)
nj
+ o

1
nk
35 : (5.2)
A similar result can be obtained for the point z =−1 if
f(x) = (1 + x)jx − x0j logpjx − x0jh(x); ; > 0; p 2 N:
If the function g dened by
g() = sinh2


2

(cosh + x0) log
p(cosh + x0)h(−cosh )
possesses in the neighborhood of zero, the following asymptotic expansion:
g() =  2
2
4 kX
j=0
bj j + o( k)
3
5 ;
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then,
1
2i
Z
 01
f(z)qn(z) dz = (−1)n+1 sin()
2+1
n2+1
2
4 kX
j=0
bj
 (2 + j + 1)
nj
+ o

1
nk
35 ; (5.3)
where  01 = A
0B0 [ C 0D0, A0B0 and C 0D0 are the symmetric of the segments AB and CD.
These two results given by (5:2), (5:3) and the result given by Theorem 2.1, can be gathered if
necessary.
Remark. If the function f possesses logarithmic endpoint singularities, the asymptotic expansion of
the coecient cn can be obtained in the same way as described in the precedent section. For more
details, see [3].
6. Numerical examples
Exact values of the Fourier coecients cn and their approximated values were calculated by
MAPLE.
Example 1. For f(x) = jxj, Eq. (2.3) gives that
cn =
8<
: (−1)
n=2 2

1
1− n2 if n is even;
0 if n is odd
which is exact.
Example 2. For f(x)= jx− 1p
2
j log(x+2), Table 1 shows the results obtained by Eq. (2.3) for =1
and x0 = 1p2 , with k = 14.
Example 3. For f(x) = x4 log jxj, Table 2 shows the results obtained by Eq. (2.4) for = 0, p= 1
and x0 = 0, with k = 24:
Example 4. For f(x)=
p
1− x2jxj3, Table 3 shows the results obtained by superposing the quantities
given by Eqs. (2.3), (5.2) and (5.3) for = 1, =  = 12 and x0 = 0, with k = 24:
Table 1
n Actual cn Estimated cn
8 −1:4645 10−2 −1:4639 10−2
10 4:4239 10−4 4:4353 10−4
12 6:3343 10−3 6:3484 10−3
14 −1:5850 10−4 −1:5849 10−4
16 −3:5265 10−3 −3:5407 10−3
18 7:3985 10−5 7:3981 10−5
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Table 2
n Actual cn Estimated cn
6 1:2500000 10−2 1:249911 10−2
8 −2:0833333 10−3 −2:0833332 10−3
10 5:9523812 10−4 5:9523809 10−4
12 −2:2321431 10−4 −2:2321428 10−4
14 9:9206377 10−5 9:9206349 10−5
16 −4:9603203 10−5 −4:9603174 10−5
Table 3
n Actual cn Estimated cn
8 −2:1225 10−2 −2:1221 10−2
10 −1:5162 10−2 −1:5157 10−2
12 −9:0990 10−3 −9:0945 10−3
14 −7:0779 10−3 −7:0735 10−3
16 −5:0569 10−3 −5:0525 10−3
18 −4:1383 10−3 −4:1338 10−3
20 −3:2196 10−3 −3:2152 10−3
Remark. When −1<< 0, −1<< 0 or −1<< 0, the function f does not belong to the
space L2([− 1; 1]; dx=p1− x2). However, the asymptotic expansion of the integral cn, given in this
paper, is still valid. For −1<< 0 or −1<< 0, the proof given in the precedent section is
unchanged, while for −1<< 0, the proof will be obtained by a suitable choice of the radius 
of the portion of circles C(x0) and C 0(x0).
Acknowledgements
I want to thank Professor A. Lembarki for his helpful discussion.
References
[1] D. Elliot, The evaluation and estimation of the coecients in the Chebyshev series expansion of a function, Math.
Comput. 18 (1964) 274{284.
[2] D. Elliot, G. Szekeres, Some estimates of the coecients in the Chebyshev series expansion of a function, Math.
Comput. 19 (1965) 25{32.
[3] M. Kzaz, Developpements asymptotiques de l'erreur de quadratures de Gauss et de coecients de Fourier These
d'Etat, Faculte des Sciences Semlalia de Marrakech, Maroc, 1999.
[4] L. Sirovich, Techniques of Asymptotic Analysis, Springer, Berlin, 1971.
