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Abstract 
This paper introduces several stability conditions for a given class of matrices 
expressed in terms of Linear Matrix Inequalities (LMI), being thus simply and efficiently 
computable. Diagonal and simultaneous stability, both characterized by polytopes of 
matrices, are addressed. Using this approach a method particularly attractive to test a 
given matrix for D-stability is proposed. Lyapunov parameter dependent functions are 
built in order to reduce conservativeness of the stability conditions. The key idea is to 
relate Hurwitz stability with a positive realness condition. 0 1998 Elsevier Science Inc. 
All rights reserved. 
1. Introduction 
A real matrix A E IF!““” is said to be Hurwitz if all its eigenvalues are located 
in the open left part of the complex plane. It is well known that matrix A is 
Hurwitz if and only if there exist two symmetric and positive definite matrices 
P and Q satisfying the linear constraint A’P + PA + Q = 0 called Lyapunov 
equation. It is also well known that the equilibrium point x = 0 of the time 
invariant linear differential equation x(t) = Ax(t) is globally asymptotically 
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stable if and only if A is Hurwitz. It was first noticed by Persidskii [9] that if the 
above linear equation admits a positive diagonal matrix P as a solution, it is 
possible to ensure global stability to the equilibrium point n = 0 of the non- 
linear differential equation i(t) = Af(x(t)), where f(.) represents any function 
belonging to some well defined set (see [7,4]). In other words, the existence of P 
diagonal means robust stability with regard to this set of allowed nonlinearities 
which includes functions of the form f(x) = Dx, where D E R”“” is any positive 
diagonal matrix. Therefore the existence of a positive diagonal solution to the 
above Lyapunov equation implies that all matrices of the form AD with D 
positive diagonal are Hurwitz. In general, the inverse of this statement is not 
true. Hence, it is of theoretical and practical importance to characterize the set 
of D-stable matrices [6], composed by matrices A such that AD is Hurwitz for 
any positive and diagonal matrix D, a problem hitherto unsolved. 
From the numerical point of view there is no difficulty in testing whether a 
given matrix A is Hurwitz or not, by solving the above Lyapunov equation for 
any given positive definite matrix Q. Unfortunately the same is not true if P is 
required to be positive diagonal. Some numerical procedures are available in 
the literature to date as, for instance, in Ref. [4], based on a cutting plane al- 
gorithm, or in Ref. [l], based on LMI solutions. For D-stability the situation is 
even worse and, to our knowledge, no simple numerical procedure is available. 
In this paper we address D-stability in a very general context, not requiring 
simultaneous stability, i.e., established with a single matrix P. 
The notation used throughout the paper is standard. Capital roman letters 
denote matrices and small case letters denote vectors. The closed convex 
polytope defined by a finite number of extreme matrices, say Al,. . . , AN, is 
defined as the convex hull of those elements and is denoted simply as convN (A). 
Given a convex set V and Ai E %? for all i = 1, . . . , N then convN (A) c V for all 
N > 0. For a finite N, convN(A) = %? is called a convex polyhedron [2]. More- 
over, any convex set can be arbitrarily approximated by a convex polyhedron 
for sufficiently large N. The subscript “D” in a matrix, like PO, means that it is 
constrained to be diagonal. For matrices and vectors (‘) means transpose and 
P > 0 means that matrix P is symmetric (P = P’) and all its eigenvalues are 
positive. Finally, for square matrices tr(.) denotes the trace of (s). 
2. Problem statement and definitions 
In this paper the following set of square matrices is considered: 
& := {AB: B E 93 c Wxfl}, (1) 
where A E Wx” is a given matrix and $8 is a known convex polyhedron. Our 
main purpose is to provide conditions under which all matrices belonging to s&’ 
are Hurwitz. In the affirmative case, we say that d is Hurwitz. Hence this 
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paper deals with the following robust stability problem “Given (A, g) deter- 
mine whether d is Hurwitz or not”. 
Several known stability problems may be recast in this formulation. Indeed, 
for the trivial cases BY = {I}, d = {A} the problem above reduces to the 
classical stability problem of a single matrix A. If A = Z and g = convN(B), 
then we are testing the stability of all matrices in &’ = B - the same problem 
considered, for instance, in [5] using the simultaneous stability framework. 
Finally the D-stability problem is formulated by defining g as the set of all 
positive diagonal matrices, denoted aD. 
A sufficient condition for D-stability is provided by the following lemma. 
Lemma 1. Given (A, a~), if matrix A is diagonally stable, i.e., the Lyapunov 
inequality A’P + PA < 0 is satisfiedfor some positive diagonal matrix P = PO > 0 
then d is Hurwitz. 
This lemma is a well known result and can be easily proved [7,9]. Further in- 
sight is obtained by left and right multiplying the Lyapunov inequality 
A’Po + PA < 0 by B yielding 
(AB)‘W + WAB < 0, (4 
where W = W, = PoB > 0. This inequality reveals that the diagonal solution to 
the Lyapunov inequality may depend on the (unknown) matrix B. In other 
words, the Lyapunov function U(X) = x’M&x = X’PoBx associated with the linear 
time invariant differential equation i(t) = ABx(t) is parameter dependent. 
Hence, to get sharper results as compared with the simultaneous stability ap- 
proach, where W, is held fixed, this fact should be taken into account. 
At this point we introduce some concepts to be used in the sequel. 
Definition 1. The rational function T(s) := C(sZ - A)-‘B + D is said to be 
extended strictly positive real (ESPR) if A is Hurwitz and T(jo) + T(-jo)’ > 0 
for all 0 E [0, +oo]. 
This concept is in the origin of many stability criteria [8] and it is important 
to stress that it requires, in particular, that T(joo) + T(-joo)’ = D + D’ > 0. 
The following lemma shows that for a given rational function T(s) it is very 
simple to test the ESPR condition. 
Lemma 2. The rationalfunction T(s) := C(sZ - A)-‘B + D is ESPR ifand only if 
there exists P > 0 satisfying the LMZ 
A’P+PA PB-C’ 
B’P - C -D-Ll’ 1 < 0. (3) 
72 J. C. Geromel et al. I Linear Algebra and its Applications 285 (1998) 6940 
Numerically speaking, the above test is not difficult to solve since feasibility 
of LMIs can be handled in polynomial time. The following useful result is 
known as Schur complement. It enables one to convert a particular nonlinear 
matrix inequality into a linear matrix inequality (see [l]) of higher dimension. 
Lemma 3. Consider a symmetric matrix Mpartitioned as 
M := M M2 
[ 1 M; M3 ’ 
then M > 0 if and only if either Mj > 0, Ml > M2M;‘Mi or Ml > 0, M3 > 
M;M;‘M2. 
By this lemma the inequalities M3 > 0 and Ml > M2M;‘Ml are converted to 
the simpler linear inequality M > 0. Even though the dimension of the con- 
straint to be handled is increased, this represents a significant improvement, 
since an LMI can be very efficiently solved by the semidefinite programming 
machinery available in the literature to date. 
3. Stability conditions 
Throughout this section we assume that 98 = convhi(B). From the previous 
discussion, our goal is to determine a matrix function P(B) > 0 such that 
B’A’P(B) +P(B)AB < 0, VB E ST. (5) 
The determination of P(B) directly from Eq. (5) is virtually impossible since 
this inequality is nonconvex. However, the ESPR property is the key issue to 
overcome this difficulty, as shown in what follows. 
Theorem 1. Matrix AB is Hurwitz if and only lj” there exist matrices G E I?“” 
and H E [w”x” such that the transfer function 
T(s) := (G’A + H’s)(sZ - BA)-’ (6) 
is ESPR. 
Proof. Sufficiency is immediate since T(s) being ESPR implies BA is Hurwitz 
and so, B is nonsingular and there exists W > 0 such that A'B' W + WBA < 0. 
Hence, left and right multiplying the last inequality by B’ and B, respectively, 
one gets B’A’P + PAB < 0 with P = B’ WB > 0, showing that AB is Hurwitz. 
For necessity let us assume AB is Hurwitz, which implies BA is Hurwitz, and 
observe that the matrix equality (sZ - BA)-‘BA = s(sZ - BA)-’ - Z holds. 
Hence, choosing H such that H + H’ > 0 and G = -B’H the rational function 
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T(s) = G’A(sZ - BA)-’ + H’(sZ - BA)-‘BA + H’ 
= (G’ + H’B)A(sZ - BA)-’ + H’ 
= H’ (7) 
is ESPR and the proof is concluded. 0 
From the above theorem we conclude that searching for T(s) ESPR is 
equivalent to testing the stability of matrix AB. However, as it will be seen in 
the sequel, working with sets of matrices, the ESPR condition is instrumental 
to get a new and less conservative stability test. In this respect an important 
point is that the LMI test for ESPR provided in the next theorem does not 
involve the product of variables B and P as in Eq. (5), being in fact linear in 
these variables. As a result, we will be able to build parameter dependent 
Lyapunov functions. 
Theorem 2. The transfer function T(s) given in Eq. (6) is ESPR if and only if 
there exist matrices P > 0, G E [w”‘” and H E Wx” satisfying the LMZ 
GB + B’G’ PA - G+B’H’ < 0. (8) 
A’P- G’+HB -H-H’ 1 
Proof. Multiplying Eq. (8) to the left by M’ and to the right by A4 where M is 
the nonsingular matrix, 
z 0 
A4 := 
[ 1 B I’ 
we get the equivalent condition 
[ 
B’A’P + PAB PA - G - B’H 1 <o (10) A’P - G’ - H’B -H-H’ 
which, from Lemma 2, is satisfied for some matrices P > 0, G and H if and only 
if the rational function 
F(s) := (G’ + H’B)A(sZ - BA)-’ + H (11) 
is ESPR. Comparing with Eq. (7) we get T(s) = F(s) + (H’ - H) and the result 
follows from the invariance of the ESPR property with respect to the addition 
of a skew symmetric matrix. 0 
From the previous theorems we conclude that matrix AB is Hurwitz 
whenever LMI (8) is feasible. As already mentioned, P and B appear linearly in 
this LMI, which is a key property for the stability results involving sets of 
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matrices to be derived. For the moment let us give an additional interpretation 
of Theorem 2. Assume AB Hurwitz and then solve the Lyapunov equation 
-Q = B’A’P + PAB < 0 to get P > 0, set G = PA and choose H = hZ with h > 0 
sufficiently small such that H-’ > BQ-‘B’. Using Lemma 3 we have Q > B’HB 
and 
B’A’P + PAB < -B’HB < -B’H’(H + H’)-‘HB (12) 
which again from the Schur complement implies that LMI (8) holds. Therefore, 
when solving a Lyapunov equation we are in fact determining the rational 
function, 
T(s) = (A’PA + hsI)(sZ - BA)-’ (13) 
which is ESPR for h > 0 sufficiently small. The stability condition of the above 
theorems, increases the number of free variables as well as eliminates the 
constraints G = PA and H sufficiently small in the parametrization represented 
by the pair (G, H). This fact will be important to reduce conservatism of the 
stability conditions. 
Theorem 3. For 9 = convN(9?) the following properties are equivalent: 
(i) The set of matrices d is simultaneously stable, that is, there exists a con- 
stant matrix P > 0 such that B’A’P + PAB < 0, VB E 98. 
(ii) There exist matrices P > 0, GandH satisfying the LMI 
GBi + BiG’ PA- G+B;H’ < 0, i= 1,2 ,..., N. (14) 
A’P - G’ + HBi -H-H’ 1 
Proof. Let us first prove that (i) implies (ii). Assuming (i) holds, then, in 
particular, -Qi := BiA’P + PABi < 0 f or some P = P’ > 0. Set G = PA and 
observe that there exists a symmetric matrix H such that 
I>BiQ;‘Bi, i= 1,2,...,N. (15) 
Hence Qi > BiHBi for all i = 1,2, . . . , N which means that the inequalities (see 
Eq. (12)) 
BiA’P+PABi <-BiH’(H+H’)-‘HBi, i= 1,2,...,N (16) 
are verified. Making use of the Schur complement to each inequality in Eq. (16) 
we conclude that Eq. (14) holds for G = PA. To prove the converse, it suffices 
to multiply Eq. (14) to the left by [Z Bi] and to the right by its transpose to get 
qA’P+PABi <O, i= 1,2 ,..., N. (17) 
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Adding each of these inequalities multiplied by the scalars ri > 0 such that 
[, + . . . + c& = 1 yields B’A’P + PAB < 0 with B := CL, 5iBi E convhi(B) 
=a. 0 
From the proof of Theorem 3 it is apparent that matrix H may be con- 
strained to be symmetric and positive definite without introducing any addi- 
tional conservatism. In other words this means that the stability condition (ii) 
of Theorem 3 is overparametrized as far as simultaneous stability is concerned. 
Moreover, if Eq. (14) is feasible then it is simple to verify that the rational 
functions z(s) := (G’A + H’s)(sI - B,A)-‘, i = 1, . . . ,N are all ESPR. The 
converse however is not necessarily true since P in part (ii) of Theorem 3 does 
not depend on the index i. The fact that P is constant, however, enables us to 
say that the quadratic function 
u(x) :=x’& (18) 
(which does not depend on B E 93) can be used to prove that the origin x = 0 of 
the set of differential equations i(t) = ABx(t) with B E g is globally stable. The 
generalization of Theorem 3 is now stated. 
Theorem 4. Consider ?8 = convN(B). The set d is Hurwitz ifthere exist matrices 
fl >Ofor i= 1,2,... ,N and matrices G and H satisfying the LMI 
GBi + BiG’ fiA-G+B;H’ 
A’4 - G’ + HBi -H-H’ 1 < 0, i= 1,2 ,..., N. (19) 
Proof. First notice that any matrix of d can be written as AB(c) where 
B(t) := CL, 5iBi E g for scalars & 2 0 such that 51 + . . . + & = 1. More- 
over, the matrix function P(S) := CL, &P;: is always symmetric and positive 
definite. Multiplying each inequality in Eq. (19) by & and adding all terms we 
obtain 
[ 
GB(5) + BW’G’ P(O-4 - G + B(5)‘H’ 
A/P(r) - G’ + HB(5) 
< o 
-H-H’ 1 cm 
which multiplied again to the left by [I B(t)‘] and to the right by its transpose 
yields 
B(5)‘A’P(5) + P(WB(r) < 0 (21) 
for all ti > 0 such that 5, +. . . + &,, = 1 which, together with the standard 
Lyapunov inequality, proves the proposed theorem. ??
In contrast to the case of simultaneous stability, the later theorem allows the 
LMI (19) to be satisfied by distinct matrices q > 0, i = 1,. . . , N. Consequently 
a parameter dependent Lyapunov function can be built as follows 
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U(X) :=x’ e&E. ( ) x i=l 
which satisfies (using Eq. (21)), 
In general, the result of Theorem 4 is only sufficient and the main difficulty 
to establish necessity is that the basic equality G = P;A (see the proof of 
Theorem 3) cannot be enforced unless P is assumed invariant, thus reducing the 
result to that of simultaneous stability. An open question concerns the exis- 
tence of special uncertain models, defined by specific convex sets &?‘, for which 
necessity holds. To elaborate more on the implication of the latter theorem, 
notice that the LMI (19) are feasible if and only if there exist matrices G and H 
such that the rational functions 
C(S) :=(G’A+H’s)(sZ-BiA)-‘, i= l,...,N (24) 
are ESPR as a consequence of Lemma 2 together with the fact that Pi may be 
different for each Bi, i = 1, . . . , N. The conclusion is that the existence of ESPR 
functions E(s) as given in Eq. (24) is sufficient for &’ to be Hurwitz. 
4. Illustrative example 
In order to illustrate the results of this paper let us consider a simple ex- 
ample. The problem, borrowed from [4], concerns the determination of the 
maximum value of CI E R such that the matrix A + Obc is Hurwitz for all 161 < o! 
where 
ro 1 0 01 
(25) 
To formulate this problem in the context of this paper we define 
a = conv(B,, B2) where B, = Z + cv-‘bc, B2 = Z - ctk’bc and determine the 
maximum value of c( such that 1;4 remains Hurwitz. 
Table 1 summarizes the obtained results. One can verify that the exact 
maximum value of a is 4. The feasibility of the LMI given by Theorem 4 has 
been verified using an LMI solver, also leading to the exact maximum value. 
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Table 1 
Maximum values of a 
Method c( 
Exact maximum value 4.00 
Theorem 4 4.00 
Theorem 4 with G= H 3.40 
Popov criterion 2.39 
Theorem 3 2.20 
Thus, the stability condition of Theorem 4 provides the best value for ~1. So, 
although only sufficient, it is not conservative in the present case. 2 A con- 
servative result is obtained if we impose G = H. Even with this hard constraint, 
Theorem 4 provides a better result than the Popov criterion. Finally notice that 
simultaneous stability is indeed very conservative and provides the worst 
prediction for the maximum value for IX. 
5. Speciik problems 
In this section we discuss two problems involving the characterization of 
robust stability. The first one is related with the concept of D-stability and the 
second one is in the origin of RH, theory [2]. 
5.1. D-stability 
A given matrix A E R”‘” is said to be D-stable if all matrices of the form AD, 
with D E R”“” positive and diagonal, are Hurwitz. Since for any positive scalar 
IX the eigenvalues of A satisfy d,(A) = L;(cuI), i = 1, . . , n, D-stability can be 
tested with D diagonal positive and such that tr(D) = 1. The conclusion is that 
D-stability is equivalent to test whenever d is Hurwitz for $8 = conv, (B) where 
Bi = diag[e/(n - l), . . . , 1 - E, . . . , E/(~I - l)] > 0, i = 1,. . . ,n (26) 
and E > 0 is arbitrarily small. Notice that the quantity 1 - E is placed in the ith 
diagonal position Of Bi and we are assuming that n > 2. The next lemma shows 
that the two known algebraic conditions for D-stability are covered by The- 
orem 4. 
* The stability conditions given in [3] also provide a = 4; however they are not sufficiently general 
to deal with the stability problem introduced in this paper. 
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Lemma 4. For A E Rnx” given, assume one of the following conditions hold: 
(i) there exists W = Wo > 0 such that A' Wo + Wd < 0; 
(ii) there exists W > 0 such that (WA), < 0; 
then, Theorem 4 holds and consequently A is D-stable. 
Proof. To prove (i) notice that matrices Bi given in Eq. (26) are positive 
diagonal, Hence, choosing Pj := Bi Wo > 0, i = 1,. . . , N and H’ := - WDA we 
can always determine G = Go < 0 sufficiently small such that 
-H-H’=A’Wo+ WoA< (1/2)B,lG~, i= l,...,n 
which, from the Schur complement, implies that the LMI 
(27) 
2BiGD -Go 
-CD -H-H’ 1 -=c 0, i= l,...,n 
are feasible and the result follows because, as it can be easily verified, Eq. (28) 
is exactly Eq. (19) with the previous choice of the free variables Pi and H. For 
(ii) set fl := W > 0 for all i = 1,. . . , n and G = Go := (WA), < 0. From this 
choice it is always possible to calculate H sufficiently small such that 
H+H’>Oand 
2B;‘G,+H’(H+H’)-‘H<O, i= I,..., n, 
which again from the Schur complement yield 
(29) 
2BiGD BiH’ 
HBi -H-H’ 1 -=c 0, i=l,...,n, (30) 
being immediately recognized as the LMI (19). 0 
From this proof we observe that, for the two classes of matrices under 
consideration, D-stability has been proven by showing, in the first case, that ~2 
is Hurwitz while, in the second case, ~2 is simultaneously stable. Hence, a 
possible conclusion is that the class of matrices for which (ii) holds is included 
in the class of matrices for which (i) is verified. For n = 2 this is true since for 
A = {aij}, it is simple to verify that (i) holds whenever all < 0, a22 < 0 and det 
(A) > 0 while for (ii) to be true requires the additional condition a12a21 > 0. 
Moreover, in the general case (n > 2), assuming (ii) holds, there exist Q > 0 
and W, > 0 such that QA = - WD, yielding A’WD + W& = -2 WoQ-’ WD < 0 
which implies that (i) also holds. It is difficult to go beyond this point on the 
identification of classes for which Theorem 4, together with Eq. (26), hold. 
However, in our opinion, Theorem 4 gives results useful, simple and general to 
test a given matrix for D-stability. 
Let us consider a further example of D-stability test. The purpose is to 
determine the values of parameter tl E R such that matrix 
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A= [ ;y -;;.O j?j] (31) 
remains D-stable. For this particular R3x3 matrix, it is known that D-stability 
holds if and only if -0.6828 < 0: < -0.1000. Applying the sufficient condition 
of Theorem 4 we have verified that LMI (19) is feasible for all 
-0.682 < a < - 0.118, which gives a measure of the sharpness of our stability 
conditions. For the same example, the LMI (14) has also been solved for 
feasibility and we have verified that, with an unique matrix P, feasibility never 
happens for any value of a. 
6. H, theory 
Consider the classical robust stability problem consisting of the determi- 
nation of conditions under which all real matrices of the form A + UAV E R”“” 
such that A’A < a*1 are Hurwitz. From the inequality 
(A + UAV)‘P + P(A + UAV) < A’P + PA + PUAA’U’P + V’V 
< A’P + PA + a2PUU’P + V’ V (32) 
valid for P symmetric and all A’A < a21 we have a positive answer to the above 
problem if the nonlinear inequality 
A’P + PA + a2PUU’P + V’ V < 0 (33) 
is feasible for some P = P’ > 0. If such a feasible solution exists then the ra- 
tional function F(s) := V(sZ -A)-’ U has an H, norm less than a-’ (see [2]). 
This result can be very conservative mainly if A is constrained to have some a 
priori prespecified structure as for instance A = AD and due to the fact that 
Eq. (32) implies that only simultaneous stability is tested. Using the result of 
Theorem 4 the stability conditions for this case can be much improved because 
the AbAD Q a21 is a convex polyhedron and so it is defined by N = 2” matrices 
Ai,i= l,..., N. Indeed, since A is necessarily nonsingular, setting 
S?J = convN(B) where 
Bi=Z+A-‘UAiV, i= l,..., N, (34) 
the problem reduces to verifying whether JZJ’ is Hurwitz. Illustrating the fore- 
going discussion we have solved the example (25) using Eq. (33), which pro- 
vides a = 2.15. One can notice that this is the worst stability bound among all 
included in Table 1. 
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7. Conclusion 
A method to establish the stability of all matrices belonging to the set 
& := {AB : B E a’), where A E UP”” and .!3 c KY’“” are known convex sets, was 
proposed. The method consists in solving a finite set of LMIs leading to 
Lyapunov functions depending on B E 93, hence less conservative than a si- 
multaneous invariant Lyapunov function for the whole set 93. The key idea was 
to embed the original stability problem into a positive real-like condition of a 
finite set of matrix transfer functions. Applications to specific problems, 
namely, D-stability and H, theory are discussed. Two examples illustrate the 
significant reduction of conservativeness of the proposed method with respect 
to the other known approaches. 
References 
[l] S.P. Boyd, L. El Ghaoui, E. Feron, V. Balakrishnan, Linear Matrix Inequalities in System and 
Control Theory, SIAM, Philadelphia, 1994. 
[2] P. Colaneri, J.C. Geromel, A. Locatelli, Control Theory and Design: An RHz and RH, 
Viewpoint, Academic Press, New York, 1997. 
[3] E. Feron, P. Apkarian, P. Gahinet, Analysis and synthesis of robust control systems via 
parameter-dependent Lyapunov functions, IEEE Trans. Aut. Contr. 41 (7) (1996) 104-1046. 
[4] J.C. Geromel, On the determination of a diagonal solution of the Lyapunov equation, IEEE 
Trans. Aut. Contr. 30 (4) (1985) 404406. 
[5] J.C. Geromel, P.L.D. Peres, J. Bernussou, On a convex parameter space method for linear 
control design of uncertain systems, SIAM Journal on Control and Optimization 29 (2) (1991) 
38 1402. 
[6] D. Hershkowitz, Recent directions in matrix stability, Linear Algebra Appl. 171 (1992) 161-186. 
[7] E. Kaszkurewicz, A. Bhaya, Robust stability and diagonal Lyapunov functions, SIAM J. 
Matrix Anal. Appl. 14 (2) (1993) 508-520. 
[8] W. Sun, P.P. Khargonekar, D. Shim, Solution to the positive real control problem for linear 
time invariant systems, IEEE Trans. Aut. Contr. 39 (10) (1994) 20342046. 
[9] S.K. Persidskii, Problem on absolute stability, Automat. Remote Control 12 (1969) 1889-1895. 
