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ABSTRACT
This paper addresses the challenge of multi-policy optimiza-
tion in decentralized autonomic systems. We evaluate sev-
eral multi-policy reinforcement learning-based optimization
techniques in an urban traffic control simulation, a canonical
example of a decentralized autonomic system. Our results
indicate that W-learning, which learns separately for each
policy and then selects between nominated actions based
on current action importance, is a suitable approach for
optimization towards multiple policies on non-collaborating
agents in heterogeneous autonomic environments.
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1. AUTONOMIC SYSTEMS
Autonomic computing systems are those capable of self-
management and self-adaptation to varying circumstances
without human intervention [4]. They need to be capable of
learning how to meet their objectives and how to maintain
optimal performance even when their operating conditions
change. Rather than being centrally managed, the compo-
nents of an autonomic system can be modelled as autonomic
elements, that are capable of sensing their environment and
making their own local decisions [4]. As these capabilities of
autonomic elements map to the capabilities of autonomous
agents, it has been proposed that multi-agent systems ap-
proaches are well suited to the implementation of decentral-
ized autonomic systems [9]. Several agent-based techniques
have already been successfully applied to decentralized op-
timization of large-scale systems (e.g. in [5]). In particular,
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Reinforcement Learning (RL) has been shown to be a suit-
able basis for the implementation of autonomic elements as
it requires no domain knowledge and can be used to learn
optimal policies for meeting high-level goals purely based on
the element’s interactions with the environment [8].
2. MULTI-POLICY OPTIMIZATION
Autonomic systems have often focused on optimizing sys-
tem performance with respect to only a single high-level pol-
icy. However, system policies rarely exist in isolation and
autonomic systems might be required to optimize their per-
formance with respect to multiple policies simultaneously.
Any given agent in the system may be responsible for con-
tributing to the implementation of all of the policies present
in the system, or of only a subset of them. This heterogene-
ity of policies leads to heterogeneity of agents in the system.
Since RL has been successful as a learning technique for op-
timization towards a single policy in decentralized systems
(e.g. in [2, 8]), as well as a learning technique for multiple
policies on a single agent (e.g. in [1, 3]), we hypothesise
that RL-based implementations of agent-based systems can
be used to optimize towards multiple policies in decentral-
ized autonomic systems. In this paper, we focus on evalu-
ating RL-based approaches to multi-policy optimization on
non-collaborating agents.
3. EXPERIMENT DESIGN
To evaluate our hypothesis, we have implemented several
scenarios in a simulation of an Urban Traffic Control (UTC)
system, a canonical example of a decentralized autonomic
system. RL has been previously applied in UTC optimiza-
tion (e.g. in [10]) but these implementations deal with a
single policy only. We implemented two single-policy sce-
narios, to evaluate the impact that policies targeted at one
vehicle type have on other vehicle types, and two multi-
policy based scenarios, to compare different multi-policy ap-
proaches. The single-policy scenarios address a global, con-
tinuous, standard-priority policy that aims to optimize wait-
ing time for all the vehicles in the system (Global Waiting
time Only policy - GWO) and - a regional, temporary, high-
priority policy that aims to prioritize emergency vehicles
only (Emergency Vehicles Only policy - EVO). These poli-
cies are combined in two ways to implement the following
multi-policy scenarios: using combined state space (GWEV-
c), where GWO and EVO are combined into a single learn-
ing process over a single state space, similar to multi-policy
Figure 1: Average waiting time per vehicle type
implementation in [1], and using W-Learning (GWEV-w),
where GWO and EVO learn the best actions separately as
two separate learning processes, and W-learning [3] is used
to determine which action is to be executed. Note that in
both multi-policy approaches agents act individually, i.e. do
not communicate or cooperate with each other. As baselines
for comparison we implemented a round-robin (RR) con-
troller (that loops through all available phases giving equal
duration to each phase), and a SAT controller (a simple
adaptive SCATS-like algorithm as defined in [7]).
In our experiments we use an urban traffic simulator de-
veloped in Trinity College Dublin [6]. We simulate 2000 min-
utes of car and emergency vehicle traffic on a road network
corresponding to Dublin’s main street, O’Connell Street,
and several of its side roads. We perform experiments for
3 traffic loads: low (˜28k vehicles), medium (˜56k vehicles),
and high (˜100k vehicles). Traffic is directed by 5 traffic-
light junctions that are controlled by an agent each, imple-
menting one of the RR, SAT, GWO, EVO, GWEV-w, and
GWEV-c algorithms, depending on the experiment.
4. RESULTS AND ANALYSIS
We compared the performance of the agents based on traf-
fic density and average waiting time per vehicle. We ob-
served that both of the multi-policy approaches, GWEV-w
and GWEV-c, outperform SAT and RR, both in terms of
emergency vehicle and car waiting times (see Figure 1 for the
results observed at medium load).GWEV-w performs better
than GWEV-c, indicating that W-learning based approaches
are more suitable for multi-policy optimization. We also ob-
served a high dependency between the performance of the
policies; EVO, which addresses only emergency vehicles, per-
forms very badly both in terms of car and emergency-vehicle
waiting times, as it fails to clear non-emergency traffic (as in-
dicated by an increasing density in EVO in Figure 2), while
GWO, which addresses only cars, performs well in terms of
emergency vehicle waiting times (see Figure 1).
5. CONCLUSIONS AND FUTUREWORK
This paper evaluated several RL-based approaches to multi-
policy optimization in UTC, and found W-learning to be a
Figure 2: Density during low load
suitable approach for optimization towards multiple poli-
cies in decentrazied autonomic environments implemented
as a group of non-cooperating agents. We plan to further
investigate W-learning’s applicability by evaluating its per-
formance for additional policy types, as well as developing a
collaborative version of the algorithm to investigate the po-
tential for performance improvement by agent collaboration.
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