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We consider a Leray-type regularization of the compressible Euler equations for an isother-
mal gas. The regularized system depends on a small parameter α > 0. Using Riemann
invariants, we prove the existence of smooth solutions for the regularized system for every
α > 0. The regularization mechanism is a non-linear bending of characteristics that pre-
vents their ﬁnite-time crossing. We prove that, in the α → 0 limit, the regularized solutions
converge strongly. However, based on our analysis and numerical simulations, the limit is
not the unique entropy solution of the Euler equations. The numerical method used to
support this claim is derived from the Riemann invariants for the regularized system. This
method is guaranteed to preserve the monotonicity of characteristics.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We begin with the compressible Euler equations for an isothermal gas in one spatial dimension:
ρt + (ρv)x = 0, (1a)
vt + vvx + κ ρx
ρ
= 0. (1b)
Here ρ denotes the mass density and v the velocity of the gas. The constant κ is taken to be positive. Subscripts denote
partial differentiation. One obtains (1) from the compressible Euler system by choosing the pressure function p(ρ) = κρ .
Then c =√p′(ρ) = √κ is the sound speed. The system may be written in the form(
ρ
v
)
t
+ A0
(
ρ
v
)
x
= 0, (2a)
A0 =
(
v ρ
κ/ρ v
)
. (2b)
The following facts are well known: system (2) has the Riemann invariants w1 = v + √κ logρ and w2 = v − √κ logρ .
These Riemann invariants are used to show that if there exists x0 such that either w1,x(x0,0) < 0 or w2,x(x0,0) < 0, then
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smooth initial data, system (2) fails to have classical solutions that exist for all t  0.
In the present work, we consider a system where the diagonal elements of the A0 matrix (2b) have been smoothed. That
is, we ﬁx the constant α > 0 and consider the system
(
ρ
v
)
t
+ A
(
ρ
v
)
x
= 0, (3a)
A =
(
u ρ
κ/ρ u
)
, (3b)
v = u − α2uxx. (3c)
If α = 0, then u = v , A = A0, and system (3) reduces to system (2).
For α > 0, the effect of the elliptic equation (3c) is to generate from v a smoothed or ﬁltered velocity u. This can be
easily seen in Fourier space. Using hats to denote Fourier transforms and letting q be Fourier conjugate to x, it is clear
that (3c) is equivalent to û = v̂/(1+ α2q2). For small α > 0, the interpretation is that u is a low-pass ﬁltered version of v .
To our knowledge, the ﬁrst person to suggest ﬁltering the convective velocity in a ﬂuid-dynamical equation was J. Leray [9],
so we refer to (3) as the Leray–Euler system.
There are three main results in this paper. First, for any α > 0, and for initial data in the Sobolev space W 2,1(R),
the Leray–Euler system (3) is well posed. Solutions (ρ, v) exist for all t  0 and retain their initial smoothness. Second,
a subsequence of the solutions (ρα, vα) of (3) converges strongly as α → 0 to functions (ρ, v) that satisfy the velocity
equation (1b) in the distributional sense. Third, using the characteristic form of (3), we develop a monotonicity-preserving
numerical method that provides evidence that as α → 0, solutions of the Leray–Euler system (3) do not converge to the
weak entropy solution of the Euler system (1).
Note that the proof of well-posedness for (3) uses the same Riemann invariants used to show classical ill-posedness
of (2). Associated to the Riemann invariants are characteristic curves. As we will show, using the smoothed velocity ﬁeld u
on the diagonal of the A matrix (3b) has the effect of bending the characteristics and hence preventing them from crossing
in ﬁnite time. We employed similar ideas in our previous and current work on the Leray regularization technique applied
to the Burgers equation1 [2–4].
We ﬁnd remarkable the applicability of Riemann invariant/characteristic methods to the Leray–Euler system. To explain
this further, note that the ﬁnite-time breakdown of classical solutions of (1) is often remedied by the addition of viscous or
dissipative terms. When such parabolic terms are included, one no longer gains useful information from characteristics or
Riemann invariants. To see the speciﬁc terms that distinguish the Leray–Euler system (3), we may substitute (3b) and (3c)
into (3a). This gives
ρt + (ρu)x − α2ρuxxx = 0, (4a)
ut + uux + κ ρx
ρ
− α2utxx − α2uuxxx = 0. (4b)
Again, choosing α = 0 gives the Euler system (1). The extra O (α2) terms all contain third-order derivatives; two are non-
linear and one has a mixed derivative in space and time. It is not obvious looking at these terms that they would stop the
ﬁnite-time breakdown of classical solutions of (1). As we show, the classical technique of Riemann invariants can be used
to establish global well-posedness for a system that can be viewed either as a coupled hyperbolic–elliptic system with no
added dissipation, as in (3), or as a third-order non-linear 2 × 2 system, as in (4). It remains to be seen whether these
classical ideas can be applied to other non-linear systems of a similar form.
As already noted, the motivation to study the Leray–Euler system (3) stems from our past work on the Leray–Burgers
equation [2]. There it was proven that the Leray smoothing mechanism regularizes the Burgers equation and captures, as
α → 0, a weak solution of the Burgers equation. Numerical evidence supported our conjecture that this weak solution was
indeed the unique entropy solution. Additional work on the stability of traveling waves [3] and on the solution of Riemann
problems [4] has conﬁrmed that the Leray–Burgers equation mirrors the physics of shocks and rarefaction in the Burgers
equation.
Further motivation was provided by our past study [1] of a Leray-type regularization for the isentropic Euler equation
with a γ -law pressure function, p(ρ) = κργ (κ,γ > 0). There, using the asymptotic method of weakly non-linear geometric
optics [7,10], the authors concluded that the Leray regularization did not prevent ﬁnite-time blow-up for γ = 1.
To our knowledge, the present work is the ﬁrst to study a globally well-posed Leray regularization for any compressible
Euler system, in one space dimension or otherwise.
1 By the Burgers equation, we mean the inviscid equation vt + vvx = 0.
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In this section we study the existence, uniqueness and regularity of solutions of the Cauchy problem for the Leray–Euler
system (3). Therefore we consider (3) with initial data
ρ(x,0) = ρ0(x), v(x,0) = v0(x). (5)
We use H= 1−α2∂xx to denote the Helmholtz operator so that v =Hu is equivalent to (3c). Using the Green’s function Gα
of H, we have an explicit formula for u in terms of v:
Gα(x) = 1
2α
exp
(−|x|/α), (6)
u(x, t) = Gα ∗ v := 1
2α
∫
R
exp
(−|x− y|/α)v(y, t)dy. (7)
Riemann invariants. We ﬁrst construct the Riemann invariants corresponding to the system (3). The matrix A deﬁned
by (3b) has eigenvalues λ1 = u − c and λ2 = u + c, where c = √κ . The corresponding eigenvectors are r1 = (ρ,−c)T and
r2 = (ρ, c)T . Deﬁne w1 and w2 as
w1(ρ, v) = v +
√
κ logρ, (8a)
w2(ρ, v) = v −
√
κ logρ. (8b)
The two functions w1 and w2 satisfy ∇wi(ρ, v) · ri = 0 for i = 1,2. The · represents the scalar product in R2. We call
w1 and w2 the Riemann invariants of the Leray–Euler system (3), by analogy with the well-known deﬁnition of Riemann
invariants for systems of conservation laws (see, for example, [11]). If we take v = u to reduce (3) to the Euler system (1),
then w1 and w2 given by (8) are the classical Riemann invariants for (1).
By differentiating wi with respect to t and x and using (3), one obtains
w1,t + λ2w1,x = 0, (9a)
w2,t + λ1w1,x = 0. (9b)
This is a remarkable property of Riemann invariants: the i-Riemann invariant is constant along the j-characteristics (i = j).
More precisely, deﬁne the two families of trajectories
d
dt
ηi(X, t) = λ j
(
ηi(X, t), t
)
, i, j = 1,2 and i = j, (10)
subject to ηi(X,0) = X , i = 1,2. Here, X denotes the Lagrangian coordinate (particle label). Then it is clear that, as long as
a smooth solution (w1,w2) of (9) exists, we have ddt [wi(ηi(X, t), t)] = 0, i = 1,2. This implies
wi
(
ηi(X, t), t
)= wi(X,0), t > 0, i = 1,2. (11)
Of course, system (9) can be considered equivalent to system (3) (or (4)) only for smooth solutions. We will show below
that system (9) admits classical solutions, provided the initial data is smooth enough. Then we infer a result regarding the
existence of classical solutions for system (3).
Eqs. (9a) and (9b) for w1 and w2 are in “characteristic” form. Non-crossing of characteristics is equivalent to
∂Xηi(X, t) = 0, for all X and t, i = 1,2. (12)
It is well known that as long as characteristics do not cross, system (9) has a global smooth solution (w1,w2), provided the
initial data is smooth. Differentiate (11) with respect to X ,
∂xwi
(
ηi(X, t), t
)
∂Xηi(X, t) = ∂X wi(X,0), i = 1,2,
to observe that the condition (12) is equivalent to the non-blow-up in ﬁnite time of ‖wi,x‖L∞ , i = 1,2.
A priori estimates. We prove below that if at t = 0 and for i = 1,2 we have wi ∈ L∞ , wi,x ∈ L1, and wi,xx ∈ L1, then ‖wi,xx‖L1
cannot blow up in ﬁnite time. This implies the non-blow-up in ﬁnite time of ‖wi,x‖L∞ , i = 1,2.
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Using
v = 1
2
(w1 + w2), (14a)
ρ = exp
(
w1 − w2
2
√
κ
)
, (14b)
we can now obtain uniform bounds in time for ‖v(·, t)‖L∞ and ‖ρ(·, t)‖L∞ . Also, some very useful estimates for the vari-
able u (see (3c)) become readily available, as we now show.
For the Green’s function Gα given by (6), it is clear that ‖Gα‖L1 = 1 and ‖Gαx ‖L1 = 1/α. Now examine the convolution
formula (7) for u in terms of v . By Young’s inequality, v ∈ Lp implies u ∈ Lp . In particular, for v ∈ L∞ , we may use (7) to
conclude u ∈ L∞ , and because Gαx ∈ L1, we know that ux exists and can be computed via ux = Gαx ∗ v . Using these facts, the
following estimates are immediate:
‖u‖L∞ 
∥∥Gα∥∥L1‖v‖L∞ = ‖v‖L∞ , (15a)
‖ux‖L∞ 
∥∥Gαx ∥∥L1‖v‖L∞ = 1α ‖v‖L∞ , (15b)
‖uxx‖L∞ = 1
α2
‖u − v‖L∞  2
α2
‖v‖L∞ . (15c)
L1-estimate on wi,x. Differentiate (9a) with respect to x, multiply by sgn(w1,x) and integrate over the x domain to obtain∫
∂t |w1,x|dx+
∫
(λ2w1,x)x sgn(w1,x)dx = 0.
The second term in the left-hand side of the equation above is zero. Hence,∥∥w1,x(·, t)∥∥L1 = ∥∥w1,x(·,0)∥∥L1 , t > 0. (16)
Clearly, a similar equation holds for w2, so we have∥∥wi,x(·, t)∥∥L1 = ∥∥wi,x(·,0)∥∥L1 , t > 0, i = 1,2. (17)
Using (14), one can also derive uniform bounds in time for ‖vx(·, t)‖L1 and ‖ρx(·, t)‖L1 .
L1-estimate on wi,xx. Differentiate (9a) twice with respect to x, multiply by sgn(w1,xx) and integrate over the x domain to
obtain:
d
dt
∫
|w1,xx|dx = −
∫
(λ2w1,x)xx sgn(w1,xx)dx
= −
∫
(λ2w1,xx)x sgn(w1,xx)dx−
∫
λ2,xw1,xx sgn(w1,xx)dx−
∫
λ2,xxw1,x sgn(w1,xx)dx. (18)
The ﬁrst term in the right-hand side of (18) is zero. We estimate the remaining two terms:∫
λ2,xw1,xx sgn(w1,xx)dx
∫
|λ2,x||w1,xx|dx ‖λ2,x‖L∞‖w1,xx‖L1 (19)
and ∫
λ2,xxw1,x sgn(w1,xx)dx
∫
|λ2,xx||w1,x|dx ‖λ2,xx‖L∞‖w1,x‖L1 . (20)
Since c = √κ is constant, we have λ2,x = ux and λ2,xx = uxx . By (13) and (14a), we know that ‖v‖L∞ is uniformly bounded
in time by a constant that depends only on the L∞-norms of w1(·,0) and w2(·,0). Putting this together with (15), we
conclude that ‖λ2,x‖L∞ and ‖λ2,xx‖L∞ are bounded by constants that depend only on α, ‖w1(·,0)‖L∞ and ‖w2(·,0)‖L∞ .
Using these facts and (16), (19), (20) in (18), we derive
d
dt
∫
|w1,xx|dx C1
∫
|w1,xx|dx+ C2, (21)
where C1, C2 depend only on α and the initial data w1(·,0) and w2(·,0).
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for w2 to infer the boundedness for ﬁnite times of ‖wi,xx‖L1 , i = 1,2. The Sobolev imbedding W 1,1(R) ⊂ L∞(R) then
guarantees the ﬁnite-time L∞-boundedness of wi,x , i = 1,2.
As mentioned earlier, this non-blow-up condition on ‖wi,x‖L∞ , i = 1,2, is precisely what is needed to show that charac-
teristics cannot cross in ﬁnite time and conclude the global in time existence of a solution of (9), and hence of (3).
Let S be the subset of weakly differentiable functions f : R→ R such that f ∈ L∞(R) and f ′ ∈ W 1,1(R). For the above
a priori estimates to hold, it is suﬃcient to take initial data such that wi(·,0) ∈ S for i = 1,2. In this case, the a priori
estimates derived above guarantee the existence of a unique global solution (w1,w2) to (9) such that (w1,w2) ∈ S × S .
It follows from remarks made above that both v and ρ have the same regularity as w j . The following theorem has been
proved.
Theorem 1. Given initial data ρ0 , v0 such that wi(·,0) ∈ S, i = 1,2, there exists a unique global solution (ρ, v) ∈ S × S to the
initial-value problem (3)–(5).
Next we show that if wi(·,0) itself is a member of L1, then wi remains in L1 for ﬁnite times. From (9a) we may derive
d
dt
∫
|w1|dx ‖u +
√
κ‖L∞
∫
|w1,x|dx C,
where the constant C depends only on the initial data w1(·,0) and w2(·,0). For the last inequality we used the uniform
boundedness of ‖v‖L∞ , (15a) and (16). A similar result holds for w2 and thus we have L1-control of wi for ﬁnite times:∥∥wi(·, t)∥∥L1  ∥∥wi(·,0)∥∥L1 + Ct, t > 0, i = 1,2.
The L1-control of v for ﬁnite times follows immediately from (14a). The analogous L1 estimate for ρ can be derived from
the ρt equation in (3a), using the uniform boundedness of ‖u‖L∞ , ‖ρ‖L∞ , ‖vx‖L1 and ‖ρx‖L1 .
Now suppose that wi(·,0) ∈ W 2,1(R) for i = 1,2. In this case, the Sobolev imbedding theorem guarantees that
wi ∈ L∞(R), so wi ∈ S and the hypotheses of Theorem 1 are satisﬁed. Based on the arguments presented in the pre-
vious paragraph, this is suﬃcient to conclude that (w1,w2) ∈ W 2,1(R) × W 2,1(R), which in turn implies that (ρ, v) ∈
W 2,1(R) × W 2,1(R). What we have shown can be summarized in the following extension of Theorem 1.
Theorem 1′ . Given initial data ρ0 , v0 such that wi(·,0) ∈ W 2,1(R), i = 1,2, there exists a unique global solution (ρ, v) ∈ W 2,1(R)×
W 2,1(R) to the initial-value problem (3)–(5).
Remark. It is interesting to note that (13) and (14b) also imply that ρ is bounded away from zero. The impossibility of
vacuum formation is consistent with the Euler equations for a γ -law gas with γ = 1 (see [11]).
3. The α→ 0 limit
Consider the system (3) subject to initial data (5). Suppose the hypotheses of Theorem 1 are satisﬁed and denote by
(ρα, vα) the unique solution to the Cauchy problem (3)–(5). Now we can formulate the question: what happens to ρα , vα
and uα(x, t) =H−1vα(x, t) in the limit as α → 0?
In what follows, we work with system (4) with initial data ρα(x,0) = ρ0(x) and uα(x,0) =H−1v0(x). This is equivalent
to working with system (3) with initial data (5). We want to investigate if ρα and uα converge in some sense to a solution
of the compressible Euler system.
It is important to remember that as we repeatedly solve (3) with decreasing values of α, the initial data v0 stays ﬁxed.
How does this affect uα(x,0)? To answer this, simply note that using the Green’s function Gα of the operator H, we may
write uα(x,0) = (Gα ∗ v0)(x). We have ‖Gα‖L1 = 1, while v0 is bounded and continuous, for all α > 0. Then it is a standard
property of convolutions (see [6, Theorem 8.14]) that as α → 0, uα(·,0) → v0 uniformly on compact subsets of R.
A compactness argument. Our next step is to use the a priori estimates from the previous section to prove estimates uniform
in α for solutions (ρα, vα) to (3). The uniform L∞ and BV bounds that we are about to show will enable us to pass to the
α → 0 limit by a standard compactness argument; we then study if the resulting limit is a weak solution of the isothermal
Euler system.
Proposition 1. Provided the initial data (ρ0, v0) satisﬁes the hypotheses of Theorem 1, the resulting solution (ρα, vα) satisﬁes∥∥ρα(·,·)∥∥L∞  M1, (P1)
T.V. ρα(·, t) M2, (P2)∥∥ρα(·, t + k) − ρα(·, t)∥∥  M3k, for any k > 0, (P3)L1
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T.V. vα(·, t) M ′2, (P2′)∥∥vα(·, t + k) − vα(·, t)∥∥L1  M ′3k, for any k > 0, (P3′)
for any t ∈ [0, T ]. Here, M1 , M ′1 are independent of α, M2 , M ′2 are independent of t and α and M3 , M ′3 are independent of t, k and α.
Proof. From Section 2, as consequences of (13), (14) and (15a), we have uniform in α bounds on ‖vα(·, t)‖L∞ , ‖uα(·, t)‖L∞
and ‖ρα(·, t)‖L∞ . We can also derive from (13), (17) and (14) uniform in α bounds on ‖vαx (·, t)‖L1 and ‖ραx (·, t)‖L1 . In turn,
the uniform bounds on ‖vαx (·, t)‖L1 and ‖ραx (·, t)‖L1 yield uniform bounds on the total variations T.V. vα and T.V. ρα .
Also, by integrating (3a) with respect to time from t to t + k (k > 0) we obtain
∫
R
∣∣ρα(x, t + k) − ρα(x, t)∣∣dx ∫
R
t+k∫
t
(∣∣uαραx ∣∣+ ∣∣ραvαx ∣∣)dxds
 k
(∥∥uα∥∥L∞∥∥ραx ∥∥L1 + ∥∥ρα∥∥L∞∥∥vαx ∥∥L1)
 M3k (22)
and
∫
R
∣∣vα(x, t + k) − vα(x, t)∣∣dx ∫
R
t+k∫
t
(∣∣uαvαx ∣∣+ κ∣∣1/ραραx ∣∣)dxds
 k
(∥∥uα∥∥L∞∥∥vαx ∥∥L1 + κ∥∥1/ρα∥∥L∞∥∥ραx ∥∥L1)
 M ′3k, (23)
where M3 and M ′3 do not depend on α, but only on the initial data ρ0, v0. Here we used the previous observations
regarding the uniform L∞-bounds of ρα and uα and the L1-bounds of ραx and vαx . Note that the uniform lower bound
of ‖ρα‖L∞ also follows from (13) and (14). 
Using the two sets of properties (P1)–(P3) and (P1′)–(P3′) we can establish
Theorem 2. Suppose we solve the Cauchy problem (3)–(5)with an initial data satisfying the hypotheses of Theorem 1. Then, as α → 0,
passing if necessary to a subsequence, there exist two functions ρ(x, t) and u(x, t) such that
ρα → ρ in C([0,∞); L1loc(R)) (24)
and
vα → u in C([0,∞); L1loc(R)). (25)
Proof. The theorem concerns compactness, i.e. strong convergence of ρα and vα in the zero-α limit. The two sets of
uniform estimates proved in Proposition 1 are precisely the conditions of the L1 compactness theory for conservation laws—
see [8, Theorem A.8] or [11, Theorem 19.9] for modern accounts of this. This enables us to construct a subsequence α j → 0
such that {ρα j (t)}, {vα j (t)} converge strongly to functions ρ(x, t) and u(x, t), respectively, where ρ(·, t),u(·, t) ∈ L1loc(R) for
each t  0. The convergence is in C([0,∞); L1loc(R)). 
We show in the following proposition that uα(x, t) =H−1vα(x, t) also converges to u in C([0,∞); L1loc(R)).
Proposition 2. Let u be the limit on a subsequence of vα , as derived in Theorem 2. Then,
uα → u in C([0,∞), L1loc(R)), (26)
on the same subsequence.
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sup
[0,T ]
∫
K
∣∣uα − vα∣∣dx → 0, as α → 0, (27)
for any ﬁnite time T and compact K . We have∫
K
∣∣uα − vα∣∣dx = ∫
K
∣∣∣∣ 12α
∫
R
e−|x−y|/αvα(y, t)dy − vα(x, t)
∣∣∣∣dx.
Here, we used uα = Gα ∗ vα . Integrating by parts, we get
1
2α
∫
R
e−|x−y|/αvα(y, t)dy = vα(x, t) + 1
2
∫
R
sgn(y − x)e−|y−x|/αvαy (y, t)dy.
Continuing, we ﬁnd∫
K
∣∣uα − vα∣∣dx 1
2
∫
K
∫
R
e−|y−x|/α
∣∣vαy (y, t)∣∣dy dx = 12
∫
K
∣∣vαy (y, t)∣∣dy
∫
R
e−|y−x|/α dx = α
∫
K
∣∣vαy (y, t)∣∣dy.
The term∫
K
∣∣vαy (y, t)∣∣dy
is uniformly bounded with respect to t ∈ [0, T ] and α—see (P2′). Hence, (27) follows and the argument is complete. 
Strong convergence to a weak solution of the isothermal Euler equations? In this paragraph we consider the solution (ρα,uα)
of the Leray system (4) and study if its limit (ρ,u) represents a weak solution of the compressible Euler system for an
isothermal gas given by (1).
Considering that the system (4) is not in conservation law form, the answer to this question is not immediate. In fact we
can prove only a partial result, i.e. (ρ,u) is a weak solution of the momentum equation (1b). It seems that we do not have
suﬃcient properties on the sequences ρα and uα to conclude that (ρ,u) is a weak solution of the continuity equation (1a)
as well and we will give a formal argument on why we believe that in fact this is not actually true.
The next proposition contains the positive half of the result.
Proposition 3. The limit (ρ,u) established in Theorem 2 is a global weak solution of (1b), i.e. the momentum equation of the com-
pressible Euler system for an isothermal gas.
Proof. We use Eq. (4b), which we repeat here using superscripts α:
uαt + uαuαx + κ
ραx
ρα
− α2uαtxx − α2uαuαxxx = 0. (28)
We wish to prove that the α2 terms
α2uαtxx + α2uαuαxxx,
converge weakly to 0 as α → 0. Suppose we have shown this; then, we may multiply (28) by a test function ϕ that is
compactly supported in R × [0,∞) and integrate in space and time. Now taking α → 0, we will ﬁnd that the order α2
terms vanish, and we are left with a function u that satisﬁes
∞∫
0
∫
R
uϕt + 1
2
u2ϕx + κ logρϕx dxdt = 0,
for all compactly supported ϕ . This is precisely the statement that (ρ,u) is a global weak solution of the momentum
equation (1b), and would prove the proposition.
For the ﬁrst α2 term from (28), we have, for any compactly supported ϕ ,
α2
T∫ ∫
uαtxxϕ dxdt = −α2
T∫ ∫
uαϕtxx dxdt.0 R 0 R
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from (28), we may derive using integration by parts
α2
T∫
0
∫
R
uαuαxxxϕ dxdt =
1
4
α2
T∫
0
∫
R
(uα)2ϕxxx dxdt − 3
2
α2
T∫
0
∫
R
uαuαxxϕx dxdt. (29)
By using the boundedness and the convergence of uα , we conclude that the ﬁrst term on the right-hand side of (29)
vanishes in the α → 0 limit. Regarding the second term, by considering the boundedness of uα , it is enough to show that
α2
T∫
0
∫
K
|uαxx|dxdt → 0,
for any compact K . But this follows from (25) and (26), where one uses α2uαxx = uα − vα . 
Consider now (4a), which we repeat with superscripts α:
ραt +
(
ραuα
)
x − α2ραuαxxx = 0. (30)
Can we pass to the limit α → 0 in (30) and conclude that (ρ,u) established in Theorem 2 is a global weak solution of (1a)?
Yes, provided the α2 term, α2ραuαxxx converges weakly to 0 as α → 0.
Integrating by parts we have
α2
T∫
0
∫
K
ραuαxxxϕ dxdt = −α2
T∫
0
∫
K
ραx u
α
xxϕ dxdt − α2
T∫
0
∫
K
ραuαxxϕx dxdt, (31)
for any test function ϕ with support K . The second term in the right-hand-side goes to 0 as α → 0, due to an argument
similar to that used to conclude that the second term on the right-hand side of (29) vanishes in the α → 0 limit. We only
need to use the uniform boundedness of ρα instead.
It seems however that we do not have enough properties on ρα and uα to conclude that the ﬁrst term on the right-
hand-side of (31) vanishes in the α → 0 limit. We list the relevant properties of ρα and uα here:∥∥ρα∥∥L∞  M1, ∥∥ραx ∥∥L1  M2, ρα → ρ in C([0,∞); L1loc(R)),
and ∥∥uα∥∥L∞  M ′1, ∥∥uαx ∥∥L1  M ′2, ∥∥α2uαxx∥∥L1 → 0 in C([0,∞); L1loc(R)).
We expect that ραx and u
α
x converge to the Dirac δ distribution at the shock, that is ρ
α ∼ Ψ1( xα ), with ραx ∼ 1αΨ1( xα ), and
uα ∼ Ψ2( xα ), with uαx ∼ 1αΨ2( xα ). Here, Ψ1 and Ψ2 are smooth functions with compact support such that
∫
Ψ1 dx = 1 and∫
Ψ2 dx = 1. Note that the above properties on the L∞ and L1-norms of ρα , uα and their derivatives are satisﬁed when ρα
and uα are in this form. We also have α2uαxx ∼ Ψ ′2( xα ) and hence∥∥α2uαxx∥∥L1 ∼
∫ ∣∣∣∣Ψ ′2
(
x
α
)∣∣∣∣dx = α
∫ ∣∣Ψ ′2(y)∣∣dy.
Provided ‖Ψ ′2‖L1 is ﬁnite, we have ‖α2uαxx‖L1 → 0, as needed. There is no reason however to expect the ﬁrst term on the
right-hand-side of (31) to vanish in the α → 0 limit, for ρα , uα in this form. Indeed, ignoring the time dependence,
α2
∫
ραx u
α
xxϕ dx ∼
1
α
∫
Ψ1
(
x
α
)
Ψ ′2
(
x
α
)
ϕ dx =
∫
Ψ1(y)Ψ
′
2(y)ϕ(αy)dy.
If we choose ϕ to be equal to 1 in the interior of a compact set and 0 outside, then the integral above does not vanish as
α → 0. Though this is only a formal argument, we nevertheless conjecture that the Leray regularization does not capture
entropy solutions of the compressible Euler equations for an isothermal gas. This conjecture is supported by the numerical
results of the next section.
4. Numerical results
This section contains numerical results conﬁrming that the Leray regularization does not capture entropy solutions of the
isothermal Euler equations. The numerical experiments are performed using a discretization based on the Riemann invariant
system (10)–(11). By discretizing the characteristic form of the equations, we produce a numerical method that preserves
the monotonicity of the characteristics, an important feature for long-time integration.
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η˙1(X, t) = u
(
η1(X, t), t
)+ c, (32a)
η˙2(X, t) = u
(
η2(X, t), t
)− c. (32b)
Our goal now is to rewrite u ◦ η j in such a way that it can be evaluated using only η1(X, t), η2(X, t), and the initial data
for the problem. It is not obvious that this is possible, so we outline the procedure. In the relationship between u and v ,
given by (7), we use (14a) to obtain
u(x, t) = 1
4α
∫
R
e−|x−y|/α
[
w1(y, t) + w2(y, t)
]
dy.
We split the integral into two pieces
u(x, t) = 1
4α
∫
R
e−|x−y|/αw1(y, t)dy + 1
4α
∫
R
e−|x−y|/αw2(y, t)dy.
In the ﬁrst integral, we substitute y = η1(Y , t). In the second integral, we substitute y = η2(Y , t). We use (11) and set
x = η j(X, t). This gives expressions for u(η j(X, t), t), which we then substitute into the right-hand side of (32). We thereby
obtain
η˙ j(X, t) = (−1) j+1c + 14α
∫
R
e−|η j(X,t)−η1(Y ,t)|/αw1(Y ,0)∂Yη1(Y , t)dY
+ 1
4α
∫
R
e−|η j(X,t)−η2(Y ,t)|/αw2(Y ,0)∂Yη2(Y , t)dY . (33)
Together with the initial conditions η j(X,0) = X , this is a closed system of equations for η1(X, t) and η2(X, t). If we now
discretize this system in time and space, we have a purely Lagrangian scheme for solving the Leray system.
Assume ﬁrst that w j(X,0) vanishes as |X | → ∞. Then it is possible to choose an interval [a,b] so that w j(X,0) is
negligible for X /∈ [a,b]. This justiﬁes truncating the domains of integration from R to [a,b], resulting in
η˙ j(X, t) = (−1) j+1c + 14α
b∫
a
e−|η j(X,t)−η1(Y ,t)|/αw1(Y ,0)∂Yη1(Y , t)dY
+ 1
4α
b∫
a
e−|η j(X,t)−η2(Y ,t)|/αw2(Y ,0)∂Yη2(Y , t)dY . (34)
Again under the assumption that w j(X,0) vanishes as |X | → ∞, we see that for |X | suﬃciently large we have, asymptot-
ically in X , η˙ j(X, t) ∼ (−1) j+1c. Integrating both sides with respect to t and using η j(X,0) = X we ﬁnd that η j(X, t) ∼
(−1) j+1ct + X . Therefore,
∂Xη j(X, t) ∼ 1 (35)
asymptotically in X for |X | suﬃciently large. We will use this fact shortly.
Discretization in space. The next step is to approximate the integrals and derivatives in (34). Fix N . For 0  i  N , deﬁne
Xi = a + ix where x = (b − a)/N . Let η j,i(t) denote the numerical approximation to η j(Xi, t) on the interval [a,b], and
let η j(t) = (η j,0(t), . . . , η j,N (t)). In the present study, we use a 7-point, 5th-order ﬁnite difference formula to approximate
ﬁrst derivatives in space. That is, we approximate ∂Y by the (N + 1) × (N + 1) antisymmetric matrix D1 = (M − MT )/x
where M has the entries (3/4,−3/20,1/60) on the ﬁrst, second, and third superdiagonals, respectively. Since the ﬁrst three
and last three rows of D1 cannot possibly contain the full 7-point stencil, when we compute D1η j , the ﬁrst three and last
three entries will be incorrect. To remedy this, we use the asymptotic expression (35) to replace these incorrect entries
by 1. Let D˜1η j denote the derivative vector obtained after ﬁxing D1η j in this way.
We now have a choice of quadrature rules to approximate the integrals in (34). In the present study, we use the trape-
zoidal rule. Applying the above spatial discretizations to (34), we obtain
η˙ j,i = (−1) j+1c + x8α
N∑
σk
[
e−|η j,i−η1,k|/αw1,k(D˜1η1)k + e−|η j,i−η2,k |/αw2,k(D˜1η2)k
]
, (36)k=0
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σk =
⎧⎨
⎩
1, k = 0,
2, 1 k N − 1,
1, k = N.
Monotonicity. Note that (36) is a system of N + 1 coupled non-linear ordinary differential equations which we can abbrevi-
ate as η˙ j = f j(η1,η2). The system is well posed: for j = 1 and j = 2, we have that f j is differentiable and that the partial
derivatives ∂ f j/∂η j,i are all bounded. Hence f j is Lipschitz and the standard existence and uniqueness theorem for ODEs
can be applied.
We know that the true characteristic curves satisfy ηi(X,0) = X , which implies ∂Xηi(X,0) = 1. From the well-posedness
results in Section 2, we get ∂Xηi(X, t) > 0 for all t  0. In other words, for each ﬁxed t  0, ηi(X, t) is a monotonic function
of X . It is of interest to show that (36) respects the monotonicity of η j in a discrete sense:
Proposition 4. Suppose η j,i+1(0) > η j,i(0) for each i = 0,1, . . . ,N −1. Then under the dynamics of (36), we have η j,i+1(t) > η j,i(t)
for each i = 0,1, . . .N − 1 and for all t > 0.
Proof. Deﬁne s j,i(t) = η j,i+1(t) − η j,i(t) for 0 i  N − 1. Using (36),
s˙ j,i = x8α
N∑
k=0
σk
{[
e−|η j,i+1−η1,k |/α − e−|η j,i−η1,k|/α]w1,k(D˜1η1)k + [e−|η j,i+1−η2,k |/α − e−|η j,i−η2,k |/α]w2,k(D˜1η2)k}.
It is a simple exercise to rewrite the right-hand side as a function of the s j,i only, and thereby show that the standard
existence and uniqueness theorem applies to the s˙ j,i dynamical system.
Now ﬁx i. Suppose s j,i = 0, so that η j,i+1 = η j,i . Then it is clear that in the above expression, each of the terms in square
brackets vanishes. In this case, s˙ j,i = 0. Therefore, given the initial time t0 ∈ R and the initial condition s j,i(t0) = 0, we see
that the unique solution of the s˙ j,i equation is s j,i(t) ≡ 0 for all t . By uniqueness of solutions, the initial condition s j,i(0) > 0
necessarily implies s j,i(t) > 0 for all t , ﬁnishing the proof. 
Remarks.
1. To restate the argument from the above proof in a geometric way, we can say that the phase space for the s˙1, s˙2
dynamical system is sliced by 2N invariant hyperplanes of the form s j,i = 0. It is impossible for trajectories that start
on one side of one of these hyperplanes to cross over to the other side.
2. Note that in practice, we will always use (36) with the initial condition η j,i(0) = Xi , so that η j,i+1(0)−η j,i(0) = x> 0
and the condition of the above proposition is satisﬁed.
3. We can prove the monotonicity result in precisely the same way if instead of the trapezoidal rule we use the lower-
order rectangle rule to evaluate the integrals in (34). However, the proof fails if we use the higher-order Simpson rule.
We have not explored generalizations involving quadrature on non-equispaced grids.
Discretization in time. In the present study, we will use a standard fourth-order Runge–Kutta method to solve the ODE
system (36). In future work, we hope to analyze the errors incurred by the speciﬁc choice of spatial and temporal dis-
cretizations made here.
Convergence of the method. In the absence of a proof of convergence for the numerical method, we carry out a numerical
test. Each choice of initial data we present below will depend on a real parameter δ. For each choice of initial data, we
freeze the values of α and δ and then repeatedly run simulations with increasing values of N (the number of particles) and
decreasing values of the timestep t . We take as a reference solution the numerical solution computed with the largest
space and time resolution: N = 4001, t = 0.0025. We compute the relative L2 errors at the ﬁnal time T = 4 between the
reference solution and the numerical solutions obtained for (a) N = 251, t = 0.04, (b) N = 501, t = 0.02, (c) N = 1001,
t = 0.01 and (d) N = 2001, t = 0.005.
Let e j denote the computed relative error for η j , j = 1,2. Then we observe that log e j plotted versus log(t2/N) yields
a line with slope close to one. Hence, the numerical test of convergence yields a relative error decay of e j = C j(t)2N−1
for constants C j , j = 1,2, and gives evidence that the numerical method is converging.
Comparison with ﬁnite difference scheme. We also have a ﬁnite difference code that solves the Leray system in the ρ and v
variables (3) directly. The results of the two numerical methods are in complete agreement for as long as the ﬁnite difference
code is well resolved, which can be for fairly long times if ﬁne spatial and temporal resolutions are used. However, as we
have found, the ﬁnite difference scheme for (3) is not suitable for the long-time integration of problems involving shocks.
There are two reasons. First, the scheme does not guarantee the monotonicity of characteristic curves, and second, in the
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Gaussian initial data: convergence to the Euler solution? The table displays the relative L2-errors
between the entropic Euler solution as computed by CLAWPACK and the numerical solutions of the
Leray system for α = 0.4,0.2,0.1,0.05 at T = 4. For all the runs, N = 4001, t = 0.0025, and the
initial data is given by (37). Note that the errors approach an order O (1) limit as α approaches 0.
ρ: relative L2-error v: relative L2-error
α = 0.4 0.3736 7.9194× 10−1
α = 0.2 0.3174 6.8900× 10−1
α = 0.1 0.3017 6.4291× 10−1
α = 0.05 0.2980 6.2727× 10−1
numerical solution of (3), quantities such as v(x, t) tend to steepen exponentially in time, requiring very high resolution
and small ﬁnal times. The characteristic/particle method that we employ circumvents these obstacles.
Numerical results. We consider two types of initial data for the Leray system: Gaussian and front-like initial conditions. We
perform these numerical experiments to determine whether these initial proﬁles evolve into the entropic solutions of the
Euler equations. This is a typical test to check if a regularization of the Euler equations is faithful. For the front-like initial
data the exact solution of the Euler equations can be computed exactly, while for the Gaussian initial data we use as the
entropic solution of the Euler system the numerical solution produced by a numerical conservation law scheme. For this
purpose we use the CLAWPACK software package.2 In all numerical simulations, the parameter κ is taken to be 0.4.
A. Gaussian initial data. We ﬁrst consider the initial data
r0 = 1+ 15exp
(−((X+ 0.1)/δ)2), (37a)
v0 = 0. (37b)
Here δ measures the width of the Gaussian. This initial data corresponds to a detonation wave. The initial density consists
of a large amplitude disturbance localized around one point while the initial velocity is simply zero.
Convergence to the Euler solution? Here we address the main question of this study: do the solutions of the Leray system (3)
approach the entropic Euler solution as the smoothing parameter α decreases to 0? Here α is the width of the Helmholtz
ﬁlter (7); we expect that the role of α in the Leray regularization (3) is analogous to the role of viscosity ν in a viscous
regularization of the compressible Euler equations.
For successively smaller values of α, we compare the numerical solutions of the Leray system (3) to a reference solution
of the Euler system. By reference solution, we mean a high-resolution numerical solution of the isothermal Euler system (1)
that we compute using the CLAWPACK package. For the reference solution, we use N = 10000 grid points and the initial
data (37). Table 1 displays the relative L2-errors between the entropic Euler solution as computed by CLAWPACK and the
numerical solutions of the Leray system with α = 0.4, 0.2, 0.1, and 0.05. The ﬁnal time is T = 4, δ is ﬁxed at 0.1 and the
resolution used for all the runs is N = 4001 and t = 0.0025. The plots presented in Fig. 1 clearly show that the Leray
system fails to capture the shock speed of the entropic Euler solution.
B. Front-like initial data. We consider smoothed Riemann data to initialize our numerical method, that is the initial con-
dition w01, w
0
2 represent smoothed fronts connecting a left state (w1L,w2L) to a right state (w1R ,w2R). The corresponding
initial proﬁles of ρ and v—computed using (14)—also represent smoothed fronts connecting a left state (ρL,uL) to a right
state (ρR ,uR). In the numerical experiment presented below, the values ρL , uL , ρR and uR are chosen so that the ex-
act solution of the Euler equations corresponding to the Riemann initial data with these left and right states represent a
combination of a 1-shock and a 2-rarefaction waves. Other choices of left and right states lead to similar conclusions.
It is well known that standard regularizations such as the viscosity method, initialized with smoothed Riemann data
proﬁles, recover the entropic solution of the Euler equations when the viscosity and the parameter controlling the smoothing
of the initial data decrease to 0. However, a similar study for the Leray regularization renders a negative result.
For the numerical simulations in this section, we use the smoothed Riemann initial data
w01 =
w1R − w1L
2
tanh
(
X
δ
)
+ w1R + w1L
2
, (38a)
w02 =
w2R − w2L
2
tanh
(
X
δ
)
+ w2R + w2L
2
. (38b)
Here, δ measures the smoothing in the initial data.
2 CLAWPACK is freely available on a website hosted by the Department of Applied Mathematics at the University of Washington. See http://www.amath.
washington.edu/~claw/.
H.S. Bhat, R.C. Fetecau / J. Math. Anal. Appl. 358 (2009) 168–181 179Fig. 1. Gaussian initial data. The solid line represents the numerical solution at T = 4 of the Leray system with α = 0.05, computed using a very ﬁne
space–time grid with N = 4001 and t = 0.0025. The dash–dot line represents the entropic solution of the Euler equations computed using CLAWPACK.
Note the O (1) error between the two solutions.
Note that for the front-like initial data, an assumption made earlier in the derivation of the particle method no longer
holds. Speciﬁcally, since w j(X,0) does not approach 0 as |X | → ∞, we cannot truncate the integrals from (33). In future
work, we will explain how to deal with this issue in a systematic way. For now, we employ a solution that is convenient
from the point of view of numerical implementation. Namely, we start with (33) and again truncate the domains of integra-
tion from R to a ﬁnite interval [a,b]. However, when we evaluate these integrals, we include a suﬃcient number of “ghost”
particles that lie to the left of a and to the right of b. In this extension scheme, we assume that the ghost particles move at
ﬁxed speeds determined by the boundary values of w j(X,0).
With this in mind, assume that limX→−∞ w j(X,0) = w jL and limX→+∞ w j(X,0) = w jR . By (14) and (7), this implies
that ρ(X,0), v(X,0) and u(X,0) all have right/left limits as X → ±∞, which we will denote using subscript R and L,
respectively. Now assume3 that limX→±∞ η(X, t) = ±∞. Then if we take X → ±∞ in (32), we obtain
lim
X→−∞ η˙ j(X, t) = uL + (−1)
j+1c, lim
X→+∞ η˙ j(X, t) = uR + (−1)
j+1c. (39)
Let M be a positive integer denoting the number of ghost particles we wish to add on each side of [a,b]. Then we
rewrite (36) in the following way:
η˙ j,i = (−1) j+1c + x8α
N+M∑
k=−M
σk
[
e−|η j,i−η1,k |/αw1,k(D˜1η1)k + e−|η j,i−η2,k|/αw2,k(D˜1η2)k
]
, (40)
where for −M  k−1, we prescribe the following positions for the M ghost particles to the left of a:
η j,k(t) = Xk +
(
uL + (−1) j+1c
)
t.
Also, for N + 1 k N + M , we prescribe the following positions for the M ghost particles to the right of b:
η j,k(t) = Xk +
(
uR + (−1) j+1c
)
t.
We take (D˜1η j)k = 1 for k < 0 and k > N . The above deﬁnitions are exact at t = 0 and consistent with (39) for t > 0. We
also extend w j,k and σk as follows:
w j,k =
⎧⎪⎨
⎪⎩
w jL, −M  k−1,
w j(Xk,0), 0 k N,
w jR , N + 1 k N + M,
3 This assumption is true at t = 0 and holds for t > 0 if we make certain assumptions on the initial data.
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⎧⎨
⎩
1, k = −M,
2, −M + 1 k N + M − 1,
1, k = N + M.
Note that the monotonicity result proved earlier still applies to (40). We omit further details.
Exact solution of the Euler system. The initial data (38) is intended to be a smoothed version of initial data for which we
have an exact solution of the Euler system (1). Here we outline the construction of this exact solution.
Take ρL = 0.1, uL = 0.2. Now consider the right state (ρR ,uR) and an intermediate state (ρint,uint) such that (ρint,uint)
can be connected to (ρL,uL) on the right by a 1-shock and (ρR ,uR) can be connected to (ρint,uint) on the right by a
2-rarefaction. We take ρint = 0.4, ρR = 0.5 and compute uint , uR using standard shock-rarefaction curves4:
uint = uL −
√
κ
ρintρL
(ρint − ρL),
uR = uint +
√
κ log
ρR
ρint
.
Here we used the equations for S1 and R2 from footnote 4.
Therefore, the exact solution of the Euler system is a 1-shock followed by a 2-rarefaction:
uEuler(x, t) =
⎧⎪⎪⎨
⎪⎪⎩
uL, x< st,
uint, st < x< λ2(ρint,uint)t,
x
t − c, λ2(ρint,uint)t < x< λ2(ρR ,uR)t,
uR , x> λ2(ρR ,uR)t,
(41)
where the 1-shock speed is
s = ρintuint − rLuL
ρint − ρL .
The expression for ρ follows from the expression for u. The density has a shock transition from ρL to ρint across x = st ,
followed by a rarefaction fan where we need to use R2 (see footnote 4) to get ρ(x, t) from u(x, t).
Convergence to the Euler solution? Let us now compare the numerical solutions of the Leray system (3) to the Euler so-
lution (41) when the smoothing parameter α decreases to 0. In Fig. 2 we plot the entropic Euler solution (41) and the
solution of the Leray system with α = 0.05 at the ﬁnal time T = 3. The numerical method uses a very ﬁne space–time
grid with N = 4001 and t = 0.0025. Table 2 displays the relative L2-errors between the entropic Euler solution (41) and
the numerical solutions of the Leray system with α = 0.4,0.2,0.1,0.05. The ﬁnal time is T = 3, δ is ﬁxed at 0.1 and the
resolution used for all the runs is N = 4001 and t = 0.0025.
As Fig. 2 shows, the solution computed using the Leray regularization has a shock that is clearly to the right of the
shock in the exact entropy solution. This indicates that the Leray system fails to recover the correct shock speed. Also
clearly shown in Fig. 2 is that the Leray solutions ρ(x,3) and v(x,3) do match the exact solutions at the boundary, but the
intermediate values ρint and vint are wrong. The intermediate values for ρ and v are both noticeably larger than those of
the exact solution.
We conclude that solutions of the Leray system (3) with smoothed Riemann initial data (38) do not, in the α → 0 limit,
converge to a smoothed version of the exact entropy solution (41) of the Euler system (1).
4 The calculation of shock and rarefaction curves for the Euler equations for an isothermal gas is standard and we omit to present it here in detail (see
the classical monographs [11] or [5] for instance). A left state (ρL ,uL) can be connected to a right state (ρ,u) by a 1- or a 2-shock, provided the right
state is on the following 1- and 2-shock curves, respectively
S1: u − uL = −
√
κ
ρρL
(ρ − ρL), ρ > ρL ,
S2: u − uL =
√
κ
ρρL
(ρ − ρL), ρ < ρL .
Also, the 1- and 2- rarefaction curves can be computed as
R1: u − uL = −
√
κ log
ρ
ρL
, ρ < ρL ,
R2: u − uL =
√
κ log
ρ
ρL
, ρ > ρL .
H.S. Bhat, R.C. Fetecau / J. Math. Anal. Appl. 358 (2009) 168–181 181Fig. 2. Front-like initial data. The solid line represents the numerical solution at T = 3 of the Leray system with α = 0.05. The numerical calculation uses
a very ﬁne space–time grid with N = 4001 and t = 0.0025. The dash–dot line represents the exact entropy solution of the Euler equations computed
using (41). Note the order O (1) error between the two solutions.
Table 2
Front-like initial data: convergence to the Euler solution? The table displays the relative L2-errors
between the entropic Euler solution (41) and the numerical solutions of the Leray system for
α = 0.4,0.2,0.1,0.05 at T = 3. For all the runs, N = 4001 and t = 0.0025. Note that the errors
approach an O (1) limit as α approaches 0.
ρ: relative L2-error v: relative L2-error
α = 0.4 0.4530 9.4340× 10−1
α = 0.2 0.4474 9.3453× 10−1
α = 0.1 0.4470 9.3437× 10−1
α = 0.05 0.4469 9.3435× 10−1
Remark. We also performed a numerical study where the smoothing of the initial data is sequentially reduced, i.e. δ = 0.2,
0.1, 0.05, and 0.025, while keeping α ﬁxed. We observed that the shock location and the value of the jump at the shock
remain unchanged. The only difference can be noted in the rarefaction fan which becomes steeper as δ decreases. This
suggests that, besides failing to capture the correct shock speed and jump, the Leray regularization is also unable to recover
the qualitative behavior of the rarefaction fan. As δ approaches 0, it seems that the Leray solutions converge to an unphysical
shock, instead of a rarefaction fan, thus strengthening the conclusion of the present numerical study.
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