This paper presents a probabilistic method for processing and analyzing residuals for the purpose of fault detection. The method incorporates residuals from multiple models using a hybrid dynamic Bayesian network in order to yield a low-cost, complete, diagnostic system. Continuous residuals are used as evidence directly in the network, and this paper discusses options for representing their probability distributions. The Bayesian network is used to model the temporal behavior of the faults, and the assumptions necessary to do this are analyzed. The diagnostic method is demonstrated on a car's handling system and experimental results are presented.
Introduction
The goal of on-board vehicle fault detection and isolation (FDI) is to identify faults before they damage the vehicle or create a dangerous situation for the occupants. In order to be practical to implement, such systems should require minimal additional hardware, such as sensors and computational power, and also have low complexity and development cost. Model-based methods are the preferred means of achieving these goals, as they use analytical redundancy to reduce costly physical redundancy by comparing the measured behavior of the vehicle with the expected behavior as predicted by a model. The difference between the predicted and the measured value of a variable is called a residual. This research focuses on how multiple residuals can be used to reach an optimal diagnosis. Inherent in all diagnostic methods is some uncertainty about the true state of the system due to sensor noise and The methodology presented here differs from previous techniques in that thresholds are not set on residuals, but rather on the probability that a fault has occurred. The advantage of this method is that the threshold is an intuitive quantity that can be easily understood in terms of risks and costs. In addition, as shown in [4], the threshold can be optimally solved for given the cost of a false alarm and the additional costs associated with missing a fault.
The decision to declare a fault is based on the likelihood of the fault given the available evidence. For a fault f , which can be present f I , or absent f ' , and evidence in the form of a set of residuals R , this probability is expressed as P(f' I R ) .
Information about the faults and the residuals yields the conditional probabilities of observing the residuals during a fault, P( R I f I ), and in the ahsence of a fault, P( R I f o ) . Bayes' rule expresses Pcf' I R ) in terms of these probabilities:
Therefore, in order to determine the probability of a fault given evidence, the a priori probability of the fault, Pcfl is required in addition to information about the residual. This information burden is common to virtually all FDI methods that make decisions based on fault likelihood. The only exception would require a perfect residual generator, meaning P( R I f a ) = 0 and P( R I f ' ) = I , and residual processing would not be necessary. Unless they achieve this perfection, robust residual generation methods also require an estimate of P(J) and merely decrease the effect of an inaccurate estimate of PM by increasing the difference between the magnitudes of P(RI f') and P(RI f').
Given the role of Bayes' rule in solving for the probability of a fault, it is logical to employ ii Bayesian network (BN) to determine fault probabilities from multiple residual values. Fault detection has previously been done using only a BN [5], and the method for combining diagnostic models.by using a BN was developed in [4]. I:n the BN used previously, residuals were represented in the network by discrete, binary nodes. The value of the node depended on the value of the residual in relation to a threshold. Section 2 describes how a 0-7803-7298-0/02/$17.00 0 2002 AACC hybrid continuoustdiscrete network uses continuous probability distributions and eliminates the need for residual thresholds. Section 3 describes how the system has been modified to represent the temporal characteristics of faults using a dynamic Bayesian network, and discusses the assumptions and computational complexities that accompany this change. Section 4 describes the diagnostic system implemented on the test vehicle and Section 5 presents experimental results of the system's effectiveness.
Hybrid Bayesian Network
Bayesian networks are a means of representing probability distributions. A BN is based on a directed graph where a connection between two nodes indicates a possible probabilistic dependence. An example graph for use in diagnostics is shown below. This BN uses the values of two residuals, shown as shaded observed nodes, to infer the likelihood of three faults. In this example, the probability distribution for residual 1 depends on the states of its parents, fault 1 and fault 2.
Figure 1 An example diagnostic Bayesian network
Residuals are scalar values that represent differences, for example, the difference between the vehicle's measured yaw rate, and that predicted by a model. One method for incorporating such a value into the BN is to compare the residual to one or more thresholds to transform the scalar to a discrete variable. If this is done, then a conditional probability table can represent the probability distribution for the residual values as a function of the state of the parent nodes, P(R I f). This is the approach used in [4] .
While the simplicity of this technique is appealing, by converting a scalar to a discrete value, information about the true state of the system is lost and the final estimates of fault probabilities are less accurate than they could be.
Another approach is to use the residual values directly in the BN. In this case, the fault nodes in the network are discrete, and the observed residual nodes are continuous. Such a network is called a hybrid Bayesian network and P(R I f, is represented by a continuous probability distribution. It is convenient to represent P(R I f) by a separate probability density function for every possible state of the fault or faults. The Gaussian distribution is commonly used both because it is valid for a normally distributed noise assumption, and also because it simplifies calculations in certain types of networks [6] .
For the Bayesian networks used in the diagnostic method presented here, there is little computational incentive to use one form of distribution over another because residuals are the only continuous nodes, and they are observed. This means that it is not necessary to assume the noise on residuals is normally distributed, and enables freedom in how to represent their probability distributions. With this freedom comes the challenge of accurately estimating these distributions without adding excessive complexity to the diagnostic system development. This task will be addressed for the vehicle system in Sections 4 and 5.
Representation of Time Dependence
The appearance and persistence of faults is a temporal process. If there is a specific fault at time t , there will be a higher probability of that fault at time t+l than there otherwise would be. In order to proceed from this idea to a compact representation, we make a Markov assumption, which states that the future is conditionally independent of the past given the present. This is reasonable when considering faults and implies that given the status of the faults at time t, the probability of faults at t+l does not depend on faults prior to t.
Dependencies between time slices cannot be represented in a static Bayesian network, such as the example shown in Figure  1 , since all time slices are disconnected. Instead, we need to use a dynamic Bayesian network (DBN), which is a series of static BNs with appropriate connections between time slices. Having made the Markov assumption, a DBN can be represented by only two time slices, since the connections between any pair of adjacent time slices are the same. Therefore, the BN shown in Figure 1 would form the basis for a DBN, two time slices of which are shown in Figure 2 . This structure implies that the residuals at t+l are conditionally independent of the residuals at t given the state of the faults at time t or t + l . This is true if the sampling is slower than the dynamics of the residuals.
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Figure 2 An example dynamic Bayesian network
We define a state variable F, as the status of the set of faults at time t. With n binary faults, F, can equal any of 2" possible values. The true state of F, is not known, and we maintain a belief state which is the distribution P( F, 1 R, ... R, ) where R, is a vector containing the value of the residuals at time t. At time t , this is the current joint probability distribution of the faults using all available residuals up to that time.
In order to use a DBN, we start with some belief about our initial state Fo, typically that there are no faults. We then evaluate the belief state for the first time step given the first residual. At the each subsequent time step the process continues in the same manner, using the previous belief state and new residuals to calculate the next belief state. To calculate the next belief state, we use Bayes' rule:
We now invoke the Markov assumption to obtain This yields the desired result, which is the new belief state as a function of the previous belief state P ( F, I R, ... R, ) .
The denominator is a normalizing term to insure the fault probabilities sum to one, P( R,+, IF,,,) comes from knowledge of the residual generating models, and P(F,+, IF,) is the probability of the next fault state given the current state. It is the product of the individual fault transition probabilities:
where for a single fault In Equation 4, Pcfri, I lo) is the probability of a fault given no fault at the previous time step. This is the likelihood of a fault appearing between two time steps and can be calculated from the expected life of the component and the sampling time. PK:, 1 f,' 1 is the probability of a fault given a fault at the previous time step and represents the likelihood that a fault will persist.
We have seen that the number of possible states for F, and therefore the belief state is order 2". The implication of this is that, in order to solve a DBN exactly, we need to maintain a fault distribution that is exponential with the number of faults. This was done for the system described in this paper and is acceptable for diagnostic systems of similar scope. However, for larger systems, such as might eventually be used on production vehicles, approximate solution methods are needed. One such method is to only propagate the n single fault probabilities. The accuracy of this approximation is currently being investigated. 
Example Application
The method presented in this paper was developed and tested using a car's handling system. This section describes the models used to diagnose the system, the resulting Bayesian network structure, as well as the probability distributions for the residuals. For more detail regarding the models, see [4].
The input to the diagnostic system comes from six sensors located on the vehicle: four wheel speed sensors, a yaw rate gyro and a steering angle sensor. For the purpose of this example, ten faults FI, ..., Flo will be considered. The physical faults include a tire failure on any wheel. The possible sensor faults include the failure of any one of the four wheel speed sensors, the yaw rate gyro, or the steering angle sensor. In order to diagnose this system, three simple models are used; the bicycle model of vehicle handling, a model of yaw rate given left and right wheel speeds, and a model for predicting longitudinal slip of the driven wheels.
Bicycle Model
Using the classic bicycle model of vehicle cornering, dynamic equations relating steering angle to yaw rate and sideslip angle can be derived. This model assumes a constant longitudinal velocity and is captured in a pair of dynamic equations. Estimates of the yaw rate can be computed using data from both the front and rear tire pairs and compared with the yaw rate measured by the yaw rate gyro. Thus: R2 = rexpecfed(fronf wheel speedr)-rmensured(~yro) R3 = rexpecfearear wheel speeds)-rmeasureagyro) (9) (10) Longitudinal Slip Model For a two-wheel drive vehicle that is not braking, the undriven wheels have zero slip. Assuming that both wheels on the same side of the vehicle have the same longitudinal velocity and effective radius, the slip on a driven wheel is given by:
where u~,,,~,, and mUndnven are the wheel speeds of two wheels on the same side of the vehicle.
Miller et a1 [8] demonstrated that a simple longitudinal
model with linear tire stiffness can reasonably approximate the slip arising from low levels of acceleration. Assuming that the force on the wheels is evenly shared between both left and right driven wheels, where F, is the longitudinal force on one tire, a, is the vehicle's longitudinal acceleration, and Cx is the longitudinal tire stiffness. Acceleration can be determined by differentiating the undriven wheel's speed, and Cx can be determined experimentally.
Equation 12 allows for an estimation of S for both driven wheels, which can be compared with the actual slip determined from Equation 11. The difference yields one residual for each of the right and left wheel pairs.
Because of the assumptions made in deriving Equation 12, these residuals are only valid when the vehicle is not braking.
Bayesian Network Graph
Having gathered three models with .their associated assumptions, identified faults F1,. ... Flo, and defined residuals RI, .... R5, the Bayesian network can be constructed. Figure 3 shows this graph, where the residuals generated by models are shown in shaded boxes. In addition to the residuals and faults, the graph contains discrete "hidden" nodes shown in dashed boxes. These include the assumptions we made in deriving the models as well as intermediate parents that make the graph both easier to construct and more understandable As seen in Section 2, the BN structure used gives us implications of this hypothesis will be evaluated Section 5.
freedom in choosing representations for the distributions P(R 1 fl. In order to reduce complexity and diagnostic Estimating the mean p and variance ' of the residual system development cost, this research tested the distributions in the no-fault case is straightforward, since this hypothesis that the residuals are distributed, both data is readily available. These parameters were estimated by in the fault and no-fault cases. The accuracy and taking data with the fully functioning vehicle. 
P 1
Data was not taken in the presence of faults; rather the faults evaluated were simulated. The residual distributions in the presence of faults were estimated as having the same mean as the no-fault distribution and larger variances. In this case, the standard deviation were estimated as 10 times that of the no fault cases. The variance for the residual with multiple faults was made the same as that with one fault.
Results
Experimental data was taken on a Mercedes E320. Wheel speed and steering angle information was obtained from factory standard sensors used by the electronic stability program. Yaw rate was measured using an automotivegrade gyroscope mounted inside the vehicle.
Twelve data sets of 30 second to 2 minute duration were analyzed. Driving types ranged from parking lot maneuvers to highway lane changes. The tests were performed in the absence of any faults. Faults were simulated and all diagnosis was done in post-processing.
Evaluation of Residual Probability Distributions
The simplifying assumption was made in Section 4 that residuals are normally distributed. This hypothesis was tested for the no-fault case by comparing the residuals with a normal distribution. The result of doing this with the bicycle model is shown in Figure 4 , which shows a histogram plot of the data along with a normal curve fit to the data. This seems to indicate that a normal distribution was a reasonable choice.
Bicycle Model Residual (radk)

Figure 4 Normal fit to bicycle model residual
In order to examine this conclusion more closely, the same data was plotted against a theoretical normal distribution, shown in Figure 5 . If the data had come from a normal distribution, the data would form a straight line. Instead, we see that the last 1% of the data on each end of the distribution has fatter tails than would be expected from a normal distribution. that the sensor and process noise reflected in the residuals is not normally distributed. While this contradicts the Gaussian hypothesis, the closeness of the normal curve fit provides hope that the diagnostic system may still provide useful qualitative diagnoses. Even though the fault probabilities may not be exact, this could be a worthwhile tradeoff since the normal hypothesis saves considerable expense over determining more precise distributions.
Normal Probabildy Plot
Diagnostic System Performance
The diagnostic system was evaluated using simulated sensor faults including biases, offsets, and drifts. Actual datasets were altered to simulate faults, and then diagnosed offline. The accuracy of the diagnosis is dependent on the magnitude of the fault, but in many cases successful diagnoses were obtained with even quite small fault magnitudes.
In order to demonstrate the system's capabilities, we present two different short-duration faults in the same dataset. The first fault is a 0.05 rads offset on the yaw rate gyro. This fault is introduced at t = 69 second:; and disappears 0.5 seconds later. A 1% sensitivity bias on the left front wheel speed sensor appears at t = 70 seconds and also disappears 0.5 seconds later.
Figures 6 and 7 show the residuals as the models respond to the faults. The residuals have been normalized by their standard deviations in order to illustrate their relative magnitudes. Figure 8 shows the fault probabilities, demonstrating the Bayesian network's sensitivity to the faults. Both faults are detected and correctly isolated by the diagnostic system despite their short duration. There is a very slight delay in the detection of the faults, which is a result of the very small probability of fault occurrence used (roughly equivalent to one fault per 15,000 miles). 
Conclusions
A method has been presented that uses a hybrid dynamic Bayesian network to process fault residuals. The method builds on previous work, which made use of multiple, simple models in order to develop low-cost diagnostic systems. By making the Bayesian network both hybrid and dynamic, the accuracy of such a system can be improved.
The direct use of residual values as evidence in the Bayesian network requires continuous probability distributions. The system was successfully demonstrated using simple normal distributions, but it was shown that more complex distributions could readily be incorporated.
Propagating the dynamic Bayesian network requires calculating and storing an exponentially large probability distribution. While manageable for small numbers of faults, exact inference limits the applicability of the method. For this reason, approximate solutions are appealing and are a current area of research.
