Introduction
Stemming algorithm for Arabic words has been an important topic in Arabic information retrieval. Many stemming methods have been developed for Arabic language in IR systems but they suffer from many problems. These stemmers are classified into two categories. The first one is root extraction stemmer like the stemmer introduced by Khoja [1] . He attempts to find roots for Arabic words by first removing prefixes and suffixes, and then tries to determine the root from the stripped words using a dictionary of root words. The second is light stemmers like the stemmer introduced, such as the algorithm developed by Larkey [2] , Darwish [3] and Chen [4] select some prefixes and suffixes to be truncated from the words and produce the stems. We envisage that the approach adopted by Khoja [9] is more appropriate in determining roots or stems, since the dominant present of infixes in Arabic words. The proposed method integrates different stemming techniques, including: morphological analysis, affix-removal and patterns dictionaries.
Arabic language
Arabic is a Semitic language of the same family as the Syriac, Aramaic and Hebrew. Nowadays it is spoken by almost 450 million people in the world and 22 countries as well. The Arabic language is considered as difficult to master in automatic signal processing and Natural language processing because of its morphological and syntactic properties [5, 6] . The research about the automatic processing of Arabic has started in the 1970s. The first studies were primarily focused on lexicons and morphology. We will state some peculiarities of the Arabic language.
 The Arabic alphabet has 34 graphemes including 28 consonants, 3 short vowels and 3 long vowels consonants,  Arabic is written and red from the right to the left.  Letters take different forms depending on their position in the word: initial, median, final or isolate (Table I) . 
Methodology
The analysis involves the following phases ( Figure 1 ):
 Decompose the input text into set of lexical sequences (words).  Normalize the input text;  Eliminate the stop words;  Determine the morphological characteristics for each word;  Remove prefixes and suffixes based on morphological characteristics and various dictionaries;  Determine the possible roots for each word based on patterns dictionaries. 
Tokenization
Tokenization is very important step in natural language processing. The only task to do is to decompose the input text into set of states (words and punctuation). The result of this decomposition is illustrated by the example of figure 2: 
Arabic patterns and affixes.
We have three lists: Patterns, prefixes and suffixes list, which we have based on to determine the root as follows:
Here is an example of segmentation of the word ‫فس‬ ‫ٛعهًٌٕ‬ Table II. 
Stemming Technique
To find the root of the word this technique is based on the pattern matching [6, 7, 8] . The root is extracted after removing the affixes attached to the given word. The root extraction process is started comparing a given word with the patterns list with the same length. We give "1" for similar letters and "0" otherwise, than we take the pattern with has the maximum mark. The Figure 1 describes the pattern matching process in Arabic. It illustrates the full process of root extraction for the word wa-khalaqnakum ‫,ٔخهقُاكى(‬ And created you) according to the corresponding pattern fGalnakum ‫.)فعهُاكى(‬ The root Khalaqa ‫خهق‬ is extracted from the word wa- khalaqnakum ‫)ٔخهقُاكى(‬ by taking the letters of the word that are in the positions of the main letters (
) of the pattern fGalnakum ‫.)فعهُاكى(‬ Extraction of these letters produces the root khalaqa ‫,خهق(‬ create) figure 3. 
Stemming Rules
The stemming algorithm needs some rules to solve problems specific word. So if the extracted root contain the letters ٔ, ٘ and all kinds of Hamza (The letter Hamza takes different forms depending on its position in words and the preceded letter (e.g
‫أل‬ ‫ئ‬ ‫ؤ‬ ‫إ‬ ‫أ‬
).
Replace the Final ‫أ‬ with ٖ
The extracted roots of the words:
 ‫ٔيرعاْا‬ and ‫أرساْا‬ is ‫يرعٗ‬ and ‫أرسٗ‬ respectively.  ‫ْا‬ ‫يا‬ is ‫يا‬  ‫انحٕٛاٌ‬ is ‫حٛاة‬ The Table III shows some results obtained at the output of the software and their appearance frequencies. This task is very important to have the input of lexicons. 
Occurrences
AM_Stemmer output 
Results and Conclusion
To evaluate our system we have collect a database for the experimental retrieval system consists of the Quran collection which contains the Hizb 59 and 60. We have storted the original word with the extracted output of the AM_Stemmer. We have done the mark one (1) for the correct extracted word and zero (0) elsewhere Table 2 . We obtain 88 % as correct extraction. This result push us to evaluate this system for future work.
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