Interferometric observations used in radio astronomy are affected by errors due to the propagation medium such as the ionosphere as well as by the instrument such as the beam shape. Hence, calibration of such observations is essential in order to produce high quality data suitable for scientific endeavors. Traditional calibration implicitly relies on an underlying Gaussian noise model. However, outliers in the data due to interference or model errors would have adverse ef fects on processing based on a Gaussian noise model. In this paper, we propose to improve the robustness of calibration by using a noise model based on the Student's t distribution. Unlike the Gaussian noise model based calibration, traditional nonlinear least squares minimization would not directly extend to a case when we have a Student's t noise model. Therefore, we use Expectation Maximiza tion when we have a Student's t noise model and use the Levenberg Marquardt algorithm in the maximization step. We give simulation results to show the robustness of the proposed calibration method as opposed to traditional Gaussian noise model based calibration. We also give timing comparisons to show that robust calibration could be used with only a small additional overhead in practice.
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IN T RODUCTION
Interferometers are used in radio astronomical observations to en hance the spatial resolution of the observed sky. Starting with the dish based interferometric arrays in the early 1970's, there is a mod em trend in using phased arrays as the building blocks of radio tele scopes (LOFAR [I], SKA [2] ). In order to reach the true potential of such telescopes, calibration is essential. Calibration refers to estima tion of errors introduced by the instrument (such as the beam shape and receiver gain) and also by the propagation path (such as the iono sphere), and correction for such errors, before any imaging is done. Conventionally, calibration is done by observing a known celestial object (called the external calibrator), in addition to the part of the sky being observed. This is improved by self-calibration, which is essentially using the observed sky itself for the calibration. There fore, self calibration entails consideration of both the sky as well as the instrument as unknowns. By iteratively refining the sky and the instrument model, the quality of the calibration is improved by orders of magnitude in comparison to using an external calibrator.
From a signal processing perspective, calibration is essentially the Maximum Likelihood (ML) estimation of the instrument and sky parameters. An in depth overview of existing calibration tech niques can be found in [3] , [4] , [5] and [6] . All such calibration tech niques are based on a Gaussian noise model and minimizing the least squares cost function using a nonlinear optimization technique such as the Levenberg-Marquardt [7] , [8] (LM) algorithm gives the ML estimate. In this paper, we propose to improve the robustness of calibration by assuming a Student's t [9] noise model instead of a Gaussian noise model. Due to this, the traditional least squares min imization is not directly applicable to our problem, and we apply the Expectation Maximization [10] (EM) algorithm to convert calibra tion into an iteratively weighted least squares minimization problem, as proposed in [II] .
Robust data modeling using the Student's t distribution has been applied in many diverse areas of research and [II], [12] and [13] are few such examples. The fundamental motivation for improving robustness is due to various outliers in the data that will degrade the perfonnance of processing based on a Gaussian noise model. In radio interferometry there is a multitude of causes for such outliers:
• Interference caused by man made radio signals is a persistent cause of outliers in the data. However, data affected by such interference is removed before any calibration is performed by flagging [14] .
• The initial sky model used in self calibration is almost always different from the true sky that is observed. Such model errors also create outliers in the data. This is especially significant when we observe a part of the sky that has sources with com plicated, extended structure.
• During day time observations, the Sun could act as a source of interference, especially during high solar activity.
• An interferometer made of phased arrays will have sidelobes that change with time and frequency. It is possible that a strong celestial source, far away from the part of the sky be ing observed, will pass through such a sidelobe. This will also create outliers in the data.
In essence, model errors of the sky as well as the instrument will create outliers in the data and in some situations calibration based on a Gaussian noise model will fail to perfonn satisfactorily. The rest of the paper is organized as follows: In section 2, we give an overview of radio interferometric calibration. Next, in sec tion 3, we discuss the application of Student's t noise model in cal ibration. We also present the weighted LM routine used in calibra tion. In section 4, we present simulation results to show the superi ority of the proposed calibration approach and present conclusions in section 5. The i-th diagonal element of matrix A is given by Aii. The identity matrix is given by I. Real and complex numbers are represented as �and C, respectively. Estimated parameters are denoted by a hat, (. ). All logarithms are to the base e.
DATA MODEL
We give a brief overview of radio interferometry in this section. For more information about radio interferometry, the reader is referred to [15] , and [16] for the data model in particular. We consider the ra dio frequency sky to be composed of discrete sources, far away from the earth such that the approaching radiation from each one of them appears to be plane waves. We decompose the contribution from the Consider the correlation of signals at the p-th receiver and the q-th receiver, as shown in Fig. 1, with proper signal delay. After cor relation, the correlated signal of the p-th station and the q-th station (named as the visibilities), V pq = E {v p v:} is given by (2) . (2) i=l In (2), J p and J q are the Jones matrices describing errors at station p and q, respectively. The 2 by 2 noise matrix is given as N. The con tribution from the i-th source is given by the 2 by 2 matrix Ci. In (2), we have assumed there are K sources contributing to the observed signal.
In calibration, we estimate the unknowns Jp for p E [1, Nl, and let us denote the estimated value as J p. Before imaging, the observed data is corrected as
where I is a small real value chosen to improve the robustness. Ini tially, the source infonnation Ci-s are only partially known. How ever, by iterative calibration and imaging, this infonnation is up dated.
The vectorized form of (2), v pq = vec(V pq) can be written as 
as done in current calibration approaches [3] , [4] , [5] , [6] . In the next section, we shall investigate calibration when II is not assumed to be Gaussian.
ROBUST CALIBRATION
We briefly describe the univariate Student's t distribution [11] , [ 12] .
Let X be a random variable with a nonnal distribution N(IL, 0-2 /U)
where U is a also a random variable. Then the conditional distribu tion of X is
We consider U to have a gamma distribution, U rv gamma( �, � ) ,
where v is a positive integer. The density function of u can be given as
Then, the marginal distribution of X is 2 r('/ + l) ( 1 x -fL 2)-� ( I/ + l) p ( X ;fL , CT , v) = ( Il" v) 1/2h �) CT 1+ -;:; (-CT-) (10) We consider the noise vector n in (6) to have independent, iden tically distributed entries, with the distribution given by (10) with fL = 0 and CT = 1. Then, the i-th element of the vector y (de noted by Yi) in (6) will have a similar distribution with CT = 1 and fLi = fi(B), where fi(B) is the i-th element of the function f(B).
Then, the log-likelihood function will be (ignoring constant tenns)
The ML estimate is obtained by minimizing L( B I v) with respect to B and v is typically given a priori. Note that (11) does not have a least squares cost function as in the case with Gaussian noise. Therefore, least squares minimization algorithms such as LM will not work di rectly with (11) . In order to use LM in calibration with (II), we use EM as given in [11] . The E step in the EM algorithm involves the conditional estimation of hidden variables Ui (or the weights Wi) as Once Ui is known, Y i has a nonnal distribution with variance de tennined by Wi. Therefore, in the M step of the EM algorithm, we minimize the weighted least squares cost function (13) where Ci is a scaling constant to keep the sum of the weights L i Wi fixed. With this fonnulation at hand, we present the LM algorithm for robust calibration in Algorithm I. The additional infonnation needed in Algorithm 1 is the Jacobian of f( B), i.e., J (B) = a��), that can be calculated in closed form using (2) and (4). The diagonal matrix with the weights yWi as its diagonal entries is given by W.
The selection of v is done by trial and error but it is also possible to estimate this from the data [II].
SI MULATION RESULTS
In this section, we present a simple simulation to test the robustness of the proposed algorithm. We have implemented Algorithm I as well as the nonnal LM algorithm using Graphics Processing Units (GPU) acceleration as described in [19] . We simulate an observation of 4 sources by an interferometer with N = 50 stations. The image without any errors made by this interferometer is shown in Fig. 2 .
The four sources numbered 1, 2 ,3,4 in Fig. 2 has intensities 5, 3, 6 and 1 flux units, respectively. The duration of the simulated observa tion is 6 hours while each data sample has a duration of 10 seconds.
Next, we add gain and phase errors (sinusoids with random phase and frequency) to the simulation. We also add noise (zero mean white Gaussian) with a SNR=50 to this simulation. In Fig. 3 , we show the image made after adding these errors. All four sources have completely disappeared from Fig. 3 . Therefore, it is obvious that calibration is essential to recover the true observed image in this case. found +-(1Igll= < E1); fL +-T max Aii
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Bnew +-B + h Nonnalize weights Wi +-;'I n . We calibrate the simulated data using both the nonnal LM and the robust LM presented in Algorithm I. In both cases, as our sky model, we only use sources 1,2 and 3. In other words, we deliber ately make an error in our sky model by omitting source 4. For the nonnal LM, we use 24 iterations for each time sample. The initial values for f} are set by making Jp = I for p E [1, N] . We have shown the results after normal calibration in Fig. 4 . From Fig. 6 we conclude that the robust calibration has about 15% overhead compared with nonnal calibration, especially at high values of N. We also conclude that both algorithms has approxi-mately O(N2) complexity.
CONCLUSIONS
We have presented the use of Student's t distribution in radio interfer ometric calibration. Compared with traditional calibration that has an underlying Gaussian noise model, robust calibration is less sus ceptible to outliers in the data. This is especially useful when there are model errors due to incomplete knowledge of the sky, as well as the instrument. We have also given timing comparisons that show with only about 15% overhead, we could significantly improve the robustness of calibration.
