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Tutor: José A. Facenda Aguirre
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Abstract
The comparison of quantities is an essential tool in mathematics. The art of inequalities
is found in the clever, often subtle methods used to generate and verify them. The science of
inequalities lies in their careful interpretation and in the knowledge of their scope and limita-
tions. In this work we study some fundamental inequalities in mathematics.
In the first chapter we prove the arithmetic - geometric mean inequality. A plenty of proofs
of this inequality are known, induction, backward induction, use of Jensen inequality, swapping
terms, use of Lagrange multiplier, convexity. We include the Cauchy original proof and another
one due to Pólya.
We deal with convexity in second chapter. The Jensen inequality give us a new proof of
the arithmetic - geometric mean inequality with arbitrary weights. Also, from the inequality of
Young we derive the Hölder inequality with positive weights.
In the third chapter we study the behavior of weighted means of order p, including the extre-
me cases p = ±∞. We prove the equivalence between some studied inequalities: the arithmetic
- geometric mean inequality, Hölder inequality and weighted power mean inequality.
The fourth chapter is dedicated to the Carleman’s inequality. In 1923, Carleman gave ne-
cessary and sufficient conditions for functions not to be quasi-analytic. As a lemma (stated as a
theorem) for one of the implications, Carleman proved that
∞∑
k=1




if (ak) is a sequence of real positive numbers and the sum on the righthand side is convergent.
The constant e is sharp. We begin with Carleson original proof. In 1926 George Pólya gave an
elegant proof that depended on little more than the arithmetic - geometric mean inequality. We
also include proofs by Knopp and Redheffer.
























Several years after Hilbert’s discovery, Issai Schur provided a new proof which showed Hilbert’s
inequality actually holds with constant π. Hilbert evaluated certain trigonometric integrals to
prove his inequality. Nevertheless, we prove this inequality through an appropriate application
of Cauchy - Schwarz inequality. We also give the integral version of this inequality and we
derive from it a finer version of Hilbert’s inequality. We conclude the chapter demonstrating the
generalization of Schur.
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where (an) is a nonnegative p-power summable sequence, An = a1 + · · ·+ an and 1 < p < ∞,
known as Hardy inequality because this mathematician, in his search for a new proof of Hilbert’s
double series theorem proved it in 1920, although with another constant that was later rectified
by Landau in 1926. As in the previous chapter, we also demonstrate the integral version. Our
proof of Hardy’s inequality is due to Elliot (1926) and that of the integral version is essentially
Hardy’s original proof. Hardy’s inequality allow us to give a new proof of Carleman’s inequality.
We now prove the integral version of this inequality, known a Knopp inequality. It will be












where ϕ : [0,∞) → R is differentiable convex function with ϕ(0) = 0 and −1 < α < ∞. The
constant eα+1 is sharp. This inequality yield both Carleman’s inequality and Knopp’s inequality
as corollaries.
Introducción
El objetivo de este trabajo es presentar ciertas desigualdades clásicas en el campo del Análi-
sis Matemático.
Comenzamos con la desigualdad entre las medias aritmética y geométrica, de la que damos
varias demostraciones, entre las que se incluyen la prueba original de Cauchy, en la que usa el
método de “inducción hacia atrás”, ası́ como otra muy interesante debida a Pólya que prueba la
desigualdad con pesos, usando una propiedad de la función exponencial. Pólya habı́a referido
que la demostración le vino en un sueño, y años más tarde, preguntado al respecto, comentó
que eran las mejores matemáticas que habı́a soñado nunca1.
La convexidad es uno de los pilares fundamentales en la teorı́a de desigualdades, y a ella le
dedicamos el segundo capı́tulo de nuestro trabajo. Comenzamos con la desigualdad de Jensen,
probada por este matemático danés en 1906, que incluye como casos particulares otras de-
sigualdades, como por ejemplo la que vimos en el capı́tulo anterior sobre las medias aritmética
y geométrica con pesos.
También deducimos como consecuencia la desigualdad de Young y la de Hölder, esta última
tanto en los casos p > 1 como 0 < p < 1.
En el tercer capı́tulo introducimos las medias elementales, com pesos o sin ellos. Si x ∈ Rn
es un vector con coordenadas positivas, p es un número real no nulo y α1 + · · · + αn = 1,












El objetivo es probar que la aplicación p ∈ R 7→ Mp es una aplicación continua en la recta
real, y ello nos llevará a estudiar como definir M0, M∞ y M−∞. En este sentido se prueba que
lı́m
p→0
Mp(x,α) = xα11 x
α2
2 · · · xαnn ,
que conduce a la definición lógica de M0(x,α). Asimismo, demostramos que
lı́m
p→+∞Mp(x,α) = máx{x1, . . . , xn}, lı́mp→−∞Mp(x,α) =∈ {x1, . . . , xn},
que nos llevan a las definiciones de M∞ y M−∞. Probamos también que la aplicación p 7→ Mp
es creciente en R.
Estudiamos también la desigualdad de Minkowski para estas medias, tanto en los casos
p ≥ 1 como p < 1 y damos el paso a integrales, probando las desigualdades de Hölder y
Minkowski en este campo.
1Véase [11], página 23.
x Introducción
Finalizamos el tema probando la equivalencia entre ciertas desigualdades estudiadas hasta
el momento.
El capı́tulo 4 está dedicado a la desigualdad de Carleman, demostrada por este matemático
sueco en 1922 (véase [2]): si
∑
n≥1 an es una serie convergente de números reales no negativos
entonces ∞∑
n=1




El trabajo citado de Carleman trata sobre funciones quasi-analı́ticas. Difı́cilmente podı́a pensar
en ese momento que su desigualdad despertara tal interés. Existe una versión continua que se
atribuye a Knopp (aunque parece ser que Pólya fue el primero que la descubrió y a veces se
conoce como desigualdad de Pólya-Knopp) y se verá en el capı́tulo 6.
Se incluyen varias pruebas de ella, comenzando por la propia de Carleman. En ella, el autor
demuestra la desigualdad calculando el máximo de cierta expresión bajo una condición, que
resuelve aplicando el método de los multiplicadores de Lagrange.
La demostración de Knopp es corta, usa series telescópicas y la desigualdad ya demostrada
anteriormente de las medias aritmética y geométrica.
Pólya publicó una demostración en 19252. En 1949 explicó en su trabajo [9] como encontró
esa prueba. También usa series telescópicas, y su resultado es más fuerte que el inicial de Car-
leman.
En [10], Redheffer unifica demostraciones de desigualdades conocidas (Hardy, Knopp, Pólya,
Hölder, Abel, Carleman) mediante una técnica que denomina desigualdades recurrentes.
Terminamos el capı́tulo dando una última demostración de la desigualdad de Carleman que
se deduce de la acotación de los términos de la serie. Si an ≥ 0 entonces
(a1a2 · · · an)1/n ≤ e2n2
n∑
k=1
(2k − 1)ak, n = 1, 2, . . .
La desigualdad de Hilbert, que afirma que dadas dos sucesiones (an) y (bn) de números























se prueba en el capı́tulo 5. Schur probó que la desigualdad es cierta también sustituyendo 2π
por π. De hecho, π es la mejor constante. Comenzamos dicho capı́tulo probando una ecuación
funcional de la función Γ que será necesaria en el proceso, en concreto,
Γ(z)Γ(1 − z) = π
sen πz
.
Hilbert demostró la desigualdad evaluando ciertas integrales trigonométricas. La prueba que
incluimos en el trabajo usa la desigualdad de Cauchy-Schwarz eligiendo adecuadamente una
familia paramétrica.
Como dice J. Michael Steele (véase [11], página 161), cada vez que aparece π en un pro-
blema sin cı́rculo a la vista, hay cierto misterio. Hay veces en que ese misterio permanece
sin explicación satisfactoria, pero no sucede ası́ en el caso de la desigualdad de Hilbert. En
2G. Pólya. Proof of an inequality. Proc. London Math. Soc. (2), 24, (1925), 55.
Introducción xi
1993, Krysztof Oleszkiewicz (véase [8]) encontró una explicación geométrica a la aparición del
número π, que incluimos en el trabajo.
Probamos en este capı́tulo la versión integral de la desigualdad de Hilbert, y deducimos de
ella una versión más fina que la discreta probada inicialmente.
Terminamos el capı́tulo viendo dos resultados más. Por una parte, la demostración dada por
Toeplitz en 1910 de la desigualdad de Hilbert, demostración elemental pero válida solamente
parea sumas finitas. Por otra, la generalización de Schur de la desigualdad: si am y bn son























Este recorrido entre desigualdades acaba en el capı́tulo 6, donde abordamos la conocida
desigualdad de Hardy, tanto en su versión discreta: si 1 < p < ∞, (an) es una sucesión de













como continua: si 1 < p < ∞, f : [0,∞) → [0,∞) es una función de potencia p-ésima
integrable no idénticamente nula y F(x) =
∫ x
0














Hardy probó su desigualdad en 1920, buscando otra demostración de la desigualdad de Hilbert.
La demostración dada en el trabajo de la versión discreta se debe a Elliot3 y la de la continua es
esencialmente la prueba que hizo el propio Hardy.
Consecuencia de la desigualdad de Hardy es la desigualdad de Carleman de nuevo, ası́
como la versión integral de la misma, conocida como desigualdad de Knopp que se prueba en
este último capı́tulo.
El capı́tulo finaliza probando una desigualdad atribuida a Lennart Carleson en 1954, que
nos proporciona nuevas demostraciones de las desigualdades de Carleman y Knopp, esta última
para funciones decrecientes.




Cauchy y las medias
La comparación de cantidades es una herramienta esencial en matemáticas. Vamos a es-
tudiar en este trabajo algunas de las desigualdades más conocidas en el campo del Análisis
Matemático.
En el presente capı́tulo se pretende mostrar la utilidad de una desigualdad tan elemental co-
mo la relación entre las medias aritmética y geométrica, y veremos la demostraciones realizadas
por Cauchy y Pólya.
1.1. Desigualdad de Bernoulli y consecuencias
Comenzamos con una desigualdad clásica, publicada por Jacob Bernoulli en la segunda
página de su trabajo Positiones Arithmeticae de Seriebus Infinitis (Basel, 1689).
Teorema 1.1 (Desigualdad de Bernoulli). Si x ≥ −1, entonces (1 + x)n ≥ 1 + nx para todo
natural n = 1, 2, 3, . . . . La igualdad se da solo si n = 1 o bien x = 0.
Demostración. Fijemos x ≥ −1. La desigualdad se cumple claramente para n = 1, luego si
suponemos que (1 + x)n ≥ 1 + nx para algún n > 1, entonces:
(1 + x)n+1 = (1 + x)(1 + x)n
≥ (1 + x)(1 + nx) (porque 1 + x ≥ 0) (1.1)
= 1 + (n + 1)x + nx2
≥ 1 + (n + 1)x. (1.2)
Ası́, la desigualdad es válida para todo n = 1, 2, 3, . . . .
Obsérvese que la igualdad ocurre solo si n = 1 o x = 0, la igualdad en (1.2) fuerza que
x = 0. 
Podemos pues enunciar el resultado anterior afirmando que si x ≥ −1, x , 0, entonces
(1 + x)n > 1 + nx para todo n = 2, 3, 4, . . . .
Corolario 1.2. Dados x, y > 0, tenemos que(x + y)n > xn + nxn−1y para todo n = 2, 3, 4, . . . .
La igualdad solo puede ocurrir si y = 0.
Demostración. Basta aplicar el comentario anterior, pues












= xn + nxn−1y.

2 1. Cauchy y las medias
Consecuencia directa es el conocido resultado, que usaremos en algún momento en este
trabajo, sobre la sucesión que define el número e.

















> 1. Para ello, reescribimos y apli-












































































para n ≥ 6.


























· 2 · n! = (n + 1)!
1.2. Desigualdad de las medias aritmética y geométrica
La desigualdad de Bernoulli es aparentemente buena, vamos a probar a partir de ella una
desigualdad ya demostrada por Cauchy, la conocida desigualdad entre las medias aritméticas y
geométricas de un conjunto de números reales.
Teorema 1.5 (Desigualdad de las medias aritmética y geométrica). Dados n ∈ N y números
positivos a1, a2, . . . , an, se cumple que
(a1a2 · · · an)1/n ≤ a1 + a2 + · · ·+ ann (AGM)
con igualdad si y solo si a1 = a2 = · · · = an.
Desigualdad de las medias aritmética y geométrica 3
Demostración. Lo probamos por el método de inducción matemática. La desigualdad es verda-
deramente cierta para n = 1, y no es difı́cil establecerla para n = 2. Veámoslo:
(a1 − a2)2 ≥ 0
a21 − 2a1x2 + a22 ≥ 0
a21 + 2a1a2 + a
2
2 ≥ 4a1x2







Por lo tanto, supongamos que el teorema se cumple para algún n natural y para todas las
elecciones a1, a2, . . . , an > 0. Como an+1 > 0, vamos a suponer (por simplificar la notación)
que an+1 ≥ ak para k = 1, . . . , n (si no fuera ası́, basta reordenar los términos).
Convengamos también en escribir








donde, por lo supuesto, an+1 ≥ An. Por lo tanto, por el corolario (1.2),







≥ an+1Gnn = Gn+1n+1 (1.4)
Tengamos en cuenta que la igualdad en (1.3) fuerza a que an+1 = An, mientras la igualdad en
(1.4) fuerza a que a1 = a2 = · · · = an+1 (por hipótesis). Por lo tanto, la igualdad en todas
partes darı́a a1 = a2 = · · · = an+1.

Veamos a continuación algunas aplicaciones de esta desigualdad.
Teorema 1.6. El área de un triángulo de perı́metro dado 2p = a + b + c es máxima si los
lados a, b y c son iguales.
Demostración. En un triángulo no degenerado, la suma de las longitudes de dos lados cuales-
quiera es estrictamente mayor que el tercero, luego 2p = a+ b+ c > 2c e igual con los demás,
por lo que
p − a, p − b, p − c
son positivos. Por la fórmula de Heron para el área y el teorema 1.5,
A2 = p(p − a)(p − b)(p − c) ≤ p
(







con igualdad si y solo si a = b = c.

4 1. Cauchy y las medias
Figura 1.1: Demostración visual de la desigualdad de las medias aritmética y geométrica.
































· 1 = 1 + ξ
n
,
y la desigualdad es estricta se ξ , 0.

Observemos que si en el resultado anterior ponemos t = ξ/n > −m/n y tomamos raı́ces
m-ésimas, obtenemos
(1 + t)n/m ≥ 1 + n
m
t.
Esta desigualdad es trivialmente cierta para −1 ≤ t ≤ −mn . Ası́ que para todo t ≥ −1 y racional
p ≥ 1, se cumple que
(1 + t)p ≥ 1 + pt,
que es la versión “racional” de la desigualdad de Bernoulli, y enunciamos como teorema.
Teorema 1.8 (Versión racional de la desigualdad de Bernoulli). Si t ≥ −1 y r ∈ Q, r ≥ 1, se
verifica que
(1 + t)r ≥ 1 + rt.
Vamos a terminar esta sección viendo una versión de la desigualdad entre las medias aritméti-
ca y geométrica para números complejos.
Teorema 1.9. Sean z1, z2, . . . , zn números complejos tales que si z j = ρ jeiθ j entonces
0 ≤ ρ j < ∞, 0 ≤ |θ j| < ψ < π/2, 1 ≤ j ≤ n.
Entonces
(cosψ) |z1z2 · · · zn|1/n ≤ 1n |z1 + z2 + · · ·+ zn|.
Desigualdad de las medias aritmética y geométrica 536 The AM-GM Inequality
Any n points inside the
complex right half plane
are contained in a symmetric
cone with central angle 2ψ
with 0 ≤ ψ < π.
Fig. 2.5. The complex analog of the AM-GM inequality provides a nontrivial
bound on the product |z1z2 · · · zn|1/n provided that zj , j = 1, 2, . . . , n are in
the interior of the right half-plane. The quality of the bound depends on the
central angle of the cone that contains the points.
Exercise 2.13 (An AM-GM Inequality for Complex Numbers)
Consider a set S of n complex numbers z1, z2, . . . , zn for which the
polar forms zj = ρje
iθj satisfy the constraints
0 ≤ ρj < ∞ and 0 ≤ |θj | < ψ < π/2, 1 ≤ j ≤ n.
As one sees in Figure 2.5, the spread in the arguments of the zj ∈ S is




|z1z2 · · · zn|1/n ≤
1
n
|z1 + z2 + · · · + zn|. (2.35)
Here one should note that if the zj , j = 1, 2, . . . , n are all real numbers,
then one can take ψ = 0, in which case the bound (2.35) recaptures the
usual AM-GM inequality.
Exercise 2.14 (A Leap-Forward Fall-Back Tour de Force)
One can use Cauchy’s leap-forward fall-back method of induction to
prove that for all nonnegative x1, x2,. . . ,xm and for all integer powers
n = 1, 2, . . . one has the bound
#







2 + · · · + xnm
m
. (2.36)
This is a special case of the power mean inequality which we develop
at length in Chapter 8, but here the focus is on mastery of technique.
This exercise leads to one of the more sustained applications of Cauchy’s
method that one is likely to meet.
Figura 1.2: Complejos en el semiplano<(z) > 0.
Como vemos en la figura de arriba, los números complejos están contenidos en un cono
simétrico de ángulo ntral 2ψ con 0 ≤ ψ < π.
Demostración. Sabemos que |<(z)| ≤ |z| y <(z + w) = <(z) +<(w), ası́ que como en
nuestro caso es<(z j) = ρ j cos θ j,
|z1 + z2 + · · ·+ zn| ≥ |<(z1 + z2 + · · ·+ zn)|
= |z1 cos θ1 + |z2| cos θ2 + · · ·+ |zn| cos θn
≥ (|z1|+ |z2|+ · · ·+ |zn|) cosψ
≥ n (|z1| |z1| · · · |zn|)1/n cosψ,
donde hemos usado que el coseno es decreciente en [0, π/2] y hemos aplicado la desigualdad
de las medias aritmética y geométrica a los números reales no negativos |z j|, 1 ≤ ≤ n.

Si los z j son reales podemos tomar ψ = 0 y la desigualdad es la ya conocida de las medias.
1.2.1. La demostración de Cauchy
La desigualdad de Cauchy (o de Cauchy-Schwarz) para números reales nos dice que
a1b1 + a2b2 + · · ·+ anbn ≤
√
a21 + · · ·+ a2n
√
b21 + · · ·+ b2n.
Es muy conocida y ampliamente usada. ¿Cómo la podemos probar? Es obviamente cierta para
n = 1, y para n = 2 la desigualdad es
(a1b1 + a2b2)2 ≤ (a21 + a22)(b21 + b22).
Podemos ver que esta desigualdad también es cierta. No hay nada más sistemático que desarro-
llar ambos miembros y llegar a la expresión
a21b
2




2 ≤ a21b21 + a21b22 + a22b21 + a22b22
6 1. Cauchy y las medias
y simplificarla para llegar a
0 ≤ (a1b2)2 − 2(a1b2)(a2b1) + (a2b1)2,
que no es más que
(a1b2 − a2b1)2
lo que nos permite concluir que la desigualdad de Cauchy también es cierta para n = 2.
Para probar la desigualdad de Cauchy recurrimos a inducción. Si denotamos por H(n) el
hecho de que la desigualdad de Cauchy es cierta para n, necesitamos probar que H(2) y H(n)
implican que H(n + 1) es cierta. Para ello,
a1b1 + a2b2 + · · ·+ anbn + an+1bn+1


















2 + · · ·+ b2n + b2n+1,
donde en la primera desigualdad hemos usado la hipótesis de inducción H(n) y en la segunda






La dificultad de esta prueba está en el último paso, donde necesitamos ver como usar H(2).
Aunque modesta, anticipa la naturaleza del reto que uno puede encontrarse en situaciones más
complejas.







, ∀x, y ∈ R.
En principio, no puede esperar uno mucho de una desigualdad que viene simplemente de la
observación de ser (x − y)2 ≥ 0.
Si x e y son no negativos, la desigualdad nos dice que el área de un rectángulo de lados x
e y nunca es mayor que la media de las áreas de dos cuadrados de lados x e y. Sin embargo,




xy < 2x + 2y, ∀x , y, x, y > 0. (1.5)
Y esta desigualdad tiene una interpretación más interesante. Supongamos que consideramos
el conjunto de todos los rectángulos de área A y lados x e y. Como A = xy, la desigualdad (1.5)
nos dice un cuadrado cuyos lados miden s =
√
xy debe tener el menor perı́metro entre todos
los rectángulos de área A. O lo que es equivalente, la desigualdad nos dice que entre todos los
rectángulos de perı́metro p, el cuadrado de lado s = p/4 tiene área máxima.
Ası́ que la desigualdad (1.5) no es más que una versión rectangular de la propiedad isope-
rimétrica del cı́rculo, que dice que entre todas las regiones planas de perı́metro p, el cı́rculo de
circunferencia p tiene la mayor área.
De esta interpretación isoperimétrica de la desigualdad (1.5) podemos pasar a pensar su
análogo en R3. Es decir, que un cubo tiene el mayor volumen entre todos los paralelepı́pedos
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rectangulares de área dada. Y pasar a Rn, una caja en Rn tiene 2n esquinas, en cada una de ellas
coinciden n lados de la caja. Si llamamos a1, a2, . . . , an sus longitudes, la intuición nos lleva a
suponer que un cubo con lado S /n debe tener el mayor volumen entre todos las cajas para las
que a1 + a2 + · · ·+ an = S . Y esto nos conduce a la desigualdad entre las medias aritméticas
y geométricas.
Veamos la demostración de Cauchy del teorema 1.5. La demostración original de Cauchy
de la AGM usa una técnica llamada “Inducción hacia atrás”.
Para n = 2 sigue directamente de la desigualdad elemental
√
xy ≤ (x + y)/2 que ya









≤ a1 + a2 + a3 + a4
4
. (1.6)
Esta desigualdad prueba (1.5) para n = 4, y la nueva cota (1.6) puede usarse otra vez con la
desigualdad inicial
√
xy ≤ (x + y)/2 para probar que






≤ a1 + a2 + · · ·+ a8
8
, (1.7)
que confirma que (1.5) es cierto para n = 8.
Está claro el proceso que siguió Cauchy. Podemos usar inducción o repetir este razonamien-
to k veces para deducir que
(a1a2 · · · a2k)1/2
k ≤ a1 + a2 + · · ·+ a2k
2k
, ∀k ≥ 1. (1.8)
Es decir, está probada la desigualdad para las potencias de 2, y necesitamos verificarlo para
el resto. El plan consiste en elegir n ∈ N y k tal que n < 2k; dados a1, a2, . . . , an definir una
sucesión mayor a1, a2, . . . , a2k a la que aplicarle la desigualdad (1.8).
Definamos αi = ai si 1 ≤ i ≤ n y
αi =
a1 + a2 + · · ·+ an
n
= A n < i ≤ 2k.
En definitiva, simplemente añadimos a la sucesión original {ai : 1 ≤ i ≤ n} suficientes copias
de la media A para obtener la sucesión {αi : 1 ≤ i ≤ 2k} que tiene de longitud 2k. La media A
aparece 2k − n veces en la sucesión {αi}, ası́ que aplicando la desigualdad (1.8), tenemos que
(
a1a2 · · · an · A2k−n
)1/2k








(a1a2 · · · an)1/2k ≤ An/2k ,
de donde concluimos que
(a1a2 · · · an)1/n ≤ a1 + a2 + · · ·+ ann .
Como corolario obtenemos un caso particular de la desigualdad de Young, que probaremos
en el siguiente capı́tulo.
8 1. Cauchy y las medias
Corolario 1.10. Sean x, y > 0 y 1 ≤ m < n. Entonces,
xm/ny1−m/n ≤ mx + (n −m)y
n
.
Es decir, si r es racional y r ∈ (0, 1) entonces
xry1−r ≤ rx + (1 − r)y.
Demostración. Basta considerar la sucesión ai, con 1 ≤ i ≤ n definida por
ai =

x, si 1 ≤ i ≤ m
y, si m + 1 ≤ i ≤ n





a1a2 · · · an ≤ a1 + a2 + · · ·+ ann =




El razonamiento empleado en el corolario anterior no hace ver que la desigualdad de las
medias aritmética y geométrica admite unas generalizaciones que vamos a ver a continuación.
Teorema 1.11 (Desigualdad con pesos racionales). Sean p1, p2, . . . , pn números racionales no
negativos que suman uno. Cualesquiera que sean a1, a2, . . . , an no negativos, se cumple que
ap11 a
p2
2 · · · a
pn
n ≤ p1a1 + p2a2 + · · ·+ pnan. (1.9)
Demostración. Sea M natural tal que para cada j, p j = k j/M para algún entero k j. El resultado
sigue de aplicar la desigualdad a una sucesión de longitud M con términos que se repiten. Esta
sucesión está formada por k j copias de a j, para 1 ≤ j ≤ n.

Establecida la desigualdad (1.9), la misma es válida para pesos p j ≥ 0 arbitrarios sin más
que hacer un proceso de “paso al lı́mite”. Basta elegir una sucesión de números p j(t), j =
1, 2, . . . , n y t = 1, 2, . . . de modo que
p j(t) ≥ 0,
n∑
j=1
p j(t) = 1, lı́m
t→∞ p j(t) = p j.
Se aplica la desigualdad (1.9) a las n-tuplas (p1(t), p2(t), . . . , pn(t)) y, finalmente, hacemos
n → ∞ para obtener el resultado. Veremos a continuación la demostración de Pólya de este
resultado.
1.2.2. La demostración de Pólya
La desigualdad (1.5) tiene muchas demostraciones; en este apartado vamos a exponer la que
hizo el matemático Pólya, que según comentó, le vino en un sueño. Preguntado años más tarde
por esa prueba, Pólya contestó que fueron las mejores matemáticas que habı́a soñado.
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Al igual que Cauchy, Pólya comienza observando una propiedad de la función no negativa
x 7→ ex, en lugar de x 7→ x2.
The AM-GM Inequality 23
Fig. 2.1. The line y = 1 + x is tangent to the curve y = ex at the point x = 0,
and the line is below the curve for all x ∈ R. Thus, we have 1 + x ≤ ex for
all x ∈ R, and, moreover, the inequality is strict except when x = 0. Here
one should note that the y-axis has been scaled so that e is the unit; thus, the
divergence of the two functions is more rapid than the figure may suggest.
particularly charming proof is due to George Pólya who reported that
the proof came to him in a dream. In fact, when asked about his proof
years later Pólya replied that it was the best mathematics he had ever
dreamt.
Like Cauchy, Pólya begins his proof with a simple observation about a
nonnegative function, except Pólya calls on the function x !→ ex rather
than the function x !→ x2. The graph of y = ex in Figure 2.1 illustrates
the property of y = ex that is the key to Pólya’s proof; specifically, it
shows that the tangent line y = 1 + x runs below the curve y = ex, so
one has the bound
1 + x ≤ ex for all x ∈ R. (2.8)
Naturally, there are analytic proofs of this inequality; for example, Ex-
ercise 2.2 suggests a proof by induction, but the evidence of Figure 2.1
is all one needs to move to the next challenge.
Problem 2.3 (The General AM-GM Inequality)
Take the hint of exploiting the exponential bound, and discover Pólya’s
proof for yourself; that is, show that the inequality (2.8) implies that
ap11 a
p2
2 · · · apnn ≤ p1a1 + p2a2 + · · · + pnan (2.9)
for nonnegative real numbers a1, a2, . . . , an and each sequence p1, p2, . . . , pn
of positive real numbers which sums to one.
Figura 1.3: Curva y = ex y tangente en el origen.
La figura 1.3 ilustra la propiedad clave en la prueba de Pólya, la tangente y = 1+ x está por
debajo de la curva y = ex, ası́ que
1 + x ≤ ex ∀x ∈ R. (1.10)
Enunciamos la desigualdad de las edias aritmética y geométrica con pesos arbitrarios.
Teorema 1.12 (Desigualdad con pesos arbitrarios). Sean p1, p2, . . . , pn > 0 tales que
∑n
i=1 pi =
1. Si a1, a2, . . . , an son números reales no negativos, entonces se cumple que
ap11 a
p2
2 · · · a
pn
n ≤ p1a1 + p2a2 + · · ·+ pnan. (1.11)
Demostración. Sabemos que
x ≤ ex−1, ∀x ∈ R.
Aplicando esta desigualdad tenemos que




2 · · · a
pn
n ≤ R(a1, a2, . . . , an) = e
∑n
k=1 pkak−1 (1.12)
Luego la media geométrica G = ap11 a
p2
2 · · · a
pn
n está acotada superiormente por R = R(a1, a2, . . . , an),
y vamos a ver la relación de esta cantidad con la media aritmética
A = p1a1 + p2a2 + · · ·+ pnan,
que es donde el problema se vuelve interesa te.
Si nos preguntamos por una relación entre A y R, tenemos una respuesta inmediata. De la
cota
A ≤ eA−1
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vemos que R es también una cota superior de A, es decir, tenemos que
máx{ap11 a
p2
2 · · · a
pn
n , p1a1 + p2a2 + · · ·+ pnan} ≤ e
∑n
k=1 pkak−1. (1.13)
La cota (1.13) proporciona una relación entre A y G en el caso especial en que uno de los
elementos de la izquierda es igual al término de la derecha. Veamos como manejar esta si-
tuación. Para ello, vamos a recurrir a la normalización. Consideramos nuevas variables αk,
















A −1 = 1,
y queda probada la desigualdad.











y siempre es cierto que
ak
A
≤ e akA −1,













A −1 = 1 (1.15)
a menos que ak = A para todo k = 1, 2, . . . , n. En otras palabras, tenemos que se da la igualdad
en (1.11) si y solo si
a1 = a2 = · · · = an.
Podemos decir que las desigualdades (1.14) y (1.15) constituyen la prueba de la desigualdad
generalizada a pesos arbitrarios entre las medias aritmética y geométrica.
Terminamos este capı́tulo demostrando un resultado equivalente a la desigualdad de las me-
dias aritmética y geométrica con una interpretación muy intuitiva, que formaliza el comentario
que hacı́amos en la página 7.
Teorema 1.13. El teorema 1.5 es equivalente al siguiente enunciado: sean a1, a2, . . . , an > 0,
se cumple que
1. si a1a2 · · · an = 1 entonces a1 + a2 + · · ·+ an ≥ n.






Demostración. Es inmediato comprobar que el teorema 1.5 implica este resultado.
Supongamos que se cumple la primera condición. Sean G = n
√
a1a2 · · · an y bi = ai/G,
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que es equivalente a
n√a1a2 · · · an ≤ a1 + a2 + · · ·+ ann .
Si se cumple la segunda condición del enunciado, sean A =
a1 + a2 + · · ·+ an
n
y para
1 ≤ i ≤ n, ci = ai/(nA). Es c1 + c2 + · · ·+ cn = 1 luego






que es equivalente de nuevo a la desigualdad G ≤ A.

Corolario 1.14. 1. Entre todos los paralelepı́pedos de volumen dado en Rn el de menos
perı́metro es el cubo.
2. Entre todos los paralelepı́pedos de perı́metro dado en Rn el de mayor volumen es el cubo.
1.3. Equivalencia entre las desigualdades AGM y Bernoulli
Hemos dado en la sección anterior un par de demostraciones de la desigualdad entre las
medias aritmética y geométrica, de la que se conocen muchas, en concreto, en [1] se dan 74.
En la primera sección probamos la desigualdad de Bernoulli. Vamos a ver a continuación que
ambas son equivalentes, véase [7]. Recordemos que la desigualdad de las medias aritmética y
geométrica es:
(a1a2 · · · an)1/n ≤ a1 + a2 + · · ·+ ann , (∀an > 0). (AGM)
mientras que la de Bernoulli es
xn ≥ 1 + n(x − 1), ∀x > 0, ∀n ∈N. (B)
Teorema 1.15. Las desigualdades (AGM) y (B) son equivalentes.
Demostración. (B) ⇒ (AGM). Definamos
An =
a1 + a2 + · · ·+ an
n
.



















Ann ≥ an · An−1n−1.
Usando esta desigualdad reiteradamente, tenemos entonces que
Ann ≥ an · An−1n−1 ≥ an · an−1 · An−2n−2
≥ · · · ≥ an · an−1 · · · a2 · A11
= an · an−1 · · · a2 · a1,
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y obtenemos la desigualdad (AGM).
(AGM) ⇒ (B). Para n = 1 se da la igualdad en la desigualdad de Bernoulli. Si n ≥ 2 y
0 < x ≤ 1 − 1
n
, entonces
xn > 0 ≥ 1 + n(x − 1),




1 + n(x − 1) > 0
y aplicando (AGM) a los n números positivos
1 + n(x − 1), 1, 1, . . . , 1︸      ︷︷      ︸




(1 + n(x − 1)) + 1 + · · ·+ 1
n
]n
≥ ((1 + n(x − 1)) · 1 · 1 · · · 1 = 1 + n(x − 1)
y hemos probado la desigualdad de Bernoulli.

Del teorema se sigue que un modo de obtener una demostración simple de la desigualdad
(AGM) es dar una prueba sencilla de la desigualdad (B). Veamos una a continuación.
xn − 1 − n(x − 1) = (x − 1)
(
xn−1 + xn−2 + · · ·+ 1
)
− n(x − 1)
= (x − 1)
(
xn−1 + xn−2 + · · ·+ 1 − n
)
≥ 0.
La última desigualdad se debe a que la expresión xn−1 + xn−2 + · · ·+ 1 es mayor o igual que
n si x ≥ 1 y menor o igual que n si 0 < x ≤ 1. Ası́ que probada la desigualdad de Bernoulli,
tenemos probada de nuevo la desigualdad (AGM).
CAPÍTULO 2
Convexidad
Vamos a aplicar en este capı́tulo los resultados de funciones reales convexas a desigualdades
clásicas en el campo del Análisis Matemático.
Recordemos que una función f : I −→ R, definida en un intervalo I no trivial, se dice que
es convexa si
f (λx + µy) ≤ λ f (x) + µ f (y) (2.1)
para cualesquiera x, y ∈ I y λ, µ ≥ 0 tales que λ + µ = 1. Si la desigualdad en (2.1) es
siempre estricta para x , y y λ, µ > 0, diremos que f es estrictamente convexa. Diremos que
f es cóncava (resp., estrictamente cóncava) si − f es convexa (resp., estrictamente convexa).
Usaremos sin demostración algunos resultados ya conocidos sobre funciones convexas.
2.1. Desigualdad de Jensen
Johan Ludwig Jensen fue un matemático danés que publicó en 1906 un artı́culo en la revista
Acta Mathematica en el que demostró una desigualdad para funciones convexas, que incluı́a
como casos particulares otras ya conocidas.
Teorema 2.1 (Desigualdad de Jensen). Sea f : I −→ R una función convexa. Entonces,
f (λ1x1 + · · ·+ λnxn) ≤ λ1 f (x1) + · · ·+ λn f (xn)
para todos x1, . . . , xn ∈ I y λ1, . . . , λn ≥ 0, λ1 + · · ·+ λn = 1.
Demostración. Para n = 2 la desigualdad de Jensen no es más que la definición de convexidad,
ası́ que lo lógico es proceder por inducción a demostrar el resultado. Admitamos que se cumple












1 − λn+1 xi + λn+1xn+1






1 − λn+1 xi
+ λn+1 f (xn+1)










Usaremos a menudo esta desigualdad, y, como sucede siempre, estamos interesados en ver
cuando se da la igualdad.










siendo λ1, . . . , λn > 0 y sumando uno entonces
x1 = x2 = · · · = xn.
Demostración. A menudo, examinando la prueba de una desigualdad se encuentran las razones






















1 − λ x j.






 = f (λx + (1 − λ)y) < λ f (x) + (1 − λ) f (y).
Además, aplicando la convexidad de f separadamente a x e y, tenemos la desigualdad









1 − λ f (x j) =
n∑
j=1










λ j f (x j),
que contradice nuestra hipótesis y concluye la prueba.

Consecuencia inmediata de esta desigualdad es una nueva demostración de la desigualdad
de las medias aritmética y geométrica con pesos que vimos en el capı́tulo anterior en el teorema
1.11.
Teorema 2.3. Sea x1, . . . , xk,α1, . . . ,αk > 0 con α1 + · · ·+ αk = 1. Entonces
xα11 x
α2
2 · · · xαkk ≤ α1x1 + α2x2 + · · ·+ αkxk
con igualdad si y solo si x1 = · · · = xk.
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2 · · · xαkk
)
= α1 log x1 + α2 log x2 + · · ·+ αk log xk
≤ log(α1x1 + α2x2 + · · ·+ αkxk),
con igualdad si y solo si x1 = · · · = xk. Y, ya que log x (o la exponencial, como queramos) es
estrictamente creciente, tenemos el resultado enunciado.

Observemos que el caso α1 = · · · = αk = 1/k es simplemente la desigualdad de las medias
aritmética y geométrica.
Veamos como aplicar la desigualdad de Jensen en un problema de tipo geométrico.100 Convexity — The Third Pillar
Fig. 6.4. If a convex polygon with n sides is inscribed the unit circle, our visual
imagination suggests that the area is maximized only by a regular polygon.
This conjecture can be proved by methods which would have been familiar to
Euclid, but a modern proof by convexity is easier.
Exercise 6.3 (Area Inequality for n-gons)
Figure 6.4 suggests that among all convex n-sided convex polygons
that one can inscribed in a circle, only the regular n-gon has maximal
area. Can Jensen’s inequality be used to confirm this suggestion?
Exercise 6.4 (Investment Inequalities)
If 0 < rk < ∞, and if our investment of one dollar in year k grows
to 1 + rk dollars at the end of the year, we call rk the return on our
investment in year k. Show that the value V = (1+r1)(1+r2) · · · (1+rn)





(1 + rk) ≤ (1 + rA)n, (6.23)
where rG = (r1r2 · · · rn)1/n and rA = (r1 + r2 + · · · + rn)/n. Also
explain why this bound might be viewed as a refinement of the AM-GM
inequality.
Exercise 6.5 (Superadditivity of the Geometric Means)
We have seen before in Exercise 2.11 that for nonnegative aj and bj ,
j = 1, 2, . . . , n one has superadditivity of the geometric mean:
(a1a2 · · · an)1/n+(b1b2 · · · bn)1/n ≤ {(a1 + b1)(a2 + b2) · · · (an + bn)}1/n .
Does this also follow from Jensen’s inequality?
sen ✓
Figura 2.1: Polı́gono inscrito en un cı́rculo.
Ejemplo 2.4. Entre todos los polı́gonos convexos de n lados inscritos en un cı́rculo dado, el
polı́gono regular da el área máxima.
El área del triángulo sombreado de la figura, inscrito en el cı́rculo unidad, es 12 sen θ, ası́ que





















































y se da la igualdad si y solo si θk = 2π/n para todo 1 ≤ k ≤ n. Dado que A′ es el área del
polı́gono regular inscrito en el cı́rculo, queda probado el resultado.
2.2. Desigualdades de Young y Hölder













para todo x, y > 0, con igualdad si y solo si xp = yp.
Es habitual referirse a q como el ı́ndice conjugado de p.
Demostración. Podemos verlo como consecuencia directa de la convexidad de la expo-
nencial;








, a = p log x, b = q log y.
También podemos verlo como consecuencia de la versión racional de la desigualdad de
Bernoulli que vimos en el teorema 1.8. Si hacemos


























1 + pt ≤ (1 + t)p.
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Si elegimos



























Figura 2.2: Demostración visual de la desigualdad de Young.
Esta versión de la desigualdad de Young conduce a una prueba simple de la desigualdad de
Hölder.
Teorema 2.6 (Desigualdad de Hölder). Sean x1, . . . , xn, y1, . . . , yn > 0 y sean p, q > 1 satisfa-
ciendo que 1p +
1
















con igualdad si y solo si (xpi ) e (y
q
i ) son proporcionales; es decir, si y solo si, para algunos
α, β, ambos no nulos, tenemos αxpi = βy
q
i para todo i = 1, . . . , n. El caso p = q = 2 se conoce
generalmente como desigualdad de Cauchy-Schwarz.


















































de donde se deduce la desigualdad. Debemos tener en cuenta que la igualdad en (2.2) implicarı́a
la igualdad en (2.3) para todo i y, por lo tanto, (xi/u)p = (yi/v)q para todo i; esto es, (x
p
i ) e
(yqi ) serı́an proporcionales.

Si 0 < p < 1 la desigualdad cambia de sentido.














con igualdad si y solo si (xpi ) e (y
q
i ) son proporcionales.











> 1 y q′ = −q
p






































y sacando raı́ces p-ésimas y reordenando los términos tenemos la desigualdad.

Terminamos viendo una generalización de la desigualdad de Hölder, la desigualdad con
pesos.
Teorema 2.8. Sean α1,α2, . . . ,αN números positivos tales que α1 + α2 + . . .+ αN = 1. Sean

























Si los números a j,1, a j,2, . . . , a j,N no son proporcionales la desigualdad es estricta.
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j,2 · · · aαNj,N , S i =
N∑
j=1
a j,i, 1 ≤ i ≤ N.




























+ · · ·+ αNa j,N
S N
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3.1. La escala de influencia de las medias elementales
Antes de continuar con nuevas desigualdades, introduzcamos las medias elementales. Las
cotas superiores en la desigualdad de Cauchy son un caso particular de estas.
Definición 1. Dado un vector x = (xi) en Rn con coordenadas positivas y un número real


















La expresión Sp(x) a veces se escribe como ||x||p. La expresión Mp(x) se conoce como la
media simple de x de orden p. Estamos familiarizados con cada una de las expresiones anterio-
res para p > 0 pero investigaremos todo el rango de valores para p, incluido p = ±∞.
Definición 2. Dados x ∈ Rn con coordenadas positivas y un conjunto de pesos positivos α =











Escribiremos a veces simplemente Mp. Para ciertos valores de p estas expresiones reciben
nombres particulares, ası́, M1 no es más que la media aritmética, M2 la cuadrática y M−1 la
armónica. Vamos a ver como interpretar M∞, M−∞ y M0. El objetivo es hacer que la función
p 7→ Mp sea una función continua en la recta real
Teorema 3.1 (La media geométrica como lı́mite). Dados números reales no negativos xi, i =
1, 2, ..., n y pesos no negativos αi, i = 1, 2, . . . , n con masa total uno, es decir, α1 + α2 + · · ·+















o lo que es igual,
lı́m
p→0
Mp(x,α) = xα11 x
α2
2 · · · xαnn .














































2 · · · xαnn ), (3.3)
de donde se concluye la prueba.

A la vista de este resultado, definimos
M0(x,α) = xα11 x
α2
2 · · · xαnn .
La fórmula (3.2) proporciona una representación general de la media geométrica como un
lı́mite de una suma, y vale la pena señalar que para dos sumandos simplemente dice lo que afir-
ma el siguiente corolario, que da un modo de convertir información de una suma en información
sobre un producto.




θa1/p + (1 − θ)b1/p
)p
= aθb1−θ.
Carl Ludwig Siegel (1896-1981) observó que la fórmula (3.2) puede usarse para probar
una desigualdad que afina la de las medias aritmética y geométrica. Su prueba se basa en la
desigualdad de Cauchy y la caracterización como lı́mite de las medias geométricas.
Teorema 3.3. Dados pesos no negativos αi, i = 1, . . . , n de masa total uno, es decir, α1 + · · ·+
αn = 1, y dados números reales no negativos xi, i = 1, 2, . . . , n, se cumple que









, ∀p > 0. (3.4)




























de donde deducimos que
Mp ≤ M2p, ∀p > 0. (3.5)
Si iteramos el proceso, después de j pasos tenemos que cualquiera que sea p > 0,
Mp/2 j ≤ Mp/2 j−1 ≤ · · · ≤ Mp/2 ≤ Mp.








2 · · · xαnn ,
ası́ que de (3.5) deducimos que cualquiera que sea p ≥ 0,
xα11 x
α2











-1 1 2 p
y = Mp
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Con esta interpretación se tienen todas las propiedades que la figura sugiere.




M1 = ↵x +  y
M0 = x↵y 
M 1 = 1/(↵/x +  /y)
M 1 = mı́n{x, y}
-1 1 2
M  = max{x, y}




M1 = px + qy
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El último de los casos de medias elementales que exige un manejo especial son los valores
extremos p = y p = 1 donde las propias definiciones vienen dadas por
M 1[x;↵] ⌘ mı́n
i
xi y M1[x;↵] ⌘ máx
i
xi (3.5)
Con esta interpretación se tienen todas las propiedades que la figura sugiere.
M1 = máx{x, y}
M2 = px2 + qy2
M1 = px + qy
M0 = xpyq
M 1 = 1/(p/x + q/y))
M 1 = mı́n{x, y}
-1 1 2
M  = max{x, y}




M1 = px + qy





Figura 3.2: Curva de las medias
La función de la gráfica Mp = (↵xp +  yp)1/p es una función monótona creciente de la
potencia de p.
En particular, se tiene
M 1(x;↵)  Mp(x;↵)  M1(x;↵) 8p 2 R
y también tenemos las dos relaciones
lı́m
p!1Mp(x;↵) = M1(x;↵) y lı́mp! 1Mp(x;↵) = M 1(x;↵)







y, ya que ↵i > 0 tenemos que ↵
1/p
i ! 1 cuando p ! 1, ası́ que podemos tomar raı́ces y sea
p! 1 para deducir que para todo 1  i  n tenemos
xi  lı́m
p!1 ı́nf Mp(x;↵)  lı́mp!1 sup Mp(x;↵)  M1(x;↵)
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y, ya que ↵i > 0 tenemos que ↵
1/p
i ! 1 cuando p ! 1, ası́ que podemos tomar raı́ces y sea
p! 1 para deducir que para todo 1  i  n tenemos
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Figura 3.1: Curva de las medias
La relación (3.5) que probó Siegel y la figura 3.1 en la que aparece la gráfica de la función
p 7→ (αxp + βyp)1/p nos dan indicaciones sobre el comportamiento de la media general Mp.
Quizás la fundamental sea la monotonı́a de la aplicación p 7→ Mp que probamos en el siguiente
resultado.
Teorema 3.4 (Desigualdad de las medias de potencias ponderadas). Dados pesos positivos αi
i = 1, 2, . . . , n, de masa total uno y dados xi, i = 1, 2, . . . , n números reales no negativos , la
















La igualdad se da en (3.6) si y solo si x1 = x2 = · · · = xn.
Demostración. Debemos darnos cuenta de la relación de la desigualdad que queremos probar
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Sacando raı́ces probamos la desigualdad en este caso. Además, la convexidad estricta de p 7→ xp
si p > 1 nos da que si αi > 0 para todo i entonces se da la igualdad en (3.7) si y solo si
x1 = x2 = · · · = xn.
Queda por estudiar el resto de casos. A veces resulta un poco latoso hacer demostraciones
estudiando distintos casos de un problema, pero en este momento resulta inevitable proceder
ası́. Como sugiere la figura 3.2, debemos considerar dos casos más.
Caso I : 0 < s < t






Caso III : s < 0 < t
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Además la convexidad estricta de xp para p > 1 nos dice que si ↵i > 0 para todo k = 1, 2, . . . , n
entonces tenemos la igualdad si y solo si x1 = x2 = · · · = xn. El caso s = 0 es muy similar.
Dado t > 0,  
x↵11 x
↵2








por la AGM. Esto es, M0(x,↵)  Mt(x,↵).
Los casos restantes siguen fácilmente de lo que ya hemos probado. Por ejemplo, M0(x,↵) 
M1(x,↵), para todo x, implica que M0(1/x,↵)  M1(1/x,↵), esto es
x ↵11 x
 ↵2
2 · · · x ↵nn 
nX
i=1





Esto es M0(x,↵)   M1(x,↵).
⇤
Caso I: 0 < s < t
Caso II: s < t < 0
Caso III: s < 0 < t
A continuación mostramos geométricamente los distintos casos
Caso I : 0 < s < t






Caso III : s < 0 < t
Caso I : 0 < s < t






Caso III : s < 0 < t
Figura 3.1: Desigualdad de la media según los valores de t
La desigualdad media se relaciona con todos  1 < s < t < 1 y la desigualdad de Jensen
se ocupa del Caso I e indirectamente del Caso II. El Caso III es consecuencia de la media
geométrica.
Ya hemos visto que algunas de las medias merecen una atención especial para p = 2, p = 1.
M1(x) se llama media aritmética de x y M2(x) se llama media de la raı́z cuadrada de x. Los
casos que mencionaremos son p = 0, p =  1 y el valor del lı́mite que obtenemos cuando
Figura 3.2: Desigualdad de la media según los valores de t
Hemos tratado el caso I con la desigualdad de Jensen, y vamos a ver que indirectamente
también abarca el caso II. El caso III se descompone en dos, uno con s = 0 < t y el otro
s < t = 0 que son consecuencia de la desigualdad (3.4).
Procedamos a continuación a estudiar esos casos. En el caso II, con s < t < 0 aplicamos lo





























y haciendo xi = y−1i tenemos probado el caso II.
Queda finalmente el caso III que es el más fácil. Usando (3.4) para x−1i , 1 ≤ i ≤ n y la
potencia −s ≥ 0, tenemos que
(x−11 )
p1(x−12 )

















2 · · · x
pn
n , ∀s < 0. (3.8)
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Como t > 0, una nueva aplicación de la desigualdad (3.4) concluye la prueba de este caso.
Para concluir la demostración, nos queda ver qué sucede en la frontera de los casos contem-
plados en la firgura ??. Es decir, los casos 0 = s < t y s < t = 0. Pero estos quedan incluidos
en las desigualdades (3.4) y (3.8), ası́ que hemos acabado la demostración.

3.1.1. Algunas medias especiales
Ya comentamos al principio que algunas de las medias merecen una atención especial. Des-
pués de p = 2, p = 1 y p = 0, los casos más interesantes son p = −1 y los valores lı́mites que
obtenemos haciendo p→ +∞ y p→ −∞.
Cuando p = −1, la media M−1 se llama media armónica y viene dada por







+ · · ·+ αn
xn
.
Por el teorema 3.4 sabemos que M−1 nos da una cota inferior de la media geométrica, y, a
fortiori, tenemos una cota de la media aritmética. Tenemos la conocida como desigualdad de







+ · · ·+ αn
xn
≤ xα11 xα22 · · · xαnn . (3.9)







+ · · ·+ αn
xn
≤ α1x1 + α2x2 + · · ·+ αnxn. (3.10)
Es habitual a veces manejar las desigualdades anteriores (3.9) y (3.10) en la forma inversa,
dando lugar a cotas inferiores de los inversos de las sumas ponderadas, es decir,
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+ · · ·+ αn
xn
.
El último de los casos de medias elementales que exige un manejo especial son los valores
extremos p = −∞ y p = ∞ siendo las definiciones las siguientes.
M−∞(x,α) = mı́n{x1, . . . , xn} y M∞(x,α) = máx
i
{x1, . . . , xn} (3.11)
Con esta interpretación se tienen todas las propiedades que la figura 3.1 sugiere.
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Lema 3.5. Se cumple que
1. mı́n{x1, . . . , xn} ≤ Mp(x,α) ≤ máx{x1, . . . xn}, es decir,
M−∞(x,α) ≤ Mp(x,α) ≤ M∞(x,α), ∀p ∈ R.
La igualdad, en cualquiera de las desigualdades, ocurre si y solo si x1 = · · · = xn.
2. Se verifican las relaciones de continuidad
M∞(x) = lı́m
p→+∞Mp(x,α), M−∞(x) = lı́mp→−∞Mp(x,α).





donde 1/x = (1/xi).
2. Supongamos que xk = máx{x1, . . . , xn}. Entonces
α
1/p
k xk ≤ Mp(x,α) ≤ xk,
y basta tener en cuenta que α1/pk → 1 cuando p→ +∞.
La otra igualdad se prueba de igual forma, o también deducirla de la igualdad (3.12).

Resumimos pues algunas desigualdades a destacar en cuanto a las medias:
M−∞(x,α) ≤ M−1(x,α) ≤ M0(x,α) ≤ M1(x,α) ≤ M2(x,α) ≤ M∞(x,α).
3.1.2. Desigualdad de Minkowski
Vistas las propiedades de las medias, es de interés la siguiente desigualdad.
Teorema 3.6. Sean x, y ∈ Rn con coordenadas positivas y α ∈ Rn un peso tal que α1 + · · ·αn =
1. Se cumple que:
1. Mp(x + y,α) ≤ Mp(x,α) + Mp(y,α) si 1 ≤ p ≤ ∞.
2. Mp(x + y,α) ≥ Mp(x,α) + Mp(y,α) si −∞ ≤ p ≤ 1
Si p , 1 es finito, entonces la igualdad se da si y solo si x e y son proporcionales.
Demostración. La igualdad se da en ambos casos cuando p = 1, luego vamos a suponer que
p , 1.
Primero suponemos que 1 < p < ∞. Sea p′ el conjugado de p, es decir, satisfaciendo
1/p + 1/p′ = 1. Entonces (p − 1)p′ = p y
Mp(x + y,α)p =
n∑
i=1
αi(xi + yi)p =
n∑
i=1



























= [Mp(x,α) + Mp(y,α)] ·Mp(x + y,α)p−1
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Por lo tanto,
Mp(x + y,α) ≤ Mp(x,α) + Mp(y,α).
La igualdad se da sólo si la igualdad ocurre en ambas aplicaciones de la desigualdad de
Hölder en (3.13), esto es, solo si (xpi ) es proporcional a ((xi + yi)
p) y a su vez es proporcional
a (ypi ). Todo se traduce en que se da la igualdad si y solo si x es proporcional a y.
Para 0 < p < 1, la desigualdad de Hölder cambia de sentido (corolario 2.7) ası́ que prácti-
camente de igual forma se prueba que
Mp(x + y,α) ≥ Mp(x,α) + Mp(y,α).
Si −∞ < p < 0 sigue por la misma razón ya que en este caso, el exponente conjugado p′
verifica que 0 < p′ < 1 y la desigualdad de Hölder va en sentido contrario de nuevo.
Los tres casos restantes son relativamente fáciles de manejar. Veamos el caso p = 0, pero




xα11 · · · xαnn + yα11 · · · yαnn



























+ · · ·+ αn ynxn + yn = 1.
La igualdad sólo puede ocurrir si cada una de las sucesiones (xi/(xi + yi)) e (yi/(xi + yi)) son
constantes, de la que se deduce rápidamente que x e y deben ser proporcionales.
La desigualdad de Minkowski también es cierta en los casos p = ±∞, pero para la igualdad
la situación es distinta. Por ejemplo,
M∞(x + y) = máx {x1 + y1, . . . , xn + yn} ≤ M∞(x) + M∞(y).
La igualdad se da si x e y alcanzan su máximo valor en la misma coordenada, es decir, si y solo
si, para cierto k, tenemos xk = M∞(x) e yk = M∞(y).

3.1.3. El paso a series infinitas
Serı́a natural preguntarse si nuestro trabajo sobre sumas finitas y sus respectivas medias elemen-
tales se extienden a sumas infinitas. En su mayor parte, todo lo que hemos hecho se satisface
análogamente en el caso de la series infinitas. Sin embargo, las pruebas aumentan de dificultad
ya que muchas veces no será suficiente simplemente pasar al lı́mite.
Por ahora, nos conformaremos con exponer algunas de estas extensiones, de las que daremos
su demostración. Como veremos posteriormente, será mejor generalizar estos resultados a través
de integrales.
Dada una sucesión de pesos positivos α = (αi) que satisface
∑∞
i=1 αi = 1 y un número
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Se tienen las siguientes propiedades.
Teorema 3.7. 1. Si Ms es finito para algún 0 < s < ∞ entonces Mr es finito para todo
0 < r < s, y se cumple que Mr ≤ Ms con igualdad si y solo si x es constante. Además, en
este caso M0 es finito y M0 = lı́m
r→0+
Mr.
2. Se verifica la desigualdad de las medias aritmética y geométrica, es decir, M0 ≤ M1, y la
igualdad se da si y solo si x es constante.
3. Si x es una sucesión acotada entonces M∞ = lı́m
r→+∞Mr.
Demostración. 1. Es consecuencia del teorema 3.4.
2. De la desigualdad log x ≤ x − 1 deducimos que

















o, lo que es igual, log M0 − log M1 ≤ 1 − 1 = 0. La igualdad implicarı́a la igualdad en
(3.14), lo que significa que xi = M1 para todo i.
3. Sea A = supi{xi} < ∞. Dado ε > 0 sea j tal que x j > A − ε. Entonces, dado que








j (A − ε) ≤ Mr ≤ A,
de donde concluimos el resultado.

3.1.4. El paso a integrales
En lo que sigue, consideraremos funciones no negativas y finitas en casi todo punto definidas
en un intervalo (o conjunto medible), f : I −→ R. Supondremos que son integrables (en sentido
Riemann o Lebesgue). En situaciones donde el intervalo en particular no tiene relación con
el razonamiento que estemos haciendo o, más comúnmente, que sea el mismo para todas las
integrales, podemos suprimirlo y simplemente escribir
∫
f .
Comenzamos recordando un par de desigualdades muy conocidas.
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Teorema 3.8 (Desigualdad de Hölder). Sean f , g : I −→ R funciones integrables no negativas








la igualdad solo ocurre si, para algunas constantes A y B, ambas no nulas, tenemos A f = Bg.
Demostración. La demostración sigue unos pasos ya conocidos. Podemos suponer que u =∫
f , 0 y v =
∫

























de donde concluimos la demostración.

Corolario 3.9. Dado 1 < p < ∞ y q su conjugado, es decir, 1p + 1q = 1. Si f p y gq son






La igualdad se da solo si A f p = Bgq para algunas constantes A y B, no nulas ambas.
Corolario 3.10. Si 0 < p < 1 y 0 <
∫









Demostración. Sea h = f g. Podemos suponer que
∫
gq = 1 =
∫
h,
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Vemos a continuación la desigualdad de Minkowski.
Teorema 3.11 (Desigualdad de Minkowski). Dado 1 ≤ p < ∞. Si | f |p y |g|p son integrables,
entonces también lo es | f + g|p y
( ∫











Si p = 1, la igualdad se da sólo si f g ≥ 0. Si p > 1, la igualdad se da solo si f g ≥ 0 y A f = Bg
para ciertas constantes no negativas A y B, no nulas simultáneamente.
Demostración. Si p = 1, entonces
∫
| f + g| ≤
∫





por lo tanto | f + g| es integrable. La igualdad en (3.16) fuerza a que | f + g| = | f | + |g| y
entonces debemos tener f g ≥ 0, es decir, f (x) y g(x) deben tener el mismo signo para todo x.
Si p > 1, notaremos en primer lugar que
| f + g|p ≤ (| f |+ |g|)p ≤ (2 máx {| f |, |g|})p = 2p máx {| f |p, |g|p} ≤ 2p (| f |p + |g|p) ,
por lo tanto, | f + g|p es integrable. Sea ahora q = p/(p − 1) y apliquemos la desigualdad de
Hölder:
∫
| f + g|p =
∫
| f + g| · | f + g|p−1
≤
∫
| f | · | f + g|p−1 +
∫











| f + g|p
)1−1/p
, (3.18)
y tenemos probada la desigualdad. Nótese que la igualdad en (3.15) fuerza a la igualdad tanto en
(3.17) como en (3.18). Entonces tenemos f g ≥ 0 y las siguientes relaciones de proporcionalidad
A| f |p ∼ B|g|p ∼ C| f + g|p
Esto fuerza A′ f = B′g para algunas constantes no negativas A′ y B′, no nulas ambas.

A continuación, muy brevemente, consideremos medias integrales. Dada una función peso
positiva e integrable α(x), definimos





para 0 < p < ∞ y f ≥ 0 medible. También definimos
M0( f ,α) = exp
(∫
I
α(x) log f (x) dx
)
, M∞( f ) = sup
x∈I
f (x).
Podrı́amos entonces desarrollar la teorı́a de las medias Mp( f ,α) de forma completamente
análoga a nuestros casos previos. Nos reducimos simolemente a las siguientes propiedades, que
enunciamos en el teorema que sigue.
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Teorema 3.12. Si Ms( f ,α) < ∞ para algún 0 < s < ∞, entonces Mr( f ,α) < ∞ para todo
0 < r < s y Mr( f ,α) ≤ Ms( f ,α), con igualdad si y sólo si f es constante.
Demostración. Como antes, la demostración se deduce de la desigualdad de Hölder, aplicado a



















Este resultado deberı́a compararse con las normas en los espacios Lp,
‖ f ‖p =
(∫
I




Estas normas no se pueden comparar si el intervalo I tiene longitud infinita. Si I = [a, b] y r < s
satisfacen
|| f ||r ≤ (b − a)(1/r)−(1/s)|| f ||s,
como se deduce tomando simplemente α = 1 en nuestros cálculos anteriores.
3.2. Equivalencia entre desigualdades
Hemos visto hasta ahora tres desigualdades que queremos destacar.
(W-AM-GM) Desigualdad de las medias arimética y geométrica ponderadas. La vimos en
los teoremas 1.11 y 2.3.
Sean p1, p2, . . . , pn > 0 tales que
∑n
i=1 pi = 1. Si a1, a2, . . . , an son números reales no
negativos, entonces se cumple que
ap11 a
p2
2 · · · a
pn
n ≤ p1a1 + p2a2 + · · ·+ pnan.
(H) Desigualdad de Hölder. La vimos en el teorema 2.6.
Sean x1, . . . , xn, y1, . . . , yn > 0 y sean p, q > 1 satisfaciendo que 1p +
1















con igualdad si y solo si (xpi ) e (y
q
i ) son proporcionales; es decir, si y solo si, para algunos
α, β, ambos no nulos, tenemos αxpi = βy
q
i para todo i = 1, . . . , n. El caso p = q = 2 se
conoce generalmente como desigualdad de Cauchy-Schwarz.
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(W-PM) Desigualdad de las medias de potencias ponderadas. La vimos en el teorema 3.4.
Dados pesos positivos αi, i = 1, 2, . . . , n, de masa total uno y dados xi, i = 1, 2, . . . , n
números reales no negativos , la aplicación p 7→ Mp es creciente en R. Es decir, para todo
















La igualdad se da en (3.6) si y solo si x1 = x2 = · · · = xn.
Vamos a probar a continuación la equivalencia de las tres.
Teorema 3.13. La desigualdad de Hölder es equivalente a la desigualdad de las medias aritméti-
ca y geométrica ponderadas.
Demostración. (H)⇒ (W-AM-GM) Sea xi = (piai)
1
p e yi = p
1
q











































































≥ · · · . (3.20)
































y terminamos la implicación.
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(W-AM-GM) ⇒ (H) Solo necesitamos un caso particular de la desigualdad de las medias
aritmética y geométrica ponderadas, en concreto
p1a1 + p2a2 ≥ ap11 a
p2
2








































































de donde se deduce la desigualdad de Hölder.

Teorema 3.14. La desigualdad de Hölder es equivalente a la desigualdad de las medias de
potencias ponderadas.
Demostración. (H) ⇒ (W-PM) Por el teorema anterior y la desigualdad de Hölder, podemos










































y queda probada la implicación.

































≥ · · · ,
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(obsérvese que hemos probado que la desigualdad de las medias de potencias ponderadas im-
plica la desigualdad entre las medias aritmética y geométrica ponderadas), y de modo comple-
tamente análogo a como hicimos en el teorema anterior llegamos a (3.21) lo que concluye la
demostración.

Teorema 3.15. La desigualdad de las medias aritmética y geométrica ponderadas es equiva-
lente a la desigualdad de las medias de potencias ponderadas.
Demostración. (W-AM-GM)⇒ (W-PM) Para probar esta implicación usamos un caso parti-
cular de la desigualdad de las medias aritmética y geométrica ponderadas, en concreto,
ap11 a
p2
2 ≤ p1a1 + p2a2. (3.22)
Sean s < t, α1 + · · ·+ αn = 1 y x = (x1, . . . , xn) ∈ Rn con coordenadas positivas. Llamemos




, a2 = αk, p1 =
s
t
, p2 = 1 − st
















αk, 1 ≤ k ≤ n.













































La desigualdad de Carleman, publicada en 1923 como parte de una demostración de un
resultado de Denjoy sobre funciones casi analı́ticas, es el siguiente resultado.








De hecho, Carleman ([2]) demostró que si la serie de términos positivos
∑∞
k=1 ak es con-
vergente, también converge la serie de las medias geométricas y la desigualdad es estricta, y la




Vamos a ver varias demostraciones de este resultado, siguiendo el trabajo de Duncan y







jugará un papel fundamental.
4.1. La demostración de Carleman
Usa un método habitual en problemas similares que tratan de transformaciones de series
convergentes. Considera el problema para series finitas y usa los multiplicadores de Lagran-
ge. Dada la sucesión (an) de números positivos, sea (γn) la sucesión de medias geométricas.
Entonces, determina el máximo λn de γ1 + · · ·+ γn bajo la condición a1 + · · ·+ an = 1. La
homogeneidad entonces implica que
γ1 + γ2 + · · ·+ γn ≤ λn(a1 + a2 + · · ·+ an)
y la demostración se reduce a estudiar la acotación de la sucesión λn. En este caso, necesitamos
probar que λn ≤ e para todo n. De hecho, Carleman probó la desigualdad estricta.
Sea pues
F = a1 + (a1a2)1/2 + · · ·+ (a1a2 · · · an)1/n − λ(a1 + a2 + · · ·+ an − 1).
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Debemos resolver la ecuación ∇F = 0. El sistema es
0 = 1 +
1
2a1










0 = −(a1 + a2 + · · ·+ an − 1)




γ2 + · · ·+ 1nγn = λa1
1
2





a1 + a2 + · · ·+ an = 1
y sumando en j de 1 a n, tenemos
γ1 + γ2 + · · ·+ γn = λ(a1 + a2 + · · ·+ an) = λ,
ası́ que λ = λn.
Restando cada dos ecuaciones consecutivas podemos escribir el sistema de forma equiva-
lente ası́:










, k = 1, 2, . . . , n − 1,
el sistema se convierte en
λnwkak = γk, 1 ≤ k ≤ n − 1, λnnan = γn.



































, k = 1, 2, 3, . . .
La demostración de Carleman 37









































, k = 1, 2, 3, . . .
para λ ≥ e. Dado que Ωn(λn) = n, tendrı́amos entonces que λn < e que es lo que queremos
demostrar.



























y la demostración queda terminada.
Como comentamos al inicio, Carleson prueba en su artı́culo también que si la serie de térmi-
nos positivos
∑∞































1 · 2 · · · n
1 · 2 · · · n · (n + 1) =
1
n + 1
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y la serie
∑∞
n=1 an no serı́a convergente.
La constante e no se puede mejorar pues si tomamos ak =
1
k























4.2. La demostración de Knopp
Quizás sea la más corta. Considera la mitad de una media ponderada de a1, a2, . . . , an. En
concreto,
cn =
a1 + 2a2 + · · ·+ nan
n(n + 1)
.
Decimos la mitad de una media ponderada pues 1+ 2+ · · ·+ n = 1
2




































a1 + 2a2 + · · ·+ nan
n










a1 + 2a2 + · · ·+ nan + (n + 1)an+1
n + 1
=
a1 + 2a2 + · · ·+ nan
n + 1
+ an+1,






(bn − (bn+1 − an+1)) =
N∑
n=1










an − bN+1 =
N+1∑
n=1
an − (N + 2)cN+1
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Ahora bien,
(N + 2)cN+1 =
a1 + 2a2 + · · ·+ (N + 1)aN+1
N + 1
=
a1 + 2a2 + · · ·+ NaN
N + 1
+ aN+1
= NcN + aN+1,





































Por la desigualdad 4.1 sabemos que (n + 1)n < enn, y de aquı́
(n + 1)n < enn!, ∀n ∈N.
En efecto, la desigualdad es cierta para n = 1 y admitida para n,






(n + 1)n+1 < ennn!(n + 1) = en+1(n + 1)!.







luego γn ≤ ecn y concluimos la prueba por 4.2.
4.3. La demostración de Pólya
Pólya publicó su prueba en 19251 pero en 1949 publicó el trabajo [9] en el que explica como
encontró su demostración.
En principio puede pensarse demostrar esta implicación:
∞∑
n=1
an < ∞ ⇒
∞∑
n=1
(a1a2 · · · an)1/n < ∞. (4.3)
Si aplicamos la desigualdad entre las medias aritmética y geométrica tenemos que
n∑
k=1
















1G. Pólya. Proof of an inequality. Proc. London Math. Soc. (2) 24 (1925), 55.
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y vemos que esto no funciona pues la serie armónica diverge.
Ahora bien, dada la sucesión (an) de números reales positivos, la desigualdad entre las
medias aritmética y geométrica sı́ nos dice que
∞∑
n=1
(a1a2 · · · an)1/n =
∞∑
n=1
(a1c1a2c2 · · · ancn)1/n




a1c1 + a2c2 + · · ·+ ancn








j(c1c2 · · · c j)1/ j
. (4.4)
De aquı́ deducimos que nuestra conjetura (4.3) es cierta si encontramos unos coeficientes ck de





j(c1c2 · · · c j)1/ j
, k = 1, 2, · · · (4.5)
estén acotadas.
Para la búsqueda de esos coeficientes, y pensando que debemos estimar la suma sk, recor-































Si comparamos (4.5) y (4.6) vemos que podemos expresar sk de una forma más simple si defi-
nimos los coeficientes ck por
(c1c2 · · · c j)1/ j = j + 1, j = 1, 2, . . . (4.7)















y lo que necesitamos ahora es estimar ck.
Si aplicamos dos veces (4.7) tenemos que
c1c2 · · · c j−1 = j j−1, c1c2 · · · c j = ( j + 1) j,
ası́ que dividiendo, tenemos la expresión explı́cita
c j =









De esta expresión y nuestra cota inicial (4.4) deducimos
∞∑
k=1









con lo que de nuevo por (4.1) queda demostrada la desigualdad de Carleman. Podemos incluso
decir que (4.8) es un poco más fuerte que la desigualdad de Carleman, pues es estricta salvo si
todos los an son nulos.
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4.4. La demostración de Redheffer
La prueba de Redheffer [10] parece como “un conejo sacado de la chistera” y muestra el
poder de introducir parámetros en la resolución de un problema. Cualesquiera que sean ak > 0
y bk ≥ 0 se cumple
(b1 − 1)γ1 + 2(b2 − 1)γ2 + · · ·+ n(bn − 1)γn + nγn ≤ aab1 + a2b22 + · · ·+ anbnn.
Para probar la desigualdad nos fijamos primero en bn. ¿Qué elección de bn hace que esta
desigualdad sea más difı́cil de satisfacer? Pues el valor de x que maximiza
φ(x) = nγnx − anxn, x ≥ 0.
Como φ′(x) = nγn − nanxn−1, el máximo buscado es xn−1 = γn/an. Y para ese valor de x,






= (n − 1)γn−1.
Ası́ que la desigualdad inicial se cumple para todo bn ≥ 0 supuesto que se cumple cuando
nγnbn − anbnn = (n − 1)γn−1.
Si hacemos esta sustitución en la desigualdad inicial, esta se convierte en
(b1 − 1)γ1 + 2(b2 − 1)γ2 + · · ·+ (n − 1)(bn−1 − 1)γn−1 + (n − 1)γn−1
≤ aab1 + a2b22 + · · ·+ an−1bn−1n−1.
Y vemos que es la desigualdad inicial donde n ha sido reemplazada por n − 1. Redheffer llama
a estas desigualdades recurrentes. Reducimos cada vez el número de parámetros en uno y re-
sulta que la desigualdad es cierta para n supuesto que lo es para n = 1. Pero en este caso, la
desigualdad es simplemente a1b1 ≤ a1b1. Luego queda probada la desigualdad de Redheffer.
Debe observarse que no se ha hecho uso de la desigualdad de las medias aritmética y
geométrica. En realidad, si bk = 1 para todo k, la desigualdad de Redheffer es la de las medias.

















Esta desigualdad se ha probado cuando cada ak > 0, pero por continuidad se tiene cuando
cada ak ≥ 0. Ası́ que
γ1 + γ2 + · · ·+ γn ≤ γ1 + γ2 + · · ·+ γn + nγn < e(a1 + a2 + · · ·+ an)




A comienzos del siglo XX, Hilbert probó la siguiente desigualdad. Dadas dos sucesiones























Pocos años después de la prueba de Hilbert, Issai Schur demostró que la desigualdad es cierta
sustituyendo 2π por π. De hecho, π es la mejor constante.
Comenzamos con una sección inicial en la que vemos una ecuación funcional de la función
Γ que usaremos en la demostración.
5.1. Una ecuación funcional de la función Γ




xz−1e−x dx (<(z) > 0). (5.1)
Si z es real, la integral converge en infinito porque e−x tiende a cero más rápidamente que
el crecimiento de cualquier potencia xz−1. La convergencia es uniforme en z ≤ b porque en ese
caso, xz−1 ≤ xb−1 para x > 1. La integral converge en cero si z > 0, uniformemente si z ≥ a,
para cualquier a > 0, porque si z ≥ a entonces xz−1 ≤ xa−1 si x < 1.
Si z es complejo, como |xz−1| = x<(z)−1, se sigue que la integral converge absolutamente
si <(z) > 0, y uniformemente en a ≤ <(z) ≤ b, para cualesquiera 0 < a < b. En particular,
si <(z) > 0, la integral converge uniformemente en un entorno de z, podemos derivar bajo el




xz−1e−x log x dx.
Esto demuestra que Γ(z) es analı́tica si<(z) > 0.
Integrando por partes tenemos que
Γ(z + 1) = zΓ(z), (<(z) > 0), (5.2)
y, en particular, ya que Γ(1) = 1, tenemos que Γ(n + 1) = n!.
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podemos usar esta expresión para definir una prolongación analı́tica de Γ(z) al dominio D1 =
{<(z) > −1} \ {0}, luego a D2 = {<(z) > −2} \ {0,−1}, y ası́ sucesivamente a Dn = {<(z) >
−n} \ {0,−1, . . . , 1 − n}. Esto nos permite afirmar que la función Γ(z) definida por la ecuación
(5.1) tiene una prolongación analı́tica al dominio C \ {0,−1,−2, . . .} y verifica (5.2) para todo z
de ese dominio.





xr−1(1 − x)s−1 dx (<(r),<(s) > 0). (5.3)
Como en (5.1), esta integral converge absoluta y uniformemente en un entorno de cualquier
punto (r, s) tal que <(r),<(s) > 0 y define una función analı́tica en cada variable. Haciendo
el cambio y = 1 − x en (5.3) tenemos que B(r, s) = B(s, r).















Si hacemos el cambio de variables

x = uv






1 − v −u
∣∣∣∣∣∣ = −u,


















vr−1(1 − v)s−1 dy = Γ(r + s)B(r, s). (5.4)




es posible prolongar analı́ticamente la función beta a todo r, s < {0,−1,−2, . . .}, pero no nos
hará falta para lo que necesitamos en nuestro caso. Usaremos la función beta en el dominio
definido en (5.3).
















du (<(r),<(s) > 0).
La ventaja de esta expresión es que podemos calcular esta integral en el caso de ser r + s = 1
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donde usamos la rama principal (−z)r−1 = e(r−1)Log(−z) y el contorno de la figura siguiente.
yielding the identity
 (r) (s) = B(r, s) (r + s). (10)
We will see shortly that  (z) has simple poles at z = 0, 1, 2, . . ., and no zeroes.
Temporarily taking this for granted, it is possible to continue B(r, s) analytically to all





In these notes, however, we will only need to make use of the beta function on the domain
where it is defined by (7).















du (Re(r), Re(s) > 0). (12)
One advantage of this formula is that for r + s = 1, we can evaluate it using the residue










Since Log(z) has a branch cut on the negative real axis, ( z)r 1 has a branch cut
on positive real axis. Along the upper side of the cut, we have Arg( z) =  ⇡ and
( z)r 1 = e i⇡(r 1)xr 1. Along the lower side, we have Arg( z) = ⇡ and ( z)r 1ei⇡(r 1).
Figura 5.1: Integral de contorno para calcular B(r, s) con r + s = 1.
Como Log z tiene el corte de rama en el eje real negativo, (−z)r−1 lo tiene en el eje real
positivo. En la parte superior del corte, Arg(−z) = −π y (−z)r−1 = e−iπ(r−1)xr−1. En la parte
inferior es Arg(−z) = π y (−z)r−1 = eiπ(r−1)xr−1. cuando R→ ∞ y ε→ 0 la contribución a la







dx = −2i sen (π(r − 1)) B(r, 1 − r).









siendo ρ = <(r) = 1 −<(s) < 1. Análogamente, la integral en el cı́rculo pequeño, |z| = ε











dz = −2i sen (π(r − 1)) B(r, 1 − r).
Dado que la función (−z)r−1/(z + 1) tiene un polo simple en z = −1 con residuo 1r−1 = 1, el
teorema de los residuos nos da
−2i sen (π(r − 1)) = 2πi,
o bien
sen (π(1 − r))
π
B(r, 1 − r) = 1.
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Usando (5.4), que Γ(1) = 1 y que sen(π − x) = sen x, podemos escribir la relación anterior
como
Γ(z)Γ(1 − z) = π
sen πz
. (5.5)
Hemos deducido esta expresión, que usaremos en la siguiente sección, suponiendo que 0 <
<(z) < 1. Dado que se trata de una igualdad entre funciones analı́ticas, se sigue que es cierta
en sus dominios de definición, es decir en todo número complejo z que no sea entero.
5.2. Demostración de la desigualdad de Hilbert
A pesar de la similitud en cierto sentido entre la desigualdad de Hilbert y la de Cauchy, la
prueba original de Hilbert no hace uso de la desigualdad de Cauchy. Hilbert hizo una demostra-
ción completamente distinta en la que evaluaba ciertas integrales trigonométricas.
A pesar de ello, puede darse una demostración que no es complicada basada en la desigual-
dad de Cauchy, véase [11], página 155.
Si S es un conjunto numerable y (αs), (βs) son dos colecciones de números reales con



















Ahora debemos elegir convenientemente S, αs y βs para obtener lo que buscamos.







, s = (m, n).
Es claro que el producto αsβs es el lado izquierdo de la desigualdad de Hilbert, pero al aplicar
























y los dos términos de la derecha son infinito, pues el primer factor diverge como una serie
armónica cuando sumamos en n y el segundo cuando sumamos en m. Ası́ que la desigualdad
que obtenemos carece de valor. Sin embargo, examinando con más detalle lo hecho veremos
como elegir mejor as y bs.
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diverge porque es grande como función de m. La idea es entonces multiplicar αs por una función




















con s = (m, n) y λ > 0 una constante por determinar.



















































Dada la simetrı́a de los sumandos, terminamos la demostración si para alguna elección de λ








≤ Bλ, ∀m ≥ 1.
Necesitamos por tanto estimar esta suma. Para ello, recordemos que dada una función no nega-


































donde hemos hecho x = my en la última integral. La integral converge si 0 < λ < 1/2.
Para ver el valor de la constante que obtenemos con nuestro razonamiento evaluemos esta
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dt = Γ(2λ)Γ(1 − 2λ),











Dado que sen 2πλ alcanza el máximo cuando λ = 1/4, tenemos que el menor valor de Bλ con








dy = π. (5.7)
Con esto demostramos la desigualdad de Hilbert, y de hecho, hemos conseguido la constante
π, descubierta por Schur. Veamos a continuación que no se puede mejorar.























para todo par de sucesiones (am) y (bn) de números reales, entonces C ≥ π.
Desde luego, eligiendo sucesiones (am) y (bn) y poniéndolas en la desigualdad (5.8), ob-
tendremos cotas inferiores sobre C. La idea que seguiremos es el modo de encontrar una familia
de pares de sucesiones (am(ε)) y (bn(ε)) que nos den una sucesión de cotas inferiores sobre la
constante C que tiendan a π cuando ε→ 0. Veamos como elegir estos pares.
Debemos pensar que tendremos que calcular las sumas que aparecen en (5.8), y esto hace
que nuestro campo de búsqueda se reduzca. También es conveniente buscar pares de modo que
las cantidades que aparecen en la desigualdad tiendan a infinito.
Una posible elección es
an(ε) = bn(ε) = n−
1
2−ε.





























Veamos a continuación que el lado izquierdo de (5.8) es asintóticamente equivalente a
π/(2ε) cuando ε→ 0. Para ello, necesitamos un resultado.
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dx dy ∼ π
2ε
si ε→ 0.














Esta integral es más fácil de calcular si pudiéramos reemplazar el lı́mite inferior 1/x de la



































































y concluimos la prueba del lema.

Cada vez que π aparece en un problema que no tiene ningún cı́rculo a la vista, hay un
cierto sentido de misterio. A veces este misterio permanece sin una resolución satisfactoria,
pero, en el caso de la desigualdad de Hilbert, una explicación geométrica para la aparición de
π fue encontrada en 1993 por Krysztof Oleszkiewicz (véase [8]). Este descubrimiento está un
poco fuera de nuestro tema central, pero se basa en cálculos que acabamos de completar, y es
demasiado hermoso para no exponerlo a continuación.










Demostración. Observemos que el triángulo sombreado de la siguiente figura
















Figura 5.2: Lema del cuarto de cı́rculo.










n − √n − 1
)




















































Por último, lo que hace más interesante esta cota geométrica es que todos los triángulos
sombreados están contenidos en el cuarto de cı́rculo tienen interiores disjuntos por lo que la





Usando la desigualdad de Hölder, podemos dar la siguiente versión de la desigualdad de
Hilbert.
Corolario 5.4. Sean (an) y (bn) dos sucesiones de números reales no negativos, sea 1 < p < ∞































salvo si alguna de las sucesiones (an) o (bn) es idénticamente nula.

















































































































































y de ahı́ se deduce la desigualdad.


























5.3. Versión integral de la desigualdad de Hilbert
La versión integral de la desigualdad de Hilbert puede demostrarse esencialmente de la
misma forma que la versión discreta, de hecho, producirá la versión discreta como un corolario.
Teorema 5.5 (Versión integral de la desigualdad de Hilbert). Sean f , g : [0,∞) → [0,∞),




















salvo si f o g son idénticamente nulas. La constante que aparece en la desigualdad es la mejor
posible.

















aplicar la desigualdad de Hölder y seguir igual que en la sección anterior.
En lugar de completar el cálculo, vamos a optar por demostrar un teorema más general.
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Teorema 5.6. Sea K : [0,∞) × [0,∞) → [0,∞) satisfaciendo K(λx, λy) = λ−1K(x, y) para


















K(x, 1)x−1/p dx =
∫ ∞
0
K(1, y)y−1/q dy. (5.12)
Si K > 0, entonces la desigualdad es estricta salvo si f o g son idénticamente nulas.
Demostración. La igualdad de las integrales que dan la constante C se deduce con el cambio
de variables x = 1/y, teniendo en cuenta la homogeniedad de orden −1 del núcleo K.
∫ ∞
0





























































Ahora aplicamos la desigualdad de Hölder a la integral interna, usando el mismo cambio de
variable y aplicando Fubini.
∫ ∞
0
f (x)g(ux) dx ≤
( ∫ ∞
0





















Examinando con detalle el caso de la igualdad en la aplicación de la desigualdad de Hölder
deducimos cuando es la desigualdad estricta en (5.11).

Como comentamos al principio, podemos deducir la versión discreta de la desigualdad de
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podemos definir 
f (x) = am, m − 1 ≤ x < m
g(y) = bn, n − 1 ≤ y < n
y escribir el sumatorio doble de la desigualdad de Hilbert como una integral en (0,∞)× (0,∞).
Pero podemos incluso mejorar la desigualdad. Para ello, usando la convexidad estricta de
h(α) =
1
m + n − 1 + α , −1 ≤ α ≤ 1,
tenemos que
1
m + n − 1 − α +
1
m + n − 1 + α >
2
m + n − 1, (5.13)
y entonces, haciendo
s = x −m + 1
2

















m + n − 1 + s + t .
Y si ahora hacemos
s = −x, t = −y,















m + n − 1 − x − y .









m + n − 1.
Ası́ que tenemos esta versión más fina de la desigualdad de Hilbert.






















salvo si (am) o (bn) es idénticamente nula.
Vamos a aplicar este resultado a la sucesión de los momentos de una función de cuadrado
integrable. Será útil usar una desigualdad de Hölder inversa, resultado de interés en sı́ mismo.
Lema 5.8. Sea 1 < p < ∞ y sea q el exponente conjugado de p. Sean (an) una sucesión de












para toda sucesión (bn) tal que
∑∞
n=1 |bn|q < ∞. Entonces
∑∞
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Poniendo bn = |an|p−1sig(an), si n = 1, 2, . . . , N y bn = 0 si n > N, tenemos que |bn|q = |an|p



















q (que suponemos no nulo) para obtener el resultado.












La constante π es la mejor posible.




xn| f (x)| dx = bn,
siendo (bn) la sucesión de momentos de | f |, ası́ que basta considerar | f |.
Si
∑








































































Que π es la mejor constante se obtiene considerando la función f (x) = (1 − x)−ε− 12 y hacer
ε→ 0, cálculo que omitimos.

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5.4. Otra demostración de la desigualdad de Hilbert
Nuestra segunda prueba de la desigualdad de Hilbert tiene la ventaja de ser completamente
elemental, pero tiene la desventaja de dar un resultado ligeramente más débil. La prueba de
Toeplitz (1910), comienza con una simple observación.





(t − π)eintdt = 1
n
.


























Vemos que esto nos permite representar como una integral el lado izquierdo de la desigual-
dad de Hilbert. Lo enunciamos en el siguiente resultado.





















Finalmente aplicamos la desigualdad de Cauchy-Schwarz y dado que las funciones eint son














(t − π) f (t)g(t)dt
∣∣∣∣∣∣


























Debido a la naturaleza especial de la representación en nuestro lema anterior, no está claro
que esta prueba nos sirva para demostrar la versión de suma infinita, a menos que supongamos
que (am) y (bn) son sucesiones no negativas. Además, tendrı́amos dificultades para probar la
desigualdad estricta usando este método solamente. Sin embargo, la demostración de Toeplitz
tiene el beneficio de que prueba ampliamente la interacción entre espacios con producto interno
discretos y continuos.
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5.5. Generalización de Schur
Nuestro resultado final de este capı́tulo es la generalización de Schur (1911) de la desigual-
dad de Hilbert. Sorprendentemente, la demostración será breve, elemental y no apelará de nin-
guna manera a la desigualdad de Hilbert.
















































Pero el módulo de la última integral depende solo de α:
∫ 2π(λk−α)
0




















∣∣∣∣∣∣ = 2 sen(πα)
y se obtiene el resultado.
























Demostración. La demostración consiste en aplicar la desigualdad de Cauchy-Schwarz y usar
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m + n − α
∣∣∣∣∣∣∣
, (5.15)





En la búsqueda de una nueva demostración del teorema de las series dobles de Hilbert,
Hardy descubrió nuevas desigualdades. La desigualdad de Hardy fue publicada y demostrada
por primera vez, al menos en su versión discreta e involucrando una constante no optima, en
1920 en una nota de Hardy y más tarde fue rectificada por Landau en 1926.
6.1. Versión discreta de la desigualdad de Hardy
Teorema 6.1 (Desigualdad de Hardy). Sean 1 < p < ∞, (an) una sucesión de potencia p-ésima













salvo si (an) es idénticamente cero. La constante es la mejor posible.
Antes de comenzar la demostración es interesante exponer el razonamiento heurı́stico que
llevó a Hardy a probar su desigualdad. Para demostrar el teorema de las series dobles de Hilbert,
Hardy pensó que las sumas de los elementos que están por arriba de la diagonal son esencial-




















Aplicando la desigualdad de Hölder llegamos a que la conclusión del teorema de Hilbert es








n converjan. Pero Hardy




m podrı́a implicar la convergencia de
∑
n≥1(An/n)p,
en cuyo caso aplicando la desigualdad de Hölder al lado derecho de (6.2) nos conducirı́a a una
demostración más directa del teorema de Hilbert, y de ahı́ surge la desigualdad de Hardy.
Demostración. La demostración que daremos del teorema se debe a Elliot1.
Comienza con una observación que nos ayudará a establecer una desigualdad estricta, esto
es, podemos suponer que a1 > 0. En efecto, si el teorema ha sido probado en este caso, entonces
1Elliot, E.B. A simple extension of some recently proved facts as to convergency. J. London Math. Soc., 1,
(1926), 93–96.
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Sea ahora xn = An/n y estimamos:
xpn −
p
p − 1 x
p−1











































donde en la desigualdad (6.3) hemos usado la desigualdad de Young. Luego sumamos en n =








xp−1n an ≤ −
Nxpn
























Uniendo los términos y elevando a p tenemos la versión finita de la desigualdad (débil, pues no




















donde ambos lados de la desigualdad son finitos.
Finalmente, para ver que en realidad tenemos una desigualdad estricta, observemos que la
igualdad en (6.4) forzarı́a a que (xpn) y (a
p
n) sean proporcionales. Pero tomamos a1 = x1 > 0,
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ası́ que la constante de proporcionalidad tendrı́a que ser 1. Esto es, tendrı́amos an = An/n para
todo n, lo cual puede ocurrir sólo si (an) es constante. Y esto es consistente con la igualdad en
(6.3), que implicarı́a que (xn) fuese constante. Obviamente esto es inconsistente con el hecho
de que (an) tenga potencia p-ésima sumable. Por lo tanto, (6.5) en realidad se mantiene con
desigualdad estricta.
Para ver que (p/(p − 1))p es la mejor constante consideraremos la sucesión an = n−1/p−ε

































































































cumpliéndose que CN,ε → C cuando N → ∞ cualquiera que sea ε > 0 porque
2 − 1
p



































→ ∞ si N → ∞ y ε→ 0+.

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6.2. Versión continua de la desigualdad de Hardy
Enunciamos la versión integral en el siguiente teorema.
Teorema 6.2 (Desigualdad de Hardy). Sean 1 < p < ∞, f : [0,∞) → [0,∞) una función de
potencia p-ésima integrable y F(x) =
∫ x
0













f (x)p dx (6.6)
salvo si f es idénticamente cero. La constante es la mejor posible.
Demostración. Es esencialmente la dada por Hardy. Como en el caso anterior, establecemos













f (x)p dx (6.7)




p > 0 y, de aquı́,
∫ T
0 f





n en el caso anterior, y tendremos que dividir por ella, como hicimos antes.)
A continuación observamos que si f tiene potencia p-ésima integrable, entonces es integra-










de acuerdo con la desigualdad de Hölder. En particular, x1−pF(x)p → 0 si x → 0+, hecho que
usaremos dentro de poco.
































































donde en (6.8) hemos usado que x1−pF(x)p → 0 si x→ 0+ y en (6.9) que F ≥ 0.
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Ya estamos igual que en la demostración anterior;
∫ T
0 (F(x)/x)
p dx aparece en los dos la-



























f (x)p dx, (6.11)
que es casi lo que queremos. Queda ver que la desigualdad estricta, lo que se deduce de un
examen más minucioso de la aplicación de la desigualdad de Hölder que hemos hecho en (6.10).
De hecho, la igualdad en (6.11) implicarı́a la igualdad en (6.10), y, por tanto, (F(x)/x)p y f (x)p
serı́an proporcionales. Pero esto nos llevarı́a a que f serı́a una potencia de x, lo cual contradice
el hecho de ser f p integrable.
Al igual que en el caso anterior, la prueba de que la constante (p/(p − 1))p es la mejor se
deduce considerando f (x) = x−
1
p−ε, x ≥ 1 y f (x) = 0 en otro caso.

6.3. Desigualdades de Carleman, Knopp y Jensen
Comenzamos con una simple aplicación de la versión discreta de la desigualdad de Hardy.

















Observemos que el lado izquierdo puede escribirse como M(n)1/p(a), donde el superı́ndice
(n) nos indica simplemente que estamos sumando en n términos. Recordamos también que
M(n)0 (a) = (a1a2 · · · an)1/n ≤ M
(n)
1/p(a),
De hecho, fijado n, como vimos en el tercer capı́tulo de este trabajo, si p → ∞, entonces
M(n)1/p(a) decrece a M
(n)
0 (a), mientras que la constante en la derecha tiende a e. Ası́, tenemos
de nuevo otra demostración de la desigualdad de Carleman que vimos en el teorema ?? del
capı́tulo 4, aunque sin probar la desigualdad estricta.
Podemos dar una versión integral de la desigualdad de Carleman. Para ello, escribimos esta














que sugiere la siguiente desigualdad.















a menos que f sea idénticamente nula.
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La demostración original de Knopp ponı́a 1 como lı́mite inferior de las integrales involucra-
das, y esa desigualdad es falsa, como puede comprobarse directamente con f (x) = 1/x2. No
obstante, la demostración de Knopp es válida para probar la desigualdad correcta.
Antes de probar esta desigualdad, vamos a otra, que tiene su interés particular aparte de
sernos necesaria en una de las pruebas que daremos.
Teorema 6.5 (Desigualdad de Jensen). Sea f , w : I → R funciones integrables con w(x) ≥ 0 y∫
I
w(x) dx = 1. Sea Φ : J → R una función convexa definida en un intervalo J conteniendo el














f (x)w(x) dx, T (x) = Φ(µ) + m(x − µ).
La convexidad de Φ implica que T (x) ≤ Φ(x) para todo x y T (µ) = Φ(µ). Entonces
Φ(µ) −Φ( f (x)) ≤ m(µ − f (x)) ∀x ∈ I.




Φ( f (x))w(x) dx ≤ m(µ − µ) = 0,
y concluimos la demostración.

Si elegimos Φ(x) = ex tenemos el siguiente resultado, que se conoce como la versión
integral de la desigualdad de las medias aritmética y geométrica.
Corolario 6.6. Sea f , w : I → (0,∞) con
∫
I










¿Por qué decimos versión integral? Pongámoslo de manifiesto. Dados a1, . . . , an > 0 y pesos









pk dx = 1,
∫
[0,n]






















pk log ak = log(a
p1
1 · · · a
pn
n ),
ası́ que la desigualdad de Jensen para estas elecciones de f y w se reduce a la desigualdad de
las medias aritmética y geométrica con pesos.
Vale la pena mencionar un caso especial de la desigualdad de Jensen:
Corolario 6.7. Sea f : [a, b] → R una función continua y sea Φ : J → R una función convexa













Φ( f (t)) dt.
Si Φ es estrictamente convexa, entonces la igualdad solo puede darse si f es constante.






f (t) dt, T (x) = Φ(µ) + m(x − µ).
Si Φ es estrictamente convexa, Φ(y) −Φ(µ) > m(y − µ) para y , µ. Si f no fuera constante,
tendrı́amos que f (x) , µ para todo x en algún subintervalo I de [a, b]. Por lo tanto,

Φ( f (x)) −Φ(µ) > m( f (x) − µ), en I
Φ( f (x)) −Φ(µ) ≥ m( f (x) − µ), en otro caso
Se deduce entonces que ∫ b
a
(Φ( f (x)) −Φ(µ)) dx > 0.
Recı́procamente, si ∫ b
a
(Φ( f (x)) −Φ(µ)) dx = 0,
significarı́a que Φ( f (x)) = Φ(µ) para todo x. Pero las funciones estrictamente convexas pue-
den tomar el mismo valor a lo sumo dos veces, luego f (x) toma como máximo dos valores.
Como f es continua, esto fuerza a que f sea constante.

Necesitamos por último el siguiente resultado para probar la desigualdad de Knopp.






y f (y) dy.
Entonces ∫ ∞
0
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Vistos estos resultados, ya podemos demostrar la desigualdad de Knopp
Demostración de la desigualdad de Knopp. Recuerdemos que una primitiva de log x es x log x−












































y f (y) dy
donde en (6.12), hemos aplicado la desigualdad de Jensen. Apelando a nuestro lema previo













f (x) dx. (6.13)
La igualdad en (6.13) también fuerza la igualdad en (6.12) para todo x, que a su vez hace que
log (y f (y)) sea constante. Si f no es idénticamente nula, significa que f (y) = c/y para alguna
constante c > 0. Esto es claramente inconsistente con el hecho de que f es integrable en (0,∞).
Luego tenemos desigualdad estricta en (6.13) salvo si f = 0.

Vamos a terminar esta sección probando de nuevo la desigualdad de Carleman, usando el
corolario 6.6, donde probamos la versión integral de la desigualdad de las medias aritmética y
geométrica.
Hemos visto varias demostraciones de la desigualdad de Carleman. Un comentario que po-
demos hacer a la inspirada demostración de Pólya que vimos en la sección 4.3 es que no se
preocupa de evaluar cada sumando de la serie, sino la suma de la serie. Podemos dar una cota
de esos términos que, en definitiva, proporciona otra demostración de la desigualdad.
Teorema 6.9. Dados cualesquiera números positivos ak, con k ∈N, se cumple que
(a1a2 · · · an)1/n ≤ e2n2
n∑
k=1
(2k − 1)ak, n = 1, 2, . . . (6.14)
Demostración. Veamos como usar el análogo integral de la desigualdad de las medias aritméti-
ca y geométrica. Al tener que estimar los términos (a1a2 · · · an)1/n parece razonable considerar
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f : (0,∞)→ R tal que f (x) = ak en el intervalo (k − 1, k] para 1 ≤ k < ∞. Esta elección pone
cada sumando como una integral, como ya vimos anteriormente:


















log f (ny) dy
)
.


























y f (ny) dy, (6.15)
habiendo aplicado en el último paso la versión integral de la desigualdad de las medias aritméti-
ca y geométrica. Además, como
∫ 1
0











queda demostrado el resultado.





































pues reuniendo lo anterior tenemos entonces
∞∑
n=1


























68 6. Desigualdad de Hardy
6.4. Desigualdad de Carleson
Vamos a ver ahora la prueba de una desigualdad debida a Lennart Carleson (1954), que
está relacionada en parte con la desigualdad de Jensen, por su estilo de demostración, similar
en cierto sentido con la desigualdad de Hardy como veremos posteriormente. Además, esta
desigualdad nos dará como consecuencia las desigualdades ya vistas de Carleman y Knopp.
Teorema 6.10 (Desigualdad de Carleson). Sea ϕ : [0,∞)→ R una función convexa, derivable












La constante eα+1 no se puede mejorar.
En principio, la convexidad de ϕ es útil para estimar diferencias del tipo ϕ(y + t) − ϕ(y).
Sin embargo, éstas no parecen ayudar mucho para demostrar la desigualdad anterior. La idea
de Carleson fue considerar diferencias de la forma ϕ(py) − ϕ(y), donde p > 1 es un parámetro
que se optimazará después.174 Hardy’s Inequality and the Flop
Fig. 11.1. The convexity bound ϕ(py) ≥ ϕ(y) + (p − 1)yϕ′(y) for p > 1 tells
us how ϕ changes under a scale shift. It also cooperates wonderfully with
changes of variables, Hölder’s inequality, and the flop.
the conjugate q = p/(p−1) and apply Hölder’s inequality to the natural



























Since IA < ∞, we may divide by I1/pA to complete the flop. Upon taking

















and this is actually more than we need.
To obtain the stated form (11.15) of Carleson’s inequality, we first let
A → ∞ and then let p → 1. The familiar relation log(1 + ϵ) = ϵ+ O(ϵ2)
implies that pp/(p−1) → e as p → 1, so the solution of the challenge
problem is complete.
An Informative Choice of ϕ
Part of the charm of Carleson’s inequality is that it provides a sly
generalization of the famous Carleman’s inequality, which we have met
twice before (pages 27 and 128). In fact, one only needs to make a wise
choice of ϕ.
Given the hint of this possibility and a little time for experimentation,
one is quite likely to hit on the candidate suggested by Figure 11.2. For
Figura 6.1: Diferencia ϕ(py) − ϕ(y).
Demostración. Si p > 1, la convexidad de ϕ implica que
ϕ(py) − ϕ(y)
py − y ≤ ϕ
′(y) (6.17)
que podemos escribir como
−ϕ(py) ≤ −ϕ(y) − (p − 1)yϕ′(y).
Vamos a estimar el lado izquierdo de (6.16) usando (6.17) y la desigualdad de Hölder con el
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→ e si q→ ∞,
ası́ que terminamos la demostración haciendo primero A → ∞ y luego p → 1+ (o lo que es
igual q→ ∞).

Veamos como deducir la desigualdad de Carleman a continuación. Basta elegir ϕ conve-
nientemente. Sea (an) una sucesión de números reales positivos. Si miramos la figura siguiente,
Hardy’s Inequality and the Flop 175
Fig. 11.2. If y = ϕ(x) is the curve given by the linear interpolation of the
points (n, s(n)) where s(n) = log(1/a1) + log(1/a2) + · · · + log(1/an), then on
the interval (n−1, n) we have ϕ′(x) = log(1/an). If we assume that an ≥ an+1
then ϕ′(x) is non-decreasing and ϕ(x) is convex. Also, since ϕ(0) = 0, the
chord slope ϕ(x)/x is monotone increasing.
the function ϕ defined there, we have identity
! n
n−1
exp(−ϕ′(x)) dx = ak (11.17)

















When we sum the relations (11.17) and (11.18), we then find by invoking






















Thus we recover Carleman’s inequality under the added assumption that
a1 ≥ a2 ≥ a3 · · · . Moreover, this assumption incurs no loss of generality,
as one easily confirms in Exercise 11.7.
Exercises
Exercise 11.1 (The Lp Flop and a General Principle)
Suppose that 1 < α < β and suppose that the bounded nonnegative
functions ϕ and ψ satisfy the inequality
! T
0




Show that one can “clear ϕ to the left” in the sense that one has
! T
0




Figura 6.2: Elección de ϕ para demostrar la desigualdad de Carleman.
en la que y = ϕ(x) es la curva dada por la interpolación de los puntos (n, s(n)), donde






+ · · ·+ log 1
an
,
es decir, ϕ(n) = sn para cada n y ϕ es lineal en cada subinetravlo (n − 1, n), en el intervalo
(n − 1, n) tenemos que
ϕ′(x) = sn − sn−1 = log 1an .
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Si suponemos que an ≥ an+1, entonces ϕ′ es creciente y ϕ convexa. Además, dado que ϕ(0) =
0, la pendiente de la cuerda del origen a (x,ϕ(x)), que es ϕ(x)/x es monótona creciente.














La igualdad en (6.18) para todo n y x implicarı́a que la sucesión (an) es constante, lo cual no
puede ser si suponemos que la serie
∑
n an es convergente. Ası́ que la desigualdad debe ser
estricta para ciertos n y x. Tenemos por tanto que
∫ n
n−1
exp(−ϕ′(x)) dx = ak (6.19)
y al ser ϕ(x)/x creciente,














Sumando (6.19) y (6.20) y aplicando la desigualdad de Carleson, tenemos que
∞∑
n=1















donde la desigualdad estricta sigue de los comentarios que hicimos anteriormente.
Hemos probado pues la desigualdad de Carleson pero con la hipótesis adicional de ser la
sucesión (an) decreciente. Pero esto no es problema como se deduce del siguiente lema.
Lema 6.11. Sea (an) una sucesión decreciente de números reales positivos y sea (bn) una




(b1b2 · · · bn)1/n ≤
N∑
n=1
(a1a2 · · · an)1/n.
Demostración. Si n es fijo, podemos suponer que b1, b2, . . . , bn están ordenados en orden de-
creciente. En ese caso, es claro que se cumple que b1 ≤ a1, b2 ≤ a2, etc. Luego b1b2 · · · bn ≤
a1a2 · · · an y se concluye que
∞∑
n=1
(b1b2 · · · bn)1/n ≤
∞∑
n=1







pues al ser an ≥ 0 la serie es incondicionalmente convergente, todas las reordenaciones suman
lo mismo.

Terminamos viendo que la desigualdad de Carleson implica la de Knopp para funciones




log f (t) dt
es tal que
ϕ′(x) = − log f (x)
es creciente, luego ϕ es convexa.
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