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Re´sume´ – De plus en plus d’applications ne´cessitent d’e´diter la couleur associe´e aux sommets d’un maillage ou aux points d’un nuage 3D.
Dans ce contexte, nous proposons un filtre re´gularisant sur graphes dirige´s qui repose sur la minimisation d’une fonction compose´e d’un terme
d’attache aux donne´es, d’un terme de lissage base´ sur une norme pTV spatialement variable, et d’un terme de pre´servation des structures base´ sur
l’amplitude du gradient. Les deux derniers termes peuvent eˆtre lie´s aux formulations du p-Laplacien sur graphes dirige´s. Cela permet d’imposer
diffe´rentes formes de traitement sur diffe´rentes parties du graphe pour une meilleure qualite´ de lissage.
Abstract – Editing of 3D colored meshes represents a fundamental component of nowadays computer vision and computer graphics appli-
cations. In this paper, we propose a framework based on the p-laplacian on directed graphs for structure-preserving filtering. This relies on a
novel objective function composed of a fitting term, a smoothness term with a spatially-variant pTV norm, and a structure-preserving term. The
last two terms can be related to formulations of the p-Laplacian on directed graphs. This enables to impose different forms of processing onto
different graph areas for better smoothing quality.
1 Introduction
Filtrer des images tout en pre´servant certaines structures est
une taˆche importante en e´dition d’images et en photographie
nume´rique [13, 3, 7, 11, 12]. Pour e´diter une image (lissage,
abstraction, accentuation), elle est ge´ne´ralement de´compose´e
en une couche contenant les structures principales a` pre´server
et plusieurs couches faisant apparaıˆtre progressivement des ni-
veaux de de´tails de moins en moins importants. Les capteurs
3D a` faible couˆt permettent le de´veloppement a` grande e´chelle
de la nume´risation d’objets 3D. Il est de´sormais facile d’acque´rir
des nuages de points ou des maillages 3D ou` chaque point ou
sommet est de´crit par sa position 3D et sa couleur RVB. Cepen-
dant, la qualite´ visuelle des donne´es acquises n’est pas toujours
suffisante, par exemple pour l’impression 3D. De plus, si les
donne´es doivent eˆtre utilise´es dans des applications de re´alite´
virtuelle ou augmente´es, elles doivent souvent eˆtre post-traite´es
pour eˆtre visuellement simplifie´es. Avec de telles taˆches, on
s’inte´resse au de´veloppement de filtres pre´servant les struc-
tures qui fonctionnent sur la couleur associe´e a` des donne´es
3D, comme cela a e´te´ propose´ en traitement d’images. Peu
de travaux conside`rent ce proble`me. Certains filtres de ont e´te´
e´tendus aux maillages ou nuages de points 3D mais la ma-
jorite´ d’entre-eux se focalisent sur l’e´dition des coordonne´es
des points 3D pour affiner le maillage. Certains travaux traitent
ne´anmoins de la couleur associe´e aux donne´es 3D, par exemple
par masquage flou [2], ou par l’utilisation de filtres morpholo-
giques pour obtenir une de´composition hie´rarchique de l’infor-
mation couleur [9].
Dans le cadre du traitement du signal sur graphes dirige´s,
nous proposons un filtre re´gularisant pour traiter la couleur
associe´e a` des donne´es 3D. Il est obtenu en minimisant une
fonction compose´e de trois termes (Sec. 3) : un terme d’at-
tache aux donne´es, un terme de re´gularisation et un terme de
pre´servation des structures. Pour que le filtrage s’adapte locale-
ment aux donne´es a` filtrer, le terme de re´gularisation repose sur
une norme pTV (p variation totale) ou` p varie spatialement. Ce
terme peut eˆtre lie´ aux formulations du p-Laplacien sur graphes
ponde´re´s (Sec. 2), ce qui prolonge nos travaux pre´ce´dents qui
ne conside´raient que les deux premiers termes avec une norme
pTV fixe [1]. Le terme de pre´servation des structures permet
de pre´server l’amplitude du gradient, guide´ par un indicateur
de structure. Comme illustre´ par nos expe´rimentations (Sec. 4),
ces termes contribuent a` l’ame´lioration de la qualite´ du lissage.
2 p-Laplaciens sur graphes ponde´re´s
Nous conside´rons des donne´es compose´es de nv e´le´ments,
chacun contenus dans Rnc , e.g., des points 3D ou des couleurs
RVB. Une donne´e est repre´sente´e par une matrice re´elle F =
[fi,c]i∈Nv,c∈Nc avec Nv = {1, . . . , nv} et Nc = {1, . . . , nc},
fi,c codant la composante c du i-e`me e´le´ment. Alternative-
ment, le i-e`me e´le´ment peut eˆtre repre´sente´ par un vecteur fi =
[fi,c]c∈Nc . Les e´le´ments sont relie´s par des areˆtes pour former
un graphe utilise´ comme domaine pour traiter F. Puisque les
connexions n’ont ge´ne´ralement pas la meˆme importance, un
poids est associe´ a` chaque areˆte, et le graphe peut eˆtre repre´sente´
par sa matrice d’adjacence sommet-sommet ponde´re´e W =
[wi,j ]i∈Nv,j∈Nv , avec wi,j ∈]0,+∞[ si les e´le´ments i et j sont
connecte´s par une areˆte de i vers j, ou wi,j = 0 si ils ne le sont
pas. Les graphes sont suppose´s eˆtre sans boucle (wi,i = 0) et
dirige´s (wi,j etwj,i peuvent eˆtre diffe´rents). Ceci est motive´ par
la construction de graphes base´s sur les k plus proches voisins,
qui sont connus pour produire des connexions asyme´triques en
ge´ne´ral, i.e., une areˆte de i vers j n’a pas ne´cessairement son
areˆte oppose´e (de j vers i). De tels graphes sont ge´ne´ralement
syme´triques, i.e., W est remplace´ par 12 (W + W
T ), avant trai-
tement des donne´es. Bien que cela soit mathe´matiquement cor-
rect pour la plupart des me´thodes base´es sur le Laplacien non
normalise´e L = diag((W+WT )1nv )−(W+WT ) [8], ce n’est
pas le cas pour la plupart des ope´rateurs du second ordre, en
particulier les ope´rateurs non-line´aires comme les p-Laplaciens
[14, 1]. Ces ope´rateurs sont les principaux ingre´dients des tech-
niques de filtrage base´es sur des principes variationnels, mais
peu d’entre-eux ont e´te´ conside´re´s pour les graphes dirige´s.
Nous avons re´cemment propose´ plusieurs formulations du p-
Laplacien [1]. Nous de´crivons le cas non-normalise´ utilise´ par
le processus de filtrage pre´sente´ dans la section suivante.
Le gradient d’une donne´e F, sur un graphe ponde´re´ W, peut
se de´finir par∇WF = (∂Wj F)j∈Nv , avec ∂Wj F = [√wi,j(fj,c−
fi,c)]i∈Nv,c∈Nc . Le gradient en un sommet i est donc donne´ par
∇Wi F = [√wi,j(fj,c − fi,c)]j∈Nv,c∈Nc et son amplitude par
|∇Wi F| =
√√√√ nv∑
j=1
wi,j
nc∑
c=1
(fj,c − fi,c)2 =
√√√√ nv∑
j=1
wi,j‖fj − fj‖2
avec ‖f‖ = √∑ncc=1 f2c et Fc ∈ Rnv la restriction de F a` la
composante c, fournit un outil de base pour mesurer la variation
de F en chaque sommet. La re´gularite´ de F sur le graphe peut
alors eˆtre mesure´e par la variation totale (pTV) de´finie par :
‖F‖pTV = ‖ |∇WF|p ‖1 =
nv∑
i=1
|∇Wi F|p (1)
ou` p ∈ [1,+∞[ controˆle le degre´ de re´gularite´, et |∇WF| =
[ |∇Wi F| ]i∈Nv . Comme pour les graphes non-dirige´s, il est fa-
cile de montrer que∇‖F‖pTV = pLp,FF avec
Lp,F = diag((Wp,F + WTp,F)1nv )− (Wp,F + WTp,F) (2)
et Wp,F = diag(|∇WF|p−2)W, i.e.,
[Lp,FF]i,c =
nv∑
j=1
(
wi,j
|∇Wi F|2−p
+
wj,i
|∇Wj F|2−p
)
(fi,c − fj,c)
Il de´finit le p-Laplacien de F sur W. Le Laplacien L est obtenu
avec p= 2, et pour p= 1, L1,FF de´finit la courbure moyenne de
F. Le p-Laplacien est non line´aire, et Lp,F est syme´trique, posi-
tif semi-de´fini, et peut eˆtre vu comme un Laplacien de´pendant
des donne´es. Il peut se re´e´crire Lp,F = diag(Wp,F1nv )−Wp,F
avec Wp,F = Wp,F+WTp,F, e´quivalent a` un Laplacien de´pendant
des donne´es sur un graphe non-dirige´.
La norme pTV et le p-Laplacien de´pendent de p. Dans la sec-
tion suivante, une plus grande flexibilite´ est propose´e en adap-
tant p aux donne´es, localement en chaque sommet.
3 Filtrage p-Laplacien adaptatif
3.1 Formulation
La me´thode propose´e consiste a` re´gulariser une donne´e F0 ∈
Rnv×nc en minimisant une fonctionE(F,F0) = λdEd(F,F0)+
λsEs(F,F
0) + λrEr(F), avec Ed un terme de fide´lite´, Er un
terme de re´gularisation, Es un terme guidant la pre´servation
des structures, et λd, λs, λr ∈ [0,+∞[ des constantes fixant la
contribution de chacun des termes. Ce mode`le a e´te´ re´cemment
propose´ pour filtrer des images [5]. Nous conside´rons ici un
autre terme de re´gularisation et un autre terme de guidage.
Le terme de fide´lite´Ed permet de fournir une solution proche
de F0. Il est mesure´ par l’erreur quadratique :
Ed(F,F
0) = ‖F− F0‖2 (3)
avec ‖F‖ = √tr(FTF). Les diffe´rences locales (fi,c − f0i,c)
devraient eˆtre nulles, ou faibles, aux sommets inclus dans des
parties devant eˆtre pre´serve´es. Ceci est guide´ par le terme Es.
Il mesure une erreur quadratique entre l’amplitude du gradient
de F et celle de F0, sur le meˆme graphe S = [si,j ]i,j∈Nv :
Es(F,F
0) =
1
2ns
nv∑
i=1
αi
(|∇Si F|2 − |∇Si F0|2)2 (4)
avec α = [αi]i∈Nv , αi ∈ [0, 1] le degre´ de pre´servation de
structure, et ns = nc
∑nv
i=1 αi un terme de normalisation. Le
termeα se comporte comme un masque qui force plus ou moins
la pre´servation de l’amplitude du gradient de F0. Pour s’assu-
rer que les structures dans F0 soient pre´serve´es, il devrait eˆtre
de´fini a` partir d’un indicateur de structure (Sec. 3.3).
Les diffe´rences locales implique´es dans les termes Ed and
Es devraient eˆtre plus e´leve´es aux sommets repre´sentant des
de´tails peu importants ou plus ge´ne´ralement des parties devant
eˆtre lisse´es. Pour cela, les variations de F0 sont re´duites en ces
sommets, relativement a` une fonction pTV adaptative :
Er(F) =
nv∑
i=1
1
pi
|∇Wi F|pi (5)
ou` pi ∈ [1, 2] fixe le degre´ de re´gularite´ au sommet i et as-
sure la convexite´ de (5). Intuitivement, il devrait de´pendre de
F0 et eˆtre inversement proportionnel a` αi, i.e., large aux som-
mets ou` les donne´es doivent eˆtre lisse´es et faible ou` les donne´es
doivent eˆtre pre´serve´es. Notons que les graphes W and S sont
diffe´rents. En pratique, il est plus cohe´rent et efficace qu’ils
soient structurellement e´quivalents, i.e., si,j = 0⇔ wi,j = 0.
3.2 Processus de filtrage
Pour optimiser E relativement a` F (fonction convexe), le
gradient ∇E(F) = [∂E(F)/∂fi,c]i∈Nv,c∈Nc est conside´re´, ce
qui revient a` re´soudre le syste`me d’e´quations∇E(F) = 0,
∇E(F) = 2(F− F0) + λrLr,FF + 2nsλsLs,FF (6)
ou` Lr,F et Ls,F sont de´finis ci-dessous. En effet, il est facile de
montrer que ∇Ed(F) = 2(F− F0) et∇Er(F) = Lr,FF, avec
[Lr,FF]i,c =
nv∑
j=1
(
wi,j
|∇Wi F|2−pi
+
wj,i
|∇Wj F|2−pj
)
(fi,c − fj,c)
Contrairement au p-Laplacien (Sect. 2), Lr,F utilise ici un degre´
de re´gularite´ p = [pi]i∈Nv en chaque sommet. De meˆme, le
gradient de Es est donne´ par ∇Es(F) = 2nsLs,FF avec
[Ls,FF]i,c =
nv∑
j=1
(aisi,j + ajsj,i) (fi,c − fj,c) (7)
et ai = αi(|∇Si F|2 − |∇Si F0|2).
Nous conside´rons la me´thode de Gauss-Jacobi line´arise´e pour
calculer une solution au syste`me d’e´quations. Soit F(t) la solu-
tion a` l’ite´ration t. En initialisant avec F(0) = F0, et g0 =
|∇SF0|2, la me´thode ite`re les e´tapes :
∀i, hi ← |∇Wi F(t)|pi−2
∀i, gi ← αi
(
|∇Si F(t)|2 − g0i
)
∀i,∀j, wi,j ← 12 (hiwi,j + hjwj,i)
∀i, ∀j, si,j ← 1ns (gisi,j + gjsj,i)
∀i, ∀c, f (t+1)i,c ←
λdf
0
i,c +
∑nv
j=1(λrwi,j + λssi,j)f
(t)
j,c
λd +
∑nv
j=1 λrwi,j + λssi,j
jusqu’a` convergence ou qu’un nombre d’ite´rations soit atteint.
Une ite´ration calcule F(t+1), en chaque sommet, comme la
moyenne ponde´re´e de F(t) dans le voisinage du sommet dans le
graphe W + S. Contrairement aux filtres base´s sur la pTV sur
graphes non-dirige´s [4] et dirige´s [1], le parame`tre p est adapte´
aux donne´es en chaque sommet.
3.3 Parame`tres pour des points 3D colore´s
Le filtre propose´ de´pend de plusieurs parame`tres : les graphes
W et S, le vecteur p indiquant le degre´ local de re´gularite´, et le
vecteur α guidant la pre´servation des structures. Ils de´pendent
de la nature des donne´es et de l’effet souhaite´. Nous les de´crivons
pour des points 3D avec couleurs RVB. E´tant donne´ un en-
semble X = {xi}i=1,...,nv de nv points xi ∈ R3, et un en-
semble F0 ∈ Rnv×3 de couleurs RVB associe´es a` ces points
(nc = 3), nous supposons qu’un graphe connecte´ S0 a de´ja`
e´te´ construit pour connecter les points entre-eux. Lorsque X
e´chantillonne la surface d’un objet 3D, S0 peut eˆtre construit
a` partir des areˆtes du maillage ayant X comme sommets. Mais
n’importe quel graphe peut eˆtre utilise´ de`s lors qu’il est connecte´
et repre´sente suffisamment la ge´ome´trie des donne´es.
Les graphes S et W sont construits en connectant chaque
point xi ∈ X a` ses k plus proches points voisins contenus
dans un voisinage N β dans S0 (sommets atteints depuis xi en
parcourant β areˆtes), relativement a` la mesure de dissimilarite´
d(xi, xj) = dEMD(H(Φ
τ
i ), H(Φ
τ
j )), ou` Φ
τ = (Φτi )i=1,...,nv
associe a` chaque xi une caracte´ristique Φτi = (f
0
j )j∈N τi ∪{i},
i.e., la couleur des points xj autour de xi dans un voisinage
N τi dans S0. Comme S0 n’est pas suppose´ eˆtre re´gulier, une
simple norme L2 ne peut pas eˆtre utilise´e pour les comparer.
La distance dEMD (Earth Mover Distance) [10] entre les histo-
grammes H des caracte´ristiques dans l’espace L∗a∗b∗ est plus
approprie´e. Les connexions retenues sont alors directement uti-
lise´es pour construire le graphe S. Ce graphe est non-ponde´re´,
i.e., si,j = 1 si xj est parmi les k plus proches voisins de xi,
ou 0 sinon. Le graphe W a la structure de S mais il est ponde´re´
relativement aux distances entre les caracte´ristiques par :
wi,j = 1−
dEMD(H(Φ
τ
i ), H(Φ
τ
j ))
max
l=1,...,nv
si,l=1
dEMD(H(Φτi ), H(Φ
τ
l ))
(8)
si si,j = 1, et 0 sinon. Remarquons que S et W sont dirige´s.
Les deux autres parame`tres p and α sont de´finis a` partir d’un
indicateur de structure m = [mi]i=1,...,nv . En chaque point xi,
il repre´sente le degre´ local de structure dans F0. Ceci est me-
sure´ par la somme normalise´e des distances dans un voisinage
N ρi dans S0 : mi = 1|Nρi |
∑
j∈Nρi dEMD(H(Φ
ρ−1
i ), H(Φ
ρ−1
j )),
pi = 1 +
1
1 +m2i
, αi =
mi −minjmj
δi(maxjmj −minjmj) (9)
avec δi le nombre d’areˆtes sortant de i dans S (degre´ sortant).
Cela permet de normaliser le gradient dansEs. Comme discute´
dans la section pre´ce´dente, p et α (Eq. 9) sont antagonistes, un
pour lisser les donne´es, et l’autre pour pre´server les structures.
4 Expe´rimentations et conclusion
Nous conside´rons des donne´es acquises par nume´risation 3D
+RVB avec un scanner. Le maillage des objets est directement
fourni. Nous l’utilisons pour de´finir le graphe initial S0. Les
parame`tres de construction des graphes S et W, et l’indicateur
de structure m, sont fixe´s a` β = 5, τ = 1 et ρ = 2 (taille
des sauts), et le nombre de voisins est fixe´ a` k = 10. De plus,
λd = 10
−3, λr = 1, λs = 0.25, et le nombre d’ite´rations est
fixe´ a` 25.
La figure 1 montre les re´sultats obtenus pour un maillage
basse re´solution (19247 sommets et 38490 faces). La 1e`re ligne
montre le maillage original et l’indicateur m de structure a`
pre´server. La 2nde montre les re´sultats classiques obtenus avec
des valeurs fixes de p et sans pre´servation de structure. Avec
p = 2 (Laplacien), on obtient un fort effet de lissage, alors
qu’avec p = 1 (TV), les diffe´rences entre couleurs sont mieux
pre´serve´es. Cependant, certains petits de´tails inde´sirables sont
e´galement conserve´s. Faire varier p spatialement permet d’e´limi-
ner ces petits de´tails (3e`me ligne). Certaines parties, comme le
collier du canard, restent ne´anmoins floues. Ce proble`me est
finalement re´duit par le terme de pre´servation de structure.
donne´e initiale indicateur de structure dans la couleur
p(vi) = 2, λs = 0 p(vi) = 1, λs = 0
p variable et λs = 0 filtre propose´
FIGURE 1 – Illustration de la me´thode.
La figure 2 montre un exemple d’e´dition de la couleur des
sommets d’un maillage haute re´solution (780977 sommets et
1557701 faces). Le filtre propose´ permet de supprimer les pe-
tits de´tails tout en pre´servant les structures les plus saillantes.
Ceci peut eˆtre utilise´ dans des proce´dures d’ame´lioration de la
nettete´ [6]. La diffe´rence entre la couleur initiale et la couleur
filtre´e est calcule´e, augmente´e d’un facteur de 0.8, et ajoute´e a`
la version filtre´e. Comme on peut l’observer, le re´sultat ame´liore
le contraste local sans perdre les de´tails importants. Cela montre
l’inte´reˆt de notre approche pour des taˆches d’e´dition. Nos fu-
turs travaux e´tudieront plus finement le mode`le propose´ pour
de telles taˆches, en particulier les taˆches d’abstraction.
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