ABSTRACT In this paper, a novel change detection technique is proposed based on multiscale superpixel segmentation and stacked denoising autoencoders (SDAE). This approach is designed to achieve superpixelbased change detection, in which the basic analysis unit is between pixel-based and object-based ones. Given two original images, the difference image (DI) is obtained by conventional DI generation methods. Then, we propose a multiscale superpixel segmentation which is guided by the changing degrees estimated from the DI. Different from traditional multiscale superpixel, the proposed multiscale superpixel segmentation is employed in a single map. In the proposed method, SDAE is used to learn the difference representation between bi-temporal superpixels. Bi-temporal superpixels are stacked and fed into SDAE for its pretraining, and then SDAE is fine-tuned according to pseudo labels generated by traditional unsupervised methods. After fine-tuned with back propagation, the SDAE can be used to classify all superpixel pairs into changed or unchanged ones. The experimental results on real remote sensing datasets have demonstrated the effectiveness of the proposed approach.
I. INTRODUCTION
Change detection is a significant issue that aims to detect the changes between bi-temporal images [1] - [5] , which has been widely used in many fields, such as environmental monitoring [6] , remote sensing [7] - [9] , urban studies [10] , [11] and medical diagnosis [12] . In recent years, detecting a certain kind of change [13] , [14] or various changes [15] , [16] have also been developed. The core is to find significantly differences in the given coregistered image-pair and most of traditional methods can be classified into two categories according to their analysis units: pixel-based and object-based [17] .
In pixel-based methods, individual pixel is treated as the basic unit in the process of image analysis, and these methods classify each pixel into changed or unchanged ones. It is because of this, the pixel-based methods are low efficiency. This kind of methods have an advantage of determining the category of each pixel accurately. In most cases, pixel-based methods are adopted in bi-temporal images change detection. According to the literature available, the procedure of pixel-
The associate editor coordinating the review of this manuscript and approving it for publication was Mohammad Shorif Uddin. based change detection includes three steps: (1) image preprocessing; (2) difference image (DI) generation; (3) analysis of the DI and identification of changed and unchanged pixels [18] . The first step, image preprocessing, mainly includes image coregistration and denoising. In the second step, a difference image is generated by log-ratio operator that can reduce the effect of noise [19] , [20] . The third step, analysis of the DI, aims to distinguish changed and unchanged pixels from difference image. Analyzing DI is a key step in pixelbased methods, and the thresholding, level set and clustering methods are conventional methods for analyzing [21] .
The Kittle-Illingworth (KI) algorithm is a typical threshold algorithm, which searches for an optimal threshold to divide the DI into changed or unchanged class [22] . In order to search the best threshold, KI algorithm needs to establish a model for class conditional estimation. A KI algorithm implemented under Gaussian distribution (GKI) is often used for change detection problems. Expectation maximization (EM) is another classical threshold algorithm, which searches for an optimal threshold by iteration [23] . The level set method is also frequently used in change detection, which con-stantly updates the energy function to mark the changed and unchanged class [24] . Many clustering algorithms for change detection have obtained a better performance. Fuzzy c-means (FCM) algorithm is one of the most popular soft clustering in image segmentation, and it can retain more image information. However, FCM algorithm does not combine local gray-level and spatial information. In order to obtain a more robust result, Krinidis and Chatzis [25] introduced a fuzzy local similarity measure in FCM and proposed the fuzzy local information C-means clustering method (FLICM). This method combines local information and performs robust to the noise. Gong et al. [26] add a new fuzzy factor into original FLICM objective function that can enhance the changed information. Moreover, in [21] , a FCM with a novel Markov random field (MRF) energy function (MRFCM) is proposed for change detection problems.
The object-based change detection (OBCD) evolves from object-based image analysis. The main idea of OBCD is to extract meaningful image-objects by segmenting input images and identify changes in the state of objects [27] . The state-of-the-art OBCD algorithms can be divided into four categories: (1) image-object, which directly compares image-objects by a defined threshold [28] , [29] ; (2) classobject, which is to compare the independently classified objects [30] ; (3) multitemporal-object, which uses multitemporal states of the scene as the advantage to implement change detection [31] ; (4) hybrid change detection, which combines change information from object and pixel [32] . OBCD algorithm not only considers spectral and texture information, but also combines the information from object geometry. Object-based change detection can capture detailed meaningful change information and directly compare image-objects. However, the objects have different sizes and shapes, which rely on the segmentation algorithm. The requirement for selecting an appropriate change threshold is another challenge for OBCD.
By analyzing these two categories of change detection methods, we conclude that the basic analysis unit is a significant factor in the task of change detection. The disadvantages of object-based and pixel-based methods can be summarized as the question of granularity. Superpixel whose size is between pixel and object ones can be chosen to solve this problem and it can be adapted automatically according to practical requirements. In many computer vision tasks, the superpixel becomes key building blocks [33] . Superpixel generation algorithms assemble pixels into perceptually meaningful atomic regions. They separate image base on the features of original image, and greatly reduce the redundancy of subsequent image processing tasks [34] . There are many methods that produce superpixels used in image processing [35] - [38] . The desired goal of superpixel segmentation is to retain object boundaries well with low computational complexity. It is because of the existence of some unique characteristics, superpixel has been using more and more for change detection [39] . In [40] , a superpixel-based change feature is extracted to generate pseudo labels, and the pseudo labels are used for training a DNN. In this method, the superpixel is not as the basic analysis unit, but it generates pseudo labels. It is a pixel-based method, which classifies the pixels in the end. Different from Arel et al. [41] , the proposed method is superpixel-based method that the classified objects are superpixels. We directly analyze and classify the superpixels. In [42] , a deep difference representation learning network (DRLnet) and an unsupervised optimization framework is proposed, which is driven to learn clustering-friendly and discriminative difference representations (DRs) for different types of changes. Further, DRLnet is extended into a recurrent learning framework to update and reuse limited training samples and prevent the semantic gaps caused by the saltation in the number of change types from over-clustering stage to the desired one. In [40] , a novel change detection framework for high-resolution remote sensing images is presented, which incorporates superpixel-based change feature extraction and hierarchical difference representation learning by neural networks. Here, we refer to it simply as SDBN. The basic analysis units of these two algorithms are superpixels.
Analyzing DI can be regarded as a clustering or classification problem in machine learning, and deep learning is increasingly proving to be an effective method of machine learning. Neural networks are important branch of machine learning, which can learn the inherent rules from a large number of training samples and predict unknown events. However, traditional neural networks have some disadvantages: (1) easy to over-fitting; (2) increasing the number of layers may lead to vanishing gradient. Inspired by hierarchical structure features of human brain, deep learning [43] - [45] is developed on the basis of neural networks. The essence of the deep learning is to construct a learning model with a lot of hidden layers and massive training data to learn more useful features. Different from the traditional shallow learning, deep neural networks have more hidden layers and can learn more abstract and useful features representation, which is suitable for image classification and recognition. It establishes a deep architecture and the features can be learned layer by layer [46] , [47] . Deep learning has been successfully applied to many fields, such as object detection, classification tasks, natural language processing and so on. Many deep learning methods have been introduced into images change detection. In [48] and [49] , a novel framework which uses deep belief networks is proposed for SAR images change detection. Stacked autoencoder is introduced to handle change detection for multispatial-resolution remote sensing images in [50] . Due to the good performance of deep learning in feature representation, these methods show their advantages over traditional methods on change detection task.
In this paper, we propose a superpixel-level change detection method which combines multiscale segmentation and deep neural networks. This algorithm includes three main contributions as follows:
• The basic analysis unit is superpixel in proposed method. We directly handle superpixels in the change detection task. The final basic analysis unit is generated VOLUME 7, 2019 FIGURE 1. Framework of the proposed change detection method.
by multiscale superpixel segmentation and bi-temporal superpixel subdivision. After bi-temporal superpixel subdivision, we obtain more subtle bi-temporal superpixels that will be recognized by deep neural networks.
• The difference image is used for guiding the multiscale superpixel segmentation in original images. We propose multiscale superpixel segmentation that makes superpixel much more fit to the change detection. The bi-temporal images are segmented by different scale superpixels. And the region in bi-temporal images is segmented by large or small scale is according to changing degrees in DI, which is called DI-guided.
• A superpixel classification network which can classify superpixel pairs is established. Superpixel classification network based on SDAE can learn the differences between each pair of bi-temporal superpixels.
The rest of this manuscript is organized as follows. Section II describes the background and motivation of our approach. Section III introduces the proposed algorithm in detail. Section IV will introduce the experimental datasets, and then show the experiment results to verify the effectiveness of our approach. In the end, the conclusion remarks of this paper is given in Section V.
II. RELATED BACKGROUND AND MOTIVATION
As described above, given two coregistered bi-temporal images:
Both of them have the same size of W × H at two different times t1 and t2. Then the DI is computed by the conventional approach like log-ratio operator. Analysing the DI, a binary image
by change detection algorithm. In change detection result, I (i, j) = 1 indicates that the pixel at (i, j) is changed, and I (i, j) = 0 denotes that the pixel is unchanged. In the proposed method, changed detection has many different aspects. The flowchart of our method is shown in Figure 1 , and we take superpixel as the analysis unit. DI is generated by DI generation method that is same as traditional methods. Afterward, the DI is not used to analyse but to guide superpixel segmentation in original images. The superpixel segmented images are denoted as
and N are the number of superpixels in bi-temporal images, respectively. We adjust superpixels in two times images by subdivision and generate consistent superpixels boundaries. After bi-temporal superpixel subdivision, the I t1 and I t2 can be denoted as
where K is the number of superpixels that are adjusted by bi-temporal superpixel subdivision. The deep neural networks are established to learn the differences between each pair of bi-temporal superpixels and the change detection result can be represented as
represents that all the pixels in the k-th superpixel equal 0 or 1. The details of other steps in Figure 1 , like multiscale superpixel, bi-temporal superpixel subdivision and fine-tuning, will be introduced in Section III.
A. SUPERPIXEL AS THE BASIC ANALYSIS UNIT
As mentioned in Section I, we have introduced some factors that affect the result of change detection. The basic unit of analysis is a significant factor for the performance of change detection. In pixel-based methods, the basic unit is pixel. The process of change detection is to analyze pixel one by one, which causes the comparatively lower efficiency. The objectbased methods are more efficient, which regard object as the basic unit. However, they are sensitive to the segmentation algorithm and the object is too difficult to choose. The target of change detection is to detect the changed and unchanged areas. The areas are not an isolated pixel or a complete object, they are composed by continuous pixels or a part of object. If we can divide the image into appropriate areas and directly judge the class of areas, then change detection will be more efficient and accurate. Therefore, the problem is how to form the appropriate areas that satisfy the condition of change detection.
Based on the analysis that is mentioned above, the superpixel is utilized as the basic unit of analysis. Figure 2 show the result that superpixel segmentation is applied in remote sensing image. The superpixel shows some performances: (1) the pixels in the same superpixel have similar property, like gray and texture. So these pixels always have the same label-changed or unchanged; (2) the edge of superpixel is always the edge of object in the image, and the superpixel is the part of the object [51] . In the first performance, all pixels in a superpixel can be viewed as a whole. This is the reason that we can handle the superpixel directly. Comparing with pixel-based methods, superpixel obviously boosts the efficiency of classification. The second performance, which is same as object-based methods, is a great advantage to accurately detect the changes in the object. Therefore, the superpixel, which the size is between pixel and object ones, is a better choice as the basic unit for change detection. In [34] , a new superpixel generation algorithm is proposed by limiting the search space and defining a weighted distance measure. Simple linear iterative clustering (SLIC) is selected as the superpixel segmentation algorithm in the proposed method.
B. BRIEF INTRODUCTION TO THE SUPERPIXEL SEGMENTATION
Superpixel is an image-block, which is composed by a group of pixels that are adjacent in space and have similar features. It is highly homogeneous and adheres to image boundaries [52] . It carries more information than pixels and it is perceptually meaningful object. As the basic unit in the proposed method, superpixel can be generated by many segmentation algorithms. And SLIC algorithm is used to generate superpixels in our approach. SLIC is a simple but fast and efficient superpixel segmentation algorithm, which
Algorithm 1 A Procedures of SLIC Segmentation for a Given Image I
Input: the input image I and the number of superpixels N Output: superpixel segmented image
. . , N }, and move C i to the lowest gradient position that in a 3 × 3 neighborhood. 3: Set label for each pixel p as label (p) = −1. 4: Set distance for each pixel p as dis (p) = ∞ 5: Repeat 6: / * Assignment * / 7: for each cluster center C i do 8: for each pixel p in a 2S × 2S region around C i do 9: Compute the distance D ip between C i and p 10:
set label (p) = i 13: end if 14: end for 15 19: until e ≤ threshold is based on k-means clustering algorithm. It includes three steps that are initialization, assignment and update. The procedures of SLIC segmentation for a given image is described in Algorithm 1.
In SLIC algorithm, parameter N is the desired number of equally sized superpixels. Moreover, the initial cluster centers C i are sampled pixels on a regular grid interval S, where S = √ P/N , and P is the number of pixels in the image. Different from traditional k-means algorithm that each pixel is compared with every cluster centers, SLIC limits the search region in a certain size. This strategy is the key factor to speeding up SLIC algorithm.
C. DNN FOR DIFFERENCE REPRESENTATION LEARNING
Multi-layer neural networks have the ability to represent more complicated features. Due to its deep architectures, deep neural networks have excellent learning and representing capability for images [52] . The traditional neural networks cannot be structured a more deep architectures, which errors will drop faster in previous layers. The deep neural networks adopt a greedy way to unsupervised training each layer. They preserve knowledge from input, and use fine-tuning strategy to supervised adjust parameters. The more layers is, the more the abstract features they represent. This is the reason of deep learning can represent more complicated features. In summary, training a deep neural networks includes two main aspects: (1) pretraining and unsupervised learning at each layer; (2) fine-tuning the entire network to adjust parameters.
In the problem of change detection, it is hard to obtain the prior information. And deep learning is suitable for this situation. The deep neural networks can learn more deep features from the images. It also has the ability to construct a complex classification function. Some deep learning methods like stacked auto-encoders and deep belief networks (DBN) can learn many abstract features. The traditional autoencoder is a process that minimize the average reconstruction error, which includes an encoder and a decoder. When we input a vector x ∈ [0, 1] d , the encoder maps x to a hidden representation y ∈ [0, 1] d , where the mapping is defined as y = f θ (x) = ReLU (Wx + b) and θ = {W, b}. ReLU (the rectified linear unit) is the activation function as Eq. (1) shows.
In order to gain the correct potential feature, y is mapped to a reconstructed vector x in input space by decoder, where x =g θ (y) = ReLU (W x+b ) and the θ = W ,b . The parameters of θ and θ are obtained by minimize the follow average reconstruction error.
where Loss is a loss function. In proposed method, we use cross-entropy as the loss function as Eq. (3) shows.
where y is the desired output, and $a$ is the actual output of the neuron.
In this paper, the denoising autoencoder [54] is considered to extract and compose features. In many remote sensing images, denoising is a significant and complex task. And the noises bring a great effect on the result. Different from AE, denoising autoencoder extract intermediate representations from corrupt input. The denoising autoencoder can use the noises to extract robust features. It has the good performance on denoising and representation learning. The hypothesis of DAE is to recover the clean outputs from the partially destroyed inputs. DAE is pretrained in layer-wise, and many DAE are stacked to form a SDAE [55] . In the proposed method, a deep neural network based on SDAE i1s established to learn the differences between each pair of bitemporal superpixels. And it will be used to generate final map finally.
III. METHODOLOGY
In this section, the proposed method is described in detail. The flowchart is shown in Figure 1 . Given an image-pair, the image preprocessing and DI generation will be done in the first step. Guided by DI, the multiscale superpixel segmentation is implemented in the image-pair. After the multiscale superpixel segmentation, the bi-temporal superpixel subdivision is used to generate consistent superpixel boundaries and obtain more subtle changed superpixels in image-pair. Finally, a superpixel classification network is established to classify the inputs.
A. INTRODUCTION TO MULTISCALE SUPERPIXEL SEGMENTATION
Multiscale superpixel segmentation is a crucial step for our change detection approach. After we obtain DI, the imagepair is segmented by SLIC superpixel segmentation algorithm. The bi-temporal images can be divided into different regions by the changing degrees estimated from DI. Different regions are segmented by different scale superpixels. The size of scale in different regions is calculated by some strategies that are described in the following. The process of segmentation is guided by DI. The generation of multiscale superpixel is the key to improve accuracy of classification. First, we introduce the multiscale superpixel segmentation in brief.
1) MULTISCALE SUPERPIXEL SEGMENTATION
We have analyzed the necessity of using superpixel. In order to make the superpixel segmentation much more fit to the change detection, a novel multiscale superpixel segmentation is proposed. The scale of superpixel is defined as the number of pixels in a superpixel, and it is an approximate value. It reflects the size of superpixel and the extent of superpixel segmentation. Figure 3 shows the segmentation results by different scales of superpixel. In traditional conception, the multiscale methods often refer to the different size of superpixels in different images. The two different scales of superpixel in different images are shown in Figure 3 (a) and (b). And in [56] , traditional multiscale superpixel method is used to object detection. Different from the traditional multiscale superpixel, the proposed multiscale superpixel segmentation is the different size of superpixels in a single image. The effect of multiscale superpixel segmentation is shown in Figure 3(d) . The reason of introducing different scales in a single image is that different size of superpixels in a single image conform to the characteristic of change detection. In change detection, we need to precisely detect the changed regions and the rest parts are the unchanged regions. The requirement of detection task in changed and unchanged regions is different, which impels us to use different scales in different regions. Concretely, in the changes relatively large regions the small superpixels are used to segment, which can improve the accuracy of classification. And the large superpixels are employed to segment the unchanges relatively concentrated regions, which can increase the efficiency of classification. By introducing multiscale superpixel segmentation, the superpixel can be better applied to change detection and obtains great performance.
2) DI-GUIDED
The requirement of detection task in changed and unchanged regions is different. In the task of images change detection, the changed areas should be paid more attention so as to detect elaboration. Therefore, it is necessary to use different scales in approximately changed and unchanged regions. It means that large scale superpixel is applied in approximately unchanged regions while small scale superpixel should be implemented in the changed regions.
As analyzed above, the crucial issue is how to detect the approximately regions that have large changed pixels or unchanged pixels. In traditional change detection, DI is an image that preliminarily distinguishes changed and unchanged classes. In difference image, the larger the gray value is, the larger changes bi-temporal images have. This characteristic make DI is employed in our method to approximately distinguish changed and unchanged regions. Furthermore, it can be used to guide multiscale superpixel segmentation.
Given a DI, the approximately changed and unchanged regions can be obtained by simple clustering. The clustering result reflects the changed situation in the bi-temporal images. In our method, DI is clustered into three classes which represent the approximately changed, unchanged and uncertain regions. In bi-temporal images, different scales superpixel segmentation are employed in different regions, which can emerge multiscale superpixels. When we gain three different regions, the scale of each regions will be determined. The scale of thek-th superpixel is L (k) that is defined as follows.
where the parameter l is the initial scale in segmentation. I t (k) is the k-th superpixel in image. I c , I un , and I uc are representing changed, uncertain and unchanged domains, respectively. Correspondingly, P c and P un are representing the number of changed and uncertain pixels. An example of multiscale segmentation is shown in Figure 4 . In most situation, the scale in changed regions are smaller than initial scale. This property contributes to classify precisely in the following steps. The DI also can be clustered more than three classes, and there will obtain more scales in superpixel segmentation.
B. BI-TEMPORAL SUPERPIXEL SUBDIVISION
In the proposed method, superpixel is viewed as the basic unit of analysis. However, the corresponding superpixels in two superpixel segmentation maps are not exactly consistency. Thus, a strategy of boundary integration called bi-temporal superpixel subdivision is implemented to generate a fine superpixel segmented image. The application of bi-temporal superpixel subdivision not only avoid above problem, but also produce more subtle changed superpixels. The essence of bi-temporal superpixel subdivision can be briefly illustrated in Figure 5 . The process of bi-temporal superpixel subdivision is similar to the boundary integration in Gong et al. [49] . The superpixels A in Figure 5 (a) and (b) are the corresponding superpixels. In superpixel segmented images, each superpixel has a closed outline, and all the outlines compose the segmented boundaries. The segmented boundaries in I t1 and I t2 are supposed to B t1 and B t2 , respectively. When the two superpixel segmented images are stacked together, the boundaries will be segmented by each other and then produce a new segmented boundaries B f .
Bi-temporal superpixel subdivision will help the two superpixel segmented images generate more subtle changed superpixels, which contributes to produce consistent superpixels and identify the small changes in bi-temporal images.
C. SUPERPIXEL CLASSIFICATION NETWORK
After bi-temporal superpixel subdivision, stacked denoising autoencoders (SDAE) will be established to learn abstract features from input vectors. The SDAE deep neural network was described in Section II, and the superpixel classification network based on SDAE is established in our method.
The structure of the proposed deep neural network is shown in Figure 6 . I t1 (k) is represent the k-th superpixel in image I t1 . I t2 (k) is corresponding superpixel in image I t2 . Firstly, the two corresponding superpixels are converted to vectors V t1 (k) and V t2 (k), and the length of two vectors is L, which is the number of pixels in superpixel. Next, the two vectors are input to the input vector. The length of the input vector is 2L max , where L max is the number of pixels in the biggest superpixel. The empty positions are filled with the average of V t1 (k) and V t2 (k). The vector must be of the same length when it is input to SDAE. And the input vector can solve the problem that the size of superpixel is not same. The average of a superpixel represents the gray characteristic, which can be used to fill the empty positions.
As shown in Figure 6 , the input vector is the input of deep neural network. A deep neural network by stacked DAE is established through training each DAE layer. After being trained, the differences between each pair of bi-temporal superpixels are obtained in SDAE.
D. SAMPLE SELECTION
The training of deep neural networks is unsupervised, but the fine-tuning is supervised. Therefore, the sufficient samples with labels are necessary. In our method, a DI is clustered into three classes which represent the approximately changed, unchanged and uncertain regions. Superpixels only in changed and unhanged regions will be selected as our samples. A change detection result that is produced by another original method is segmented by boundaries B f , and the segmented result is expressed as I r (k). From the I r (k), a superpixel is changed or unchanged when it satisfies the following conditions.
where label (k) is the label of the k-th superpixel in the I r (k), P c and P uc are represent the number of changed and unchanged pixels, respectively. The input vectors with label 1 or 0 are selected as samples. Back-propagation (BP) algorithm is applied to fine-tune the parameters. After training and fine-tuning, the complete superpixel classification network is established to output the label of superpixels. When the output label is 0 that represents the superpixel is unchanged, and output label is 1 that explains the superpixel is changed.
IV. EXPERIMENTAL STUDIES
In this section, two remote sensing images datasets that have different characteristics are selected to assess the effectiveness of the proposed method. First, the two datasets will be introduced briefly. Second, we will introduce some evaluation criteria to evaluate the final binary map. Next, we analysis the effect on the parameter of initial scale of superpixel segmentation. And the efficiency of the multiscale superpixel segmentation also will be testified. Finally, the result of proposed approach and other methods are exhibited.
A. DATASETS DESCRIPTION
The Xi'an dataset is the first dataset in our experiments. It consists of two remote sensing images acquired by TerraSAR. The resolution of Xi'an dataset is 3.5m. The Xi'an dataset is reflect the situation of the city of Xi'an in China, in February 2013 and March 2015. The original size of two SAR images is 41600 × 55600, which is too large to show the detailed information. Therefore, we select three typical areas from the Xi'an dataset for change detection.
We select different kinds of regions in Xi'an dataset shown in Figure 7 , which are the Weihe River, the Confluence River and the University. The Weihe River dataset with size of 2001 × 1401 pixels is shown in Figure 8 . It is a part of Weihe river, and in our experiment is called Weihe River dataset. The Figure 9 shows the Confluence River dataset with size of 1501 × 1501 pixels. It is the confluence of Weihe river and 36608 VOLUME 7, 2019 Jinghe river. And in Figure 10the University dataset is shown with size of 981 × 9411 pixels.
The second dataset called Ottawa dataset includes two remote sensing images that are acquired in July and August 1997. They were provided by the Defence Research and Development Canada, Ottawa. The two original images and the reference image are shown in in Figure 11 with size of 290 × 350 pixels.
B. EVALUATION CRITERIA
Some criteria are used to evaluate the performance of results quantitatively. When we compare our experimental results with the reference images, the FP, FN , TP and TN will be calculated as the criteria. FP is the false positives, which is the number of pixels that falsely classified as changed classes. FN is the false negatives, which is the number of VOLUME 7, 2019 pixels that falsely classified as unchanged classes. TP and TN are the number of pixels correctly classified as changed and unchanged classes, respectively. In addition, overall error (OE) is defined as the sum of FN and FP, and in our experiments we use percentage to represent OE. The correct classification (PCC) is computed by above criteria.
As for an image segmentation result, Kappa statistic is an important evaluation criterion proposed in Rosenfield and Fitzpatrick-Lins [52] . Kappa is an overall evaluation and defined as follows.
where PRE is the proportion of expected agreement and calculated as follows.
where N c and N u are the number of pixels belonging to the changed class and unchanged class in ground truth. 
C. THE PARAMETERS OF SDAE
In the SDAE, we set three hidden layers and a output layer. The number of neurons of each of them are 100, 50, 20 and 2, respectively. We use sigmoid function as the activation function and the learning rate is 1.5. Our programming tool is MATLAB and the neural network is completed with the help of DeepLearnToolBox.
D. EFFECTS OF THE INITIAL SCALE l OF SUPERPIXEL
In the proposed method, parameter l is the initial scale of the superpixel segmentation, which is defined by users. The parameter l controls the size of superpixel. In order to test the affect of l, we take experiments on University and Ottawa datasets. The parameter l is different in experiments.
The relationship between the initial scale l and the criteria on the University dataset and Ottawa dataset are shown in Figure 12 and Figure 13 . The results are reflecting the relationship between l and the criteria. The best parameters in University dataset and Ottawa dataset are 60 and 40, respectively. It is obvious when the l is between 40 and 60 that the criteria is better. If the l is too large, the superpixel will too large that neglects many information. If the l is too small, the superpixel is sensitive to noise and affects the final result. Therefore, a suitable initial scale of the superpixel segmentation is significant to the result.
E. EFFECTIVENESS OF THE MULTISCALE SUPERPIXEL
The second set of experiments want to testify the effectiveness of multiscale superpixel in proposed change detection. We select the pixel-based deep learning change detection method proposed in [49] to make a comparison. This deep learning method is a pixel-based method, which generates final map by classifying each pixel. To prove the effectiveness of multiscale, we segment images by single scale superpixel and multiscale superpixel in our proposed method, respectively. The single scale is set to the finest scale used in the multi-scale approach. The experiments are conducted on the Weihe River and Confluence River datasets, respectively.
The results of Weihe River dataset and Confluence River dataset are shown in Figure 14 and Figure 15 , and the criteria are shown in TABLE 1. In Figure 14 , the result of proposed method is similar to the result of pixel-based deep learning method and the result of single scale superpixel method is rougher than other two methods. The quantitative comparison in TABLE 1 also prove this standpoint. In TABLE 1, each index of pixel-based method is close to the corresponding index of multiscale superpixel method. And the proposed method which classifies each superpixel is more efficient than pixel-based method, it inevitably ignore some tiny but important changed regions. It only obtain a general change detection result and the details of the changed region are not obvious. Nevertheless, the pixel-based deep learning method is training and classifying each pixel, which gives it the potential to detect the tiny changed regions. In Figure 15 , the Confluence River dataset has more complex grounds. The result of pixel-based deep learning method is influenced more by noises. The pixel-based deep learning method is sensitive to noises. This disadvantage leads to the final map suffering by noises at the boundaries. The superpixel includes neighborhood information that will decrease the impact of noise in the process of recognition. However, the single scale superpixel method not uses the changed information revealed in DI and produces the rough result. Thus, this experiment can prove that the strategy of multiscale is effective.
As Figure 16 and Figure 17 depict, the results of multiscale superpixel based method on Ottawa dataset with FCM are worse than the other methods and the proposed multiscale superpixel based method performs better than the compared methods in terms of the Evaluation Criterion. Unfortunately, FCM does not have a powerful ability of extracting deep feature representation as similarly as SDAE does, so this operation causes first method to a bad result. Compared with the single SDAE, multiscale superpixel based method plus SDAE does not improve the indices rapidly, but multiscale strategy indeed helps SDAE to enhance the accuracy of change detection on Ottawa dataset. Roughly speaking, SDAE can have a better ability of distinguishing class in the help of multiscale superpixel based method.
F. PERFORMANCE COMPARISON
The third group of experiment is carried out on the Weihe River, Confluence River, University and Ottawa datasets. We test the performance of our method and analyse the impact of superpixel and deep neural networks on the result of change detection. In proposed method, we set the initial scale of superpixel segmentation as 50, and select samples from the results of GKI, FCM, FLICM, EM and MRFFCM, respectively. Moreover, two superpixel based algorithms, DRLnet and SDBN, are presented to compare with the proposed method.
1) RESULTS ON THE WEIHE RIVER DATASET
The results of Weihe River dataset are shown in Figure 18 . The results in Figure 18 From Figure 18 and Figure 20 , we find that the proposed method excels the original algorithms. Each result obtained by proposed method based on original algorithms is better than corresponding original algorithms. In original algorithms, the best and the worst results in Weihe River dataset are FLICM and MRFFCM, respectively. And in proposed algorithm, the best and the worst results in Weihe River dataset are samples selected from FLICM and MRFFCM. Therefore, the selected samples are effecting the result of proposed method. The reason is that great original algorithm result has higher possibility to select correct samples. The correct samples can provide more accurate information for deep neural networks and reduce the noise. So the deep neural networks with more correct samples will obtain the better final map.
The comparative results of Weihe River dataset among DRLnet, SDBN and the proposed method are shown in Figure 19 and Figure 21 . In Figure 19 , the bi-classification map of the proposed method appears more natural and have less noise than the results of DRLnet and SDBN. Correspondingly, the histogram in Figure 21 show that the proposed method gains the best indices.
2) RESULTS ON THE CONFLUENCE RIVER DATASET
The results of the Confluence River dataset are shown in Figure 22 and Figure 24 . In Figure 22 , the final maps of Confluence River dataset are generated by different methods. The corresponding evaluation criteria are shown in Figure 24 to compare the performance of different methods. From Figure 22 , we can see that all the original algorithms are affected by noise and generate poor results. In Figure 24 Figure 23 and Figure 25 show the results of DRLnet, SDBN and the proposed method in Confluence River dataset. In Figure 23 , the result of proposed method obviously is polluted by less noise than the results of two other methods and. Equally, the indices of proposed method are better than that of DRLnet and SDBN. the impact of noise. In proposed method, the deep neural networks extract the features of superpixel, which ignore the effects of individual noise. Therefore, the deep learning can obtain more better information from polluted regions than other methods do. The excellent results of proposed method illustrate this opinion. The final maps are clear in proposed method and the errors slump a lot.
The bi-classification maps of DRLnet, SDBN and proposed method are shown in Figure 27 and corresponding evaluation criteria are shown in Figure 31 . From Figure 27 , the result of proposed method appears more complete changed regions than two other methods do obviously. Meanwhile, there are less outliers in the final map of proposed method than that of DRLnet and SDBN. In Figure 31 , the histogram reveals that the proposed method obtain the best indices among three superpixel based algorithms.
4) RESULTS ON THE OTTAWA DATASET
The final experiment is on the Ottawa dataset. Figure 28 shows the results of original algorithms and the proposed method. The corresponding evaluation criteria is in the Figure 30 . The Ottawa dataset has less speckle noises than other three datasets. And all the original algorithms have better performance. Nevertheless, some results also neglect details and mix noises. The results of proposed method pay more attention to details and decrease the noises. The proposed method is more excellent in both final maps and evaluation criteria. Figure 29 and Figure 33 show the bi-classification maps and corresponding evaluation criteria, respectively. Although three methods all gain relatively good results, the result of proposed method is polluted by less noise than two other methods do. The histogram in Figure 33 reflects the same viewpoint in which the indices of the proposed method are best.
V. CONCLUSIONS
In this paper, a change detection method is proposed based on novel multiscale superpixel segmentation and DNN. Guided by difference image, multitemporal images are segmented into multiscale superpixels. Next, bi-temporal superpixel subdivision is employed to produce consistent superpixels. Superpixels are taken as the basic analysis unit. The selected superpixel samples are stacked and fed into DNN for learning robust difference representation. Finally, the results of change detection can be obtained by forward passing data through DNN.
The superpixel-based method in change detection effectively solve the problems that appear in pixel-based and object-based methods. The superpixel is proven to be a better analysis unit in change detection tasks. On this basis, we further propose the multiscale superpixel segmentation to improve the performance of change detection. Superpixel classification network based SDAE is introduced to identify the changed and unchanged superpixels. SDAE has the ability to learn image features, which can greatly increase detection accuracy. The experiments on the real remote sensing images have proven that proposed method has a better performance than other methods 
