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r and 1 − r. It is a long-standing open problem to characterize those r and s such that µ(r) and µ(s) are topologically equivalent (i.e., there is a homeomorphism from the Cantor space to itself sending µ(r) to µ(s)). The (possibly) weaker property of µ(r) and µ(s) being continuously reducible to each other is equivalent to a property of r and s called binomial equivalence. In this paper we define an algebraic property called "refinability" and show that, if r and s are refinable and binomially equivalent, then µ(r) and µ(s) are topologically equivalent. Next we show that refinability is equivalent to a fairly simple algebraic property. Finally, we give a class of examples of binomially equivalent and refinable numbers; in particular, the positive numbers r and s such that s = r 2 and r = 1−s 2 are refinable, so the corresponding measures are topologically equivalent.
Two measures µ and ν defined on the family of Borel subsets of a topological space X are said to be homeomorphic or topologically equivalent provided there exists a homeomorphism h of X onto X such that µ is the image measure of ν under h: µ = νh −1 . This means µ(E) = ν(h −1 (E)) for each Borel subset E of X.
One may be interested in the structure of these equivalence classes of measures or in a particular equivalence class. For example, a probability measure µ on [0, 1] is topologically equivalent to Lebesgue measure if and only if µ gives every point measure 0 and every non-empty open set positive measure. (The distribution function of µ is a homeomorphism on [0, 1] witnessing this equivalence.) This is a special case of a result of Oxtoby and Ulam [10] , who characterized those probability measures µ on finite dimensional cubes [0, 1] n which are homeomorphic to Lebesgue measure. For this to be so, µ must give points measure 0, non-empty open sets positive measure, and the boundary of the cube measure 0. Later Oxtoby and Prasad [9] extended this result to the Hilbert cube. These results have been extended and applied to various manifolds. The book of Alpern and Prasad [2] is an excellent source for these developments. Oxtoby [8] also characterized those probability measures on the space of irrational numbers in [0, 1] which are homeomorphic to Lebesgue measure as those which give points measure zero and open sets positive measure.
It is natural to ask what measures are homeomorphic to Lebesgue measure on C = {0, 1} N , the Cantor space, where by Lebesgue measure we mean Haar measure or infinite product measure µ(1/2) resulting from fair coin tossing. The topology on C is the standard product topology; we will use as basic open (actually clopen) sets for this topology the sets e for all finite sequences e from {0, 1}, where e is the set of infinite sequences in C which begin with the finite sequence e. (These basic clopen sets are sometimes called cylinders.) We will say that the length of a basic clopen set e is the length of the finite sequence e.
It turns out that the Cantor space is more rigid than [0, 1] n for measure homeomorphisms -it is not true that a measure ν on C which gives points measure 0 and non-empty open sets positive measure is equivalent to Lebesgue measure. In fact, even among the product measures the only one which is equivalent to Lebesgue measure is Lebesgue measure itself. To describe the situation let us use the following notation. For each number r, 0 ≤ r ≤ 1, let µ(r) be the infinite product measure determined by coin tossing with probability of success r. Consider the equivalence relation on [0, 1], r ∼ top s if and only if µ(r) is topologically equivalent to µ(s). (We will sometimes abuse terminology by saying that r is topologically equivalent to s.) Definition 1. Let 0 < r, s < 1. The number s is said to be binomially reducible to r provided
where n is a non-negative integer and each a i is an integer with 0 ≤ a i ≤ n i . It is known that µ(s) is continuously reducible to or is a continuous image of the measure µ(r) (i.e., µ(s) = µ(r) • g −1 for some continuous g : C → C) if and only if s is binomially reducible to r [5] . Note that this implies that binomial reducibility is transitive. Thus, we have another natural equivalence relation on [0, 1]. Definition 2. Let 0 < r, s < 1. Then r is binomially equivalent to s, denoted r ≈ s, provided r is binomially reducible to s and s is binomially reducible to r, or, equivalently, each of the measures µ(r) and µ(s) is a continuous image of the other.
After an earlier version of this paper was first circulated, T. Austin [3] solved one of the outstanding unsolved problems concerning these relations. The problem was:
Problem ([5, Problem 1065]). Is it true that the product measures µ(r) and µ(s) are homeomorphic if and only if each is a continuous image of the other, or, equivalently, each of the numbers r and s is binomially reducible to the other?
Austin showed that this problem has a negative answer. One can think of this problem in the following way. Suppose we have µ(s) = µ(r) • g −1 and µ(r) = µ(s) • h −1 , where the maps g and h are continuous. Is there some sort of Cantor-Bernstein or back-and-forth argument for the Cantor set which, given g and h, produces not just a one-to-one onto map, but a homeomorphism taking µ(r) to µ(s)? We give some conditions in Theorem 8 when such a strategy can be carried out.
Many cases of this problem have already been settled. It can be verified that if r and s are binomially equivalent, and if r = s, r = 1−s, then r and s are algebraic. Also, in this case, r and s have the same algebraic degree. Moreover, r is an algebraic integer if and only if s is. Huang [4] showed that if r is an algebraic integer of degree 2, and r ≈ s, then r = s or r = 1 − s. In fact, Navarro-Bermudez [6] showed that if r is rational or transcendental and r ≈ s, then r = s or r = 1−s. We gather these facts in the following theorem.
Theorem 3 (various authors). For r rational, transcendental, or an algebraic integer of degree 2, the ∼ top equivalence class containing r and the ≈ equivalence class containing r are both equal to {r, 1 − r}.
On the other hand, it is known that for every n ≥ 3, there are algebraic integers r of degree n such that the ≈ equivalence class containing r has at least 4 elements [4] . (In fact, Pinch [11] showed that, if n = 2 k+1 , then there is an algebraic integer r of degree n with at least 2k distinct numbers binomially equivalent to it.) The simplest of these is the solution of r 3 + r 2 − 1 = 0 lying in the open interval (0, 1). For this value of r, it turns out that s = r 2 ≈ r, and Navarro-Bermudez and Oxtoby [7] proved that r ∼ top s via a simple homeomorphism. Until now this has been the only nontrivial example of topologically equivalent product measures.
The purpose of this paper is to present a new condition under which binomially equivalent numbers are topologically equivalent. First, we define a condition called "refinable" on numbers in [0, 1], and show that if r and s are binomially equivalent and both r and s are refinable, then the measures µ(r) and µ(s) are homeomorphic. Next we examine refinability of an algebraic number, showing it is equivalent to a simple property of its minimal polynomial. Finally, we use this to give a class of examples of refinable and binomially equivalent sets of numbers, which provides an infinite collection of non-trivial homeomorphism classes.
When discussing multiple product measures on C, the following notation used by Austin [3] is valuable.
where n is a non-negative integer and each a i is an integer with 0 ≤ a i ≤ n i . The class of all partition polynomials will be denoted as P. So s is binomially reducible to r if and only if s = p(r) for some p ∈ P.
Any clopen set C in C is expressible as a finite union of basic open (clopen) sets of the same length, say n, and the µ r measure of one of these basic open sets e j is r i (1 − r) n−i , where i is the number of 1's in the string e j defining this cylinder set. The maximum number of cylinder sets of length n in C having i 1's is n i . This leads to the observation that, for any clopen set C in C, there is a polynomial p ∈ P such that µ(r)(C) = p(r) for all r ∈ [0, 1]. Likewise for any p ∈ P, there are many clopen sets which have this relationship. We will describe such a clopen set as associated with p, or say that this is the polynomial associated with this clopen set. For r ∈ [0, 1], we will let P(r) denote {p(r) : p ∈ P}. So P(r) is the set of all µ(r) measures of clopen sets in C.
The partition polynomials can be manipulated in much the same way as their associated clopen sets. A clopen set in C has a natural minimal length at which it can be written as a finite union of cylinder sets each of the same length, but can be refined into a finite union of smaller cylinder sets having a common larger length. Likewise, a partition polynomial has what we will call its partition degree, the smallest n for which it can be expressed in "partition form," (the form of the definition) but can be represented for larger n by multiplying through by (x) + (1 − x).
Consider the matrix A = (a ij ) n i,j=0 where a ij is the coefficient of x j in the expansion of the partition monomial x i (1 − x) n−i . The matrix A is triangular with 1's on the diagonal. This means that these partition monomials form a basis of the space of polynomials of degree ≤ n. Further, a polynomial has integer coefficients if and only if it has integer coefficients when expressed as a linear combination of these. We therefore have that any polynomial p ∈ Z[x] of degree n or less can be expressed as an integer linear combination of these, but even if p ∈ P we can have no expectation that for this n the coefficients will fall into the legal ranges for a partition polynomial. Indeed, the partition degree of a partition polynomial can be much larger than its actual degree. For example, the polynomial p(x) = 6x 2 (1 − x) is a partition polynomial, but its coefficients will not be in the correct ranges until expressed taking n = 14. Because of these difficulties, the following theorem characterizing partition polynomials is especially valuable.
Theorem 5. If p is a polynomial with integer coefficients, then p is a partition polynomial if and only if p maps (0, 1) into (0, 1), or p equals 0 or 1.
Proof. If p(x) = n i=0 a i x i (1 − x) n−i is a partition polynomial, then either p = 0, or one of the coefficients is positive, in which case p is positive on (0, 1). The same is true of (1−p)(x) = n i=0 ( n i −a i )x i (1− x) n−i , so that either p < 1 on (0, 1), or p = 1. So one direction is concluded.
It is a theorem of Hausdorff (originally in [13] , but it may be easier to find in [14] , part 6 #49) that any polynomial which is positive on (−1, 1) can be expressed as a finite sum
A change of variable on this result gives us that if a polynomial p is positive on (0, 1), then p can be expressed as
If p maps (0, 1) into (0, 1), we'll also have that 1−p is positive on (0, 1), and so we can write ( 
By refining one of these, we may assume m = n. Then we have p(x)
Finally, if p has integer coefficients, then the a i 's are integers, also as noted above.
It's clear that if C 2 ⊆ C 1 are clopen sets in C, then the measure properties of µ(r) will give that the associated partition polynomials satisfy p 2 ≤ p 1 on (0,1). With the above result, we verify a sort of converse to this. Theorem 6. If C 2 is a clopen set in C whose associated polynomial is p 2 , and if p 1 is a polynomial with integer coefficients such that 0 < p 1 < p 2 on (0, 1), then there is a clopen set C 1 ⊂ C 2 whose associated polynomial is p 1 .
Proof. Both p 2 and p 1 − p 2 are partition polynomials. Let n be greater than the minimal length of C 1 , and the partition degrees of p 1 , p 2 and p 1 − p 2 . So when written in partition form at level n (as a linear combination of {x i (1 − x) n−i }), the coefficients of p 2 and of p 1 − p 2 add to make the coefficients of p 1 . In particular, the coefficients of p 1 are less than or equal to the coefficients of p 2 . But the terms of this expression of p 1 correspond with clopen sets in the partition of C 1 into basic open sets of length n. So we may construct C 2 by collecting some of these sets, the number of each type to be determined by the coefficients of p 2 .
Let us note an important fact about reducibility to be used in a moment. If p 1 , p 2 map (0,1) into (0,1), then so does p 1 • p 2 . Some additional consideration of the cases where p 1 , p 2 are 0,1 verifies that if p 1 , p 2 ∈ P, then so is p 1 • p 2 . So if s is binomially reducible to r, then s = p 2 (r) for some p 2 ∈ P, and for any p 1 ∈ P, we have that p 1 (s) = p 1 • p 2 (r) ∈ P(r). So p 1 (s) is binomially reducible to r. In particular, s a (1 − s) b is binomially reducible to r for any a, b ≥ 0. Now that we have some familiarity with partition polynomials, we are in a position to define refinability.
In this definition, we are requiring that a sum of numbers be replaceable by a sum of functions. Refinability is useful because of the following result. We will see (Theorem 14) that if r and s are binomially equivalent, and r is refinable, then s is also refinable, so there is some redundancy here.
Proof. We construct partitions P n and Q n of C into clopen sets for n = 0, 1, 2, . . . and bijections π n : P n → Q n satisfying the following properties:
(1) P n+1 is a refinement of P n and Q n+1 is a refinement of Q n , (2) each member of P 2n−1 and each member of Q 2n is a basic clopen set of length ≥ n, (3) for any X ∈ P n we have µ(s)(π n (X)) = µ(r)(X), and (4) if X ∈ P n+1 and X ⊆ X ∈ P n , then π n+1 (X) ⊆ π n (X ).
Given the above sequence, define f : C → C by: for each α ∈ C, let X n be the unique member of P n containing α and let f (α) be the unique element of n π n (X n ). It is straightforward to verify that f is a well-defined homeomorphism of C (f −1 is defined by an analogous method from Q n to P n ), and f (X) = π n (X) for all X ∈ P n , so that µ(s)(f (X)) = µ(r)(X) for X ∈ n P n . Since every clopen set is a finite disjoint union of sets each in n P n , f maps µ(r) to µ(s).
We build P n , Q n , and π n by a back-and-forth recursive construction. Let P 0 = Q 0 = {C} with π 0 (C) = C. Given P 2n , Q 2n , π 2n , let P 2n+1 be a refinement of P 2n into basic clopen sets of length ≥ n + 1. Fix Y ∈ Q 2n , a basic clopen set, whose associated polynomial is x a (1 − x) b . Now, π −1 2n (Y ) ∈ P 2n is a union of basic clopen sets X 1 , ..., X k ∈ P 2n+1 , each having µ(r)-measure r p (1 − r) q for some integers p, q, and these measures add up to s a (1 − s) b . Since r is binomially reducible to s, so is each r p (1 − r) q . Thus, each µ(r)(X j ) can be expressed as q j (s) for some partition polynomial q j . Putting these together, we get a list of numbers q 1 (s), q 2 (s), . . . , q k (s) with sum s a (1 − s) b . Since s is refinable, we may further assume that the sum of the q i 's is identically x a (1 − x) b . But, by repeatedly using Theorem 6, Y can be partitioned into clopen sets Y 1 , . . . , Y k which are associated with the polynomials q 1 , q 2 , . . . , q k . So µ(s)(Y j ) = q j (s) = µ(r)(X j ). Let π 2n+1 (X j ) = Y j , and let Q 2n+1 include all these Y j . Once this is done for all Y ∈ Q 2n , we will have the desired partition Q 2n+1 and map π 2n+1 .
We have finished refining the partition on the P side; it is now the partition on the Q side that needs to be refined next. So let Q 2n+2 be a refinement of Q 2n+1 into basic clopen sets of length ≥ n + 1, and apply the above procedure with r and s interchanged to get P 2n+2 and π 2n+2 (the map from Q 2n+2 to P 2n+2 will be π −1 2n+2 ). This will complete the back-and-forth recursive step.
A careful examination of the above proof reveals that we did not appear to need the full strength of refinability. In fact, the only partition polynomials we actually "refined" were those of the form
where a, b ≥ 0. We refer to polynomials of this form as partition monomials. Also, if r ∈ (0, 1), we refer to numbers of the form r a (1 − r) b as µ(r)-cylinder sizes. We are led to the idea of weakening the definition of refinability in the following way: Definition 9. A number r is weakly refinable if, given any partition monomials f, g 1 , g 2 , . . . g k with the property that f
Clearly, refinability is stronger than weak refinability. Also, the proof above can be adapted to require only weak refinability (note that the partition polynomials q j are sums of partition monomials), but we will eventually show that refinability and weak refinability are equivalent, so the resulting theorem would actually be equivalent. Weak refinability does however give us an alternative way of thinking of refinability, which we find in the following discussion.
We say a partition of a positive real number α is a finite multiset of positive real numbers whose sum is α. If P 1 and P 2 are partitions of α, we say P 1 is a refinement of P 2 if we can write P 1 = ∪ β∈P 2 P β , where P β is a partition of β for all β ∈ P 2 . If r ∈ (0, 1), we say a partition of α is an r-tree partition if it can be constructed by beginning with the partition {α}, and repeatedly replacing an element β of this partition with the two elements rβ and (1 − r)β. For example, the partition {r 2 α, r(1 − r)α, (1 − r)α} will always be an r-tree partition of α, so in particular, {1/18, 1/9, 1/3} is a 1 3 −tree partition of 1 2 . (The name "tree partition" is from the representation of the Cantor space as the set of paths through a complete infinite binary tree.)
The next theorem shows where the term "refinability" gets its name.
Theorem 10. A number r ∈ (0, 1) is weakly refinable if and only if any partition of a µ(r)-cylinder size into µ(r)-cylinder sizes has a refinement into an r-tree partition.
Proof. First, suppose r is weakly refinable. If the µ(r)-cylinder size f (r) is partitioned into µ(r)-cylinder sizes g 1 (r), . . . , g k (r) (where f, g 1 , . . . , g k are partition monomials), then by weak refinability we can find partition polynomials h 1 , . . . , h k such that h i (r) = g i (r) and f = k i=1 h i . The partition polynomials h i can be split into partition monomials and then further split into partition monomials at some common depth. But, by linear independence, there is only one expression of f as a sum of partition monomials at this depth, namely the one corresponding to the r-tree partition of f (r) at that uniform depth. So this partition is an r-tree partition which is a refinement of the partition {h 1 (r), . . . , h k (r)} = {g 1 (r), . . . , g k (r)}. Now suppose r satisfies the right-hand condition, and let f, g 1 , . . . , g k be partition monomials such that f (r) = k i=1 g i (r). Then the partition {g 1 (r), . . . , g k (r)} of f (r) has a refinement into an r-tree partition, which easily corresponds to a collection of partition monomials which sum to f . If h i is the polynomial obtained by collecting the partition monomials corresponding to the members of the refined partition which sum to g i (r), then h i is a partition polynomial (since it will be positive and less than or equal to f ) and h i (r) = g i (r), and we have f = k i=1 h i . Therefore, r is weakly refinable. We can trivially observe that the transcendental numbers in (0,1) are both refinable and weakly refinable, but since transcendental numbers can only be trivially binomially equivalent, this doesn't provide any non-trivial examples of homeomorphic measures, and we must focus our attention on algebraic numbers.
It's also possible but sometimes difficult to show that particular algebraic numbers are refinable or weakly refinable using the definition, but fortunately we have the following theorem, which states that refinability is equivalent to a much simpler condition.
Theorem 11. Let r be an algebraic number in (0, 1). The following are equivalent:
(1) r is refinable.
(2) r is weakly refinable.
(3) There is a polynomial R ∈ Z[x] such that |R(0)| = 1, |R(1)| = 1, and R(r) = 0.
In the third statement, we may assume R is the unique (up to sign) irreducible polynomial solved by r such that the gcd of the coefficients of R is 1. Also note that this result shows that the only rational refinable number is 1/2.
Before proving this theorem, we'll need a few technical lemmas. 
. This function converges to zero uniformly on [δ, 1 − δ] while staying less than 1 2 on [0, δ] ∪ [1 − δ, 1]. Lemma 13. Suppose g ∈ P with g = 0, f is a polynomial with real coefficients which is positive on (0, 1), and R is a polynomial with integer coefficients with |R(0)| = |R(1)| = 1, such that g < f at all roots of R in (0, 1). Then there is a polynomial Q with integer coefficients such that 0 < g + QR < f on (0, 1).
Proof. We want −g < QR < f − g. Notice that in the desired inequality, there is space between the lower and upper bounds of QR, so that we could certainly find some continuous function Q which solves the inequality. We could then attempt to approximate this function by a polynomial with integer coefficients, but the best approximation available is that of Lemma 12, which may not be sufficient near 0 and 1. So we must first try to "widen the gap" near 0 and 1, which we do now.
We can add some integer polynomial multiple of R to g to get some g 1 with g 1 (0) = 0, g 1 (1) = 0, but we still have g 1 > 0 on (0,1). For example, we can take
Then g 1 will be positive on (0,1) for some large n. (Since g is positive on (0,1), it suffices that for sufficiently large n, h n (x) = R(x) 2 (1−x(1− x)) n < 1 on (0,1). This is true since h n (0) = h n (1) = 1, h n (0) → −∞, and h n (1) → ∞, so for some large n 0 and some small δ, h n 0 < 1 on (0, δ) ∪ (1 − δ, 1). But for each n, we have h n ≥ h n+1 on (0, 1), so we'll have h n < 1 on this region for all n > n 0 . Finally, h n converges uniformly to 0 on [δ, 1 − δ], since R 2 is bounded on that interval.) Now, it's sufficient to solve an inequality of the form −g 1 < Q 1 R < f − g 1 on (0,1), where g 1 (0) = 0, g 1 (1) = 0, g 1 positive on (0,1), and the right-hand side is positive at the roots of R in (0, 1). Note that
is also a polynomial with integer coefficients, positive on (0,1); taking Q 1 (x) = x(1 − x)Q 2 (x), it will be sufficient to solve an inequality of the form −g 2 (x) < Q 2 (x)R(x) < f (x)
x(1−x) − g 2 (x) on (0,1). We may continue making reductions of the type described by equations 2 and 3, creating zeros in g i at 0 and 1, and dividing them off, until we have reduced the problem to one of the form
x a (1−x) a goes to infinity at 0 and 1, g i > 0 on (0,1), and the right-hand side is positive at roots of R in (0, 1). (The zeros of f at 0 and 1 may have different multiplicities; the process can continue even after a pole has been created on one side until the other side has a pole also.)
But now that the "gap" between the two outside functions is "wide" at zero and one, we are essentially done. By doing some patching around the roots of R and around 0 and 1, we can construct some continuous functionQ with
on (0,1), and withQR > −g i +1 at 0 and 1. (For example, we might like to forceQ(x) to lie between −g i (x)/R(x) and [ f (x)
x a (1−x) a − g i (x)]/R(x), by taking it to be the average of these two functions, but this won't be defined at the zeros of R or at 0 and 1. However, at each of the roots of R, one of these two functions goes to +∞ and the other to −∞, so we may connect the two sides of our average by some continuous patch, and still lie between the two outer functions. Similarly, at 0 and at 1, we need forQ to lie between a function which has a limit and a function which goes to ±∞: a continuous patch can clearly do this as well, while also givingQR > −g i + 1 at 0 and 1.)
But now observe that for some > 0,Q ± will also satisfy inequality 4, and that for some δ > 0,Q ± ( 1 2 + ) will satisfy inequality 4 on [0, δ] ∪ [1 − δ, 1]. Hence, Lemma 12 will provide an approximation ofQ by a polynomial with integer coefficients which will also solve inequality 4.
We're now in a position to prove Theorem 11.
Proof. It's clear that refinable implies weakly refinable.
Let R be a polynomial with integer coefficients with |R(0)| = 1, |R(1)| = 1, and let r be a root of R in (0,1). We will show that r is refinable. Without loss of generality, we may assume R is irreducible, since if not, some irreducible factor of R will have r as a root, and still must be ±1 valued at 0 and 1.
Suppose f, g 1 , g 2 , . . . g k are partition polynomials with the property that f (r) = k i=1 g i (r). If some g i 's are zero-valued anywhere in (0,1), then they are identically zero and we may take the corresponding h i 's to be zero and still satisfy the requirements of refinability. Likewise, if there is only one g i which is not zero, we can take h i = f and satisfy refinability. So assume k > 1, and each g i is not zero. So each g i is positive-valued at each root of R in (0,1). But f − g i is an integer polynomial which is zero-valued at r, so is a polynomial multiple of R, and hence is zero-valued at all roots of R in (0,1). We may conclude that 0 < g i < f at all roots of R in (0,1). Choose positive numbers δ, so small that: for any root r of R in (0, 1) and any x ∈ [r − δ, r + δ], we have f (x) > (k − 1) + k i=2 g i (r ); and the distance between any two such roots is greater than 2δ. For each i ≥ 2, we can find a polynomial p i with real coefficients such that: for any root r of R in (0, 1), we have p i (r ) > g i (r ) but 0 < p i (x) < g i (r ) + for all x ∈ [r − δ, r + δ]; and, for any x ∈ (0, 1) not in any of the intervals [r − δ, r + δ], 0 < p i (x) < f (x)/(k − 1). (Since the polynomials are dense in C[0, 1], we may find a polynomial
Using Lemma 13, we can find
The properties in the preceding paragraph ensure that k i=2 p i < f on (0, 1), so h 1 > 0 on (0, 1). The sum of the polynomials h i is f , so each h i lies below f and hence below 1. Therefore, each h i is a partition polynomial. We have h i (r) = g i (r) for i ≥ 2, and then h 1 (r) = f (r) − k i=2 h i (r) = f (r) − k i=2 g i (r) = g 1 (r). This completes the proof that r is refinable. Now, suppose r is weakly refinable, and let R be the (unique up to sign) irreducible polynomial with relatively prime integer coefficients which r solves. Let M = sup x∈[0,1] R(x) 2 . Let k be such that
Next, let j > k be sufficiently large that (1 − x) j−k − x < (R(x)) 2 on (0,1). (R is irreducible so R(0) = 0. If R(0) 2 = 1, we'll have to find j sufficiently large that the derivative of the left hand side is less that that of the right at 0, so that the inequality holds on (0, δ) for some positive δ. For even larger j, the inequality will hold off of (0, δ), because the left hand side will be negative, and will still hold on (0, δ) because the left hand side decreases as j increases.) So on (0,1) we have:
Manipulating this gives
Let g(x) be the middle expression in the above inequality. By Theorem 5, g(x) is a partition polynomial, and so is a sum of partition monomials. We also have r k+1 (1 − r) k = r k (1 − r) j + g(r) = r k (1 − r) j + i m i (r), where these m i 's are some partition monomials. By weak refinability, we have that there are partition polynomials h, {h i }, with h(r) = r k (1−r) j , h i (r) = m i (r), and h(x)+ i h i (x) = x k+1 (1−x) k . In particular, we have 0 < h(x) < x k+1 (1 − x) k for x near 0 and 1. So the root 0 for h must have multiplicity at least k + 1, and the root 1 for h must have multiplicity at least k. We can write h(x) = x k+1 (1−x) k p(x), for p a polynomial with integer coefficients.
Then we have r k+1 (1 − r) k p(r) = r k (1 − r) j . So rp(r) = (1 − r) j−k . This implies that xp(x) and (1 − x) j−k are congruent modulo R; i.e., xp(x) = (1 − x) j−k + Q(x)R(x) for some polynomial Q with rational coefficients. Since the gcd of the coefficients of R is 1,
Evaluating this at zero gives 0 = 1 + Q(0)R(0). Therefore R(0) = ±1.
One can argue that R(1) = ±1 by symmetry. If r is weakly refinable with irreducible polynomial R, then 1 − r is weakly refinable and its irreducible polynomial is S(x) = R(1 − x). The above argument shows that S(0) = ±1, so R(1) = ±1.
Before providing our examples, we quickly note the following theorem.
Theorem 14. If r, s ∈ (0, 1), s is binomially reducible to r, and r is refinable, then s is refinable.
Proof. We have R with integer coefficients such that R(r) = 0, |R(0)| = |R(1)| = 1. We also have s = p(r) for some p ∈ P. But p(0), p(1) ∈ {0, 1}. So R • p is a polynomial with integer coefficients which sends s to zero, but which sends 0 and 1 to ±1.
We now give our examples of homeomorphic measures.
Theorem 15. For k ≥ 0, let n = 2 k+1 . Then there are 2k distinct algebraic integers of degree n which are topologically equivalent to each other.
Proof. Let R(x) = x n + x − 1. Then R(0) = −1, R(1) = 1, and so R has a root in (0, 1); call it r. As noted by Pinch [11] , if d is any factor of n, then r d and 1 − r d are binomially equivalent to r, since x d , 1 − x d , 1 − x n/d , and 1 − (1 − x) n/d are all partition polynomials. Hence r d and 1 − r d are also refinable by the above theorem. So, we have that µ(r) is homeomorphic to µ(r d ), µ(1 − r d ), for d any factor of n. According to a theorem of Selmer [12] , the polynomial x n + x − 1 is irreducible whenever n is not congruent to 5 mod 6, which in this case it is not. So r is in fact an algebraic integer of degree n, and the numbers r d , 1 − r d are distinct for d < n, as any equality of two of these would give a polynomial of smaller degree satisfied by r.
We briefly connect the notions of this paper to the notion of a "good" measure, as introduced by Akin [1] . A probability measure ν on C is good if, whenever U, V are clopen sets in C with ν(U ) < ν(V ), there is a clopen subset W of V with ν(W ) = ν(U ). For r ∈ (0, 1) transcendental, it is clear that the measure µ(r) is not good. For r algebraic, the techniques of this paper can be used to characterize goodness.
Theorem 16. Let r ∈ (0, 1) be algebraic. Then µ(r) is good if and only if r is refinable and r is the only root of its minimal polynomial in (0, 1).
Proof. Suppose r is refinable, and r is the only root in (0, 1) of its minimal polynomial R. Let C 1 , C 2 be clopen sets in C with µ(r)(C 1 ) < µ(r)(C 2 ). Then their corresponding partition polynomials p 1 , p 2 have the property that p 1 < p 2 at all roots of R in (0, 1). Then Lemma 13 applies, and we may findp 1 with integer coefficients such that 0 <p 1 < p 2 on (0, 1), andp 1 (r) = p 1 (r). Sop 1 ∈ P, and by Theorem 6 there is a corresponding clopen setĈ 1 ⊆ C 2 such that µ(r)(Ĉ 1 ) = µ(r)(C 1 ). So one direction is concluded. Now suppose µ(r) is good. To see that r is refinable, suppose f (r) = k i=1 g i (r) for partition polynomials f, g 1 , . . . , g k , and let C be a clopen set corresponding to f . Since µ(r) is good, we can find a clopen set C 1 of C of µ(r)-measure g 1 (r), a clopen set C 2 of C \ C 1 of µ(r)-measure g 2 (r), and so on; if we let h i be the partition polynomial corresponding to C i , then we have h i (r) = g i (r) and f = k i=1 h i , as desired. Now, if r ∈ (0, 1) is a root of the minimal polynomial of r, then any two clopen sets with the same µ(r) measure will have the same µ(r ) measure also. If U, V are clopen sets in C with µ(r)(U ) < µ(r)(V ), there is a clopen subset W of V with µ(r)(W ) = µ(r)(U ). So µ(r )(U ) = µ(r )(W ) < µ(r )(V ). That is, for U, V clopen sets, if µ(r)(U ) < µ(r)(V ), then µ(r )(U ) < µ(r )(V ). But if r = r, we can clearly find two partition polynomials p U , p V with p U (r) < p V (r) and p U (r ) > p V (r ), yielding a contradiction.
All examples of homeomorphic measures previously given are actually good measures. This well not be the case in general. We collect this fact with a few others in the following theorem.
Theorem 17. Let r, s ∈ (0, 1) with r ≈ s. Then:
(1) If µ(r) is good, then r is refinable.
(2) If r is refinable, then s is refinable.
(3) If µ(r) is good, then µ(s) is good. Furthermore, there are cases with r ≈ s, r = s, r = 1 − s, with r, s both refinable, and hence r ∼ top s, but neither µ(r) nor µ(s) is good.
Proof. The first two have already been shown in Theorem 16 and Theorem 14. The third follows, since r, s are both refinable and binomially equivalent, so the measures µ(r) and µ(s) are homeomorphic. It's clear that goodness is preserved by homeomorphism.
As an example to witness the fourth statement, consider R(x) = −14x 6 + 21x 4 − 8x 2 − x + 1. It can be verified in various ways that R is irreducible. Then R(0) = 1, R(1) = −1, and R has 3 roots in (0,1). Let r be one of these. So r is refinable, but µ(r) is not good. Take s = r 2 . Then r = −14s 3 + 21s 2 − 8s + 1. These are partition polynomials (the second one can be verified to map (0,1) into (0,1) ) so r ≈ s.
It's notable that the third statement in the above theorem can be stated in algebraic terms, using Theorem 16. The result is a theorem which connects certain relationships between algebraic numbers with properties of their minimal polynomials. The statement is non-trivial, and it's curious that perhaps the non-algebraic proof above is the simplest proof of this completely algebraic fact.
There are still are number of unsolved problems concerning the structure of these equivalence relations.
Problem ([5, Problem 1067]). Is there an infinite ∼ top equivalence class? Is there an infinite ≈ equivalence class?
Problem. Is every number in a non-trivial ∼ top equivalence class refinable?
The corresponding question about nontrivial ≈ equivalence classes has a negative answer, by Theorem 8 combined with Austin's result.
