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Convex valuations invariant under the Lorentz
group
Semyon Alesker and Dmitry Faifman∗
Abstract
We give an explicit classification of translation-invariant, Lorentz-invariant
continuous valuations on convex sets. We also classify the Lorentz-invariant
even generalized valuations.
1 Introduction
The main result of this paper is to give a complete classification of transla-
tion invariant continuous valuations on convex sets in Rn invariant under the
connected component of the Lorentz group.
Let Kn denote the family of convex compact subsets of Rn. A (convex)
valuation is a functional φ : Kn → C which satisfies the following additivity
property
φ(A ∪B) = φ(A) + φ(B) − φ(A ∩B)
whenever A,B,A ∪B ∈ Kn. A valuation is called continuous if it is continuous
with respect to the Hausdorff metric on Kn.
Classification results are playing an important role in the valuations theory
and its applications to integral geometry since the fundamental work of Had-
wiger in the 1940’s and 1950’s. Probably the most famous result in the area is
Hadwiger’s characterization [14] of continuous valuations on convex subsets of a
Euclidean space invariant under all isometries, i.e. translations and all orthog-
onal transformations, as linear combinations of intrinsic volumes (see [22] for
this notion); the subgroup of orientation preserving isometries leads to the same
list of invariant valuations. In recent years many new classification results have
been obtained for various classes of valuations. Thus Klain [15] and Schneider
[23] have classified continuous translation invariant valuations which are simple,
i.e. vanish on convex sets of positive codimension. In [1] the first author have
proven the following general results: let G be a compact subgroup of the linear
group. The subspace of G-invariant translation invariant continuous valuations
on convex sets is finite dimensional if and only if G acts transitively on the unit
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sphere; thus for such a group G one may hope to get certain finite classifica-
tion. The problem to obtain such a classification is under investigation of a
few people in recent year. Notice that the cases G = O(n), SO(n) correspond
to the Hadwiger theorem. The next interesting case G = U(n) was classified
explicitly in geometric terms by the first author [3] where also first applications
to Hermitian integral geometry were obtained. More thorough and complete
further study of U(n)-invariant valuations and Hermitian integral geometry was
done by Bernig and Fu [9] and Fu [10]. Several other cases of compact groups
acting transitively on the sphere were considered by Bernig [5], [6], [7].
At the same time other classes of valuations were studied under weaker
assumptions on continuity but stronger assumptions on the symmetry group,
which usually was either GLn(R) or SLn(R). Thus Ludwig and Reitzner [18]
have characterized the affine surface area as the only (up to volume, Euler char-
acteristic, and non-negative multiplicative factor) upper semi-continuous valua-
tion invariant under affine volume preserving transformations. Other results on
SLn(R)-invariant valuations were obtained again by Ludwig and Reitzner [19].
Quite a few of classification results in a different but related direction of convex
body valued valuations were obtained in [16], [17], [24], [25]; see also references
therein.
Let us now discuss in greater detail the main results of the present paper.
Let us fix on Rn the Minkowski metric, i.e. sign indefinite quadratic form Q of
signature (n − 1, 1). In coordinates it is given by Q(x) = ∑n−1i=1 x2i − x2n. Let
O(n−1, 1) denote the group of all linear transformations of Rn preserving Q. It
is well known that O(n−1, 1) has four connected components. Let us denote by
SO+(n−1, 1) the connected component of the identity. Throughout the article,
we refer to SO+(n− 1, 1) as the Lorentz group.
Let us denote by V al(Rn) the space of all translation invariant continu-
ous valuations on Rn. For an integer k let us denote by V alk(R
n) the sub-
space of k-homogeneous valuations (a valuation φ is called k-homogeneous if
φ(λK) = λkφ(K) for any λ ≥ 0 and any convex compact set K). McMullen’s
decomposition theorem [20] says that
V al(Rn) = ⊕nk=0V alk(Rn). (1)
V alk(R
n) can be decomposed further with respect to parity:
V alk(R
n) = V alevk (R
n)⊕ V aloddk (Rn),
where a valuation φ is called even (resp. odd) if φ(−K) = φ(K) (resp. φ(−K) =
−φ(K)) for any K.
It is easy to see that V al0(R
n) is spanned by the Euler characteristic, i.e.
valuation which is equal to 1 on any convex compact set. By a theorem of
Hadwiger [14], V aln(R
n) is spanned by the Lebesgue measure.
We denote by V al(Rn)SO
+(n−1,1) the subspace of SO+(n − 1, 1)-invariant
valuations, and similarly for subspaces of given parity and homogeneity. Mc-
Mullen’s decomposition (1) immediately implies
V al(Rn)SO
+(n−1,1) = ⊕nk=0(V alevk (Rn)SO
+(n−1,1) ⊕ V aloddk (Rn)SO
+(n−1,1))
Our first main result classifies odd SO+(n− 1, 1)-invariant valuations.
Theorem 1.1. For 0 ≤ k ≤ n, k 6= n− 1, V aloddk (Rn)SO
+(n−1,1) = 0.
For k = n− 1,
dimV aloddk (R
n)SO
+(n−1,1) =
{
1, n ≥ 3
2, n = 2
2
The last space will be described explicitly.
The proof of this result relies on Schneider’s imbedding theorem and makes
use of Lie group continuous cohomology as one of the tools to show that the
Schneider bundle has no non-zero continuous SO+(n − 1, 1)-invariant sections
for 1 ≤ k ≤ n− 2.
Our second main result classifies even SO+(n − 1, 1)-invariant valuations.
Notice first of all that by the above discussion 0- and n-homogeneous valuations
are proportional to the Euler characteristic and Lebesgue measure, respectively.
In particular they are even and SO+(n− 1, 1)-invariant.
For the remaining degrees of homogeneity, namely 1 ≤ k ≤ n− 1, the classifica-
tion consists of two parts. First, we define and classify the invariant generalized
valuations. Roughly speaking, this is the completion of the space of smooth
valuations with respect to a certain weak topology that is defined using the
product structure on valuations (see subsection 4.2 for precise definitions). The
space of generalized valuations naturally contains the continuous valuations as a
dense subspace. We then analyze which of the invariant generalized valuations
are in fact continuous. The following two theorems summarize our results:
Theorem 1.2. For all 1 ≤ k ≤ n − 1, the space of k-homogeneous, even,
SO+(n − 1, 1)-invariant generalized valuations is 2-dimensional. Those spaces
will be described explicitly.
Theorem 1.3. For 1 ≤ k ≤ n − 2, V alevk (Rn)SO
+(n−1,1) = 0. For k = n − 1,
dimV alevk (R
n)SO
+(n−1,1) = 2. This space will be described explicitly.
Let us remark that the generalized Lorentz-invariant odd valuations remain
to be classified.
The plan of the classification is as follows: First, we study SO+(n − 1, 1)-
invariant continuous sections of the Klain bundle. For any 1 ≤ k ≤ n − 1
we get a 2-dimensional space of SO+(n − 1, 1)-invariant continuous sections.
By McMullen’s theorem, this finishes the classification of continuous (n − 1)-
homogeneous even valuations. For the remaining 1 ≤ k ≤ n − 2, it turns out
that those sections correspond to generalized valuations, which are not contin-
uous. We construct the corresponding generalized valuations explicitly (section
4), and then proceed to show that they are discontinuous by proving that they
cannot be evaluated on the double cone (sections 3,5). This last part of analysis
involves lengthy technical arguments. Another difficulty in comparison to the
case of groups transitive on spheres is that SO+(n − 1, 1)-invariant valuations
do not have to be smooth in the sense of [2].
Finally, we give some applications of the classification. One is the explicit
construction of a continuous section of Klain’s bundle that lies in the closure
of Klain’s imbedding of the continuous valuations, but outside the image of the
imbedding. The non-closedness of the image was proved very recently by Para-
patits and Wannerer in [21] using different methods. Another corollary is the
non-extendibility by continuity of the Fourier transform from smooth to contin-
uous valuations, which also was proved in [21] using different methods.
Acknowledgement. We are grateful to José Miguel Figueroa-O’Farrill
who has explained to us Proposition 2.7 on computation of continuous group
cohomology.
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2 Finding the Lorentz-invariant continuous sec-
tions of Klain’s and Schneider’s bundles
Let us introduce the notation used throughout the paper. For a linear spaceW ,
V ol(W ) will denote the 1-dimensional space of volume forms on W , and D(W )
the 1-dimensional space of densities on W . Gr(W,k) is the Grassmannian of
k-subspaces of W . The signature of a quadratic form Q will be denoted signQ;
We write SO+(n − 1, 1) for the identity component of the full Lorentz group
O(n−1, 1). If a norm is given onW , S(W ) denotes the unit sphere inW . For a
vector bundle E over a manifoldM , Γ±∞(M,E), or sometimes simply Γ±∞(E),
will denote the space of smooth resp. generalized sections.
It is well-known that the even continuous valuations naturally form a GL(n)-
equivariant subspace of the continuous sections of Klain’s bundle, which is the
line bundle of densities on k-dimensional linear subspaces of Rn, over Gr(n, k).
A similar result holds for odd continuous valuations; the precise description is
given below. The definitions here are more technical and will be recalled later.
To find all Lorentz-invariant valuations, we begin by determining all the invari-
ant sections of those two bundles.
In the following, V stands for Rn. Fix two symmetric 2-forms: Euclidean
〈u, v〉 = ∑nj=1 ujvj , and Lorentzian Q(u, v) = ∑n−1j=1 ujvj − unvn. Let (ej)
be the standard basis, and ζ(v) := 〈v, en〉. The unit n× n matrix is denoted I.
2.1 Klain’s bundle Kn,k
Let γkn be the tautological vector bundle over Gr(n, k), so that the fiber over
Λ ∈ Gr(Rn, k) is simply Λ; andKn,k is the bundle of densities on its fibers, which
is naturally a GL(n)-line bundle.The Euclidean structure defines a density in
every subspace, i.e. we have a global section Area ∈ Γ(Kn,k), Area is the only
SO(n)-invariant continuous section (up to scale), and it defines a trivialization of
the bundle. Denote by SO+(n− 1, 1) ⊂ GL(n) the connected component of the
identity in the group of isometries of Q. We will study SO+(n− 1, 1)-invariant
continuous sections of Kn,k.
Proposition 2.1. Given a Lorentz-orthogonal family (v1, ..., vk) s.t. Q(vi) = 1
for i ≤ k − 1, and Q(vk) = ±1, and denoting zj = ζ(vj), one has
Area(v1, ..., vk)
2 =
{
1 + 2
∑k
j=1 z
2
j , Q(vk) = 1
2(z2k −
∑k−1
j=1 z
2
j )− 1, Q(vk) = −1
Proof. Use the identity
Area(v1, ..., vk)
2 = det(〈vi, vj〉) = det(Q(vi, vj) + 2zizj) = det(I± + 2zzT )
where I± is a k × k diagonal matrix with entries Q(v1), ..., Q(vk), and z =
(z1, ..., zk)
T . The remaining verification is straightforward. Q.E.D.
Proposition 2.2. Given T ∈ SO+(n− 1, 1), and Λ ∈ Gr(n, k) generic (i.e., Q
restricted to Λ is non-degenerate), if T (Λ) = Λ then | detT |Λ| = 1.
Proof. Since Q|Λ is non-degenerate, and T ∈ GL(Λ) preserves Q, it follows that
| detT |Λ| = 1. Q.E.D.
Proposition 2.3. The space of G = SO+(n − 1, 1)-invariant continuous sec-
tions of Kn,k is 2-dimensional
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Proof. 1. The orbits of the action of G on Gr(n, k) are characterized by the
signature of the restriction of Q. The open orbits are M+ = {Λ : signQ|Λ =
(k, 0)} and M− = {Λ : signQ|Λ = (k − 1, 1)}. Together, M+ ∪M− are dense in
Gr(n, k). The remaining orbit is M0 = {Λ : signQ|Λ = (k− 1, 0)} (there are no
2 non-proportinal Q-orthogonal vectors on the light cone).
2. Choose some fixed Λ+ ∈M+ and Λ− ∈M−, and fix arbitrary densities on
them. By Proposition 2.2, they extend to an invariant section µ of M+ ∪M−.
It remains to verify that µ admits a continuous G−invariant extension to all
Gr(n, k). Let us show that µ(Λ)→ 0 as Λ→M0. For this, it is enough to take
a Q-orthonormal basis of Λ, denoted v1, ..., vk and show that Area(v1, ..., vk)
2 →
∞.
3. First, assume M+ ∋ Λ→M0.
Write z = (z1, ..., zk). Define ǫ by 〈PΛen, en〉 = cos(π/4+ǫ)|PΛen|, where PΛ
is the (Euclidean) projection onto Λ. We assume Q(vj) = 1 for 1 ≤ j ≤ k, Write
PΛen =
∑
αjvj . Then 〈PΛen − en, vi〉 = 0, for all i, i.e. (I + 2zzT )(α) = z. By
Sherman-Morrison [26] formula,
(I + 2zzT )−1 = I − 2zz
T
1 + 2zT z
I
We will denote A = Area(v1, ..., vk)
2, B = zT z = z21 + ... + z
2
k−1 + z
2
k. By
Proposition 2.1, A = 1 + 2B. Then
α = z − 2zz
T z
1 + 2zT z
=
1
A
z
Let us write cos2(π/4 + ǫ) = 1/2− δ. Then
〈PΛen, en〉2 = cos2(π/4+ǫ)|PΛen|2 ⇒ ζ(PΛen)2 = (1/2−δ)
(
Q(PΛen)+2ζ(PΛen)
2
)
⇒
⇒ (
∑
αjzj)
2 = (1/2− δ)(
k∑
j=1
α2j ) + (1− 2δ)(
∑
αjzj)
2
⇒ 2δ(
∑
αjzj)
2 = (1/2− δ)(
k∑
j=1
α2j)
Note that
∑
αjzj = A
−1(z21 + ... + z
2
k−1 + z
2
k) =
B
A =
A−1
2A =
1
2 − 12A , and∑k
j=1 α
2
j =
B
A2 =
A−1
2A2 . Thus
δ(1− 1
A
)2 = (1/2− δ) 1
A
(1 − 1
A
)⇒ 1
A
=
δ
1/2− δ (1− 1/A)
⇒ A = 1
2δ
=
1
sin 2ǫ
Thus Area(v1, ..., vk) =
1
| sin 2ǫ|1/2
→ ∞ as δ → 0, i.e. µ(Λ) → 0 as M+ ∋ Λ →
M0. This proves the existence of a section supported on M+.
4. Now assume M− ∋ Λ → M0. Write z = (z1, ..., zk). Let 〈PΛen, en〉 =
cos(π/4 − ǫ)|PΛen|, where PΛ is the orthogonal projection onto Λ. We assume
Q(vj) = 1 for 1 ≤ j ≤ k − 1, Q(vk) = −1. Write PΛen =
∑
αjvj . Then
〈PΛen − en, vi〉 = 0, for all i, i.e. (I− + 2zzT )(α) = z. By Sherman-Morrison,
(I− + 2zz
T )−1 = I− − 2I−zz
T I−
1 + 2zT I−z
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We will denote z˜ = I−z. Again using Proposition 2.1, we write B = z
T I−z =
z21 + ...+ z
2
k−1 − z2k, A = Area(v1, ..., vk)2 = −1− 2B. Then
α = (I− + 2zz
T )−1z = I−z − 2
1 + 2B
I−zz
T I−z = z˜ − 2B
1 + 2B
I−z =
1
1 + 2B
z˜
That is,
α = − 1
A
z˜
Let us write cos2(π/4− ǫ) = 1/2 + δ. Then
〈PΛen, en〉2 = cos2(π/4−ǫ)|PΛen|2 ⇒ ζ(PΛen)2 = (1/2+δ)
(
Q(PΛen)+2ζ(PΛen)
2
)
⇒
⇒ (
∑
αjzj)
2 = (1/2 + δ)(
k−1∑
j=1
α2j − α2k) + (1 + 2δ)(
∑
αjzj)
2
⇒ −2δ(
∑
αjzj)
2 = (1/2 + δ)(
k−1∑
j=1
α2j − α2k)
Note that
∑
αjzj = −A−1(z21 + ... + z2k−1 − z2k) = −BA = A+12A = 12 + 12A , and∑k−1
j=1 α
2
j − α2k = BA2 = −A+12A2 . Thus
δ(1 +
1
A
)2 = (1/2 + δ)
1
A
(1 +
1
A
)⇒ 1
A
=
δ
1/2 + δ
(1 + 1/A)
⇒ A = 1
2δ
=
1
sin 2ǫ
Again Area(v1, ..., vk) =
1
| sin 2ǫ|1/2
→∞ as δ → 0, i.e. µ(Λ)→ 0 as M− ∋ Λ→
M0. Thus there is an invariant section supported on M−, Q.E.D.
Corollary 2.4. The space V alevn−1(R
n)SO
+(n−1,1) is 2-dimensional, and con-
sists of non-smooth sections. It is spanned by fS and fT (standing for space-like
and time-like) given by
fT (K) =
ˆ
Sn−1∩{Q≥0}
√
| sin 2ǫ|dσK(ω)
and similarly
fS(K) =
ˆ
Sn−1∩{Q≤0}
√
| sin 2ǫ|dσK(ω)
where ǫ denotes the angle between ω and the light cone, and σK(ω) is the surface
area measure of K.
2.1.1 Geometrical interpretations of the space V alevn−1(R
n)SO
+(n−1,1)
This purpose of this subsection is to provide some geometrical intuition into the
valuations that we constructed. It will not be used in the rest of the paper.
Let us denote H± = {x ∈ Rn : Q(x, x) = ±1}. Both H+ and H− inherit
a Lorentzian resp. Riemannian metric from (Rn, Q). Then H− ⊂ (Rn, Q) is
the Minkowski model of hyperbolic space, and similarly H+ is the (n− 2, 1) de
Sitter space. The valuations in V alevn−1(R
n)SO
+(n−1,1) can be interpreted as the
surface area of K with respect to H± in the following sense:
Define the support functions hH+ , hH− : S
n−1 → R by setting hH±(θ) equal
to the distance from the origin of the hyperplane Pθ with Euclidean normal
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equal to θ that is tangent to H+ (resp. H−). If no such hyperplane exists,
the value of hH±(θ) is set to 0. Denoting by −π2 ≤ α ≤ π2 the elevation angle
on Sn−1 relative to the spacelike coordinate hyperplane (x1, ..., xn−1), these
functions are given explicitly by
hH+(ω) =
{ √
| cos 2α| |α| ≤ π/4
0 |α| < π/4
hH−(ω) =
{ √
| cos 2α| |α| ≥ π/4
0 |α| < π/4
Then we may think of fT informally as a mixed volume:
fT (K) = V (K[n− 1], H+[1]) =
ˆ
Sn−1
hH+(ω)dσK(ω)
and similarly
fS(K) = V (K[n− 1], H−[1]) =
ˆ
Sn−1
hH−(ω)dσK(ω)
Another very similar description is the following. Assume K is smooth. The
boundary ∂K inherits from (Rn, Q) a smooth field of quadratic forms on all
tangent spaces. Then fS(K) is the total volume of the space-like part of ∂K
(that is, where the form is positively defined), and similarly fT (K) is the volume
of the time-like part.
There is also a relation between the (n − 1)-homogeneous Lorentz-invariant
valuations, and the surface area in hyperbolic and de Sitter spaces. More pre-
cisely, fT and fS correspond to the surface area on H
− and H+, respectively,
in the following sense. For a set A ⊂ H±, define CA = {tx : 0 ≤ t ≤ 1, x ∈ A}
the cone with base A. Denote by AreaH∓ the hyperbolic\de Sitter area on
H∓, and φ∓H is either fT or fS, respectively. Observe that while CA is not a
convex body, one can nevertheless compute fS or fT on CA at least when A
is piecewise geodesic (and so given by a finite collection of intersections of H±
with hyperplanes in Rn), simply by applying the explicit formulas of Corollary
2.4.
Proposition 2.5. Let A ⊂ H± be a polytope. If A ⊂ H+, we further assume
it has spacelike boundary. Then
AreaH± (∂A) = φ
±
H(CA)
Proof. An (n− 2)-dimensional face F of A lies on Λ∩H± for Λ ∈ Gr(n, n− 1).
By additivity of both sides, it suffices to verify that AreaH± (F ) = φ
±
H(CF ).
For H+, by our assumption Λ is space-like, so the statement is simply that the
cone measure on the sphere Λ ∩H+ coincides with the spherical volume on it.
For H−, Λ is necessarily timelike, and it is again well-known (or easily checked)
that the cone measure of the hyperboloid Λ∩H− coincides with the hyperbolic
volume. Q.E.D.
2.2 Schneider’s bundle Sn,k
For every non-oriented subspace Ω ⊂ V of dimension k+1, consider the bundle
of densities on the tautological bundle over the space of k-dimensional coori-
ented subspaces Λ ⊂ Ω, denoted K˜k+1,k(Ω). Let Γodd(K˜k+1,k(Ω)) denote the
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space of global sections which are odd w.r.t. coorientation reversal of Λ, i.e.
µ(Λ) = −µ(Λ).
There is a k + 1-dimensional linear subspace L(Ω) ⊂ Γodd(K˜k+1,k(Ω)), consist-
ing of sections that are defined by elements of Ω∗. The space L(Ω) ≃ Ω⊗D(Ω)
is defined as follows: For any k-dimensional Λ ⊂ Ω, Λ⊥ ⊂ Ω∗, and
D(Λ)⊗D(Ω/Λ) = D(Ω)
so
D(Λ) = D(Ω)⊗D(Ω/Λ)∗ = D(Ω)⊗D(Λ⊥)
Any v ∈ Ω defines a density |v| on Λ⊥ ⊂ Ω∗ for all Λ, and so we define µv⊗d(Λ) =
sign(v,Λ)|v|⊗ d ∈ Γodd(K˜k+1,k(Ω)) for v⊗ d ∈ Ω⊗D(Ω). Here sign(v,Λ) = ±1
is determined by the coorientation of Λ (and sign(v,Λ) = 0 for v ∈ Λ). The
image of the map v ⊗ d 7→ µv⊗d is denoted. Let FΩ = Γodd(K˜k+1,k(Ω))/L(Ω)
be the quotient.
Schneider’s bundle Sn,k consists of the base space Gr(V, k + 1), and fiber FΩ.
The topology can be introduced by fixing an orthonormal basis on V , which
gives the identifications Γodd(K˜
k+1,k(Ω)) = Codd(S(Ω)), L(Ω) = Ω
∗ = Ω, and
FΩ = Ω
⊥ ⊂ Codd(S(Ω)), the orthogonal complement taken in the L2odd(S(Ω))
norm . In particular, FΩ inherits an inner product induced from L
2
odd(S(Ω)).
Note that any global section s ∈ Γ(Sn,k) gives a continuous in Ω family of
functions µΩ ∈ Codd(S(Ω)). Schneider’s imbedding gives for every odd k-
homogeneous valuation a global section s ∈ Γ(Sn,k).
However, for a G-equivariant section s (where G is some group), this lift is
not a-priori G-equivariant. This is because the lift is defined by an arbitrarily
chosen Euclidean structure.
We will classify the G = SO+(n− 1, 1)-invariant sections of Sn,k.
Theorem 2.6. There are no odd SO+(n−1, 1)-invariant k-homogeneous valua-
tions for 1 ≤ k ≤ n−2. For k = n−1 and n ≥ 3, the space V al−k (Rn)SO
+(n−1,1)
is 1-dimensional. Finally, the space V al−1 (R
2)SO
+(1,1) is 2-dimensional.
Proof. Let s be such a section. We assume at first that k ≤ n− 2.
0. Denote M+ = {Ω ∈ Gr(V, k + 1) : Q|Ω > 0}, M− = {Ω ∈ Gr(V, k + 1) :
signQ|Ω = (k, 1)}, M0 = {Ω ∈ Gr(V, k + 1) : signQ|Ω = (k, 0)}. Those are
the orbits of G as it acts on Gr(V, k + 1). We will write Stab(Ω) ⊂ G for the
stabilizer of Ω, and Stab+(Ω) = {T ∈ Stab(Ω) : detT |Ω = 1} is the orientation-
preserving subgroup of Stab(Ω).
1. Observe that s necessarily vanishes on M+: Fix some Ω ∈M+. Take the Eu-
clidean structure on Ω to be Q|Ω, and then obtain a lift µΩ ∈ Γodd(K˜k+1,k(Ω))
of sΩ which is Stab(Ω)-invariant. Since Stab(Ω) is transitive on Gr
+(Ω, k) (in
fact, it is transitive even under Stab+(Ω)), µΩ(Λ) = µΩ(Λ) for all Λ, so µΩ = 0
on Ω. Thus s = 0 on M+, and by continuity, it follows that s vanishes on M0.
2. Now considerM−. For any fixed Ω ∈M− one has a Stab(Ω)-invariant element
sΩ ∈ Γodd(K˜k+1,k(Ω))/L(Ω) . Since H1c (Stab+(Ω); Ω) = 0 (see 2.2.1 below for
the computation), we can choose µΩ ∈ Γodd(K˜k+1,k(Ω))Stab
+
(Ω) lifting sΩ, and
then, possibly after averaging with g0µΩ (which also lifts sΩ) where g0 ∈ Stab(Ω)
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is orientation-reversing, we may assume µΩ ∈ Γodd(K˜k+1,k(Ω))Stab(Ω). In fact,
if we fix any Ω0 ∈M− and the corresponding µ0 = µΩ0 , then for any g ∈ G one
can take µgΩ0 = g∗µ0 ∈ Γodd(K˜k+1,k(gΩ0))Stab(gΩ0). We thus get a G-invariant
lift of s to a continuous family of sections of Γodd(K˜
k+1,k(Ω)) over Ω ∈M−.
3. We want to inspect µ0 more closely. The group Stab(Ω0) has the follow-
ing open orbits as it acts on the cooriented hyperplanes Λ ⊂ Ω0: Ignoring the
coorientation, there are two non-oriented open orbits, consisting of X+, the Q-
positive Λ and X−, those Λ with signature (k − 1, 1).
An orientation of Λ ∈ X+ is fixed under g ∈ Stab(Ω0) ∩ Stab(Λ) iff the orien-
tation of Ω0 is fixed, so coorientation is always preserved. Thus X+ splits into
two orbits X1 and X2 when coorientation is accounted for.
On the other hand, X− constitutes a single orbit including coorientation. There
are two cases to consider: when k = 1, Λ ∈ X− is a time-like line and so has
its orientation preserved under the action of g ∈ Stab(Ω0) ∩ Stab(Λ), while the
orientation of Ω0 can be preserved or reversed (since dimΩ0 = k + 1 ≤ n− 1).
If k ≥ 2, the verification is also straightforward: one can again reverse the ori-
entation of Ω0 while kee ping the orientation of Λ.
We conclude that µ0(Λ) = 0 for all Λ ∈ X−: Indeed, since µ0 is odd, µ0(Λ) =
−µ0(Λ); but both Λ,Λ lie in the same Stab(Ω0)-orbit, so µ0(Λ) = 0.
4. Observe that on any Λ ⊂ Ω0 which is Q-degenerate, µ0(Λ) = 0 by con-
tinuity from X+.
So µ0 is uniquely defined (since it is odd, and through G-invariance) by a den-
sity µ+ ∈ D(Λ+) for some Q - positive subspace Λ+ ⊂ Ω0.
Note that, as was the case with Klain’s bundle, any such µ+ extends to a con-
tinuous µ0 ∈ Γodd(K˜k+1,k(Ω0))Stab(Ω0), and then to a family µΩ for Ω ∈M−
5. Let us show that µΩ has a limit µ∞ in Γodd
(
K˜k+1,k(Ω∞)
)
as Ω→ Ω∞ ∈M0.
Assume for simplicity that some orientation is fixed on Ω∞. For everyQ-positive
oriented k-subspace Λ ⊂ V , choose ΩΛ = Λ⊕〈en〉 with the natural orientation,
and µ(Λ) = µΩΛ(Λ) ∈ D(Λ). The family µΩ is thus equivalent to aG-equivariant
collection µ(Λ) of densities on all Q-positive k-dimensional oriented subspaces
Λ, s.t. µ(Λ) = −µ(Λ). Then for M− ∋ (Ωt,Λt) → (Ω∞,Λ∞), either µ(Λt) →
µ(Λ∞) when Λ∞ is Q-positive by continuity of µΩ, or µ(Λt) → 0 ∈ D(Λ∞).
Thus µ∞ is well-defined. The limit of [µΩ] in Γodd
(
K˜k+1,k(Ω∞)
)
/L(Ω∞) is
therefore [µ∞], and it must vanish as Ω → Ω∞ ∈ M0, by continuity of s and
since s vanishes on M+. Therefore, µ∞ is a linear section that vanishes on all
Q-degenerate k-subspaces. This is equivalent to a linear functional on Rk+1
that vanishes on the light cone. So µ∞ = 0, implying µΩ = 0.
We conclude that when k ≤ n−2, there are noG-invariant sections of Schneider’s
bundle. It follows there are no non-trivial continuous, odd, k−homogeneous val-
uations.
Now assume k = n − 1. Again since H1c (G;V ) = 0, we may lift s to an
invariant section µ ∈ Γodd(K˜n,n−1(V ))G.
If n ≥ 3, as in step 3 above, µ must vanish on mixed-signature subspaces;
and µ is determined by its value µ+ on one positive subspace. Unlike the case
k ≤ n− 2, there are no other restrictions: any µ+ extends to a global section µ,
as was the case with Klain’s bundle.
If n = 2, as in step 2 above µ is determined by two independent densities µ+(Λ+)
and µ−(Λ−); and any two such densities give a continuous µΩ as with Klain’s
bundle.
9
For k = n − 1, Schneider’s imbedding is really just the McMullen character-
ization of odd n − 1-homogeneous valuations, i.e. the imbedding is an isomor-
phism, concluding the classification of n− 1 -homogeneous invariant valuations.
Q.E.D.
2.2.1 Computation of the continuous Lie group cohomology
The main result of this section was explained to us by José Miguel Figueroa-
O’Farrill. For the relevant definitions, see [11]. We need to compute the con-
tinuous cohomolgy of G = SO+(n− 1, 1) with coefficients in the standard rep-
resentation V = Rn. Specifically, we will show
Proposition 2.7. The first continuous group cohomology H1c (G;V ) vanishes.
Proof. Consider SO(n − 1) ⊂ G - the maximal compact subgroup. By the
Hochschild-Mostow Theorem ,
H1c (G;V ) = H
1(so(n− 1, 1), so(n− 1);V )
We will write g = so(n − 1, 1) and h = so(n − 1). Under the action of h,
V = W ⊕ T where W = Rn−1 is the standard representation of SO(n − 1)
(corresponding to the space coordinate hyperplane), and T = R is the trivial
representation (corresponding to the time axis of V ). Also, the adjoint action
of h on g admits the decomposition g = h ⊕W where the inclusion i : W →֒ g
is given by
v 7→
(
0(n−1)×(n−1) v(n−1)×1
vT1×(n−1) 0
)
Note also that [h,W ] = W . Now
C0(g, h;V ) = {v ∈ V : hv = 0} = T = R
while
C1(g, h;V ) = {f ∈ Hom(g, V ) : f(h) = 0, f([h, g]) = hf(g)∀g ∈ g, h ∈ h} =
= {f ∈ Hom(W,V ) :, f([h,w]) = hf(w)∀w ∈W,h ∈ h} =
= {f ∈ Hom(W,W ) :, f([h,w]) = hf(w)∀w ∈W,h ∈ h}
that is, C1(g, h;V ) = Hom(W,W )h. This space consists of scalar operators
when dimW ≥ 3 ⇐⇒ n ≥ 4, and of complex-linear operators when n = 3 and
W = R2 = C. The differential map d1 : C
0(g, h;V ) → C1(g, h;V ) is nonzero:
taking some t ∈ T , d1t(w) = −i(w)(t) = −tw so d1t 6= 0. Thus dim Im(d1) = 1.
For n ≥ 4, dimC1(g, h;V ) = 1 and it follows that H1(g, h;V ) = 0.
When n = 3, dimC1(g, h;V ) = 2 while d1(C
0(g, h;V )) ⊂ Ker(d2) ⊂ C1(g, h;V ).
We should check whether d2 = 0. It is enough to check the value of d2 on some
non-scalar operator, say J ∈ Hom(W,W )h which corresponds to π2 -rotation.
Let w1, w2 be the standard basis of W . Then
d2J(g1, g2) = J([g1, g2])− g1J(g2) + g2J(g1)
Since h ⊂ Hom(d2J) and g = h⊕W , d2J 6= 0 ⇐⇒ d2J(w1, w2) 6= 0. Now
[i(w1), i(w2)] = J ∈ h
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so J([i(w1), i(w2)]) = 0. And
−i(w1)J(i(w2)) + i(w2)J(i(w1)) = i(w1)w1 + i(w2)w2 = (0, 0, 2)T
so d2J 6= 0.
Thus dimKerd2 = 1 also for n = 3, and H
1(so(n − 1, 1), so(n − 1);V ) = 0
for all n. Q.E.D.
Now consider the exact sequence 0→ L(V )→ Γodd(K˜n,n−1(V ))→ FV → 0
where L(V ) is the space of linear sections on V (an n-dimensional space), and
it is G-isomorphic to V . We have the long exact sequence of cohomology
0→ L(V )G → Γodd(K˜n,n−1(V ))G → FGV → H1(G;L(V )) = 0
it follows that every G-invariant section of FV lifts to a G-invariant section of
Γodd(K˜
n,n−1(V )).
3 Computing valuations on SO(n − 1)-invariant
unconditional bodies
Definition 3.1. The k-support function of a bodyK ⊂ Rn, denoted hk(Λ;K) ∈
C(Gr(n, n − k)), is the k-volume of the projection of K to Λ⊥.
Let L ⊂ R2 be a convex, unconditional body. Denote Ln ⊂ Rn its rotation
body around the vertical axis, namely
Ln = {(ωx, y)|ω ∈ Sn−2, (x, y) ∈ L}
Denote also hk(α;L) = hk(α;L
k+1) for −π2 < α < π2 : it is obvious that the
k-support function of Ln is SO(n− 1)-invariant for all 1 ≤ k ≤ n− 1, and so it
really is a function of α. Here α = 0 corresponds to a vertical hyperplane. By
abuse of notation, we consider hk(α;L) to be a function both on the unit circle
S1 and on the sphere Sk ⊂ Rk+1; we will write hk(α) or hk(ω) when we need
to emphasize that the domain is S1, resp. Sk. Denoting Rk+1 ∈ O(k + 1) the
reversal of time direction and Gk+1 = 〈SO(k), Rk+1〉 ⊂ O(k + 1), it is obvious
that Ln is Gn-invariant.
Proposition 3.2. Ln is a convex unconditional body, and hk(α;L
n) = hk(α,L)
for all n > k. Any Gn-invariant convex body equals L
n for some L as above.
Proof. The Minkowski functional of Ln is pn(ωx, y) = ‖(x, y)‖L for x, y ∈ R,
ω ∈ Sn−1. Let us verify it is convex:
pn(ω1x1, y1)+pn(ω2x2, y2) = ‖(x1, y1)‖L+‖(x2, y2)‖L ≥ ‖(|x1|+|x2|, |y1|+|y2|)‖L
while
pn((ω1x1, y1) + (ω2x2, y2)) = pn(ω1x1 + ω2x2, y1 + y2) =
= ‖(|ω1x1 + ω2x2|, y1 + y2)‖L ≤ ‖(|x1|+ |x2|, |y1|+ |y2|)‖L
by unconditionality of L. The unconditionality of Ln is obvious. Now hk(α;L
n)
can be computed as follows. Let e1, ..., en be the standard basis, and define Ω =
Span{e1, ..., ek, en}. Let Λα ⊂ Ω be a k-dimensional subspace forming angle α
with the spacelike coordinate hyperplane. Then hk(α;L
k+1) = hk(α; Ω∩Ln) =
volk(PrΛα(Ω ∩ Ln)) and by unconditionality of L, PrΩ(Ln) = Ln ∩ Ω so
hk(α,L
n) = volk(PrΛα(L
n)) = volk(PrΛαPrΩ(L
n)) = hk(α;L
k+1)
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Finally, given a Gn- invariant convex body K, it is immediate that its 2-
dimensional x1-xn section L will be convex and unconditional, and K = L
n,
concluding the proof. Q.E.D.
Remark 3.3. It follows that L 7→ Ln is a Hausdorff homeomorphism between the
spaces of 2-dimensional unconditional convex bodies and SO(n − 1)-invariant,
unconditional convex bodies.
Recall the cosine transform Tk : C
∞(Sk)→ C∞(Sk) given by
Tk(f)(y) =
ˆ
Sk
f(x)|〈x, y〉|dx
is a self-adjoint isomorphism when restricted to even functions, and extends to
an isomorphism of generalized even functions. It is well-known that Tk(σk(ω;L)) =
hk(ω;L) where σk ∈ C(Sk)∗ is the surface-area measure of Lk+1.
Lemma 3.4. If f ∈ C∞(R) is even, then f(|x|) ∈ C∞(Rn).
Proof. This is because f(x) = g(x2) for g ∈ C∞[0,∞). Q.E.D.
For the following, we recall the definition of Sobolev spaces. On the linear
space Rk, denote f 7→ fˆ the Fourier transform, and the p-Sobolev space is the
completion of C∞c (R
k) w.r.t. the norm ‖f‖L2p = ‖fˆ(ω)(1 + |ω|p)‖L2 . For a
compact smooth manifold X , L2p(X) ⊂ C−∞(X) is defined by some choice of a
finite atlas {Uα} for X and an attached partition of unity {ρα}:
L2p(X) = {
∑
α
ραfα : fα ∈ L2p(Uα)}
The resulting space L2p(X) is independent of the choices made.
Proposition 3.5. For all k ≥ 1 and ǫ > 0, hk(ω;L) ∈ L23
2
−ǫ
(Sk). If h1(α;L)
is smooth in a neighborhood of the poles and the equator, then hk(ω;L) ∈
L2k
2
+1−ǫ
(Sk) is smooth near the poles, and hk(α;L) ∈ L2k
2
+1−ǫ
(S1).
Proof. Denote
 =
1
2ωk−1
(∆ + k) : C∞even(S
k)→ C∞even(Sk)
where ωk−1 is the surface area of S
k−1. It is an invertible differential operator of
order 2. LetRk : C∞even(Sk)→ C∞even(Sk) denote the spherical Radon transform,
which is an invertible Fourier integral operator of order −k−12 (see [13]). Then
(see [12])
Tk = Rk ⇐⇒ Tk = −1Rk (2)
Therefore, the cosine transform Tk is an invertible (on even functions) Fourier
integral operator of order −k+32 , and it respects Sobolev spaces, i.e. for all s ∈ R
Tk : L
2
s(S
k)→ L2
s+ k+3
2
(Sk)
is an isomorphim. In particular, T1 is invertible by a differential operator fol-
lowed by a π2 -rotation.
For the first part, note that the surface area measure σk ∈ C(Sk)∗ ⊂ L2−k
2
−ǫ
(Sk),
so hk(ω;L) = Tk(σk) ∈ L23
2
−ǫ
(Sk).
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For the second part, note that σ1 = T
−1
1 (h1) ∈ C(S1)∗ ⊂ L2− 1
2
−ǫ
(S1) is smooth
in a neighborhood of the equator and of the poles of S1, since h1 is smooth
there, and by eq. 2. Let σk = π
∗σ1 be the surface area measure of L
k+1,
where π : Sk → Sk/SO(k − 1). Then σk is smooth near the poles from un-
conditionality of L and Lemma 3.4, so σk ∈ L2− 1
2
−ǫ
(Sk); also σk is smooth
near the equator Sk−1 ⊂ Sk. Therefore, hk(ω;L) = Tk(σk) ∈ L2d(Sk) where
d = − 12 − ǫ + k+32 = k2 + 1 − ǫ, and also hk is smooth near the poles. Then
hk(α;L), which can be obtained by taking a vertical 2-dimensional restriction
of hk(ω;L), lies in L
2
d(S
1) and is smooth near the poles, as required. Q.E.D.
Remark 3.6. It follows that under the assumptions of Proposition 3.5, hk ∈
C⌊
k
2
⌋(S1), and if Kn → K in the Hausdorff topology s.t. h1(•;Kn) and h1(•;K)
are as above, then also hk(α;Kn)→ hk(α;K) in the C⌊ k2 ⌋(S1) topology.
Proposition 3.7. Let φ ∈ V al+k (Rn)SO(n−1) be a continuous k-homogeneous
even valuation such that φ(Kn) =
´
S1
fhk(α;K) for SO(n − 1)-invariant con-
vex bodies Kn with smooth hk(•;K), where f ∈ C−∞even(S1). Then φ(Kn) =´
S1 fhk(α;K) for all SO(n − 1)-invariant symmetric convex bodies Kn such
that sing-supp(hk(α;K)) and sing-supp(f) are disjoint one from another, and
sing-supp(hk(α;K)) is disjoint from the poles.
Proof. Denote G = SO(k + 1), H = SO(k). Write Sk = H\G for the space
of orbits under left action. Let dµ be the Haar probability measure on G, dσ
the pushforward to Sk. Fix a positive approximate identity FN ∈ C∞(Sk)H
supported near the north pole (identified with its H- bi-invariant pullback to
G). It can be obtained by fixing an approximate identity F˜N on G, and then
taking
FN (g) =
ˆ
H×H
F˜N (h1gh2)dh1dh2
Note that FN (g) = FN (g
−1) by bi-invariance of FN , and since 〈gH,H〉 =
〈H, g−1H〉 (considered as points on the sphere).
Convolution of functions is defined by
u ∗ v(x) =
ˆ
G
u(g)v(g−1x)dµ(g) =
ˆ
G
v(g)u(xg−1)dµ(g)
so that (Lhu)∗v = Lh(u∗v) and Rh(u∗v) = u∗Rhv (here Lhand Rh denote the
left and right actions respectively). In particular, for u ∈ C∞(Sk), v ∈ C∞(G),
u∗v ∈ C∞(Sk), and if v is rightH-invariant, so is u∗v. The following properties
hold:
1. Convolution with FN on either side is self adjoint: for u, v ∈ C∞(Sk),
〈FN ∗ u, v〉 = 〈u, FN ∗ v〉and 〈u ∗ FN , v〉 = 〈u, v ∗ FN 〉. For instance,
〈FN∗u, v〉 =
ˆ
G
dµ(x)v(Hx)
ˆ
G
dµ(g)u(Hg)FN (xg
−1) =
ˆ
G×G
dµ(x)dµ(g)v(Hx)u(Hg)FN (xg
−1)
and we can exchange x and g since FN (xg
−1) = FN (gx
−1). Similarly,
〈u∗FN , v〉 =
ˆ
G
dµ(x)v(Hx)
ˆ
G
dµ(g)u(Hg)FN (g
−1x) =
ˆ
G×G
dµ(x)dµ(g)v(Hx)u(Hg)FN (g
−1x)
2. For u ∈ C∞(Sk), one has FN ∗ u → u in C∞(Sk). For u ∈ C∞(G/H),
u ∗ FN → u.
FN∗u(x) =
ˆ
H×H
dh1dh2
ˆ
G
F˜N (h1gh2)u(g
−1x)dg =
ˆ
H×H
dh1dh2
ˆ
G
F˜N (h1g)u(h
−1
2 g
−1x)dg
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by left H-invariance of u, this equals
ˆ
H
dh
ˆ
G
F˜N (hg)u(g
−1x)dg =
ˆ
H
dhF˜N ∗ u(hx)dh =
ˆ
H
Lh(F˜N ∗ u)(x)dh
since Lh(F˜N ∗ u)(x)→ Lhu(x) = u(x) in C∞(G), we conclude that
´
H Lh(F˜N ∗
u)(x)dh→ u in C∞(Sk). Similarly, for u ∈ C∞(G/H),
u∗FN(x) =
ˆ
H×H
dh1dh2
ˆ
G
F˜N (h1gh2)u(xg
−1)dg =
ˆ
H
dh2
ˆ
G
F˜N (gh2)u(xg
−1)dg =
=
ˆ
H
dh
ˆ
G
F˜N (g)u(xh
−1g−1)dg =
ˆ
H
Rh(u ∗ F˜N )(x)dh
and again
Rh(u ∗ F˜N )→ Rhu = u
implying the statement.
3. For u ∈ C−∞(Sk), FN ∗ u → u for u ∈ C−∞(Sk) and u ∗ FN → u for
u ∈ C−∞(G/H). This is a direct consequence of properties 1 and 2.
4. For u ∈ C−∞(Sk), Tk(u ∗FN ) = Tk(u) ∗ FN . It is enough by self-adjointness
of Tk and the convolution operator to verify this for u ∈ C∞(Sk):
Tk(u ∗ FN )(x) =
ˆ
Sk
dy|〈x, y〉|
ˆ
G
dgFN (g)u(yg
−1) =
=
ˆ
G
dgFN (g)
ˆ
Sk
u(yg−1)|〈x, y〉|dy =
ˆ
G
dgFN (g)
ˆ
Sk
u(y)|〈xg−1, y〉|dy =
=
ˆ
G
dgFN (g)Tku(xg
−1) = Tku ∗ FN (x)
Note that FN ∗ u ∈ C−∞(Sk)H whenever u ∈ C−∞(Sk)H .
Let σk ∈ C−∞(Sk)H be the surface area measure ofKk+1. Then by Minkowski’s
theorem, σk ∗FN is the surface area measure of a sequence of H-invariant bodies
denoted Kk+1N s.t. KN → K, therefore also KnN → Kn and φ(KnN ) → φ(Kn).
On the other hand,
T (σk ∗ FN ) = hk(•;K) ∗ FN
so
φ(KnN ) =
ˆ
S1
f · T (σk ∗ FN )dα =
ˆ
S1
f(α) · (hk(•;K) ∗ FN )(α)dα
Choose a cut-off function χ ∈ C∞(S1)Z2 (the action is reflection w.r.t. the
vertical axis, note that χ induces a smooth H−invariant function on Sk, also
denoted χ) such that χ(α)hk(•;K) ∈ C∞(Sk) and (1 − χ(α))f(α) ∈ C∞(S1),
and χ = 1 in a neighborhood of the poles. Now we can restrict χ(α)hk(•;K) to
a smooth function on S1, and
χ(α)(FN ∗ hk(•;K))(α)→ χ(α)hk(α;K)
in C∞(Sk) and also in C∞(S1) (by restriction). Then
ˆ
S1
f(α)(hk(•;K) ∗ FN )(α)dα =
ˆ
S1
f(α)
(
χ(α)(hk(•;K) ∗ FN )(α)
)
dα+
+
ˆ
S1
(
(1− χ(α))f(α)
)
(hk(•;K) ∗ FN )(α)dα
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The first summand converges to
ˆ
S1
f(α)χ(α)hk(α;K)dα
Also, (1 − χ(α))f(α) can be pulled back to a smooth function on Sk since
1− χ = 0 near the poles. In particular, we will have
ˆ
S1
(
(1−χ(α))f(α)
)
(hk(•;K)∗FN)(α)dα →
ˆ
S1
(
(1−χ(α))f(α)
)
hk(α;K)(α)dα
And so the sum converges to
´
S1 f(α)hk(α;K)dα, as required. Q.E.D.
4 Finding the generalized invariant valuations
From now on, n ≥ 3, and G = SO+(n− 1, 1). Let us recall some definitions and
facts and introduce notation.
Consider the bundle En,k over Gr(V, n − k) with fiber over Λ ∈ Gr(V, n − k)
equal to En,k|Λ = D(V/Λ)⊗D(TΛGr(V, n−k)). We will sometimes refer to it as
the Crofton bundle, and we call its (generalized) sections (generalized) Crofton
measures. Also, recall Klain’s bundle Kn,k over Gr(V, k), that has fiber D(Λ)
over Λ ∈ Gr(n, k). Klain’s imbedding Kl : V alevk (V ) → Γ(Kn,k) is GL(V )-
equivariant, and maps smooth valuations to smooth sections, see [1].
Observe there is a natural bilinear non-degenerate pairing
Γ±∞(En,k)× Γ∓∞(Kn,n−k)→ D(V )
The GL(V )−equivariant cosine transform Tn−k,k : Γ∞(En,k) → Γ∞(Kn,k) is
given by
Tn−k,k(γ)(DΛ) =
ˆ
Ω∈Gr(n,n−k)
γ ⊗ PrV/Ω(DΛ)
whereDΛ ⊂ Λ is some symmetric convex body. We will write Tn−k,k : C∞(Gr(n, n−
k)) → C∞(Gr(n, k)) also for the cosine transform after a Euclidean trivial-
ization, and also Tn−k,k : Γ
−∞(En,k) → Γ−∞(Kn,k) for the adjoint operator
to Tk,n−k : Γ
∞(En,n−k) → Γ∞(Kn,n−k). It extends the cosine transform on
smooth sections.
4.1 Some representation theory
We make use of the following facts (see [4]):
1. The highest weights of SO(n) are parametrized by sequences of integers
λ = (λ1, ..., λ⌊n
2
⌋) with λ1 ≥ ... ≥ λ⌊n
2
⌋ ≥ 0 for odd n, and λ1 ≥ ... ≥
λ⌊n
2
⌋−1 ≥ |λ⌊n
2
⌋| for even n > 2.
2. The irreducible components of C∞(Gr(n, k)) (considered as a representa-
tion of SO(n)) are of multiplicity one, with highest weights λ ∈ Λ+k ∩Λ+n−k.
Here Λj = {λ : λi = 0 ∀i > j, λi ≡ 0 mod 2 ∀i}.
3. The image of Tk : C
∞(Gr(n, n−k))→ C∞(Gr(n, k)) consists of represen-
tations with highest weights λ ∈ Λ+k ∩ Λ+n−k, |λ2| ≤ 2. The kernel is thus
KerTk = ⊕ρλ with λ ∈ Λ+k ∩ Λ+n−k, |λ2| ≥ 4. The image of Tk is closed.
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4. The irreducible representations of SO(n) which contain an SO(n − 1)-
invariant element are precisely those corresponding to spherical harmonics.
Their highest weight is (d, 0, ..., 0) (for degree d spherical harmonics). The
spherical harmonics appearing in C∞(G(n, n − k)) are precisely those of
even degree d.
5. In particular, C∞(Gr(n, n − k))SO(n−1) ∩KerTn−k,k = 0. Thus
Tn−k,k : C
∞(Gr(V, n − k))SO(n−1) → C∞(Gr(V, k))SO(n−1) (3)
is an isomorphism: It is injective and has dense image (by Schur’s Lemma),
and also
Tn−k,k
(
(C∞(Gr(V, n−k)))SO(n−1)
)
=
(
Tn−k,k(C
∞(Gr(V, n−k)))
)SO(n−1)
(4)
implying the image is closed. Equation 4 holds because Tn−k,k obviously
maps SO(n − 1)-invariant vectors to SO(n − 1)-invariant vectors, and if
v ∈ Tn−k,k(C∞(Gr(V, n−k))) is SO(n−1)-invariant, then v = Tn−k,ku for
some u ∈ C∞(Gr(V, n−k)) such that v = Tn−k,k(gu) for all g ∈ SO(n−1),
implying v = Tn−k,k(
´
SO(n−1)
gu · dg).
6. In particular,
Tn−k,k : C
−∞(Gr(V, n − k))SO(n−1) → C−∞(Gr(V, k))SO(n−1)
is also an isomorphism, since Tn−k,k is a symmetric opeator (after the
obvious identification Gr(V, k) = Gr(V, n − k)).
Note that the action of SO(n− 1) on Γ−∞(En,k) and Γ−∞(Kn,k) (after a Eu-
clidean trivialization) and on C−∞(Gr(V, n−k)) resp. C−∞(Gr(V, k)) coincides.
We deduce the following
Corollary 4.1. The map
Tn−k,k : Γ
−∞(En,k)SO
+(n−1,1) → Γ−∞(Kn,k)SO+(n−1,1)
is injective.
Let us prove the following
Proposition 4.2. C∞(Gr(n, n−k))∩Tn−k,k(C−∞(Gr(n, n−k))) = C∞(Gr(n, n−
k))
Proof. Assume h(Λ) = Tk,n−k(σ) for some σ ∈ C−∞(Gr(n, k)) and h ∈ C∞(Gr(n, n−
k)). Choose an approximate identity µN ∈ M∞(SO(n)). Then Tk,n−k(σ ∗
µN ) = Tk,n−k(σ) ∗ µN = h ∗ µN → h in the C∞-topology. Since σ ∗ µN ∈
C∞(Gr(n, k)), and the image of Tk,n−k is closed in the C
∞ topology, it follows
that h ∈ Tn−k,k(C∞(Gr(n, k))), as claimed. Q.E.D.
4.2 Lorentz-invariant generalized valuations
The space V alev,−∞k (V ) of generalized k-homogeneous even valuations is defined
by
V alev,−∞k (V ) =
(
V alev,∞n−k (V )
)∗
⊗D(V ) =
(
V alev,∞n−k (V )⊗D(V )∗
)∗
By the Alesker-Poincare duality, there is a natural inclusion V alev,∞k (V ) ⊂
V alev,−∞k (V ).
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Let us write this inclusion explicitly. Recall that a Crofton measure µφ ∈
Γ∞(Gr(V, n−k), En,k) for φ ∈ V alev,∞k (V ) is any section such that Tn−k,k(µφ) =
Kl(φ), which always exists by [4]. It is equivalent to a smooth, translation-
invariant measure on the affine Grassmannian Gr(V, n− k).
For φ ∈ V alev,∞k (Rn) and ψ ∈ V alev,∞n−k (Rn), the duality map is given by
〈φ, ψ〉 = 〈Kl(φ), µψ〉
Equivalently,
〈φ, ψ〉(•) =
ˆ
Gr(V,k)
φ(• ∩ E)dµψ(E) ∈ D(V )
We have the surjective map
Crk : Γ
∞(En,n−k)→ V alev,∞n−k (V )
given by
Crk(s)(K) =
ˆ
Λ∈Gr(V,k)
s(PrV/Λ(K))
We will need the following
Claim 4.3. Let T : X → Y be a bounded linear map between Frechet spaces
X,Y such that Im(T ) ⊂ Y is closed. Then Im(T ∗) ⊂ X∗ is also closed.
Proof. By Banach’s open mapping theorem, T : X/Ker(T ) → Im(T ) is an
isomorphism of Frechet spaces. Therefore, T ∗ : Im(T )∗ → (X/Ker(T ))∗ =
Ker(T )⊥ is also an isomorphism. It remains to observe that T ∗ : Y ∗ → X∗
factorizes as Y ∗ ։ Im(T )∗ ≃ Ker(T )⊥ →֒ X∗ and the last inclusion is closed.
Q.E.D.
Proposition 4.4. There is a unique extension by continuity of Klain’s imbed-
ding, Klk : V al
ev,−∞
k (V ) → Γ−∞(Kn,k), which is an imbedding with closed
image.
Consider the adjoint map of Crk:
Cr∗k : V al
ev,−∞
k (V )⊗D(V )∗ → Γ−∞(Kn,k)⊗D(V )∗
which gives a map
A : V alev,−∞k (V )→ Γ−∞(Kn,k)
s.t. Cr∗k = A ⊗ Id. Let us verify that A extends Klain’s imbedding Klk :
V alev,∞k (V ) → Γ∞(Kn,k). For γ ∈ Γ∞(En,n−k), one has the obvious Crofton
measure µCrk(γ) = γ, so for all ψ ∈ V alev,∞k (V )
A(ψ)(γ) = 〈Crk(γ), ψ〉 =
ˆ
Gr(V,k)
µCrk(γ)Klk(ψ) =
=
ˆ
Gr(V,k)
γKlk(ψ) = 〈γ,Klk(ψ)〉
as required. Moreover, KerA = 0, since Crk is surjective, and by Claim 4.3 the
image of A is closed.
Proposition 4.5. The map Crk admits a unique extension by continuity Crk :
Γ−∞(En,n−k)→ V alev,−∞n−k (V ) which is surjective. It holds that Kln−k ◦Crk =
Tk,n−k.
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Consider the dual to Klain’s imbedding Klk : V al
ev,∞
k (V ) → Γ∞(Kn,k),
tensored with the identity on D(V ): It is given by
B : Γ−∞(En,n−k)→ V alev,−∞n−k (V )
where
B(s)(ψ) = 〈s,Klk(ψ)〉
for all ψ ∈ V alev,∞k (V ). Then B extends the Crofton surjection: for γ ∈
Γ∞(Kn,n−k) and ψ ∈ V alev,∞k (V ),
B(γ)(ψ) = 〈γ,Klk(ψ)〉 = 〈Crk(γ), ψ〉
Let us verify it is surjective: the image of B is dense since Klk is injective. The
image of B is closed by Claim 4.3 since Im(Klk) is closed. Note that
Cr∗n−k ◦Kl∗k = (Klk ◦Crn−k)∗ = T ∗n−k,k = Tk,n−k
implying B ◦ Crk = Tk,n−k.
Definition 4.6. A generalized Crofton measure for φ ∈ V alev,−∞k (V ) is any
µ ∈ Γ−∞(En,n−k) s.t. Crk(µ) = φ. We proved that such φ exists.
4.3 Reconstructing a continuous valuation from its gener-
alized Crofton measure
Lemma 4.7. Let W be a linear space, φ ∈ V alevk (W ) a continuous valuation,
and µφ ∈ Γ−∞(En,k) a generalized Crofton measure for φ. Let K be a convex
body such that |PrW/Λ(K)| ∈ Γ∞(Kn,n−k)⊗D(W )∗. Then
φ(K) =
ˆ
Gr(n,n−k)
|PrW/Λ(K)|µφ(Λ)
Proof. A convex body K ⊂ W is naturally an element of V alev,∞k (W )∗ =
V alev,−∞n−k (W ) ⊗ D(W )∗; denote the corresponding element by ψK,n−k. Then
ψK,n−k = Kl
∗(γK,n−k) = (Cr⊗Id)(γK,n−k) for some γK,n−k ∈ Γ−∞(En,n−k)⊗
D(W )∗, and so
Cr∗(ψK,n−k) = (Kln−k⊗Id)(ψK,n−k) = (Tk,n−k⊗Id)(γK,n−k) ∈ Γ−∞(Kn,n−k)⊗D(W )∗
In particular, Cr∗(ψK,n−k) lies in the image of the cosine transform.
Let us verify that Cr∗(ψK,n−k) is continuous and Cr
∗(ψK,n−k)(Λ) = |PrW/Λ(K)| ∈
Γ(Kn,n−k)⊗D(W )∗, where Λ ∈ Gr(V, n− k).
Take any smooth Crofton measure γ ∈ Γ∞(En,k). Then
〈Cr∗(ψK,n−k), γ〉 = 〈ψK,n−k, Cr(γ)〉 = Cr(γ)(K) =
ˆ
Gr(n,n−k)
|PrW/Λ(K)|γ
that is, Cr∗(ψK,n−k) = |PrW/Λ(K)|, so |PrW/Λ(K)| ∈ Tk,n−k(Γ−∞(En,n−k))⊗
D(W )∗. By Proposition 4.2, it follows that |PrW/Λ(K)| = Tk,n−k(σ) for some
σ ∈ Γ∞(En,n−k)⊗D(W )∗.
Now fix some Euclidean structure on W . We know that Tn−k,k(µφ) = Kl(φ).
Choose a sequence φj ∈ V alev,∞k (W ) s.t. φj → φ in V alevk (W ), so φj(K) →
φ(K). Choose Crofton measures µn ∈ Γ∞(En,k) s.t. Tk,n−k(µj) = Kl(φj).
Then since T ∗k,n−k = Tn−k,k,
φj(K) =
ˆ
Gr(n,n−k)
|PrΛ⊥ (K)|µj(Λ) =
ˆ
Gr(n,k)
σTn−k,k(µj) =
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=ˆ
Gr(n,k)
σKl(φj)→
ˆ
Gr(n,k)
σKl(φ) =
ˆ
Gr(n,k)
σTn−k,k(µφ)
and since σ is smooth and T ∗k,n−k = Tn−k,k, this equalsˆ
Gr(n,n−k)
|PrΛ⊥(K)|µφ(Λ)
as claimed. Q.E.D.
Thus, given a generalized section s ∈ Γ−∞(En,k)SO+(n−1,1), we may consider
φ = Crn−k(s) which is an even, k-homogeneous, Lorentz-invariant generalized
valuation. Then one may ask whether a continuous extension to all convex bod-
ies of φ exists. According to the Lemma, its value (as a continuous valuations)
on all convex bodies with smooth k-support function should be given by the
formula
φ(K) =
ˆ
Λ∈Gr(V,n−k)
s(PrV/Λ(K))
4.4 Finding the invariant generalized sections
Let X be a smooth manifold, and Y ⊂ X a smooth compact submanifold. Let
E be a smooth vector bundle over Y . Define the sheaf
JqY = {f ∈ C∞(X) : LX1 ...LXqf
∣∣∣
Y
= 0 ∀Xj ∈ Γ∞(TX), j = 1, ..., q}
Then define MqY = JqYM∞(X) and
Γ−∞,qY (E) = {φ ∈ Γ−∞(E) : ∀s ∈ Γ∞(E∗),m ∈ Γ(MqY ) φ(s⊗m) = 0}
Let F q denote the vector bundle over Y with fiber
F q|x = Symq(NxY )⊗D∗(NxY )⊗ E|x
whereNxY = TxX/TxY is the normal space to Y at x. Then Γ
−∞,q
Y (E)/Γ
−∞,q−1
Y (E) =
Γ−∞(Y, F q).
We thus have a useful tool for finding the G-invariant generalized sections of a
vector bundle:
Proposition 4.8. Let G be a group, X a manifold equipped with G-action, E
over X a G-equivariant line bundle, and Y ⊂ X a compact orbit of G. Then
there is an injective map
p :
(
Γ−∞,qY (E)/Γ
−∞,q−1
Y (E)
)G
→ Γ∞(Y, F q)G
Proof. Taking the G-invariant elements of a G-module is left exact. Therefore,
the exact sequence
0→ Γ−∞,q−1Y (E)→ Γ−∞,qY (E)→ Γ−∞(Y, F q)→ 0
gives an injection(
Γ−∞,qY (E)/Γ
−∞,q−1
Y (E)
)G
→ Γ−∞(Y, F q)G
So it remains to verify that in fact Γ−∞(Y, F q)G ⊂ Γ∞(Y, F q). This holds
becauseG acts transitively on Y : we can choose any smooth probability measure
with compact support µon G , and then ∀f ∈ Γ−∞(Y, F q)G, f = f ∗ µ ∈
Γ∞(Y, F q). Q.E.D.
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4.4.1 Construction of some generalized functions on the unit circle
For the following, define cj(λ) by( sinx
x
)λ
=
∞∑
j=0
cj(λ)x
2j
The series converge locally uniformly in x ∈ (−π, π) for every λ ∈ C, in par-
ticular
∑∞
j=0 |cj(λ)| converges. The coefficients cj(λ) are polynomial func-
tions of λ ∈ C: c0(λ) = 1, c1(λ) = − λ3! , c2(λ) = λ5! + λ(λ−1)2·3!2 , c3(λ) =
− λ7! − λ(λ−1)3!5! + λ(λ−1)(λ−2)6·3!3 and so on.
Lemma 4.9. For every k ∈ Z, the function Ik(λ) : C→ C given by
Ik(λ) =
ˆ 1
0
xk| sinx|λdx
for Reλ > 0, admits a meromorphic extension to the complex plane, with simple
poles at λ = −(k + 2j + 1), j = 0, 1, 2, ... and residues Res(Ik,−k − 2j − 1) =
2cj(−k − 2j − 1).
Proof. Write
Ik(λ) =
ˆ 1
0
xk+λ
( sinx
x
)λ
dx =
=
∞∑
j=0
cj(λ)
1
λ + k + 2j + 1
is meromorphic with simple poles at λ = −k − 2j − 1, j ≥ 0. Q.E.D.
Lemma 4.10. There exists a meromorphic map sinλ+ x : C→ C−∞(−π, π) with
simple poles at λ = −1,−2, ... and residues
Res(sinλ+,−k) =
{ ∑m
j=0
1
(2j)!cm−j(−k)δ
(2j)
0 , k = 2m+ 1
−∑m−1j=0 1(2j+1)! cm−1−j(−k)δ(2j+1)0 , k = 2m
s.t. for all λ /∈ Z<0, sinλ+ x(φdx) =
´ π
0
φ(x) sinλ xdx for φ ∈ C∞c (−π, π) that
vanishes in a neighborhood of 0.
Proof. For Re(λ) > −1, sinλ+ x is locally integrable near 0 and so sinλ+ x ∈
C−∞(−1, 1) is well-defined and analytic in λ. A meromorphic continuation with
the desired properties in the region Re(λ) > −(k+1) is given for φ ∈ Cc(−π, π)
by
sinλ+ x(φdx) =
ˆ π
1
φ(x) sinλ xdx+
ˆ 1
0
sinλ x(φ(x)−φ(0)−xφ′(0)−...− 1
(k − 1)!x
k−1φ(k−1)(0))dx+
+φ(0)I0(λ) + φ
′(0)I1(λ) + ...+
1
(k − 1)!φ
(k−1)(0)Ik−1(λ)
by the Lemma above, this is a well-defined generalized function, meromorphic
in λ, with simple poles at λ = −1,−2, ... and residues as claimed. Q.E.D.
We define also sinλ− x ∈ C−∞(−π, π) by 〈sinλ− x, φ(x)dx〉 = 〈sinλ+ x, φ(−x)dx〉.
Then
Res(sinλ− x,−k) =
{ ∑m
j=0
1
(2j)! cm−j(−k)δ(2j), k = 2m+ 1∑m−1
j=0
1
(2j+1)! cm−1−j(−k)δ(2j+1), k = 2m
Before formulating the main result of this subsection, recall the following
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Claim. Let f : C → C−∞(X), λ 7→ fλ(x) be meromorphic, where X is a
smooth manifold. Assume that λ0 is a simple pole, and h(x) ∈ C(X) positive
s.t. fλ(gx) = h(x)
λfλ(x) in the holomorphic domain of fλ, for some g ∈ Diff(X).
Then r(x) = Res(fλ;λ0) satisfies the same equation.
Proof. Indeed, write fλ(x) =
a−1(x)
λ−λ0
+ a0(x) + ... , so that r(x) = a−1(x). Then
fλ(gx) = h(x)
λfλ(x)⇒ a−1(gx)
λ− λ0 +a0(gx)+ ... =
a−1(x)h(x)
λ
λ− λ0 +a0(x)h(x)
λ+ ...
Developing h(x)λ into power series near λ = λ0 we see that
a−1(gx) = a−1(x)h(x)
λ0
as claimed.
Recall the Lorentz form Q on R2, which we now restrict to the unit circle
S1. Then {Q ≥ 0} = {−π4 ≤ α ≤ π4 } ∪ { 3π4 ≤ α ≤ 5π4 } and {Q ≤ 0} = {π4 ≤
α ≤ 3π4 } ∪ { 5π4 ≤ α ≤ 7π4 }. Q.E.D.
Corollary 4.11. (a)For any sign ǫ ∈ {+,−}, there is a meromorphic in λ,
generalized function f ǫλ on S
1, namely cosλǫ (2α) (here α is the angle on the
circle) with simple poles at λ = −1,−2, ... that is supported on signQ ∈ {0}∪{ǫ},
which satisfies for every φ ∈ C∞(S1) vanishing in a neighborhood of the light
cone
〈f ǫλ, φ(α)dα〉 =
ˆ
signQ(α)=ε
| cos 2α|λφ(α)dα
and
(g−1)∗(fλ)(t) = κ
λ
(1 + κ2t2
1 + t2
)−λ
fλ(t) (5)
for g =
(
cosh θ sinh θ
sinh θ cosh θ
)
, where g∗(fλ) = fλ ◦ g, κ = e−2θ, t = tan(π4 − α).
(b) For λ = −k, k = 1, 2, ... the residue
Res(f ǫλ;−k) =
=
{ ∑m
j=0
1
(2j)!22j cm−j(−k)(δ
(2j)
α=π/4 + δ
(2j)
α=5π/4 − δ
(2j)
α=3π/4 − δ
(2j)
α=7π/4), k = 2m+ 1
−ǫ∑m−1j=0 1(2j+1)!22j+1 cm−1−j(−k)(δ(2j+1)α=π/4 + δ(2j+1)α=5π/4 − δ(2j+1)α=3π/4 − δ(2j+1)α=7π/4), k = 2m
satisfies equation 5. Also, the linear combination
f+λ + (−1)kf−λ
is holomorphic at λ = −k and satisfies equation 5.
Proof. (a) This can be verified directly for Reλ > 0, similarly to equation 7.
Then, both sides of the equation are memoromphic maps C → C−∞(S1) so
uniqueness of meromorphic extension applies. For statement (b) concerning
residues (the second half is immediate from (a)), we use the Claim above. Q.E.D.
Remark 4.12. All the generalized functions on S1 that we defined are even, and
so define generalized functions on RP1. Let Q denote the Lorentz quadratic
form on R2. The Q-orthogonal complement of a line in R2 (which is the same
as reflection w.r.t. to the light cone) induces a Z2-action on RP
1 and so also
on C−∞(RP1). We call f ∈ C−∞(RP1) cone-symmetric or cone-antisymmetric
according to the action of Z2 on it. Then for λ 6= −k, cosλ+(2α) + cosλ−(2α) is
cone-symmetric and cosλ+(2α) − cosλ−(2α) is cone-antisymmetric; for λ = −k,
there are two cases:
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• k is odd, then Res(cosλ±(2α),−k) is cone-symmetric and cosλ+(2α)−cosλ−(2α)
is cone-antisymmetric.
• k is even, then Res(cosλ±(2α),−k) is cone-antisymmetric and cosλ+(2α) +
cosλ−(2α) is cone-symmetric.
We will denote the cone-symmetric and cone-antisymmetric functions corre-
sponding to λ by f+λ (α) and f
−
λ (α), respectively, normalized so that f
+
−(2j+1) =
Res(f+λ ,−(2j + 1)) and f−−2j = Res(f−λ ,−2j). Note that f±λ is invariant to re-
flection w.r.t. the origin and to both coordinate axes.
For non-integer λ, we write fTλ and f
S
λ for the functions corresponding to
cosλ−(2α) and cos
λ
+(2α), resp. (standing for the time-like and space-like sup-
port of the function).
Remark 4.13. Note that the generalized functions supported on the light cone
correspond to the residues, and they are given by derivatives of order k − 1 for
λ = −k since c0(λ) ≡ 1.
We will now construct generalized functions f±n,k,λ ∈ C−∞(Gr(n, k)) that
are SO(n − 1)-invariant, have singular support on the light cone, and satisfy
the following transformation law under the Lorentz group: Fix any (k − 1)-
dimensional Λ˜ ⊂ Rn−1 (the space coordinate plane), and v ∈ Rn−1 orthogonal
to Λ˜. Denote Π = Span{v, en}. Let g ∈ G be a θ-boost in Π, namely
g =
(
cosh θ sinh θ
sinh θ cosh θ
)
and extended by identity in the orthogonal direction. Denote
Λα = Λ˜ +Rαv
where Rα denotes rotation by α in Π, extended by the identity in the orthogonal
directions. Then
(g−1)∗(f±n,k,λ)(Λα) = κ
λ
(1 + κ2t2
1 + t2
)−λ
f±n,k,λ(Λα) (6)
where 〈g∗(fλ), µ〉 = 〈fλ, (g−1)∗µ〉 , κ = e−2θ, t = tan(π4 − α).
Here and in the following, α : Gr(n, k) → [0, π2 ] is the elevation angle of
Λ ∈ Gr(n, k) above the space coordinate hyperplane.
This is achieved as follows: choose a smooth function χ ∈ C∞(S1) invariant
to reflection w.r.t both coordinate axes, s.t. χ vanishes in a 2ǫ-neighborhood
of the poles and of the equator, and equals 1 outside a 3ǫ-neighborhood of the
poles and equator. Let f ∈ C−∞(S1) be any generalized function smooth near
the poles and the equator, and invariant to reflections w.r.t. both axes.
Define Cǫ = {Λ ∈ Gr(n, k) : α(Λ) ≥ π2 − ǫ} and Eǫ = {Λ ∈ Gr(n, k) :
α(Λ) ≤ ǫ}. Outside Cǫ ∪ Eǫ, one has the well-defined smooth submersion
α : Sn−1 \ (Cǫ ∪ Eǫ) → (ǫ, π2 − ǫ). So we may pull-back χf as follows: de-
fine u = α∗(χf) ∈ C−∞(Gr(n, k))SO(n−1) (which we extend to Cǫ ∪ Eǫ by
zero).
Now observe that α2 is a smooth function on E3ǫ: this can be seen by writing
sin2 α =
k∑
j=1
〈vj , en〉2
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where {vj} is any orthonormal basis of Λ, and en the unit vector in the time di-
rection. Also, (π2 −α)2 is smooth in C3ǫ. Since the function (1−χ)f ∈ C∞(S1)
is smooth and invariant to reflections w.r.t. both coordinate axes, by Lemma 3.4
(applied separately near α = 0 and α = π2 ) one may define a smooth SO(n−1)-
invariant function v(Λ) =
(
(1− χ)f
)
(α(Λ)) ∈ C∞(Gr(n, k))SO(n−1) supported
in C3ǫ ∪E3ǫ. Now define Grn,k(f) = u+ v ∈ C−∞(Gr(n, k))SO(n−1).
We now define f±n,k,λ = Grn,k(f
±
λ ) for non-integer λ. Then for values of λ satis-
fying Reλ > 0, verifying that f±n,k,λ satisfies equation 6 amounts to a testing the
numerical equation given by 5. As before for S1, we conclude by meromorphic
extension that the equation is satisfied for all values of λ that are not odd resp.
even negative integers for f+n,k,λ resp. f
−
n,k,λ. Finally we define f
−
n,k,−2j and
f+n,k,−(2j+1) by taking the respective residues.
Let us write an explicit formula for f±n,k,λ(µ) for µ ∈ M∞(Gr(n, k))SO(n−1).
Writing µ = φ(α)dΛ where dΛ is the unique SO(n)-invariant probability mea-
sure on Gr(n, k) we claim that
f±n,k,λ(µ) = f
±
λ (φ(α)gn,k(α)dα)
with gn,k(α) = Cn,k cos
n−k−1 α sink−1 α.
Indeed, by uniqueness of meromorphic continuation it is enough to verify the
formula for Reλ > 0. Then f±λ is continuous and f
±
n,k,λ(Λ) = f
±
λ (α(Λ)). So we
may write
f±n,k,λ(µ) =
ˆ
Gr(n,k)
f±λ (α(Λ))φ(α(Λ))dΛ
and integrate along submanifolds of constant elevation. It remains to see that
α∗(dΛ) = gn,k(α)dα. The angle β =
π
2 − α betwen a random (w.r.t. the Haar
measure on Gr(n, k)) k-dimensional subspace and a fixed direction is distributed
as the angle between a random vector x ∈ Sn−1 (w.r.t. the Haar measure) and a
fixed k-subspace. Since {x ∈ Sn−1 : ∠(v,Rk) = β} = {x ∈ Sn−1 : x21+ ...+x2k =
cos2 β} =
(
cosβSk−1
)
×
(
sinβSn−k−1
)
,
gn,k(α) = Cn,k cos
k−1 β sinn−k−1 β = Cn,k cos
n−k−1 α sink−1 α
4.4.2 The case k = 1
We will denoteX = Gr(V, 1),M ⊂ X will be the set of Q- degenerate subspaces,
referred to as the light cone in X . We denote by α the angle between a line
Λ ∈ X and the space coordinate hyperplane. We start by proving
Proposition 4.14. The G-invariant generalized sections of Kn,1 are spanned
by | cos 2α| 12 s0 and sign(cos 2α)| cos 2α| 12 s0 , where s0 is the Euclidean section.
Proof. We should only prove that there are no sections supported on the light
cone, denoted M . Assume f ∈ Γ−∞(X,Kn,1) is supported on the light cone
and G-invariant.
In our case, the action of G on X = Gr(n, 1) is given by
tanβ =
tanα+ tanh θ
1 + tanα tanh θ
where g =
(
cosh θ sinh θ
sinh θ cosh θ
)
and β = gα. In particular
dβ =
dα
cosh 2θ + sin 2α sinh 2θ
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The action of G on the fibers is given by
g∗(φs0)(β) = φ(α)
| cos 2β| 12
| cos 2α| 12 s0(β)
(with the value at α = β = π4 understood in the limit sense). We change the
coordinates as follows: ǫ = π4 − α, η = π4 − β and t = tan ǫ, s = tan η. Also,
denote
κ =
1− tanh θ
1 + tanh θ
=
1
(cosh θ + sinh θ)2
= e−2θ
This corresponds to
s = κt
and
g(φs0)(s) = φ(t)κ
1
2
(1 + κ2t2
1 + t2
)− 1
2
s0(s) (7)
Now the existence for some q ≥ 0 of an invariant generalized section supported
on M (corresponding to t0 = 0) would imply according to 4.8 the existence of a
non-zero invariant section overM of F = Γ−∞,qM (X,K
n,1)/Γ−∞,q−1M (X,K
n,1) =
D∗(NM) ⊗ Symq(NM) ⊗ Kn,1|M = D∗(NM) ⊗ (NM)⊗q ⊗ Kn,1|M (for the
last equality note that NM is a line bundle).
Note that for l ∈M , NlM = TlX/TlM = (l∗⊗(V/l))/(l∗⊗(lQ/l)) ⋍ l∗⊗(V/lQ),
where lQ is the Q-orthogonal complement of l, and l ∈M ⇐⇒ l ⊂ lQ.
Applying a pseudo-rotation (boost) by pseudo-angle θ fixing l, the resulting
transformation of the fiber of F |l is multiplication by
κ · κq · κ1/2
for κ = e−2θ, which cannot equal 1 for any q. We conclude there are no invariant
sections supported on the light cone. Q.E.D.
When k = 1, the Crofton fiber En,1|Λ is canonically isomorphic (in particu-
lar, as G-equivariant bundles) to D(V )n ⊗D(Λ)∗(n+1):
D(V/Λ)⊗D(TΛGr(n, n− 1)) = D(V/Λ)⊗ | ∧top ((V/Λ)∗ ⊗ Λ)| =
= D(V/Λ)⊗D((V/Λ)⊗(n−1))⊗ |Λ∧top| = D(V/Λ)n ⊗D(Λ)∗ =
= D(V )n ⊗D(Λ)∗(n+1)
Let α be the anglular altitude on the sphere, and z0 be the Euclidean section
of the bundle En,1. The transformation rule under the G-action for a boost gθ
by pseudo-angle θ is therefore
g∗(φz0)(β) = φ(α)
| cos 2β|−n+12
| cos 2α|−n+12
s0(β)
or equivalently
g(φz0)(s) = φ(t)κ
− n+1
2
(1 + κ2t2
1 + t2
)n+1
2
z0(s) (8)
where t = tan(π4 − α), s = tan(π4 − β), β = gθα, s = κt, and κ = e−2θ
Let f be a G-invariant generalized section of this bundle. When restricted
to an open orbit, such a section must be smooth (since an open orbit is a homo-
geneous manifold for G). Therefore, on the open orbits f = C| cos 2α|−n+12 z0,
C a locally constant function on Gr(V, n − 1).
In light of Corollary 4.1, we get
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Corollary 4.15. The space Γ−∞(Gr(n, n−1), En,1)G is at most 2-dimensional
We will now turn to constructing two independent sections of this space,
proving is it in fact 2-dimensional. Let us first remark that applying Proposition
4.8 for this manifold (this time TΛM = (Λ/Λ
Q)∗ ⊗ (V/Λ)), one can see that an
invariant generalized section supported on the light cone can exist only if
q + 1− n+ 1
2
= 0 ⇐⇒ n = 2q + 1
where q is the order of the section (as a differential operator). We will show
that such sections do indeed exist.
Proposition 4.16. dimΓ−∞(En,1)G = 2. For odd n, there is a one dimen-
sional subspace of generalized sections supported on the light cone. For even n,
none are supported on the light cone.
Proof. The sections are associated with the generalized functions on Gr(n, n−1)
constructed in 4.4.1.
According to equations 6 and 8, they are given (after a Euclidean trivialization)
by f±n,n−1,λ with λ = −n+12 . The support properties follow immediately from
the corresponding properties for f±λ . Q.E.D.
Those sections will be denoted f±n,1.
Let us write explicit formulas for those sections in some dimensions: For n = 3,
the cone-symmetric section f+3,1 (after rescaling) is given by
φ(α, ψ)dσ 7→
ˆ π
4
ǫ=0
ˆ 2π
ψ=0
φ(π4 + ǫ, ψ) + φ(
π
4 − ǫ, ψ)− 2φ(π4 , ψ)
| sin 2ǫ|2 sin(ǫ+
π
4
)dǫdψ+
+
√
2I0(−2)
ˆ 2π
ψ=0
φ(
π
4
, ψ)dψ
and the cone-antisymmetric section f−3,1 is given by
φ(α, ψ)dσ 7→ ∂
∂α
∣∣∣∣∣
α=π
4
(sinα
ˆ
S1
dψφ(α, ψ))
For higher odd values of n, the cone-antisymmetric section is given by
φ(α, ψ)dσ 7→ ∂
m
∂αm
∣∣∣∣∣
α=π
4
(sinn−2 α
ˆ
M
φ(α, ψ)dψ) + lower order derivatives
where m = n−12 .
4.4.3 Case of general k
Denote X = Gr(V, k), M the set of Q-degenerate subspaces.
Proposition 4.17. There are no G-invariant sections over M of the bundle
with fiber over Λ equal to D∗(NΛM)⊗ Symq(NΛM)⊗Kn,k|Λ .
Proof. Fix Λ ∈M touching the light cone C along the line l = Λ∩ΛQ. Denote
also Ω = Λ+ ΛQ = lQ. Write NΛM = TΛX/TΛM . Then
NΛM = l
∗ ⊗ (V/Ω)
Thus as in the case k = 1, for g = gθ ∈ Stab(Λ), the action on D∗(NΛM) ⊗
Symq(NΛM) ⊗ Kn,k|Λ is by multiplication by κq+1κ1/2 where κ = e−2θ. So
again by Proposition 4.8, there are no invariant generalized sections of Kn,k
supported on the light cone. Q.E.D.
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Therefore by Proposition 2.3, dimΓ−∞(X,Kn,k)G = 2.
Proposition 4.18. dimΓ−∞(En,k)G = 2 for all 1 ≤ k ≤ n − 1. For odd n,
there is a one dimensional subspace of generalized sections supported on the light
cone. For even n, none are supported on the light cone.
Proof. Again by Corollary 4.1, dimΓ−∞(En,k)G ≤ 2. Let us find two indepen-
dent sections explicitly. This time Λ ∈ Gr(V, n − k) and
EΛ = D(V/Λ)⊗D(TΛGr(V, n − k)) =
= D(V )⊗D(Λ)∗ ⊗D(Λ∗ ⊗ V/Λ) =
= D(V )⊗D∗(Λ)⊗D(V )n−k ⊗D∗(Λ)n =
= D(V )n−k+1 ⊗D(Λ)∗(n+1)
So similarly to the case k = 1, the invariant sections f±n,k of E
n,k are given, after
the Euclidean trivialization, by f±n,n−k,λ, with λ = −n+12 . Q.E.D.
For even values of n, we will also use the basis fSn,k, f
T
n,k corresponding to
fSλ , f
T
λ .
Recall that for µ ∈ M∞(Gr(n, k))SO(n−1) such that µ = φ(α)dΛ where dΛ
is the unique SO(n)-invariant probability measure on Gr(n, n− k) we have
f±n,k(µ) = f
±
λ (φ(α)gn,n−k(α)dα)
where gn,n−k(α) = Cn,k sin
n−k−1 α cosk−1 α and λ = −n+12 . From now on, we
renormalize f±n,k so that Cn,k = 1.
Theorem 4.19. For all 1 ≤ k ≤ n− 1, dim V alev,−∞k (Rn)SO
+(n−1,1) = 2.
Proof. According to Proposition 4.4,
(
V alev,−∞k (V )
)G
is naturally a subspace of(
Γ−∞(Kn,k)
)G
. In particular, dim
(
V alev,−∞k (V )
)G
≤ 2. Then by Proposition
4.5, Ker
(
Crn−k : Γ
−∞(En,k) → V alev,−∞k (V )
)
⊂ KerTn−k,k so by Corollary
4.1 one has dimV alev,−∞k (V )
G ≥ 2. Thus, we get equality. Q.E.D.
It follows that every SO+(n−1, 1)-invariant continuous valuation φ ∈ V alk(V )
is determined by its uniquely-defined SO+(n−1, 1)-invariant generalized Crofton
measure.
5 The non-existence of even Lorentz-invariant val-
uations for 1 ≤ k ≤ n− 2
We now proceed to show that the generalized valuations φ = Cr(f±n,k) corre-
sponding to the sections f±n,k ∈ Γ−∞(En,k)G that we found, are not continuous
valuations. In fact, we will show those valuations cannot be extended by continu-
ity to the double cone. By Lemma 4.7, it follows that for an SO(n−1)-invariant
smooth unconditional body Kn with k-support function hk(α;K), those valua-
tions are given by
φ(Kn) = f±λ (hk(α;K)gn,n−k(α)dα)
with λ = −n+12 . Then by 3.7, the same formula holds as long as hk(α;K) is
smooth near the light cone.
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5.1 Computations related to the double cone
In the following, C ⊂ R2 is the unit ball of the l1 norm. We will write
hk(α) = hk(α;C
k+1) (where −π2 ≤ α ≤ π2 is the angle between the normal
to the hyperplane to which Ck+1 is projected, and the space-like coordinate
hyperplane). It can be computed as follows: fix u = (cosα, 0, ..., 0, sinα) the
normal to the hyperplane, and v = (cosβw, sin β), w ∈ Sk−1. The surface area
measure of Ck+1 is σCk+1(v) = δπ4 (β) + δ−
π
4
(β) and
hk(α) = Tk(σCk+1(β))(α) =
ˆ
Sk
(δπ
4
(β) + δ−π
4
(β))|〈u, v〉| cosk−1 βdβdσk−1(w)
If k > 2, we take 0− π2 ≤ φ ≤ π2 to be the elevation angle of w ∈ Sk−1. If k = 2,
−π ≤ φ ≤ π. Let us write ak ≤ φ ≤ bk for both cases. Then
hk(α) = Ck
ˆ bk
ak
ˆ π
2
−π
2
(δπ
4
(β)+δ−π
4
(β))| sinβ sinα+cosβ cosα sinφ| cosk−1 β cosk−2 φdβdφ =
=
Ck
2k/2
ˆ bk
ak
(| sinα+ cosα sinφ|+ | sinα− cosα sinφ|) cosk−2 φdφ =
=
2Ck
2k/2
ˆ bk
ak
| sinα− cosα sinφ| cosk−2 φdφ
=
{
h+k (α),
π
4 ≤ α ≤ π2
h−k (α), 0 ≤ α ≤ π4
Denoting Ak =
´ π/2
−π/2 cos
k−2 φdφ, and replacing C2 by 2C2 for k = 2, we get
h+k (α) =
2Ck
2k/2
Ak sinα
and
h−k (α) =
2Ck
2k/2
(
Ak sinα− 2 sinα
ˆ π/2
arcsin tanα
cosk−2 φdφ+
2
k − 1
(cos 2α)
k−1
2
(cosα)k−2
)
=
= h+k (α) +
2Ck
2k/2
(
2
k − 1
(cos 2α)
k−1
2
(cosα)k−2
− 2 sinα
ˆ 1
tanα
(1− t2) k−32 dt
)
=
with the exception
h1(α) =
1√
2
(| sin(α+ π
4
)|+ | cos(α + π
4
)|) = max(| sinα|, | cosα|)
For ǫ > 0 and every n define the ǫ− stretching of Rn, Sǫ to be the diagonal
n × n matrix cǫdiag(1, ..., 1, tan(π4 + ǫ)) where where cǫ → 1 as ǫ → 0 will be
specified shortly. In the following, we will denote η = tan(π4 + ǫ). We replace
the double cone with its ǫ− stretching Cn,ǫ = SǫCn, and take cǫ such that
hk(
π
4 ;Cǫ) = ηhk(
π
4 ;C). We will write in the following hk,ǫ(α) = hk(α;Cn,ǫ),
omitting ǫ when ǫ = 0. Again for all k ≤ n− 1
hk,ǫ(α) = cǫCk
ˆ bk
ak
ˆ π
2
−π
2
(δπ
4
+ǫ(β)+δ−π
4
−ǫ(β))| sin β sinα+cosβ cosα sinφ| cosk−1 β cosk−2 φdβdφ
Let us write
hk,ǫ(α) =
{
h+k,ǫ(α), α ≥ π4 − ǫ
h−k,ǫ(α), 0 ≤ α ≤ π4 − ǫ
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where for k ≥ 2 (again the definition of Ck for k = 2 is twice the definition of
Ck for k ≥ 3)
h+k,ǫ(α) =
2Ck
2k/2
Akη · sinα
and
h−k,ǫ(α) =
2Ck
2k/2
(
η sinα
(
Ak − 2
ˆ π/2
arcsin(η tanα)
cosk−2 φdφ
)
+
+
2
k − 1 cosα(1 − η
2 tan2 α)
k−1
2
)
=
= h+k,ǫ(α)+
2Ck
2k/2
(
2
k − 1 cosα(1− η
2 tan2 α)
k−1
2 − 2η sinα
ˆ 1
η tanα
(1− t2) k−32 dt
)
While
h1(α;Cn,ǫ) = max(η| sinα|, | cosα|)
By rescaling the bodies, and since we will be only considering a single value of
k at a time, we may assume in the subsequent computations that 2Ck
2k/2
= 1 for
all hk.
Remark 5.1. In this computation, α is the angle between the normal in Rk+1 to
the hyperplane to which we project, and the space coordinate hyperplane; The
value of the even k−homogeneous cone-symmetric/antisymmetric valuation in
Rn on Cn,ǫ when ǫ 6= 0 is given by f±−n+1
2
(hk,ǫ(α)gn,n−k(α)dα) by Proposition
3.7 since the singular support (in fact, the support) of the surface area measure
of Cn,ǫ is disjoint from the light cone.
Remark 5.2. We observe for the following that h+k , admits a real analytic ex-
tension to S1, and if k is odd then also h−k admits a real analytic extension to
α ∈ (−π2 , π2 ). The same holds for h±k,ǫ, and in the corresponding cases it holds
in the C∞ topology that
lim
ǫ→0±
h±k,ǫ = h
±
k
It follows that for any continuous valuation φ with generalized Crofton measure
f±n,k, one may write
φ(Cn) = lim
ε→0+
φ(Cn,ε) = lim
ε→0+
f±
−n+1
2
(h+k,ǫ(α)gn,n−k(α)) = f
±
−n+1
2
(h+k (α)gn,n−k(α))
and if n is odd then also
φ(Cn) = f±
−n+1
2
(h−k (α)gn,n−k(α))
5.2 Applying the generalized valuations to the double cone
Proposition 5.3. (Reduction to k = n− 2) If for every n ≥ 3 there exists no
continuous even G-invariant (n − 2)-homogeneous valuation, then there exists
no continuous even G-invariant j-homogeneous valuation for j < n− 2.
Proof. Let φ ∈ V al+j (Rn)SO
+(n−1,1) be such a valuation with j < n − 2. By
our assumption, if Λ is any (n− 2)-subspace s.t. Q|Λ has mixed signature then
φ|Λ = 0. Since every j-dimensional subspace is contained in some Λ as above,
we conclude that Klj(φ) = 0, and therefore φ = 0. Q.E.D.
Thus we may assume from now on that k = n−2, and prove non-extendibility
of the corresponding valuations.
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Proposition 5.4. (Odd n, light cone support). For odd n, an n−2-homogeneous
even valuation φ on Rn having generalized Crofton measure f ∈ Γ−∞(En,k)G
supported on the light cone, cannot be extended by continuity to all SO(n− 1)-
invariant compact convex bodies.
Proof. Assume, on the contrary, that this can be accomplished. We will show
that φ does not extend to the double cone by continuity. Recall from 4.18
that a valuation φ as above can occur only for odd n, and by Remark 4.12, it is
cone-symmetric if n ≡ 1 mod 4 and cone-antisymmetric otherwise. By Remark
5.1, we may evaluate the valuation on Cn,ǫ by φ(Cn,ǫ) = f(hk(α;Cn,ǫ)gn,n−k).
Therefore,
φ(Cn) = lim
ǫ→0
f(hk(α;Cn,ǫ)gn,n−k)
Write
f(hgn,n−k) =
m∑
j=0
cjh
(j)(
π
4
)
with m = n−12 (note that the derivatives of gn,n−k are now incorporated into the
coefficients cj). Note that cm 6= 0 since gn,n−k(π4 ) 6= 0. We will show that the
limits limǫ→0+ f(hk,ǫ(α,C)gn,n−k) and limǫ→0− f(hk,ǫ(α,C)gn,n−k) are finite
and different from one another, thus arriving at a contradiction. Equivalently,
since limǫ→0+ hk,ǫ = h
+
k in the C
∞[− 3π8 , 3π8 ] topology, we will show that
lim
ǫ→0−
(
f(h+k,ǫ(α,C)gn,n−k)−f(h−k,ǫ(α,C)gn,n−k)
)
= lim
ǫ→0−
f((h+k,ǫ(α,C)−h−k,ǫ(α,C))gn,n−k)
)
is non-zero. Denote vǫ(α) = h
+
k,ǫ(α,C)−h−k,ǫ(α,C) and uǫ(α) = (sinα)−1vǫ(α).
Consider first the case n > 3. Then
uǫ(α) = 2η
ˆ 1
η tanα
(1− t2) k−32 dt− 2
k − 1 cotα(1 − η
2 tan2 α)
k−1
2
where as before η = tan(π4 + ǫ). It suffices to prove that limǫ→0− u
(j)
ǫ (
π
4 ) = 0
for j ≤ m− 1, and is non-zero for j = m. Indeed, limǫ→0− uǫ(π4 ) = 0, and
u′ǫ(α) =
2
k − 1
(1− η2 tan2 α) k−12
sin2 α
Since k = n−2, the numerator is a polynomial in tan2 α with coefficients depend-
ing on ǫ, and we conclude that u′ǫ → 2k−1 1sin2 α (1− tan2 α)
k−1
2 in C∞[− 3π8 , 3π8 ].
Since
(1−tan2 α) k−12 = (1−(1+4(α−π
4
)+o(α−π
4
)))
k−1
2 = (−4) k−12 (α−π
4
)
k−1
2 +o((α−π
4
)
k−1
2 )
and k−12 =
n−3
2 = m− 1, it follows that(
(1 − tan2 α)m−1
)(m−1)
(
π
4
) = (−4)m−1(m− 1)!
implying the claim.
Now assume n = 3 so k = 1. Then vǫ(α) = η cosα− sinα, where again η =
tan(π4 + ǫ). Since limǫ→0− vǫ(
π
4 ) = 0 while limǫ→0− v
′
ǫ(
π
4 ) = limǫ→0− − sinαη −
cosα = −√2 6= 0, the claim follows. Q.E.D.
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Remark 5.5. We note for the following that for odd values of n, both limǫ→0+ f(hk,ǫ(α,C)gn,n−k)
and limǫ→0− f(hk,ǫ(α,C)gn,n−k) are finite, where f is the unique G-invariant
generalized Crofton measure supported on the light cone.
Proposition 5.6. (Odd n) For odd n, no n − 2-homogeneous valuation φ ∈
V al+n−2(R
n)G exists.
Proof. Denote k = n − 2. Assume first that φ is either pure cone-symmetric
or cone-antisymmetric, according to n mod 4, such that it is not supported on
the light cone.
First, assume n ≡ 1 mod 4, so n ≥ 5 and k ≥ 3. Then n+12 is odd, and
φ = Cr(f−n,k).
φ(Cn) = lim
ǫ→0+
φ(Cn,ǫ) = lim
ǫ→0+
f−
−n+1
2
(hk(α;Cn,ǫ)gn,n−k)
Note that hk(α;Cn,ǫ) = Cη sinα near α =
π
4 , and so all derivatives at α =
π
4 of
hk(α;Cn,ǫ)gn,n−k converge to a finite limit as ǫ → 0+. Write for an arbitrary
function H on S1,
N−(α;H) =
H(α)−H(π2 − α)− 2(H ′(π4 )(α− π4 ) + 13!H(3)(π4 )(α− π4 )3 + ...+ 1(2m+1)!H(2m+1)(π4 )(α − π4 )2m+1)
| cos 2α|n+12
where m = n−14 . Denote Hǫ(α) = hk(α;Cn,ǫ)gn,n−k(α). We will show that the
integral
I−(Hǫ) =
ˆ π
4
0
N−(α;Hǫ)dα
which equals φ(Cn,ǫ) up to bounded summands, diverges as ǫ→ 0+. Then
I−(Hǫ) =
ˆ π
4
−ǫ
0
h−k,ǫ(α)gn,n−k(α) − h+k,ǫ(α)gn,n−k(α)
| cos 2α|n+12
dα+
ˆ π
4
0
N−(α;h
+
k,ǫ(α)gn,n−k(α))dα
Now the second integral is bounded (uniformly in ǫ), for instance by C| ´ π4
0
N−(α;h
+
k (α)gn,n−k(α))dα|.
We will show that the first summand is unbounded. Calculate first that
d
dα
(h−k,ǫ(α) − h+k,ǫ(α)
sinα
)
= 2
d
dα
(
2
k − 1 cotα(1−η
2 tan2 α)
k−1
2 −
(ˆ 1
η tanα
(1−t2) k−32 dt
)
η
)
=
=
η2
cos2 α
(1−η2 tan2 α) k−32 −(1−η2 tan2 α) k−32
( 2
k − 1
1− η2 tan2 α
sin2 α
+
η2
cos2 α
)
=
= − 2
k − 1
(1− η2 tan2 α) k−12
sin2 α
(9)
which is negative. Since h+k,ǫ(
π
4 − ǫ) = h−k,ǫ(π4 − ǫ), it follows that h−k,ǫ(α) −
h+k,ǫ(α) > 0 in (0,
π
4 − ǫ). Now
ˆ π
4
−ǫ
0
h−k,ǫ(α)gn,n−k(α)− h+k,ǫ(α)gn,n−k(α)
| cos 2α|n+12
dα ≥ Cn+cn
ˆ π
4
−ǫ
π
5
h−k,ǫ(α) − h+k,ǫ(α)
(π4 − α)
n+1
2
dα
ˆ π
4
−ǫ
π
5
h−k,ǫ(α)− h+k,ǫ(α)
(π4 − α)
n+1
2
dα =
30
≥ c′n
ˆ π
4
−ǫ
π
5
1
(π4 − α)
n+1
2
h−k,ǫ(α)− h+k,ǫ(α)
sinα
dα
Now integrate by parts: we integrate (π4 − α)−
n+1
2 and differentiate the other
term. The boundary term is bounded uniformly in ǫ, and we already computed
the derivative of
h−k,ǫ(α)−h
+
k,ǫ(α)
sinα in equation 9. The resulting integral thus equals
= cn,k
ˆ π
4
−ǫ
π
5
(1 − η2 tan2 α) k−12 dα
(π4 − α)
n−1
2 sin2 α
≥ c′n,k
ˆ π
4
−ǫ
π
5
(1− η2 tan2 α) k−12 dα
(π4 − α)
n−1
2
Now 1− η2 tan2 α ≥ 14 (αǫ − α) so the integral is bounded from below by
c′n,k
ˆ π
4
−ǫ
π
5
(αǫ − α) k−12 dα
(π4 − α)
n−1
2
= c′n,k
ˆ π
4
−ǫ−π
5
0
t
k−1
2 dt
(ǫ+ t)
n−1
2
≥ c′n,k
ˆ π
100
0
t
k−1
2 dt
(ǫ + t)
n−1
2
Finally, the limit
lim
ǫ→0+
ˆ π
100
0
t
k−1
2 dt
(ǫ + t)
n−1
2
=∞
is infinite. Thus I−(Hǫ) is unbounded as ǫ→ 0+, i.e φ(Cn,ǫ)→∞.
Now assume n ≡ 3 mod 4 and n ≥ 7, so k ≥ 5 and φ corresponds to f+n,k.
For an arbitrary function H on S1 define N+(α;H) by
N+(α;H) =
H(α) +H(π2 − α)− 2(H(π4 ) + 12!H(2)(π4 )(α − π4 )2 + ...+ 1(2m)!H(2m)(π4 )(α− π4 )2m)
| cos 2α|n+12
where m = n−34 . Exactly as before, the integral
I+(Hǫ) =
ˆ π
4
0
N+(α;Hǫ)dα
is unbounded as ǫ→ 0+, i.e φ(Cn,ǫ)→∞.
Let us compute separately the case of k = 1 and n = 3.
Then
I−(Hǫ) =
ˆ π
4
−ǫ
0
cosαgn,n−1(α)− η sinαgn,n−1(α)
| cos 2α|n+12
dα+
ˆ π
4
0
N−(α; η sinαgn,n−1(α))dα
where
N−(α;H) =
H(α)−H(π2 − α)− 2H ′(π4 )(α − π4 )
| cos 2α|n+12
Now the second integral is bounded (uniformly in ǫ), for instance by 2| ´ π4
0
N−(α; sinαgn,n−1(α))dα|.
The first integrand is non-negative, and since gn,n−1(α) ≥ cn for α ∈ [ π10 , π4 ]
while cos 2α ≤ c|α− π4 | in that interval, we get
ˆ π
4
−ǫ
0
cosαgn,n−1(α)− η sinαgn,n−1(α)
| cos 2α|n+12
dα ≥ c
ˆ π
4
−ǫ
π
10
cosα− η sinα
(π4 − α)
n+1
2
dα ≥
≥ c
ˆ π
4
−ǫ
0
cosα− η sinα
(π4 − α)
n+1
2
dα
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The function cosα − η sinα is decreasing and concave for 0 ≤ α ≤ π4 − ǫ, so
cosα− η sinα ≥ 1− απ
4
−ǫ for 0 ≤ α ≤ π4 − ǫ. Therefore
ˆ π
4
−ǫ
0
cosα− η sinα
(π4 − α)
n+1
2
dα ≥ 1π
4 − ǫ
ˆ π
4
−ǫ
0
(
π
4
−α)−n−12 dα+(1− π/4
π/4− ǫ )
ˆ π
4
−ǫ
0
(
π
4
−α)−n+12 dα
recalling that n = 3, that equals
− 1π
4 − ǫ
log
ǫ
π
4
+
(
1− π/4π
4 − ǫ
) 2
3− 1ǫ
− 3−1
2 = − 1π
4 − ǫ
log ǫ +O(1)
Thus for all k ≥ 1, I−(Hǫ) is unbounded as ǫ→ 0+.
Finally, consider a general f = af+n,k + bf
−
n,k, given by a linear combination
of pure cone-symmetric and cone-antisymmetric sectios, and assume it corre-
sponds to a continuous valuation. Then by the preceding argument and Propo-
sition 5.4, we must have both a 6= 0 and b 6= 0. When evaluated on Hǫ, this
would diverge as ǫ → 0+, since the light cone-supported summand has a limit
by Remark 5.5, while the other summand diverges as was just proved. Q.E.D.
Proposition 5.7. (Even n, reduction to time-supported valuation) For even
n, an (n − 2)-homogeneous valuation φ ∈ V al+n−2(Rn)G on Rn, if exists, has
generalized Crofton measure equal to a multiple of fTn,n−2.
Proof. Denote k = n− 2, assume φ corresponds to f = afTn,k + bfSn,k.
φ(Cn) = lim
ǫ→0+
φ(Cn,ǫ) = lim
ǫ→0+
fT
−n+1
2
(hk,ǫ(α)gn,n−k)
Note that hk,ǫ(α) = Cη sinα for |α| > π4 − ǫ, and so all derivatives at α = π4 of
hk,ǫ(α)gn,n−k converge to a finite limit as ǫ→ 0+and likewise limǫ→0+ fT−n+1
2
(hk,ǫ(α)gn,n−k)
is finite. We will show that limǫ→0+ f
S
−n+1
2
(hk,ǫ(α)gn,n−k) is inifinite, implying
b = 0.
Denote Hǫ(α) = hk,ǫ(α)gn,n−k(α). Write for an arbitrary function H on S
1,
N(α;H) =
H(α)− (H(π4 ) + 11!H(1)(π4 )(α− π4 ) + ...+ 1m!H(m)(π4 )(α− π4 )m)
| cos 2α|n+12
where m = n−22 . The integral
I(Hǫ) =
ˆ π
4
0
N(α;Hǫ)dα
equals fS
−n+1
2
(hk,ǫ(α)gn,n−k) up to summands corresponding to derivatives of
hk,ǫ(α)gn,n−k at the light cone, of order up to m. Those derivatives are uni-
formly bounded as ǫ → 0+, since hk,ǫ(α) → hk(α) in the Cm(S1) topology by
the remark following Proposition 3.6).
We will show that I(Hǫ) diverges as ǫ→ 0+. Write
I(Hǫ) =
ˆ π
4
−ǫ
0
h−k,ǫ(α)gn,n−k(α)− h+k,ǫ(α)gn,n−k(α)
| cos 2α|n+12
dα+
ˆ π
4
0
N(α;h+k,ǫ(α)gn,n−k(α))dα
Now the second integral is bounded (uniformly in ǫ), for instance by C| ´ π40 N(α;h+k (α)gn,n−k(α))dα|,
and the first summand is unbounded, exactly as in the case of odd n before .
This concludes the proof. Q.E.D.
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Proposition 5.8. (Non-existence of time-supported valuation with k = n− 2)
For n even, Cr(fTn,n−2) is not a continuous valuation.
Proof. Denote k = n − 2, m = k2 = n2 − 1, and assume φ = Cr(fTn,n−2) is
a continuos valuation. As before Hǫ(α) = hk,ǫgn,n−k(α). By Remark 3.6,
hk,ǫ(α)→ hk(α) as ǫ→ 0 in Cm(S1).
Introduce the notations
Jj(α;H,α0) = H(α0) +
1
1!
H(1)(α0)(α − α0) + ...+ 1
j!
H(j)(α0)(α− α0)j
N(α;H, j) =
H(α)− Jj(α;H, π4 )
| cos 2α|j+ 32
and
I(u) =
ˆ π
2
π
4
N(α;u,m)dα
Observe thatHǫ → H in Cm(S1) as well, so all the derivatives satisfyH(j)ǫ (π4 )→
H(j)(π4 ) for j ≤ m as ǫ→ 0. We will show that
lim
ǫ→0+
fT
−n+1
2
(Hǫ) 6= lim
ǫ→0−
fT
−n+1
2
(Hǫ)
Equivalently, due to Cm convergence, we will show that I(Hǫ) has different
one-sided limits.
Denote
uǫ(α) =
hk,ǫ(α)
sinα
Recall that
uǫ(α) =
{
Akη, α ≥ π4 − ǫ
Akη − 2η
´ 1
η tanα
(1− t2) k−32 dt+ 2k−1 cotα(1− η2 tan2 α)
k−1
2 , 0 ≤ α ≤ π4 − ǫ
where Ak =
´ π/2
−π/2 cos
k−2 φdφ, implying
lim
ǫ→0+
I(uǫ) = lim
ǫ→0+
I(Akη) = 0
Now write Hǫ = t(α)uǫ(α) where t(α) = gn,n−k(α) sinα. According to Lemma
A.1, we may write
H(α)−Jj(α;H, π
4
) = t(
π
4
)(uǫ(x)−Jm(α;uǫ, π
4
))+uǫ(α)Rm+1(α)+O(Cǫ|α−π
4
|m+1)
where Rm+1(α) = t(α) − Jm(α; t, π4 ), and the constant Cǫ in the error term is
bounded by
Cm sup
1≤j≤m
|u(j)ǫ |
with
Cm = m sup
0≤j≤m+1
|(gn,n−k(α) sinα)(j)|
where everywhere α ∈ [0, π2 ]. By the convergence of uǫ(α) → Ak in Cm[π4 , π2 ],
we conclude that Cǫ → 0 as ǫ→ 0.
Since |Rm+1(α)| ≤ C|α− π4 |m+1, and uǫ converges in C[π4 , π2 ], the integral
ˆ π
2
π
4
uǫ(α)Rm+1(α)
| cos 2α|m+ 32 dα
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has a limit as ǫ→ 0. Also, the integral
ˆ π
2
π
4
O(Cǫ|α− π4 |m+1)
| cos 2α|m+ 32 dα
converges to 0 as ǫ → 0. We conclude that I(Hǫ) − t(π4 )I(uǫ) converges, and
thus it suffices to show that the functional I(uǫ) has different one-sided limits.
We will verify that
lim
ǫ→0−
I(uǫ) 6= 0
From now on ǫ < 0. We will use the approximations
η = tan(
π
4
+ ǫ) = 1 + 2ǫ+O(ǫ2)
1− η4 = −8ǫ+O(ǫ2)
(1− η2) 12 = (−4ǫ+O(ǫ2)) 12 = 2|ǫ| 12 +O(|ǫ|)
Then for α < π4 − ǫ,
u′ǫ(α) = −
2
k − 1(1 − η
2 tan2 α)m−
1
2
1
sin2 α
It follows by induction that for α ∈ (π4 + ǫ, π4 − ǫ) and j ≥ 1,
u(j)ǫ (α) = (−1)j
2
k − 1
1
sin2 α
1
2j−1
(2m− 1)!!
(2m− 2j + 1)!!η
2j−2(1−η2 tan2 α)m+ 12−j
(
2 tanα
cos2 α
)j−1
+
+O
(
(1 − η2 tan2 α)m+ 32−j
)
=
= (−1)j 2
k − 1
(2m− 1)!!
(2m− 2j + 1)!!η
2j−2 sin
j−3 α
cos3j−3 α
(1−η2 tan2 α)m+ 12−j+O
(
(1−η2 tan2 α)m+ 32−j
)
in particular, for 1 ≤ j ≤ m and α ∈ (π4 + ǫ, π4 − ǫ), |1− η2 tan2 α| = O(|ǫ|) so
|u(j)ǫ (α)| = O(|ε|m+
1
2
−j) (10)
It therefore also holds that
|uǫ(π
4
)−Akη| = |uǫ(π
4
)− uε(π
4
− ǫ)| = O(|ε|m+ 12 ) (11)
Write
I(uǫ) =
ˆ π
2
π
4
−ǫ
Akη − Jm(α;uǫ, π4 )
(α− π4 )m+
3
2
w(α)dα +
ˆ π
4
−ǫ
π
4
uǫ(α)− Jm(α;uǫ, π4 )
(α − π4 )m+
3
2
w(α)dα
(12)
where
w(α) =
|α− π4 |m+
3
2
| cos 2α|m+ 32
is a C∞, strictly positive function in [0, π2 ]. Now integrate by parts: we integrate
the denominator and differentiate the numerator.
ˆ π
2
π
4
−ǫ
Akη − Jm(α;uǫ, π4 )
(α − π4 )m+
3
2
w(α)dα = − 1
m+ 12
Akη − Jm(π2 ;uǫ, π4 )
(π4 )
m+ 1
2
w(
π
2
)
+
1
m+ 12
Akη − Jm(π4 − ǫ;uǫ, π4 )
|ǫ|m+ 12 w(
π
4
−ǫ)+ 1
m+ 12
ˆ π
2
π
4
−ǫ
Jm−1(α;−u′ǫ, π4 )
(α− π4 )m+
1
2
w(α)dα+
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+
1
m+ 12
ˆ π
2
π
4
−ǫ
Akη − Jm(α;uǫ, π4 )
(α− π4 )m+
1
2
w′(α)dα
the first summand is o(1) as ǫ→ 0−, since uǫ → Ak ∈ Cm[π4 , π2 ], so Jm(π2 ;uǫ, π4 )→
Jm(
π
2 ;Ak,
π
4 ) = Ak as ǫ→ 0−. Let us verify that the last summand is also o(1).
Indeed∣∣∣∣∣
ˆ π
2
π
4
−ǫ
Akη − Jm(α;uǫ, π4 )
(α− π4 )m+
1
2
w′(α)dα
∣∣∣∣∣ ≤ C
ˆ π
2
π
4
−ǫ
(
|Akη − uǫ(π4 )|
(α− π4 )m+
1
2
+
1
j!
m∑
j=1
|u(j)ǫ (π4 )|
(α− π4 )m+
1
2
−j
)
dα
This can be integrated explicitly. The terms corresponding to π2 are all o(1)
again since uǫ → Ak ∈ Cm[π4 , π2 ], while the terms corresponding to π4 − ǫ are all
O(|ǫ|) by estimates 10 and 11. Therefore,
ˆ π
2
π
4
−ǫ
Akη − Jm(α;uǫ, π4 )
(α− π4 )m+
3
2
w(α)dα =
=
1
m+ 12
(
Akη − Jm(π4 − ǫ;uǫ, π4 )
|ǫ|m+ 12 w(
π
4
−ǫ)+
ˆ π
2
π
4
−ǫ
Jm−1(α;−u′ǫ, π4 )
(α− π4 )m+
1
2
w(α)dα
)
+o(1)
Similarly, we may integrate by parts the second summand of I(uǫ) in equation
12 as follows:
ˆ π
4
−ǫ
π
4
uǫ(α)− Jm(α;uǫ, π4 )
(α− π4 )m+
3
2
w(α)dα = − 1
m+ 12
Akη − Jm(π4 − ǫ;uǫ, π4 )
|ǫ|m+ 12 w(
π
4
−ǫ)+
+
1
m+ 12
ˆ π
4
−ǫ
π
4
u′ǫ(α) + Jm−1(α;−u′ǫ, π4 )
(α− π4 )m+
1
2
w(α)dα
the π4 -boundary term vanishes since uǫ is C
∞ near π4 . Thus
I(uǫ) =
1
m+ 12
(ˆ π
2
π
4
−ǫ
Jm−1(α;−u′ǫ, π4 )
(α− π4 )m+
1
2
w(α)dα+
ˆ π
4
−ǫ
π
4
u′ǫ(α) − Jm−1(α;u′ǫ, π4 )
(α− π4 )m+
1
2
w(α)dα
)
+o(1)
so we should show that the expression in the brackets does not vanish as ǫ→ 0−.
Repeatedly applying integration by parts as we did for equation 12, we end up
having to show that
J(ǫ) =
ˆ π
2
π
4
−ǫ
−u(m)ǫ (π4 )
(α− π4 )
3
2
w(α)dα +
ˆ π
4
−ǫ
π
4
u
(m)
ǫ (α) − u(m)ǫ (π4 )
(α− π4 )
3
2
w(α)dα
does not converge to 0 as ǫ→ 0−.
Recall that
u(m)ǫ (α) = (−1)m
2
k − 1(2m−1)!!η
2m−2(1−η2 tan2 α) 12 sin
m−3 α
cos3m−3 α
+O
(
(1−η2 tan2 α)3/2
)
in particular,
u(m)ǫ (
π
4
) = (−1)m 2
k − 1(2m− 1)!!(1− η
2)
1
2 η2m−22m +O(|ǫ|3/2) =
= (−1)m 2
k − 1(2m− 1)!!η
2m−22m+1|ǫ|1/2 +O(|ǫ|3/2)
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We will also need the finer estimate
u(m)ǫ (α)−u(m)ǫ (
π
4
) = (−1)m 2
k − 1(2m−1)!!η
2m−2
(
(1−η2 tan2 α) 12 sin
m−3 α
cos3m−3 α
−(1−η2) 12 2m
)
+
+O
(
α− π
4
)
which is obtained by writing
u(m)ǫ (α) = (−1)m
2
k − 1(2m−1)!!η
2m−2(1−η2 tan2 α) 12 sin
m−3 α
cos3m−3 α
+sǫ(α)(1−η2 tan2 α)3/2
where sǫ(α) ∈ C1(π5 , π3 ) is uniformly bounded in C1(π5 , π3 ). Then the error term
in u
(m)
ǫ (α) − u(m)ǫ (π4 ) is easily seen to equal
+O
(
(1 − η2)3/2 − (1− η2 tan2 α)3/2
)
+O
(
α− π
4
)
and since (1− η2 tan2 α)3/2 is C1(π5 , π3 ) and uniformly bounded, one has
(1− η2)3/2 − (1 − η2 tan2 α)3/2 = O
(
α− π
4
)
Integrating the first summand of J(ǫ) by parts, we get that
ˆ π
2
π
4
−ǫ
−u(m)ǫ (π4 )
(α− π4 )
3
2
w(α)dα = −u(m)ǫ (
π
4
)
2
|ǫ| 12 w(
π
4
) + o(1)
= (−1)m+1 2
k − 1(2m− 1)!!η
2m−2w(
π
4
)
(
2m+2 + o(1)
)
while ˆ π
4
−ǫ
π
4
u
(m)
ǫ (α)− u(m)ǫ (π4 )
(α− π4 )
3
2
w(α)dα =
=
ˆ π
4
−ǫ
π
4
(−1)m 2k−1 (2m− 1)!!η2m−2
(
(1 − η2 tan2 α) 12 sinm−3 αcos3m−3 α − (1 − η2)
1
2 2m
)
(α− π4 )
3
2
w(α)dα+o(1) =
= (−1)m 2
k − 1(2m−1)!!η
2m−2w(
π
4
)
ˆ π
4
−ǫ
π
4
(1 − η2 tan2 α) 12 sinm−3 αcos3m−3 α − (1 − η2)
1
2 2m
(α− π4 )
3
2
dα+o(1)
So it remains to show that
−2m+2 +
ˆ π
4
−ǫ
π
4
(1− η2 tan2 α) 12 sinm−3 αcos3m−3 α − (1− η2)
1
2 2m
(α− π4 )
3
2
dα9 0
Since
sinm−3 α
cos3m−3 α
= 2m +O(α− π
4
)
this boils down to
−4 +
ˆ π
4
−ǫ
π
4
(1 − η2 tan2 α) 12 − (1 − η2) 12
(α− π4 )
3
2
dα9 0
The integral is non-positive. This concludes the proof. Q.E.D.
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6 Applications
Recently in [21], some negative results on continuity properties of classical con-
structions in the theory of valuations were proved. We will now explain how
some of those results can be seen immediately from the classification of Lorentz-
invariant valuations.
6.1 The image of the Klain imbedding is not closed
Denote by φ±n,k ∈ V alev,−∞k (V )G the two independent generalized valuations
that we found. The generalized Klain sections Kl(φ±n,k) ∈ Γ(Kn,k) for 1 ≤ k ≤
n−2 are in fact continuous sections of the Klain bundle, that do not correspond
to a continuous valuation. They do belong to the closure (in the C0 topology)
of the image of the Klain imbedding on continuous valuations.
6.2 The Fourier transform does not extend to continuous
valuations
The Fourier transform on smooth even valuations extends to the space of gen-
eralized smooth valuations by self-adjointness (see [8]): For φ ∈ V alev,−∞k (V ),
we define Fφ ∈ V alev,−∞n−k (V ∗)⊗D(V ) by letting for all ψ ∈ V alev,∞k (V ∗)
〈Fφ, ψ〉 = 〈φ,Fψ〉
It is a GL(V )-equivariant involution (in the sense that (FV ∗ ⊗ Id) ◦ FV = Id).
Restricting to G = SO+(n− 1, 1), we get a G-equivariant involution
F : V alev,−∞k (V )→ V alev,−∞n−k (V )
which restricts to the usual (G-equivariant) Fourier transform on smooth even
valuations.
Let φ±n,n−1 ∈ V alevn−1(V )G be the cone-symmetric and cone-antisymmetric con-
tinuous valuations that we found. It follows by equivariance that
F(φ±n,n−1) ∈ V alev,−∞1 (V )G
Since V alev,−∞1 (V )
G contains no non-trivial continuous valuations when n ≥ 3 ,
it follows that the Fourier transform does not extend by continuity to continuous
valuations for n ≥ 3.
A A technical lemma
We denote by Jm(x; f, a) the Taylor polynomial of order m for the function f
around a.
Lemma A.1. For w ∈ C∞(R) and h ∈ Cm(R) it holds in any fixed compact
interval I around 0 that
w(x)h(x)−Jm(x;wh, 0) = w(0)(h(x)−Jm(x;h, 0))+h(x)Rm+1(x)+O(|x|m+1)
as x→ 0, where Rm+1(x) = w(x)−Jm(x;w, 0). More precisely, if |h(j)(x)| ≤ Hj
for all x ∈ I and 0 ≤ j ≤ m and |w(j)(x)| ≤ W for all x ∈ I and j ≤ m + 1
then O(|x|m+1) ≤ Cm,I(Hm + ...+H1)W |x|m+1.
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Proof. Write Jm(f) for Jm(x; f, 0). Then
h = Jm(h) + e1(x)
w − w(0) = Jm(w − w(0)) + e2(x)
where
|e1(x)| ≤ cm,IHm|x|m
|e2(x)| ≤ c′m,IW |x|m+1
so
wh = (w − w(0))h+ w(0)h = Jm(w − w(0))h+ w(0)h+ hRm+1 =
= Jm(w − w(0))(Jm(h) +O(Hm|x|m)) + w(0)h+ hRm+1 =
= Jm(w − w(0))Jm(h) + w(0)h+O
(
HmW |x|m+1
)
+ hRm+1
the last equality since Jm(w − w(0)) = O(W1|x|). Note that
Jm(w − w(0))Jm(h) = Jm((w − w(0))h) +O
(
(Hm + ...+H1)W |x|m+1
)
=
= Jm(wh) − w(0)Jm(h) +O
(
(Hm + ...+H1)W |x|m+1
)
so
wh = Jm(wh) − w(0)Jm(h) + w(0)h+O((Hm + ...+H1)W |x|m+1) + hRm+1
as claimed. Q.E.D.
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