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number of communication channels. A large number of clients can be served simultaneously by tuning into
these channels to receive segments of the requested video. A playback can begin as soon as a client can access
the first segment. Periodic Broadcast guarantees a small maximum service delay regardless of the number of
concurrent clients. Existing periodic broadcast techniques are typically evaluated through analyses. While
these results are good performance indicators, they cannot demonstrate subtle implementation difficulty that
can prohibit these techniques from practical deployment. In this paper, we present the design and
implementation of a video broadcasting system based on our periodic broadcast scheme called Striping
Broadcast. Our experience with the system confirms that the system offers a low service delay close to its
analytical guaranteed delay while requiring small storage space and low download bandwidth at a client.
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Abstract
Recent years have seen intensive investigations of Peri-
odic Broadcast, an attractive paradigm for broadcasting
popular videos. In this paradigm, the server simply broad-
casts segments of a popular video periodically on a num-
ber of communication channels. A large number of clients
can be served simultaneously by tuning into these chan-
nels to receive segments of the requested video. A play-
back can begin as soon as a client can access the first
segment. Periodic Broadcast guarantees a small maxi-
mum service delay regardless of the number of concur-
rent clients. Existing periodic broadcast techniques are
typically evaluated through analyses. While these results
are good performance indicators, they cannot demonstrate
subtle implementation difficulty that can prohibit these
techniques from practical deployment. In this paper, we
present the design and implementation of a video broad-
casting system based on our periodic broadcast scheme
called Striping Broadcast. Our experience with the sys-
tem confirms that the system offers a low service delay
close to its analytical guaranteed delay while requiring
small storage space and low download bandwidth at a
client.
1 Introduction
Recent years have witnessed the use of digital videos
and audio in several important applications that affect
various aspects of our daily lives. These applications
include distance learning, digital libraries, Movie-on-
Demand (MoD), electronic commerce, etc. Despite in-
tensive research on video servers in the 90’s, to date, only
a handful of the proposed ideas have been implemented.
These systems include commercial servers (e.g., RealSys-
tem Server [1], Microsoft Windows Media Server [2],
Oracle Video Server [3], IBM Video Charger, Darwin
Streaming Server [4], and MediaCUBE Video Server [5])
as well as research prototypes (e.g., [6, 7, 8, 9, 10]).
The majority of the server implementation employs video
streaming using unicast in the following manner.
A server channel is defined as a unit of server capac-
ity (i.e., the minimum of the network I/O bandwidth and
the disk I/O bandwidth) required to support a continu-
ous delivery of video data. The server channel is allo-
cated to serve each arriving request. The requested video
is retrieved from storage one unit at a time, buffered in
memory, and transmitted on the channel to the request-
ing client. The client can begin the playback of the video
once enough frames in the beginning of the video have
been received. The channel is occupied until the entire
video has been transmitted or the playback is terminated
early. When all server channels are in use, incoming re-
quests are queued up. The clients need to wait until some
channels become available to be served. Hence, the ser-
vice delay increases significantly as the arrival rate of the
requests rises beyond the capacity of the server. To min-
imize the service delays, a number of notable techniques
utilizing multicast and/or disk buffer space at clients were
later introduced [11, 12, 13, 14, 15, 16, 17, 18]. The ser-
vice delays, however, still slowly rise with the increasing
request rate. The effectiveness of these techniques is typ-
ically demonstrated via simulations or analyses.
Periodic Broadcast is another attractive alternative that
has been intensively investigated in recent years. Peri-
odic Broadcast guarantees a maximum service delay re-
gardless of the request rate. In this approach, the server
strategically partitions each video into a number of logi-
cal segments, and periodically broadcasts these segments
over the server channels reserved for the video. When
requesting for a video, a client first receives broadcast pa-
rameters of the requested video. The client utilizes the pa-
rameters to tune into one or more channels broadcasting
the different segments of the video at proper times. The
downloaded segments are temporarily stored in the client
disk buffer until they are played out. The playback can
begin as soon as the client receives the first few frames of
the first segment. While playing back the video frames in
its buffer, the client typically switches channels to down-
load subsequent segments. Periodic Broadcast guaran-
tees a maximum service delay of no more than a fixed
time period, say θ seconds, since the first segment of the
video is broadcast every θ seconds. Periodic Broadcast
can be realized in the Internet environment by associating
a multicast address with each server channel. The client
then joins and leaves the multicast groups to download
the different segments. Periodic Broadcast is also suit-
able for asymmetric networks with high download band-
width but low upload bandwidth such as satellite networks
and Asymmetric Digital Subscriber Line (ADSL). This is
because, after getting the broadcast parameters of the re-
quested video, the client no longer needs to communicate
with the server.
1.1 Motivation and Contributions
Earlier periodic broadcast techniques concentrate on re-
ducing service delays and client requirements by investi-
gating different strategies to segment videos and broad-
cast these segments [19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 29, 30]. Later techniques focus on support-
ing VCR-style operations such as fast-forward and fast-
reverse [31, 32, 33] and handling packet loss using For-
ward Error Correction Codes [34]. The effectiveness of
existing periodic broadcast techniques is typically mea-
sured analytically. The cost of a broadcasting system is
dominated by the cost of its clients since a large number of
clients are expected. The implementation of the client is
particularly challenging since video data are downloaded
from different channels and written to the disk buffer con-
currently. Periodic broadcast schemes are too expensive
or very difficult to implement in practice if they require a
high degree of multiplexing to download data from differ-
ent network channels into various disk locations, or need
high client download bandwidth or large client storage
space.
In this paper, we present the design and implementation
of our Striping Broadcast that takes practical considera-
tions into account. The properties of Striping Broadcast
are summarized as follows. The design of Striping Broad-
cast ensures a jitter-free playback. In other words, there is
no interruption in the playback once initiated. With small
client buffer space, Striping Broadcast is able to guaran-
tee a low maximum service delay. The degree of multi-
plexing is also low since the client receives data from a
maximum of three channels concurrently. The total com-
munication bandwidth required at the client (client receiv-
ing bandwidth) is at most three times the playback rate of
the video. We implemented a video broadcasting proto-
type based on Striping Broadcast and conducted exper-
iments with the system to validate the analytical results
with the experimental data, as well as to assess the play-
back quality perceived by users. To the best of our knowl-
edge, such validations have not been presented, and there
are no empirical performance comparisons of existing pe-
riodic broadcast schemes in the literature. Perhaps, it is
because some schemes are not implementable using cur-
rent technologies.
Table 1 depicts the analytical performance of Striping
Broadcast compared to some existing periodic broadcast
schemes for a broadcast of a 2-hour video with the aver-
age playback rate of 1.5 Mbps. The server bandwidth for
broadcasting the video is at most 15.0 Mbps. The perfor-
mance metrics are the worst service delay, the maximum
number of channels from which the client downloads the
segments concurrently, the client storage space (in a per-
centage of the video size), and the client disk bandwidth.
For a latency of at most 10 seconds, Striping Broadcast
uses the smallest buffer space, downloads data from a
small number of channels, and requires low disk band-
width. Note that it is not always possible to control the
worst service delay to be exactly the desired maximum
delay since the worst delay depends on broadcast tech-
niques, broadcast parameters, and video characteristics.
For each broadcast technique in Table 1, we choose the
broadcast parameters such that the worst delay is closest
to, but at most the desired maximum delay unless it is not
possible for the technique to offer such a delay.
1.2 System Overview
The video broadcasting prototype consists of the server
and the client software. Both software run on Microsoft
Windows platforms in an IP multicast network. Since IP
multicast is used to facilitate the broadcast, we use the
terms broadcast and multicast interchangeably hereafter.
Both the server and the client software are written in Mi-
crosoft Visual C++. The client program uses Microsoft
DirectShow to handle all decoding and rendering of video
and audio data. Currently, the system supports MPEG-1
videos, but it can be extended to support other video for-
Table 1: Comparisons of analytical performances of various periodic broadcast schemes
Technique Worst Delay Max. No. Storage Space Client Disk
(seconds) of Channels (% of video size) BW (Mbps)
Harmonic Broadcast [20] 10.00 720 37 9.24
Fast Broadcast [35] 7.04 10 50 16.50
Pagoda Broadcast [29] 10.0 9 65 13.50
Client Centric Broadcast [26] 9.39 9 33 13.50
GDB(i) [25] 9.31 4 46 7.50
Striping Broadcast 9.39 3 25 6.00
Skyscraper Broadcast [24] 51.06 2 36 4.50
mats supported by Microsoft DirectShow such as MPEG-
4.
• Video server software broadcasts video segments pe-
riodically based on configurations specified by a user
(e.g., content provider). Multicast addresses allowed
for broadcasting are in the range of 224.0.0.0 and
239.254.254.254. Allowed port numbers are be-
tween 1025 and 5000. The default settings for the
address and the port number are 225.0.0.1 and 4567,
respectively.
• A user wishing to watch a video runs the client pro-
gram named JukeBox on a client machine with a run-
time DirectX library installed. JukeBox provides a
list of currently broadcast video titles and other nec-
essary configurations for a playback. Once a user
selects the desired video from the list, two more win-
dows, Control Panel and Video Player, are invoked.
Control Panel allows the user to begin, pause, or stop
the playback. Video Player reacts accordingly to the
user’s commands issued through the control panel.
When invoked, the player receives the configuration
of the selected video from JukeBox, starts assem-
bling video data, and renders the video on the screen.
The remainder of the paper is organized as follows. We
discuss the design of the server software in Section 2. The
client software is described in Section 3. Our experience
with the system and experimental results are reported in
Section 4. Finally, we give our concluding remarks in
Section 5. For interested readers, the rationale behind
several desirable properties of Striping Broadcast is dis-
cussed in the appendix.
2 Server Software
The server software is responsible for advertising infor-
mation regarding videos being broadcast and for broad-
casting the videos. The program allows the user to easily
insert and remove videos into/from the broadcast and to
specify relevant broadcast parameters to control a desir-
able maximum service delay through a graphic user in-
terface (GUI). The user can simply use drop-down menus
or text boxes to enter these parameters.
2.1 Server Architecture
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Figure 1: Server architecture.
Figure 1 illustrates the high-level architecture of the
server software. Coordinator accepts the user’s com-
mands via the interface and contacts other software mod-
ules according to the requested task. Currently, the video
database refers to a collection of video files stored on a
local file system of the server. Three important software
modules are Data Retrieval Handler, Video Delivery Han-
dler, and Directory Manager. Both handlers are created
by the coordinator only when a new video file is selected
for broadcasting. The data retrieval handler is responsi-
ble for retrieving data blocks1 of each segment from the
disk into a memory buffer called Streaming Buffer allo-
cated for the segment as shown in Figure 1. The data in
the buffer will later be multicast by the delivery handler.
When the video is removed from the broadcast, the han-
dlers of the corresponding video are also destroyed. Note
that the two handlers and the streaming buffers are allo-
cated per video instead of using the same set of handlers
1A block is the smallest retrieval unit from disk; the size of each
block is the same and is measured in terms of its playback duration in
this paper.
and buffers for all of the videos. This is to reduce the com-
plexity of the server software when handling videos with
different playback rates. Better server performance may
be achieved with more complex disk and buffer schedul-
ing for all broadcast videos.
2.1.1 Data Retrieval Handler
The retrieval handler is implemented as a thread that treats
a video as logically divided into a number of segments.
The thread determines the size of each segment using a
video playback rate p (in Mbps) extracted from the sys-
tem header of the MPEG file and the following parameters
from the user.
• K or the number of server channels allocated for the
video; each channel has bandwidth equal to p Mbps.
Let C1, C2, . . . , and CK be the K channels reserved
for the video. Segment i is denoted by Si and is
periodically broadcast on its own channel Ci by the
video delivery thread.
• N where 2 ≤ N ≤ K. N is used to control the size
of the largest video segments, which affects the ser-
vice delay and the amount of the client buffer space.
Let L be the time taken (in minutes) to play out the en-
tire video at the playback rate. In other words, L is the
playback duration of the video. Let Li be the the size of
segment i for i ∈ [1, K], which is measured in terms of
the playback duration of the segment. The data retrieval
thread calculates Li as follows.
Li =
{
2i−1 · L1 i ∈ [2, N − 1],
2N−1 · L1 i ∈ [N, K]. (1)
When listing the sizes of all the segments in terms of
the first segment, we have the following broadcast series
of K elements, <1, 2, 4, 8, 16, · · ·, 2N−1, · · ·, 2N−1>.
This demonstrates that the sizes of the first N−1 segments
increase geometrically, but the sizes of the last K−N +1
segments are kept the same. Since the entire video con-
sists of all the segments, the size of the first segment is
computed as follows.
L = L1 ·
N−1∑
i=1
2i−1 + L1 · (K −N + 1) · 2
N−1
= L1 · ((2
N−1 − 1) + (K −N + 1) · 2N−1).
Therefore,
L1 =
L
(K −N + 2) · 2N−1 − 1
. (2)
L1 is also the maximum service delay. On average,
the service delay is L1/2. According to Equation (2), the
geometric increase enables the first segment to be small,
resulting in a short maximum service delay. L1 is small-
est when N is the same as K, but the requirement on the
buffer space increases in this case. This is because later
segments become much larger. When they are down-
loaded ahead of their playback time, more buffer space
is needed. To reduce the buffer space requirement, each
of the largest segments is further divided into two equal-
sized fragments or stripes as follows. We first define a
superblock as consecutive blocks of which the combined
size is equal to L1. Each superblock of segment i where
i ∈ [N, K] is equally divided into two parts. The first
part is assigned to the first stripe of Si (Si1 ), and the sec-
ond part belongs to the second stripe (Si2). The same
process is repeated for the next superblock until all the
superblocks in this segment have been considered.
Figure 2 shows the logical segmentation for a video
having 376 blocks when K = 6 and N = 5. Each block
in the figure is labeled with the block ID. The playback
order of the blocks is in the increasing order of the block
IDs. Since K or the number of channels is equal to 6, the
video file is logically partitioned into six segments. Us-
ing Equation (2), the first segment consists of 8 blocks.
The size of a superblock is also 8 blocks. Using Equa-
tion (1) with N equals 5, each of the first four segments
is twice as large as the segment preceding it. The sizes
of the fifth and the sixth segments are limited to 24 ∗ L1.
Each of these largest segments is divided into two stripes
as follows. For each superblock of S5, the first half of
the superblock is assigned to the first stripe (S51), and the
second half of the superblock is given to the second stripe
(S52 ). The same process is applied to S6.
Striping Broadcast gets its name from the fact that each
largest segment can be seen as horizontally striped as
shown in Figure 2. It will become clear later that the
striping feature reduces the client buffer space by ensur-
ing that blocks in one stripe are downloaded just in time to
be played out. Subsequent blocks of the same stripe can
use the same buffer space very soon since the occupying
blocks are displayed right away. The benefits of striping
shows in the case of N < K. The smaller the N, the more
the benefits of buffer sharing, reducing the overall buffer
space at the client.
Once the segment sizes are determined, the data re-
trieval thread brings in multiple blocks of each segment
from the disk into the streaming buffer of that segment
in rounds, starting from the beginning of the segment.
Blocks are kept in the streaming buffer as long as the
buffer is not full. The maximum size of each streaming
buffer is set to be the minimum of sixty blocks2 and the
segment size in blocks. If the buffer is full, the retrieval
thread sleeps until it is awakened by the delivery thread af-
2This value is experimentally determined.
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Figure 2: Logical segmentation of a video with N=5 and K=6.
ter some blocks are multicast and purged from the stream-
ing buffer. Notice that some small segments are kept in
memory. Subsequent broadcasts of these segments no
longer require disk I/Os. Since memory is relatively much
less expensive than server communication bandwidth, we
were not concerned with the available memory space. All
streaming buffers allocated for the video are deallocated
when the video is removed from the broadcast or when
the user exits the server program.
2.1.2 Video Delivery Handler
The delivery handler is also implemented as a thread. The
thread periodically multicasts the data in the buffers on
the server channels using the multicast addresses associ-
ated with the channels. Each of the channels reserved for
broadcasting the largest segment is further divided into
two subchannels. Each subchannel has an equal band-
width of 0.5 · p Mbps. The server repeatedly broadcasts
Si on Ci for i ∈ [1, N − 1]. Each stripe of the largest
segments is repeatedly broadcast on its own subchannel.
That is, the first stripe or Si1 where i ∈ [N, K], is repeat-
edly broadcast on subchannel Ci1 . Similarly, each Si2 is
repeatedly broadcast on subchannel Ci2 . Since later seg-
ments are played out later than earlier segments, all the
segments need not be broadcast at the same time. Hence,
the video delivery thread schedules the first broadcasts of
different segments at different times. After the first broad-
cast, each segment (or stripe) is repeatedly broadcast on
its channel (or subchannel), respectively. The demand on
the client buffer space is minimized since each segment is
stored in the client buffer for a short duration and is soon
played out. Let Di be the phase delay of the first broad-
cast of segment i. Let Di1 and Di2 be the phase delay of
the first broadcast of the first stripe and the second stripe
of each largest segment i, respectively. We have the fol-
lowing.
D1
Di
Di1
Di2
=


0
Li
2
Li
2
Li
i ∈ [2, N − 1],
i ∈ [N, K],
i ∈ [N, K]. (3)
The first segment is broadcast right away (i.e., phase
delay is zero). The delay of the first broadcast of segment
i where i ∈ [2, N−1] is half the size of the segment. Fur-
thermore, all the first stripes of the largest segments are
first broadcast with the same phase delay. All the second
stripes are first broadcast at the same time, but are delayed
twice the phase delay of the first stripe. The schedule for
broadcasting the video segments of the previous example
(Figure 2) is depicted in Figure 3.
To notify the client of the times of the broadcast
of other segments, the video delivery thread broadcasts
Broadcast Tag before each broadcast of the first segment.
Before downloading the first segment, the client receives
the broadcast tag and uses it to derive the order of the
download of other segments. Broadcast Tag is a N −1 bit
representation ([bN−1bN−2 · · · b1]2) of the broadcast in-
dex associated with each broadcast of the first segment.
The index value of the first broadcast is set to 2N−2.
For each subsequent broadcast, the index value is decre-
mented by one. When the index value reaches zero, the
value is reset to 2N−1 − 1 for the next broadcast, and
the same decrementing process continues. Suppose that
the client starts receiving the first segment from the xth
broadcast. The broadcast index of the xth broadcast is{
(2N−2 − x)(mod 2N−1) for x ≤ 2N−2
(2N−2 − x)(mod 2N−1) + 2N−1 otherwise.
(4)
For instance, given the broadcast schedule in Figure 3
when N equals 5 and K equals 6, the broadcast index as-
sociated with the 6th broadcast of the first segment is two
((25−2 − 6)(mod 25−1)=2). The corresponding broad-
cast tag is 00102. The facts that the size of the segments
is the power of two and the broadcast tag is generated this
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Figure 3: Broadcast schedule for the video file shown in Figure 2.
way are essential to show that Striping Broadcast guar-
antees a jitter-free playback and the client downloads data
from no more than three channels concurrently. Interested
readers are referred to the appendix for the proofs. The
client utilizes the broadcast tag to determine the order of
downloading the segments, which will be discussed in the
next section.
Before starting the broadcast, the video delivery thread
creates a socket for each server channel and binds the
socket with the multicast address and the port number as-
sociated with the channel. After that, the delivery thread
executes the setsockopt function call to set the time to
live (TTL) value of a multicast packet to be 32 (i.e., ttl
value is 32). This mechanism limits multicast packets to
be forwarded only in the same domain since each mul-
ticast router decrements the TTL value of a packet each
time the router receives the packet. The router forwards
the packet only if the TTL value of the packet is greater
than the TTL scoping threshold configured in advance.
Otherwise, the packet is discarded. The delivery thread
does not need to join the multicast group in order to multi-
cast the packets. To broadcast the data on different server
channels concurrently, the video delivery thread multi-
casts one block of each segment in a round-robin fashion
for each playback duration of a block. For each stripe,
the thread periodically multicasts one block at every other
playback duration of a block. This is essentially simi-
lar to transmitting each segment at the playback rate and
each stripe at half the playback rate. For instance, sup-
pose there are S3 and S41 to be broadcast concurrently.
The delivery thread multicasts the first blocks of S3, and
S41 , respectively. Right before the playback duration of a
block elapses, the delivery thread multicasts the 2nd block
of S3. In the next period, the delivery thread multicasts
the 3rd block of S3 and the 2nd block of S41 . The same
cycle repeats for the next blocks. The function call used to
multicast the data is similar to the case for unicast except
that the socket is bound to the multicast address instead of
a unicast address.
The video delivery thread arranges each data block into
a packet. That is, the payload of each UDP packet has
a 4-byte header followed by the data in the block. The
header of the packet contains the location of the block
in the video file. The block location serves as both the
timestamp and the sequence number for the client to re-
order the data blocks for the correct playback. The deliv-
ery thread also keeps track of the number of late transmis-
sions. When this number reaches a threshold, the deliv-
ery thread pauses the broadcast for the video and prompts
a warning message that the server is encountering some
problems. Since network conditions change and packet
loss occurs in practice, dividing a block into a number
of packets formatted using protocols such as Real-time
Transport protocol [36] can help minimizing the effect of
packet loss. Alternatively, adding forward error correct-
ing code can be used. Since existing error handling tech-
niques are applicable, we do not focus on this issue in this
prototype. However, we recommend the use of error han-
dling techniques with periodic broadcast in practice.
2.1.3 Directory Manager
The directory manager maintains and broadcasts Video
Directory that keeps information about all the videos be-
ing broadcast and the relevant broadcast parameters. Each
element of the directory has information about the broad-
cast of a particular video such as the video title, the multi-
cast address of the channel used for broadcasting the first
segment, broadcast parameters, and important character-
istics of the video. Subsequent segments of the video are
broadcast using subsequent multicast addresses from the
address of the first channel. Prior to the broadcasts, socket
creation and TTL setting must be done in a similar way
the video delivery thread does. The video characteristics
include information obtained from the MPEG sequence
header of the video stream for a rapid setup of Direct-
Show encoding and rendering modules in the client soft-
ware. The structure of each element of the directory is
depicted in Figure 4. The video directory is an array of
these elements ended by a null byte. Like Session An-
nouncement Protocol (SAP), the manager multicasts the
video directory periodically (every one second in the cur-
rent implementation) so that the client program can get
the updated information when needed. We note that the
video directory can be provided to the clients via other
means such as Web servers or during an initial negotia-
tion between the video server and the client.
2.2 Screen Shots
Figure 5 depicts the user interface of the server software.
The important areas of the interface are discussed in the
following.
1. Multicast Directory and Network Interface: “Mul-
ticast Directory” allows the user to choose a mul-
ticast address and a port number from the pre-
defined ranges mentioned previously to periodically
announce the video directory. For a multi-home
server, “Network Interface” enables the user to se-
lect the subnet to provide video services. The name
of the server machine is shown in the window title.
2. Video Basket: Video Basket located in the bottom
area of the main window is used for monitoring on-
going broadcasts and for viewing the current broad-
cast settings. Video Basket contains a list of all the ti-
tles of the videos being broadcast and the associated
parameters for each video. These parameters include
the location of the video file on the server, the size of
the video file, the resolution of the video in pixels,
the multicast address, the port number, the number
of server channels (K) reserved for the broadcast of
the video, and the tuning factor N . Recall that N
is used to control the required disk buffer space of
clients and the worst service delay.
3. Add and Drop buttons: The “Add” button first lets
the user select a video file on the server machine to
be broadcast. Once chosen, the first 64 bytes of the
video file are parsed to obtain the traits of the video
such as the playback rate, the timing info, etc. An-
other window shown in Figure 6 will pop-up for set-
tings of the title of the video, N , K, the port number,
and the multicast address of the channel broadcasting
the first segment. Once this window is closed, the pa-
rameters are included in the video directory. K con-
secutive multicast addresses starting from the speci-
fied address are used for broadcasting this video. The
video title as well as the selected parameters is also
shown in the video basket. The user can stop broad-
casting one of the videos shown in the video basket
by selecting the video and pressing the “Drop” but-
ton. The threads and the buffers allocated for the
video are destroyed.
4. Send, Exit, and Help: These buttons allow the user
to start the broadcast of all the videos, quit the pro-
gram, and look for help information, respectively.
3 Client Software
The user wishing to watch a video runs JukeBox and se-
lects a multicast address to receive the video directory and
a video to watch through a graphical user interface.
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JukeBox is a multi-thread client with the high-level ar-
chitecture illustrated in Figure 7. Coordinator accepts
the commands from the user via the GUI and translates
these commands into a set of actions for other mod-
ules. When the user asks for the updated video direc-
tory, the coordinator contacts Directory Explorer to get
the list of broadcast videos and relevant broadcast param-
eters from the user-specified multicast group. The di-
rectory explorer asks the coordinator to pass along the
video directory to have it presented to the user. To ob-
tain the video directory, the directory explorer first creates
a socket and binds the socket to the multicast address.
The explorer joins the multicast group using the set-
sockopt(socketid, IPPROTO IP, IP ADD MEMBERSHIP,
&mreq, sizeof(mreq)) function call where mreq contains
typedef struct Vdir_tag {
CString title; // video title
DWORD size; // video size in bytes
BYTE N; // parameters: N(>=2)
BYTE K; // parameters: K(>=N)
IN_ADDR home; // multicast address of the 1st channel
WORD port; // port number of the first channel
// Streams Specific
DWORD mux; // playback rate
BYTE isPTS; // whether the stream has Presentation Time Stamp
DWORD pts; // Presentation Time Stamp (last 32 bits)
BYTE aid; // audio stream ID.
BYTE atype[4]; // first 4 bytes of audio payload
BYTE vid; // video stream ID.
BYTE vlen; // used in vshape
BYTE vshape[136]; // video resolutions
} Vdir;
Figure 4: Directory format for each broadcast video.
Figure 5: Server software: main window.
Figure 6: Server software: settings of each video.
the multicast address. If successful, the explorer obtains
the video directory using the select and recv function calls
as in the case for unicast. After the user has selected the
desired video, a series of tasks are performed as follows.
First, the video player is configured with the video-
specific information from the corresponding element in
the video directory. The directory element also specifies
the multicast group broadcasting the first segment. The
coordinator informs Tag Prober to obtain the broadcast
tag as soon as possible from the multicast group. The
three Loaders are responsible for downloading video seg-
ments. One loader downloads the first segment right away
while the tag prober translates the broadcast tag into the
order for downloading the other segments. The playback
can begin as soon as the beginning of the first segment
is received. The remaining loaders download more seg-
ments according to the order indicated by the broadcast
tag. Each loader first puts the downloaded data in its stag-
ing buffer to avoid socket buffer overflows (see Figure 7).
As soon as the first block is downloaded, the playback can
begin. Disk Buffer Manager takes the data from the three
staging buffers and stores them in a temporary disk buffer.
The data are then later retrieved and pipelined to the video
player. We discuss the details of each module as follows.
3.1.1 Tag Prober
After getting the broadcast tag, the tag prober uses the
DTS algorithm in Figure 8 to generate the order to down-
load segments from the broadcast tag. Since segment i
is broadcast on channel i associated with a multicast ad-
dress, the order of the download of the segments also de-
termines the order of the channels that the client tunes
into. Thus, we call this order a tuning order. In other
words, the tuning order indicates the order of the channel
IDs associated with the multicast addresses for the load-
ers to download the data. The overhead for computing the
tuning order is negligible since the algorithm is simple. It
scans the broadcast tag only once. We illustrate how DTS
works using the same example in Figure 3.
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is 00102.
Suppose the tag prober obtains the broadcast tag of the
6th broadcast of the first segment. The corresponding
broadcast tag is 00102. Each bit of the broadcast tag in-
dicates the position of the segment in the tuning order as
follows. DTS checks the tag bit by bit from right to left.
Since the first least significant bit is zero, the correspond-
ALGORITHM: Deterministic Tuning Schedule (DTS):
INPUT: Broadcast Tag: [bN−1bN−2 · · · b1]2
Length of broadcast tag in bits: N − 1
Number of video segments: K
OUTPUT: Result queue: R
LOCAL: Temporary queue: Q
Working variables: i, j and k
FOR i := 1 TO N -2 DO
IF bi is zero THEN
Append i + 1 to Q;
ELSE
Append i + 1 to R;
Append Q to R;
Empty Q;
ENDIF
ENDFOR
IF bN−1 is zero THEN
j=1; k=2;
ELSE
j=2; k=1;
ENDIF
Append Nj to R;
Append Q to R;
Append Nk to R;
FOR i := N + 1 TO K DO
Append ij to R;
Append ik to R;
ENDFOR
RETURN(R);
Figure 8: Algorithm for determining the tuning order.
ing ID of the segment (i.e., 2) is entered into queue Q.
Because the second least significant bit is “1”, DTS ap-
pends the ID of the corresponding segment (i.e., 3) to the
tuning order R, followed by the current content of Q. R
now contains the partial list “3, 2”, and Q is made empty.
Since the third least significant bit is zero, 4 is appended
to Q. The most significant bit is “0”, indicating DTS to
append the ID of the first stripe of segment 5 (denoted as
51) into R first. The current content of Q (i.e., 4) and the
ID of the second stripe of segment 5 (denoted as 52) are
appended, respectively. R now has the partial list “3, 2,
51, 4, 52”. The tuning order for the subsequent stripes is
simply 61 and 62. Thus, the final tuning order is “3, 2,
51, 4, 52, 61, 62”. The tuning order is then used by the
loaders to download the segments.
3.1.2 Loaders
Three loaders are implemented as threads running the
same routine. Recall that one loader is used to down-
load the first segment right away. Once DTS determines
the tuning order from the broadcast tag, each of the re-
maining loaders removes the first channel ID in the the
tuning order, and tunes into the corresponding channel
as soon as possible (i.e., join the corresponding multicast
address) to download the segment from the next nearest
broadcast. This enables the loader to successfully join the
multicast group in time to download the segment. The
loader may receive packets that belong to the previous
broadcast of the segment. In this case, the loader ig-
nores these extra packets by comparing the block ID in
the packet header with the range of the expected blocks
of the segment. When the current download is finished,
the loader becomes available and repeats the same pro-
cess until the tuning order becomes empty. As the data
loaders fill the buffers, the disk buffer manager fetches
the data from disk and passes the data to the video player
in the playback order. The video player uses DirectShow
modules to decode and display the data. In Figure 10, we
show the example when the loaders use the above tuning
order (i.e., “3, 2, 51, 4, 52, 61, 62”) to download the video
segments broadcast by the server in Figure 3.
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Figure 10: Jitter-free playback at the client.
Figure 10 shows the loader that downloads a segment,
the arrival time, and the time to start the playback of the
segment (termed playback time) since the 6th broadcast of
the first segment. Each segment is entirely downloaded by
one loader. The time unit on the x-axis is in terms of the
playback duration of the first segment (L1). The arrival
time of each segment is labeled on the top-left corner of
the segment. Although the size (in bytes) of each stripe
is half the size of its segment, the stripe is also broadcast
at half the playback rate. Thus, the time to download the
entire stripe is still equal to the playback duration of the
segment. The figure also shows that each segment arrives
at the client before the playback time of the segment. For
instance, S4 arrives at the client at 6 time units later, but
the playback time of S4 is 7 time units later. The facts
that segments arrive before their playback times and the
download rate is equal to the playback rate ensure that the
playback is jitter free. In addition, at each time step, at
most three segments are being downloaded concurrently.
For instance, only during 10 and 14 time units that three
segments, S4, S51 , S52 , are downloaded concurrently.
To handle out-of-order UDP packets, the loader also
allows blocks from the same segment to be received out
of order. The loader does this detection by examining the
block ID in the packet header. Only blocks in the expected
range are inserted into the staging buffer. Packet loss is
handled by DirectShow during the playback of the video
by skipping the lost data to the nearest decodable data.
In practice, the time required to join a multicast group is
not negligible. In the implementation, we made a slight
change to the design as follows. For each broadcast of the
first segment, the delivery thread attaches the broadcast
tag of the next broadcast (instead of the current broadcast)
to the beginning of the current broadcast. In other words,
the tag of the next broadcast is multicast right before the
data of the current broadcast. After receiving the tag and
calculating the download order specified in the tag, the
loaders join the multicast groups to receive the data as
soon as possible. Since the loader is most likely to join the
group successfully before the segment arrives, the loader
ignores extra packets as out-of-order packets. However, if
the segment arrives before the loader can successfully join
the multicast group, a jitter occurs at the segment bound-
ary. Fortunately, this condition happens rarely because
each client has three loaders and the broadcast tag is mul-
ticast earlier, which gives the loaders some time to join
the multicast groups. In the case that the broadcast tag it-
self is lost, the client waits for the subsequent tag, which
results in a longer service delay.
3.1.3 Disk Buffer Manager
The disk buffer manager manages the temporary buffer.
Since video segments are received out of their playback
order, the straightforward implementation is to create the
complete image of the video in the local file system.
When a block is received, it is stored in this file at the loca-
tion indicated in the packet header. However, such imple-
mentation requires the buffer space as large as the entire
video. We, on the other hand, strive to implement the disk
buffer manager that does not use much more buffer space
than the theoretical bound (60 ·p ·L1 ·(3 ·2N−3−1) Mbits
(see the appendix)). A temporary file is created on disk
as the client buffer, and deleted after the user closes the
playback window. The buffer size depends on the video
length, the playback bitrate, and the desired maximum
service delay. Hence, broadcasting long videos of higher
quality can still require a significant amount of the buffer
space. Since it is still too costly to cache video data in the
main memory for some environments (e.g., settop boxes),
we decided to maintain the buffer space on the disk to
make the prototype more universal. The disk buffer man-
ager allocates the file of size 60 · p ·L1 · (3 · 2N−3) Mbits.
The additional buffer space of 60 · p · L1 Mbits is used to
conceal the effects of late arriving packets due to network
congestions in practice. In other words, instead of play-
ing the first block as soon as it arrives, the client uses the
extra buffer space to store more blocks before initiating
the playback. Hence, if the needed blocks arrive at most
L1 time unit late, the playback can still continue without
jitters.
We show an example of how the disk buffer manager
works in Figure 11. The video file, having 14 blocks, is
multicast from the server with both N and K equal to
3. The playback rate is one block per minute. Each data
block is denoted with a square labeled with its block ID.
Using Equation (2), S1 has two blocks, blocks 1 and 2.
S2 is twice as large S1; thus, it has the next four blocks.
The last segment S3 has stripes: S31 and S32 . The disk
buffer of six slots, d1, d2, . . . , d6, is created by the disk
buffer manager instead of 4 slots according to the theo-
retical buffer requirement. The size of a slot is one data
block. As shown in Figure 11(a), the last blocks of S1
and S2 are aligned with the last slot of the buffer. Blocks
of S1 and S2 are stored in d5 and d6 at different times.
S31 and S32 also use the slots previously used by the first
two segments at a later time. Despite the sharing of the
disk buffer, we show by example that there are no buffer
overruns that are the situations when any two loaders store
data in the same location concurrently.
Figure 11(a) illustrates the scenario when S1 and S2
are downloaded at the same time. This corresponds to the
broadcast tag 012. For the readers’ convenience, the rel-
ative receiving time (according to the broadcast tag) and
the relative playback time of each block are shown on the
top left corner of the data block. Blocks of regular seg-
ments are downloaded at the rate of one block per minute.
Blocks of stripes are downloaded at half the playback rate,
taking two minutes to download a block. Each block of
the second stripe is consumed right after the completion
of its download. The client will receive S2, S31 , S32 at
02, 012, 112 minutes, respectively since it starts down-
loading the first segment. At time 0, blocks 1 and 3 are
downloaded into d5 and d3, respectively. At time 1, block
1 is consumed at the same rate, while blocks 2 and 4 are
downloaded into d6 and d4, respectively. There is still one
free block, d5, for storing an incoming block. At time 2,
block 2 in d6 is consumed, and block 5 is downloaded into
d5. At time 3, block 3 is consumed, and block 6 is stored
in d6. Note that block 2 in d6 has already been consumed.
If S2 is downloaded later after S1, the disk buffer over-
runs are not possible since there will be more free slots
available.
Now, we show that buffer overruns cannot occur among
stripes. S31 and S32 are received by 4 blocks apart ac-
cording to the phase delay. Two scenarios are depicted
in Figure 11(b). In Case 1, S31 is received first; d1, d2,
d3, and d5 are used for S31 , while d4 and d6 are repeat-
edly used for S32 . This case is similar to the case in Fig-
ure 11(a). Blocks 7 and 9 are stored in d1 and d2 that
have not been used by any segments or stripes. Block 11
is stored in d3 at time 6 or three minutes after block 3
occupying the same space has been rendered. Similarly,
block 13 is stored in d5 three minutes after block 5 in d5
has already been rendered. Some blocks of the second
stripe are stored at some disk slots used earlier by S2. At
time 6, block 8 is downloaded into d4 in which block 4
has been rendered out since time 4. At time 8, block 10 is
downloaded into d6 in which block 6 has been rendered
at time 6. Within S32 , blocks 8 and 12 can share d4 since
block 12 is stored in d4 after block 8 has already been con-
sumed. No buffer overruns occur. It can be shown sim-
ilarly that there are no buffer overruns for Case 2 when
S32 is received before S31 .
3.1.4 Video Player
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Figure 12: Architecture of the video player.
The video player uses Microsoft DirectShow modules
to handle all decoding and rendering. The architecture of
the player is shown in Figure 12. The core of DirectShow
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Figure 11: Disk buffer management.
services consists of a collection of different types of filters
connected in a configuration called a filter graph. Filters
are Microsoft objects that perform some specific func-
tions. DirectShow uses Filter Graph Manager (FGM) to
coordinate the filters and to allocate the shared buffers be-
tween them to exchange media data. FGM also controls
the data flow and synchronizes the filters such that time-
stamped data samples are delivered at the right time. Ap-
plications control the filter graph through FGM. More in-
formation on the process of setting up the filter graph can
be found in [37]. Existing DirectShow filters used in our
implementation are as follows.
MPEG Video Decoder decodes the MPEG-1 video bit-
stream and outputs the corresponding uncompressed
video data. At least one MPEG sequence header3
must be found in the bitstream. This is the rea-
son that our video directory contains video/audio-
specific information from the sequence header so
that this decoder and the audio decoder can be set
up quickly.
MPEG Audio Decoder decodes MPEG-1 audio data
from its input and outputs the corresponding uncom-
pressed audio samples.
Video Renderer displays uncompressed video data on
the screen.
Audio Renderer renders uncompressed audio samples
to a sound device.
3An MPEG sequence header contains the width and the height of the
picture, picture rate defining the number of frames to be displayed per
second, etc.
The FGM provides a set of COM interfaces4 so that
an application can access the filter graph. The important
interface is IMediaControl that allows the application to
issue commands to run, pause, and stop the filter graph.
When the filter graph is running, all filters in the filter
graph continuously transport data from one filter to the
next so that the media data is rendered. When the filter
graph is paused, the filters process data but do not render
it. In a stopped filter graph, the filters release resources
and do not process any data.
We implemented a new MPEG-1 stream splitter named
Piper in our video player. Piper takes data from the disk
buffer manager, parses the data, and separates them into
audio and video streams according to the MPEG specifi-
cation. Piper is more flexible than the DirectShow MPEG-
1 stream splitter since Piper not only accepts an MPEG-
1 system bitstream as the DirectShow MPEG-1 stream
splitter does, but also accepts a pure MPEG-1 video bit-
stream and a pure MPEG-1 audio bitstream from the disk
buffer manager. Piper gets the information whether the
bitstream has both audio and video or just either one of
them from the video directory. Hence, the player can play
MPEG-1 files with or without audio. Furthermore, er-
ror handling techniques suitable for visual frames or au-
dio frames can be implemented in Piper in the future to
correct errors before passing the data to appropriate de-
coding filters. When the video player receives commands
from the coordinator in response to play, stop, and pause
commands from the user, the video player controls the
FGM through the IMediaControl interface to start, stop,
or pause the filter graph. The current prototype does not
4A specific memory structure containing an array of pointers to func-
tions implemented by the component.
support VCR functions. Readers interested in the exten-
sion of Striping Broadcast to support these functions are
referred to Reference [38]. To support other commercial
video players in the future, the client software can be im-
plemented as a middleware to reassemble video data from
different channels and feed the data to other players in the
playback order.
3.2 Screen Shots
The user interface of JukeBox is shown in Figure 13.
JukeBox lets the user choose the multicast address, the
port number, and the subnet to obtain the video direc-
tory through Multicast Directory and Network Inter-
face controls, respectively. JukeBox gets the video di-
rectory from the user-specified multicast address, parses
the directory for video titles and other broadcast param-
eters, and displays them in Video Basket located in the
bottom area of the interface. Since the video directory is
broadcast periodically, the “Update” button lets the user
obtain the updated video directory. The user can quit the
program using the “Exit” button.
To watch a video, the user selects the video listed in the
video basket and presses the “Render” button, which in-
vokes Control Panel and Video Player windows (see Fig-
ures 14 and 15, respectively). The functionality of the
control panel includes letting the user monitor the service
delay, the on-going download of each of the three loaders,
and the data consumed by the video player. The block IDs
of blocks being processed are also displayed on the right.
The control panel also accepts user commands to control
the playback of the video whereas the video player dis-
plays the video. Since the software is intended as a proof
of concept of Striping Broadcast, such detailed informa-
tion is shown. For general use, the software can be mod-
ified to remove the control panel altogether and add the
controls for video playback in the video player.
Currently, the supported user interactions are (i) in-
creasing and decreasing the size of the display window
through the “Increase” and “Decrease” buttons; and (ii)
starting, pausing, and stopping the current playback using
the “Play”, “Pause”, and “Stop” buttons, respectively. Af-
ter the playback is stopped, the user sees the beginning of
the video when starting the next playback. After a pause,
the playback resumes from the paused position. We note
that the “FF” and “FB” buttons for fast-forward and fast-
reverse are not implemented in the current version since
supporting these operations effectively for periodic broad-
cast is another open research topic. The “Finish” button
terminates the current playback. The video player and the
control panel disappear and the main JukeBox window is
displayed to let the user make a new selection.
4 Experience
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We conducted several experiments to assess the per-
formance of the broadcasting prototype on an IP multi-
cast testbed shown in Figure 16. Our testbed consisted of
two 100 Mbps Ethernet subnets interconnected through
a Linux machine configured as a multicast router as fol-
lows. We recompiled the Linux kernel 2.4.2-2 to enable
its multicast support and ran pimd routing daemon [39]
that implements PIM multicast routing algorithm [40].
The router machine was an Intel Pentium II PC with 32
Mbytes of memory and two 100 Mbps Ethernet cards. We
chose this router configuration due to the availability of
the software and the hardware. Both server and client ma-
chines ran Microsoft Windows XP Professional with a full
multicast support. We ensured that Windows XP allows
its applications to send and receive multicast packets by
setting the Windows registry entry named IGMPLevel to
be two5. We ran the server software on an Intel Pentium
IV 2.26GHz PC with 1 GB of RAM and an 80 GB Seagate
Ultra ATA-100 harddrive. The client machines were Pen-
tium laptops and desktops, each with at least 128 Mbytes
of available disk space. Client machines were on both
subnets to study the impact of the router performance on
the broadcasting system.
MPEG-1 files used in the experiments have the same
video resolution of 352x240 pixels2, the frame rate of
30 frames/sec, the average video bitrate of 1.3 Mbps, and
the audio bitrate of 44.1 Kbps. The unique characteristics
of these files are listed in Table 2. The first two files are
from action movies and have fast-moving content. The
last file is a video advertisement of a motherboard and has
slow-moving content. We collected performance mea-
sures of 12 playbacks from the clients in each subnet. For
each playback, the client software recorded the actual ser-
vice delay, the system detected jitters (number of times
that consecutive packets are lost), and the amount of the
disk buffer used. These measures are used to compute
5The other valid IGMPLevel values are 0 and 1. The zero value
means that applications cannot receive nor send multicast packets. The
one value allows applications to only receive the packets.
Figure 13: Client software: JukeBox.
Figure 14: Client software: control panel.
Figure 15: Client software: video player.
the quantitative performance metrics in Table 3 so that
we can validate the theoretical performance of Striping
Broadcast. We also measured the qualitative performance
metrics that indicate the playback quality perceived by the
users. The user was asked to record the qualitative mea-
sures while watching the entire video without perform-
ing any user interruptions. When an unexpected pause
occurred during a playback, the user recorded the pause
period using a digital clock running on the same client
machine. Each metric in Table 3 is the average of the cor-
responding measures over four complete playbacks of the
same video.
4.1 Experiments in a Server Subnet
In this study, the results were collected only from the
clients in the same subnet as the server so that we can fo-
cus on the performance of the broadcasting system with-
out taking the router performance into accounts. The
server broadcasted the three MPEG files concurrently.
The theoretical maximum service delays were limited to
be 13 seconds. Thus, the broadcast parameters N and K
for each video were both set to five. The maximum delay
for BT, TD, and MA were 13, 12, and 10 seconds, respec-
tively. The experimental results are shown in Table 4.
We observe that the actual average delay is slightly
higher than the theoretical maximum delay. This is due
to the fact that the measured delay also accounts for the
additional time to download the broadcast tag and the ini-
tial buffering time before starting the playback to conceal
the effect of varying network bandwidth, if any. The the-
oretical maximum delay does not consider any of these
time durations. Both system-detected and perceived jit-
ters were low, and the duration of the jitters was very
brief. Note that the values of the jitters are real num-
bers since each is the average of the jitters during four
complete playbacks of each video. The perceived jitters
were comparable to the system-detected jitters, which im-
plies that the perceived jitters are the results of missing
consecutive packets. The difference between the system
detected and the perceived jitters is because human per-
ception is subjective, and some missing data can be han-
dled by Microsoft DirectShow decoders. The slight mis-
match between the two types of jitters varies according to
the content of the videos. For action video clips like BT
and TD, the mismatch is very small because almost every
sequence of consecutive lost packets creates a noticeable
pause in the playback. The larger mismatch between the
system detected jitters and the perceived jitters for MA
is because consecutive frames in MA are more similar.
Hence, more consecutive missing frames must be lost be-
fore the user notices a jitter. As a result, the jitter duration
is also longer. The actual client buffer size is about 11%
more than the theoretical value (0.35 of the total file size)
since the additional buffer space was allocated to store
more blocks before playing out the video.
4.2 Experiments across Subnets
In this study, the results were collected only from the
clients in the subnet without the server. The theoretical
maximum delays were chosen to be at most 26 seconds.
That is, the broadcast parameters N and K were set to four,
resulting in the maximum delays for BT and TD of 26 and
25 seconds, respectively. Only two videos were broad-
cast concurrently. We have experimented with broadcast-
ing more videos concurrently. However, the playbacks at
these clients were not complete due to many lost or late
arriving packets beyond what DirectShow decoders can
handle. This is not the server’s problem since the server
can concurrently broadcast more videos in the previous
experiments. The cause of many lost and late arriving
packets is the router. The pmid routing daemon was an al-
pha version and perhaps could not sustain the high bitrate
of about 3 ∗ 4 ∗ 1.3 = 15.6 Mbps necessary for broadcast-
ing three videos using four 1.3 Mbps channels for each
video.
The results in Table 5 show that the average service
delay is slightly higher than the desired theoretical max-
imum because of the same reasons explained previously.
The perceived jitter duration is higher than those collected
from the clients in the server subnet because more con-
secutive packets are lost. Hence, effective error handling
techniques are very important for the broadcasting system
in practice to guarantee high quality of service. The actual
client disk space (0.44 of the video size) is slightly higher
than the theoretical requirement (0.33 of the video size)
due to the previously mentioned reason.
5 Concluding Remarks
Network I/O bandwidth is one of the major bottlenecks
of today’s media servers. Recent research has shown that
periodic broadcast is an effective paradigm to address this
limitation. In this paradigm, popular videos can be seen as
being pushed to users. Despite a large number of simul-
taneous user requests, periodic broadcast ensures a small
maximum service delay. While reducing the service de-
lay is the main goal of a periodic broadcast scheme, the
amount of the buffer space and the download bandwidth
required at the client must be taken into account for a
cost-effective scheme. In this paper, we have presented
the design of Striping Broadcast and its implementation
using Microsoft DirectShow multimedia toolkit. Our ex-
perience with the system confirms that Striping Broadcast
offers low service delays close to the theoretical values
and does not require much more client disk space than the
Table 2: Characteristics of broadcast videos.
Video ID Video title File size Playback duration
BT Batman and Robins 71.2 MB 6:19 min.
TD Tomorrow Never Die 68.9 MB 6:07 min.
MA ASUS Motherboard 53.5 MB 5:05 min.
Table 3: Quantitative and qualitative measures.
Quantitative measures
Service delay Average time duration to initiate a playback after a video is selected
System detected jitters Average number of times that consecutive packets are lost
Disk buffer ratio Ratio of the actual client buffer size to the total file size
Qualitative measures
Perceived jitters Average number of pauses in a playback
Perceived jitter duration Average pause period per pause in a playback
theoretical bounds.
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Appendix A: Properties of Striping
Broadcast
We present the rationale behind the desirable properties of
Striping Broadcast (StB). That is, StB guarantees a jitter-
free playback and the client does not download video data
from more than three channels concurrently. We calcu-
late the time to start rendering each segment from Equa-
tions (1-2) and the arrival time of the segment from the
broadcast tag. These times illustrate that each segment is
received no later than the time to be rendered. This, cou-
pled with the fact that the receiving rate, is also the same
as the playback rate leads to a jitter-free playback since
the playback thread cannot consume data faster than the
loader produces if both threads start at the same time. Let
T be the time that the playback of the video is initiated.
Other notations are similar to those discussed previously.
Relative Playback Time: Let Pi denote the time to
start rendering Si for i ∈ [1, N − 1] since T . For ease
of discussion, Pi is defined in terms of L1. P1 is zero
since S1 is rendered right away. Each of the subsequent
segments must be rendered right after the entire playback
of its preceding segment to ensure a jitter-free playback.
Thus, P2 is 1 since it takes 1 · L1 minutes to play out
S1. P3 is 1 + 2 since the playback durations of the first
two segments are 1 · L1 and 2 · L2 minutes, respectively.
Hence, Pi is
∑i−1
j=1 2
j−1 = 2i−1 − 1 where i ∈ [1, N −
1]. For the stripes, let Pi1 and Pi2 where i ∈ [N, K] be
the start times of the playback of Si1 and Si2 since T ,
respectively. Si1 must be rendered right after Si−1 has
been completely played out. Therefore, we can compute
Pi1 as the sum of the relative playback time of SN−1, the
playback duration of SN−1, and the playback durations of
all the largest segments prior to Pi. We have
Pi1 = PN−1 + 2
N−2 + (i−N) · 2N−1,
=
N−1∑
j=1
2j−1 + (i−N) · 2N−1,
= (i−N + 1) · 2N−1 − 1.
Since within the same superblock, blocks of the second
stripe are rendered right behind blocks of the first stripe,
Pi2 ≈ Pi1 .
Relative Receiving Time: Let Ri be the time the client
starts receiving Si for i ∈ [1, N − 1] since T . Let Ri1 and
Ri2 denote the relative receiving times of stripes Si1 and
Si2 for i ∈ [N, K], respectively. The relative receiving
times are also measured in terms of L1. They are derived
from the broadcast tag [bN−1bN−2 . . . bibi−1 . . . b1]2 as
follows.
R1 is zero since it is downloaded right away. For Si
where i ∈ [2, N − 1], Ri is [bi−1bi−2 · · · b1]2. In other
words, the relative receiving time of Si is obtained by con-
sidering only the i−1 least significant bits of the broadcast
tag and taking a 1’s complement of bi−1, leaving the other
bits unchanged. For the previous example, the broadcast
Table 4: Experimental results in the server subnet.
Video ID Average System detected Perceived Perceived jitter Disk buffer
delay jitters jitters duration ratio
BT 19.2 s 2.0 1.75 1.28 s 0.38
TD 14.5 s 5.8 4.25 0.82 s 0.39
MA 18.0 s 3.0 0.50 3.50 s 0.39
Table 5: Experimental results across subnets.
Video ID Average System detected Perceived Perceived Disk buffer
delay jitters jitters jitter duration ratio
BT 27.75 s 0.25 4 3.69 s 0.40
TD 39.50 s 1 1.75 2.57 s 0.40
tag is 00102, corresponding to the 6th broadcast of the
first segment. R2, R3, and R4 will be 12, 002, and 1102
units of L1, respectively. That is, S2, S3, and S4 are re-
ceived at 1·L1 minutes, 0 minutes, and 6·L1 minutes later
after the 6th broadcast of the first segment (see Fig. 3).
For all first stripes (Si1 where i ∈ [N, K]), Ri1 is the
same as the broadcast tag. For the same example with
the tag 00102, R51 and R61 are 2 · L1 minutes since T.
For the second stripes (i.e., Si2 where i ∈ [N, K]), Ri2 is
[bN−1bN−2 · · · b1]2. In other words, their relative receiv-
ing time is obtained by taking a 1’s complement of bN−1
of the tag and leaving the other bits unchanged. For the
same example with the broadcast tag 00102, R52 and R62
will be at 10102 or 10 · L1 minutes since T, respectively.
Property 1: The broadcast schedule of StB supports a
jitter-free playback.
We show that the relative receiving time is at most the
relative playback time for each of the segments for any
broadcast tag [bN−1bN−2 . . . bibi−1 . . . b1]2. It is obvi-
ously true for the first segment since R1 = P1 = 0. For
segment i where i ∈ [2, N − 1], the maximum decimal
value corresponding to Ri ([b¯i−1bi−2 . . . b1]2) is 2i−1−1.
This is computed by converting the number in base 2
to base 10 when bi−1 is zero and the other bits are all
ones. Recall that Pi is 2i−1 − 1. Thus, Ri ≤ Pi. In
other words, each of these segments arrives just in time
to be rendered. Next, we show that all the stripes for
the largest segments (i.e., Si where i ∈ [N, K]) also ar-
rive no later than their playback time. Since the maxi-
mum decimal value of RN1 according to the broadcast
tag ([bN−1bN−2 . . . b1]2) is 2N−1 − 1 when all the bits
are one and PN1 is (N − N + 1) · 2N−1 − 1, we have
RN1 ≤ PN1 . For the second stripe of the same segment,
the maximum decimal value of RN2 ([b¯N−1bN−2 . . . b1]2)
is 2N−1 − 1 when bN−1 is zero and all the other bits of
the tag are ones. Since PN2 is slightly greater than PN1 ,
we have RN2 ≤ PN2 .
Although all the first stripes are broadcast at the same
time, each can be received after its preceding first stripe is
received. This is because, each first stripe is started to be
played out after its preceding segment is completely ren-
dered. Hence, Si1 where i ∈ [N + 1, K] can be received
(i−N) · 2N−1 ·L1 minutes later after SN1 is received. In
other words, Ri1 is at most 2N−1 − 1 + (i−N) · 2N−1.
Thus, Si1 is still downloaded just in time for rendering at
(i−N +1) ·2N−1−1. The same arguments apply for the
second stripes. In conclusions, we have shown that each
segment or stripe is received no later than its playback
time. We summarize the size of each segment, its relative
playback time, and its relative receiving time in terms of
L1 in Table 6 given the broadcast tag [bN−1 . . . b1]2.
Property 2: To support a jitter-free playback, the client
does not download data from more than three channels
concurrently.
Recall that the client uses the DTS algorithm to gener-
ate the tuning order and employs at most three data load-
ers. We will show that (i) segment IDs in the tuning order
are organized in an increasing order of the relative receiv-
ing times of the segments and (ii) when an incoming seg-
ment is to be received as indicated in the tuning order, one
out of the three loaders is always available to download
the segment. These two factors ensure that each needed
segment is downloaded at the receiving time, which is
shown to be no later than the playback time by the first
property.
Recall that all three loaders are available initially. One
loader is used to download the broadcast tag and S1 from
the nearest broadcast. DTS scans the broadcast tag bit
by bit from the least to the most significant bits. Except
for the most significant bit, if the current bit is “0”, the
segment ID associated with the bit is entered into a tem-
Table 6: Playback duration, relative receiving time, and relative playback time.
Segment Si, i ∈ [1, N − 1] Stripes Si1 and Si2 , i ∈ [N, K]
Playback Duration 2i−1 2N−1
Delivery Rate p p
2
for each of Si1 and Si2
Relative Receiving Time Ri=[b¯i−1bi−2 · · · b1]2 RN1 = the broadcast tag
RN2 = [b¯N−1 . . . b1]2
Ri1 = RN1 + (i−N) · 2
N−1
Ri2 = RN2 + (i−N) · 2
N−1
Relative Playback Time Pi=2i−1 − 1 Pi1=Pi2=(i−N + 1) · 2N−1 − 1
porary queue (Q). If the bit value is “1”, the segment ID is
appended in the tuning order, followed by the current con-
tent of Q. Then, Q is made empty. If the most significant
bit is “0”, N1 is appended to the tuning order, followed by
the content of Q, and N2. For each subsequent segment,
the first stripe of the segment is ahead of the second stripe
of the same segment in the tuning order. If the most signif-
icant bit is “1”, N2 is appended to the tuning order first,
followed by the content of Q, and N1. For each subse-
quent segment, the second stripe is ahead of the first stripe
in the tuning order. We consider all the possible scenarios
given the broadcast tag [bN−1bN−2 . . . bi−1 . . . b1]2.
Case 1: bi−1 is zero where 2 ≤ i < N . In this case,
DTS inserts i into Q first. Only when (a) there exists
j where i − 1 < j ≤ N − 1 such that bj is one; or
(b) bN−1 is zero; or (c) bN−1 is one, either j + 1
for case (a), or N1 for case (b), or N2 for case (c)
is appended to the tuning order ahead of i. Thus,
Si will be the i-th task from the head of the tuning
order after its preceding segments in the playback
order and exactly either j + 1, or N1, or N2 (see
Fig. 17(a)). This corresponds to the fact that the
relative receiving time of Si (Ri = [b¯i−1bi−2 . . . b1])
is larger than any relative receiving time of all of
its preceding segments since b¯i−1 is one. We also
know that the server can start broadcast Si as early
as 2i−2 · L1 and as late as (2i−1 − 1) · L1 minutes
since T because the minimum and the maximum
decimal values of Ri ([b¯i−1bi−2 . . . b1]) are 2i−2 and
2i−1 − 1, respectively. At any time within the above
range, only two loaders are busy, leaving one loader
available to download Si. In particular, one loader
is downloading either Sj+1 or SN1 or SN2 , and
another loader is handling Si−1 because S1 and the
other segments ahead of Si in the tuning order (i.e.,
S2, . . . , Si−2) have all been completely received and
played out. Si−2 is played out in its entirety at time
(2i−2 − 1) · L1 minutes after T , calculated as the
sum of the relative playback time of Si−2 and Li−2
(i.e., Pi−2 +2(i−2)−1= 2i−3− 1+2i−3 = 2i−2− 1)
units of L1.
Case 2: bi−1 is one where 2 ≤ i < N . DTS appends i
in the tuning order, followed by the current content
of Q. In other words, Si is downloaded after the seg-
ments already in the tuning order, but before all the
segments in Q at the time. Note that the segments in
Q must be the earlier segments in the playback order
and were entered in Q because their corresponding
bit is zero. Let j where 0 ≤ j ≤ i − 2 be the num-
ber of consecutive zeros to the right of bi−1 in the
broadcast tag as shown in Fig. 17(b).
• If j is i− 2, Ri = [1¯i−10i−2 . . . 01]2 = 0. This
is the case that all the least significant bits to
the right of bi−1 are zeros. DTS inserts i first
in the tuning order, corresponding to its relative
receiving time of zero. Since one loader is re-
ceiving S1, two loaders are still available, one
of which can download Si.
• If j is i − 3, Ri = [1¯i−10i−2 . . . 0211]2 = 1.
S2 is ahead of Si in the tuning order. The rel-
ative receiving times of S1 and S2 are zeros.
Two loaders are downloading S1 and S2, leav-
ing one available loader for downloading Si.
• If j ≤ i − 4, two or more segments are
ahead of Si in the tuning order. The
position of Si in the tuning order is
depicted in Fig. 17(b). Since Ri =
[1¯i−10i−2 . . . 0i−j−11i−j−2bi−j−3 . . . b1]2
is less than the relative receiving times
of Ri−j , . . . , Ri−1, but more than
R2, . . . , Ri−j−1, i is correctly inserted by
DTS in the tuning order. When Si is broad-
cast, one loader is available to download the
segment since S1, . . . , Si−j−3 ahead of Si in
the tuning order have all been played out. This
is true because the minimum decimal value
and the maximum value of Ri are 2i−j−3 and
2i−j−2−1, respectively. Si can be downloaded
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Figure 17: Content of the tuning order generated by DTS.
any time during this interval. Since Pi−j−3 is
2(i−j−3)−1−1 less than the minimum value of
Ri, the playback of Si−j−3 is finished before
Si is available for download. One loader is still
needed to handle Si−j−2 since the playback
of Si−j−2 is during (2i−j−3 − 1) · L1 and
(2i−j−2 − 1) ·L1 minutes after T , overlapping
with Ri. Computed similarly, another loader
is still handling Si−j−1, leaving one available
loader to download Si.
Case 3: bN−1 is one. In this case, DTS appends N2 in
the tuning order first, followed by the content of Q,
N1, (N + 1)2, (N + 1)1, . . . , K2, and K1, respec-
tively. Hence, SN1 becomes the N -th task in the tun-
ing order since N − 2 segments have already been
considered prior to the consideration of bN−1 and
N2 are ahead of N1. RN1 is [1N−1bN−2 . . . b1]2,
which is larger than any of the receiving times of the
segments preceding SN1 in the playback order. The
minimum decimal value of RN1 is 2N−2 when all
the other bits are zeros, resulting in RN2 being zero.
This corresponds to the way DTS makes N2 ahead of
N1 in the tuning order. At time RN1 , S1, . . . , SN−2
have all been played out because the playback of
SN−2 has finished at PN−2 + 2N−3 = 2N−2 − 1 <
RN1 . One loader is handling SN−1 while another
loader is downloading SN2 , leaving one loader avail-
able for SN1 . Eventually, SN−1 is played out in
its entirety at PN−1+2N−2 = 2N−1 − 1 before
R(N+1)
2
=RN2 +((N +1)−N)·2
N−1 = 2N−1. The
loader finishing SN−1 will download S(N+1)
2
. Sim-
ilarly, the loader finishing SN2 will handle S(N+1)1 ,
the loader finishing SN1 will download S(N+2)
2
, and
so forth. The similar arguments apply for the case
when bN−1 of the broadcast tag is zero.
Property 3: The maximum client storage space required
under StB is 60 · p · L1 · (3 · 2N−3 − 1) Mbits.
Figure 18 illustrates the amount of the buffer space re-
quired over time using StB during the download and the
playback of SN−1, SN , and SN+1 under the worst sce-
nario. The x-axis shows the progress of time in L1 units
since T (the start of the playback), and the y-axis shows
the client storage requirement in Mbits. The storage re-
quirement over time for each of the three segments is plot-
ted in a dashed line while the dark line exhibits the overall
demand on the client storage by superimposing the stor-
age requirements of all the segments being downloaded
at the same time. If the segment arrives very close to
its playback time (i.e., Ri is very close to Pi), the seg-
ment stays in the client buffer for a short time. Hence,
the worst scenario is when the first or the second stripe
of SN is downloaded at T (i.e., the broadcast tag is ei-
ther [0N−10N−2 . . . 01]2 or [1N−10N−2 . . . 01]2, respec-
tively). This is due to the fact that among the first N seg-
ments, SN is the largest and played out the latest. We
show the analysis when the first stripe of each segment
is downloaded before the second stripe of the same seg-
ment in Figure 18. The same analysis also holds when the
second stripe is downloaded before the first stripe.
We discuss how to compute the storage requirement of
each segment starting from stripe SN1 . This stripe is re-
ceived ahead of its playback time by 2N−1 − 1 units of
L1, calculated from PN1 − RN1 = (2N−1 − 1) − 0.
As the segment arrives, the demand on the storage in-
creases at the download rate (indicated by the slope of
the dashed line) and leveled out when the playback of the
segment has begun while more data of the same stripe are
still arriving. This is because the playback thread con-
sumes buffered data as fast as the loader enters new data
in the buffer. When the entire stripe is completely down-
loaded, the storage requirement is decreasing at the play-
back rate. Hence, the maximum storage requirement for
SN1 is (2N−1 − 1) · L1 · (60 ·
p
2 ) because this stripe is
prefetched (2N−1 − 1) · L1 minutes before its playback
time at half the playback rate. The storage requirements of
other segments are calculated similarly. SN2 is prefetched
by 2N−2−1 units of L1, calculated from PN2−RN2 since
RN2([1N−10N−2 . . . 01]2) is 2N−2 and PN2 ≈ PN1 . The
aggregate buffer space (bold line) reaches the peak of
60 · p · L1 · (3 · 2
N−3 − 1) Mbits at time 3 · 2N−3 · L1
minutes after T when both stripes of SN are downloaded
concurrently.
Downloading subsequent stripes (SN+11 and SN+12 ,
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Figure 18: Buffer space requirement for S1, . . . , SN−1, SN1 , SN2 , . . . , SK1 , and SK2 where K = N + 1
· · · , SK1 and SK2) will not demand any more storage
because the playback duration of SN overlaps with al-
most the entire download duration of the first stripe of
SN+1, and the second half of the second stripe of SN+1
is arriving during the playback of SN+1 at 0.5 · p Mbps.
The demand on the storage space starts reducing at time
1 · L1 minutes after the playback of the last segment is
initiated. The storage requirement becomes zero when
the entire last segment has been rendered. The above
discussion illustrates that the striping feature of StB re-
duces the storage overhead in prefetching the largest seg-
ments, and thus the overall storage requirement. Without
the striping feature, the buffer requirement will increase
to 60 · p · L1 · (2N−1 − 1) Mbits since SN is prefetched
by 2N−1 − 1 units of L1 earlier. The striping feature al-
lows 25% savings in the client storage over the case with-
out striping since the second half of the second stripe is
downloaded during the playback of its segment. In other
words, the second stripe arrives just in time for render-
ing. In general, each largest segment can be divided into
more stripes, resulting in more savings in the client stor-
age space. Nevertheless, more stripes complicate the im-
plementation of the client. Therefore, we only use two
stripes. Unlike PPB that uses several subchannels to de-
liver the same segment with a uniform phase delay, StB
uses subchannels to carry disjointed stripes of the largest
segment. Hence, StB utilizes the server network I/O band-
width well.
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