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ABSTRACT
The field of modern control theory and the systems used to implement these controllers
have developed rapidly and mostly exclusive of each other over the last 50 years. Digital con-
trol systems are traditionally designed assuming constant sensor sampling-rates and consistent
processor response-times, with their implementation platform unaccounted for. Concurrently,
embedded systems engineers focus on maximizing resource utilization by sharing processors
amongst control and non-control tasks, causing unintended interactions. The result of this
isolation between the two fields is that computing mechanisms meant to improve average CPU
throughput, such as cache, interrupts, and task scheduling by operating systems, are con-
tributing to this non-deterministic and unaccounted delays in the control loop. These devia-
tions from design specifications degrade performance and sometimes completely destabilize the
control-loop. This issue is being addressed by both the controls and the computer engineering
communities and now more often in collaboration. This dissertation addresses this challenge
by adding application specific hardware accelerators to computer architecture, while maintain-
ing ease of implementation. The proposed solution is an on-chip co-processor that has been
implemented on a Field Programmable Gate Array (FPGA) to support the servicing of many
simple plants or a single plant of many states, while maintaining microsecond level response
times, tight deterministic control loop execution while allowing the main processor to service
non-control tasks. The effect of variations in digital control-loop delay on a plant’s stability
using an actual embedded platform consisting of a hardware-based plant emulator, as opposed
to software-based simulations is also studied.
1CHAPTER 1. INTRODUCTION
Embedded systems and digital control theory have independently developed into mature
fields, despite the clear connection between controllers and embedded platforms. Initially,
each digital control loop was implemented on a separate dedicated processor, thus maintaining
an exclusivity between the two fields. The demand for tighter system integration and the
use of economical commercial-off-the-shelf (COTS) products has blurred this separation [3].
In modern systems, the tasks running on processors unknowingly compete with each other for
processor resources. These resources, meant to improve average resource usage for non-real-time
systems, are becoming sources of non-deterministic execution time. Example causes include
interrupts [3], cache misses [104], and task management through operating systems [105]. These
features limit the degree to which deterministic timing can be guaranteed, and cause systems
to break control engineers’ key assumption of constant sample rates and processor response
time [5]. Ultimately, control loop robustness is affected by this transition from a dedicated
processor system to an environment of tasks competing for resources [17]. Thus, a more
holistic view is now necessary to develop and deploy platform-robust controls that take into
account cyber-architecture artifacts on a system’s physical stability.
As a motivating example, Fig. 1.1 shows the timing response of an inverted pendulum model
as the computational delay is varied (the time between receiving a sensor sample and sending
the response), while holding sensor sample rate constant. In Fig. 1.1(a), a controller computing
delay that is 15% of the state sampling rate has negligible impact on the system’s stability. As
the delay increases to 65% of the sample period (Fig. 1.1(b)), some ringing in the control signal
becomes apparent. Progressing to a delay of 85% of the sample period (Fig. 1.1(c)) causes the
plant to become less stable with oscillations that are now more pronounced. It is interesting
to note that the state of the plant (i.e. cart position and pendulum angle) still appears stable.
2(a) (b) (c) (d)
Figure 1.1 Effect of computational delay on a digital control system. With the sample period
fixed at 15ms, the delay is varied from 15% (a) to 90% (d). At 65%, a ringing
begins to appear in (b), which becomes more pronounced at 85% (c). Finally, at
90% (d), the plant remains stable while the controller continuously oscillates.
A further increase in the computational delay (Fig. 1.1(d)) leads to loss of controller stability
resulting in an eventual fall for the pendulum. If the amount of delay is constant, measurable,
and within the closed-loop system’s tolerance, it can be accounted for in the controller design.
But this is not case when the controller task shares the processor resources with other tasks,
be them control or non-control tasks, the delay varies with each iteration of the control-loop
execution. Also, simply reducing the execution time may not mitigate the stability issue as
seen in [41], where the authors show that reducing the jitter in a system previously stable with
larger jitter, makes it unstable.
These issues open a field of research to mitigate and/or compensate for the effect of com-
putational delay in both the embedded systems and control theory realms. This dissertation
focuses on using hardware accelerators to guarantee the control engineers’ assumption of con-
stant execution time while still maintaining the ease of implementing the controller for the
embedded systems engineer. The designed accelerators needed to be evaluated from two as-
pects, one for computation time and jitter and second for the controller performance. This
resulted in a plant emulator, which would mimic the behavior of a plant as a linearized point
while non-intrusively gathering and transmitting controller and plant performance.
31.1 Supporting Research
The effect of processor-induced jitter on a plant has been a topic of study for some time as
seen in [104], a stepper motor is controlled using a processor that is scheduling tasks within a
Linux operating system environment. It is observed that the torque applied by the actuator
was affected by the computational load. The distribution of delay-jitter by the varying load
showed clustering, resulting from various code-paths taken. The authors state that cache-
misses, instruction pipelining and the scheduler are culprits of unpredictability. The authors’
experimental results show, for the motors tested, jitter caused the motors to use 3.2-7.6%
more of its available torque, then if no jitter was present. Additionally, an algorithm for jitter
compensation was proposed and deployed that reduced this torque overhead to 0.8-0.18% at a
cost of increasing the processor utilization by 20%. The same group characterized Linux for
real-time applications [105] and found that the sources of jitter were implicit to the processor
and were not completely correctable through software. In [13], the authors compare several
scheduling methods and concluded that deadline advancement was the most consistent, with
minimal degradation in performance of controllers as the number of tasks increased and had
relatively consistent low jitter. Controls experts are developing toolflows, like JitterBug, to
evaluate the impact of a controller’s response-time jitter on closed-loop stability [17]. In [18, 36]
the authors have developed a set of stability criteria for closed-loop systems in which the sample
rate contains jitter. In [21], a quantitative metric similar to the concept of phase margin is
proposed, called jitter margin, which is the upper-bound of delay that a control loop can tolerate
before going unstable. In an approach closely related to ours, the delay and period of control
loops are used in a cost function, which is then treated as a minimization problem [10], and
later a convex optimization problem [128].
1.2 Organization of Dissertation
The following chapters of this dissertation are primarily derived from resultant publications
that have either been accepted or are ready for submission. Chapter 2 describes our initial
research that led to development and characterization of a hardware-accelerator that could sup-
4port multiple single input single output plants. The difference between the software, hardware
and co-designed implementations of a system with multiple PID controllers is shown, but only
from the computational aspect. A platform was needed to analyze the effects of computation
on plants. This led to developing the novel hardware emulator in Chapter 3, where we present
the design and implementation of our control systems emulation framework that couples plant
emulation hardware with an embedded processor, together on a Field-Programmable Gate Ar-
ray (FPGA)-based platform. This hardware/software framework allows us to accurately study
the interaction between an actual processor and a Plant-on-Chip (PoC). With this setup, more
advanced controllers could be tested. Instead of testing just PIDs, a coprecessor which imple-
mented linear iterative state-space calculations was designed, implemented, and tested with a
PoC upgraded to use floating-point as opposed to fixed-point computations. The details are
found in Chapter 4. The details of a scalable multi-core implementation of this co-processor is
given in Chapter 5.
Chapter 6 contains research that I conducted in the area of fault tolerance for FPGAs before
choosing the current thesis topic. My contribution to this work was the study of place and
route quality of FPGA designs when routing matrices are damaged, by tricking the synthesis
tools into believing that a targeted matrix is completely used by its corresponding configuration
block.
5CHAPTER 2. HARDWARE ARCHITECTURAL SUPPORT FOR
CONTROL SYSTEMS AND SENSOR PROCESSING
A paper published in ACM Transactions on Embedded Computing Systems Special issue on
application-specific processors (TECS), September 2013
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Abstract
The field of modern control theory and the systems used to implement these controls have
shown rapid development over the last 50 years. It was often the case that those developing
control algorithms could assume the computing medium was solely dedicated to the task of
controlling a plant. For example, the control algorithm being implemented in software on a
dedicated digital signal processor (DSP), or implemented in hardware using a simple dedicated
programmable logic device (PLD). As time progressed, the drive to place more system func-
tionality in a single component (reducing power, cost, and increasing reliability) has made this
assumption less often true. Thus, it has been pointed out by some experts in the field of con-
trol theory (e.g. Astrom) that those developing control algorithms must take into account the
effects of running their algorithms on systems that will be shared with other tasks. One aspect
of the work presented is this article is a hardware architecture that allows control developers
to maintain this simplifying assumption. We focus specifically on the proportional-integral-
derivative (PID) controller. An on-chip coprocessor has been implemented that can scale to
1Primary researcher and author
2Graduate Student, Department of Electrical and Computer Engineering, Iowa State University
3Associate Professor, Department of Electrical and Computer Engineering, Iowa State University
4Professor, Department of Computer Science and Engineering Engineering, Washington University, St.Louis
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6support servicing hundreds of plants, while maintaining microsecond level response times, tight
deterministic control loop timing, and allows the main processor to service non-control tasks.
In order to control a plant, the controller needs information about the plant’s state. Typ-
ically this information is obtained from sensors with which the plant has been instrumented.
There are a number of common computations that may be performed on this sensor data be-
fore being presented to the controller (e.g. averaging and thresholding). Thus in addition to
supporting PID algorithms, we have developed a sensor processing unit (SPU) that off-loads
these common sensor processing tasks from the main processor.
We have prototyped our ideas using Field Programmable Gate Array (FPGA) technology.
Through our experimental results, we show our PID execution unit gives orders of magnitude
improvement in response time when servicing many plants, as compared to a standard general
software implementation. We also show that the SPU scales much better than a general soft-
ware implementation. In addition, these execution units allow the simplifying assumption of
dedicated computing medium to hold for control algorithm development.
2.1 Introduction
Control systems have a wide spectrum of applications, including aircraft flight-control,
carbon-emission management, and national power grid management. In [4] Astrom notes that
control theory has developed at an amazing pace over the last several decades, however its
implementation on computer platforms has not maintained the same pace. When designing
a computer-controlled system, the principle of “separation of concerns” is followed. Control
engineers assume a hardware platform is dedicated to the controller being designed, while
software developers implementing the design assume the controller can share hardware resources
with other applications using scheduling schemes (e.g. rate-monotonic scheduling). The reasons
for this disconnect can be seen by examining the evolution of digital platforms that have been
used for implementing control systems.
A Brief History of Controls and Digital Computing Technology The increased
availability of digital processors, in the 1960’s, initiated a turning point for control theory. They
7made developing modern control algorithms in the time-domain (i.e. the basis of “modern”
control theory) and applying these algorithms to complex systems feasible [96]. These algo-
rithms could now be implemented and tweaked quickly and economically. During the 1970’s
to early 1980’s, it became clear that multiply accumulation (MAC) computations were at the
heart of many digit signal processing algorithms. This lead some microprocessor architects to
explore building architectures centered around MAC computation units, which resulted in the
creation of digital signal processors (DSP) [35]. In addition to having hardware resources such
as MACs and floating point units, a major difference between early general purpose micro-
controllers and DSPs was the latter used a modified Harvard-architecture to allow their MAC
units to fetch all operands in parallel [35, 94].
Digital signal processing typically requires keeping hard real-time constraints, thus early
DSPs required all operations have completely deterministic timing. As a result, unlike gen-
eral purpose microcontrollers, which are typically interrupt driven, early DSPs had little to no
support for interrupts [35]. The reduced support for interrupts made keeping tasks determin-
istic easier, since tasks are not arbitrarily suspended to service system requests, however this
made the use of DSPs for general purpose computing more difficult. Over time the increased
performance of DSPs has enabled them to incorporate more features, such as interrupt sup-
port, to allow the implementation of multitasking for general purpose processing [35]. At the
same time, general purpose microcontrollers have evolved more support for signal processing,
incorporating hardware implemented MACs, floating point hardware, etc.
PID Basics Proportional-integral-derivative (PID) controllers are by far the most widely
used method for stabilizing systems. In [95] it is estimated that PID controllers account for over
95% of the control approaches used in practice. These controllers have been effectively used to
control systems that have a wide range of performance requirements in terms of response time,
and deterministic timing of the control loop (i.e. sensor sample, PID computation, actuator
update). At one extreme, a home environmental control system may require response times
on the order of minutes, while the stabilization of an unmanned aerial vehicle (UAV) may
require response times on the order of milliseconds. Even further on the high-performance side
8of the spectrum, a fusion plasma containment field requires response times on the order of
microseconds [101], with tight timing bounds placed on the determinism of the control loop.
Equations 2.1 and 2.2 give the classic equation of a Proportional-Integral-Derivative (PID)
controller in its continuous-time and discrete-time form respectively.
u(t) = KP e(t) +KI
∫ t
0
e(t) dt+KD
de(t)
dt
(2.1)
u[n] = KP e[n] +KI
n∑
j=0
e[j] +KD(e[n]− e[n− 1]) (2.2)
Where:
• u(t), u[n]: is the correction given by the controller to the system at time t or discrete
sample n.
• e(t), e[n]: is the error between the set point and current state of the system under control
at time t or discrete sample n.
• KP , KI , and KD: scale the error, integral (sum) of error, and derivative (difference) of
the error respectively.
This controller is a combination of three basic control actions; 1) proportional, where the
corrective signal varies proportionally to the error, 2) the integral, where the corrective signal
is proportional to the integration of error over time and 3) the derivative, where the corrective
signal is proportional of the gradient of error with respect to time. The sum of these individual
control signals form the PID output, which is used to control the system. Let us take an example
to illustrate the need for these three control actions. Suppose we have a vehicle that needs to
maintain a certain heading, say North. If the vehicle deviates from its path by 15 degrees West,
then the proportional element will apply a corrective signal to turn the vehicle 15 degrees East.
When the vehicle is heading 1 degree West of its desired direction, the proportional element
may not be sensitive enough to correct this small steady-state error. The integral part of the
controller aides by accumulating the residual error to a point that the vehicle can make a
corrective action. One ill-effect is the integral action causes overshoots (i.e. the vehicle may
9reach North after swaying East and West in a damped sinusoidal manner). The derivative
component of the controller compensates for this. However, a draw-back of having a derivative
component is it amplifies system noise (e.g. vibrations, sensor error).
Computing Requirements The performance requirements of a physical system dic-
tates, to a great extent, what computing medium is adequate to implement a PID controller.
For example, the response time requirements of a home environmental control system would
be on the order of minutes, which can easily be met by implementing a PID controller on a
low cost microcontroller that is only capable of executing tens or hundreds of thousands of
instructions per second. While stabilizing a UAV with response time requirements on the or-
der of milliseconds, requires the PID controller be implemented on a microcontroller/processor
that can execute millions or tens of millions of instructions per second. Systems with even
tighter response time requirements, such as a plasma containment field controller, dictate the
PID controller be implemented on a gigahertz processor or use specialized hardware to provide
microsecond-level deterministic control loop timing. Furthermore, for such low latency systems,
if a commodity gigahertz processor is used, the processor’s operating system (OS) will need to
be highly customized [101]. For example, interrupts may need to be disabled, which virtually
defeats the purpose of having an OS.
The term response time refers to the interval of time from when the controller samples the
current state of the system, using a sensor, to when the controller updates an actuator to adjust
the system. This time is composed of three major components: 1) reading sensors, 2) computing
the control algorithm to produce a correction value, and 3) the time for the correction value to
be received and acted upon by an actuator. The term jitter refers to the variation between the
best-case response time and worst-case response time of the controller. It is a measure of how
deterministic the timing of a control loop is. Sources of jitter in an embedded system can stem
from are varying peripheral latencies, cache misses, interrupts, branching, etc. Other sources
are economical, where commercial off the self (COTS) vendors do not give the full specification
of their devices. [100] implements a monitoring device on an FPGA to compensate for these
unknown variables. In general, jitter can degrade a control system’s performance [120]. One
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aspect of our work presents experimental results that quantify some sources of jitter within
a general purpose controller, and mitigates them without hampering the overall computing
medium.
Bridging the Control Theory and Systems Implementation Gap While response
time and jitter are two primary constraints placed on implementing a PID controller, often
it is desirable to have the system perform tasks that do not have hard real-time constraints.
Some examples are: 1) system management and health assessment tasks, 2) high-level planning
for autonomous systems that are trying to accomplish a goal, such as navigating a maze, and
3) encryption and compression of military UAV communications. Control algorithms are now
often deployed on computing platforms that are not dedicated (e.g. a DSP running a single
tight control loop) for reasons such as increasing overall system performance or reducing cost
(e.g. system-on-chip platforms). The assumption that control algorithms can be developed in
a vacuum, not taking into account interactions with the underlying computing platform, must
be addressed.
One common solution is to deploy a real-time operating system onto the computing medium
(e.g. VxWorks, Lynx) or to develop custom software that makes use of hardware interrupts
to give tasks hard real-time priorities. In addition, real-time scheduling algorithms such as
rate monotonic or earliest deadline first need to be employed for assigning task priorities, and
guaranteeing that it is feasible to schedule all tasks on to the underlying computing medium.
Some drawbacks with this common approach is the design, implementation, and verification of
the system from a software perspective becomes complex.
Even if these approaches are used to allow sharing of the computing medium, non-determinism
still exist in the system. [56] have taken steps to close the gap between the development of
control theory and non-deterministic computing behaviors. They have developed tools, such as
“Jitter bug”, to help algorithm developers quantify the sensitivity of their algorithms to jitter.
A complementarity approach to using tools, such as Jitter Bug and deploying real-time operat-
ing systems is to use hardware support to isolate the control algorithm from non-deterministic
aspects of the computing medium.
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Figure 2.1 In this paper traits of both DSPs and general purpose processor units (GPPUs) are
encapsulated in an FPGA-based system-on-chip architecture, which can be used
to control a wide variety of plants.
Our work, illustrated in Figure 2.1, leverages the flexibility of Field Programmable Gate
Array (FPGA) technology to develop and characterize a low cost embedded architecture that
provides the aforementioned hardware supported isolation. At the heart of our approach is a
time-multiplexed hardware PID controller and a sensor processing unit (SPU) [47] that are
tightly integrated with an embedded processor as functional units. The architecture provides
deterministic response times on the order of microseconds with low jitter, and can scale to
support hundreds of PID control loops. The time-multiplexed PID functional unit does not
share any on-chip resources with the softcore processor that could interfere with the PID
control loop’s real-time constraints. Thus, non real-time tasks can be safely run and efficiently
scheduled onto the same device that services the PID controllers. Additionally, our hardware
enforced mitigation of non-determinism simplifies software development and verification, since a
real-time scheduling scheme is not needed for sharing the computing medium between real-time
and non-real-time tasks. Section 4.3 provides a detailed overview of our architecture.
Contributions The primary contributions of this work are 1) the tight integration of a
time multiplexed hardware PID controller within an embedded processor, 2) the characteriza-
tion of our PID controller architecture and several alternative hardware/software hybrid-designs
with respect to response time and jitter, 3) the tight integration of a hardware-based sensor
processing unit (SPU) within an embedded processor and its evaluation with respect to software
implementation of common sensor processing tasks in terms of response time [47].
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Organization The remainder of this article is organized as follows. Section 6.2 gives an
overview of the current state of the art for implementing PIDs in control systems and then
discusses common sensor processing computing kernels that our SPU supports. In Section 2.3,
the platform used for deploying and characterizing our architecture is described. Section 4.3
presents a detailed overview of our architecture. The evaluation methodology for quantifying
the response time and jitter of a fully software implemented PID controller along with two
software/hardware codesigns is given in Section 2.5. Our approach for evaluating the SPU is
also discusses in Section 2.5. Section 2.6 summarizes the analysis and results of our evaluation
experiments. Section 2.7 concludes this article and suggests avenues of future research.
2.2 Related Work
2.2.1 Implementing PIDs in Control Systems
The first publication of the PID concept was in 1922 [84],and intensive research on PIDs
continues today. In [95] it was estimated that 95% of control loops in the world contain PIDs,
and describes various research domains for PIDs including; tuning, cascading of PIDs, imple-
mentation techniques and controller management. [122] gives a background and comparison
of different fuzzy-tuning methods.
Control systems can be implemented purely in software, in hardware, or a combination of
the two.
Software Earlier, Section 2.1 gave a brief overview of the general nature of implementing
controllers in software using DSPs and general purpose microcontrollers. An example of pure
software high performance control system is a Linux based Plasma Control System (PCS) im-
plemented on a Linux x86 server in [101]. The system was designed for confining the inherently
unstable plasma of a tokamak. The authors explain that the system that they acquired from
the market had an advertised response time of 25us. The authors had to make changes to the
Linux kernel itself in order to even get a response time of 50us. These changes were drastic (e.g.
disabling interrupts) and highly customized in order to get a deterministic system. Linux was
virtually disabled in order for the control loops to meet timing, thus effectively undermining
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major benefits of having an operation system, such as efficiently running multiple applications
on a single processor at a time. Similar efforts have been made on the same tokamak plasma
controller [15, 109, 43], which have used Linux servers in conjunction with dedicated hardware.
Hardware Limiting the discussion to digitally implemented controllers, industrial con-
trollers (e.g. controllers in steel manufacturing facilities) are in most cases implemented using
hardware-based devices called Programmable Logic Controllers (PLCs) [31]. According to a
study performed by National Instruments [93], 77% of industrial applications having less than
128 I/Os use PLCs and are usually peripherals for computers that handle higher-levels of con-
trol. Though easier to use and free from issues like system reboots and varying latencies that
are associated with computer-controlled systems, these devices have very limited resources.
In response to market demands for more resource rich PLCs, researchers are attempting to
implement PLC systems on FPGAs [31]. Our research is in alignment with this sprite, as we
are evaluating a method that retains the benefits of hardware determinism, while enabling the
ability to run higher-level applications and operating systems.
Field Programmable Gate Arrays (FPGAs) The practice of using FPGAs to imple-
ment control theory has been pursued since the 1990s, which was the point at which it was first
feasible to use these devices for controls applications [49]. Examples of research implementing
PIDs on FPGAs are [108] where various architectures of PIDs are tested on earlier FPGAs. In
[82] an FPGA is used along with Matlab/Simulink to design PIDs on FPGAs for motor control.
This method is known as Hardware in the loop (HIL). Such designs can later be merged with
soft-processors on the FPGA to increase functionality. Other directions of research include
methods to reduce the amount of power consumed by PIDs by implementing the computation
using distributed arithmetic [22, 23]. [132] has implemented a time-multiplexed hardware PID
controller that most closely matches the architecture of our PID computing unit. However one
major difference is our tight coupling of the PID controller as a functional unit of an embedded
softcore processor. We also characterize the tradeoffs associated with distributing the archi-
tecture across the hardware-software boundary, and characterize the jitter of the system [20].
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Jitter analysis is critical for providing system stability guarantees. Though FPGAs are useful
due to their quick turn-around time, they were not very popular with non-hardware experts.
This changed once hard and soft-processors were available on FPGAs, allowing software and
OS’s to be incorporated in designs.
2.2.2 Common Kernel for Sensor Processing
Due to the large and diverse set of domains in which embedded systems are used, past
works [32] [48] have tried to identify common computational kernels that are used across do-
mains by abstracting away the specifics of individual applications. Similarly, we have tried
to boil down the diverse set of sensor processing tasks to a small set of core kernels that are
generic enough to find application in many fields, and common enough to warrant the allo-
cation of processor chip real estate. While many applications require massive processing of
sensor data using digital signal processing type algorithms, there is a large base of applications
[55] [40][102][116] that consist of simpler processing tasks, and do not warrant the overhead
of having a full blown Digital Signal Processor (DSP). We have identified and extracted five
such tasks from the MiBench benchmark and various other sources: Linear Equations, Moving
Average, Average, Delta Value, and Threshold/Range Check.
Linear Equations One of the simplest tasks that can be performed on sensor data is
the execution of a linear mathematical operation on a single value or multiple values. In the
automotive domain converting between radians and degrees is identified as a common task in
[48]. In the controls system domain the Proportional-Integral-Derivative (PID) controller is one
of the most common control algorithms used [63]. [117] and [102] give examples of advanced
PID controllers that can be boiled down to calculating a set of linear equations involving sensor
values along with other computational functions.
Moving Average Sometimes, sensors can be prone to spurious spikes in their output.
The moving average is one method for reducing the effects of random “noise” on sensor output.
Over time measurements are averaged together, and this average is used by the end application.
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The impact of spikes in measurements are mitigated, while actual changes in the physical
quantity being measured are eventually reflected by the average. The responsiveness of the
moving average can be tuned to reflect the known physical dynamics of the quantity being
measured by adding appropriate weights to the previously computed average, and the current
sensor measurement (weighted moving average). The moving average is a common method for
filtering sensor data [55][66] [44][79].
Average Applications, such as sensor networks, often measure physical quantities over
a distributed area (e.g. temperature). Averaging these distributed measurements is a simple
means for aggregating this information into a compact form. This approach was used by
Goebel [40], Ganeriwal [37], and Nakamura [91]. In [55] Hellerstein uses averaging as means of
“cleaning” data obtained from a group of sensors.
Delta Value Often, the difference between the current and previous value of the sensor
(called delta) is used in a lot of computation. For example, the “communication” suite of
benchmarks in [48] includes delta modulation, a process of encoding which may be used to
encode the output of sensors before transmission. [116] presents another example of using the
“delta” value in a sensor based system.
Threshold/Range Check There are various applications in which the sensors values
are required to be within particular range or below/above a certain threshold for the proper
operation of the system. In such systems, some sort of mechanism is needed to monitor the
sensor values. Alternatively, the systems might need to take some kind of action when the
sensor value breaches the defined range/threshold bound.
This is by no means an exhaustive list of such kernels, but having identified some common
kernels of computation across fields, we describe a Sensor Processing Unit (SPU) in section 4.3
that supports these kernels.
16
2.3 Development Platforms
PID Coprocessor This work was deployed and evaluated on the Reconfigurable Au-
tonomous Vehicle Infrastructure (RAVI) board, an in-house developed FPGA developement
platform. The RAVI platform was specifically fabricated to develop efficient control systems
for small battery-powered autonomous vehicles. These vehicles are often highly constrained in
terms of power consumption, computational resources, and weight. The control of such vehicles
involves the execution of computationally aggressive algorithms that must meet hard real-time
constraints. Thus, it is critical that their software and hardware components efficiently map to
the underlying host platform to maximize system performance.
RAVI leverages Field Programmable Gate Array (FPGA) technology to allow custom hard-
ware to be tightly integrated to a soft-core processor on a single computing device. It enables
the exploration of the software/hardware codesign space for designing system architectures that
best fit an application’s requirements. A major vision for RAVI is to act as a common research
medium to bring control theorists, embedded system programmers, and hardware architects
together to work on research issues that cross-cut all three disciplines.
Specifically, the RAVI board hosts an Altera manufactured Cyclone III (EP3C25) FPGA.
This FPGA has enough logic and memory resources to easily support deploying the NIOS-II
32-bit soft-core processor and PID coprocessor, while still having a majority of its resources
free to implement additional functionality.
(a) Bottom view of RAVI
FPGA-based platform.
(b) Top view of RAVI FPGA-based platform.
Figure 2.2 RAVI: FPGA-based board for developing custom architectures for embedded sys-
tems.
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Sensor Processing Unit (SPU) The SPU evaluation was performed on the Xilinx-
based ML507 development platform, which hosts a Virtex-5 FX FPGA. The SPU prototype
used less than .5% of the resouces available, and was tightly coupled to the Power PC processor
embedded into this family of FPGA. [47] gives further details on some of the specifics of this
platform. As indicated in Section 2.7, a future direction for this work is to couple the SPU
with the PID coprocessor on the RAVI platform. The SPU would be used to condition sensor
data before forwarding it to the PID controller.
2.4 Architecture Overview
This section describes the architecture of the time multiplexed hardware implemented PID
controller, and a hardware implemented sensor processing unit (SPU)
2.4.1 Hardware implemented context-switching PID controller
2.4.1.1 Overview
In the world of digital control, a sensor is sampled at discrete time intervals, the sample
is then used to decide the control value that is required for the plant to remain in a desired
state. Between sampling intervals the controller for a given plant is idle, until the next sample
is received. When a system implements multiple PID controllers on a single CPU, typically
each PID is called as a function sequentially. This allows the the CPU to be time shared among
the controllers. However each time the CPU switches to service a new plant, the information
associated with the current plant and corresponding PID must be pushed onto a software stack.
In addition, any interrupts that occur will force the CPU to push all of its state data onto the
stack and then restore its state after the interrupt completes. When servicing many plants,
this context switching overhead can become a bottle neck to performance (see section 6), and
interrupts occurring during PID execution will add non-determinism to the overall control loop.
In addition, as stated earlier, the PID controller will have further sources of non-determinism
while competing for CPU time with general purpose non-periodic system tasks.
In our design we take advantage of the PIDs repetitive Sample, Compute, Write actions
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to develop a resource efficient architecture that addresses the issues of context switching over-
head, non-determinism, and competing with non-period tasks, when implemented on a general
purpose CPU. Our architecture acts as a co-processor to the CPU, only relying on the CPU to
configure and update each PID that is require for use in the system. Once configured, the PID
co-processor executes each PID in a round robin fashion, as depicted in Figure 2.3(a). The
the memory and logic resources allocated for the co-processor completely isolate the timing
of its Sample, Compute, Write cycle from the general purpose CPU’s behavior. Figure 2.3(b)
provides the high-level structure of our architecture. A central PID compute unit is shared
among all plants, and a single context memory is used to sequentially store and retrieve the
context of each plant. This architecture requires only one clock cycle to context switch between
plants.
The primary factor that limits the number of plants (N) that can be support by this
architecture is the required service time for the fastest plant. If the fastest plant requires a
service period of τmin service, then the time to service all N plants in a round robin fashion is
limited to τmin service. Thus, the number of plants serviced must satisfy the following constraint,
where τcontext switch and τcompute are the times required to perform a context-switch and PID
computation, respectively:
N ≤ τmin service
τcontext switch + τcompute
(2.3)
For example, let us assume a 10ns clock, and 2 clock cycles to service a plant (20ns). If an
extremely high performance plant requires a control loop period of 10 us, then our architecture
can service up to 500 plants (10us/20ns). If a 1 ms plant is the fastest, then the architecture
can support up to 50,000 plants. As the speed of the fasts plant decreases, memory storage
becomes the limiting factor. However, supporting 100’s of plants easily satisfies the needs of
most systems.
2.4.1.2 Detailed Architecture
Figure 2.3(c) illustrates the detailed architecture of the PID execution unit. This architec-
ture represents the custom hardware that is integrated into the NIOS-II, Figure 2.4. Except
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(a) Conceptual idea for round-robin schedul-
ing of PIDs.
(b) High-level architecture for im-
plementing context switching be-
tween PIDs.
(c) Detailed architecture of the context-switch PID
Figure 2.3 A conceptual to detailed architectural illustration of the hardware implemented
context-switching PID controller.
for configuring scaling constants, this execution unit runs independent of the software running
on the soft-core NIOS-II processor. Thus, helping free the NIOS-II to perform higher levels of
decision making (e.g. path planning, and task scheduling).
Context-switch In order to allow the PID execution unit to access the components of
a given plant’s context in parallel, each component is stored in a separate blockRAM (e.g.
on-chip FPGA memory). These components are defined to be KP , KI , KD, set-point, previous
iteration error and previous iteration sum. A given blockRAM (e.g. KP ) sequentially stores
the context component information for N plants. For example, the context information for
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plant 0 is stored at address 0 of each blockRAM, and the context information of plant 1 is
stored at address 1.
In the upper left-hand corner of Figure 2.3(c) is a counter. This counter is responsible for
cycling through the context of the N plants in a round-robin fashion. In other words, it is
used to synchronize all of the blockRAMs so that the PID execution unit has the appropriate
plant’s context available to it. If the counter has a value of 25, the context information for plant
25 will be provided to the execution unit. After the PID calculation completes, the counter
increments to 26, and so forth. Once the counter reaches the value N − 1, it resets to 0 and
begins counting upward again.
PID implementation The remainder of the design is a standard PID controller. We
use one subtractor to calculate the error between the set-point and the sensor sample; one
subtractor to compute the gradient between the current error and previous iteration’s error;
an accumulator to sum the error; three multipliers to calculate the proportional, integral and
derivative corrections and a three-input adder to generate the correction output to be sent to
the plant. The calculated values that need to be stored for the next update of the current plant
are routed back to their respective block memories; specifically the current error is stored to
the previous error blockRAM, and the error sum is stored to the error sum blockRAM.
Timing Both the PID execution unit and NIOS-II processor run on a 50 MHz (i.e. 20ns
period) clock. The PID execution unit takes one clock to read values from the blockRAMs and
one clock to compute and write updated values back to the blockRAMs, thus each plant takes
40ns to service (20ns x 2 clocks). Cycling through N plants takes 40xNns. This assumes that
the sensor sampling rate is 40xNns or faster. If not, then the time to service all N plants will
be limited by the sensor sampling rate.
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Figure 2.4 Hardware implemented time-multiplexed PID unit integrated into the NIOS pro-
cessors ALU using user-defined instructions.
2.4.2 Sensor Processing Unit (SPU)
2.4.2.1 Overview
The SPU is designed to be a functional unit within an embedded processor, as shown in
Figure 2.5. It has two main purposes 1) to efficiently oﬄoad the execution of common sensor
processing tasks from the main ALU, and 2) to detect events that are a function of sensor
values. Here we discuss the two major uses of the SPU, and how it could potentially be used
for power management.
Figure 2.5 1) illustrates some high-level sensor dependent tasks identified within various embedded
domains, 2) highlights common kernels of computation that were identified, 3) shows
conceptually how our sensor processing unit (SPU) integrates into an embedded system.
Sensor processing oﬄoad The SPU supports the direct fusion of sensor data without
intervention from the primary processor, allowing any arbitrary function involving weighting
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the sensor values and summing them together. The SPU has been designed to operate in the
following manner. First a user application programs the SPU with functions that need to be
performed on the output of one or more sensors. Once programmed, the SPU computes these
functions continuously as sensor data flows into the SPU. The output of the sensors are directly
connected to the SPU, thus the SPU reevaluates its programmed functions autonomously of the
rest of the processor. When the user application requires the result of one of the programmed
functions, it simply issues a single instruction to fetch this value from a special register. This is
opposed to the traditional approach of 1) reading all sensor values required by a function, and
2) computing the function in software. In addition to increasing the speed at which a given
sensor processing function can be computed, discussed in Section 2.6.2, the SPU allows the rest
of the processor to focus on other tasks.
Event detection Each function programmed into the SPU can have an event associated
with it. An event checks if the result of a given function is <,>,or = to a fixed value, or if the
result of a function is within or outside a given range. If the associated condition is true, then
an interrupt is sent to the main processor. The purpose of this functionality is to allow the
processor to work on other tasks until a given event fires, as opposed to continuously polling
sensor values and performing event checks in software. This capability targets applications that
take actions when sensor values surpass a given threshold (e.g. thermal shutdown condition),
or fall outside an acceptable range (e.g. voltage supply stability). While, current processors
have the ability to react to simple events such a thermal overload [62], the SPU is a lightweight
means to generalize the types of events that a processor can detect and respond.
Power management Many processors and microcontrollers support a low power mode
from which they can be woken up by an interrupt [61]. Given the SPU’s ability to operate on
sensor data autonomously of the rest of the processor, the SPU could potentially be used as a
lightweight mechanism that allows the rest of the processor to go into, or come out of a low
power state based on sensor data.
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Listing 1 provides a sample code excerpt that shows how the common task of computing
an average of multiple sensors could be implemented with and without the SPU. An important
point to note is that while the time to compute the average in software is a function of the
number sensors, the time to compute the average of 1 to N sensors using the SPU is constant.
Where N is the number of sensors supported by the SPU. Of course a major hardware design-
time decision that needs to be made is how many sensors should the SPU support, since the
hardware resources of the SPU will be proportionate to the number of sensors supported.
WITHOUT SPU
int s1 ,s2 ,s3 ,avg;
while (1){
// Sensor reads could be a large number of assembly instructions
s1=read_sensor_1 ();
s2=read_sensor_2 ();
s3=read_sensor_3 ();
// Time to compute Average will vary with # number of sensors read
avg=(s1+s2+s3)/3
}
WITH SPU
int avg ,sum;
int param1 ,param2;
param1 =0 x01010100; // Configure SPU to sum first
param2 =0 x11100000; // 3 sensor values.
// Initialize SPU once
setup_SPU(param1 ,param2)
24
while (1){
// A single assembly instruction reads and sums sensor values.
read_spu(sum);
avg=sum/3;
}
Listing 1: Illustrates the difference between using the SPU vs.
standard software for computing the average of multiple sensors.
2.4.2.2 Architecture
Figure 2.6 illustrates the architecture of the SPU. The following describes the five major
components that comprise the SPU; Sensor Data Extractor, Configuration Storage, Processing
Unit, Result Storage, and Interrupt Generator.
Figure 2.6 Architecture of the SPU
Sensor Data Extractor This block is responsible for connecting the SPU to the sensors.
It continuously streams sensor data to the SPU’s Processing Unit, and Interrupt Generator.
Configuration Storage This is where configuration information sent by a user applica-
tion is stored. This information includes the set of sensors a given function operates on, the
operations and constants that define a function, and threshold and range values associated with
events that can generate interrupts to the main processor
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Processing Unit This unit is responsible for all computations in the SPU. It is a simple
Multiply-Accumulate module that multiplies sensor values with their associated weights (found
in Configuration Storage). After a function has been computed, its value is stored in the Result
Storage block, and the Processing Unit is reinitialized. Then the configuration parameters,
and sensor values for the next function are loaded into the Processing Unit. This allows the
Processing Unit to be time shared among many functions. If each function is assumed to
executed in a single clock cycle, then this unit can scale to a large number of functions before
noticeable latency issues associated with stale data arise.
Result Storage This block is used to store the results calculated by the Processing Unit.
When an application requests the result of a given function, the value is fetched from this
block. As the number of functions computed by the Processing Unit increases the staleness of
the data stored in the Result Storage block increases. However, given that the clock rate of a
processor is typically much higher than the rate of change of sensors, the relatively small time
lag should be acceptable for most applications.
Interrupt Generator The Interrupt Generator is responsible for detecting when a sen-
sor value, or function computed by the Processing Unit satisfies criteria specified by a user
application. If a criteria is met, then an “event” is said to have taken place. On the occurrence
of an event this unit sends an interrupt to the main processor.
2.5 Evaluation Methodology
Maintaining consistency is a key factor in being able to compare different methods of imple-
mentation. The RAVI development board allowed the use of a single platform for developing
and evaluating each variation of our architecture. The portions of the board we used for our
experiments included the Cyclone III FPGA, the on-board DDR DRAM and the UART port.
The FPGA was used to implement the NIOS-II (Altera’s soft-processor), the DDR stored soft-
ware that was run on the NIOS-II and the UART port supported data collection. A pictorial
description of the setup is shown in Figure 2.7.
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Figure 2.7 High-level depiction of experimental setup.
The FPGA allows all tests to run on a common processor, NIOS-II, and enabled implement-
ing tightly processor-coupled hardware blocks. It should be emphasized that while our FPGA
infrastructure is well suited for quantifying software/hardware tradeoffs, for an end product
that is to be mass produced an application specific integrate circuit (ASIC) realization would
be preferred from an economic, performance, and energy consumption perspective.
2.5.1 Hardware-base context switching PID
The metrics of interest for our evaluation were 1) response time (defined to be the time to
service all plants once), and 2) response-time jitter. The system variables we varied to evaluate
these metrics were:
1. the architecture (Case 1, 2, 3, 4),
2. the number of plants controlled (10,100, 1000),
3. the processor interrupt timer (1 ms, 100 ms),
4. the sensor sampling rate, in samples per second (SPS) (No Delay, 200KSPS, 819SPS),
5. software-implemented jitter compensation (used or not used) [126].
For profiling the system, software and hardware elements were added to take measure-
ments. One advantage of hardware-based monitoring is it does not interfere with the timing
of the system under test. For our evaluation a hardware based time-stamp counter (TSC)
was implement to accurately measure plant response-time. Figure 2.8 depicts the flow of the
evaluation process. First, the number of plants to be serviced (N) and the number of times to
cycle through servicing the plants is set. For our experiments, we cycle through all plants one
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thousand times. For each plant we 1) record the time servicing begins, 2) service the plant,
and 3) record the time servicing completes. Once all plants have been serviced one thousand
times, the collect data is transmitted to a standard PC for analysis. This procedure was run
for each configuration evaluated. Section 2.6.1 discusses the results of these experiments.
Figure 2.8 Test flow for measuring the response time of each architecture.
Reference Architectures We created three reference implementations to help clarify the
speedup attained from our proposed approach (Case IV, Figure 2.9(d)). As we move from Case
I to Case IV, larger portions of the PID control loop is migrated to hardware. A description
of the four cases follows:
• Case I: A fully-software implemented solution on the NIOS soft-core processor (Fig-
ure 2.9(a)). This setup uses the system’s standard software interface for sampling sensor
data. This case’s performance is expected to suffer from high bus-latencies and having
to execute the PID functionality in software.
• Case II: The PID execution unit is used to accelerate PID computations. The standard
software interface is still used for sampling sensor data, and context switching between
each plant is the responsibility of software. It is expected this setup will still suffer from
high bus-latency (Figure 2.9(b)).
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(a) Case I: Software implemented PID
controllers.
(b) Case II: CPU-based context switch-
ing of hardware PID functional unit,
and CPU driven sensor sampling. A
context switching approach.
(c) Case III: CPU-based context
switching of hardware PID functional
unit, and PID functional unit driven
sensor sampling.
(d) Case IV: Context switching of hard-
ware PID functional unit, and sensor
sampling in hardware (our approach).
Figure 2.9 Reference designs used to show how performance changes when moving from an all
software solution (a), to software/hardware hybrid approaches (b), (c), compared
to our full hardware PID off-loading solution (d).
• Case III: In addition to making use of the PID execution unit, this case also uses low
latency custom instructions to give the processor quick access to senor data. The context
switching between plants is still the responsibility of software. It is expected that having
the software perform the PID context switching will have significant execution overhead
(Figure 2.9(c)).
• Case IV: All functionality associated with sampling senor values, PID computation, and
plant context switching are placed in hardware. It is expected this setup will greatly
outperform Cases I - III (Figure 2.9(d)).
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In addition to evaluating different distributions of functionality between software and hard-
ware, we examine the impact of the following system parameters on the response time and
response-time jitter of each distribution:
• processor’s timer interrupt period: We use a programmable hardware timer to vary how
often interrupts fired. This allowed us to isolate jitter caused by interrupts from jitter
associated with the nature of an implementation approach (i.e. Cases I-IV). We examine
the impact of setting the interrupt period to be 1ms versus 100 ms. Most general purpose
processors require some form of hardware interrupt timer to function properly.
• software-implemented jitter compensation: We implemented a jitter compensation method
as given in [126]. The pseudo-code for implementing this method is shown in Listing 2.
During a calibration run, the longest latency of servicing a plant is recorded. Then, this
estimated worst-case delay is used to extend the effective response time if a given plant
is serviced in less than its estimated worst case. For example, if the worst-case estimated
service time for a plant is 5 us, and the current servicing of the plant finishes in 3us, then
the processor will wait for another 2 us. This gives the plant an effective service time of
5 us, thus helping reduce the response-time jitter of the system.
// Reduce response -time -jitter by forcing each cycle of the
// control loop to be equal to the worst case measured loop delay.
while (1){
reset_time_stamp_counter ();
// start control algorithm
...
...
// end control algorithm
end_time = read_time_stamp ();
if(end_time > worst_delay ){
worst_delay = end_time;
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}
wait(worst_delay - end_time );
}
Listing 2: Gives a traditional software approach for reducing the
jitter of a control algorithm ’s control loop.
2.5.2 Sensor Processing Unit (SPU)
The SPU was implemented on the FPGA and connected to the processor using the copro-
cessor interface. The coprocessor interface allows User Defined Instructions (UDIs) to be used
to read the sensor data. A Peripheral Local Bus (PLB) also connects the processor to a pseudo
sensor. Evaluation experiments were performed for the following three setups:
1. PLB: A pseudo sensor is read over the PLB by the processor. This scenario is used
to emulate an embedded processor reading sensor data over an on-chip general purpose
peripheral bus.
2. UDI: The fact that the coprocessor interface is faster than the PLB contributes to the
improved performance of the propose architecture. However, to show that this is not the
sole reason for the improvement we have included this additional case, where the data is
read over the low overhead coprocessor interface, but without the SPU.
3. SPU: The SPU implements a hardware unit to accelerate the common sensor processing
kernels described in section 2.2.2. The processor uses UDIs to program the SPU, as well
as to read data from the SPU.
The three setups were compared with respect to three metrics:
1. Execution Time: The amount of time required to complete a sensor processing operation.
2. Code Density: Size of the compiled programs.
3. Response Latency: Latency between an event occurring and the processor responding
(used for the interrupt generation feature of the SPU).
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2.6 Results and Analysis
First results related the response time of our PID execution unit are presented. This is
followed by the results of our SPU evaluation experiments.
2.6.1 Hardware-based context switching PID
Figure 2.10 summarizes the average plant response time, in tabular form, when sensor
delay and the number of plants are varied. Figure 2.11 shows how functionality is migrated
from software to hardware when moving from Case I - Case IV.
Figure 2.10 Summary of response time across Cases I - IV. Note: Sensor update rate is
measured in samples per second (SPS)
Figure 2.11 Illustration of movement of functionality from software to hardware.
Figures 2.12 - 2.14 present our results in the form of response-time histograms, showing the
number of times an individual plant experienced a given response time (in microseconds). The
response time is shown as a function of three variables; architectural implementation (Case I,
Case II, Case III, Case IV), interrupt period (1ms and 100ms) and jitter compensation (yes or
no). In these plots sensor sample time is held constant as No Delay, and the number of plants
serviced is set to 100.
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Each plot contains data from two identical experimental setups, with the only difference
being jitter compensation enabled or not. The dotted line in each plot separates the non-
compensation experimental run (left side) from the compensation implemented one (right).
The experiments that do not implement jitter compensation have shorter average response
times, but show more jitter than the experiments that implement jitter compensation. This
is in alignment with our expectations. We have not plotted the histogram for the purely
hardware architecture (Case IV) as the system is deterministic by nature (e.g. it cannot
be unwantedly affected by software interrupts). We next organize our observations by test
parameters; Architecture, Interrupt period, Jitter compensation.
Migrating functionality As expected, as functionality is migrated into hardware, re-
sponse time decreases. Thus the fully hardware implemented PID architecture can service more
plants than the other architectures. As the speed of the sensor decreases, the benefit of having
dedicated hardware with respect to response time decreases since the bottleneck of the system
becomes the sensor.
Figure 2.12 Response time and jitter: This plot shows the number of times plants experi-
enced a given amount of response time. The distribution of these response times
is a measure of how much jitter a give system configuration experienced. The
parameter settings for this experiment were: # of plants = 100, sample rate =
No Delay, Architecture = Case I.
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Figure 2.13 Response time and jitter: This plot shows the number of times plants experi-
enced a given amount of response time. The distribution of these response times
is a measure of how much jitter a give system configuration experienced. The
parameter settings for this experiment were: # of plants = 100, sample rate =
No Delay, Architecture = Case II.
Interrupt period When we look at each plot, we notice that the jitter reduces when
changing the interrupt period from 1ms to 100ms. This suggests that setting the rate of
interrupts as low as possible may be a good practice for minimizing the response-time jitter of
a system. However, one must use caution, as some tasks that rely on interrupts may suffer if
a given interrupt type’s rate is lowered below a given threshold.
Jitter compensation When jitter compensation is used, each plot shows a decrease in
jitter and an increase in average response time. This matches our expected results, since the
implemented algorithm forces the system to wait for the worst-case service time each time a
given plant is served.
Summary Figure 2.10 tabulates response time as a function of number of plants, archi-
tectures and the sample rate of the sensors. It shows several interesting patterns. First, the
response time of a system with a given architecture and sampling rate is directly proportional
to the number of plants that are being controlled by the system.
Second, while keeping a fixed sampling rate and a fixed number of plants, and moving
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Figure 2.14 Response time and jitter: This plot shows the number of times plants experi-
enced a given amount of response time. The distribution of these response times
is a measure of how much jitter a give system configuration experienced. The
parameter settings for this experiment were: # of plants = 100, sample rate =
No Delay, Architecture = Case III.
from Case I (completely software) to Case IV (completely hardware) we see improved response
times. However, there is a large decrease in response-time performance when moving form
Case III to case IV. This indicates the vast majority of the main processor’s time was spend
executing context switching operations. It makes sense that hardware would perform this task
much more efficiently since it stores all context information locally in BlockRAM (i.e on-chip
memory), which can be accessed in a single clock cycle. While the main processor potentially
has to fetch context information from main memory.
Third, all of the reference architectures have response-time jitter on the order of tens of (up
to ∼100) microseconds, Figures 2.12 - 2.14. Digital control theory assumes the response time
and sampling time are periodic, thus unbounded-jitter can cause serious instability issues [126].
Using jitter compensation methods help reduce this jitter, but having the PID loop deployed
as a coprocessor eliminates jitter from such sources as interrupts and cache misses.
Resource utilization As can be seen in Figure 2.15, the resources utilization of the PID
coprocessor is negligible with respect to the NIOS-II processor. Even the combination of the
two utilize less than 30% of logic resources. In terms of on-chip memory utilization, the NIOS-
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II uses less than 40% of these resources. Thus, well over 50% of the FPGA is available for
implementing additional functionality.
Figure 2.15 Table showing the device utilization of our Context-switched PID system
2.6.2 Sensor Processing Unit
This section presents the results of the SPU experimental setup described earlier in Sec-
tion 2.5.2.
Figure 2.16 Comparing the execution time of various common kernels on all three experimen-
tal setups. As seen here, the SPU is typically fastest for most kernels.
Execution Time As can be seen from Figure 2.16, the execution time for the SPU is
the lowest for most kernels. The execution time of both the PLB and UDI cases varies with
tasks complexity. Also as the number of sensors increases, execution time for the PLB and
UDI implementations increases (see Figure 2.17). On the other hand, the SPU execution time
remains fairly constant for functions directly supported by the SPU. For functions not directly
supported by the SPU, execution times do increase with the complexity. The execution time
of the SPU remains constant as the number of sensors increases. However, as the number
of sensors supported increases, the hardware resources required also increases. Across all
cases, the average speedup obtained using the SPU was 2.48 fold faster than the PLB setup.
Compared to the UDI setup, the SPU showed an average speedup factor of 1.38. This shows
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Figure 2.17 The effect of increasing the number of sensors on the execution time of the “Average”
kernel. As seen here, regardless of the number of sensors, the time taken for reading the
result from the SPU remains constant.
the speedups obtained over the PLB setup are not solely due to the SPU using the faster
coprocessor interface.
Figure 2.18 The executable binary size for various kernels for all three experimental setups. As seen
here, the SPU case is the smallest in most cases.
Code Density As shown in Figure 2.18, the SPU presents a clear advantage over the
PLB setup in terms of code density. This is expected since communicating over the PLB
would entail some extra instructions for the arbitration of the PLB. On average the programs
that used the SPU were 68.6% smaller than programs that used the PLB. The difference in
code size between the SPU and UDI cases were negligible. Thus, even if the SPU itself is not
implemented on a processor, these results suggest that implementing such a single instruction
method of sensor access gives improvements in code size, as compared to using a standard
shared peripheral bus.
Response Time As is clearly seen in Figure 2.19, the response time of the SPU is much
higher than the other two setups due to the overhead of performing a context switch by the
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Figure 2.19 Comparing the response across setups. The PLB and UDI setups use polling, and the
SPU generates interrupts. Although the SPU case has a large latency, oﬄoading event
monitoring to the SPU could relieve the main processor of a major computing burden
when monitoring rare events for a high sample rate sensor.
interrupt handler. However, we have considered only the simplest of cases where in the PLB
and UDI setups continuously polls the sensor without doing anything else. In situations where
the response time is tightly constrained, such tight polling may be the only option, but in cases
where the response time is allowed to be larger, the SPU presents another option. Using the
SPU, the processor can continue executing other tasks while the sensor monitoring responsibility
is relinquished to the SPU. The rest of the processor could even be put into a low power state,
and woken up only when specific conditions are met. Exploring methods to reduce the context
switching overhead in embedded microprocessors in order to allow for better response times
(e.g. as in [129]) would be beneficial for such use-cases.
Resource utilization Figure 2.20 shows that the resource utilization of the SPU is well
under 1% of the resources available on the Virtex5 FPGA (FX70).
Figure 2.20 Table showing the device utilization of our Sensor-Processing Unit
2.7 Conclusion & Future Directions
An architecture capable of supporting the control of systems requiring tightly bound mi-
crosecond response times was presented. Our time-multiplexed hardware PID controller, which
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is tightly integrated with a soft-core embedded processor, scales to support hundreds of PID
control loops while maintaining response time performance. This architecture oﬄoads the time
critical PID computations to a custom functional unit, allowing non real-time tasks to execute
on the soft-core processor without impacting the PIDs response times.
Response time and jitter characterization was performed on a software only implementation
of multiple PID controllers, along with two alternative software/hardware codesign architec-
tures that can be viewed as intermediate architectures between the software-only architecture
and our final time-multiplexed hardware architecture.
A sensor processing unit (SPU) was discussed and evaluated for oﬄoading common sensor
processing kernels of computation.
Future directions for this work are: 1) deploying the Linux operating system on to the soft-
core processor, while running PID controllers on the custom PID functional unit, 2) extending
our time-multiplexed hardware implemented PID architecture to support cascaded PIDs, 3)
developing additional custom functional units to support the design and evaluation of more
complex control algorithms, 5) extending our SPU to support more advanced sensor processing
tasks (e.g. sensor fusion using Kalman filtering), 6) potentially making these modules dynam-
ically swappable at run-time, 7) implementing more advanced in hardware scheduling schemes
(e.g. rate-monotonic, earliest deadline first) for scheduling plant servicing, and 8) using the
SPU to condition sensor data and forward results directly to the PID coprocessor.
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CHAPTER 3. AN FPGA-BASED PLANT-ON-CHIP PLATFORM FOR
CYBER-PHYSICAL SYSTEM ANALYSIS
A paper published in IEEE Embedded Systems Letters Special Issue on Rigorous Modeling
and Analysis of Cyber-Physical Systems, March 2014
Sudhanshu Vyas 1 Chetan Kumar N G2, Joseph Zambreno3, Chris Gill4, Ron Cytron4,
and Phillip Jones5
Abstract
Digital control systems are traditionally designed independent of their implementation plat-
form, assuming constant sensor sampling rates and processor response times. Applications are
deployed to processors that are shared amongst control and non-control tasks, to maximize
resource utilization. This potentially overlooks that computing mechanisms meant for improv-
ing average CPU usage, such as cache, interrupts, and task management through schedulers,
contribute to non-deterministic interference between tasks. This response time jitter can re-
sult in reduced system stability, motivating further study by both the controls and computing
communities to maximize CPU utilization, while maintaining physical system stability needs.
In this paper, we describe an FPGA-based embedded software platform coupled with a hard-
ware plant emulator (as opposed to purely software-based simulations or hardware-in-the-loop
setups) that forms a basis for safe and accurate analysis of Cyber-Physical Systems. We model
and analyze an inverted pendulum to demonstrate that our setup can provide a significantly
more accurate representation of a real system.
1Primary researcher and author
2Graduate Student, Department of Electrical and Computer Engineering, Iowa State University
3Associate Professor, Department of Electrical and Computer Engineering, Iowa State University
4Professor, Department of Computer Science and Engineering Engineering, Washington University, St.Louis
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(a) (b) (c) (d)
Figure 3.1 Effect of computational delay on a digital control system. With the sample period
fixed at 15ms, the delay is varied from 15% (a) to 90% (d). At 65%, a ringing
begins to appear in (b), which becomes more pronounced at 85% (c). Finally, at
90% (d), the plant remains stable while the controller continuously oscillates.
3.1 Introduction
Embedded systems and digital control theory have independently developed into mature
fields, despite the clear connection between controllers and embedded platforms. Initially, each
digital control loop was implemented on a dedicated processor, thus maintaining a separation
of concerns. The demand for tighter system integration and the use of economical commercial-
off-the-shelf products has blurred this separation [3]. In modern systems, the tasks running on
the processor unknowingly compete for processor resources. These resources, meant to improve
average resource usage for non-real-time systems, are becoming sources of non-deterministic
computation time or computation jitter. Example causes include interrupts [3], branch mis-
prediction [34], cache misses [105], and task management through operating systems [104].
These features limit the degree to which time invariance can be guaranteed, and cause systems
to break control engineers’ key assumption of constant sample rates and processor response
time [5]. Ultimately, control loop robustness is greatly affected by this transition from a dedi-
cated processor system to an environment of tasks competing for resources [17]. Thus, a more
holistic view is now needed to develop and deploy controllers that take into account cyber-
architecture artifacts on a system’s physical stability.
As a motivating example, Fig. 3.1 shows the timing response of an inverted pendulum model
as we vary the computational delay (the time between receiving a sensor sample and sending
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the response), while holding sensor sample rate constant. In Fig. 3.1(a), a controller computing
delay that is 15% of the state sampling rate has negligible impact on the system’s stability. As
the delay increases to 65% of the sample period (Fig. 3.1(b)), some ringing in the control signal
becomes apparent. Progressing to a delay of 85% of the sample period (Fig. 3.1(c)) causes the
plant to become less stable with oscillations that are now more pronounced. It is interesting
to note that the state of the plant (i.e. cart position and pendulum angle) still appears stable.
A further increase in the computational delay (Fig. 3.1(d)) leads to loss of controller stability
resulting in an eventual fall for the pendulum.
Previous work has identified jitter in Cyber-Physical Systems (CPS) as a significant research
challenge. The authors in [105] worked on characterizing Linux for real-time applications and
found that the sources of jitter were implicit to the processor and were not completely cor-
rectable through software. A detailed analysis of branch-prediction schemes [34] concludes
that static branching schemes work better for real-time systems than dynamic branch predic-
tion. In [13], the authors compare several scheduling methods and concluded that deadline
advancement was the most consistent, with minimal degradation in performance of controllers
as the number of tasks increased and had relatively consistent low jitter. Controls experts
are developing toolflows, like TrueTime-JitterBug, to evaluate the impact of a controller’s
response-time jitter on closed-loop stability [17]. In [18, 36] the authors have developed a set
of stability criteria for closed-loop systems in which the sample rate contains jitter. In [21], a
quantitative metric similar to the concept of phase margin is proposed, called jitter margin,
which is the upper-bound of delay that a control loop can tolerate before going unstable. In
an approach closely related to ours, the delay and period of control loops are used in a cost
function, which is then treated as a minimization problem [10], and later a convex optimization
problem [128]. A limitation of many of the previous approaches is their reliance on analytical
tools and simulations of CPS which mask the jitter caused by hardware architectures.
In contrast, this paper presents the design and implementation of a control systems emula-
tion framework that couples plant emulation hardware with an embedded processor, together
on a Field-Programmable Array (FPGA)-based platform. This hardware/software framework
allows us to more accurately study the interaction between an actual processor and a Plant-
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Figure 3.2 Our experimental setup implemented on our in-house reconfigurable platform,
RAVI. Note θ and x˙ of the plant model.
on-Chip (PoC). Our experimental results, using a state-space model of an inverted pendulum
as captured in the PoC hardware, indicate that this proposed framework both safely and ac-
curately captures the non-deterministic effects of modern processor architecture on a physical
plant. Since the setup uses the same interfaces that the actual system would use, once the
PoC is replaced by the real plant, the input and output jitter from sampling and actuating
are already accounted for in the platform. The PoC could be integrated via on-chip or off-chip
networking interface to emulate plants being controlled over a network.
3.2 Architecture
Figure 3.2 illustrates our FPGA-based infrastructure for CPS analysis. The FPGA is con-
figured to implement the three main components: 1) an embedded processor (NIOS II) with
conventional architectural features that is capable of running a modern operating system (OS),
2) a custom PoC emulator that implements a given model for the system under test, and
3) a profiler module that collects appropriate performance data and reports back to a host
workstation. Our in-house reconfigurable platform, the RAVI (Reconfigurable Autonomous
Vehicle Infrastructure) board, is also shown in Fig. 3.2. This small form factor (90 grams and
3.4”x3.4”) board was specifically designed and fabricated at Iowa State University to promote
the development of efficient control systems for mobile autonomous vehicles, hosting an Altera
Cyclone III FPGA for deploying the computational stack, an inertial measurement unit (IMU)
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Figure 3.3 Register Level architecture of the state-space based Plant-on-Chip emulator.
for monitoring physical dynamics of vehicles, and other features that enable it to support a
wide range of autonomous vehicles and applications.
Our proposed dedicated hardware (Fig. 3.3) emulates the state-space model of the chosen
physical plant. Our example plant is an inverted pendulum from [97], where the state-vector,
X consists of four variables, the pendulum’s angle θ and angular rate θ˙, and its cart’s position
x and velocity x˙. u is the input variable that comes from the controller to stabilize the plant
and is stored in the ‘Control Input reg’. The previous state of X is stored in the ‘Old X RAM’.
The feed-back matrix A and input matrix B are constants and thus stored in ‘A ROM’ and ‘B
ROM’. The new state of X is calculated by the hardware, with the help of a finite state machine
(FSM) and internal timers, as follows. u is sequentially multiplied with the ‘B’ matrix and the
result stored in ‘uB RAM’. Next, the dot products of X with each row of A is sequentially
calculated with the help of the accumulator and stored in the ‘AX RAM’. Then, the addition
of vectors Bu and Ax is performed, resulting in the new, updated state X and stored in the
‘Xnew RAM’. The processor may sample X at any time through the ‘Sample Reg’. A hardware
interface is dedicated to non-intrusive transmission of X, u, and their respective time stamps
through the ‘UART Reg’. Other important evaluation metrics like sample-to-actuation time
delay and the energy consumed by actuators are performed during post processing from the
recorded data.
We require a noise source to emulate a noisy environment and test robustness in the same
manner as JitterBug [17]. This is implemented with the ‘Dist ROM’ which contains a sample
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array of a white-noise signal similar to JitterBug’s disturbance. A value from the ‘Dist ROM’ is
periodically injected into the system by adding it to the input u before starting a state-update.
This emulates an external force being exerted on the cart and can be enabled or disabled
through software by an application designer.
The current hardware utilization is fairly small with 2900 LUTs, 800 flip-flops, 32 DSP
blocks and 1K of RAM/ROM. With a 50 MHz clock source, the emulator updates its state
every 100µs, which is sufficient for emulating our example inverted pendulum plant. The
advantage of our setup is that the states are periodically updated, independent of the processor
controlling the hardware emulator. This eliminates the effects software simulations have on the
computer they are usually running on (for example missing or late updates), especially when
that computer is running the control algorithm, as well. The processor controlling this emulator
cannot distinguish between the actual plant or its emulation, as the interface is unchanged and
the hardware appears as an independent entity.
3.3 Experimental Setup and Results
In evaluating our framework, we attempted a validation of the PoC against known control
system evaluation tools and standards. Control systems can be evaluated based on transient
response, energy consumption, or other cost functions. These metrics correlate with the amount
of effort the controller exerts to keep the system stable after receiving a change either in
reference value, or when experiencing an external disturbance. We shall now refer to this metric
as J . For Jitterbug, J is an ‘integration of square of error’ [17], where error is the deviation
of a designer specified variable from zero. The PoC’s J is the energy (Joules) spent by the
actuator. A secondary interest was in comparing the J ’s from JitterBug and the PoC. Initial
experiments indicate that a JitterBug cost function of J =
∑t=timesim
t=0
(
eθ˙
2 + ex2 + ex˙2
)
was
closest to the amount of energy used by the actuator to keep the pendulum upright. Method 1
describes our routine for characterizing system costs. We explored the design space by varying
sample period and computational delay and measured the cost in JitterBug and the energy
in our setup to keep the system stable. The points where JitterBug’s plots trend to infinity
(equivalent to the plateau region of our setup’s plots) correspond to the unstable regions of
45
the system. To give a physical perspective, these regions correspond to our pendulum example
losing balance.
Method 1 Control system cost profiling
1: procedure Initialize
2: for period = 2ms→ 20ms do
3: for delay = 0%→ 100% do
4: run simulation for timesim
5: J ← calculate energy . or cost
6: ArrayJ ← J ; delay ← delay + 5%
7: MatrixJ ← ArrayJ ; period← period+ 1ms
We conducted two sets of experiments. First, we attempted to maintain the pendulum cart
at a fixed location, given various external disturbances. This can be done in JitterBug and in
our setup. Next, we tested our setup with a step-response, which JitterBug does not permit.
We performed a profiling of the relevant cost, as outlined in Method 1, and fed this data into
Matlab to create the following surface plots.
(a) JitterBug (b) Plant-on-Chip
Figure 3.4 Surface plots of cost (a) and energy (b) while injecting disturbance in cart position
x
Figure 3.4 gives a summary of the first experiment’s results. We see common trends in
both setups. As we increase the computational delay from 0% of the sample period to a full
sample period, the cost (Fig. 3.4(a)) of keeping the system stable and the amount of energy
(Fig. 3.4(b)) needed by the system to keep the system stable increase in a similar fashion. Both
setups show an increase in cost and energy as the sample period of the controller is increased.
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The region of instability is almost the same in both setups, with the PoC setup showing a
slightly smaller region. An example point is where sample period is 15ms and delay percentage
is 70%. JitterBug shows that the system will be unstable whereas the PoC setup indicates that
the system will be stable, but will spend more energy to maintain stability. This difference
is because the pattern and magnitude of JitterBug’s external disturbance is unknown and an
estimated pattern is used in the PoC setup. The major difference between the setups is that
JitterBug predicts that the system will be stable when the sample period is 20ms and delay is
roughly 40% or less. Since the PoC is a more realistic setup and shows that a 20ms sample
period even with no delay will be unstable, we can safely say that JitterBug’s prediction is less
accurate.
While analyzing our setup’s step response (Fig. 3.5) to different combinations of sample
period and delay, we can refer back to Fig. 3.1 for additional clarity. Keeping the sample
period fixed to 15ms, let us observe the impact of increasing delay. At 15% delay, the system is
very stable in the time response plot (Fig. 3.1(a)) and is in the dark-blue plain of Fig. 3.5. As
we increase delay, we start seeing a damp oscillation in the controller signal begin to increase in
Figs. 3.1(b) and 3.1(c) and the energy increase and climb the cliff of the surface plot of Fig. 3.5.
At 95%, the system is unstable (Fig. 3.1(d)) and the corresponding point on the surface plot
is on the plateau, further indicating instability. A JitterBug version of this test is not possible
as the reference value cannot be set by a user to produce a step input.
Figure 3.5 Characterization plot of PoC’s step-response
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3.4 Conclusion
We presented a method for analyzing Cyber-Physical Systems using a hardware plant em-
ulator we designed and integrated with an embedded processor in an FPGA-based platform.
Our framework provides insight for embedded designers into how computer architecture can
influence control loops. Though current simulation-based design tools provide a good approx-
imation of a system’s robustness to sample-period and delay, they work in environments and
with assumptions that the delay can be modeled as a probability distribution function [13] [17].
Research [34] [105] [104] shows this to be not realistic and that computer elements cause non-
deterministic time-varying delay and sample-period. With an actual processor under test, our
setup inherently contains these non-deterministic sources of delay jitter and thus gives a more
accurate result, when characterizing a system’s robustness against sample period and delay
variation.
In the future, we plan to control a plant-on-chip emulator while sharing processor resources
with other tasks, using a real-time operating system (e.g. RT-Linux).
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CHAPTER 4. A SOFTWARE CONFIGURABLE
COPROCESSOR-BASED STATE-SPACE CONTROLLER
A paper published in International Conference on Field-programmable Logic and
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Abstract
We present a software configurable coprocessor-based state-space controller that can control
physical processes representable by a linear state-space model. Our proposed architecture has
distinct advantages over purely software or purely hardware approaches. It differs from other
hardware controllers in that it is not hardwired to control one or a small range of plant types
(e.g. only electric motors). Via software, an embedded systems engineer can easily reconfigure
the controller to suit a wide range of controls applications that can be represented as a state-
space linear model. Additionally, we introduce a novel design methodology to help bridge
the gap between controls and embedded system engineering. Control of the well-understood
inverted pendulum on a cart is used as an illustrative example of how the proposed hardware
accelerator architecture supports our envisioned design methodology for helping bridge the gap
between controls and embedded software engineering.
1Graduate student researched and author
2Associate Professor, Department of Electrical and Computer Engineering, Iowa State University
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4.1 Introduction
Field-programmable gate arrays (FPGAs) are of growing interest in the area of applied
control theory [85]. In addition to the massive parallelism available on FPGAs that can po-
tentially be utilized to obtain high controller update rates, software-hardware co-design using
FPGAs can help separate embedded software concerns (e.g. real-time scheduling feasibility),
from controls concerns (e.g. accounting for update-rate jitter).
Implementing an efficient controller on an FPGA can be challenging for engineers unfamiliar
with hardware architecture design. One solution is software programmable hardware. In our
work, we describe a software-configurable FPGA co-processor architecture that can implement
a wide range of linear state-space controllers, up to the complexity of a Linear Quadratic
Regulator (LQR) coupled with a Luenberger Observer.
For the purpose of evaluation, the controller can be interfaced to a hardware-based emula-
tion of a physical plant (i.e. Plant on Chip) [125]. This arrangement is depicted in Fig. 4.1. The
Plant on Chip (PoC) allows for rapid, and consistent testing of control algorithms and system
platform configurations. Once stability of the emulated plant is achieved, it can be replaced
with an interface to the actual plants sensors and/or actuators. All control computations are
done in hardware, while software running on the CPU is used to initialize the co-processor.
The software is also free to perform other tasks, for example, task scheduling, path planning,
video processing, and interactive communications.
The remainder of this paper is organized as follows. In Section 6.2, we discuss and compare
related works in this problem space. In Section 4.3, we describe the detailed design of our
software configurable co-processor based state-space controller, and provide a brief overview of
our plant on chip architecture. In Section 4.4, we present an illustrative example of using our
co-processor to evaluate the use of hardware verses software for an embedded controls applica-
tion, and explore the performance and scaling of our coprocessor-based controller. Section 6.6
concludes this paper and provides avenues of future work.
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4.2 Related Work
Kozak, in [75], surveys trends in the field of applied controls, in which we see controls
have evolved from manually-tuned single-input single-output (SISO) controllers to multiple-
input multiple output (MIMO) H∞ controllers and model-predictive controllers (MPC). The
latter types of algorithms are computationally intense and can introduce significant latencies
when implemented with off-the-shelf processing platforms. Kozak additionally suggests that
a software-hardware co-design approach for implementing advanced controllers (e.g. H∞) in
FPGAs would enable designers to make better use of these complex controllers in high-speed
systems. Monmasson, in [86], makes a similar suggestion, pointing out how different parts of
a control algorithm are better suited for different types of hardware. However, locating the
optimal software-hardware partition is still a challenge.
There are numerous examples of application-specific FPGA-based controllers in the litera-
ture. An example of a system requiring very fast control update rates appears in [98], in which
a high-speed pan/tilt camera is designed to track objects. In order to reach the 3.5ms update
rate, a dedicated PC is used to perform image processing and produce motor control signals. It
is noted that the PC introduced considerable delay in the feedback loop. Another application
requiring very high update rates appears in [119], which presents an application-specific design
that used machine vision to control an inverted pendulum. In [51], the authors developed a
self-tuning state-space controller using a multiply-accumulate unit which is interfaced with a
digital signal processor (DSP). This paper demonstrated the use of FPGAs to control a plant
with non-constant plant parameters. In [8], the design of a high-speed, hardware-only, fixed-
point MPC is discussed. Finally, in [67], an MPC is implemented on an FPGA and is shown
to allow for a significantly faster sample rates than a PC running at a higher clock frequency.
Compared to software, implementing high-performance control algorithms in hardware is
time consuming and leads to application-specific solutions. A proposed solution to this issue
appears in [123] and [11], which use a co-processor to perform low-level repetitive matrix
operations for MPC. This allows control designers to use software for the high-level logic;
however, to do so they must work with a custom floating-point format and instruction set.
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A general summary of approaches used to implement controllers on FPGAs appears in [90].
In [90] a call is made for designs that make efficient use of the massive parallelism available
on FPGAs, while retaining the generality and flexibility available to software solutions. Our
work pursues this goal. In summary, a number of works exist describing controllers that achieve
reduced computational delay. However, these controllers are designed to solve specific problems,
unlike our fully software configurable solution. Garbergs, in [38, 39], presents the closest vision
and architecture to our approach. The main differences being: 1) their design does not take
into account scaling to different sized controllers (e.g. if controller coefficients change the
design must be re-implemented), 2) their design is intended to be standalone, as compared
to being a memory-mapped co-processor, and 3) their vision focuses more on developing a
fast hardware controller as opposed to supporting a design methodology that bridges the gap
between embedded software developers and controls engineers.
4.3 System Architecture
The targeted hardware platform is the Xilinx Zynq 7000 series system-on-a-chip (SoC).
The Zynq SoC consists of an ARM Cortex A9 processor coupled with an FPGA. The Xilinx
toolchain for the Zynq directly supports hardware-software co-design, making the platform
ideal for developing co-processor based applications. FPGA components are written in VHDL
and software components are written in C.
The AXI bus is a 32-bit wide standardized interface which allows a co-processor to commu-
nicate with the CPU, or allows independent communication among co-processors. As shown
in Fig. 4.1, the PoC and the controller both have slave interfaces, which allow their internal
memory spaces to appear to the CPU as memory-mapped peripherals. Meanwhile, the AXI
Bus master interface on the LQR controller allows it to sample the output of the PoC while
the system is running.
Besides the model coefficients, both controller and PoC must be configured with three con-
stants which represent the size of the state-space model, and allow boundaries to be computed
for internal memory fetches. The controller also is configured with a particular sample rate,
which represents the number of clocks it will wait before sampling the PoC output memory.
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Figure 4.1 System Overview. Both the controller and Plant on Chip (PoC) are fully software
configurable over the shared AXI bus. A software or hardware controller can
control the PoC without requiring hardware reconfiguration.
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Figure 4.2 Architecture datapath. The dot-product result for each row is stored in the FIFO.
After all rows are processed, the FIFO writes results back in the same cycle as
they are read back out for the next update operation. An interrupt signal can be
used to notify the CPU when values are updated.
1. m: the number of plant model inputs.
2. n: the number of plant model states.
3. p: the number of plant model outputs.
Dot-products between the coefficient rows and variable vectors are performed in a straight-
forward manner using a pipelined multiply-accumulate unit, as shown in Fig. 4.2. These op-
erations are performed as single-precision floating point to avoid the limitation on precision
and tedious preprocessing work associated with fixed-point math, as well as to increase the
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ease with which the co-processor integrates with software. The resource usage of the system is
summarized in Table 4.1; in total 5% of available Slices are consumed.
Table 4.1 System Resource Usage on Zynq XC7Z020
Slices LUTs BRAM/FIFO DSP48E1
PoC 443 1376 4 7
Controller 447 1378 5 3
Total 890 2754 9 10
4.3.1 General Linearized Model of Plant
Both the PoC and controller computations are centered on a standard linear state-space
model of a physical plant. This generic system model consists of matrices A,B, and C4 and is
formulated as follows:
xk+1 = Axk +Buk (4.1)
yk = Cxk (4.2)
These equations allow one to compute the next system state xk+1 based on the current
state xk, given a particular input uk. Additionally the output yk is computed at each time step
k based on the current state and input value.
4.3.2 Co-processor Memory Space
The controller and PoC each have two separate dual-ported memories to facilitate parallel
data access: one for coefficients (A, B, C, L, K), and one for variables (x, y, u). The memory
map as seen by the CPU is shown in Fig. 4.3. Each memory is dual ported with independent
outputs. One port is dedicated to interfacing with the CPU for memory initialization and read
back, and the other port dedicated to internal operations.
As a simple optimization, matrices which are involved in the same dot-product are concate-
nated in memory where it is possible. This prevents two extra, unnecessary load-store cycles,
4We omit matrix D which is rarely required.
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Figure 4.3 Coefficients and variables occupy independent, packed memory spaces, with ma-
trices laid out in row-major order.
and is explained in greater detail in subsequent sections. All data is loaded by the CPU into a
contiguous block at the coefficient or variable memory base address, with only the values of m,
n and p being needed to compute arbitrary matrix boundaries. Compared to providing a fixed
address for each matrix, this scheme maximizes memory efficiency and plant model flexibility,
since there is no real architectural constraint on m, n or p other than the overall memory size
of the target FPGA.
4.3.3 Plant on Chip Algorithm
The A and B matrix, and the x and u vectors, are concatenated in order to allow more
efficient pipelining of multiply-accumulate operations. All computations are performed in single
precision floating point format. The PoC computes the equations in Equations 4.3 and 4.4. In
most applications the D matrix is not needed and therefore excluded.
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
x1|k+1
...
xn|k+1
 =

a1,1 · · · a1,n b1,1 · · · b1,m
...
. . .
...
...
. . .
...
an,1 · · · an,n bn,1 · · · bn,m
×

x1|k
...
xn|k
u1|k
...
um|k

(4.3)

y1
...
ym
 =

c1,1 · · · c1,n
...
. . .
...
cp,1 · · · cp,n
×

x1|k
...
xn|k
 (4.4)
4.3.4 LQR Controller Algorithm
An LQR controller is implemented to create a complete closed-loop plant control system.
An LQR controller is based around the gain matrix K. A particular K is sought such that the
feedback law uk = −Kxk minimizes the quadratic cost function in Eq. 4.5 [25].
J(u) =
∞∑
1
xTkQxk + u
T
kRuk (4.5)
Generating K requires the controls engineer to select state-cost matrix Q and performance
index matrix R which work well for a given plant.
Although the complete value of state vector x can be read from the PoC at any time, many
plant models include internal states which cannot be directly measured. Therefore, to increase
its flexibility our controller also integrates a Luenberger-type observer model. Here L denotes
the gain matrix of the observer, and y is the measurable states sampled from the plant.
xˆk+1 = Axˆk +Buk + L(y − Cxˆk) (4.6)
This addition allows the controller to estimate the value of the unmeasured plant states as
xˆ; if all states are observable then one merely configures n equal to p for the co-processor. It
is this estimated state vector which is used to generate the control vector u. This process is
shown in Fig. 4.4.
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xk+1=Axk+Buk
y=Cxk
x̂k+1=Ax̂k+Buk+L(y-Cx̂k)uk+1=-Kx̂k
u y
Plant On Chip
LQR Controller
Figure 4.4 LQR controller with observer controlling an emulated plant (PoC).
The control update operation is split into three phases, shown in Equations 4.7-4.9. Matrix
Ip×p is the identity matrix, and matrices K and C are negated before loading into memory to
eliminate the need for subtraction. Matrix sizes in terms of the user-configured constants m,
n and p are included as subscripts.
Ep×n =
[
Ip×p −Cp×n
]
×
 yp×1
xˆn×1|k
 (4.7)
xˆn×1|k+1 =
[
An×n Bn×m Ln×p
]
×

xˆn×1|k
um×1
Ep×1
 (4.8)
um×1 =
[
−Km×n
]
×
[
xˆn×1|k+1
]
(4.9)
Additionally, the addresses applied to the Coefficient RAM and Variable RAM are split
into base and offset addresses in order to increase flexibility. The pseudocode in Algorithm 2
demonstrates the computation of memory addresses for the dot product operation. Note that
address calculation arithmetic is comprised of only small integers, and is only computed once
during initialization.
4.4 Experimentation
The performance of the co-processor is tested in this section. For the experimental setup,
the Zynq’s ARM processor and FPGA fabric are both clocked at 50Mhz, and memory caching
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Algorithm 2 LQR with Observer using variable m, n, and p
1: procedure Initialize
2: vbase ← {0, p, p} . Compute memory boundaries (implemented as mux).
3: cbase ← {0, 2p(p+ n), (2p+ 2n+m)(2p+ 3n)}
4: vmax ← {(p+ n)− 1, (n+m+ p)− 1, n− 1}
5: cmax ← {2p(p+ n)− 1, (n+m+ p)(3n)− 1,mn− 1}
6: procedure Update
7: for j ← 0 ... 2 do . For each computation phase...
8: sum← 0
9: for ci ←0 ... cmax[j] do . For each coefficient...
10: sum← sum+ COEF MEM[cbase[j] + ci]×VAR MEM[vbase[j] + vi]
11: if vi = vmax[j] then
12: WBFIFO← sum . Save dot product for this row into writeback FIFO.
13: vi ← 0
14: sum← 0 . Reset accumulator.
15: else
16: vi ← vi + 1
is disabled. We configure the ARM processor to 50 Mhz to represent a lower-powered embedded
processor, and disable cache to emulate safety critical systems that require highly deterministic
timing. Traditionally, both delay and jitter are considered as critical parameters for determin-
ing the stability of a controller [1]. In this paper, we only consider delay, since the software
controller is single-threaded, and the hardware controller is naturally jitter-free. In particu-
lar we are concerned with the effect that controller update delay has on plant stability. The
experiment performed in this section presents a test plant requiring a sample rate of 2ms to
maintain stability. As shown, the hardware controller shows a clear advantage over the software
controller, as the former can maintain plant stability for large state-space models, whereas the
latter cannot due to computational delay.
4.4.1 Test Plant
The plant used during testing is the classic inverted pendulum, a non-linear model illus-
trated in Fig. 4.5. The model parameters are shown in Table 4.2. Meanwhile, the state vector
consists of four states: x, x˙,φ, and φ˙. This model requires the CPU set co-processor parameters
n = 4, m = 1, and p = 2.
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A partial derivation of the system follows. The two nonlinear equations which describe the
physics of the pendulum [58, 81] are shown below:
(M +m)x¨+ bx˙+mlθ¨cosθ −mlθ˙2sinθ = u (4.10)
(I +ml2)θ¨ +mglsinθ = −mlx¨cosθ (4.11)
We linearize the equations around the upright equilibrium position of the pendulum (θ = pi),
assuming that the system will maintain a small deviation from this position. We introduce φ
as this deviation (that is, θ = φ+ pi). We use small angle approximations of the trigonometric
functions in the system equations to obtain a linearized version.
(M +m)x¨+ bx˙−mlφ¨ = u (4.12)
(I +ml2)φ¨−mglφ = mlx¨ (4.13)
Finally we rearrange the expressions as a set of first-order differential equations so they can
be put into state-space form.

xk+1
x˙k+1
φk+1
φ˙k+1

=

0 1 0 0
0 −(I+ml
2)b
I(M+m)+Mml2
m2gl2
I(M+m)+Mml2
0
0 0 0 1
0 −mlb
I(M+m)+Mml2
mgl(M+m)
I(M+m)+Mml2
0


xk
x˙k
φk
φ˙k

+

0
I+ml2
I(M+m)+Mml2
0
ml
I(M+m)+Mml2

u
(4.14)
Note that the output expression in Equation 4.15 is configured to reflect the fact that only
position x and angle φ are directly observable.
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Figure 4.5 Inverted Pendulum Model
Table 4.2 Inverted Pendulum Model Symbols
Symbol Meaning Initialization
M cart mass 2.725kg
m pendulum mass 1.09kg
b coefficient of friction 0.1 N/m/sec
l length to pendulum
center of mass
0.2 m
I pendulum moment of
inertia
0.006kg ·m2
u applied force 0
x position displacement 0
θ angle from downward
vertical axis
N/A
φ angle from upward ver-
tical axis
−5◦
y =
1 0 0 0
0 0 1 0


xk
x˙k
φk
φ˙k

+
0
0
u (4.15)
At this point, Matlab is used for discretization and to solve the LQR minimization problem,
thereby providing LQR gain matrix K.
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Figure 4.6 Impact of computation delay on plant stability. Software controller: Pendulum
angle response (a) Pendulum position response (c). Hardware controller: Pendu-
lum angle response (b) Pendulum position response (d). The plant responses are
nearly indistinguishable with increasing delay.
4.4.2 Performance Analysis
The effect of controller computational delay on plant behavior is tested by setting the pen-
dulum vertical displacement angle φ to −5◦ so that it is initially unstable, and then increasing
controller workload over repeated trials. Extra zeroed ‘dummy’ states are added to the 4 base
states in order to modulate the controller delay without impacting the model itself.
Fig. 4.6 shows the response of the inverted pendulum plant as the number of control states
is increased. At 16 states, the software response shows decaying oscillations, and beyond 25
states the plant becomes unstable. However, Fig. THe hardware implementation results show
that increasing the computational workload has very little observable effect on the stability of
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Table 4.3 Execution Time Comparison (µs)
States Software Hardware
4 183 9.9
8 428 20.66
16 1254 48.64
32 4071 127.14
the plant. Table 4.3 compares the software execution time to the hardware execution time as
the number of states is increased.
It is also possible to estimate the maximum number of states supported by this architecture.
Based on the memory map, the total memory required for both the PoC and controller can be
computed as follows:
f(m,n, p) = 2n2 + p2 + 3nm+ 2pn+ 2(p+ n+m) (4.16)
Given that total amount of block RAM on the target device is 560kB, we consider two
cases: one actuator and many actuators. Letting n = p, which is worst-case memory wise, if
m = 1 then the maximum number of states is approximately 166. If we constrain m = n = p
then the maximum number of states is approximately 131.
4.5 Conclusion
We have presented a novel approach to designing a hardware-based co-processor for con-
trol applications, and have illustrated how this approach could be used to ease the transition
from control theory to embedded control implementation. Avenues of future work include:
1) increase the modest parallelism exploited by our current co-processor implementation and
preform more aggressive pipelining, 2) describe a more formalized procedure for moving con-
troller designs from theory to implementation, and 3) explore the support of higher complexity
controllers, such as, H∞. Algorithm steps which involve irregular data or computation, and
are therefore usually pre-computed oﬄine, could be transfered to the CPU. Meanwhile, steps
which involve regular data or computation are ideal for hardware accelleration.
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CHAPTER 5. TIME-SPACE ANALYSIS OF A SCALABLE
PROGRAMMABLE STATE-SPACE COPROCESSOR FOR DIGITAL
CONTROL LOOPS
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Abstract
With the increasingly tighter constraints on digital control loops for higher performance,
new methods of implementing controllers are needed. Embedded-system engineers face an
ever growing challenge to meet control engineers’ assumption of deterministic execution cycles
with negligible variance while optimizing resource usage. Simultaneously, shortening the design
cycle to cope with demands of faster design iterations is also needed. We propose a software
programmable co-processor onto which control algorithms represented in state-space form can
be oﬄoaded to for systems with tight resource constraints . The host processor is freed to
execute task that are less time-critical while the co-processor executes the controller with
deterministic delay in the order of microseconds. We propose two scalable architectures which
run multiple cores in parallel to reduce the computation time for state-space controllers with
many coefficients. Implementing our designs on a field programmable gate array, we present
our post place and route results show that systems as large as 173 states can be executed in
less than 2.5µs of computational delay when running on a 32 core implementation.
1Primary researcher and author
2Associate Professor, Department of Electrical and Computer Engineering, Iowa State University
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5.1 Introduction
Traditionally, digital control theory and embedded systems have been treated as mutually
exclusive topics of engineering. In embedded systems design, the processor must execute a task
within a specific time-frame as opposed to the assumption in controller design that the task will
execute at a certain point in time. As the number of tasks on an embedded system grows and the
response specifications of the control-loop become more strict, the negative effects of unintended
variance on the control loop’s stability increase and may lead to total system failure [16].
Though state-of-the-art software scheduling schemes maintain the computation time within a
bound, the controller may still be unstable. Gomez [42] shows that for a given plant which
one may attempt to control, the stability may degrade by reducing the computational delay
variance and even improve by distributing it.
There is a growing interest for FPGAs in the control engineering field as [87] argues that
software-hardware co-designs unlock their potential as parts of the control algorithms by pro-
viding fast cycle-to-cycle update rates in hardware while implemented less time critical parts of
the controller in software. For example one can implement adaptive control [6] as demonstrated
in [50] where the controller in hardware may be reconfigured through software to account for
model inaccuracies (due to steps for simplification like linearization) or changes in the system
parameters for example from degradation with time. Unfortunately, implementing controllers
on FPGAs itself requires training and can be challenging for unfamiliar engineers. A solution
is using software reprogrammable hardware, where the control engineer provides the designed
controller to an embedded systems engineer or on their own ports the design to the hardware.
Many control systems with observers can be represented in state-space form as shown below
Xˆk+1 = AXˆk +BUk (5.1)
Yk = CXˆk +DUk (5.2)
where Xˆ is the controller’s estimated state vector, Y is the actuation vector A,B,C, and D
are the feedback, input, output and feed-forward matrices. If a simple state-space controller
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is being implemented, the control engineer can calculate the needed coefficients and pass this
information to the embedded systems engineer who enters this information into a hardware
state-space controller. We analyze the effects on execution time and hardware resource utiliza-
tion as we introduce and increase parallelism in the architecture. The lower computation time
in our architecture is achieved by manifolding the state-space computing core and the memory
which stores the coefficients of the corresponding cores. We propose two strategies of scaling
the controller memory while keeping the parallelizing architecture the same. The architectures
are implemented on a Xilinx Zynq-7020 device. In the first architecture a memory module,
implemented in look-up tables (LUTs) is dedicated to each core. The other architecture uses
a single yet 32N -bit wide RAM module made of block RAMs where N is the number of cores.
This paper makes two contributions. First, we propose a generic linear state-space cal-
culating co-processor which can support a variety of control algorithms. Second, we explore
the design space and identify the trade-offs between combination of resource usage and clock
speed. The rest of this paper is organized as follows. We will look into the two architectures in
detail and discuss their potential merits in section 5.3. The evaluation method and experimen-
tal setup is described in sections 5.4. Our hypothesis will then be compared to the synthesis
results of our experiments in section 5.5, followed by the conclusion in section 5.6.
5.2 Related Work
The issue of execution time variance is being addressed by both sides. Control systems
are being designed to be robust towards the non-deterministic elements of embedded systems
while computer architectures, both software and hardware are being designed to come closer
to the original assumptions of control theory. Cervin [16] shows that variance in I/O and
computation results in an effect on stability and developed an improved criteria for analyzing
input and output variance by realizing that there are certain periods in the execution cycle
where the plant runs open-loop. But these methods only reduces the variance whereas [42]
shows that simply reducing jitter will not guarantee performance. Depending upon the plant
in concern, increasing variance may also improve stability. This is very counter intuitive and
means simple reduction of variance is no long blindly applicable to all systems. We can see
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in [110] that to make a system stable, the necessary delay that needs to be introduced can be
calculated.
In [2] focus have design specifications where update rates and computation per unit time
must be high. The trends of the field are described in a survey [76]. We see that controllers
evolved from manually tuned single input single output (SISO) controllers to H∞ which are
MIMO controllers. This is a computationally intense algorithm and have large computational
latencies when implemented with commercial off-the-shelf (COTS) processing platforms. The
author concludes that a co-design approach to implementing H∞ on FPGAs will allow designers
to use them in high-speed systems.
An application of FPGAs in control is given in [99], where a high-speed pan/tilt camera is
designed to track objects. A dedicated PC is required to achieve the 3.5ms update rate. [53]
demonstrates how a Boeing 747 may be flown by running a model predictive controller on an
FPGA with hundreds of microsecond execution time.
In [50], the authors develop a state-space controller using a multiply-accumulate unit and
interface the custom hardware with a digital signal processor. Some of the challenges all
controllers face are rounding errors due to finite word length and knowledge of FPGA pro-
gramming. [124] and [12] address the latter by proposing an application specific processor
for running control algorithms, allowing control designers to work with software instead of
repetitively designing custom hardware, but forces them to work with a custom floating-point
format and low level programming or at a new language. On the other hand, designing con-
trollers specific to a scenario [77] [68] [7] [118] can be an uphill task even for those familiar with
FPGAs.
5.3 Architecture
Before implementing the scalable architectures, the calculator proposed by [83] needed to
be modified in two ways; first by creating a clear-cut interface between the calculator to memory
and second by placing the FIFO in the adder’s feedback path to improve throughput. Figure 5.1
shows the details of the computation core. Say we have a observer-controller represented by
Xˆ(k + 1)12×1 = A12×12 × Xˆ(k)12×1 +B12×6 × U(k)6×1. This equation can be rewritten as
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
xˆ1
...
xˆ12

k + 1
=

a1,1 · · · a1,12 b1,1 · · · b1,6
...
. . .
...
...
. . .
...
a12,1 · · · a12,12 b12,1 · · · b12,6
×

xˆ1
...
xˆ12
u1
...
u6

k
(5.3)
Figure 5.1 Architecture of a single state-space computation core
We have 12 rows and 18 columns and at the end of the calculation, will have twelve dot-
products. The multiplier and adder each have 6-stage pipelines, thus to maximize throughput,
we first compute all of the products that are of the first state xˆ1. Then add the products that
are of xˆ2 are added to the previous terms and continue until each product-of-sums is computed.
The timing diagram in figure 5.2 gives details of the internal working of the core. This will
help in deriving an expression of how execution time is dependent upon the number of states
of the controller(n), the number of sensor inputs (m) and the number of actuator outputs (p).
Triggered by the Start signal , the first six clock ticks will fill the multiplier with the first
product of the first six dot product terms (a11 ∗ xˆ1 a21 ∗ xˆ1 a31 ∗ xˆ1 . . .) or (p11 p21 p31). The
first product from the multiplier will then be stored in the FIFO. For the next twelve ticks,
the first elements of the twelve dot products are stored. At the same time, the first product of
the next set of products a12 ∗ xˆ2 will be available at the multiplier’s output. The FIFO’s input
source switches from the multiplier’s output to the adder’s first operand input and adding of
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terms begins. During the next six ticks, the FIFO will start popping its elements to the adder’s
second operand input. The dot-products’ intermediate results, from the adder, will now be
pushed into the FIFO and this loop will continue until all the coefficients and states of Xˆ(k)
are inputted into the multiplier. After six more ticks, the multiplier will be empty, all elements
to the adder have been inputted and the FIFO will stop popping elements. Finally, the adder’s
pipeline will be cleared in the last 6 ticks and the twelve dot-products of the new Xˆ will be
ready in the FIFO. The new Xˆ(k+1) is then stored in the state storing memory block, replacing
the previous values of Xˆ(k). This process is repeated for calculating Y = C × Xˆ + D × U .
Equation 5.4 gives the total number of clock ticks needed to complete a cycle of computing a
single time step of a state-space represented system. Due to the floating-point units’ pipelines
and to simplify the finite state machine, n and p must both be equal to or greater than six.
Figure 5.2 Timing diagram of a single core calculating the next state of Xˆ
clock ticks = 12 + (n+ p)× (m+ n+ 1) (5.4)
where
n = number of states
m = number of sensor inputs
p = number of actuator outputs
We now look into the proposed architectures for scaling the single core into a multi-core
system which will compute segments of the state-space equation, in parallel. The top-level
controller is the same for both implementations. Referring to figure 5.3(a), we see there are
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configuration registers to store the dimensions of state-space matrices. n is the number of states,
m is the number of sensor inputs that are retrieved from the Sensor FIFO, whose input come
from a sensor interface module a computer architecture engineer must design. p is the number
of outputs that will be pushed onto the Actuator FIFO for an actuator interface module to read.
These modules will differ according to the plant we control. The TP register stores the time
period the controller must wait before starting a computation cycle. The host processor can
send commands to the co-processor by writing to the CMD register. There are three commands,
soft reset to clear all of the mentioned configuration registers, start enables to the co-processor
to start running the controller, halt disables the co-processor without resetting the registers.
Designers may use this command to update the controller’s coefficients when implementing
an adaptive controller, without worrying about updating the coefficients during an execution
cycle. A single State memory block stores the state vector Xˆ as the states (xˆ1, xˆ2 ... xˆn) are
common to all cores.The difference between the two architectures is the way the coefficient
matrices’ elements (aij bij cij dij) are supplied to the cores. Let us use the previous state-space
system as above and have an architecture with two cores. We split equation 5.3 such that core0
will be computing equation 5.5and core1 will compute equation 5.6.

xˆ1
...
xˆ6

k + 1
=

a1,1 · · · a1,12 b1,1 · · · b1,6
...
. . .
...
...
. . .
...
a6,1 · · · a6,12 b6,1 · · · b6,6
×

xˆ1
...
xˆ12
u1
...
u6

k
(5.5)
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
xˆ7
...
xˆ12

k + 1
=

a7,1 · · · a7,12 b7,1 · · · b7,6
...
. . .
...
...
. . .
...
a12,1 · · · a12,12 b12,1 · · · b12,6
×

xˆ1
...
xˆ12
u1
...
u6

k
(5.6)
The system waits for the time period counter to flag that TP time has passed. The cores are
then initiated with a common Start signal and continuously supplied their respective coefficients
every clock cycle until the news state elements of Xˆ(k + 1) are calculated and waiting to be
sequentially transferred from each cores’ FIFO to the State memory block. This process is
repeated for calculating the output vector Y for the actuator values. While being stored in the
State memory block, y1...yp are also sent to the actuator FIFO for the actuators to act upon.
The Block RAM architecture in figure 5.3(b) is our high performance system and can
be used when, execution time must be minimal and silicon resources are available. A single
memory block, made of one or more block RAMs, stores all of the controller coefficients. The
host processor to memory data port is 32-bit, but the data port to the cores is 32N bits,
where N is the number of cores. The Distributed RAM architecture in figure 5.3(a) follows
an intuitive extension towards scaling, where each core is given a 32-bit wide memory element
to source the coefficients. The memory modules used are implemented in the Look-up tables
(LUTs), which are distributed throughout the FPGA chip. This gives the embedded systems
engineer the advantage of scaling the memory to use only as many memory cells as needed by
the control engineer. The disadvantage is that LUTs require more interconnect resources on
the FPGA which causes large signal propagation delay and thus a lower clock speed. Block
RAMs on the other hand, are ASIC level memory modules, require fewer routing resources and
are thus faster. In both cases, the execution time, in terms of clock cycles is
clock ticks = 12 + (r + p)× (m+ r + 1) (5.7)
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(a) Distributed RAM implementation
(b) Block RAM Implementation
Figure 5.3 Parallel architecture using ’Look-up tables’ (LUTs) as memory cells (a)’Distributed
or LUT-based RAM’ (b)’Block RAM’ as memory to store the coefficients
where
m = number of sensor inputs
p = number of actuator outputs
r = number of states each core must compute
Here we assume that the number of states per core, r is at least six due to the floating-point
units’ six stage pipelines. For example, if we used a four core architecture for our example, we
would either have to wait for the FPU results to pass through the pipeline or fill some segments
of the memory with zeros.
We now look at the overall advantage of using these parallelized architectures where exe-
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cution time must be kept minimal for large state controllers. Figure 5.4 shows how execution
time increases as we increase the number of states n in the controller while keeping the number
of input m, output p constant. We calculate the execution time by first computing the number
of clock cycles needed to complete a single cycle of the controller, using equation 5.7 and then
multiplying that with the arbitrarily selected system clock period, 20ns. Suppose we have a
controller that can accommodate 20µs of computation delay, marked by the horizontal, dotted
line. All controller implementations below this mark are able to execute a single cycle within
the constraint. Thus, if our controller has ten states or less, a single core architecture will
suffice. If the control engineer decides that a 160 state system is needed then an 8, 16 or 32
core architecture can meet the delay constraint.
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Figure 5.4 An implementation independent analysis of effect of increasing the number of states
n of a controller on the execution time assuming we have a 50MHz clock, nine
inputs and four outputs. Dotted line indicates maximum permissible execution
delay.
5.4 Evaluation Methodology
Our figures of merit must address the concerns of both the control engineer and the em-
bedded systems engineer execution time and resource usage. In an actual implementation, the
memory would be connected to a processor’s data bus, for example in the Xilinx Zynq the
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AXI bus. The sensor and actuator interfaces would be connected to I/O pins or sensor and
actuator modules that eventually connected to I/O pins which we’ve mimicked through the
user constraint file. Our independent variable for resource analysis is the number of compu-
tation cores instantiated in an architecture, which we increment from 1 to 32 in powers of 2.
We record the resource utilization of each increment for both proposed architectures and also
determine the maximum clock frequency at which the configuration can run. The number of
states that a configuration can handle and the execution time are the important parameters
for a control engineer. We can determine the execution time or computational delay for a
given architecture with a given number of cores and desired number of states by calculating
the total number of clock cycles from equation 5.7 and then multiplying it by the lowest clock
period our experiments report. When designing a control system, the number of sensors (m)
and actuators p are known and the number of controller states can be easily varied. Thus, the
number of sensors and actuators held constant at nine and four, respectively. In summary, we
have two independent variables:-
1. cores instantiated in the architecture N
2. number of internal states in the controller n
the dependent variable of interest and are following:-
1. Look-up tables(LUTs)
2. Registers of Flip-flips(FFs)
3. Block RAM
4. Digital Signal Processor Blocks (DSPs)
5. Maximum clock frequency or shortest time period
The same I/O pins are used for the computation cores in order to map the core to the same
resources and keep the place and route environment as consistent as possible without heavily
optimizing the design for the device we performed our test upon. We analytically compute
the number of clock ticks needed for each step in n, from nine states to 173 states (the largest
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A matrix possible for given m and p) multiply it by the minimum clock period achievable by
each configuration to get the execution delay. An example of how this data can be used by the
embedded system engineer is given in the end.
5.5 Results
We understand that clock frequency and utilization can be improved by optimizing the
location of output pins and locking sections of the design to certain regions of the FPGA.
This will make our results specific to the device that we are using and our goal is to give an
overall intuition of how to use the proposed architectures. Proficient designers can optimize
their performance as they require. We will first look into the resources used by a core without
memory modules. This will help in understanding how the architectures utilize resources when
scaled into multi-core systems. The resource utilization of a single core is:-
• Look-up Tables 521
• Flip-flop 308
• DSP blocks 5
• FIFO blocks 1
A single core has a maximum clock frequency of 133MHz when using the pins similar to
the proposed architectures’. Upon looking at the timing reports we observed that the floating-
point units, the multiplier and adder, were in the critical paths. Reducing the pipeline length
of either, the clock frequency reduced. Clock frequency increased upon increasing the pipeline.
This is useful for a designer who knows the number of states in the controller. If the number
of states is more than say eight, the pipelines can be increased to eight, thus improving clock
frequency. If the number of states is smaller, the pipeline can be reduced to simplify the
hardware and minimize memory wastage, but at the cost of reduced clock speed. This is a
minor trade-off as such a small controller will require only one core and no parallelism.
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Figure 5.5 Both architectures have the same computation cores and top-level state machine
and thus use the same number of (a) registers and (b) DSP blocks
5.5.1 Resource usage
We first look at the results which exactly match expectation. Figure 5.5 (a) gives the number
number of registers used by the architectures. We observe that between the architectures, the
DSPs blocks scale exactly the same way as the cores do not differ between architectures and
are the only sections that use them This can also be seen in figure 5.5 (b). 4
Tables 5.1 and 5.2 give the summary of resource utilization of both architectures as we
increase the number of cores. As expected, the resources scale linearly with the number of
cores, but not exact multiples of the core’s utilization. This is due to the top-level logic.
The distributed RAM architecture fails to place and route after 12 cores resulting in fewer
data points in table 5.1 as routing resources as quickly consumed by the distributed RAM
modules. The FIFOs also have a similar pattern as they are used in the cores and for the
sensor and actuator interfaces. The number of LUTs differ due to the unavoidable differences
in implementations at the top-level and the memory modules.
A primary difference between the architectures is how the memory to store the coefficients
is implemented on the FPGA and this is highlighted in figure 5.6. Part (a) shows that the total
4We have kept the upper limit of all of our resource plots that of the total available resources. This gives an
intuition as to how much of the reconfigurable logic has been used by the design
75
Table 5.1 Resource utilization of Distributed RAM based Architecture
Cores 1 2 4 8 12
Registers 1224 1571 2265 3653 5041
DSPs 5 10 20 40 60
FIFOs 3 4 6 10 14
Look-up Tables 3811 5494 8869 15773 22507
logic 1684 2303 3573 6198 8746
Memory 2104 3151 5245 9432 13621
routing 23 40 51 143 140
Table 5.2 Resource utilization of Block RAM based Architecture
Cores 1 2 4 8 16 32
Registers 1224 1571 2265 3653 6429 11981
DSPs 5 10 20 40 80 160
FIFOs 3 4 6 10 18 34
LUTs 2624 3141 4187 6314 10563 18805
logic 1524 2001 2977 4975 8983 16662
Memory 1080 1103 1149 1241 1425 1793
routing 20 37 61 98 155 350
RAMB36 1 2 4 8 16 32
number of LUTs used by the architectures deviates quickly as the number of cores increases.
Routing resources used to connect LUTs is proportional to to the number of LUTs used in the
architecture thus explaining why this architecture fails to routing on the device after twelve
cores. The LUT usage is high in the distributed memory architecture as the memory cells are
implemented in LUTs, as seen in (c). The Block RAM implementation on the other hand uses
uses ASIC-type BRAMs for coefficient storage and is able to route up to 32 cores as seen in (d).
5.5.2 Throughput analysis
When analyzing the single core, we showed that the maximum clock speed was propor-
tional to the number of pipeline stages in the floating-point units(FPUs). When scaling the
architecture while using six-stage pipelined FPUs, the clock speed reduces as the number of
cores increases due to consumption of logic and routing resources. Figure 5.7 shows how the
maximum operable clock speed reduces as the number of cores in the architecture is increased.
This is very useful as we can now determine which architecture to use when given the number
of sensors, states and actuators. It is also interesting to note for both architectures, as we
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increase the number of cores, the frequency drops at a rate slower than the reciprocal of cores.
This means that as we increase the number of cores, we are increasing throughput.
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(b) LUTs used for logic implementation
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(c) LUTs used for memory
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Figure 5.6 All dashed lines represent the data for BRAM architecture and all solid line plots
represent distributed RAM architecture. Number of Look-up Tables (LUTs) used
by each architecture as number of cores was increased, (a) in total, (b) as combi-
natorial logic elements, (c) as memory elements. The drastic increase LUTs are
used as memory whereas in the BRAM implementation (d), the block RAMs used
to store the coefficients increases linearly with the number of cores.
Let us assume we have a system with nine sensors, six actuators and one hundred states.
We need the controller to execute every 1ms and complete it’s computation in 20µs. Recalling
the example in section 5.3, we can now use the clock speed information in equation 5.7 and plot
the execution time versus number of states for the architectures, figure 5.8. In our example,
if BRAMs are used by another module on the FPGA, we can use the LUT-based architecture
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else, either architecture, using four cores, will work. If we increase the number of states to
one-hundred and sixty and the allowed execution time to 10µs, then we can use either a twelve
core LUT-based architecture to save the memory or an eight core BRAM-based architecture in
case the number of states may increase. Further reducing the permissible delay to 2.5µs shows
that only the BRAM’s 32 core setup will meet the design criteria.
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Figure 5.7 Maximum possible clock frequency comparison
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Figure 5.8 Execution time of (a)LUT-based RAM and (b) BRAM architectures as number
of states n is increased. The 20µs mark indicates the upper bound on execution
time.
78
5.6 Conclusion
Two architectures of scalable programmable state-space based co-processors have been pre-
sented. They can be used for applications where silicon resources are limited yet deterministic
execution of digital control loops is needed. The design space and throughput have been anal-
ysed and it was seen that LUT-based memory architecture was efficient in using logic resources
and minimized wastage at the cost of reduced clock speed when increasing parallelism.
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CHAPTER 6. A FAULT-AWARE TOOLCHAIN APPROACH FOR
FPGA FAULT TOLERANCE
A paper published in ACM Transactions on Design Automation of Electronic Systems
(TODAES), February 2015
Adwait Gupte1, Sudhanshu Vyas 2 and Phillip Jones3
Abstract
As the size and density of silicon chips continue to increase, maintaining acceptable man-
ufacturing yields has become increasingly difficult. Recent works suggest that lithography
techniques are reaching their limits with respect to enabling high yield fabrication of small-
scale devices, thus there is an increasing need for techniques that can tolerate fabrication-time
defects. One candidate technology to help combat these defects is reconfigurable hardware.
The flexible nature of reconfigurable devices, such as Field Programmable Gate Arrays (FP-
GAs), make it possible for them to route around defective areas of a chip after the device has
been packaged and deployed into the field.
This work presents a technique that aims to increase the effective yield of FPGA manufac-
turing by reclaiming a portion of chips that would be ordinarily classified as unusable. In brief,
we propose a modification to existing commercial toolchain flows to make them fault-aware. A
phase is added to identify faults within the chip. The location of these faults are then used by
the toolchain to avoid faults during the placement and routing phase.
Specifically, we have applied our approach to the Xilinx commercial toolchain flow, and
evaluated its tolerance to both logic and routing resource faults. Our findings show that
1Primary researcher and author, Department of Electrical and Computer Engineering, Iowa State University
2Researcher and author
3PI and author of correspondence
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at a cost of 5 to 10% in device frequency performance that the modified toolchain flow can
tolerate up to 30% of logic resources being faulty, and depending on the nature of the target
application, can tolerate 1 to 30% of the device’s routing resources being faulty. These results
provide strong evidence that commercial toolchains, which were not designed for the purpose
of tolerating faults, can still be greatly in the presence of faults to place and route circuits in
an efficient manner.
6.1 Introduction
The computing industry has been able to leverage the scaling of transistors to ever smaller
dimensions in accordance to Moore’s law for decades. The amazing ability to keep pace with
this law motivated the reprinting of Gordon Moore’s original 1965 paper in 1998 [88], and
2006 [89]. However, there is strong evidence that suggests this era of increasing computing
performance by packing more transistors on to a device is coming to an end. Typically as
the density/size of chips increase, their yields tend to decrease [45]. The 2009 International
Technology Road-map for Semiconductors (ITRS) reports that as lithography pushes toward
single atom scales, methods currently do not exist to constrain process variations [65]. This
will result in large numbers of undesirable structural defects, such as open and short circuits,
which in turn will lead to low chip yields. In addition to lowering yields, evidence has been
shown that chip’s associated with low yield batches have an increased likelihood of having
reduced life times due to phenomenon such as oxide puncture [73]. Overall, lower chip yields
and reduced device reliabilities (e.g. reduced life times) negatively impacts the computing
industry as a whole. From a research perspective, these factors bottleneck the degree to which
transistors can be scaled, thus constraining the raw computing power that can be leveraged
to solve computationally intensive problems. From a business perspective, lower yields mean
more chips discarded, resulting in lower profit margins.
Solutions are being pursued on several fronts to help maintain high yields as fabrication
scales continue to decrease. Fabrication engineers are exploring new procedures for fabrica-
tion [72], technology developers are experimenting with new materials to replace or enhance
the traditional metal-oxide that is primarily used today [69], and design architects are de-
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veloping techniques to implement fabrication time redundancies to combat increasing defect
rates [121].
Combating defects with reconfigurability Reconfigurable hardware technology, such
as Field Programmable Gate Arrays (FPGAs), show promise in complementing some of these
solutions. FPGAs are devices that can be used to implement digital hardware quickly and
inexpensively. An FPGA can be reprogrammed virtually limitlessly, and in a matter of sec-
onds. This capability makes them suitable for various fields where application functionality is
expected to change with time, or in fields where volumes are not large enough to justify the
large initial costs associated with producing Application Specific Integrated Circuits (ASICs).
FPGAs are also a useful prototyping tool that can be used for high fidelity modeling of an
ASIC’s functional behavior [9]. Like any other silicon based technology, FPGA suffer from
lowing yields and reliability issues as chip sizes and transistor densities increase. However,
unlike ASICs, the reconfigurable nature of FPGAs intrinsically support redundancy that can
be leveraged to tolerate defects that occur at fabrication time or in the field. Their symmetric
architecture and reconfigurability can allow designs to be placed and routed around defective
areas of the chip after the device has been fabricated, packaged, and deployed into the market.
Techniques to leverage the reconfigurability of FPGAs to allow them to be used despite the
presence of defects could help mitigate increasing defect rates in silicon devices by: 1) encourag-
ing industry to migrate more of their ASIC applications to FPGAs, and 2) integrating aspects
of FPGA architectures into their designs. More immediately, such techniques would impact
FPGA manufacturers by allowing them to increase their effective chip yields, and extending
device lifespans.
Contributions In our work, we evaluate a method that steps toward reclaiming some
fraction of FPGAs that would currently be deemed as defective. Our approach introduces
lightweight modifications to the end-user FPGA toolchain flow to tolerate both manufacturing
defects as well as defects due to aging. The three core contributions of our work are 1) A
technique for leveraging existing commercial FPGA toolchains to make them fault-aware, 2)
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quantifying to what degree existing tools can tolerate both logic [46] and routing faults, and
3) recognizing and quantifying the trade-off between the tool’s tolerance to faults and the
frequency performance of circuits it can implement.
Organization The remainder of this article is organized as follows: Section 6.2 gives re-
lated work from the areas of defect quantification, fault location and fault tolerance. Section 6.3
introduces our proposed approach. Section 6.4 then describes the evaluation methodology used
to quantify the effectiveness of our approach. Section 6.5 discusses the results of our evaluation
experiments, and Section 6.6 presents our conclusions and avenues for future work.
6.2 Related Work
Fault location and fault tolerance in FPGAs are closely related to the work presented in this
article. This section first discusses previously proposed methods for fault location in FPGAs.
Some of the methods introduced are potential candidates for use during the “Test FPGA”
phase we propose in our work (see Figure 6.1). The second part of this section reviews fault
tolerance techniques for FPGAs, and places our work into context with respect to this existing
body of research.
6.2.1 Fault Location Methods
The configurability and inherent parallelism of FPGAs allows for innovative methods of
detecting and locating faults, as compared to standard ASICs. For example, an FPGA can be
configure with circuits for detecting/locating faults, and then if the FPGA is deemed usable
can be reconfigured to implement logic for a target application.
Logic Faults In [127], Wu proposes a method in which faults can be detected on an
FPGA by programming test circuits on it. They make use of partial-dynamic-reconfiguration
features to reconfigure different portions of the FPGA to act as test circuits. This reduces the
amount of time needed to test the entire chip, as opposed to reconfiguring the entire FPGA
for each configuration of the test circuits they wish to deploy. Lowing testing time is especially
83
important in large scale production environments, where each chip needs to pass through a
testing phase before being shipped.
In [60], Inoue proposes another method for testing FPGAs that allows faults to be located
at the granularity of a single configurable logic block (CLB). The output of each programmed
CLB is used as the input to another. This daisy chaining of CLBs allows the relatively small
number of FPGA I/O pins to be used to test a large number of CLBs. By sequentially running
this procedure on cascaded rows and then on cascaded columns, they can identify individual
CLBs that are faulty (e.g., CLBs at the intersection of a given faulty row and column).
Wang [74] presents a method of fault location and suggests that their method could allow
for faulty chips to be utilized in the field. A Built-in- self-test (BIST) technique is proposed
that uses regions of the FPGA to test other regions of the FPGA. As illustrated in the top
portion of Figure 6.1, the FPGA is reconfigured multiple times so that various parts of the chip
take turns acting as the testing circuit verses acting as the circuit under test. The classical
Preparata, Metze, and Chien (PMC) model [103] is used to account for potential errors in areas
configured as test circuits.
In [29], Dutton presents a practical implementation of BIST techniques for locating faults on
the Xilinx Virtex-5 FPGA. A total of 17 different configurations were developed that together
achieve 100% coverage of the logic faults that can occur. Similarly [30] identifies a practical set
of test configurations for identifying I/O tile faults on a Virtex-5 FPGA.
Routing Faults In [14], Campregher discusses the trend of commercial FPGA archi-
tectures dedicating increasing amounts of silicon area to routing resources, and indicates a
consequent need to develop BIST techniques that concentrate on identifying faulty intercon-
nect resources in addition to faults in logic resources. [115] and [78] present BIST techniques
that address this need.
Performance Degradation Worked by Stott in [114] and [113] used experimental data
to help quantify the rate at which FPGAs can degrade in performance. This degradation can
cause new faults to manifest overtime. In [70], Keane proposes the use of ring oscillators to
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act as a means of monitoring silicon device performance degradation in real-time. This type
of monitor could be implemented using FPGA resources (e.g. CLBs) and used to trigger a
fault detection technique when a given application-specific-performance-degradation threshold
is surpassed.
6.2.2 Fault Tolerance Methods
Stott in [111, 112] and Cheatham in [24] present excellent surveys of different FPGA-based
fault tolerance techniques. Cheatham classifies the various techniques into two broad types:
Device Level and Configuration Level techniques.
6.2.2.1 Device Level
These techniques are incorporated during the manufacturing stage of a device. For example,
redundant resources such as routing paths and programmable logic blocks are added. One could
further classify these into what this paper will refer to as direct and indirect fault tolerant
methods, where in a direct method redundant resources are only used when a fault occurs, and
in an indirect method fault tolerance is indirectly achieved through the innate structure of an
architecture.
Direct methods In [54], Hatori proposes a technique that tolerates faults discovered
at the manufacturing stage by adding redundant rows and selection logic to routing resources.
Faulty rows are made invisible to the user by routing around them. Kelly [71] proposes a
technique that can mask faults even when they occur in the field. An on board router is added,
which on the basis of a stored “fault vector”, changes the routing of the design to avoid faulty
areas. The advantage of this method is that it remains mostly transparent to the end user
software. Durand [28] proposes a method that can tolerate faults at run time. Extra resources
are used to continuously test logic resources. When a fault is discovered, spare resources are
used to mask the fault.
Indirect methods In [106], routing architectures where evaluated for their intrinsic
routablity in the presents of defects. In [59], models of commercial and academic FPGA
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switch matrices were developed. Simulations were run with these models to evaluate the effect
of routing faults on a circuit’s routablity. In [80], various amounts of redundancy were added
to an FPGA architecture to quantify the impact of redundancy on a circuit’s routablity in the
presents of faults. FPGA logic blocks and switch matrices were modeled and Versatile Place
and Route (VPR) was run to quantify this relationship. The results of their experiments showed
that adding one extra interconnect per switch lane was the most effective amount of redundancy
to add. They found this to be true across several generations of fabrication technology.
A common drawback of device-level techniques is the necessity of additional chip-level or
board-level resources to support them.
6.2.2.2 Configuration Level
These techniques first identify faulty areas of the chip. Then, by performing simple shifts
of configuration memory, use alternative resources to implement the design. Methods such as
those described by Narasimhan [92] and Hanchek [52] rely on shifting the configuration memory
when faults occur to obtain a fault free implementation. Methods such as the ones described by
Emmert [33] apply heuristics to decide the best direction for these shifts. Howard [57] presents
a configuration-level approach that works at a higher level of abstraction than shifting bits.
Subcircuits of a design are moved from one “block” location to another to avoid faulty areas.
These configuration-level methods have the common drawback of degrading the place and
route (PAR) quality of the original circuit, provided by PAR tools. In other words, since these
techniques typically only use local information to adjust a design’s configuration, there may be
more optimal PAR solutions that could be achieved if global information was utilized.
In summary, current FPGA fault tolerance methods try to either mask faults by adding
redundancy during the manufacturing stage (device-level) at the cost of resource overhead, or
try to rectify them in the field by updating the FPGAs configuration (configuration-level) at
the coast of circuit performance. In domains where low latency recover is needed, many of these
approaches are a good fit. However, for use-cases where recovery time is not a factor, we propose
an approach with zero device overhead that provides a routed circuit of high quality. Current
FPGA toolchains do an excellent job of optimizing the way in which a design is implemented.
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The solutions they arrive at are typically fairly optimized. This work proposes a method
that integrates information about faults into standard FPGA toolchains, thus leveraging their
optimization capabilities for the purpose fault tolerance.
It should be noted that Xilinx Corporation provides a service called EasyPath [130] that is
closely related to our approach. A fundamental difference between EasyPath and our approach
is that our approach allows the toolchain to avoid faults, while EasyPath checks if a given design
will work on a given FPGA without knowledge of fault locations. In short with EasyPath, if a
given design works on a given FPGA, then it ships. If not, then the FPGA is not used. There
is no attempt to re-place and re-route the design to account for errors on the chip.
(a) Different parts of the FPGA test each other in order to mark faulty slices in
the FPGA.
(b) Tools avoid faulty slices while implementing
the circuit.
Figure 6.1 Overview of the proposed method.
6.3 Fault-aware Toolchain
This section provides an overview of our proposed method for integrating fault information
into an FPGA implementation toolchain flow. The impact of the proposed approach on the
life cycle of an FPGA is discussed, and possible usage models are presented. This is followed
by an example nomenclature that manufacturers could use to market FPGAs with faults. The
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section concludes with a discussion of some concerns that need to be considered when using
our approach in practice.
6.3.1 Overview
Figure 6.1 succinctly summarizes the essence of this article. One of the methods from
section 6.2 can be used to identify faulty sections of the the FPGA. The lower part of the figure
shows how the identified faults can be avoided by using a modified toolchain that is fault-aware.
Proposing such a toolchain and evaluating its effectiveness is the key of this article.
Figure 6.2 A fault-aware toolchain flow that tests the FPGA in parallel with the synthesis
stage, and then feeds fault information to the remaining stages.
Figure 6.2 shows a high-level overview of the proposed fault-aware FPGA implementation
toolchain flow. A design goes through several standard stages while being implemented on an
FPGA. An additional “Test FPGA” stage is proposed that may use any of the fault location
techniques discussed in section 6.2. The information gained from this test stage can then be
fed back into the rest of the toolchain to implement the design in a way that avoids faults. The
Synthesis phase involves translating the HDL design description into netlists. This translation
tends to take at least a few minutes for any non-trivial design, so the testing of the FPGA can
be done in parallel. Since the test stage is performed in parallel with the synthesis step, the
additional time overhead to the implementation process will be small (e.g. a total testing time of
160 seconds is estimated for a XC4025 device [64]). As compared to the previous configuration-
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level methods discussed in Section 6.2, our proposed method leverages the intelligence of mature
place and route tools to provide an efficient implementation of designs in the presents of faults.
Figure 6.3 Example comparison to an existing fault tolerant technique with respect to a cir-
cuit’s critical path length. We Illustrate the benefit of using existing place and
route tools for fault tolerance as opposed to larger granularity approaches. In this
case a conceptual comparison to the Pebble Shifting technique [92] that reconfig-
ures at a column granularity.
Figure 6.3 gives an example of the placement obtained by the proposed method as compared
to one obtained with the “Pebble Shifting” method presented by Narsimhan [92]. The “Pebble
Shifting” method avoids an entire column even if only a single logic slice in that column is
faulty. The resulting circuit has longer paths than the method we propose. To inform the
toolchain of slice logic faults, our approach uses the PROHIBIT constraint available in Xilinx
tools that allows certain logic sites to be forbidden for the purpose of placing components. For
informing the toolchain of routing faults, a more involved approach is needed, described in
Section 6.4.4. In short, low-level design mechanisms are used to effectively block the tools from
using targeted switch matrices. Although our two techniques for passing fault information to
the toolchain is effective, a more integrated method of integrating fault information into the
toolchain is desirable. One simple approach could be to have a separate “error file” that would
be consulted during the implementation process.
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(a) Current manufacturing flow (b) Proposed manufacturing flow
Figure 6.4 Comparison between current manufacturing flow and our proposed flow
6.3.2 Applicability of the Proposed Method
Two main use cases can be considered for the proposed method: 1) using FPGAs with
defects in mass production and 2) rectifying FPGAs after a fault occurs. These use cases are
discussed below.
Consider a company buying faulty FPGAs in order to implement designs required for a
product. As opposed to creating a single bitfile for all the FPGAs, the manufacturer would
have to run the toolchain for each FPGA individually since each would have errors in different
locations. Although this sounds unreasonable at first glance, it might turn out to be economical
depending on the savings from buying faulty chips versus the increase in computing costs. In
order to support such a use case, the manufacturer would change the manufacturing flow as
shown in Figure 6.4. Curve 2 in Figure 6.5 shows the change in the probability of FPGAs being
discarded by the manufacturer, if the customer can use such a method.
In the second use scenario, consider a company using fault-free FPGAs to implement a
design. These programmed FPGAs are then used in end user products. When an end user
product malfunctions because of an error in the FPGA, rather than discarding the FPGA, a
technician could run the fault-aware toolchain on the (now) faulty FPGA. This would create
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a new bitfile of the design that would avoid the faulty areas. Curve 3 in Figure 6.5 shows the
conceptual change in the probability of FPGAs being discarded if this approach is used.
Figure 6.5 Changes to the bath tub curve using our method.
6.3.3 Error Grading
Devices are currently tested after they are manufactured to determine their maximum
operating frequency. Due to variances in the manufacturing process, this frequency is not
uniform for all chips and hence they are branded with a speed grade to indicate this difference.
A similar concept could be used to mark chips with different “Error Grades”. For example,
the larger the error grade, the more faults in the chip. Also as the error grade increases, the
maximum frequency of operation will reduce. This is due to the place and route tools having
fewer options from which to choose during implementation (see Section 6.5.2). Thus, either
a separate error grade could be constituted or a composite grading system taking both the
percentage of errors and the speed into account could be created. Before shipping, the FPGAs
could be run through a fault location phase. Then depending on the number of faults detected,
the chip could be discarded or branded with an error grade/composite speed-error grade. A
consumer could then select a chip based on its error grading, the trade-offs associated with the
error grading, and the requirements of the design.
91
6.3.4 Some Concerns
Implementing fault tolerance in FPGAs requires that certain common obstacles be consid-
ered along with issues specific to the nature of the applied approach. In this section both kinds
of issues are discussed with respect to our proposed approach.
Other Faulty Resources Many modern FPGAs have other resources such as Block
RAMs, DSP Slices, Clock Management Tiles, hardcore microprocessors, etc. Our approach
does not evaluate fault tolerance for these resources. In many cases extending this work to
examine these other resources is possible by using the same approach we use for emulating
logic-slice faults.
Location Constraints In some FPGA designs, certain resources are required to be locked
to a specific location (LOC), or must be placed at a location relative to another component
(RLOC). In the first case, if the location to which the component is LOCed is faulty, then there
is nothing this approach or any other approach can do to allow the FPGA to be used for this
design. In the latter case, it might be possible to move the RLOC origin to another point to
satisfy the constraints.
Mass Production Viability When FPGAs are a part of a mass-produced product, using
faulty FPGAs would require re-running the tools for each individual FPGA. Cost analysis must
be performed to determine if the amount of time and resources spent re-running the tools
for each FPGA is offset by the reduced bill of materials resulting from using cheaper, faulty
FPGAs.
6.4 Evaluation Methodology
In this section we describe the methodology used to evaluate the effectiveness of our pro-
posed fault-aware toolchain. First, the fault model assumed by this work is given. Section 6.4.2
then presents our test flow, and the metrics that were used to evaluate our approach. Sec-
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tion 6.4.3 describes the benchmark circuits that were used, and in Section 6.4.4 we discuss how
fault emulation was implemented.
6.4.1 Fault Model
Faults occurring in a device can be divided into two main types: those that occur as a result
of the fabrication process, and those that occur after the chip is manufactured due to aging.
These faults can occur either in the interconnects or the logic elements. Further, when a fault
occurs in a logic element it can occur in a LUT, a flip flop, a multiplexer or the combinational
carry chain logic. In this work we have abstracted away the details of the exact point of failure
of the chip. For the case of logic faults, we consider a slice as a whole to be either working
correctly or faulty. For the case of routing faults, we take a pessimistic view that a given switch
matrix is as a whole functional or not.
Another common classification of faults is permanent or transient. This work assumes
permanent faults. In addition, the positioning and clustering of faults depend on the mechanism
causing those faults (e.g. dust particles during lithography, radiation exposure, thermal cycling,
electron migration). In this work, we have assumed faults have a uniformly random distribution.
6.4.2 Methodology
Figure 6.6 illustrates our evaluation flow. For each experimental run the first step ”Gen-
erate Uniformly Distributed Errors” creates a defect-map. This defect-map is generated using
a seeded random number generator, allowing us to reproduce fault patterns across bench-
mark circuits. The fault types and locations are then passed to the Xilinx toolchain via its
user-constraint-file (UCF). In general, the UCF file is a mechanism that allows user specific
constraints to be defined. In our case, we use this file to keep the tools from using resource
that our defect-map indicate are faulty.
From here, the toolchain runs as normal. At the end of each run, the toolchain generates its
standard reports that indicate whether it was able to route the design and meet the specified
timing requirements.
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Figure 6.6 The testing flow used to evaluate our proposed approach.
This test procedure was repeated for various fault levels, FPGA utilization levels, and
benchmarks (see Section 6.5). Each combination of the parameters tested were run approxi-
mately 200 times for different random fault patterns. A set of 200 runs took approximately 9
hours to complete, typically spread over 75 CPU cores. Next we describe the metrics used to
evaluate our proposed fault-aware toolchain approach.
Error Tolerance This metric is used to evaluate the degree to which our approach can
tolerate faults. In order to measure this metric, various percentages of the FPGA’s resources
were marked as faulty. A normally distributed random variable was generated to represent the
number of faulty resources. These faults were then distributed across the chip as described in
Section 6.4.4.
The tools were then run on the synthesized netlists to obtain a placed and routed (PAR)
design. The resulting implementation was analyzed to check that it was still able to meet
timing. If it did meet timing, then the run was marked as a success for our proposed approach.
If timing was not met, then the run was marked as a failure. We discuss the results of these
experiments, as well as how this metric relates to chip yields in Sections 6.5.1 and 6.5.2.
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Performance Degradation We use this metric to investigate the relation between the
percent of faults on the FPGA, and the performance degradation needed by the tools to success-
fully implement a design. For designs that fail to place and route during the ”Error Tolerance”
evaluation, the negative slack time in the PAR report was recorded. This slack was then used
to calculate the maximum frequency at which that design could have been implemented by the
tools (see right side of Figure 6.6).
These results are used to show that even in cases where it is not possible to implement the
design with the specified timing constraints, a small performance decrease may be enough to
make the design implementable on the faulty chip. Thus, in addition to having fewer resources,
a faulty chip may also degrade in performance. Section 6.5.2 evaluates our approach with
respect to this metric to determine the error threshold that our approach can tolerate for given
performance degradation levels.
Comparison with smaller, fault-free chips In order to understand the trade offs
between using a large FPGA with faults, and a smaller fault-free FPGA, we implemented
benchmarks circuits targeting smaller fault-free chips and measured the maximum frequency at
which they could be implemented. These frequencies were then compared to the ones obtained
for the larger faulty FPGA. Our findings are discussed in Section 6.5.4.
6.4.3 Circuit/Device Description
A subset of the benchmark circuits proposed by F. Corno, in [27], were used to evaluate
our approach. These benchmarks were originally created to evaluate test pattern generation
methods for identifying stuck at faults. They easily scale to occupy various percentages of
an FPGA by replicating the design. Since these designs are based on real world circuits
(e.g. processor cores), they form good test cases for evaluating our approach. The selected
benchmarks were replicated multiple times to obtain utilizations of approximately 25%, 50%
and 75%. The benchmarks chosen were:
1. b17: Three subsets of an Intel 80386 processor.
2. b18: Three Viper processors and Six 80386 processors.
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3. b20: A Viper processor and a modified version of the Viper processor.
4. b21: Two Viper processors.
5. b22: A Viper processor and two modified versions of the Viper processor.
For evaluating slice-logic faults, all five of the above benchmarks were used. For evaluating
the impact of routing faults, only benchmarks b17, b18, and b20 were used. Additionally, it
should be noted that for evaluating routing faults that benchmark b20 provided a test case
made up of many small and loosely coupled cores, and b17 provided a test case for larger cores
(i.e. the 80386 cores are much larger than the Viper cores). The implication of these different
characteristics is discussed in our results section, with respect to the tools ability to tolerate
routing faults.
The benchmarks did not include a constraint file and hence constraints had to be provided
for the evaluation. A feature of these benchmarks is that they use a single clock. This clock
was constrained to within 3% of the highest frequency that the tools could successfully place
and route a benchmark on a non faulty FPGA. When the benchmarks were replicated, their
outputs were ORed together to deal with mapping them to the limited number of I/O ports
available on the actual FPGA device.
The test circuits targeted a Xilinx Virtex-5 LXT 110[131]. This device has a total of 17280
slices and was chosen because there are 4 smaller devices available in the same family. This
allowed us to compare a large faulty FPGA’s performance against smaller fault-free FPGAs
(see Section 6.5.4).
6.4.4 Fault Implementation
Here we describe how logic-slice and routing faults were emulated.
Logic-slice faults Emulation of logic-slice faults was a fairly straightforward process.
The Xilinx toolchain provides an attribute called PROHIBIT that can be associated with a
specified logic-slice. This attribute indicates to the toolchain that a particular logic-slice is not
allowed to be used in the design being implemented. Based off of the defect-map generated
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Figure 6.7 Routing fault emulation: Shows the FPGA Editor view of a Virtex-5’s switching
matrix and associated CLB. The darkened traces indicate the switch matrix output
ports, all of which were manually blocked in order to emulated a faulty switch
matrix.
by the ”Generate Uniformly Distributed Error” step of Figure 6.6, PROHIBIT attributes are
appropriately added to the tool’s user constraint file (UCF).
Routing faults Emulating routing faults was a much more challenging and involved
process. We used a combination of Xilinx’s FPGA Editor, XDL (Xilinx Design Language), and
DIrect RouTing (DIRT) constraints, to generate a circuit which utilized all of the output ports
of a single switching-matrix, Figure 6.7. With all the output port used, the tool was kept from
routing through the targeted switch-matrix, thus emulating a faulty switch matrix. We then
replicated and instantiated this fault as directed by our generated defect-map.
In addition to defining a routing fault that fully disables a switching matrix, we evaluated
the impact of a routing fault that allowed the VLONG and HLONG switch matrix interconnects
to be used for routing. These interconnects stretch eighteen CLBs vertically and horizontally.
We predict that the toolchain will perform significantly better with the VLONG and HLONG
interconnects enable, since it will not be forced to ’hop’ over multiple switching-matrices to
connect a signal’s source and destination when a fault is encountering.
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6.5 Results & Analysis
This section presents the findings from the experiments described in Section 6.4. First,
we examine the error tolerance of our proposed method. Next, we quantify the percentage
of errors that can be tolerated if the frequency of a design is allowed to degrade by a given
amount. We then discuss differences between the tools tolerance to logic-slice faults versus
routing faults. Section 6.5.4 presents preliminary findings with respect to the idea of using
larger faulty FPGAs as equivalent small non-faulty FPGAs. This section concludes with a
discussion of the sensitivity of our approach to the tightness of timing constraints.
(a) (b)
(c)
Figure 6.8 Success rate when varying error rates for a device utilization of a) 25%, b) 50%
and c) 75%. All data points are within a 10% confidence interval at a confidence
level of 90%. For the sake of clarity, error bars are only shown for one benchmark.
6.5.1 Logic-slice Error Tolerance
Figure 6.8(a) shows the success rate of the fault-aware toolchain at 25% utilization of the
LX110T FPGA. As the figure shows, even with almost 75% of the chip empty, the designs have
a significant chance of not meeting timing if approximately 10% of the logic slices are faulty.
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The success rate is 0% when 30% to 60% of the logic slices are faulty. This can be explained
by the very tightly constrained clock in the original design. The tools were able to barely meet
the timing constraints without any faults, so as faults were introduced it became more difficult
for the tools to implement the design while still meeting all constraints.
Figure 6.8(b) shows the success rate when 50% of the FPGA is being utilized. It can be
seen that the designs start failing timing much sooner for the higher 50% utilization case as
compared to the 25% utilization case. The success rates reach 0% when 20-30% of the logic
slices become faulty.
Figure 6.8(c) shows the success rate for 75% utilization of the FPGA. For the b17 bench-
mark, it was not possible to achieve an exact 75% utilization so it’s utilization was kept at
70%. Thus, the b17 benchmark success rate does not fall to 0% at 25% errors, instead it does
so at 30% errors.
The designs experimented with were constrained to within 0.2 ns of the smallest possi-
ble period, so these numbers represent close to the worst case success rates of the proposed
approach. In many practical cases, a design will not be required to be run at the highest
achievable frequency. Thus, if a design is more loosely constrained, then it would be expected
that the fault-aware toolchain would be able to tolerate more faults.
From the figures it can be seen that the success rates are high until about 10% of the logic
slices become faulty. Thus even for designs that cannot compromise on their frequency, it may
still be cost effective to buy larger chips with errors present and discard the small percentage
of them that cannot meet timing. On the other hand, if frequency degradation is acceptable,
then it may be possible to tolerate a given fault level at the cost of performance. The next
section examines the amount of frequency reduction necessary to implement the experimental
runs that failed at various error levels.
Table 6.1 Percent of faulty logic slices that can be tolerated for a maximum frequency per-
formance cost of 10%.
Utilizations 25% 50% 75%
% of Faulty Logic slices 30% 30% 20%
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(a) (b)
(c)
Figure 6.9 Degradation in frequency required for test runs that failed for the circuit’s original
timing constraint at device utilizations of a) 25%, b) 50%, and c) 75%. All data
points are within a 7% confidence interval at a confidence level of 90%.
6.5.2 Logic-slice Fault Tolerance when Degraded Performance is Permitted
When the timing constraints could not be met for a given run of a design, it was still
possible to implement the design at a degraded frequency. The negative slack times reported
by all designs that failed at various error levels were used to calculate the average percentage
of the original frequency for which the designs would still meet timing. This section presents
the results of that analysis. Table 6.1 summarizes the key observation obtained from this
evaluation that gives evidence that our proposed approach is quite tolerant of FPGA logic-slice
faults. It shows that designs using 25%, 50% and 75% of the chip can tolerate 30%, 30% and
20% logic-slice faults respectively.
The success rate of the proposed approach for a given percentage of errors can be seen in
Figures 6.8(a), 6.8(b) and 6.8(c). Figures 6.9(a), 6.9(b) and 6.9(c) must be looked at in the
context of Figures 6.8(a), 6.8(b) and 6.8(c) respectively. For example, if for a utilization of
25% and 20% logic-slice errors the success rate in Figure 6.8(a) is 70%, then 30% of the runs
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fail at the original frequency. It is these runs that require the frequency degradation shown in
Figure 6.9(a).
As can be seen from Figure 6.9(a) and Figure 6.8(a), at a 25% utilization and up to 15%
errors, the designs can be implemented in 67.5%-82.5% of the cases. In the cases when this
is not possible, they still can be implemented after about a 1% degradation in performance,
until about 15% of the logic slices are faulty. From 15% to 30% errors, all the designs can be
implemented with a frequency degradation of between 2%-7%. Thus, the empirical evidence
suggests that for a design that utilizes only 25% of the chip, our fault-aware toolchain approach
can tolerate up to 30% of the chip being faulty at a reasonable performance cost (e.g., less than
the performance cost typically associated with stepping down by a speed grade).
Similarly, from Figure 6.8(b) and Figure 6.9(b) it can be seen that between 32%-56% of
the designs successfully meet timing until about 20% of the logic slices are faulty. Those that
fail can meet timing with a 8%-10% frequency degradation, until about 30% of the logic slices
are faulty. Thus, the experimental results suggest that for a design that utilizes 50% of the
chip, the proposed approach can tolerate up to 30% of the chip being faulty at a reasonable
performance cost.
From Figure 6.8(c) and 6.9(c) it can be seen that there is a knee point at an error level of
20%-25%, below which approximately 90% of the time the designs are successfully implemented.
For the remaining 10% of the cases that the designs fail timing, a 3%-5% frequency degradation
allows them to be implemented. This knee point varies with utilization. In these graphs the
knee point occurs when about 20% of the FPGA is made faulty in the worst case (i.e., at 75%
utilization). If the design being implemented is smaller, then up to 30% of the FPGA logic
slices being faulty can be tolerated by the proposed approach for a maximum performance cost
of 10% (see Table 6.1).
6.5.3 Routing Faults Compared to Logic-slice Faults
In [107], Dehon states that 80-90% of an FPGA’s area is allocated to routing resources.
Thus, it is important to evaluate our proposed approach in the presents of routing faults in
addition to logic-slice faults. Figures 6.10(a) and 6.10(b) show that routing faults can have
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(a) (b)
Figure 6.10 Comparing Logic-slice & routing faults, a) connectivity versus percent of faults,
and b) Percent degradation of circuit frequency, for b17 using 25% of the FPGA.
a much larger impact on the toolschain’s ability to tolerate faults as compared to logic-slice
faults.
Figure 6.10(a) quantifies at what fault-level the toolchain can no longer route (i.e. fully
connect) the design. This concept did not exist when only logic-slice faults were emulated, since
100% of the routing resources were available for constructing any given signal’s path. However,
now that routing resources are being reduced (i.e. removing available switch matrices), the
tools quickly run into issues fully connecting (i.e. routing) the design. In this case, even with
only 25% of the FPGA is being utilized and when just over 1% routing faults are present,
approximately 15% of the designs are not connectable by the toolchain. Where as for fault
scenarios made up only of logic-slice faults, the toolchain could route designs up until the point
that there were not enough fault-free logic slices to implement the design.
Figure 6.10(b) illustrates that routing faults tend to place and route at lower frequencies,
as compared to when only logic-slice faults are present. However, this difference in operat-
ing frequency is overshadowed by the routing-fault’s impact on circuit connectivity, shown in
Figure 6.10(a)
Loosely coupled vs. tightly coupled cores Figures 6.11(a)-6.11(d) show that char-
acteristics of a design play a strong role in the toolchain’s ability to successfully and efficiently
place and route that design. For example, in Figure 6.11(a), in most cases before the percent of
routing faults reaches 2%, over 30% of the designs are not even connectable by the toolchain.
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(a) Routability for b17: dense 80386 cores (b) Routability for b20: small loosely cou-
pled Viper cores
(c) Performance degradation for b17:
dense 80386 cores
(d) Performance degradation for b20:
small loosely coupled Viper cores
Figure 6.11 It can be seen that designs made up of small loosely coupled cores allow the
toolchain to tolerate routing faults significantly better than designs composed of
large densely routed cores.
Further more Figure 6.11(c) shows that even for just 1% routing faults, the designs for these
same fault emulation experiments are already quickly degrading in operating frequency perfor-
mance. These two figures illustrate the results for benchmark b17, which is made up of large
densely routed cores.
However, benchmark b20, which is composed of smaller loosely coupled cores, shows a very
different behavior. Figure 6.11(b) shows that the toolchain can fully connect the design, even
as the number of routing faults reaches 30% or more. In addition, Figure 6.11(d) shows that
for b20 the toolchain can tolerate up to 25% routing faults before degrading the operating
frequency by more than 10%.
These results clearly show that the toolchain can better tolerate routing faults when im-
plementing designs made up of small loosely coupled cores, as opposed to designs composed of
large densely routed cores.
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(a) (b)
Figure 6.12 a) Shows the ratio of the frequency at which different benchmarks could have been
implemented on smaller fault-free chips as compared to the maximum frequencies
possible at various errors level on the larger LX110T FPGA. These tests were run
for benchmarks that utilized 25% of the LX110T, b) Sensitivity Analysis: success
rate at various error percentages with different timing constraints in nanoseconds
(benchmark b17, 25% utilization).
6.5.4 Comparison with Smaller, Fault-free Chips
Figure 6.12(a) shows the ratio of the maximum frequency at each error level in the larger
chip (LX110T) with respect to the frequency possible in smaller fault-free FPGAs. A ratio of 1
indicates the same performance. As can be seen in Figure 6.12(a), having up to 30% logic-slice
errors in the larger chip results in approximately the same performance as a smaller fault free
chip. Thus a design that fits a smaller fault-free chip can be efficiently implemented on a larger
faulty chip having the same number of fault free logic slices. This observation could be used
by manufacturers to help market chips with faults at a reduced price.
If a manufacturer were to choose an error threshold for which any chip below this threshold
was deemed appropriate for market, then the manufacturer’s effective yields would increase to
that given in Equation 6.1. Where RBT (Rejected Below Threshold) is the % of originally
rejected chips that have an error level below a set threshold.
Effective Y ield = Old Y ield+
(100−Old Y ield) ∗ (RBT )
100
(6.1)
6.5.5 Timing Constraint Sensitivity
All benchmark designs were constrained to within approximately 0.2ns of their minimum
fault-free periods. In order to get an idea of how sensitive success rate was to how tightly
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the design was constrained, we ran tests to constrain benchmark b17 from 7ns (∼minimum
fault-free period) to 7.4ns. Figure 6.12(b) shows the findings for this experiment. As can be
seen in the figure, the tools are quite sensitive to how tightly the design is constrained. Thus,
it seems reasonable that relaxing the timing constraints by just 10% (∼.7ns) allows the tools
to tolerate a significant number of faults.
6.6 Conclusion
We have put forth and evaluated an approach for developing an FPGA implementation
toolchain that is fault-aware. Our results have shown that this approach can tolerate a sig-
nificant number of logic-slice faults (up to 30%) with a modest decrease in circuit frequency
performance (10% or less) for the Virtex 5 LX110T. With respect to routing faults, it was found
that designs made up of small loosely coupled modules could tolerate up to approximately 30%
faults as well. However, for designs composed of large and tightly coupled cores, only about
1% routing faults could be tolerated (a factor of 30 less).
Even for designs in which only 1% of routing faults could be tolerated (which is still a
significant number of faults), it is worth recalling that for our experiments we defined a single
routing fault to be an entire switch matrix becoming unusable. This is an extremely pessimistic
model of a routing fault. It is expected that the tools would perform much better if only a
couple of the routes within a given switch matrix were marked faulty.
We have also proposed the idea of establishing an equivalence between larger, faulty FPGAs
and smaller, non-faulty FPGAs. Our results show that for logic-slice faults such an equivalence
is feasible.
It has been clearly shown that while FPGA toolchains were not designed to avoid faults,
they show an impressive capability to do so. If fault information could be coupled more
tightly with the tool’s underlying routing algorithm, it is expected that even more impressive
performance could be obtained. Our results provide strong motivation for further exploration
of such research directions.
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CHAPTER 7. CONCLUSION AND FUTURE WORK
A co-processor to mitigate the affect of delay on control loops was developed. Its software
configurability allows little to no hardware knowledge to use while maintaining the original
assumption by control engineers of constant, non-varying delay and thus assuring stability.
There are methods in scheduling and control theory that mitigate the effects of delay variations,
but such methods consume processor resources which may be limited for systems of light weight
and low power. Two scalable versions of state-space based co-processors were also designed
and evaluated. It was discovered that the LUT-based memory architecture was efficient in
using logic resources and minimized wastage at the cost of reduced clock speed when increasing
parallelism. The BRAM architecture is useful when implementing large systems that have tight
delay constraints.
The architecture was tested in an emulated environment. In the future, it would be nice to
test the system with an actual plant. Run time software reconfiguring could be taken advantage
of to implement piece-wise linear controllers and other forms of hybrid control.
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APPENDIX A. FIXED-POINT MATH
Our PoC uses fixed-point math, which is prone to overflow and underflow issues if the
radix-point is not chosen correctly [26]. We use Matlab’s fixed-point math functions as seen
in Listing A.1, to determine an appropriate radix-point1 for each variable and coefficient. Our
PoC implementation performs calculations and represents the emulator’s internal state using a
64-bit fixed-point format with a 48-bit fractional part (line 27) The 32-bit controller used two
radix-point configurations; 16-bit fraction for large intermediate values (lines 44 and 45) and
20-bit fraction for calculations requiring more accurate and smaller values (line 37 and 57)2.
We used 32-bit based math for the controller since many embedded processors, like NIOS II
are 32-bit. Also commercial analog-to-digital (ADC) converters and digital-to-analog (DAC)
converters usually do not have resolutions higher than 32-bits. Lines 36 to 59 implements the
control loop, where reference-point r is set (line 38), the plant’s state is updated every iteration
(line 56) and the controller is triggered every sample-period (line 39 to 54). Lines 48 to 52 of
the code limit the magnitude of the control signal to 40 Newtons adding non-linearity to the
actuator and making the system model more realistic.
1 %Inverted_Pendulum_fixedpoint_model.m
2 %A,B,C,D from Ogata
3
4 %fixed point setting => truncate numbers less than LSbit
5 F2= fimath(’RoundMode ’,’floor’,’MaxSumWordLength ’ ,200);
6
7 %desired pole positions for closed -loop system
1line 5 contains the rules of rounding for fixed-point arithmetic results. These rules match those that are
followed by the PoC. The Matlab code for calculating the coefficients for the controller and plant’s state-space
model can be found in [97]
2Though fewer bits for fraction would suffice to prevent rounding errors (e.g.41-bits instead of 48 for the
plant), we decided to use conventional formats which are multiples of 8
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8 J = [ -1+02*1i -1-2*1i -19 -19 -19];
9
10 % controller gain calculation
11 Khat = acker(Ahat ,Bhat ,J);%Ahat Bhat from Ogata
12 %controller coefficients
13 K = fi([Khat (1) Khat (2) Khat (3) Khat (4)],1,32,20,F2);
14 %integrator gain
15 KI = fi(-Khat(5), 1, 32, 20, F2);
16 %’fi’ ref => value ,signed|word |fraction|options
17 % |length|length
18
19 %digitizing plant
20 % creating state -space model of plant
21 sysC = ss(A,B,C,0);%creating state -space model
22 % simulation time step
23 time_step = 0.0001;
24 % creating digital version of plant
25 sysD = c2d(sysC ,time_step ,’zoh’);%digitizing system
26
27 %digitized Plant ’s state -space
28 A_D = fi(sysD.a,1,64,48,F2);%64.48 fixed point to eliminate
29 %’rounding to zero ’ errors
30 % similar steps for B,C and D of plant
31
32 sim_time = 1; %simulation time = 1 second
33 steps = sim_time/time_step;%time between calculations
34 time_step_intgrtr = 0.002; %time between samples
35
36 for n = 1:1: steps; % run from t=0 till 1 second
37 t = n*time_step;
38 r = fi(0.5,1,32,20,F2);% ref. signal of 0.5 meter step at t=0
39 if(mod(t,time_step_integrator )==0)%update cntrler each 2ms
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40 %calculating error between r and actual position
41 Error = fi(r - y,1,32,20,F2);
42 error_scaled= fi(Error*time_step_intgrtr ,1,32,20,F2);
43 integrator = fi(integrator+error_scaled ,1,32,20,F2);
44 %NOTE :32.16 fixed point format for large intermediate values
45 KX = -fi(K*X,1,32,16,F2);
46 IKI = fi(integrator*KI ,1,32,16,F2);
47 u = fi(KX+IKI ,1,32,20,F2);%control signal
48
49 if(u>fi(40 ,1 ,32 ,20)) %saturate to 40N force
50 u = fi(40 ,1 ,32 ,20);
51 elseif(u<fi(-40,1,32,20))%saturate to -40N force
52 u = fi(-40,1,32,20);
53 end
54 end
55 %Calculating new state of the plant
56 X = fi(A_D*X + B_D*(u),1,64,48,F2);
57 %extracting plant position(sampling sensors)
58 y = fi(C_D*X,1,32,20,F2);
59 end
Listing A.1 Fixed-point math model of digitally controlled PoC
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APPENDIX B. JITTERBUG SUPPORT
Details on using JitterBug can be found in the manual [19]. Here, we give an example
of how we used JitterBug for our research. In JitterBug, the metric of robustness is a cost
function (the square of error with respect to zero) which the designer can select. In our case
we inject a noise or disturbance in the cart position through R1 (line 4) and keep the sensors
noise-free through R2 (line 5). The delay information is passed through probability density
functions1, one for each system node in a timing-node network (lines 37-39) that is mapped
to system system block (lines 42-44). Our cost function, defined by Q (line 6), is equal to
eθ
2 + eθ˙
2 + ex2. We have two setups for JitterBug, one in which we have complete control
over the sample period and delay, as we do in the Simulink setup. The other setup takes the
probability distribution of the computational delay observed in the PoC experiments.
1 % Jitterbug: Inverted_Pendulum_PoC.m
2 % ================================
3 G = ss(A,B,C,D);
4 R1 = diag ([0 0 1 0]); % Input noise on position i.e. x3
5 R2 = diag ([0 0 0 0]); % No Output noise
6 Q = [1 0 0 0 0;...
7 0 1 0 0 0;...
8 0 0 1 0 0;...% cost = x1^2 + x2^2 + x3^2
9 0 0 0 0 0;...% = theta ^2 + theta_dot ^2 + position ^2
10 0 0 0 0 0];
11 use_OS_pdf = 1;
1The developers of JitterBug have also made TrueTime, a processor simulator which generates pdf’s for
JitterBug according to the information passed to it like the scheduling and control algorithms used and behavior
of interrupts. It is difficult to mimic and compare multiple commercial processors in such a manner as the
information required is difficult to feed to the tool. Instead of feeding information about NIOS II to TrueTime,
we found it easier to take the timing information directly from NIOS II through our System Profiler and pass
the pdf’s to JitterBug
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12 %range of sample periods to explore
13 hvec = (Start_period:Steps_period:End_period )/1000;
14 h_it = 0;
15 for h = hvec %moving through sample period points
16 h_it = h_it +1;
17 dt = h/40; %delay step size
18 taumaxvec = 0:2*dt:h;%delay array
19 tau_it = 0;
20 for taumax=taumaxvec % moving through delay points
21 tau_it = tau_it + 1;
22 %chosing delay probability density function for controller
23 if(use_OS_pdf ==0)
24 %use fixed delay , no distribution
25 Ptau = zeros(1,round(h/dt )+1);
26 Ptau(tau_it) = 1;
27 else
28 %use OS derived delay distribution
29 Ptau = myPtau_surf(tau_it ,:,h_it);
30 end
31 H1 = eye (4); % Sampler
32 H2 = c2d(ss(1,[0 0 -1 0],KI ,-K),h); % Controller
33 H3 = 1; % Actuator
34
35 N = initjitterbug(dt,h); % Initialize Jitterbug
36
37 N = addtimingnode(N,1 ,2); % Add node 1 sampler no delay
38 N = addtimingnode(N,2,Ptau ,3);% Add node 2 controller
39 N = addtimingnode(N,3); % Add node 3 actuator no delay
40
41 N = addcontsys(N,1,G,4,Q,R1,R2);% Add sys 1 (G) plant
42 N = adddiscsys(N,2,H1 ,1 ,1); % Add sys 2 (H1) to node 1
43 N = adddiscsys(N,3,H2 ,2 ,2); % Add sys 3 (H2) to node 2
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44 N = adddiscsys(N,4,H3 ,3 ,3); % Add sys 4 (H3) to node 3
45
46 N = calcdynamics(N); % Calculate the internal dynamics
47 J = calccost(N) % Calculate the cost
48 Jmat(find(h==hvec),find(taumax == taumaxvec )) = J;%store
49 end
50 end
Listing B.1 JitterBug for fixed delay of digitally controlled PoC
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