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CONNECTED SETS OF SOLUTIONS OF SYMMETRIC ELLIPTIC
SYSTEMS
ANNA GOŁE¸BIEWSKA, SŁAWOMIR RYBICKI, AND PIOTR STEFANIAK
Abstract. The purpose of this paper is twofold. First we study bifurcations of con-
nected sets of critical orbits of some invariant functional from a given family of critical
orbits. We use techniques of equivariant bifurcation theory to obtain a Rabinowitz type
alternative for symmetric gradient operators. The second aim is to apply the abstract
results to studying orbits of nonconstant solutions of a nonlinear Neumann problem.
1. Introduction
The aim of this paper is to study the global bifurcation of solutions of a parameter
dependent equation in the presence of symmetry of some compact Lie group. More pre-
cisely, assuming the existence of the so called set of trivial solutions, we prove a necessary
and sufficient conditions for bifurcation of solutions from this set and describe the global
behaviour of a bifurcating continuum (i.e. a closed, connected set).
The most famous result concerning the global bifurcation is the classical Rabinowitz
theorem, see [19]. Rabinowitz has considered the equation in general form
T (u, λ) = 0, (1.1)
where T (u, λ) = u − η(u, λ), for (u, λ) ∈ E × R, E is a real Banach space and η is a
compact and continuous operator of the form η(u, λ) = λLu + o(‖u‖) with L being a
compact linear operator. The set of trivial solutions has been assumed to be {0} ×R. In
this setting it has been proved that if µ is a characteristic value of L of odd algebraic
multiplicity, then there exists a continuum of solutions of problem (1.1) bifurcating from
(0, µ). Moreover, this continuum is either unbounded or it meets (0, µˆ), where µˆ 6= µ is
another characteristic value.
The above result has been generalised by many authors, considering different classes of
operators appearing in the equation (1.1). In particular, a theorem of this type has been
proved in [20] for operators T as in (1.1), but additionally gradient and with symmetries of
some compact Lie group G. Namely, it has been stated that if µ is a characteristic value of
odd multiplicity or the eigenspace associated with this value is a nontrivial representation
of G, then from (0, µ) bifurcates a continuum which is either unbounded or meets another
characteristic value. In [10] an analogous result has been given for an operator T being a
gradient of a strongly indefinite invariant functional.
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The general form of the equation (1.1) appears in the natural way when consider-
ing a wide class of differential equations, for example the elliptic systems with Dirichlet
boundary conditions. Therefore, the abstract results described above could be applied
to studying sets of solutions of such systems, see [10], [20]. Moreover, with an easy as-
sumption on the system, we can obtain that {0} × R is a set of trivial solutions of some
associated operator equation of the form (1.1) and that there exist levels λ ∈ R such that
solutions of the form (0, λ) are isolated in E×{λ}. This allows to apply classical methods,
like the mentioned Rabinowitz theorem, to study bifurcations.
However, if we consider an elliptic Neumann problem of the form{
−△u = ∇uF (u, λ) in U
∂u
∂ν
= 0 on ∂U ,
where the potential F is assumed to be G-invariant, for G being a compact Lie group, and
some additional assumptions on U and F are satisfied (see Section 4), we obtain the set
of trivial solutions in a different form. More precisely, the trivial solutions form orbits of
the action of the group, so we study the bifurcation from the set G(u0)×R for some given
orbit G(u0) of constant solutions. In this situation it can happen that the orbit G(u0) is
a manifold of positive dimension. For instance if G = SO(3) and the isotropy group Gu0
of u0 equals SO(2), then the orbit G(u0) is G-homeomorphic to G/Gu0 = S
2. Therefore
the classical results mentioned above can not be applied in this situation.
That is why the theory of bifurcation from the orbit has been recently developed, see
[17], [9], [12]. In particular, in [9] we have studied global bifurcations from an orbit of
solutions of a nonlinear Neumann problem defined on a ball, proving some version of a
Rabinowitz type theorem. A similar result for a non-cooperative Neumann problem has
been given in [12]. These results have been proved with the assumption that the isotropy
group Gu0 is trivial.
In the current paper we study the global bifurcation problem from an orbit G(u0) of any
isotropy type. More precisely, we consider a gradient operator of the form of a completely
continuous perturbation of the identity and consider its set of zeros of the form G(u0)×R,
for G being a compact Lie group. In Theorem 3.10 we formulate a sufficient condition for
existence of a global branch of orbits of zeros bifurcating from G(u0)× R.
In Theorem 3.11 we give a sufficient condition for the bifurcation in terms of eigenvalues
and eigenspaces of the hessian of the functional. More precisely, we prove that if the space
of fixed points of the action of the group H on some direct sum of eigenspaces of the
hessian is odd-dimensional, then the global bifurcation occurs, where (H) is the orbit
type of G(u0). To prove this theorem we apply Theorem 3.7, where we give a sufficient
condition to distinguish the Euler characteristics of some G-CW-complexes.
Our second aim is to apply the abstract results to studying a nonlinear Neumann
problem defined on an open set. In Theorem 4.6 we give sufficient conditions for global
bifurcations of connected sets of orbits of nonconstant solutions, emanating from a criti-
cal orbit of constant solutions. We formulate these conditions in terms of eigenvalues of
the hessian of the potential of the system as well as eigenvalues and eigenspaces of the
Laplacian. We emphasise that in this theorem we do not assume anything about the orbit
type of the orbit of constant solutions.
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2. Notation
We start with recalling some notation concerning the theory of transformation groups.
Denote by G a compact Lie group and by sub(G) the set of closed subgroups of G. We
call subgroups H,K ∈ sub(G) conjugate if H = gKg−1 for some g ∈ G. Denote by (H)
the conjugacy class of H and by sub[G] the set of conjugacy classes of closed subgroups
of G.
By a G-space we understand a Hausdorff space X with an action of the group G. Since
we consider Lie groups, we assume that X is a manifold and the action is smooth. For a G-
space X and x ∈ X, we denote by Gx the isotropy group of x, i.e. the set {g ∈ G : gx = x}
and by G(x) the orbit {gx : g ∈ G}. Moreover, for a fixed H ∈ sub(G), by XH we denote
the set of fixed points of the action of H , i.e. the set {x ∈ X : ∀h∈H hx = x} and we put
X(H) = {x ∈ X : (Gx) = (H)}.
Let X be an H-space and consider the product G × X with the H-action given by
(h, (g, x)) 7→ (gh−1, hx) for h ∈ H , (g, x) ∈ G × X. Denote by G ×H X the space of
orbits of this action and note that G ×H X is a G-space with the G-action given by
(g′, [g, x]) 7→ [g′g, x] for g′ ∈ G, [g, x] ∈ G×HX. This space is called the induced G-space.
A similar construction can be done for pointed spaces. Recall that if X is a pointed
H-space, then the action on the base point of X is assumed to be trivial. If Y is an
H-space without a base point, then by Y + we denote a pointed space Y ∪ {∗}. Suppose
that X is a pointed H-space and consider the smash product G+ ∧X with the H-action
(h, (g, x)) 7→ (gh−1, hx) for h ∈ H , (g, x) ∈ G+ ∧ X. We call the space of orbits of this
action the smash product over H and denote it by G+ ∧H X. Note that G
+ ∧H X is a
G-space with the G-action given by (g′, [g, x]) 7→ [g′g, x] for g′ ∈ G, [g, x] ∈ G+ ∧H X.
The properties of induced G-spaces can be found for example in [15], [24]. For the
properties of the smash product over H we refer to [24].
Throughout this paper we denote by Bk (Dk, Sk−1, respectively) the k-dimensional
open unit ball (the k-dimensional closed unit ball, the k − 1-dimensional unit sphere).
3. The degree and the Euler characteristic
The aim of our paper is to consider the global bifurcation phenomenon. As the main
tool in this problem we use the degree theory for equivariant maps. More precisely, we
work with the degree for G-equvariant gradient maps defined by Gęba in [7] and its infinite
dimensional generalisation for completely continuous perturbations of the identity, defined
in [20]. These degrees are elements of the Euler ring U(G). For the convenience of the
reader we present below the definition and basic properties of this ring, as well as of the
Euler characteristic χG(X) of a pointed G-CW-complex X. We refer to [23] and [24] for
more details.
3.1. The Euler ring. Fix a compact Lie group G. It is known that if H ∈ sub(G) is
the isotropy group of x, then all the points of the orbit G(x) have the isotropy groups
conjugate to H . Therefore the class (H) is sometimes called the orbit type of G(x), or
briefly the type of G(x). In a similar way, in the case of a G-space X with all the orbits
having the same type, we call this conjugacy class the type of X. For example, if we
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consider the space G/H , with the action of G given by (g, g′H) 7→ gg′H , the type of this
space is (H). We can also consider the space G/H ×Bk, with the trivial G-action on Bk
and again obtain the space of the type (H). This model space is used as the so called
k-cell of the type (H) in the definition of a G-CW-complex. We start with the definition
of attaching a family of k-cells. Denote by ⊔ the disjoint union.
Definition 3.1. Let (X,A) be a pair of G-spaces and H1, . . . , Hq ∈ sub(G). We say that
X is obtained from A by attaching a family of k-cells of the type {(Hj) : j = 1, . . . , q}, if
there exists a G-equivariant map
ϕ :

 q⊔
j=1
Dk ×G/Hj,
q⊔
j=1
Sk−1 ×G/Hj

→ (X,A)
which maps homeomorphically
q⊔
j=1
Bk ×G/Hj onto X \ A.
Definition 3.2. Let X be a G-space with a base point ∗ ∈ X. If there exists a finite
sequence of G-spaces X0 ⊂ X1 ⊂ . . . ⊂ Xp = X such that
(1) X0 is G-homeomorphic with {∗} ⊔
q(0)⊔
j=1
G/Hj,0, where H1,0, . . . , Hq(0),0 ∈ sub(G),
(2) Xk is obtained from Xk−1 by attaching a family of k-cells of the type {(Hj,k) : j =
1, . . . , q(k)} for k = 1, . . . , p,
then we call X a pointed G-CW-complex.
The set
p⋃
k=0
q(k)⋃
j=1
{(k, (Hj,k))} is called the type of the cell decomposition of X.
Denote by [X] the G-homotopy class of a pointed G-CW-complex X. Let F be the free
abelian group generated by the pointed G-homotopy types of G-CW-complexes andN the
subgroup of F generated by all elements [A]−[X]+[X/A] for pointed G-CW-subcomplexes
A of a pointed G-CW-complex X.
Definition 3.3. Put U(G) = F/N and let χG(X) be the class of [X] in U(G). The element
χG(X) is said to be the G-equivariant Euler characteristic of a pointed G-CW-complex
X.
For pointed G-CW-complexes X, Y the actions in U(G) are defined by
χG(X) + χG(Y ) = χG(X ∨ Y ),
χG(X) ⋆ χG(Y ) = χG(X ∧ Y ),
(3.1)
where X ∨ Y is the wedge sum and X ∧ Y is the smash product.
Lemma 3.4. (U(G),+, ⋆), with the actions given by (3.1), is a commutative ring with
unit I = χG(G/G
+).
We call (U(G),+, ⋆) the Euler ring of G.
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Lemma 3.5. (U(G),+) is a free abelian group with the basis χG(G/H
+), (H) ∈ sub[G].
Moreover, if X is a pointed G-CW-complex and
p⋃
k=0
q(k)⋃
j=1
{(k, (Hj,k))} is the type of the cell
decomposition of X, then
χG (X) =
∑
(H)∈sub[G]
νG (X,H)χG
(
G/H+
)
,
where νG(X,H) =
p∑
k=0
(−1)kνG(X,H, k) and νG(X,H, k) is the number of k-dimensional
cells of the type (H).
3.2. The degree for equivariant gradient maps. Let V be a finite dimensional orthog-
onal representation ofG and Ω ⊂ V a G-invariant set. Fix aG-invariant map ϕ ∈ C2(Ω,R)
(i.e. satisfying ϕ(gx) = ϕ(x) for every x ∈ Ω, g ∈ G) and note that the gradient of a
G-invariant map is G-equivariant, i.e. ∇ϕ(gx) = g∇ϕ(x) for every x ∈ Ω, g ∈ G. Sup-
pose that (∇ϕ)−1(0) ∩ ∂Ω = ∅. Under these assumptions, there is defined the degree
for G-equivariant gradient maps ∇G-deg(∇ϕ,Ω) ∈ U(G), see [7] for the definition and
properties.
In general situation, computing the degree is a difficult problem. One of the methods
of obtaining some information about the degree is to use its relation with the equivariant
Conley index (see for example [7] for the definition of the index), given by the Euler
characteristic. Below we recall this relation.
Assume that v0 is an isolated, non-degenerate critical point of ϕ. Denote by W the
direct sum of the eigenspaces of ∇2ϕ(v0) corresponding to the negative eigenvalues and
let SW =W ∪{∞} be a one-point compactification of W. Then SW is a pointed G-CW-
complex, with ∞ as a base point. It is known that the equivariant Conley index of {v0}
of the flow generated by −∇ϕ is the G-homotopy type of SW , see for example Theorem
5.2 of [9]. Moreover, if Ω ⊂ V is such that (∇ϕ)−1(0) ∩ cl(Ω) = {v0}, then (see [7] and
Corollary 1 of [11])
∇G-deg(∇ϕ,Ω) = χG(S
W). (3.2)
We are going to generalise the formula (3.2) to the case of a critical orbit. Assume that
G(v0) ⊂ (∇ϕ)
−1(0) is a non-degenerate critical orbit, i.e. dim ker∇2ϕ(v0) = dimG(v0),
and assume that Ω ⊂ V is such that (∇ϕ)−1(0) ∩ cl(Ω) = G(v0). Denote by Tv0G(v0) the
tangent space to the orbit G(v0) at v0 and let W = (Tv0G(v0))
⊥. Put H = Gv0 and note
that W is an orthogonal H-representation. As before, we denote by W the direct sum of
the eigenspaces of ∇2ϕ(v0) corresponding to the negative eigenvalues.
Theorem 3.6. Under the above assumptions,
∇G-deg (∇ϕ,Ω) = χG
(
G+ ∧H S
W
)
.
Proof. Define ψ : W ∩ Ω → R by ψ = ϕ|W∩Ω. It is easy to see that the functional ψ is
H-invariant and v0 is an isolated critical point of ψ. Moreover, from the definition of ψ and
since ∇2ϕ|Tv0G(v0)(v0) = 0, the direct sum of the eigenspaces of ∇
2ψ(v0) corresponding to
the negative eigenvalues is equal to W. From the properties of flows induced by gradient
operators, we conclude thatG(v0) is an isolated invariant set in the sense of the equivariant
6 ANNA GOŁE¸BIEWSKA, SŁAWOMIR RYBICKI, AND PIOTR STEFANIAK
Conley index theory for the flow induced by −∇ϕ. Hence the Conley index of {v0} of the
flow generated by −∇ψ is the H-homotopy type of SW . Therefore, from Theorem 3.1
of [17] we obtain that G+ ∧H S
W is the Conley index of G(v0) of the flow generated by
−∇ϕ. Applying the relation of the Conley index and the degree theory, we obtain the
assertion. 
Our main goal is studying the global bifurcation problem. To apply the degree theory
to this problem we need to distinguish degrees of different maps. From Theorem 3.6 we
know that it can be brought to comparing the Euler characteristics of G-CW-complexes
of the form G+ ∧H S
W .
Theorem 3.7. Fix orthogonal H-representations V, W. If dimVH is odd, then
χG(G
+ ∧H S
W⊕V) 6= χG(G
+ ∧H S
W).
Proof. The idea of the proof is to determine in the G-CW-complexes G+ ∧H S
W⊕V and
G+ ∧H S
W cells of the type (H). We are going to show that in both complexes there is
only one such cell. Knowing the dimensions of these cells, we will be able to compare the
(H)-th coordinates of their Euler characteristics.
First, observe that G+ ∧H S
V = (G×H V)∪ {∞}. Indeed, it is clear that, for a pointed
G-CW-complex X, G+ ∧H X = G×H X/G×H {∗} and therefore
G+ ∧H S
V = G×H S
V/G×H {∞} = G×H (V ∪ {∞})/G×H {∞} = (G×H V) ∪ {∞}.
Analogously G+ ∧H S
W⊕V = (G×H (W ⊕V)) ∪ {∞}.
If H = G, then, from the above equalities, G+ ∧H S
V is G-homeomorphic to SV and
G+ ∧H S
W⊕V to SW⊕V , see Lemma 1.87 of [15]. Therefore the assertion follows from
Lemma 3.4 of [6].
Assume that H 6= G. Then, using the fact that (G×HX)(H) = G/H×X
H , see Lemma
4.17 of [15], we obtain
(G+ ∧H S
W)(H) = ((G×H W) ∪ {∞})(H) = G/H ×W
H
and
(G+ ∧H S
W⊕V)(H) = G/H × (W ⊕V)
H = G/H × (WH ⊕ VH),
i.e. there is only one (dimWH)-cell of the type (H) in the G-CW-complex G+ ∧H S
W
and there is only one (dimWH + dimVH)-cell of the type (H) in the G-CW-complex
G+ ∧H S
W⊕V . Therefore
χG(G
+ ∧H S
W) = (−1)dimW
H
χG(G/H
+) +
∑
(K)∈sub[G],(K)6=(H)
α(K)χG(G/K
+)
and
χG(G
+ ∧H S
W⊕V) = (−1)dimW
H+dimVHχG(G/H
+) +
∑
(K)∈sub[G],(K)6=(H)
β(K)χG(G/K
+),
where α(K), β(K) ∈ Z, which completes the proof. 
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Corollary 3.8. From the definition of the Euler characteristic and the above theorem it
follows that if dimVH is odd, then G+ ∧H S
W⊕V and G+ ∧H S
W are not G-homotopy
equivalent. In particular, since G+ ∧H S
W⊕V and G+ ∧H S
W can be considered as the
Conley indices of some critical orbits, it allows to compare these indices.
In the next section we are going to apply Theorem 3.7 to compare the degrees of some
equivariant gradient maps and obtain as a consequence a global bifurcation theorem.
3.3. Global bifurcations. We start this subsection with recalling the definition and ba-
sic properties of the degree for G-equivariant gradient maps of the form of a completely
continuous perturbation of the identity (see [20] for the details). Let H be an infinite di-
mensional, separable Hilbert space which is an orthogonal G-representation. Assume that
H = cl(
⊕∞
n=0Hn), where all subspaces Hn are disjoint finite dimensional G-representations
and put Hn =
⊕n
k=0Hk. Denote by πn : H → H the G-equivariant orthogonal projection
such that πn(H) = H
n. We call {πn : H→ H : n ∈ N∪{0}} a G-equivariant approximation
scheme on H.
Assume that Ω ⊂ H is an open, bounded and G-invariant subset and ξ ∈ C1(H,R)
is a G-invariant map such that ∇ξ : H → H is a completely continuous, G-equivariant
operator and (Id−∇ξ)−1(0)∩∂Ω = ∅. To define the degree of Id−∇ξ on Ω, consider the
restrictions of this map to Hn. Since Hn are finite dimensional G-representations, there is
defined the Gęba’s degree ∇G- deg(πn(Id−∇ξ),Ω∩H
n). It appears (see [20]) that these
restrictions stabilise for n sufficiently large, i.e. there is n0 such that
∇G- deg(πn(Id−∇ξ),Ω ∩H
n) = ∇G- deg(πn0(Id−∇ξ),Ω ∩H
n0)
for every n ­ n0. Therefore, we can define the degree of Id−∇ξ on Ω by
∇G- deg(Id−∇ξ,Ω) = ∇G- deg(πn0(Id−∇ξ),Ω ∩H
n0).
Using this degree we can study a global bifurcation problem. Below we give the defini-
tion of the global bifurcation from a critical orbit.
Consider a family of G-invariant functionals Φ ∈ C2(H×R,R) and suppose that there
is u0 ∈ H such that ∇uΦ(u0, λ) = 0 for every λ ∈ R. The invariance of Φ implies that
G(u0) ⊂ (∇uΦ(·, λ))
−1(0) for every λ ∈ R. We call the elements of G(u0)× R the trivial
solutions of ∇uΦ(u, λ) = 0.
Definition 3.9. We say that a global bifurcation of solutions of ∇uΦ(u, λ) = 0 occurs
from the orbit G(u0) × {λ0}, if there is a connected component C(u0, λ0) of cl{(u, λ) ∈
(H × R) \ (G(u0)× R) : ∇uΦ(u, λ) = 0}, containing (u0, λ0), such that either C(u0, λ0) ∩
(G(u0)× (R \ {λ0})) 6= ∅ or C(u0, λ0) is unbounded.
Note that if a global bifurcation occurs, we obtain a connected component for every
v ∈ G(u0). In particular, if the group G is connected then we obtain a connected set of
nontrivial solutions bifurcating from G(u0)× {λ0}.
Assume additionally that ∇uΦ(u, λ) = u − ∇uζ(u, λ), where ∇uζ : H × R → H is
a completely continuous, G-equivariant operator. Consider λ0 ∈ R such that the orbit
G(u0) is degenerate in (∇uΦ(·, λ0))
−1(0). Suppose that there is ε > 0 such that G(u0) is
non-degenerate in (∇uΦ(·, λ))
−1(0) for every λ ∈ [λ0− ε, λ0+ ε] \ {λ0}. Fix a G-invariant
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open set Ω ⊂ H such that (∇uΦ(·, λ0 ± ε))
−1(0) ∩ cl(Ω) = G(u0). Below we formulate an
equivariant version of the Rabinowitz global bifurcation theorem.
Theorem 3.10. If ∇G-deg(∇uΦ(·, λ0−ε),Ω) 6= ∇G-deg(∇uΦ(·, λ0+ε),Ω), then a global
bifurcation of solutions of ∇uΦ(u, λ) = 0 occurs from the orbit G(u0)× {λ0}.
The proof of this theorem is standard in the degree theory, see for instance [14], [16],
[18], [19]. In the case of the Leray-Schauder degree it can be found for example in [5].
Below we are going to formulate the global bifurcation theorem in terms of some
eigenspaces of the operator Id−∇2uζ.
For m ­ 1 denote byWm(λ) a G-representation being the direct sum of the eigenspaces
of (Id−∇2uζ(·, λ))|Hm corresponding to the negative eigenvalues. Since ∇
2
uζ is a completely
continuous operator, for every λ there exists m0 ∈ N such thatWm(λ) =Wm0(λ) for every
m ­ m0. Put W(λ) = Wm0(λ). Note that W(λ) is the direct sum of the eigenspaces of
Id−∇2uζ(·, λ) corresponding to the negative eigenvalues.
Theorem 3.11. Let the above assumptions on H,Φ, u0, λ0 and ε be satisfied. Assume
that there exists a G-representation V(λ0) such that W(λ0 + ε) = W(λ0 − ε)⊕ V(λ0) or
W(λ0 − ε) = W(λ0 + ε) ⊕ V(λ0) and put H = Gu0. If dimV(λ0)
H is odd, then a global
bifurcation of solutions of ∇uΦ(u, λ) = 0 occurs from the orbit G(u0)× {λ0}.
Proof. From the definition of the degree and Theorem 3.6 it follows that if G(u0) × {λ}
is a nondegenerate orbit, then
∇G-deg(Id−∇uζ(·, λ),Ω) = ∇G- deg(πn0(Id−∇uζ(·, λ)),Ω∩H
n0) = χG(G
+∧H S
Wn0 (λ)),
where n0 is chosen as in the definition of the degree. It is easy to see that for such n0 we
have W(λ) =Wn0(λ). Therefore
∇G-deg(Id−∇uζ(·, λ),Ω) = χG(G
+ ∧H S
W(λ)).
The rest of the proof is a consequence of Theorems 3.7 and 3.10. 
Corollary 3.12. Consider the case ∇uζ(u, λ) = λ∇ξ(u), where ∇ξ is a completely con-
tinuous, G-equivariant operator. It is easy to observe that for λ0 > 0 we haveW(λ0+ε) =
W(λ0− ε)⊕V(λ0), where V(λ0) is the eigenspace of Id− λ∇
2ξ corresponding to the zero
eigenvalue. Analogously for λ0 < 0 we have W(λ0 − ε) = W(λ0 + ε) ⊕ V(λ0). In both
cases, from Theorem 3.11 we obtain that if dimV(λ0)
H is odd, then a global bifurcation of
solutions of ∇uΦ(u, λ) = 0 occurs from the orbit G(u0)× {λ0}. Note that if the group is
trivial, i.e. G = {e}, this result corresponds to a well known result of Rabinowitz, see [19]
Remark 3.13. The operator of the form Id−λ∇ξ appears for example when considering
elliptic systems with Dirichlet boundary conditions. For the system with Neumann bound-
ary conditions the operator ∇uζ is of the form ∇uζ1 − λ∇uζ2, where operators ∇uζ1 and
∇uζ2 are completely continuous. Note that also in this case, if we denote by V(λ0) the
eigenspace of Id−∇2uζ(·, λ0) corresponding to the zero eigenvalue, from Theorem 3.11 we
obtain that if dimV(λ0)
H is odd, then a global bifurcation of solutions of ∇uΦ(u, λ) = 0
occurs from the orbit G(u0)× {λ0}, see Theorem 4.6.
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4. Elliptic system
Fix a compact Lie group G and consider the system{
−△u = ∇uF (u, λ) in U
∂u
∂ν
= 0 on ∂U ,
(4.1)
where U ⊂ RN is an open, bounded subset with the piecewise C1 boundary. We assume
that
(a1) F ∈ C2(Rp × R,R),
(a2) u0 is a critical point of F for all λ ∈ R and there exists a symmetric matrix A
such that ∇2uF (u0, λ) = λA,
(a3) there exist C > 0 and 1 ¬ s < (N + 2)(N − 2)−1 such that |∇2uF (u, λ)| ¬
C(1 + |u|s−1) (if N = 2, we assume that s ∈ [1,+∞)),
(a4) Rp is an orthogonal G-representation and F is G-invariant with respect to the first
variable, i.e. F (gu, λ) = F (u, λ) for every g ∈ G, u ∈ Rp, λ ∈ R.
From (a2) and (a4) it follows that ∇uF (gu0, λ) = 0 for every g ∈ G, λ ∈ R, i.e. G(u0) ⊂
(∇uF (·, λ))
−1(0) for every λ ∈ R. We additionally assume:
(a5) the orbit G(u0) is non-degenerate for every λ ∈ R, i.e. dim ker∇
2F (u0, λ) =
dimG(u0).
Let H1(U) denote the standard Sobolev space with the inner product
〈η, ξ〉H1(U) =
∫
U
(∇η(x),∇ξ(x)) + η(x) · ξ(x) dx.
Consider the space H =
⊕p
i=1H
1(U) with the inner product given by
〈u, v〉H =
p∑
i=1
〈ui, vi〉H1(U).
Note that H is an orthogonal G-representation, with the action (g, u)(x) 7→ gu(x) for
g ∈ G, u ∈ H, x ∈ U .
It is known that weak solutions of the system (4.1) are in one-to-one correspondence
with critical points (with respect to u) of the functional Φ: H× R→ R given by
Φ(u, λ) =
1
2
∫
U
p∑
i=1
(|∇ui(x)|
2) dx−
∫
U
F (u(x), λ) dx. (4.2)
From the assumption (a4) it follows that Φ is G-invariant.
Remark 4.1. Note that the assumption (a2) implies that there exists F0 ∈ C
2(Rp×R,R)
such that F (u, λ) = λ
2
(Au, u)− λ(Au0, u) + F0(u − u0, λ) and for every λ ∈ R there hold
∇uF0(0, λ) = 0 and ∇
2
uF0(0, λ) = 0.
Denote by u˜0 ∈ H the constant function u˜0 ≡ u0. Below we collect some standard
properties of ∇uΦ, see for example [12].
Lemma 4.2. Under the assumptions (a1)–(a3):
∇uΦ(u, λ) = u− u˜0 − LλA(u− u˜0)−∇uη0(u− u˜0, λ),
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where
(1) 〈LλAu, v〉H =
∫
U
(u(x), v(x)) + (λAu(x), v(x)) dx for all v ∈ H,
(2) LλA is a self-adjoint, bounded, completely continuous operator,
(3) η0 : H× R→ R is defined by η0(u, λ) =
∫
U
F0(u(x), λ) dx,
(4) ∇uη0 : H × R → H is a completely continuous operator such that ∇uη0(0, λ) =
0, ∇2uη0(0, λ) = 0 for every λ ∈ R.
Let us denote by σ(−∆;U) = {0 = β1 < β2 < . . . < βk < . . .} the set of distinct
eigenvalues of the Laplace operator (with Neumann boundary conditions) on U . Write
V−∆(βk) for the eigenspace of −∆ corresponding to βk ∈ σ(−∆;U). Let us denote by Hk
the space
⊕p
i=1V−∆(βk). By the spectral properties of self-adjoint, completely continuous
operators, it follows that H1(U) = cl(
⊕∞
k=1V−∆(βk)). Let H
0 = {0} and πn : H → H
be a natural G-equivariant projection such that πn(H) = H
n for n ∈ N ∪ {0}, where
Hn =
⊕n
k=1
⊕p
j=1V−∆(βk). This defines a G-equivariant approximation scheme {πn : H→
H : n ∈ N ∪ {0}} and therefore the assumptions on H of Subsection 3.3 are satisfied. In
particular, for every u ∈ H there exists a unique sequence {uk} such that uk ∈ Hk and
u =
∑∞
k=1 u
k.
Put W = (Tu0G(u0))
⊥ ⊂ Rp, H = Gu0 . Let p0 = dimG(u0), p1 = dimW
H and
p2 = dim(W
H)⊥. It is known (see [7]) that
Tu0G(u0) Tu0G(u0)
⊕ ⊕
A : WH → WH
⊕ ⊕
(WH)⊥ (WH)⊥
has the following form
A =

 0 0 00 B(u0) 0
0 0 C(u0)

 , (4.3)
where B(u0) is of dimension p1 × p1 and C(u0) of p2 × p2.
Let us consider an orthonormal basis of Rp consisting of eigenvectors of the ma-
trix A. More precisely, denote by f1, . . . , fp0 the eigenvectors corresponding to 0, by
fp0+1, . . . , fp0+p1 the eigenvectors corresponding to (not necessarily distinct) eigenvalues
bp0+1, . . . , bp0+p1 of B(u0) and by fp0+p1+1, . . . , fp the eigenvectors corresponding to eigen-
values cp0+p1+1, . . . , cp of C(u0).
Let τj : H → H
1(U) be a projection such that τj(u)(x) = (u(x), fj), j = 1, . . . , p.
Clearly, if uk ∈ Hk, then τj(u
k) ∈ V−∆(βk). Moreover, every u ∈ H can be represented by
u =
∞∑
k=1
p∑
j=1
τj(u
k) · fj . Denote
H0 =
{
u ∈ H : u =
∞∑
k=1
p0∑
j=1
τj(u
k) · fj
}
,
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H1 =
{
u ∈ H : u =
∞∑
k=1
p0+p1∑
j=p0+1
τj(u
k) · fj
}
,
H2 =
{
u ∈ H : u =
∞∑
k=1
p∑
j=p0+p1+1
τj(u
k) · fj
}
.
Note that for u = (u0,u1,u2) ∈ H0 ⊕H1 ⊕H2 = H we have
LλAu = (L0u0, LλB(u0)u1, LλC(u0)u2),
where
〈L0u0, v0〉H0 =
∫
U
(u0(x),v0(x)) dx,
〈LλB(u0)u1, v1〉H1 =
∫
U
(u1(x) + λB(u0)u1(x),v1(x)) dx,
〈LλC(u0)u2, v2〉H2 =
∫
U
(u2(x) + λC(u0)u2(x),v2(x)) dx
for all v0 ∈ H0, v1 ∈ H1, v2 ∈ H2.
In the lemma below we characterise the operators L0, LλB(u0) and LλC(u0). The proof is
analogous to the one of Lemma 3.2 of [8].
Lemma 4.3. For every u = (u0,u1,u2) ∈ H0 ⊕H1 ⊕H2
L0u0 =
∞∑
k=1
p0∑
j=1
1
1 + βk
τj(u
k) · fj ,
LλB(u0)u1 =
∞∑
k=1
p0+p1∑
j=p0+1
1 + λbj
1 + βk
τj(u
k) · fj,
LλC(u0)u2 =
∞∑
k=1
p∑
j=p0+p1+1
1 + λcj
1 + βk
τj(u
k) · fj ,
where u =
∞∑
k=1
uk.
As an easy consequence of Lemma 4.3 we obtain:
Corollary 4.4. The spectrum of Id− LλA is given by:
σ(Id− LλA) =
{
βk − λαj
1 + βk
: αj ∈ σ(A), βk ∈ σ(−∆;U)
}
.
From Lemma 4.2 it follows that u˜0 is a critical point of Φ for every λ ∈ R. From the
G-invariance of Φ we obtain that G(u˜0) × R ⊂ (∇Φ)
−1(0). We call the elements of the
family G(u˜0) × R the trivial solutions of the system (4.1). We are going to study global
bifurcations of nontrivial solutions from this family.
We start with the necessary condition. Let us denote by Λ the set of all λ ∈ R such that
the orbit G(u˜0)×{λ} is degenerate, i.e. such that dim ker∇
2
uΦ(u˜0, λ) > dim(G(u˜0)×{λ}).
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Lemma 4.5. If a bifurcation of solutions of (4.1) occurs from the orbit G(u˜0) × {λ0},
then λ0 ∈ Λ. Moreover,
Λ =
⋃
αj∈σ(A)\{0}
⋃
βk∈σ(−∆;U)
{
βk
αj
}
.
The proof of this lemma is similar to the proof of Lemma 3.1 of [9].
Denote by µM(a) the multiplicity of the eigenvalue a of a matrix M . Recall that B(u0)
is given by B(u0) = A|WH , see (4.3).
Theorem 4.6. Consider the system (4.1) with the potential F and u0 satisfying the as-
sumptions (a1)–(a5). Fix λ0 ∈ Λ and assume that σ(λ0B(u0))∩σ(−∆;U) = {bj1, . . . , bjs}.
If
s∑
i=1
µB(u0)(bji) dimV−∆(bji) is odd, (4.4)
then a global bifurcation of solutions of (4.1) occurs from the orbit G(u˜0)× {λ0}.
Proof. To prove the existence of the global bifurcation in the case λ0 6= 0 we use Theorem
3.11. From the above considerations the assumptions on the space H and the functional
Φ of this theorem are satisfied. Moreover from Lemma 4.5 it follows that we can choose
ε > 0 such that Λ ∩ [λ0 − ε, λ0 + ε] = {λ0}.
As in the previous section, denote by W(λ) the direct sum of the eigenspaces of
∇2uΦ(u0, λ) = Id − LλA corresponding to the negative eigenvalues and note that, by
Corollary 4.4, it can be represented by the formula
W(λ) =
⊕
αj∈σ(A)
⊕
βk∈σ(−∆;U)
βk<λαj
V−∆(βk)
µA(αj).
In the above formula we understand V−∆(βk)
µA(α) as span{h · f : h ∈ V−∆(βk), f ∈
VA(α)}, see also [9]. However, this space is isomorphic with the direct sum of µA(α)
copies of V−∆(βk). Since in our computations the important thing is the dimension of the
spaces, we identify V−∆(βk)
µA(α) =
⊕µA(α)
i=1 V−∆(βk).
For λ ∈ R denote by V(λ) the G-representation being the eigenspace of Id − LλA
corresponding to the zero eigenvalue. Note that, from Lemma 4.3 and Corollary 4.4, we
have
V(λ) =
⊕
αj∈σ(A)
⊕
βk∈σ(−∆;U)
βk=λαj
V−∆(βk)
µA(αj ).
Additionally by (4.3) and by the definition of the action of G on H,
V(λ)H =
⊕
bj∈σ(B(u0))
⊕
βk∈σ(−∆;U)
βk=λbj
V−∆(βk)
µB(u0)(bj). (4.5)
Note that if λ0 > 0 then W(λ0 + ε) = W(λ0) ⊕ V(λ0), W(λ0 − ε) = W(λ0). By the
assumption (4.4), from (4.5) it follows that dimV(λ0)
H is odd. Applying Theorem 3.11,
we obtain the assertion. In the case λ0 ¬ 0 the proof is analogous. To prove the assertion
for λ0 = 0 we use the fact that V−∆(0) is a one dimensional trivial G-representation and
we apply Theorem 3.10. 
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5. Examples
In this section we discuss a few examples in order to illustrate the abstract results
proved in the previous section.
Example 1. We start with the system (4.1) on a rectangle U = [0, l1] × [0, l2]. The set U
has a piecewise C1 boundary, hence the unit outward normal vector ν(x) is well defined
for almost all x ∈ ∂U . It is known that the eigenvalues of the Neumann Laplacian are of
the form
βkm = π
2
(
k2
l21
+
m2
l22
)
with the corresponding eigenfunction
vkm(x, y) = cos
(
kπ
l1
x
)
cos
(
mπ
l2
y
)
for k,m ∈ N ∪ {0}, see chapter IV§2 of [4].
Note that if βk1m1 = βk2m2 , then
k21
l21
+
m21
l22
=
k22
l21
+
m22
l22
and consequently
l21(m
2
1 −m
2
2) + l
2
2(k
2
1 − k
2
2) = 0.
If we assume additionally that l21 6= ql
2
2 for every q ∈ Q, then k1 = k2 and m1 = m2.
We have thus proved the following lemma:
Lemma 5.1. If l21 6= ql
2
2 for every q ∈ Q, then dimV−∆(β) = 1 for every β ∈ σ(−∆,U).
Therefore, knowing that the dimensions of all the eigenspaces are equal one, we verify
the assumption (4.4) of Theorem 4.6 by counting the multiplicities of eigenvalues of the
matrix B(u0). More precisely, we have the following:
Theorem 5.2. Consider the system (4.1) on U = [0, l1]× [0, l2] with the potential F and
u0 satisfying the assumptions (a1)–(a5). Assume that l
2
1 6= ql
2
2 for every q ∈ Q. Fix λ0 ∈ Λ
and assume that σ(λ0B(u0)) ∩ σ(−∆;U) = {bj1 , . . . , bjs}. If
∑s
i=1 µB(u0)(bji) is odd, then
a global bifurcation of solutions of (4.1) occurs from the orbit G(u˜0)× {λ0}.
Remark 5.3. In the above theorem we have used the property that the eigenspaces of
the Laplacian on a given domain are one-dimensional. However, this property holds not
only in this case. It is known, that this property is generic, see for example [1], [2] and
[25]. Therefore, considering an arbitrary domain U , the assumption (4.4) of Theorem 4.6
can be usually simplified as in the above theorem, i.e. to counting the multiplicities of
eigenvalues of the matrix B(u0).
On the other hand, there are known domains U such that the eigenspaces of the Lapla-
cian are of greater dimensions. This occurs for example in the case of symmetric domains.
Such eigenspaces are described for instance in [9] (for a ball), [22] (for a sphere), and in
[3], [21] (for a geodesic ball). The case of a more general symmetric space can be found in
[13]. Note that in some cases the explicit formulae for the dimensions of eigenspaces are
given. This allows to verify the assumption (4.4) of Theorem 4.6.
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Example 2. Consider now the system (4.1) with an arbitrary domain U and assume that
G = SO(p), i.e. Rp is an orthogonal SO(p)-representation. Suppose that u0 = (0, . . . , 0, uˆ0)
for some uˆ0 ∈ R \ {0} and the assumptions (a1)–(a5) are satisfied. It is easy to see that
H = SO(p)u0 = SO(p−1)×{1} and G/H is G-homeomorphic with a (p−1)-dimensional
sphere. Moreover, Tu0G(u0) is a (p−1)-dimensional plane,W = (Tu0G(u0))
⊥ = {0}p−1×R
and WH = W.
Hence
Tu0G(u0) Tu0G(u0)
A : ⊕ → ⊕
WH WH
has the following form
A =
[
0 0
0 b0
]
.
In particular, σ(λB(u0)) = {λb0} and Λ =
⋃
βk∈σ(−∆;U)
{
βk
b0
}
.
Theorem 5.4. Consider the system (4.1) with the potential F and u0 satisfying the
assumptions (a1)–(a5). Assume that u0 = (0, . . . , 0, uˆ0) for some uˆ0 ∈ R \ {0}. Fix λ0 =
βk
b0
∈ Λ. If dimV−∆(λ0b0) is odd, then a global bifurcation of solutions of (4.1) occurs
from the orbit G(u˜0)× {λ0}.
Remark 5.5. It is easy to see that if we replace u0 = (0, . . . , 0, uˆ0) by an arbitrary
v0 ∈ R
p \ {0}, then the assertion of the above theorem holds.
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