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Resumen
Actividades humanas como la tala de a´rboles y la caza ilegal de especies en peligro de
extincio´n han provocado dan˜os en los ecosistemas naturales, por lo que se han propuesto
soluciones de bajo costo y consumo energe´tico para su deteccio´n, mediante el uso de
redes inala´mbricas de sensores. Estas se conforman por nodos descentralizados que inte-
gran los elementos necesarios para llevar a cabo la extraccio´n de patrones acu´sticos del
medio, realizar reconocimiento sobre ellos y determinar as´ı el estado actual del entorno,
procediendo a comunicar a las autoridades pertinentes sobre cualquier eventualidad.
El presente proyecto se enfoca en la seccio´n de extraccio´n de los patrones acu´sticos del
medio y entrenamiento de la cadena de procesamiento, en base a los valores capturados a
partir de ejemplos de sonidos similares a los que se esperar´ıa detectar, mediante algoritmos
de ana´lisis de discriminantes lineales, ana´lisis de conglomerados de k-medias y diferentes
variantes de entrenamiento para modelos ocultos de Markov. Todos estos implementados
en una aplicacio´n con interfaz gra´fica desarrollada en C/C++.
Se desarrolla luego la implementacio´n de la cadena de procesamiento en un sistema embe-
bido que ejecuta un sistema operativo GNU/Linux, usando el lenguaje de programacio´n
C. Esta aplicacio´n abarca desde la extraccio´n de caracter´ısticas hasta la estimacio´n proba-
bil´ıstica del estado del medio, usando para ello los resultados generados a partir del en-
trenamiento del sistema. Este prototipo en software permite evaluar de manera ra´pida
cambios en los valores de las constantes usadas en cada seccio´n del sistema, y constituye
un punto de comparacio´n para la implementacio´n en FPGA y/o ASIC.
Palabras clave: C/C++, HMM, Linux, Reconocimiento de patrones, Sistemas Embe-
bidos, Software, Programacio´n, Qt, Procesamiento Digital de Sen˜ales.

Abstract
Human activities such as illegal hunting and deforestation have led to damage to natural
ecosystems, evidencing the need for solutions that have to be cost affordable and energy
efficient. One of the proposals uses wireless sensor networks, which are composed of
descentralized nodes that incorporate all the necessary elements required for the tasks of
acoustic pattern extraction and recognition, and for the transmission of alerts between
nodes and to a monitoring PC.
This project focuses on the acoustic pattern extraction and recognition section, and on
the training of the different elements of the processing chain by using sound samples of
various weapons and chainsaws usually involved in the mentioned activities. Algorithms
like linear discriminant analysis, k-means clustering and various hidden Markov models
training methods are used to determine the values that need to be used at every each
stage. All this training is done with the aid of an application developed in C/C++, which
incorporates a graphical user interface.
An implementation of the main processing chain on an embedded system, using a GNU/Linux
operating system and developed in the C programming language, is presented. This appli-
cation does everything from the extraction of the acoustic patterns to the probabilistic
estimation of the current state of the surrounding medium, using the results from the pre-
vious training. This software prototype makes it easier to study the effects of variations
of these values on the recognition rate while dealing with field testing, and also gives a
point of comparision for the FPGA/ASIC system implementation.
Keywords: C/C++, HMM, Digital Signal Processing, Embedded Systems, Linux, Pat-
tern Recognition, Programming, Qt, Software.
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Cap´ıtulo 1
Introduccio´n
Los ecosistemas naturales proveen servicios ambientales y recursos naturales indispen-
sables para el desarrollo de la vida humana. Sin embargo, estos han sido v´ıctimas de
los procesos de desarrollo econo´mico y social, as´ı como de la explotacio´n de los recursos
que ellos proveen. Pa´ıses como Costa Rica, entre otros, conscientes del dan˜o provocado,
han establecido reglamentaciones y regulaciones con el fin de protegerlos, permitiendo
capturar y penalizar a las personas que violenten la legislacio´n.
Si bien estos mecanismos legales han sido aprobados y ratificados en los respectivos pa´ıses,
su aplicacio´n efectiva dista de ser ideal, ya que la falta de recursos tanto econo´micos como
humanos dificulta detectar a los infractores, y por lo tanto aplicar la jurisdiccio´n. Tal es
el caso de Costa Rica, donde se cuenta con ma´s de 160 zonas protegidas [40, 39], las cuales
albergan miles de especies de plantas y animales. As´ı, por ejemplo, el parque nacional
Braulio Carrillo cuenta con ma´s de 47500 hecta´reas de terreno protegido, con menos de 25
guardaparques o personal disponible para su vigilancia. Esto implica que cada miembro
tendr´ıa a su cargo la vigilancia de ma´s de 1900 hecta´reas.
Como parte de las alternativas propuestas para ayudar en la deteccio´n de actividades
ilegales, tales como la caza de especies en peligro y la tala de a´rboles, se tiene el uso
de redes inala´mbricas de sensores (RIS). E´ste tipo de redes se componen por nodos que
integran todos los componentes requeridos para realizar la captura de sen˜ales del medio,
procesamiento sobre ellas y la comunicacio´n hacia el resto de la red y a sus operarios en
caso de presentarse una situacio´n de alarma. Sin embargo, el disen˜o de estos dispositivos
se encuentra sujeto a requisitos tales como bajo consumo energe´tico, suficiente poder de
procesamiento para ejecutar de manera correcta los algoritmos de reconocimiento utiliza-
dos y un radio de deteccio´n y comunicacio´n tal que se pueda utilizar un menor nu´mero de
terminales y se pueda reducir as´ı el costo de implementacio´n y mantenimiento de la red.
El presente trabajo forma parte de una propuesta que utiliza una RIS cuyos nodos realizan
la captura de sen˜ales acu´sticas del medio y realizan reconocimiento de patrones sobre
ellas, con el fin de determinar el estado actual del entorno. En caso de que se determine
que el medio, en este caso un bosque, se encuentre en un estado de alarma, que podr´ıa
1
2ser representado por la presencia de disparos o de una motosierra, se proceder´ıa con la
activacio´n de la seccio´n de transmisio´n y el env´ıo de la notificacio´n a un sumidero desde
donde se monitoriza la actividad de la red. En la figura 1.1 se muestra un diagrama






















de información al operario
Notificación
Adquisición
Figura 1.1: Cadena de procesamiento realizada por cada nodo de la red.
Espec´ıficamente, este trabajo se concentra en la implementacio´n del bloque denominado
SiRPA (Sistema de Reconocimiento de Patrones Acu´sticos), el cual utiliza te´cnicas de
procesamiento digital de sen˜ales, una herramienta estad´ıstica conocida como modelos
ocultos de Markov (HMM) y estrategias de entrenamiento para cada seccio´n del sistema
como el ana´lisis de discriminantes lineales (LDA), ana´lisis de conglomerados de k-medias
y diferentes variantes de entrenamiento para los HMM.
La totalidad de este bloque se encuentra desarrollada en software, y se puede dividir en
dos secciones: entrenamiento y ejecucio´n. El diagrama general para el primer caso se
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Normalizador Banco de filtros
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           con k−means
Figura 1.2: Cadena de procesamiento del SiRPA para entrenamiento.
Este sistema opera de la siguiente manera: se obtiene primero la sen˜al acu´stica de entra-
da, que luego debe ser discretizada. Esta sen˜al se normaliza para llevarla a un nivel de
referencia comu´n y prepararla as´ı para la extraccio´n de caracter´ısticas y su final clasifi-
cacio´n.
La extraccio´n de caracter´ısticas se realiza separando la sen˜al normalizada en ocho diferen-
tes bandas de frecuencia, a partir de las que se estima la energ´ıa en cada banda. El vector
de ocho dimensiones resultante es luego proyectado hacia un espacio de tres dimensiones,
para simplificar el procesamiento en etapas posteriores. Este vector en tres dimensiones
es luego comparado contra los centroides que se encuentran almacenados en el a´rbol k-d,
con el fin de determinar cua´l de ellos (de un total de 32) es el ma´s cercano al punto
descrito por el vector. La salida del a´rbol es entonces el identificador, o id, del s´ımbolo
de observacio´n representado por este centroide.
Los s´ımbolos de observacio´n resultantes se pasan finalmente al mo´dulo de clasificacio´n,
donde una vez que se ha capturado el nu´mero requerido para formar una cadena de
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observaciones se utilizan los denominados Modelos Ocultos de Markov (HMM por sus
siglas en ingle´s) para asignarla a una de las tres clases predefinidas, que pueden ser bosque,
disparo o motosierra. En la implementacio´n de entrenamiento se utiliza esta clasificacio´n
para obtener las denominadas matrices de confusio´n, a partir de las cuales se pueden
estudiar las tasas de reconocimiento de los modelos utilizados y verificar as´ı la efectividad
del entrenamiento realizado.
Dentro del SiRPA existen diferentes bloques que deben ser entrenados previo a su uti-
lizacio´n para reconocimiento en l´ınea. Esto se hace por medio de archivos de audio de
ejemplo para las tres clases mencionadas, y que fueron capturados para su uso en traba-
jos previos. Espec´ıficamente, deben entrenarse los bloques del reductor de dimensiones,
a´rbol k-d y los HMM dentro del mo´dulo de clasificacio´n, para lo que se toman muestras
en los puntos mostrados en la figura 1.2. Los resultados del entrenamiento pueden ser
posteriormente exportados para usarlos en la implementacio´n de ejecucio´n.
La seccio´n de entrenamiento se encuentra desarrollada en C/C++ e integra una inter-
faz gra´fica para facilitar la extraccio´n de patrones acu´sticos desde archivos de audio,
almacenamiento y administracio´n de las muestras utilizadas por cada algoritmo de en-
trenamiento, y evaluacio´n de los resultados obtenidos para cada uno de los bloques que
integran el sistema.
Por otro lado, la seccio´n de ejecucio´n es implementada en un sistema embebido Beagleboard-
xM, y se encuentra desarrollada en el lenguaje de programacio´n C. Esta ha sido desarro-
llada para contar con un prototipo de software que permita evaluar cambios de manera
flexible, realizar pruebas de campo y para contar con un punto de comparacio´n con la
implementacio´n de hardware, en cuanto a funcionamiento y rendimiento. La cadena de
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Figura 1.3: Cadena de procesamiento del SiRPA para ejecucio´n.
El funcionamiento para el sistema es el mismo que para la implementacio´n de entre-
namiento, con la excepcio´n de que la salida del mo´dulo de clasificacio´n da una estimacio´n
probabil´ıstica del estado del medio de acuerdo a los resultados obtenidos con los HMM. En
base a esto se tomar´ıan acciones espec´ıficas en etapas posteriores, pues podr´ıa requerirse
notificar a trave´s de la red sobre la presencia de eventos sospechosos.
El sistema embebido utilizado incluye dos procesadores diferentes dentro de su sistema
en chip (SoC), siendo uno un procesador de propo´sito general con arquitectura ARM y el
otro un procesador digital de sen˜ales (DSP). Con el fin de aprovechar este u´ltimo y reducir
la carga de trabajo en el procesador ARM, se modifica el banco de filtros del SiRPA para
que sea ejecutado en el DSP, que trabaja con aritme´tica de punto fijo. Los algoritmos
involucrados deben ser optimizados para este tipo de aritme´tica, pues si se dejan tal
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a como se encontraban desarrollados originalmente (con aritme´tica de punto flotante)
podr´ıan no funcionar adecuadamente o presentar tiempos de ejecucio´n excesivos.
El co´digo modificado para ser ejecutado en el DSP se desarrolla tambie´n en lenguaje
C, y se compila con la herramienta C6RunLib de Texas Instruments. Esta se encarga de
generar bibliotecas con las funciones que se desean trasladar a este procesador, e introduce
secciones de co´digo en la aplicacio´n del procesador ARM, con el fin de que al llamar a
cualquiera de estas funciones se traslade la ejecucio´n al DSP.
La aplicacio´n se optimiza en cuanto a tiempos de ejecucio´n utilizando los intrinsic que
provee C6RunLib, que permiten llamar instrucciones del lenguaje ensamblador del DSP
desde el co´digo en C. Estas instrucciones se ejecutan usualmente en un solo ciclo de reloj,
por lo que deben usarse siempre que se pueda para reducir estos tiempos. Adema´s, se
estructura y analiza el co´digo para aprovechar las diferentes unidades de ejecucio´n del
procesador, permitiendo paralelizar operaciones y reducir au´n ma´s los tiempos de ca´lculo.
1.1 Trabajos realizados previamente
Existen varios proyectos realizados previamente que han explorado o investigado diferentes
aspectos de implementacio´n o mejora para uno o ma´s de los bloques que componen el
SiRPA, tanto a nivel de hardware como software. Entre ellos se tienen los siguientes:
• En [44] se realizo´ una primera implementacio´n del SiRPA en software, utilizando
MATLAB como plataforma de desarrollo y ejecucio´n, y realizando el ana´lisis de
la sen˜al acu´stica, en la etapa de extraccio´n de caracter´ısticas, mediante teor´ıa de
onditas (wavelets en ingle´s).
• En [41] se realizo´ otra implementacio´n del SiRPA en software, utilizando tambie´n
MATLAB pero descartando el uso de onditas con el fin de simplificar la imple-
mentacio´n en hardware. Esto se debe a que ciertos tipos de onditas son ma´s com-
plejas que filtros digitales, y aquellas que son ma´s sencillas tienen respuestas de
frecuencia que podr´ıan ser inadecuadas para la aplicacio´n.
• En [34] se realizo´ la primera implementacio´n parcial del SiRPA en hardware, uti-
lizando una FPGA y el lenguaje de descripcio´n de hardware VHDL, y basa´ndose
en la implementacio´n del punto anterior. En este trabajo se realizaron cambios
en el sistema con el fin de adaptarlo a los recursos disponibles, y para acercarlo
al comportamiento deseado en cuanto a rendimiento y consumo energe´tico. Esta
implementacio´n es la base para el actual desarrollo en hardware del sistema.
• En [36] se investigo´ y desarrollo´ una manera de reducir el nu´mero de nu´mero de
ca´lculos requeridos para obtener la salida final de la seccio´n de extraccio´n de carac-
ter´ısticas del SiRPA, lo que disminuye tiempos de ejecucio´n y consumo energe´tico.
El resultado fue un mo´dulo de reduccio´n de dimensiones implementado en hardware
(VHDL) y en software (C++), donde se determino´ a su vez que para obtener una
menor pe´rdida de informacio´n durante el proceso, era mejor el entrenamiento con
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LDA que con PCA.
• En [7] se desarrollo´ una aplicacio´n con interfaz gra´fica, usando C/C++, cuya fi-
nalidad es el entrenamiento de los HMM utilizados en la seccio´n de clasificacio´n
del SiRPA. Para realizar esto se desarrollaron algoritmos de entrenamiento simple,
mu´ltiple y negativo. Esta aplicacio´n permite adema´s realizar la extraccio´n de pa-
trones acu´sticos desde archivos de audio y realizar la evaluacio´n de la salida de
los HMM para verificar la efectividad del reconocimiento de sonidos. El trabajo
realizado en el presente documento toma como base esta implementacio´n.
• Existen adema´s varios trabajos cuya finalidad ha sido el desarrollo de la imple-
mentacio´n en ASIC del SiRPA, usando tecnolog´ıa VLSI. En [1] se obtuvo el trazado
f´ısico, utilizando herramientas que lo generan automa´ticamente, para los mo´dulos
de reduccio´n de dimensiones, a´rbol k-d y el de clasificacio´n (para el que se disen˜o´
un procesador de nombre MAP). En [49] se hizo lo mismo pero para el banco de
filtros. Adema´s, en [50] se llevo´ a cabo el trazado f´ısico para el bloque normalizador.
Existen trabajos adicionales que por cuestiones de espacio no se incluyen.
1.2 Objetivos y estructura del documento
Este trabajo cuenta con dos objetivos principales; el primero consiste en desarrollar una
aplicacio´n de software que integre los elementos necesarios para realizar el entrenamiento
de los diferentes bloques que componen el SiRPA, mientras que el segundo consiste en
desarrollar un prototipo de software que se ejecute en un sistema embebido, utilizando
los resultados del entrenamiento, y realizando procesamiento en l´ınea.
Adema´s, se busca modificar parte de la cadena de procesamiento del SiRPA en el sistema
embebido, con el fin de que sea ejecutada por su procesador digital de sen˜ales y se reduzca
as´ı el tiempo de procesamiento por bloque y la carga de trabajo en el procesador de
propo´sito general.
La estructura del documento es la siguiente: en el cap´ıtulo 2 se presenta la teor´ıa y
fundamentos matema´ticos en que se basa el desarrollo del proyecto, junto a una explicacio´n
de los diferentes algoritmos utilizados tanto para realizar el entrenamiento de cada bloque
como para realizar la extraccio´n de caracter´ısticas y evaluacio´n del estado del medio.
En el cap´ıtulo 3 se presenta de manera detallada la solucio´n tanto para la seccio´n de
entrenamiento como la de ejecucio´n. Se estudian las diferencias entre implementaciones
y las caracter´ısticas propias de cada una.
En el cap´ıtulo 4 se presentan los resultados obtenidos a partir del entrenamiento, las
tasas de reconocimiento obtenidas para los modelos utilizados, y los resultados de evalua-
cio´n y tiempos de ejecucio´n para la implementacio´n en el sistema embebido. Se finaliza
presentado las conclusiones y recomendaciones pertinentes en el cap´ıtulo 5.
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Cap´ıtulo 2
Marco teo´rico
2.1 Reconocimiento de patrones
El a´rea de reconocimiento de patrones busca asignar un objeto, tambie´n referido como
patro´n, a una categor´ıa o clase espec´ıfica dentro de un determinado nu´mero de posibili-
dades [45]. Estos patrones pueden ser cualquier tipo de sen˜al que necesite ser clasificada,
tal como las sen˜ales acu´sticas capturadas en el bosque. En base al resultado de esta
clasificacio´n, podr´ıa requerirse tomar acciones espec´ıficas.
Los patrones, denotados como x, se componen de elementos denominados caracter´ısticas,
que corresponden a cada uno de los elementos del vector. As´ı, al patro´n se le puede llamar
tambie´n vector de caracter´ısticas. De esta forma, el problema matema´tico principal del
reconocimiento de patrones ser´ıa asignar x a una de M posibles clases. Para esto se utiliza
la probabilidad de que el vector pertenezca a cada una de las clases, que se expresa como
P (ωi|x) , i = 1, 2, ..,M (2.1)
Para realizar esta clasificacio´n se requiere primero aprender sobre las diferentes clases, para
lo que usualmente se utilizan patrones de ejemplo similares a los que se busca reconocer.
Esto se conoce como aprendizaje supervisado. En el caso de este trabajo, las sen˜ales
acu´sticas de ejemplo corresponden a sonidos normales en el bosque, as´ı como sonidos de
disparos y motosierras.
El a´rea de reconocimiento de patrones acu´sticos ha sido de utilidad en aplicaciones de
reconocimiento del habla [33], ana´lisis de fallas en las micro estructuras de gu´ıas de onda
[30] y reconocimiento de disparos para ayudar a la polic´ıa a ubicar infractores de la ley [8].
Aplicaciones en otras a´reas incluyen reconocimiento facial, ana´lisis de huellas digitales,
identificacio´n de placas de automo´viles, entre otras.
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2.2 Estimacio´n de energ´ıa de sen˜ales
En el bloque del normalizador y a la salida del bloque del banco de filtros en las figuras



















Si bien (2.2) y (2.4) permiten obtener la energ´ıa de la sen˜al de manera exacta, presentan
el problema de que se requiere la totalidad de la sen˜al disponible para realizar el ca´lculo,
lo que en un sistema que opera en l´ınea no es posible. Adema´s, au´n cuando (2.3) permite
obtener la energ´ıa de la sen˜al en un intervalo que incluya so´lo muestras previas, resulta
computacionalmente pesada.
Dentro de la cadena de procesamiento del SiRPA existen diversos bloques que requieren
obtener un estimado de la energ´ıa de una sen˜al. El bloque normalizador lo requiere
para obtener un promedio de su sen˜al de entrada, mientras que el banco de filtros lo
requiere para estimar la energ´ıa por banda. Es por esto que se han buscado estrategias
de estimacio´n de energ´ıa que sean ma´s sencillas de implementar, y presenten menores
requisitos de tiempo de ca´lculo, aunque ello signifique una pe´rdida de precisio´n. Una de
las opciones corresponde al uso de un seguidor de envolvente, tambie´n conocido como
demodulador AM [43], que se muestra en la figura 2.1.
x(t) y(t)
Figura 2.1: Circuito seguidor de envolvente.
Este circuito puede ser visto como un rectificador seguido por un filtro paso bajo, re-
presentado por el circuito tanque de donde se toma la salida. Este filtro presenta un
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comportamiento de media mo´vil, lo que permite obtener un estimado de la energ´ıa de la
sen˜al en cada momento [32]. El diodo realiza en este caso una rectificacio´n de media onda,
pero se puede modificar el esquema para realizar una rectificacio´n de onda completa al
cambiar este elemento por un puente rectificador.
Suponiendo que la rectificacio´n es de onda completa, el funcionamiento del circuito ser´ıa
el siguiente: inicialmente no se tiene entrada aplicada y el condensador se encuentra
descargado. Una vez que se aplica una entrada, e´sta es rectificada y comienza a cargar el
condensador hasta llegar a su valor, con el fin de seguirla. Cuando el valor de entrada pasa
a ser ma´s bajo que el que se encuentra almacenado en el condensador, la salida del circuito
no disminuye inmediatamente, sino que comienza a descargarse de manera exponencial a
una tasa dada por la constante RC del circuito tanque, hasta que nuevamente se tenga una
entrada de mayor valor que el almacenado. De esta forma se consigue un valor promedio
de la entrada y sus valores previos. La figura 2.2 muestra este proceso de manera gra´fica,
donde la salida es vo(t), y se muestra el efecto de la constante RC.
Figura 2.2: Proceso de demodulacio´n con detector de envolvente. Tomada de [43].
La salida del circuito, una vez discretizadas las ecuaciones que la describen, puede ser
expresada como
y[n] =
{ |x[n]| si |x[n]| ≥ y[n− 1]
α · y[n− 1] si y[n− 1] > |x[n]| (2.5)







2.3 Normalizacio´n de sen˜ales
El proceso de normalizacio´n consiste en llevar una sen˜al pasada como entrada a un nivel
de referencia comu´n, con el fin de prepararla para su posterior procesamiento y ana´lisis
probabil´ıstico [37, 4]. Esto se hace dado que un sistema podr´ıa ser sometido a sen˜ales
que presentan variacio´n, por lo que se deben normalizar para reducir los efectos de estas
variaciones sobre los resultados de salida, as´ı como para capturar eventos o cambios su´bitos
en la sen˜al de entrada.
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En [20] se presenta un ejemplo de la importancia de normalizar las sen˜ales capturadas
a partir de electroencefalogramas de diferentes pacientes, como preparacio´n previa a su
extraccio´n de caracter´ısticas. El objetivo de este proceso es utilizar algoritmos que sean
independientes de cada paciente, dado que entre cada uno de ellos se obtendra´n sen˜ales
cuyos valores presentan variaciones, haciendo necesario que sean llevadas a un nivel de
referencia comu´n.
Existen diferentes estrategias para realizar el proceso de normalizacio´n, las cuales var´ıan
en cuanto a complejidad y efectividad de la normalizacio´n resultante. Uno de los me´todos
comu´nmente utilizados es el control automa´tico de ganancia (AGC), el cual hace uso de
un amplificador de ganancia variable que ajusta su ganancia de acuerdo a una sen˜al de
realimentacio´n; de esta forma se reducen las variaciones en la sen˜al de entrada. La figura
2.3 muestra el diagrama de bloques para un ejemplo de AGC.
Figura 2.3: Diagrama de bloques para AGC con lazo de realimentacio´n. Tomada de [42].
La sen˜al de realimentacio´n utilizada en este caso es tomada de la salida, la cual es filtrada
para obtener un valor promedio que es luego comparado contra un referencia predefinida,
dando as´ı la sen˜al de control para el amplificador de ganancia variable. Este esquema
ha sido utilizado para normalizar sen˜ales de entrada en sistemas de comunicacio´n [47],
permitiendo que sen˜ales de´biles obtenidas por el dispositivo de recepcio´n no queden en-
mascaradas por el ruido, al amplificarlas hasta un nivel adecuado, a la vez que se disminuye
la ganancia de sen˜ales fuertes que podr´ıan provocar la saturacio´n de los amplificadores.
Este esquema puede modificarse para utilizar un promedio de la sen˜al de entrada para
controlar la ganancia aplicada a la salida, lo que evita los problemas de estabilidad que
pueden surgir a partir del lazo de realimentacio´n negativa. Tiene adema´s un tiempo de
asentamiento de la salida ma´s ra´pido, hacie´ndole ma´s eficiente que el otro esquema, a
costa de un mayor consumo energe´tico al implementarlo en hardware [2]. Este tipo de
implementacio´n es llamada en ingle´s feedforward, y su diagrama de bloques se muestra en
la figura 2.4.
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Figura 2.4: Diagrama de bloques para AGC con lazo de feedforward. Tomada de [2].
2.4 Filtros digitales y bancos de filtros
En el sistema propuesto (figuras 1.2 y 1.3) se utiliza un banco de filtros digitales para
separar la sen˜al capturada en bandas espectrales.
2.4.1 Filtros
Un filtro es un tipo de sistema que discrimina o extrae algu´n atributo de una sen˜al aplicada
a su entrada [28]. En procesamiento de sen˜ales, filtro es un te´rmino utilizado usualmente
para indicar un sistema lineal e invariante en el tiempo (LTI) capaz de filtrar diferentes
componentes de frecuencia de la sen˜al aplicada a su entrada, de acuerdo a su respuesta
de frecuencia H(ω). Un filtro digital es un sistema selectivo de frecuencia que opera sobre
datos muestreados, o en tiempo discreto. En la figura 2.5 se muestra la transformacio´n
que realiza este sistema sobre su sen˜al de entrada.
H(   )ω
h(n)
X(   )ω
x(n)
Y(   )ω
y(n)
Figura 2.5: Transformacio´n realizada por un filtro digital.
Los filtros digitales pueden ser separados en dos categor´ıas [28], los de respuesta finita al
impulso (FIR) y los de respuesta infinita al impulso (IIR). Adema´s, puede distinguirse
entre sistemas causales y anticausales [3], donde aca´ so´lo se considerara´n los primeros al
desarrollarse un sistema que opera en l´ınea.
Los filtros FIR tienen la caracter´ıstica de que su respuesta al impulso h(n) es representada
por un nu´mero finito de M valores. Estos son implementables directamente por medio de
la suma de convolucio´n, dada por




h(k)x(n− k), h(k) = 0 para k < 0 ∧ k ≥M (2.7)
Por otro lado, los filtros IIR tienen un h(n) con extensio´n infinita, por lo que (2.7) no
puede ser utilizada para calcular la salida al requerir un nu´mero infinito de operaciones.
En su lugar, se implementan por medio de las denominadas ecuaciones de diferencias,
que son el equivalente discreto de las ecuaciones diferenciales; estas describen los sistemas








donde N recibe el nombre de orden del sistema e indica el nu´mero de polos, mientras
que M indica el nu´mero de ceros. Los coeficientes ak y bk provienen de la denominada
funcio´n de transferencia del sistema H(z), y de ellos depende la ubicacio´n de cada uno
de los polos y los ceros que describen al sistema. Es posible obtener H(z) al aplicar la
herramienta matema´tica conocida como transformada z a la ecuacio´n de diferencias del
sistema analizado.
Los filtros IIR son ma´s simples de implementar que los FIR. El u´nico escenario donde
estos u´ltimos suelen ser utilizados es cuando requisitos de la aplicacio´n exigen un com-
portamiento de fase lineal [28], ya que en los IIR no es posible obtenerlo. Sin embargo, en
aplicaciones de audio, o en aquellas donde solamente interesa determinar caracter´ısticas
como la energ´ıa de la sen˜al, que viene dada por su amplitud, la fase lineal no es importante,
por lo que se prefieren los filtros IIR.
Existen diferentes formas de implementar los filtros IIR de acuerdo a como se manipule
(2.8); estas buscan reducir requisitos de memoria, efecto de errores o ruido de cuantizacio´n
de los coeficientes en la ubicacio´n de los polos y ceros, entre otros factores. La denominada
forma directa II [28] permite reducir el nu´mero de elementos de memoria requeridos al
mı´nimo, al introducir en (2.8) una variable intermedia ω(n). El diagrama de bloques que
describe esta implementacio´n se muestra en la figura 2.6, donde el bloque z−1 representa
un retardo de una muestra y deriva de las propiedades de la transformada z.
2.4.2 Bancos de filtros
A la organizacio´n de un conjunto de filtros, digitales en este caso, se le denomina banco
de filtros. Esta estructura toma una sen˜al de entrada y la separa en diferentes bandas de
frecuencia, que pueden o no traslaparse. As´ı, la salida de cada uno de los elementos que
componen el banco representa una banda espec´ıfica.
Existen diferentes estructuras para construir el banco [35], as´ı como diferentes maneras
de segmentar el espectro de frecuencia. Una de las alternativas es la separacio´n lineal o



























Figura 2.6: Estructura de forma directa II.
uniforme, que lo hace separando el espectro en bandas de frecuencia que comparten el
mismo ancho de banda, contando con igual nu´mero de muestras a la salida de cada filtro.
En la figura 2.7 se muestra un ejemplo de este tipo de separacio´n, donde en esta caso se
ha segmentando en M bandas. Cada funcio´n de transferencia es diferente, ya que afecta
un rango espec´ıfico de frecuencias.
Figura 2.7: Separacio´n uniforme del espectro. Tomada de [35].
Otra estrategia es la separacio´n en octavas, que consiste en realizar una segmentacio´n del
espectro de manera tal que cada banda tenga la mitad del ancho de banda de la anterior.
Esta separacio´n se muestra en la figura 2.8.
Este tipo de separacio´n [35] se ha usado en aplicaciones de compresio´n de sen˜ales de audio,
y se implementa mediante el uso de filtros espejo en cuadratura (QMF). Estos u´ltimos
se dimensionan con el fin de que tengan una respuesta que abarca en conjunto todo el
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Figura 2.8: Separacio´n del espectro en octavas. Tomada de [35].
espectro de frecuencias, permitiendo as´ı separar el espectro de la sen˜al de entrada en su




















Figura 2.9: Banco de filtros para codificacio´n subbanda.
Este representa un sistema multitasa, dado que no todos los filtros trabajan a la misma
frecuencia de muestreo. Esta es dividida en dos por el bloque de diezmado intermedio
cada vez que se pasa a la siguiente banda.
Este banco funciona separando el espectro de la sen˜al de entrada en dos; la mitad superior
es la generada por el filtro pasa altas (HPF), y corresponde a la octava de salida deseada.
La mitad inferior corresponde a la salida del filtro pasa bajas (LPF), y es pasada como
entrada al siguiente par de filtros del banco, repitiendo el proceso hasta generar el nu´mero
de bandas deseadas. Los bloques de diezmado tienen la finalidad de tomar el espectro de








para que divisiones subsiguientes den los resultados
correctos.
La ventaja de este tipo de banco es que gracias al diezmado y a la divisio´n del espectro
realizados, todos los pares de filtros LPF y HPF son iguales, por lo que so´lo debe imple-
mentarse uno de cada uno, lo que es u´til en la implementacio´n de hardware. Adema´s, la
reduccio´n del nu´mero de muestras que se pasan a la salida del banco permite que etapas
posteriores trabajen a frecuencias menores, reduciendo as´ı las exigencias de procesamien-
to. El banco tiene tambie´n un tiempo de procesamiento menor, dado que no todos los
pares de filtros del banco trabajan continuamente.
2 Marco teo´rico 15
2.5 Reduccio´n de dimensiones
2.5.1 Transformacio´n entre espacios dimensionales
El proceso de reduccio´n de dimensiones busca pasar un conjunto de datos descritos por
vectores de n dimensiones a un espacio de m dimensiones, por medio de una transfor-
macio´n lineal del vector de entrada xi al vector de salida yi [36]. Para esto se realiza el




donde W se conoce como matriz de transformacio´n, y tiene taman˜o n×m.
Esta transformacio´n asume que los datos tienen media cero, lo que se puede forzar restando
la media µ a cada dato como






lo que es necesario realizar con el fin contribuir a la estabilidad nume´rica del proceso.
El objetivo del procedimiento de reduccio´n de dimensiones es simplificar el procesamiento
en etapas posteriores del sistema, dado que segu´n lo predice la maldicio´n de la dimen-
sionalidad [36] el conjunto de s´ımbolos necesarios para describir de manera adecuada las
observaciones realizadas es 3 o´rdenes de magnitud mayor al trabajar en un espacio de 8
dimensiones en comparacio´n a uno de 3 dimensiones. Adema´s de los requisitos de memo-
ria adicionales, se requerir´ıa de alrededor de 3 veces ma´s tiempo de procesamiento para
realizar bu´squedas en el a´rbol k-d. Todo esto justifica la realizacio´n de esta reduccio´n,
au´n cuando conlleva una pe´rdida de parte de la informacio´n contenida en el espacio de
mayor dimensionalidad.
2.5.2 Ana´lisis de discriminantes lineales
El ana´lisis de discriminantes lineales, conocido tambie´n como discriminantes lineales de
Fisher, busca realizar una proyeccio´n del vector x a otro vector y en un espacio de menores
dimensiones, de manera tal que se maximice la varianza entre los vectores de diferentes
clases, a la vez que se minimiza la varianza entre vectores de una misma clase.
Este ana´lisis identifica la matriz W que realiza de manera o´ptima esta transformacio´n,
al resolver un problema de eigenvalores y eigenvectores que da por resultado cada uno de
los coeficientes que la componen. Los detalles para este ana´lisis pueden ser consultados
en [36, 9].
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2.6 Organizacio´n de datos y a´rboles k-d
Para encontrar s´ımbolos discretos asociados a la sen˜al acu´stica, se deben identificar cen-
troides en la etapa de entrenamiento, para lo que se usa un algoritmo de aglomeracio´n
(k-medias). Posteriormente, debe identificarse eficientemente cua´l de los centroides es el
ma´s cercano a la sen˜al de salida del mo´dulo de reduccio´n de dimensiones. Esta seccio´n
describe el proceso.
2.6.1 A´rboles k-d y ordenamiento
Los a´rboles k-d (k-d tree en ingle´s) son a´rboles binarios donde cada uno de sus nodos tiene
componentes en k dimensiones diferentes. Esta es una estructura de datos que permite
ordenar un conjunto de N elementos en un a´rbol balanceado con profundidad log2(N)
(redondeado a la unidad superior). Este ordenamiento permite agilizar los procedimientos
de bu´squeda, que resultan en algoritmos que exhiben un comportamiento O(log n), y
que reducen significativamente el nu´mero de comparaciones requeridas para alcanzar la
solucio´n buscada en comparacio´n al conjunto de datos sin ordenar.
Existen diferentes maneras de construir un a´rbol k-d balanceado a partir del conjunto
de datos introducido [25]. Una de ellas consiste en ir alternando entre cada una de las
k dimensiones en orden secuencial, conforme se cambia entre los niveles de profundidad
del a´rbol; en cada caso, se toma como punto de pivote la mediana de los datos en esa
dimensio´n, se introduce el nodo en el a´rbol y se divide el conjunto de datos en dos, con
los elementos menores al pivote en un grupo y los mayores en el otro. El proceso se repite
hasta insertar todos los datos en el a´rbol. Otra alternativa consiste en tomar el conjunto
de datos, determinar la dimensio´n con mayor variacio´n de valores y tomar la mediana en
ella. Se subdivide el conjunto igual que antes y se repite el procedimiento.
La u´ltima alternativa presentada, y que es la utilizada en esta implementacio´n, consiste
en determinar la dimensio´n de mayor varianza, tomar la mediana en ella y agregarla al
a´rbol, y dividir luego el conjunto de acuerdo a si cada elemento es mayor o menor al valor
del pivote en la dimensio´n determinada, procediendo a repetir el procedimiento en cada
subconjunto. El objetivo de este tipo de construccio´n del a´rbol es reducir el nu´mero de
comparaciones requeridas para obtener el nodo ma´s cercano al punto de entrada en los
algoritmos de bu´squeda, dado que al segmentar el espacio de esta manera se reduce la
probabilidad de que se tenga que visitar innecesariamente ramas del a´rbol y por ende se
reduce el nu´mero de pasos a realizar para obtener el resultado final [27].
Las bu´squedas en el a´rbol se realizan por la denominada bu´squeda del vecino ma´s cercano,
o “nearest neighbor search” en ingle´s. Esta consiste en determinar cua´l de los N elementos
que componen el a´rbol se encuentra ma´s cercano a un punto pasado como entrada, de
acuerdo a una me´trica predefinida tal como la distancia euclidiana. Se comparan los
resultados obtenidos contra todos aquellos elementos del a´rbol que deben ser revisados, y
se selecciona como resultado final aquel que minimiza esta me´trica.
2 Marco teo´rico 17
Al igual que con la construccio´n del a´rbol, existen diferentes maneras de realizar la
bu´squeda [46, 25] , donde el objetivo final de cada una es hacerla ma´s eficiente. La
elegida aca´ hace uso de un hiper recta´ngulo que encierra o contiene todo el conjunto de
datos, donde sus l´ımites vienen dados por los nodos con el menor y mayor valor en cada
dimensio´n.
Al realizar la bu´squeda, este hiper recta´ngulo es dividido de manera recursiva por un
hiper plano, hasta llegar a un nodo hoja. Una vez hecho esto se calcula la distancia
del punto hasta el nodo y se van deshaciendo las divisiones realizadas. En cada caso
se compara el mejor resultado actual contra la distancia que se tiene desde el punto de
entrada hasta los otros nodos, para verificar cua´l de ellos presenta la distancia mı´nima.
Adema´s, se compara la mejor distancia contra la que se tiene entre el punto y los lados
del hiper recta´ngulo, donde en caso que la u´ltima sea mayor se pueden descartar ramas
enteras para la bu´squeda. Esto hace que el algoritmo reduzca el nu´mero de comparaciones
requeridas para obtener la salida, lo que reduce tiempos de procesamiento.
2.6.2 Ana´lisis de conglomerados de k-medias
El ana´lisis de conglomerados de k-medias (k-means clustering en ingle´s) permite obtener
los centroides que mejor agrupan los vectores o datos de entrada denotados como xi,
donde cada uno tiene I componentes. Cada uno de los grupos, o “cluster” en ingle´s, es
descrito por un vector mk que describe su media en cada dimensio´n.
Para realizar la agrupacio´n de cada uno de los datos de entrada se utiliza algu´n tipo de
me´trica, tal como la mı´nima distancia euclidiana desde el punto dado por sus vectores
hasta cada uno de los grupos. Definiendo este criterio se realiza el agrupamiento en dos
pasos: asignacio´n y actualizacio´n.
La asignacio´n toma cada uno de los vectores de xi y los asigna a uno de los grupos
descritos por mk, de acuerdo a la me´trica utilizada. La actualizacio´n utiliza todos los
valores asignados a cada grupo y por medio de las componentes individuales actualiza la
media de los vectores de mk. Ambos pasos se repiten hasta que no existan cambios en los
valores asignados a cada uno de los grupos, pues luego del paso de actualizacio´n podr´ıan
variar. Adema´s, al inicio del proceso se generan valores aleatorios para cada uno de los
grupos, que son actualizados posteriormente.
Una descripcio´n detallada para este ana´lisis, as´ı como de las ecuaciones involucradas en
cada uno de los pasos del proceso, pueden ser consultados en [21].
2.7 Modelos Ocultos de Markov
Los modelos ocultos de Markov (HMM) son una herramienta estad´ıstica que permite
modelar sistemas y procesos, y que han sido utilizados en aplicaciones de reconocimiento
18 2.7 Modelos Ocultos de Markov
del habla, reconocimiento de escritura, reconocimiento facial, ana´lisis de secuencias de
ADN, estimacio´n o identificacio´n de acordes musicales, entre otras. Estos constituyen el
u´ltimo paso del modelo SiRPA (figuras 1.2 y 1.3).
Existe mucha literatura referente al tema, la cual detalla tanto aspectos teo´ricos como
de aplicaciones de los HMM. Aca´ se detallara´ solamente aspectos pra´cticos de los HMM,
as´ı como los algoritmos involucrados para realizar la evaluacio´n de los modelos. Para
detalles teo´ricos puede consultarse [33], mientras que para las diferentes estrategias de
entrenamiento puede utilizarse la misma lectura y [23, 7].
2.7.1 Definiciones ba´sicas para los HMM
Los HMM se definen a partir de los siguientes elementos, que describen cada una de sus
caracter´ısticas:
• N , que corresponde al nu´mero de estados que componen el modelo. Los estados
pueden o no tener algu´n significado f´ısico. Usualmente un estado puede ser alcan-
zado por cualquier otro (modelo ergo´dico), pero esto puede variar.
• M , que indica el nu´mero de s´ımbolos diferentes que se pueden emitir u observar
por el modelo. Estos s´ımbolos corresponden a la salida del sistema que se esta´
modelando. Este para´metro indica el taman˜o del alfabeto discreto, donde cada
elemento se identifica como V = {v1, v2, . . . , vM}.
• La matriz A, que indica la distribucio´n de probabilidad de transicio´n de estados.
Esta matriz es descrita por sus coeficientes como A = {aij}, donde cada uno de ellos
define la probabilidad de pasar del estado i al estado j. Esta matriz es de taman˜o
N ×N .
• La matriz B, que indica la distribucio´n de probabilidad de observacio´n de s´ımbolos.
Esta se describe como B = {bj(k)}, donde cada coeficiente indica la probabilidad
de observar el s´ımbolo k en el estado j. Esta matriz es de taman˜o N ×M .
• El vector pi, que da la distribucio´n inicial de estados. Este es de taman˜o 1 × N , y
se describe como pi = {pii}. As´ı, cada coeficiente indica la probabilidad de que al
inicializarse el modelo se este´ en el estado i.
Los HMM pueden ser descritos en su totalidad por las matrices A, B y el vector pi,
los cuales suelen resumirse identificando un modelo dado como λ = (A,B,pi) [33]. Los
modelos tienen como entrada una cadena de observaciones, la cual se denota como O =
O1, O2, . . . , OT .
2.7.2 Algoritmo de evaluacio´n
Existen tres problemas que se presentan a la hora de utilizar los HMM para modelar un
proceso o sistema, y que deben resolverse para que sean u´tiles en aplicaciones pra´cticas
[33]. En este caso, el intere´s se centra en el primero de ellos, que plantea lo siguiente: dada
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una cadena de observaciones O y un modelo λ, ¿co´mo se puede determinar de manera
eficiente P (O|λ), la probabilidad de que la cadena haya sido generada por este modelo?
Para resolver este problema se utiliza el denominado algoritmo de evaluacio´n hacia ade-
lante (forward en ingle´s). Este se divide en tres pasos diferentes. Se tiene primero la
inicializacio´n, dada por
α1(i) = piibi(O1) , 1 ≤ i ≤ N (2.11)







bj(Ot+1) , 1 ≤ t ≤ T − 1 , 1 ≤ j ≤ N (2.12)





Este procedimiento presenta un problema nume´rico para su implementacio´n, dado que
conforme crece el nu´mero de observaciones de la cadena (T ), el nu´mero de estados del
modelo (N) o el taman˜o del alfabeto discreto (M), las probabilidades de salida resultantes
tienden ra´pidamente a cero. Esto se debe a que las matrices que describen al sistema
se componen de coeficientes con valores pequen˜os (mucho menores a la unidad por lo
general), por lo que al realizar todos los productos necesarios se llega a este problema.
Por ello, debe realizarse un procedimiento de escalado [33, 24] en cada una de estas
ecuaciones.





Haciendo esto, (2.11) y (2.12) se modifican solamente cambiando α por α
′
, donde este
u´ltimo se obtiene como
α
′
t(i) = ctαt(i) , 1 ≤ i ≤ N (2.15)
As´ı, se efectu´an los ca´lculos tal como se muestra en (2.11) y (2.12), pero debe aplicarse el
escalado dado por (2.15) antes de pasar al siguiente paso, o realizar la siguiente iteracio´n,
con el fin de que los valores α sean los correctos. Con este procedimiento ya no es posible
utilizar (2.13), y en su lugar se utiliza el valor de su logaritmo, el cual se obtiene usando
los ct como
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por lo que los resultados de la evaluacio´n han pasado de estar en el rango de 0 a 1, y se
ubicara´n ahora entre -∞ y 0.
2.8 Matrices de confusio´n
Las matrices de confusio´n son una herramienta que permite validar, o estudiar, la pre-
cisio´n de un clasificador multiclase. Estas son las que dan informacio´n sobre las tasas de
reconocimiento de los HMM utilizados en la etapa de clasificacio´n, y son usadas durante
el entrenamiento para verificar el efecto de las variaciones de los diferentes para´metros de
los modelos en sus tasas de reconocimiento.
La matriz de confusio´n [52], conocida como C, es una matriz de taman˜o N × N , donde
N es el nu´mero de clases usadas en la etapa de clasificacio´n. Las columnas de esta matriz
indican la clase real a la cual pertenecen los objetos, mientras que las filas indican a cua´l
de estas clases fueron asignados por el clasificador. As´ı, el elemento cij de la matriz de
confusio´n indica un objeto que fue asignado a la clase i, pero pertenece realmente a la
clase j.
La matriz de confusio´n puede resumir los resultados de la clasificacio´n de diferentes formas.
La primera es la matriz de confusio´n en bruto, donde se llena C indicando cuantas veces
se dio una determinada situacio´n de clasificacio´n; es decir, cuantas veces el resultado
del clasificador fue cada elemento cij. A partir de esta matriz se pueden obtener dos
valores que aportan ma´s informacio´n sobre los resultados, que son la sensitividad y el
valor predictivo positivo (VPP).
La sensitividad indica cua´l es la probabilidad de que un objeto que pertenece a una
determinada clase sea correctamente clasificado. Este valor puede ser estimado al dividir
los elementos de la matriz de confusio´n en bruto entre el total de objetos que componen
cada clase real. Es decir, se divide cada elemento de una columna entre la suma del total
de elementos de esa columna. De esto u´ltimo se desprende que la suma de los elementos
de cada columna es la unidad.
El VPP indica cua´l es la probabilidad de que un objeto asignado a una clase pertenezca
verdaderamente a esa clase. Este valor se puede estimar tomando los elementos de la
matriz de confusio´n en bruto y dividie´ndolos entre el nu´mero total de elementos que se
asignaron a cada clase. Es decir, se dividen los elementos de cada fila entre la suma del
total de elementos de su fila respectiva, por lo que la suma de los elementos de cada fila
suma uno.
Tanto la sensitividad como el VPP son u´tiles para estudiar la efectividad del clasifi-
cador, y lo ideal ser´ıa que ambos valores sean altos para todas las clases o elementos
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c11, c22, . . . , cNN de la matriz. En este trabajo, la sensitividad indica que´ tan efectiva es la
clasificacio´n de las cadenas de observaciones, mientras que el VPP indica que´ tan efectivo
es el modelo para reconocer las cadenas de su propia clase.
22 2.8 Matrices de confusio´n
Cap´ıtulo 3
Sistema de reconocimiento de
patrones acu´sticos
3.1 Entrenamiento
El entrenamiento busca determinar los valores de las constantes que deben utilizarse en
cada uno de los bloques del sistema, y que permitan maximizar las tasas de reconocimiento
para cada evento que se busca detectar, permitiendo determinar de manera ma´s precisa
el estado del medio y evitar as´ı falsos positivos y falsos negativos.
Como se vera´ posteriormente, la seccio´n de ejecucio´n (que corre en el sistema embebido)
comparte la mayor parte de los bloques explicados en esta subseccio´n, por lo que luego se
explicara´n so´lo las diferencias de implementacio´n entre ambas. A continuacio´n se presenta
de manera detallada la solucio´n completa, explicando cada elemento de manera individual;
en aquellas secciones que involucran entrenamiento, se presenta el algoritmo que lo realiza
antes de presentar el bloque a entrenar.
Todos los bloques llevan a cabo sus ca´lculos utilizando valores en punto flotante, y la
implementacio´n es desarrollada en C/C++ usando el entorno de desarrollo Qt Creator
[26]. La aplicacio´n base para este trabajo es la propuesta en [7].
3.1.1 Promediador de sen˜al
El objetivo del promediador es obtener el valor medio de la sen˜al de entrada, con fines de
estimacio´n de energ´ıa y de normalizacio´n de valores (ver seccio´n 2.2).
El comportamiento de descarga exponencial que se presento´ es modificado para adap-
tarlo a las limitaciones impuestas para el desarrollo del SiRPA, sustituye´ndola por una
carga/descarga lineal dada por las constantes kcrec y kdecrec. Esto permite reducir el con-




El objetivo de estas constantes es limitar tanto el crecimiento como el decrecimiento
de la sen˜al, con el fin de capturar eventos que ocurren en un corto periodo de tiempo
(impulsivos) tal como la detonacio´n de un disparo, y mantenerlo presente por el tiempo
suficiente para extraer los patrones acu´sticos caracter´ısticos, buscando a la vez que la
salida no se vea saturada en un valor alto por un periodo prolongado. El diagrama de la
figura 3.1, muestra la manera en que este bloque realiza su procesamiento.
|x[n]| < y[n−1] − k decrec
|x[n]| > y[n−1] + k 
crec
decrecy[n] = y[n−1] − k y[n] = y[n−1] + k crec






Figura 3.1: Diagrama de flujo para promediador.
En caso de que se busque estimar la energ´ıa contenida en la sen˜al, se utiliza el mismo
esquema pero con la modificacio´n de que la constante de crecimiento (kcrec) es infinita
[4], por lo que la primera condicio´n del diagrama de flujo de la figura 3.1 nunca se cumple.
Esto se hace con el fin de seguir la envolvente de la sen˜al pero con una descarga lineal,
dada por kdecrec.
3.1.2 Normalizador de sen˜al
El proceso de normalizacio´n consiste en llevar la sen˜al de entrada a un nivel de referencia
deseado, con el fin de prepararla para el procesamiento en las siguientes etapas. Este se
basa en el diagrama de bloques que se muestra en la figura 3.2.
El bloque promediador es el mismo que se presento´ en la seccio´n 3.1.1, y se incluye una
constante llamada knor, cuyo objetivo es evitar la divisio´n por cero y limitar el valor de
salida a un valor predefinido.
El funcionamiento de este bloque puede ser descrito matema´ticamente como
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La idea ba´sica detra´s de este bloque consiste en que ante un estado normal del medio se
tendra´n valores de entrada que se mantendra´n dentro de una banda reducida, por lo que
el promedio de la sen˜al sera´ relativamente constante y la salida del normalizador estara´
cerca de la unidad. En caso que se presente un evento impulsivo la sen˜al de entrada
crecera´ ra´pidamente (posiblemente satura´ndose), por lo que al estar dividie´ndose entre
un valor menor a la unidad (pues en el estado normal del medio se tendra´ un promedio
bajo) la salida del normalizador se disparara´ por encima de 1, lo que se reflejara´ en los
patrones de salida obtenidos en etapas posteriores.
La seleccio´n adecuada de la constante knor es importante, pues si se usa un valor grande
dominara´ la expresio´n del denominador, provocando que los valores de salida del norma-
lizador sean por lo general bajos y no se pueda observar el efecto impulsivo de la salida
ante la presencia de sonidos de alta energ´ıa como disparos, adema´s de que pequen˜as
variaciones de la entrada quedar´ıan enmascaradas por esta constante. Por otro lado, un
valor pequen˜o provocar´ıa la presencia de ruido indeseado y valores muy altos a la salida,
pues si el promedio es muy bajo (inclusive puede ser cero), la divisio´n se realizar´ıa por un
valor cercano a cero. Lo ideal es analizar ejemplos de la sen˜al de entrada para seleccionar
este valor un poco por encima del piso de ruido, verificando que tambie´n la salida ma´xima
esperada no supere un techo dado.
3.1.3 Banco de filtros
El banco de filtros implementado utiliza codificacio´n subbanda, separando la sen˜al de
entrada en diferentes bandas de frecuencia, cada una con un taman˜o de una octava menor
a la anterior. En la figura 3.3 se muestra el diagrama de bloques del sistema, en donde se
han colocado estimadores de energ´ıa a la salida de cada banda.
La tabla 3.1 muestra la distribucio´n de frecuencias por banda, segu´n se dimensionaron.
En este caso, y siguendo el diagrama de la figura 3.3, se tendr´ıa que i = 9 pues se tienen
9 salidas del banco, una por cada banda; adema´s, N = 7, pues existen 7 bloques de































Figura 3.3: Diagrama de bloques para el banco de filtros.
Tabla 3.1: Distribucio´n de frecuencias en el banco de filtros.
Banda Frec. Muestreo (Hz) Frec. Superior (Hz) Frec. Inferior (Hz)
1 44100 22050 11025
2 22050 11025 5512,5
3 11025 5512,5 2756,25
4 5512,5 2756,25 1378,125
5 2756,25 1378,125 689,0625
6 1378,125 689,0625 344,53125
7 689,0625 344,53125 172,265625
8 344,53125 172,265625 86,1328125
9 344,53125 86,1328125 0
Sin embargo, la salida del u´ltimo LPF del banco, en la banda 9, es descartada, pues un
ana´lisis previo [41] mostro´ que no aporta informacio´n relevante para la transformacio´n
realizada por el siguiente bloque en la cadena de procesamiento.
Los estimadores de energ´ıa mostrados fueron descritos en la seccio´n 3.1.1, y corresponden a
un bloque similar al promediador de la sen˜al. El estimador conectado a la salida del primer
HPF usa la misma kdecrec que se utiliza para el bloque promediador del normalizador, pero
este valor se incrementa en un factor de 2 conforme se avanza en cada banda (donde la
frecuencia de muestreo disminuye en el mismo factor). Esto se hace con el fin de que
el efecto del estimador de energ´ıa sea similar en todas las bandas, pues conforme se
disminuye la frecuencia de muestreo, cada banda tiene un menor nu´mero de muestras
para procesamiento, y sin este ajuste no se obtendr´ıan niveles de energ´ıa equivalentes en
cada salida del banco.
La inclusio´n de los bloques de diezmado adicionales a la salida de cada estimador se hace
con el fin de que la salida del banco se actualice hasta el momento en que todos los
estimadores que componen el banco hayan actualizado su salida, pues de otra forma no se
capturar´ıa la variacio´n en todas las bandas y se provocar´ıa un despilfarro energe´tico en la
implementacio´n en ASIC [34]. As´ı, la salida del banco debe actualizarse a una frecuencia
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igual o menor que la u´ltima frecuencia de muestreo del banco, donde se elige aca´ que sea
igual para contar con un nu´mero mayor de muestras para entrenamiento y evaluacio´n.
Etapas posteriores al banco de filtros operan a la misma frecuencia seleccionada.
En la implementacio´n en la que se basa este trabajo, se olvido´ incluir a la salida del banco
estos bloques de diezmado, lo que provocaba que la salida se actualizara a la misma
frecuencia de muestreo de la entrada. Los bloques del reductor de dimensiones y del
a´rbol k-d tambie´n funcionaban a esta frecuencia, provocando que se diera una repeticio´n
de s´ımbolos en las cadenas de observaciones por periodos prolongados de tiempo, al no
capturar la variacio´n en todas las bandas de frecuencia. Por ello, fue necesario agregar
estos bloques.
Adema´s, se corrigio´ el punto donde se toma la salida del banco, pues en esa misma
implementacio´n se tomaba directamente de los HPF y estos presentan valores de salida
vola´tiles o cambiantes. As´ı, se agregaron los estimadores de energ´ıa previo a la salida del
banco, calculando e introduciendo al mismo tiempo la constante de decrecimiento kdecrec
adecuada para cada banda.
3.1.4 LDA
El entrenamiento con LDA se realiza mediante una aplicacio´n externa al sistema imple-
mentado, utilizando los vectores de salida del banco de filtros. Cada uno se toma a la
misma frecuencia con la que se actualiza la salida del banco, y son vectores en un espacio
de 8 dimensiones.
El ana´lisis de discriminantes lineales (LDA) busca realizar una proyeccio´n precisa del
espacio de 8 dimensiones a uno de 3 dimensiones, maximizando la varianza interclase
y minimizando la varianza intraclase [9], con el fin de facilitar la discriminacio´n de los
patrones caracter´ısticos de cada clase que se busca reconocer. Esto se hace por medio de
la matriz de transformacio´n W y el vector de media µ.
Los vectores usados para entrenamiento son extra´ıdos y almacenados en archivos de tex-
to, utilizando una base de datos basada en MySQL para realizar su administracio´n y
consulta. Cuando se desea realizar el entrenamiento se lleva a cabo la preparacio´n de
matrices individuales para cada clase, utilizando las muestras seleccionadas. La matriz de
transformacio´n resultante es almacenada en la misma base de datos, y una vez obtenida
puede ser utilizada en el mo´dulo de reduccio´n de dimensiones. La aplicacio´n externa,
basada en la LTI-Lib [12], fue el resultado de [36].
3.1.5 Reductor de dimensiones
El objetivo del reductor de dimensiones es transformar el espacio de valores de salida del
banco de filtros, de ocho dimensiones, a un espacio tridimensional. Esto tiene como fin re-
ducir tanto el tiempo de procesamiento como el consumo energe´tico en la implementacio´n
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en ASIC, pues aunque el procedimiento conlleva una pe´rdida de informacio´n, se compensa
con una optimizacio´n de estos factores. La transformacio´n se hace mediante un producto
matriz-vector, donde el diagrama de bloques de la figura 3.4 muestra co´mo se realiza esta
operacio´n.
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Figura 3.4: Diagrama de bloques para el reductor de dimensiones.
Este bloque carga los valores usados por la matriz de transformacio´n y por el vector de
media desde archivos generados a partir del entrenamiento con LDA, en caso que hayan
sido exportados primero. Estos valores son almacenados en arreglos internos con el fin de
realizar primero la resta de la media y luego aplicar el producto matriz-vector a todas las
muestras de salida del banco de filtros.
3.1.6 k-medias
El algoritmo de ana´lisis de conglomerados de k-medias (k-means en ingle´s), es utilizado
con el fin de generar los centroides en el espacio tridimensional que identifican a cada uno
de los s´ımbolos que componen el alfabeto discreto utilizado en la etapa de clasificacio´n.
Para la administracio´n y extraccio´n de los vectores se utilizan archivos de texto y una
base de datos basada en MySQL. El entrenamiento se realiza llamando a una aplicacio´n
externa a la cual se le pasa como para´metro un archivo que contiene la totalidad de los
vectores seleccionados para entrenar. La aplicacio´n genera un archivo que contiene los
centroides calculados, que son posteriormente cargados y almacenados en la base de datos,
y que adema´s pueden ser vinculados con el sistema y utilizarlos para generar el a´rbol k-d.
3.1.7 A´rbol k-d
En esta implementacio´n se utiliza un a´rbol k-d para organizar los 32 centroides, de 3
dimensiones cada uno, generados a partir del entrenamiento con el algoritmo de k-medias,
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permitiendo as´ı realizar la bu´squeda del centroide cuyas coordenadas se encuentran ma´s
cerca del punto pasado como entrada, que es la salida del reductor de dimensiones. Se
utiliza como me´trica la distancia euclidiana al cuadrado desde cada uno de ellos hasta el




(mi − xi)2 (3.2)
donde x es el vector de entrada y m el vector del centroide en ana´lisis. Se usa esta me´trica
en lugar de la distancia euclidiana para optimizar el proceso al evitar el ca´lculo de la ra´ız
cuadrada, dado que los resultados de las comparaciones no se ven afectados.
Una vez que se ha localizado el nodo, se obtiene como salida su identificador o s´ımbolo, que
es utilizado para generar la cadena de observaciones que se pasa a los HMM. Cada nodo
del a´rbol almacena los siguientes datos: coordenadas del centroide en 3D, identificador
u´nico del nodo, direccio´n de particio´n del espacio (que en este caso puede ser x, y o´ z) y
vecinos a su izquierda y derecha (de acuerdo a la dimensio´n de particio´n actual).
El algoritmo de bu´squeda del vecino ma´s cercano trabaja de manera recursiva, realizando
una divisio´n del hiper recta´ngulo (o al ser en 3D, el cubo) que contiene todos los centroides
conforme se profundiza en cada nodo hasta alcanzar una hoja. Esto se realiza verificando
si la coordenada del punto de entrada es menor o mayor a la del centroide con el que
se compara en cada momento, de acuerdo a la dimensio´n de particio´n de este u´ltimo,
decidiendo as´ı si se mueve hacia la rama izquierda o derecha.
Cuando se alcanza la hoja, se calcula (3.2) usando las coordenadas del centroide asociado
a este nodo y las del punto de entrada, y se comienzan a deshacer las particiones realizadas
al hiper recta´ngulo, verificando nuevamente la me´trica y compara´ndola contra los otros
nodos del a´rbol para obtener cua´l centroide la minimiza, que determinar´ıa el s´ımbolo de
salida.
La particio´n del hiper recta´ngulo se realiza con el fin de determinar si debe descartarse
o no la revisio´n de las ramas no visitadas, calculando (3.2) con el punto en ana´lisis y los
“lados” del hiper recta´ngulo que encierra el subespacio no visitado, el cual contiene todos
los centroides de la rama analizada. Si la me´trica resultante es menor a la mejor calculada
hasta el momento debe revisarse esta rama, al existir la posibilidad de que el subespacio
que ella encierra contenga un centroide que este´ ma´s cerca del punto de entrada.
Los algoritmos utilizados por el k-d tree fueron tomados de [48], pero adaptados para los
requisitos de esta aplicacio´n. El algoritmo de construccio´n del a´rbol en la implementacio´n
en que se basa este trabajo presentaba el problema de que no se actualizaban los “lados”
del hiper recta´ngulo al introducir un nuevo nodo al a´rbol, lo que provocaba que al realizar
las bu´squedas se descartaran ramas que no deb´ıan descartarse. Esto fue corregido para
que el hiper recta´ngulo se actualice conforme se insertan los nodos al a´rbol.
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3.1.8 Entrenamiento de los HMM
Con el fin de determinar los valores de las matrices A, B y el vector pi que caracterizan
a cada modelo λ, se utilizan algoritmos de entrenamiento simple, mu´ltiple y negativo. El
objetivo de estos es maximizar las tasas de reconocimiento del modelo para eventos de su
propia clase, a la vez que se disminuyen para los de las otras clases.
El entrenamiento se lleva a cabo capturando muestras de observaciones, utilizando archivos
de audio de ejemplo para las diferentes clases o eventos que se busca reconocer. En la
figura 1.2 se muestra el punto desde el cual se extraen los s´ımbolos para realizar el entre-
namiento, los cuales son almacenados en archivos de texto, y administrados por la base
de datos implementada en MySQL.
Se utiliza el algoritmo de Baum-Welch [23] para el caso de entrenamiento simple y
mu´ltiple, donde para este u´ltimo se debe modificar el algoritmo tal como se explica en [33].
Para el caso de entrenamiento negativo se utiliza el denominado Bold’s Smooth Algorithm
[23]. Todas estas variantes de entrenamiento fueron implementadas en un trabajo previo
[7]. Sin embargo, ten´ıan problemas de estabilidad al intentar utilizar para entrenamiento
o evaluacio´n cadenas de observaciones que no contaban con una longitud suficiente de
acuerdo a determinados valores de muestreo y/o longitud de cadena, lo que llevaba al
cierre de la aplicacio´n. Esto se corrigio´ para que aquellas cadenas que no cumplan con la
longitud requerida sean descartadas de estos procedimientos.
3.1.9 Evaluacio´n de los HMM
Con el fin de realizar la evaluacio´n de los HMM se utilizan las matrices de confusio´n,
prestando especial atencio´n a los valores de sensitividad y VPP obtenidos. Estos valores
permiten estudiar el efecto en las tasas de reconocimiento de la variacio´n de los para´metros
de nu´mero de estados, muestreo, longitud de cadena y razo´n de aprendizaje (para el
entrenamiento negativo), as´ı como de las cadenas seleccionadas para entrenar. La idea es
maximizar los casos donde la clase asignada i y la clase real j sean iguales, lo que denota
una clasificacio´n correcta.
Para formar las matrices se toma una cadena de observaciones para una clase determinada
j y se pasa al mo´dulo de clasificacio´n, donde se tienen todos los HMM que se busca evaluar.
Estos utilizan el algoritmo de evaluacio´n hacia adelante para obtener log(P (O|λ)), y se
selecciona como clase asignada i a la clase del modelo que tenga un valor ma´s cercano a
cero, pues por el mapeo realizado al introducir los factores de escala descritos en la seccio´n
2.7.2, valores cercanos a cero indican una mayor probabilidad de que el modelo haya sido
el que genero´ esa cadena de observaciones. De esta forma se completa cada elemento cij
de la matriz de confusio´n en bruto C, a partir de la cual se obtienen luego los valores de
sensitividad y VPP.
La implementacio´n de la funcio´n de evaluacio´n, junto a otras de entrenamiento y adminis-
tracio´n para los HMM, se realizo´ utilizando la biblioteca provista en [10], que se encuentra
3 Sistema de reconocimiento de patrones acu´sticos 31
desarrollada en C.
3.1.10 Clasificacio´n
La etapa de clasificacio´n es la que contiene los HMM utilizados para evaluacio´n, los cuales
son el resultado del entrenamiento realizado con los algoritmos previamente mencionados.
En la implementacio´n en el computador de propo´sito general, o de entrenamiento, este
bloque no existe como parte de la cadena de procesamiento del SiRPA, pero se incluye en
el diagrama de la figura 1.2 por claridad.
Cada vez que se lleva a cabo la evaluacio´n de un HMM, o un grupo de ellos, se realiza la
carga de los para´metros para cada uno desde la base de datos, junto con las cadenas que
hayan sido elegidas. Se procede luego a verificar las probabilidades de salida para cada
modelo de acuerdo a la cadena que se le pasa como entrada. Una vez que se realiza este
procedimiento con todas las observaciones, se almacenan los valores resultantes en la base
de datos, se generan las matrices de confusio´n por modelo y se generan las estad´ısticas
de reconocimiento, quedando estos resultados disponibles para la revisio´n por el usuario.
3.2 Ejecucio´n
La seccio´n de ejecucio´n corresponde a una versio´n reducida de la cadena de procesamiento
utilizada para entrenamiento, la cual se optimiza para reducir el tiempo de procesamiento
por cada bloque de sen˜al, permitiendo al sistema embebido operar en l´ınea a una frecuencia
de muestreo definida. En la implementacio´n de hardware del SiRPA, la reduccio´n en los
tiempos de procesamiento y el nu´mero de pasos requeridos para obtener la salida permiten
reducir a su vez el consumo energe´tico del sistema.
La implementacio´n de ejecucio´n hace uso de las diferentes matrices y vectores generados
durante el entrenamiento, y solamente tiene la salida de la etapa de clasificacio´n. Dado que
la mayor parte de los bloques ya fueron detallados, se explican a continuacio´n solamente
las diferencias con respecto a la implementacio´n de entrenamiento.
3.2.1 Implementacio´n en sistema embebido
La implementacio´n en el sistema embebido cuenta con dos modos de reconocimiento:
utilizando archivos de audio (en formato WAV), o mediante la entrada de audio (de l´ınea)
que incluye la plataforma Beagleboard-xM utilizada [6]. La seleccio´n entre un modo u
otro se da de acuerdo al nu´mero de argumentos pasados a la aplicacio´n a la hora de
llamarla desde la l´ınea de comandos.
El modo de reconocimiento en base a archivos de audio se incluye con el fin de realizar
pruebas de reconocimiento de manera ra´pida y flexible. Este modo permite comparar los
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resultados de salida de cada etapa y de las probabilidades finales contra la implementacio´n
en el computador de propo´sito general. La aplicacio´n lee la totalidad del archivo o so´lo
una parte de e´l, de acuerdo a la configuracio´n elegida a la hora de compilarla, y genera
archivos de texto donde se almacenan los valores de salida de cada una de las etapas
de la cadena de procesamiento. Adema´s, imprime en consola el estado determinado a
partir de la evaluacio´n de los modelos pasados como para´metros. Se almacena tambie´n
informacio´n sobre tiempos de ejecucio´n por etapa o por bloque procesado (cuyo taman˜o
es tambie´n configurable), lo que permite estimar los tiempos de procesamiento que se
tendra´n al utilizar el modo de reconocimiento en l´ınea.
El modo de reconocimiento mediante la entrada de audio corresponde al modo de re-
conocimiento en l´ınea. Este permite que se conecte un micro´fono (que debe ser preampli-
ficado, pues el sistema embebido no realiza amplificacio´n alguna) a la plataforma, para
realizar pruebas de campo. La captura de los datos desde esta entrada se hace mediante
un cliente de JACK [13], que se encarga de tomar bloques de muestras de audio y re-
alizar llamadas a una funcio´n de procesamiento espec´ıfica, en un entorno de baja latencia.
Para´metros como la frecuencia de muestreo, taman˜o de bloque, nu´mero de bu´feres usados,
entre otros, son configurables al iniciar el cliente.
En esta implementacio´n se utiliza un taman˜o de bloque de 256 muestras (que por limi-
taciones del sistema embebido es el ma´ximo utilizable), con una frecuencia de muestreo
de 48 kHz (cuyo valor no es configurable en este caso, y es impuesto por el hardware de
audio de la plataforma), lo que implica una ventana de tiempo para procesamiento de
menos de 5,3 ms, luego de la cual se llama a procesar el bloque siguiente.
Este modo de operacio´n no almacena informacio´n en archivos, pues la apertura, escritura
y cierra de ellos conlleva tiempos en el rango de los milisegundos, que por las limitaciones
de tiempo mencionadas no son tolerables. En su lugar, se imprime solamente en consola
informacio´n sobre el estado actual del medio con su probabilidad asociada (de acuerdo a
evaluacio´n del modelo), actualizando el estado so´lo en caso de que e´ste cambie.
3.2.2 Procesamiento en punto fijo
Con el fin de estudiar maneras de acelerar el procesamiento de los datos y aprovechar
los elementos de hardware provistos por el sistema en chip (SoC) DM3730 [18] de la
plataforma utilizada, se hace uso del DSP (TMS320C64x+) incluido. Este procesador
realiza sus ca´lculos mediante una representacio´n nume´rica en punto fijo, por lo que es
necesario adaptar los algoritmos que se desean ejecutar en el procesador a este formato.
De no hacerlo as´ı el compilador generara´ el co´digo requerido para realizar la emulacio´n del
formato en punto flotante, lo que conlleva tiempos de procesamiento excesivos (decenas
de veces ma´s lentos).
Para determinar cua´l seccio´n de la cadena de procesamiento del SiRPA transferir al DSP
se analizo´ la frecuencia a la que opera cada uno de los bloques de la etapa de extraccio´n
de caracter´ısticas, que se presento´ en la figura 1.2. Estas frecuencias se muestran en la
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tabla 3.2. La frecuencia de muestreo utilizada como referencia es la de la implementacio´n
en ASIC (44,1 kHz), aunque podr´ıa utilizarse tambie´n la del sistema embebido (48 kHz).
Tabla 3.2: Frecuencia de operacio´n de bloques de la cadena del SiRPA.
Bloque Frec. de operacio´n (Hz)
Banco de filtros 44100
Reductor de dimensiones 344,53125
A´rbol k-d 344,53125
A partir de esto se decide transferir el bloque del banco de filtros al DSP, ya que es el
u´nico bloque de esta etapa que opera a la misma frecuencia con que se toman las muestras
de la sen˜al de audio, por lo que se le transfieren al procesador bloques de sen˜al de gran
longitud (256 muestras en este caso) y se evita as´ı el intercambio frecuente de datos entre
procesadores, que conlleva un overhead. As´ı, se hace el cambio de todos sus algoritmos
para operar usando una representacio´n en punto fijo de 32 bits, con un nu´mero de bits
configurable para la parte fraccionaria y entera. No es posible utilizar un menor nu´mero
de bits, pues conllevar´ıa una pe´rdida de precisio´n importante respecto a la implementacio´n
en punto flotante.
Con el fin de llevar a cabo la compilacio´n de los ejecutables para el DSP, se utiliza co´digo
desarrollado en C que se compila mediante la herramienta C6RunLib [17], la cual se
encarga de que a la hora de ejecutar la aplicacio´n en el sistema embebido se realice la
carga del co´digo necesario en el DSP. Este tambie´n introduce stubs con el fin de que
las llamadas a las funciones transferidas al DSP sean desviadas hacia e´ste, pasa´ndole
el control de los datos y punteros a ellos; los resultados son almacenados tambie´n en
memoria, retornando el DSP punteros hacia ellos.
La memoria utilizada por el DSP debe ser colocada en un espacio de memoria espec´ıfico,
con el fin de que pueda ser utilizada por el DSP, por lo que C6Run cambia las funciones
de solicitud y liberacio´n de memoria por sus propias versiones. Esta necesidad surge a
partir del hecho de que el procesador de propo´sito general (GPP) ARM cuenta con una
unidad de administracio´n de memoria (MMU), que es utilizada por el sistema operativo
para operar en un contexto de memoria virtual, mientras que el DSP no cuenta con una de
estas unidades y trabaja por lo tanto con memoria f´ısica. De esta forma, debe realizarse
algu´n tipo de conversio´n entre los punteros usados por ambos procesadores, pues de otra
forma una direccio´n de memoria apuntada por el GPP por lo general no concordar´ıa con
la apuntada por el DSP, resultando en errores de acceso a los datos.
Generacio´n y optimizacio´n de co´digo para el DSP
Para el desarrollo de la seccio´n de co´digo que se ejecuta en el DSP se utiliza el lenguaje
de programacio´n C, donde los archivos fuente que se generan se compilan por medio de
la herramienta C6RunLib. Adema´s de cambiar todos los algoritmos usados por el banco
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de filtros y los estimadores de energ´ıa conectados a su salida al formato de representacio´n
nume´rica en punto fijo, se utilizaron los denominados intrinsic [19] del DSP para mejorar
el rendimiento de las funciones implementadas. Estos son instrucciones de ensamblador
del DSP que pueden ser llamadas directamente desde el co´digo en C, y que usualmente
se ejecutan en un solo ciclo de reloj de este procesador.
En [19] se presentan otras alternativas para el desarrollo de aplicaciones para el DSP,
que son el uso de ensamblador lineal y el ensamblador propio del procesador. La dife-
rencia entre ambos es que para el primero debe especificarse solamente las instrucciones
espec´ıficas del DSP que se desean utilizar, y el compilador se encarga automa´ticamente de
los detalles de paralelismo, asignacio´n de registros y uso de las unidades de ejecucio´n (al
tener una arquitectura pipeline). Por otro lado, el uso de ensamblador propio del sistema
requiere que el programador indique expl´ıcitamente estos detalles.
El problema principal con estas alternativas es que la herramienta de compilacio´n (C6RunLib)
no permite utilizarlas, obligando a desarrollar el co´digo tal como se describio´ previamente,
donde el compilador genera el co´digo ensamblador a partir del co´digo desarrollado en C.
Dado que se desea estudiar el uso de las unidades del DSP para explotar el paralelismo en-
tre ellas, se agregan banderas al compilador (ver configuracio´n en la seccio´n de ape´ndices)
para que al crear el archivo ejecutable se genere tambie´n el archivo que contiene las ins-
trucciones de ensamblador requeridas para realizar cada instruccio´n de co´digo C. As´ı,
puede estudiarse de que´ manera se utilizan las unidades de ejecucio´n del procesador al
cambiar el co´digo C y/o al utilizar los intrinsics. Esta es la estrategia recomendada en
[19] para el desarrollo de aplicaciones, antes de recurrir al uso de co´digo ensamblador que
es menos “porta´til”, y que si no se utiliza correctamente no tendr´ıa un mejor rendimiento
respecto al obtenido con herramientas automatizadas.
Un ejemplo de co´digo ensamblador generado de manera automa´tica se muestra en la figu-
ra 3.5. En este caso, la primera columna indica la instruccio´n de ensamblador del DSP
utilizada, mientras que la segunda columna indica cua´l unidad de ejecucio´n se esta´ uti-
lizando. La tercera columna indica los registros utilizados en esa operacio´n, y la u´ltima
columna indica cua´l es la instruccio´n de co´digo C asociada a esta instruccio´n de ensam-
blador. Por medio de esto se puede reestructurar el co´digo C y utilizar intrinsics para
lograr que al pasar el co´digo al compilador se utilicen mejor las unidades del procesador,
y se pueda paralelizar funciones. En [15] puede consultarse ma´s informacio´n sobre la
arquitectura interna del DSP utilizado y sus unidades de ejecucio´n.
Optimizacio´n de algoritmos para ejecucio´n en el DSP
Dado que el bloque normalizador previo al banco de filtros y el reductor de dimensiones
que se ubica luego de e´l trabajan con una representacio´n nume´rica en punto flotante,
se deben introducir bloques para realizar la conversio´n de punto flotante a punto fijo y
viceversa. El diagrama resultante de esto se muestra en la figura 3.6.
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Figura 3.5: Co´digo ensamblador generado por herramienta C6RunLib.
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Figura 3.6: Cadena modificada para conversio´n entre formatos nume´ricos.
Lo primero que se realizo´ antes de comenzar con las modificaciones del resto del sistema
fue determinar el nu´mero de bits requeridos para la parte entera y fraccionaria de la
representacio´n en punto fijo, para lo que se realizo´ un profiling del co´digo desarrollado
en formato punto flotante, y se estudiaron los valores ma´ximos esperados y el tipo de
precisio´n requerida.
Por el tipo de entradas que se esperan desde el bloque normalizador se determino´ que
se requiere como mı´nimo de 8 bits en la parte entera, y podr´ıan requerirse ma´s en caso
de que se modifiquen las constantes usadas en e´l. De no usarse esta cantidad de bits se
corre el riesgo de que se presente un desbordamiento u overflow de los datos, dando lugar
a valores erro´neos en caso que el resultado salga del rango de representacio´n que da el
nu´mero de bits elegido.
Por otro lado, se realizaron pruebas para determinar de que´ manera var´ıan los s´ımbolos
de salida de la etapa de extraccio´n de caracter´ısticas con respecto a la implementacio´n
de entrenamiento, de acuerdo al nu´mero de bits usados para la parte fraccionaria. Se
encontro´ que como mı´nimo deben utilizarse 20 bits en la parte fraccionaria para que no
var´ıen las cadenas de observaciones generadas y se provoque por lo tanto una clasificacio´n
incorrecta de la sen˜al debido a esta variacio´n.
As´ı, se utiliza una representacio´n en punto fijo de 32 bits, lo que repercute sobre las
posibilidades de optimizacio´n del co´digo en el DSP dado que este tiene una arquitectura
con un taman˜o de bus de 16 bits [15], y se encuentra optimizado para trabajar con paquetes
de datos ya sea de 8 o 16 bits. Esto afecta tambie´n el paralelismo, dado que el mayor
nu´mero de bits obliga a utilizar varias unidades de ejecucio´n para una sola operacio´n
aritme´tica, que de otra forma hubieran podido ser utilizadas por dos operaciones en
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paralelo. Por ejemplo, una multiplicacio´n entre dos valores de 32 bits tomara´ cuatro
veces ma´s tiempo que el que tomar´ıa multiplicar dos valores de 16 bits [19].
Definiendo esto, se realizaron las modificaciones requeridas para optimizar el co´digo en
C, a la vez que se introdujeron secciones de co´digo para que el compilador optimice
secciones de la aplicacio´n. Para esto u´ltimo se introducen directivas para indicarle al
compilador el nu´mero de veces mı´nimo y ma´ximo que se espera se ejecute un ciclo en
el co´digo, lo que permite estimar cua´ndo se presentara´ una ramificacio´n en su ejecucio´n.
Para esto se requiere analizar primero el co´digo y estimar estos valores. Por ejemplo, la
siguiente directiva indica que el co´digo se ejecutara´ exactamente 256 veces, lo que se sabe
previamente por el taman˜o de bloque elegido.
#pragma MUST_ITERATE (256, 256);
Adema´s de esto, se le indica al compilador de que´ manera se utilizan variables de la
funcio´n, con el fin de que puedan ser optimizadas en cuanto a colocacio´n en espacios de
memoria, acceso a los datos y uso de sus punteros, utilizacio´n de la cache´ en cuanto a
localidad espacial y temporal, entre otras cosas. Por ejemplo, en la declaracio´n de la
funcio´n se colocan los argumentos como
INBUF int * restrict inBuffer, OUTBUF int * restrict outBuffer
donde INBUF indicar´ıa que el bu´fer es so´lo de entrada, mientras que OUTBUF indica
que es de so´lo lectura. Esto evitar´ıa que el compilador intente agregar instrucciones y
crear variables para escribir o leer de ellos, respectivamente. El te´rmino restrict indica
adema´s que solo el puntero pasado como argumento, y aquellos que se puedan derivar de
e´l, tiene acceso a los datos en todo momento. De esta manera, se dispone libremente de
los datos y el compilador hace optimizaciones adicionales.
El co´digo en C se reestructuro´ adema´s para reducir el nu´mero de variables requeridas en las
operaciones, y evitar as´ı la asignacio´n innecesaria a registros. Sin embargo, existen casos
donde se dejan variables temporales para ciertas operaciones aritme´ticas de multiplicacio´n
y acumulacio´n, que evitan que se acceda de manera constante a memoria y se utilice en
su lugar un registro del procesador, lo que disminuye tiempos de operacio´n. Adema´s, los
“objetos” de filtros y el banco de filtros en s´ı fueron modificados para que a la hora de
compilar la aplicacio´n se sepa previamente el taman˜o en memoria que ocupan, pues de
otra forma la aplicacio´n no puede ser compilada.
Finalmente, se introducen los intrinsic para optimizar ciertas operaciones realizadas. Por
ejemplo, al realizar la multiplicacio´n de dos valores de 32 bits, el resultado es un nu´mero
de 64 bits que luego debe ser desplazado para obtener nuevamente un valor de 32 bits que
represente el resultado. Esto se puede realizar con dos intrinsic como
tmpM = _mpy32ll(tmpOp1, tmpOp2);
tmpMul = _hill((tmpM << INT_BITS));
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de manera que en la variable tmpMul se tiene el resultado de multiplicar las variables de
32 bits tmpOp1 y tmpOp2. Esto se traduce en las dos instrucciones de ensamblador
MPY32
SHRU
que toman 4 ciclos y 1 ciclo de reloj del procesador para ejecutarse, respectivamente [16].
Es posible realizar optimizaciones adicionales al co´digo en caso que se reduzca el nu´mero
de bits usados. Si se utilizan 16 bits en total para la parte entera y fraccionaria se podr´ıan
utilizar un mayor nu´mero de intrinsic, adema´s de que se podr´ıan paralelizar un mayor
nu´mero de instrucciones. Sin embargo, debe evaluarse la pe´rdida de precisio´n que se
tendra´ en los resultados con respecto a la implementacio´n en punto flotante, y tambie´n
considerarse los efectos de desbordamiento. Para ma´s informacio´n respecto a las posibles
optimizaciones se puede consultar [19].
3.2.3 Ordenamiento del a´rbol k-d
La implementacio´n para la construccio´n del a´rbol k-d utilizada en la seccio´n de entre-
namiento produce estructuras desbalanceadas, lo que no es un factor cr´ıtico debido a la
naturaleza de operacio´n fuera de l´ınea de esta etapa. Sin embargo, dado que el sistema
embebido trabaja en l´ınea se deben disminuir los tiempos de procesamiento al ma´ximo,
por lo que no son tolerables los retardos adicionales debido a esto.
Por ello, se implementa un algoritmo que realiza el ordenamiento del a´rbol de manera
recursiva, ejecuta´ndose al momento de inicializar los para´metros del sistema para que
cuando se inicie la captura y procesamiento de datos ya se encuentre balanceado. Esto
permite que el algoritmo de bu´squeda sea efectivamente del tipo O(log n), haciendo que
se requiera de tan so´lo alrededor de 5 comparaciones como ma´ximo para encontrar el
centroide ma´s cercano al punto de entrada [36].
El algoritmo de ordenamiento realiza la particio´n en base a la dimensio´n de mayor va-
rianza, utilizando el algoritmo Quicksort para organizar el conjunto de datos. El fun-
cionamiento es el siguiente: se toma el conjunto de datos y se determina cua´l de las k
dimensiones (tres en este caso) presenta la mayor varianza, usando las coordenadas de
todo el conjunto para realizar el ca´lculo. Se ordenan los centroides de menor a mayor
segu´n la coordenada de cada uno en la dimensio´n determinada y se toma la mediana
del conjunto, que se inserta inmediatamente al a´rbol. El algoritmo se repite de manera
recursiva sobre cada uno de los subconjuntos generados, hasta que se hayan insertado
todos los nodos en el a´rbol, resultando en un a´rbol balanceado.
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3.2.4 Clasificacio´n
La etapa de clasificacio´n consiste en un modelo para cada clase a identificar, donde cada
modelo estima la probabilidad de que la secuencia de observaciones a su entrada sea
emitida u observada por e´l. Se asume que la clase correcta para la cadena de observaciones
es aquella cuyo modelo produzca la mayor probabilidad; en este caso, la que se encuentre
ma´s cercana a cero al utilizarse log(P (O|λ)).
Al inicializar se cargan todos los para´metros de los modelos desde un archivo que contiene
las matrices A, B y el vector pi, junto a los para´metros N , T , F y V . Todos estos valores
son generados de manera automa´tica al exportar los modelos desde la implementacio´n de
entrenamiento. La figura 3.7 ilustra la estructura interna que se tendr´ıa en este bloque al
exportar un modelo de cada clase.
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Figura 3.7: Etapa de clasificacio´n en implementacio´n de ejecucio´n.
Para realizar la clasificacio´n se utiliza el algoritmo hacia adelante, utilizando las modifica-
ciones presentadas en [33], las cuales introducen factores de escala dentro de los ca´lculos.
El algoritmo original fue tomado de [11], pero fue luego modificado para reducir tiempos
de procesamiento y uso de memoria, as´ı como para orientarlo al uso de objetos para fa-
cilitar administracio´n y evaluacio´n de los modelos. Se removieron tambie´n funciones y
secciones de co´digo no requeridas.
Con el fin de realizar la operacio´n en l´ınea, se realiza una adaptacio´n a la forma en que
se realiza el proceso de evaluacio´n [38]. Se realiza el muestreo de s´ımbolos de manera
normal, hasta que se alcanza la longitud requerida por el modelo (T ); una vez que se
cumple esto se llama a la funcio´n de evaluacio´n, la cual realiza los tres pasos presentados
en la seccio´n 2.7.2 para obtener log(P (O|λ)). Luego de calcular esta salida, se “reinicia”
el tiempo, procediendo a muestrear s´ımbolos nuevamente hasta que se vuelva a contar con
la cantidad de muestras requeridas para evaluar, repitiendo todos los pasos de evaluacio´n.
Este procedimiento puede verse como la aplicacio´n de una ventana a la cadena de ob-
servacio´n, la cual inicia en cero y finaliza en T − 1. Una vez evaluada esta cadena, se
desplaza la ventana para iniciar en T y finalizar en 2T − 1. Se muestrea la cadena y se
evalu´a, repitiendo el proceso hasta llegar al final de la cadena de observacio´n completa, o
hasta que se detenga ejecucio´n de la aplicacio´n que opera en l´ınea.
Este me´todo de evaluacio´n tiene sus desventajas. La primera de ellas corresponde al hecho
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de que los HMM son sensibles a variaciones en los puntos donde se toman los s´ımbolos que
componen la cadena. Esto har´ıa que si se muestrea la cadena unos cuantos s´ımbolos antes
o despue´s de que se presente un evento de alarma las probabilidades de salida resultantes
provoquen una clasificacio´n incorrecta del medio, llevando a falsos positivos o a falsos
negativos. Otra desventaja es el hecho de que el proceso de evaluacio´n completo se puede
repetir con mucha frecuencia, por lo que en caso de que se usen configuraciones de modelos
que sean exigentes en cuanto a tiempo de procesamiento (con muchos estados y longitudes
de cadena grandes), podr´ıan llegar a presentarse violaciones al tiempo de procesamiento
disponible.
Sin embargo, se elige este me´todo de evaluacio´n dado que es ma´s sencillo y eficiente que
otras alternativas, y dado que las limitaciones para la implementacio´n en ASIC impiden





Para realizar el entrenamiento de cada una de las etapas que componen el SiRPA, as´ı
como la evaluacio´n de las tasas de reconocimiento y la generacio´n de las matrices de
confusio´n en la etapa de clasificacio´n se cuenta con un total de 192 archivos de audio.
Estos se clasifican de acuerdo a su clase, y se separan entre cadenas de entrenamiento y
evaluacio´n. La tabla 4.1 muestra la distribucio´n de todos los archivos.
Tabla 4.1: Distribucio´n de archivos para entrenamiento y evaluacio´n.
Clase Entrenamiento Evaluacio´n Total
Bosque 43 38 81
Disparo 24 21 45
Motosierra 36 30 66
Total 103 89 192
La seleccio´n de los archivos usados para entrenamiento tiene efectos en las tasas de re-
conocimiento obtenidas, por lo que deben realizarse pruebas emp´ıricas para mejorarlas.
Factores como el muestreo y longitud de cadena son tambie´n relevantes, pues adema´s de
afectar estas tasas, ciertas combinaciones de estos valores provocar´ıan que deban descar-
tarse cadenas que no cuentan con la longitud suficiente para ser usadas en el entrenamiento
o evaluacio´n, reduciendo el nu´mero de ejemplos disponibles.
4.1.1 Constantes del normalizador
Las constantes utilizadas por el normalizador son dimensionadas en base a la clase de
disparo, con el fin de que se pueda capturar el pico de amplitud producido por la de-
tonacio´n de un arma, pero que la salida del bloque no se vea saturada a un nivel de
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amplitud alto por un tiempo prolongado. De no cumplirse esto la salida de la etapa de
generacio´n de s´ımbolos podr´ıa verse saturada a uno o dos valores, lo que no permitir´ıa
reconocer el momento en que se dio la transicio´n del estado de disparo al estado normal
del medio, dando lugar a un entrenamiento inadecuado de los HMM, y por lo tanto a
tasas de reconocimiento pobres.
As´ı, se seleccionan las constantes kcrec y kdecrec del promediador con el fin de que se alcance
la amplitud ma´xima del pico, que en este caso es 1, en el tiempo de duracio´n total de
la detonacio´n del disparo, y no del eco remanente. En [22] se explica que la duracio´n
de esta explosio´n so´nica es de 3-5 ms, por lo que en esta implementacio´n se trabaja con
una duracio´n de 5 ms. La figura 4.1 muestra el comportamiento que se busca para el
promediador, donde se asume que una vez que se alcanza el pico de amplitud de entrada











Figura 4.1: Curva usada para determinacio´n de constantes de normalizador.
Otra constante importante para el normalizador es knor, que evita la divisio´n por cero, y
tambie´n disminuye el efecto de ruido de alta frecuencia. Para su determinacio´n se usaron
archivos de audio de ejemplo y se empleo´ la FFT para estimar el valor del piso de ruido
en ellos. La constante se selecciona para ser un poco mayor a este valor.
Los valores obtenidos para cada una de las tres constantes se resumen en la tabla 4.2. Se
asume que la frecuencia de muestreo es de 44,1 kHz, que es la utilizada por los archivos
de audio de entrenamiento y en la implementacio´n en ASIC.





Se calculan adema´s estas constantes para el caso donde la frecuencia de muestreo sea
de 48 kHz, que es la utilizada por el sistema embebido. Estas se muestran en la tabla
4.3. En caso que se utilice el modo de reconocimiento en l´ınea deben utilizarse estas
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constantes, mientras que si se utiliza el modo de reconocimiento sobre archivos, y estos
fueron muestreados a 44,1 kHz, deben utilizarse las constantes que se presentaron en la
tabla 4.2.





4.1.2 Resultados para LDA
El objetivo del entrenamiento con LDA es obtener la matriz de transformacio´n W y el
vector de media que son utilizados por el bloque reductor de dimensiones para pasar de
un espacio de entrada de 8 dimensiones a uno de 3 dimensiones, por lo que la matriz
resultante es de taman˜o 8 por 3.
La siguiente matriz fue obtenida mediante el entrenamiento con la totalidad de los archivos
disponibles para todas las clases, y utilizando el muestreo por defecto de 1 con el fin de












Esta matriz tiene asociado el siguiente vector de media en 8 dimensiones.
µ =
[
0.648541 0.537859 0.547184 0.526413 0.494256 0.405472 0.308410 0.279029
]
4.1.3 Resultados para k-medias
El objetivo del entrenamiento con el algoritmo de k-medias es obtener la matriz de cen-
troides en 3 dimensiones que componen el alfabeto discreto utilizado por los HMM en
la etapa de clasificacio´n. Estos componen tambie´n los diferentes nodos del a´rbol k-d,
utilizado como parte de la cadena de procesamiento del SiRPA.
44 4.1 Entrenamiento
Para fines de este proyecto se utiliza un alfabeto discreto compuesto por un total de 32
centroides, pues en un trabajo previo [41] se determino´ que este valor es suficiente para
realizar un reconocimiento adecuado, lo que se fundamenta en la reduccio´n de la distorsio´n
de los datos expuesta en [33]. As´ı, el resultado del entrenamiento sera´ una matriz de 32
por 3.
La matriz obtenida se muestra en la tabla 4.4, donde se ha organizado de esta manera
con el fin de mostrar el nu´mero de identificacio´n del s´ımbolo asociado a cada uno de los
centroides. El entrenamiento se realizo´ utilizando todos los archivos, y con un muestreo
de 1 para contar con un mayor nu´mero de muestras.
Con el fin de observar de manera gra´fica la distribucio´n de los centroides en 3 dimensiones




















Figura 4.2: Distribucio´n de los centroides generados en espacio de 3 dimensiones.
4.1.4 Resultados de clasificacio´n
Se realizaron pruebas no exhaustivas (usando todas las cadenas disponibles para el entre-
namiento, y variando para´metros en alrededor de 3-5 valores diferentes) con los algoritmos
de entrenamiento mu´ltiple y negativo, variando el nu´mero de estados, la longitud de ca-
dena y el muestreo para verificar efectos sobre la tasa de reconocimiento de las cadenas.
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Tabla 4.4: Centroides que componen alfabeto discreto V.
ID Coordenadas (x, y, z)
0 -0.200390, 0.095361, 0.297638
1 0.128159, 0.227361, 0.253334
2 0.182770, 0.006590, 0.561523
3 -0.470512, 0.048084, 0.132072
4 -0.407849, -0.004194, -0.169165
5 0.016712, -0.143028, -0.351365
6 0.015306, 0.314037, -0.124772
7 0.318917, 0.449405, -0.119228
8 0.281760, 0.203966, -0.300115
9 0.026294, 0.104181, -0.336463
10 -0.157564, 0.097897, -0.171364
11 0.353007, 0.068058, -0.015132
12 -0.125777, -0.152615, -0.129345
13 0.088305, -0.230108, -0.067904
14 -0.277249, -0.081856, 0.031854
15 -0.211896, -0.075756, -0.337535
16 0.267882, -0.088447, -0.362031
17 0.096316, 0.021522, -0.148992
18 0.027619, 0.581800, 0.139942
19 -0.243702, 0.241544, 0.022696
20 -0.025749, 0.035382, 0.062096
21 0.139876, -0.229726, 0.183623
22 -0.095523, -0.228818, 0.137479
23 -0.327123, -0.117944, 0.305483
24 4.123076, -1.160674, -1.734850
25 0.380117, -0.299191, -0.035840
26 0.550334, 0.353983, 0.281069
27 0.684771, -0.477256, 0.193790
28 0.316508, 0.476075, 0.609859
29 0.476441, -0.088568, 0.362999
30 0.260909, -0.366663, 0.410339
31 -0.133469, -0.213828, 0.497775
Para cada una de las pruebas se obtiene la matriz de confusio´n, a partir de la cual se
extraen los valores de sensitividad y el VPP para cada clase individual, que corresponden
a los elementos c11, c22 y c33 de la matriz C. Dado que los resultados son numerosos, se
coloca la tabla con todos los valores en la seccio´n de ape´ndices, mostrando en la tablas 4.5
y 4.6 solamente un resumen de los mejores valores de reconocimiento obtenidos en cada
entrenamiento. Adema´s, tal como se menciono´ previamente, conforme se incrementa el
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valor del muestreo y/o la longitud de cadena, el nu´mero de archivos u´tiles para entrenar
y evaluar disminuye, y de ah´ı que en algunos casos se indique con N.A. que no existe una
cadena para evaluar esta clase. Si un valor es cero, quiere decir que no se clasifico´ ninguna
cadena de una clase determinada correctamente.
Tabla 4.5: Tasas de reconocimiento obtenidas mediante entrenamiento mu´ltiple.
Sensitividad (%) VPP (%)
Estados Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
3 10 25 89,47 90 86,67 89,47 100 83,87
3 10 10 57,89 94,44 73,33 73,33 94,44 57,89
10 10 50 94,74 0 93,33 94,74 0 87,5
15 20 25 97,37 0 60 74 0 90
Tabla 4.6: Tasas de reconocimiento obtenidas mediante entrenamiento negativo.
Sensitividad (%) VPP (%)
Estados Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
3 1 10 44,74 4,76 0 30,36 3,23 0
10 1 5 97,37 0 6,67 46,84 0 50
10 20 50 18,42 N.A. 58,62 36,84 N.A. 62,96
En la tabla 4.5 se observa que los resultados con entrenamiento mu´ltiple dan valores de
sensitividad y VPP por encima del 80% para las tres clases, au´n cuando se utilizan pocos
estados. Adema´s, es posible obtener valores de sensitividad por encima del 93% para cada
clase de manera individual, al variar los para´metros del modelo. Si se realizan pruebas
exhaustivas es posible que se obtengan valores au´n mayores a estos.
A partir de los resultados de la tabla 4.6 podr´ıa pensarse que el entrenamiento negativo
tiene un rendimiento inferior, pero este no es el caso. Tal como se explica en [7], el
entrenamiento negativo requiere de la utilizacio´n de cadenas de observacio´n con longitudes
cortas, pues de otra forma el entrenamiento agrega ruido a los modelos y se disminuyen
las tasas de reconocimiento. Adema´s, la seleccio´n de las cadenas de observacio´n utilizadas
para entrenar es ma´s delicada que con el entrenamiento mu´ltiple, y se requiere evaluar los
resultados y agregar o quitar cadenas que los afecten, hasta obtener tasas satisfactorias,
lo que aunado a la variacio´n que debe realizarse de los otros para´metros de los modelos
hace el proceso ma´s trabajoso.
En la figura 4.3 se muestra un ejemplo de diagrama de transicio´n de estados para las
3 clases involucradas, utilizando solamente 3 estados. Estos fueron obtenidos median-
te entrenamiento mu´ltiple, y tal como se presento´ en la tabla 4.5, ofrece tasas de re-
conocimiento aceptables (mayores al 80% en las tres clases) con pocos estados, lo que en
la implementacio´n de ejecucio´n es importante, ya que el tiempo de procesamiento aumenta
conforme se incrementa el nu´mero de estados y la longitud de las cadenas de observacio´n.
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Figura 4.3: Ejemplos de HMM de 3 estados, entrenados con mu´ltiples cadenas.
El nu´mero de estados, el muestreo y la longitud de las cadenas de observacio´n no tienen
que ser necesariamente igual entre los modelos, por lo que es posible utilizar combinaciones
de ellos con el fin de maximizar las tasas de reconocimiento. Para ello, las tablas en los
ape´ndices pueden dar una gu´ıa sencilla de los efectos de cada uno de estos valores sobre
un modelo en espec´ıfico. So´lo es importante evitar utilizar valores que provoquen tiempos
de procesamiento excesivo, que har´ıan que la implementacio´n de ejecucio´n llegue a fallar
en algunos casos.
4.2 Ejecucio´n
Las pruebas realizadas en el sistema embebido, para verificar la implementacio´n de eje-
cucio´n, han sido realizadas conforme era desarrollada y depurada la aplicacio´n, dado que
en un inicio se tuvieron errores estructurales que obligaron a reestructurar algunas etapas
de procesamiento. Se hara´ mencio´n espec´ıfica de esto en los casos que corresponda.
Se presentan resultados para observar el comportamiento de diferentes secciones del sis-
tema, as´ı como para verificacio´n de la variacio´n de los valores obtenidos entre la imple-
mentacio´n de ejecucio´n y entrenamiento, que se deben entre otros factores al procesamien-
to realizado en formato punto fijo en una de las etapas del sistema.
4.2.1 Resultados gra´ficos por etapa
En las siguientes figuras se presenta de manera gr´afica el efecto de algunas de las etapas
del SiRPA, con el fin de observar el efecto del normalizador, estimacio´n de energ´ıa por
banda y s´ımbolos generados. Se presentan los resultados para los primeros 100 ms de
audio para un disparo de un revo´lver calibre 32 a una distancia de 30 m, con angulacio´n
de 90◦ respecto al dispositivo de captura. Se toman las primeras 4411 muestras de audio,
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que producen en total 36 s´ımbolos discretos. En la figura 4.4 se muestra la sen˜al de
entrada tal a como se lee del archivo (en la parte superior) y la sen˜al resultante luego de
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Figura 4.4: Sen˜al de entrada (arriba) y sen˜al normalizada resultante (abajo). 1
Puede observarse la presencia de picos de gran amplitud (cercanos a ±1) en los primeros
5 ms del gra´fico de la entrada, que corresponde a la detonacio´n del arma. Estos picos
generan que la salida del normalizador se dispare, alcanzando en este caso valores 8 veces
mayores a la ma´xima amplitud de la entrada. Posteriormente, la amplitud de la entrada
baja, procediendo el normalizador a seguirla pero con una amplitud mayor. Una vez que
desaparecen estos picos, la sen˜al de entrada disminuye y se mantiene en niveles menores
a ±0,5. Esto hace que la salida del normalizador se mantenga en niveles cercanos a ±1,
que ser´ıan los l´ımites esperados cuando el medio se encuentra en un estado normal.
La presencia de los picos de gran amplitud a la salida del normalizador ser´ıa el com-
portamiento esperado cuando el medio se encuentra en un estado normal y se presenta
su´bitamente el disparo de un arma de fuego. Dado que el valor promedio en el estado
normal ser´ıa aproximadamente constante, y de amplitud baja en comparacio´n al pico para
la detonacio´n, la salida del normalizador se eleva y se mantiene en un valor alto hasta que
el promediador reduzca su ganancia y por lo tanto la amplitud de salida.
1Se analiza una sen˜al acu´stica para un disparo de un revo´lver calibre 32 a 30 m de distancia.
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La sen˜al normalizada es luego pasada al banco de filtros, donde la figura 4.5 muestra las
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Figura 4.5: Salida del banco de filtros con estimacio´n de energ´ıa por banda.
En esta figura puede notarse co´mo, para este caso, las bandas 4, 5 y 6 son las que presentan
los mayores niveles de energ´ıa, alcanzando valores ma´ximos en las primeras muestras y
procediendo luego a descargarse de manera lineal, lo que corresponde al seguimiento
de la envolvente. En cada gra´fica se indican los puntos de muestreo en color negro, y
superpuesta se tiene la sen˜al continua interpolada a partir de estas muestras, utilizando
interpolacio´n cubic o pchip.
Los vectores de ocho dimensiones de los estimadores de energ´ıa son luego pasados por el
reductor de dimensiones, y el vector de tres dimensiones resultante se utiliza para realizar
la bu´squeda en el a´rbol k-d. Esto permite determinar el centroide que se encuentra ma´s
cercano a este vector, y por lo tanto la salida del a´rbol ser´ıa el identificador para ese
centroide, que corresponde tambie´n al s´ımbolo de observacio´n usado como entrada del
mo´dulo de clasificacio´n. El tren de s´ımbolos generado por los vectores mostrados en la
figura 4.5 se muestra en la figura 4.6.
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Figura 4.6: Tren de s´ımbolos durante ventana de tiempo elegida.
realizar la evaluacio´n, y podr´ıa aplicarse un muestreo adicional sobre ellos dependiendo
de la configuracio´n de los modelos. La distribucio´n de los s´ımbolos es similar para los
otros ejemplos de disparos con los que se cuenta, pero var´ıa de acuerdo a la distancia y
la inclinacio´n con respecto al dispositivo de captura [22].
4.2.2 Resultados gra´ficos para diferentes clases
Con el fin de observar la separacio´n de los datos de diferentes clases que se obtiene luego
de realizar la reduccio´n de dimensiones, se presenta la figura 4.7. En esta se muestran
puntos en tres dimensiones para las clases de disparo, motosierra y bosque, donde se
utilizo´ un archivo de audio de ejemplo para cada una.
Puede notarse que los datos en tres dimensiones se separan espacialmente para vectores
de diferentes clases, mientras que los vectores de la misma clase se encuentran agrupados.
Este es justamente el efecto buscado, pues de esta forma las cadenas de observaciones
generadas para cada clase facilitan la clasificacio´n del patro´n.
En la figura 4.7 se observa que la clase de disparo es la que presenta mayor variacio´n en
sus valores, lo cual se debe a que sus vectores de salida en ocho dimensiones del banco
de filtros presentan altos valores de energ´ıa en diferentes bandas, tal como se observa
en la figura 4.5. Conforme la salida de los estimadores de energ´ıa se descarga, los datos
comienzan a “desplazarse” hacia la regio´n de datos del bosque, que es el efecto buscado
y para el cual se dimensionaron las constantes mostradas en la seccio´n 4.1.1. De esta
forma se captura el sonido de la detonacio´n del disparo, se extraen sus caracter´ısticas y
se vuelve nuevamente a un estado normal del bosque.

































Figura 4.7: Datos en tres dimensiones para las diferentes clases.
La separacio´n presente entre los datos de la clase de disparo con respecto a las otras dos es
lo que permite que en las matrices de confusio´n esta clase muestre valores de sensitividad
por encima del 90%, y un VPP de inclusive el 100%. Sin embargo, conforme los sonidos
capturados se ubican a una mayor distancia, los niveles de energ´ıa obtenidos en cada
banda son ma´s bajos y se da un traslape de los vectores de diferentes clases.
Este efecto es ma´s notable entre las clases de bosque y motosierra, pues si bien en la figura
4.7 se encuentran debidamente separadas, la distancia entre los datos de ambas clases no
es tan notable como para la clase de disparo, y conforme los sonidos se ubiquen ma´s lejos
del dispositivo de captura comienzan a traslaparse los datos entre ambas. Para ilustrar
esto, se muestra en la figura 4.8 los datos obtenidos para sonidos de las clases de disparo
y motosierra a 600 m de distancia.
Finalmente, se muestra en la figura 4.9 un ejemplo de tren de s´ımbolos para las tres
diferentes clases. Estos son los s´ımbolos que componen las cadenas de observaciones que
se pasan posteriormente al mo´dulo de clasificacio´n. Se muestran los primeros 100 s´ımbolos
(equivalente a aproximadamente 300 ms de audio) generados a partir de los datos que se
mostraron en la figura 4.7, y utilizando los mismos colores para cada clase que se utilizaron
en ella.
En esta figura puede notarse que el tren de s´ımbolos para la clase de disparo (en rojo) es
repetitivo, lo cual se debe a que sus datos, segu´n se muestran en la figura 4.7 se ubican
en su mayor´ıa cerca de los centroides con el identificador 24 y 27, mostrados en la tabla
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Figura 4.9: Ejemplo de tren de s´ımbolos para las tres clases.
pues tal como se observa en la figura 4.7 sus datos se concentran en una regio´n del espacio
tridimensional donde se tienen mu´ltiples centroides cerca, por lo que la bu´squeda del
vecino ma´s cercano no siempre da el mismo resultado.
A partir de esto es posible notar que se requiere de un mayor nu´mero de centroides para
describir las clases de bosque y motosierra, dado que los vectores para estas se ubican en
4 Resultados y ana´lisis 53
regiones concentradas del espacio, y de ah´ı que 31 de los 32 centroides mostrados en la
tabla 4.4 se ubiquen dentro de un cubo delimitado en todas las dimensiones por −1 y 1,
con so´lo un centroide fuera de esa regio´n. Este u´ltimo describe por lo general salidas de
alta energ´ıa del banco de filtros, tal como son los sonidos de disparos.
4.2.3 Resultado de ordenamiento del a´rbol k-d
Tal como se menciono´ en un cap´ıtulo previo, el a´rbol k-d de la implementacio´n de en-
trenamiento previa se encuentra no balanceado. Dado que la aplicacio´n para el sistema
embebido opera en l´ınea, el retraso adicional que se genera por esto es un factor cr´ıtico, y
de ah´ı la inclusio´n de algoritmos para balancearlo. La construccio´n, tal como se menciono´
en la seccio´n 2.6.1, se hace en base a la divisio´n del espacio en la dimensio´n de mayor
varianza, para que los algoritmos de bu´squeda reduzcan as´ı el nu´mero de comparaciones
requeridas para obtener el s´ımbolo de salida.
El resultado de esto se muestra de manera gra´fica en la figura 4.10, donde es posible
observar que el a´rbol se encuentra balanceado con un total de 6 niveles. El nu´mero en
cada nodo corresponde al identificador, o s´ımbolo, que le fue asignado en la tabla 4.4.
4
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Figura 4.10: Ordenamiento resultante de balancear el a´rbol k-d.
4.2.4 Resultados de clasificacio´n
Con el fin de evaluar los resultados de la etapa de clasificacio´n, se exportaron dos juegos
de modelos diferentes, obtenidos ambos utilizando entrenamiento mu´ltiple. El primero
consiste en modelos de 3 estados, muestreo de 10 y longitud de cadena de 25, mientras
que el segundo son modelos de 10 estados, muestreo de 5 y longitud de cadena de 50.
Se eligieron estos 2 juegos con el fin de evaluar tanto los efectos de la variacio´n de los
para´metros mencionados sobre el reconocimiento, como para determinar la variacio´n en el
tiempo de procesamiento requerido para obtener la salida en cada caso, pues los modelos
del segundo juego requieren considerablemente ma´s ca´lculos para realizar la evaluacio´n.
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Se utilizan las misma cadenas de evaluacio´n que para la implementacio´n de entrenamiento,
y en base a los resultados de clasificacio´n se construyen las matrices de confusio´n, cuyos
resultados se organizan en la tabla 4.7.
Tabla 4.7: Tasas de reconocimiento obtenidas mediante con sistema embebido.
Sensitividad (%) VPP (%)
Estados Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
3 10 25 81,58 90 83,33 86,11 100 75,76
10 5 50 86,84 80 83,33 84,62 100 80,65
4.2.5 Tiempos de ejecucio´n por bloque
Se llevaron a cabo mediciones del tiempo de ejecucio´n requerido para procesar cada bloque
de sen˜al, as´ı como el tiempo que toma en promedio cada etapa para realizar sus opera-
ciones. Dado que uno de los objetivos principales de la implementacio´n en el sistema
embebido es reducir estos tiempos para realizar la operacio´n en l´ınea de manera ade-
cuada, varios de los bloques y sus funciones asociadas han sido optimizadas, verificando
siempre que los resultados no se vean afectados.
Para fines de comparacio´n se tienen tres aplicaciones diferentes; dos de ellas realizan el
procesamiento utilizando solamente el procesador ARM, pero una es compilada utilizando
gcc [31] y el entorno de desarrollo Eclipse [14], mientras que la otra se compila con un
Makefile y herramientas propias de Texas Instruments. La tercera utiliza la combinacio´n
del procesador ARM y el DSP, ejecutando en este u´ltimo todo lo relativo al banco de
filtros y estimacio´n de energ´ıa en cada banda. Se utilizan los mismos modelos de la
subseccio´n previa para verificar cambio en tiempos de procesamiento para cada uno, as´ı
como un taman˜o de bloque de 256 muestras para estimar tiempos de procesamiento que
se presentara´n en la operacio´n en l´ınea.
La implementacio´n inicial del sistema conten´ıa errores estructurales heredados de la apli-
cacio´n para entrenamiento, que fue desarrollada originalmente en un proyecto previo [7].
Estos errores fueron detallados en el cap´ıtulo anterior. Sin embargo, las mediciones de
tiempo realizadas se llevaron a cabo conforme se correg´ıan y optimizaban diferentes partes
del sistema, lo que permite observar la mejora en los tiempos de procesamiento conforme
se finalizaba la aplicacio´n.
En la tabla 4.8 se muestran los resultados de tiempo de procesamiento promedio obtenidos
para cada una de las aplicaciones previamente mencionadas. En cada nueva fila se es-
pec´ıfica cua´l era la condicio´n de la implementacio´n del sistema, para verificar as´ı el efecto
de las correcciones y optimizaciones realizadas. En orden se tendr´ıan las siguientes condi-
ciones: Inicial, donde se ten´ıan las tasas de muestreo incorrectas para el banco de filtros,
y no se tomaba la salida en los estimadores de energ´ıa. Correccio´n 1 donde se ataco´
este problema y a su vez se llevo´ a cabo la implementacio´n de los algoritmos de filtra-
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do en el DSP. Correccio´n 2 donde se obtuvo un a´rbol k-d balanceado, y por u´ltimo la
implementacio´n Final, donde se realizaron u´ltimas modificaciones al co´digo en diferentes
bloques para mejorar los tiempos de procesamiento.
Tabla 4.8: Tiempos de procesamiento para aplicaciones en sistema embebido.
Tiempo por tipo de aplicacio´n (ms)
Estado de implementacio´n ARM (GCC) ARM (TI) ARM + DSP
Inicial 4,4768 1,5595 1,7912
Correccio´n 1 1,2771 0,4274 0,5492
Correccio´n 2 1,0997 0,3142 0,4576
Final 0,8851 0,3051 0,3660
Al realizar mediciones de tiempo etapa por etapa, se observa que las implementaciones
compiladas con herramientas de TI tienen tiempos similares en todas ellas excepto en el
banco de filtros, que toma en promedio 80 µs ma´s para obtener la salida. Este tiempo
viene asociado al overhead generado al llamar a la funcio´n de filtrado que se ejecuta en el
DSP, ya que debe transferirse el control de los datos a e´ste y esperar posteriormente los
resultados. Esto, junto al tiempo que toma realizar la conversio´n de memoria virtual a
f´ısica y viceversa, provoca que el tiempo de procesamiento se vea afectado. Si el taman˜o
de bloque utilizado fuera mayor, estos efectos podr´ıan verse mitigados, al realizar menos
llamadas a esta funcio´n.
Para la medicio´n del tiempo de procesamiento de la etapa de clasificacio´n se utilizo´ la
aplicacio´n ARM compilada con las herramientas de TI. En el caso del modelo de 3 esta-
dos, el tiempo de procesamiento para el bloque donde se alcanza el nu´mero de muestras
requeridas para realizar la evaluacio´n es de 549 µs, por lo que tomando como referencia el
tiempo de procesamiento de bloque de 305 µs indica que la evaluacio´n para los 3 modelos
toma alrededor de 250 µs. Por otro lado, para el modelo de 10 estados se obtiene un
tiempo de 1,312 ms, por lo que en este caso la evaluacio´n toma un poco ma´s de 1 ms, lo
que es de esperar dado que con este modelo se tienen matrices ma´s grandes, as´ı como una
cadena de observacio´n el doble de larga.
Estos resultados muestran que el prototipo de software del SiRPA implementado en el
sistema embebido permite realizar pruebas con modelos de un taman˜o considerable, man-
tenie´ndose por debajo del tiempo l´ımite para el procesamiento en l´ınea que es de aproxi-
madamente 5,3 ms. Esto permite estudiar sin problema las tasas de reconocimiento para
modelos de gran taman˜o. Solamente debe garantizarse que no se exceda el tiempo indica-
do, pues conllevar´ıa a que no se atiendan las respuestas a tiempo en el cliente de JACK,





Se logro´ la integracio´n de todas las fases de procesamiento del SiRPA, tanto para la cadena
de entrenamiento como para la de ejecucio´n (o reconocimiento). Se establecio´ tambie´n el
formato para pasar los datos resultantes del entrenamiento a la cadena de reconocimiento
en el sistema embebido. Adema´s, la integracio´n permite utilizar este u´ltimo para procesar
cadenas de observaciones en tiempo real, mientras que la implementacio´n en la PC permite
realizar “procesamiento por lotes”, para la generacio´n de estad´ısticas.
La aplicacio´n de entrenamiento desarrollada permitio´ obtener de manera correcta la matriz
de transformacio´n y el vector de media para el reductor de dimensiones. Adema´s, permitio´
el ca´lculo adecuado de los 32 centroides que describen el alfabeto discreto para los HMM.
Todos estos valores pudieron ser adema´s exportados, cargados y utilizados por el sistema
embebido para realizar la generacio´n de s´ımbolos, dando por resultados los mismos trenes
entre ambas implementaciones.
Los mejores valores se sensitividad obtenidos con entrenamiento mu´ltiple fueron de 89,47%,
90% y 86,67%, para las clases de bosque, disparo y motosierra, respectivamente. Estas
se obtuvieron con modelos de 3 estados, muestreo de 10 y longitud de cadena de 25. Sin
embargo, debe notarse que podr´ıan existir valores de estos para´metros que lleven a tasas
de reconocimiento mayores, para lo que es necesario hacer un mayor nu´mero de pruebas.
Los para´metros de nu´mero de estados, muestreo y longitud de cadena afectan de diferente
manera las tasas de reconocimiento de los modelos. Las tasas suelen mejorar para todas
las clases conforme se incrementa la longitud de la cadena, hasta que se alcanza un punto
ma´ximo alrededor de longitudes de 15 o 20 s´ımbolos, a partir de donde un incremento
beneficia el reconocimiento para clases como la de bosque, y en ocasiones la de motosierra,
pero suele afectar negativamente a la de disparo.
El muestreo tambie´n influye sobre las tasas de reconocimiento, pues conforme se incremen-
ta su valor se mejoran estas tasas para las tres clases, hasta un punto ma´ximo alrededor
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de valores de muestreo de 5 o 10. Luego de este u´ltimo valor las tasas de reconocimiento
disminuyen para las tres clases. Esto es de esperar dado que con valores superiores a 10
se descartan s´ımbolos que aportan informacio´n caracter´ıstica de los patrones, adema´s de
que se reduce el nu´mero de cadenas u´tiles para entrenar y evaluar dependiendo tambie´n
de la longitud de cadena usada. As´ı, en futuros entrenamientos el valor de muestreo debe
ser igual o menor a 10.
Las tasas de reconocimiento para las tres clases se incrementan conforme se aumenta
el nu´mero de estados, hasta alcanzar valores ma´ximos para modelos con 10 estados,
aunque esto depende tambie´n de los valores del muestreo y longitud de cadena usados.
Para modelos con 15 estados las tasas de reconocimiento para las clases de bosque y
motosierra pueden disminuir o incrementarse dependiendo tambie´n de estos otros valores.
Por el contrario, la clase de disparo en general disminuye sus tasas de reconocimiento al
pasar de modelos de 10 estados a los de 15 estados. Sin embargo, y tal como se indico´
previamente, es posible obtener tasas de reconocimiento altas con modelos de apenas
3 estados, lo que en la implementacio´n de hardware es beneficioso al reducir el tiempo
necesario para hacer la clasificacio´n a cerca de un cuarto del tiempo requerido para hacerlo
con modelos de 10 estados.
El entrenamiento negativo dio tasas de reconocimiento bajas, pero los procedimientos de
entrenamiento y evaluacio´n realizados no fueron exhaustivos. Este entrenamiento requiere
de una seleccio´n delicada de las cadenas de observacio´n utilizadas y de los para´metros
de longitud de cadena, muestreo, nu´mero de estados y razo´n de aprendizaje. Si todos
estos no se seleccionan con cuidado se obtendra´n tasas como las mostradas, por lo que
los resultados obtenidos en este caso no son concluyentes respecto a la efectividad de esta
variante de entrenamiento.
La exportacio´n de los modelos pudo ser realizada correctamente, dando por resultado las
mismas probabilidades al realizar la evaluacio´n en el sistema embebido con respecto a la
aplicacio´n de entrenamiento. Los modelos pudieron ser cargados por el sistema embebido
sin ningu´n tipo de error, y sin importar el nu´mero de estados, longitud de cadena y
muestreo elegidos. No existen adema´s limitaciones en cuanto al nu´mero de modelos que
se pueden cargar desde un mismo archivo. Sin embargo, lo ideal es exportar so´lo uno de
cada clase.
Los tiempos de procesamiento obtenidos en la implementacio´n final del sistema son de
apenas 305 µs y 366 µs, al utilizar so´lo el procesador ARM o la combinacio´n ARM + DSP,
respectivamente. Este es el tiempo que toma procesar un bloque completo de 256 muestras
hasta la salida de la etapa de generacio´n de s´ımbolos. Para la etapa de clasificacio´n el
tiempo de procesamiento var´ıa de acuerdo a los para´metros elegidos para cada HMM,
donde se obtuvieron tiempos de 250 µs para evaluar modelos de 3 estados con longitud
de cadena de 25, y 1 ms al evaluar modelos de 10 estados y longitud de cadena de 50.
Las tasas de reconocimiento obtenidas por el sistema embebido son las mismas que para
la implementacio´n en el computador de propo´sito general, donde las diferencias surgen a
partir de que la primera permite evaluar la totalidad de la cadena de observacio´n generada
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a partir de los archivos de ejemplo al desplazar una ventana sobre las muestras, mientras
que la u´ltima so´lo considera las primeras T muestras adquiridas. Esto provoca que al
evaluar en una ventana diferente a la inicial exista la posibilidad de que se den cambios
en la clasificacio´n en algunos casos.
5.2 Recomendaciones
Para el entrenamiento es cr´ıtica la seleccio´n adecuada de los para´metros del nu´mero
de estados, muestreo y longitud de cadena, adema´s de los archivos de audio utilizados
para realizar la generacio´n de s´ımbolos. Todos estos factores influyen sobre las tasas de
reconocimiento, por lo que deben realizarse pruebas exhaustivas hasta determinar aquellos
valores que maximizan las tasas. Un procedimiento de prueba automatizado ayudar´ıa con
esta tarea.
Deben realizarse nuevamente pruebas con todas las variantes de entrenamiento, prestando
especial atencio´n a la de entrenamiento negativo, dado que en este trabajo no se obtuvieron
tasas satisfactorias mientras que en [7] este tipo de entrenamiento resulto´ en tasas de
reconocimiento altas, alcanzando inclusive un 100% de clasificacio´n correcta. Por ello,
deben seleccionarse con cuidado los para´metros y archivos usados para entrenar, hasta
mejorar estas tasas.
El nu´mero de archivos de audio disponibles para entrenamiento y evaluacio´n se ve reduci-
do conforme se incrementa el muestreo y/o la longitud de cadena utilizada, dado que el
tiempo de duracio´n para cada uno de ellos es diferente. Esto provoca que estas cadenas
deban ser descartadas al no cumplir con los para´metros introducidos, lo que afecta direc-
tamente las tasas de reconocimiento. Este problema es ma´s notorio en los archivos para
la clase de disparos, y en especial para aquellos con sonidos a distancias mayores a los
250m.
Por lo anterior, es necesario realizar una extensio´n de la duracio´n temporal de los archivos,
para lo que debe evaluarse la mejor alternativa para hacerlo sin afectar los resultados
del entrenamiento. Una manera ser´ıa introducir sonidos del bosque al final, pero debe
verificarse que hayan sido grabados a una distancia similar a aquella de do´nde se realizo´ la
grabacio´n original. Otras alternativas ser´ıan introducir silencios, o realizar interpolacio´n
en las muestras. Ser´ıa bueno, adema´s, realizar grabaciones adicionales para todas las
clases, pero especialmente para las de disparo y motosierra, con el fin de contar con un
mayor nu´mero de cadenas para entrenamiento y evaluacio´n.
Un punto importante corresponde al hecho de que el servicio utilizado para la captura de
muestras en el sistema embebido (JACK) opera a una frecuencia de 48 kHz, por lo que si
se utilizan los archivos disponibles actualmente para realizar el entrenamiento se tendra´n
discrepancias en los resultados de la evaluacio´n en el modo de operacio´n en l´ınea. Esto
se debe a que las bandas de frecuencia en que se separa la sen˜al abarcar´ıan frecuencias
diferentes que cuando se trabaja a 44,1 kHz (son alrededor de 9% ma´s extensas), por lo
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que la estimacio´n de energ´ıa es diferente. Para solucionar esto deben remuestrearse los
archivos disponibles a la nueva frecuencia, y realizar el entrenamiento en base a ellos. De
esta forma los resultados s´ı concordar´ıan en ambos casos.
Se recomienda realizar una revisio´n de las constantes para el bloque promediador y para
el normalizador, pues estas son cr´ıticas para la estimacio´n de energ´ıa en cada banda de
frecuencia, y podr´ıan existir valores diferentes a los seleccionados que permitir´ıan mejorar
las tasas de reconocimiento. Adema´s, deben realizarse pruebas exhaustivas al entrenar
con LDA y el algoritmo de k-medias, pues los valores determinados con cada uno de
ellos influencian tambie´n la efectividad del reconocimiento realizado. Esto es un proceso
iterativo lento, pues cada vez que se modifica una etapa, debe repetirse el entrenamiento
de todas las que le siguen.
Finalmente, debe revisarse un error presente actualmente en la aplicacio´n de entrenamien-
to, y que obliga a realizar el entrenamiento con LDA desde otra aplicacio´n. El problema
consiste en que los resultados generados a partir del entrenamiento con LDA, al ejecutarse
este algoritmo desde la aplicacio´n principal, genera resultados inconsistentes, que var´ıan
au´n cuando se utilicen los mismos archivos para realizar el entrenamiento. Esto obliga a
realizar este procedimiento de manera externa y a importar luego los resultados.
Este problema parece estar asociado a uno de los componentes de la biblioteca en que se
basa el algoritmo de LDA. Se trata de la biblioteca lapack, que es utilizada para realizar
operaciones de a´lgebra lineal, y se encuentra desarrollada en el lenguaje Fortran. E´sta es
tambie´n utilizada por otra de las librer´ıas bibliotecas en la aplicacio´n de entrenamiento,
llamada ghmm, que es la encargada de las operaciones relacionadas con el entrenamiento
y evaluacio´n de los HMM. Por caracter´ısticas de la forma en que se implementa lapack,
su uso desde estas dos secciones diferentes podr´ıa provocar interferencia mutua, dando
paso a las variaciones mencionadas en los resultados.
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Ape´ndice A
Resultados completos de pruebas de
entrentamiento
Tabla A.1: Resultados entrenamiento mu´ltiple con 3 estados.
Sensitividad (%) VPP (%)
Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
1
5 57,89 80,95 56,67 62,86 94,44 47,22
10 81,58 71,43 56,67 73,81 88,24 56,67
15 76,32 61,9 63,33 72,5 86,67 55,88
20 73,68 66,67 80 77,78 87,5 64,86
25 78,95 61,9 76,67 78,95 92,86 62,16
20 84,21 85,71 70 78,05 94,74 72,41
5
5 78,95 76,19 76,67 83,33 88,89 65,71
10 55,26 85,71 76,67 72,41 90 57,5
15 81,58 89,47 70 77,5 94,44 72,41
20 78,95 88,89 83,33 85,71 94,12 73,53
25 71,05 87,5 83,33 84,38 100 65,79
20 89,47 90 76,67 82,93 100 82,14
10
5 71,05 85,71 70 77,14 90 61,76
10 57,89 94,44 73,33 73,33 94,44 57,89
15 68,42 86,67 86,67 86,67 100 65
20 73,68 84,62 76,67 77,78 100 67,65
25 89,47 90 86,67 89,47 100 83,87
20 86,84 0 90 91,67 0 79,41
20
5 55,26 94,44 70 70 94,44 55,26
10 84,21 85,71 80 84,21 100 75
15 89,47 88,89 66,67 77,27 100 80
20 84,21 25 76,67 80 100 74,19
25 84,21 0 86,67 88,89 0 76,47
20 89,47 N.A. 68,97 79,07 N.A. 95,24
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Tabla A.2: Resultados entrenamiento mu´ltiple con 5 estados.
Sensitividad (%) VPP (%)
Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
1
5 52,63 80,95 63,33 66,67 94,44 46,34
10 78,95 71,43 63,33 75 88,24 59,38
15 71,05 61,9 66,67 75 86,67 52,63
20 71,05 66,67 73,33 71,05 93,33 61,33
25 68,42 66,67 80 78,79 93,33 58,54
20 86,84 90,48 73,33 80,49 95 78,57
5
5 63,16 76,19 80 80 94,12 57,14
10 73,68 85,71 76,67 80 100 63,89
15 76,32 89,47 76,67 80,56 94,44 69,7
20 84,21 88,89 76,67 82,05 94,12 76,67
25 73,68 87,5 86,67 87,5 100 68,42
20 78,95 90 90 90,91 100 75
10
5 60,53 80,95 80 79,31 94,44 57,14
10 65,79 94,44 80 80,65 94,44 64,86
15 76,32 86,67 73,33 78,38 100 66,67
20 78,95 92,31 83,33 85,71 100 73,53
25 86,84 80 80 82,5 100 80
20 86,84 0 90 91,67 0 79,41
20
5 63,16 61,11 66,67 68,57 100 50
10 76,32 78,57 73,33 74,36 100 68,75
15 94,74 88,89 73,33 81,82 100 88
20 84,21 25 80 82,05 100 75
25 92,11 0 86,67 87,5 0 86,67
20 94,74 N.A. 86,21 90 N.A. 96,15
Tabla A.3: Resultados entrenamiento mu´ltiple con 10 estados.
Sensitividad (%) VPP (%)
Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
1
5 65,79 71,43 53,33 69,44 83,33 45,71
10 73,68 71,43 46,67 63,64 93,75 48,28
15 68,42 71,43 66,67 74,29 88,24 54,05
20 71,05 80,95 70 71,05 89,47 65,62
25 71,05 71,43 83,33 84,38 88,24 62,5
20 84,21 85,71 70 78,05 94,74 72,41
5
5 63,16 85,71 80 80 94,74 60
10 60,53 85,71 73,33 74,19 94,74 56,41
15 78,95 84,21 73,33 76,92 100 68,75
20 76,32 83,33 73,33 76,32 93,75 68,75
25 84,21 75 80 80 100 75
20 86,84 80 90 89,19 100 81,82
10
5 71,05 80,95 73,33 77,14 100 59,46
10 73,68 83,33 83,33 82,35 100 67,57
15 78,95 73,33 76,67 75 100 71,88
20 78,95 92,31 83,33 85,71 100 73,53
25 84,21 80 86,67 86,49 100 78,79
20 94,74 0 93,33 94,74 0 87,5
20
5 81,58 66,67 70 72,09 100 67,74
10 73,68 78,57 76,67 75,68 100 67,65
15 92,11 66,67 70 74,47 100 87,5
20 84,21 25 70 74,42 100 75
25 94,74 0 73,33 80 0 88
20 89,47 N.A. 82,76 87,18 N.A. 100
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Tabla A.4: Resultados entrenamiento mu´ltiple con 15 estados.
Sensitividad (%) VPP (%)
Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
1
5 65,79 61,9 73,33 78,12 92,86 51,16
10 76,32 66,67 56,67 69,05 93,33 53,12
15 71,05 76,19 63,33 72,97 94,12 54,29
20 78,95 80,95 66,67 73,17 89,47 68,97
25 86,84 66,67 76,67 82,5 93,33 67,65
20 81,58 85,71 70 77,5 94,74 70
5
5 68,42 80,95 63,33 70,27 94,44 55,88
10 81,58 76,19 76,67 77,5 94,12 71,88
15 81,58 78,95 70 73,81 100 70
20 39,47 72,22 86,67 68,18 92,86 52
25 89,47 75 76,67 77,27 100 82,14
20 86,84 70 83,33 84,62 100 78,12
10
5 71,05 76,19 80 79,41 100 61,54
10 71,05 77,78 83,33 81,82 100 64,1
15 94,74 66,67 73,33 75 100 88
20 86,84 61,54 73,33 80,49 100 68,75
25 76,32 30 66,67 72,5 100 57,14
20 94,74 0 86,67 90 0 86,67
20
5 60,53 77,78 73,33 65,71 93,33 61,11
10 81,58 71,43 76,67 73,81 90,91 79,31
15 92,11 44,44 66,67 76,09 100 74,07
20 94,74 25 63,33 73,47 100 86,36
25 97,37 0 60 74 0 90
20 92,11 N.A. 89,66 92,11 N.A. 100
Tabla A.5: Resultados entrenamiento negativo con 3 estados.
Sensitividad (%) VPP (%)
Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
1
5 97,37 0 13,33 47,44 0 66,67
10 44,74 4,76 0 30,36 3,23 0
15 13,16 4,76 6,67 12,82 2,38 25
20 13,16 4,76 10 12,5 2,56 30
25 26,32 0 3,33 20,41 0 16,67
20 13,16 0 16,67 16,67 0 19,23
5
5 57,89 0 10 35,48 0 37,5
10 15,79 0 20 14,29 0 54,55
15 23,68 0 16,67 20,93 0 35,71
20 21,05 0 20 25 0 24
25 21,05 0 33,33 34,78 0 31,25
20 31,58 0 43,33 46,15 0 39,39
10
5 47,37 0 20 31,58 0 60
10 26,32 0 16,67 25,64 0 29,41
15 28,95 0 33,33 40,74 0 31,25
20 31,58 0 40 46,15 0 36,36
25 28,95 0 40 42,31 0 40
20 42,41 0 46,67 53,33 0 51,85
20
5 55,26 0 20 40,38 0 28,57
10 42,11 0 33,33 50 0 33,33
15 23,68 0 40 37,5 0 37,5
20 23,68 0 43,33 37,5 0 46,43
25 23,68 0 43,33 37,5 0 50
20 18,42 N.A 58,62 36,84 N.A 48,57
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Tabla A.6: Resultados entrenamiento negativo con 5 estados.
Sensitividad (%) VPP (%)
Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
1
5 97,37 0 13,33 50 0 36,36
10 28,95 4,76 0 24,44 2,63 0
15 21,05 4,76 10 18,18 2,56 50
20 13,16 4,76 16,67 13,16 2,56 41,67
25 10,53 0 6,67 9,3 0 25
20 13,16 0 20 11,11 0 66,67
5
5 42,11 0 10 28,07 0 37,5
10 10,53 0 20 10 0 46,15
15 15,79 0 16,67 21,43 0 17,86
20 15,79 0 20 22,22 0 20,69
25 15,79 0 26,67 25 0 25,81
20 21,05 0 43,33 34,78 0 48,15
10
5 42,11 0 20 28,57 0 54,55
10 21,05 0 16,67 27,59 0 20
15 23,68 0 23,33 32,14 0 24,14
20 23,78 0 24,57 34,29 0 25,18
25 21,05 0 46,67 36,36 0 50
20 18,42 0 50 35 0 57,69
20
5 52,63 0 16,67 38,46 0 29,41
10 39,47 0 30 48,39 0 34,62
15 23,68 0 36,67 34,62 0 40,74
20 18,42 0 43,33 31,82 0 50
25 15,79 0 43,33 28,57 0 54,17
20 10,53 N.A. 55,17 23,53 N.A. 61,54
Tabla A.7: Resultados entrenamiento negativo con 10 estados.
Sensitividad (%) VPP (%)
Muestreo Long. Cadena Bosque Disparo Motosierra Bosque Disparo Motosierra
1
5 97,37 0 6,67 46,84 0 50
10 39,47 4,76 0 30 2,78 0
15 26,32 4,76 10 23,26 2,63 37,5
20 10,53 4,76 13,33 10,53 2,5 36,36
25 10,53 0 6,67 13,33 0 8,7
20 7,89 0 13,33 12 0 15,38
5
5 63,16 0 6,67 37,5 0 28,57
10 13,16 0 16,67 12,5 0 41,67
15 18,42 0 16,67 24,14 0 20,83
20 18,42 0 20 25 0 20,69
25 18,42 0 43,33 35 0 36,11
20 18,42 0 43,33 31,82 0 41,94
10
5 42,11 0 16,67 28,57 0 50
10 26,32 0 16,67 33,33 0 20
15 31,58 0 23,33 38,71 0 25,93
20 23,68 0 40 37,5 0 41,38
25 21,05 0 46,67 38,1 0 46,67
20 18,42 0 46,67 33,33 0 56
20
5 55,26 0 16,67 40,38 0 25
10 44,74 0 33,33 51,52 0 37,04
15 23,68 0 36,67 37,5 0 39,29
20 21,05 0 43,33 34,78 0 48,15
25 18,42 0 43,33 31,82 0 50
20 18,42 N.A. 58,62 36,84 0 62,96
Ape´ndice B
Manuales de usuario
B.1 Manual de usuario para aplicacio´n de entrenamien-
to
Se presenta a continuacio´n una gu´ıa de uso para cada una de las secciones de entrenamien-
to. Se presentan so´lo detalles de funcionamiento para la interfaz gra´fica, pero debe notarse
que en ocasiones se imprime informacio´n relevante en consola, tal como resultados de los
diferentes algoritmos de entrenamiento, o notificacio´n de fallos. Esto debe tomarse en
cuenta al utilizar la aplicacio´n.
B.1.1 Pantalla principal
La pantalla principal de la interfaz se muestra en la figura B.1. Esta se muestra cada vez
que se inicia la aplicacio´n.
Figura B.1: Pantalla principal de aplicacio´n de entrenamiento.
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Se tienen en total 6 menu´s, donde cada uno se encarga de una seccio´n espec´ıfica del
entrenamiento o de la administracio´n de resultados. Se detallan a continuacio´n cada uno
de ellos.
Menu´ Archivo
• Salir: Cierra la aplicacio´n.
Menu´ LDA
• Extraer Vectores: Permite extraer los vectores utilizados para el entrenamiento con
LDA.
• Consultar Vectores: Permite consultar los vectores que han sido extra´ıdos y alma-
cenados en la base de datos. Adema´s, pueden ser eliminados desde aca´.
• Entrenar: Abre pantalla para realizar el entrenamiento con LDA.
• Consultar Matriz: Despliega en pantalla la matriz almacenada en la base de datos,
de existir. Adema´s, es posible exportarla o eliminarla desde aca´.
Menu´ kmeans
• Extraer Vectores: Permite extraer los vectores utilizados para el entrenamiento con
algoritmo de k-medias.
• Consultar Vectores: Permite consultar los vectores que han sido extra´ıdos y alma-
cenados en la base de datos. Adema´s, pueden ser eliminados desde aca´.
• Entrenar: Abre pantalla para realizar el entrenamiento con algoritmo de k-medias.
• Consultar Matriz: Despliega en pantalla la matriz almacenada en la base de datos,
de existir. Adema´s, es posible exportarla o eliminarla desde aca´.
Menu´ HMM
• Clases: Usada para crear o eliminar clases usadas por los HMM, tal como pueden
ser disparo, motosierra, etc.
• Cadenas de observacio´n: Permite la consulta y extraccio´n de los s´ımbolos desde
archivos de audio. Estos son utilizados para entrenamiento y evaluacio´n. Se com-
pone por diferentes submenu´ para realizar estas acciones.
• Modelos: Permite la creacio´n, consulta, entrenamiento y evaluacio´n de los HMM, u-
sando diferentes algoritmos para cada accio´n. Cada submenu´ incluye funciones para
administrar modelos, entrenarlos mediantes las diferentes variantes implementadas
(entrenamiento simpe, mu´ltiple y negativo), crear grupos de evaluacio´n y llevar
estas a cabo, consultar resultados y matrices de confusio´n, entre otras funciones
adicionales.
Menu´ Importar/Exportar
• Exportar Embebido: Permite exportar los modelos deseados a archivos de texto
que pueden ser posteriormente cargados por el sistema embebido donde se ejecuta
el SiRPA. Exporta todos los otros elementos necesarios junto al archivo de modelos.
• Importar Reductor: Usado para importar resultados de entrenamiento con LDA
desde archivos de texto, en caso de que entrenamiento sea realizado de manera
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externa a la presente aplicacio´n. Estos pueden ser almacenados en la base de datos
y/o vinculados con el SiRPA directamente desde aca´.
• Importar Centroides: Usado para importar resultados de entrenamiento con k-
means desde archivos de texto, en caso de que entrenamiento sea realizado de manera
externa a la presente aplicacio´n. Estos pueden ser almacenados en la base de datos
y/o vinculados con el SiRPA directamente desde aca´.
Menu´ Ayuda
• Documentacio´n: Por el momento no realiza accio´n alguna, pero en un futuro se
usar´ıa para desplegar ayuda y documentacio´n de uso de la aplicacio´n.
• Acerca de: Despliega informacio´n de la aplicacio´n.
En este manual se muestra informacio´n de uso para los menu´s de LDA, kmeans e Im-
portar/Exportar. Las otras secciones se explican de manera detallada en el manual de
usuario en [7].
B.1.2 Menu´s LDA y kmeans
Extraer Vectores
La ventana desplegada al seleccionar este elemento se muestra en la figura B.2. Esta es
igual tanto para el menu´ de LDA como el de kmeans.
Figura B.2: Ventana para menu´ de extraccio´n de vectores.
Al presionar en buscar se abre un explorador de archivos, por medio del cual pueden
seleccionarse los archivos de audio a utilizar para realizar cada tipo de entrenamiento.
Puede seleccionarse un so´lo archivo, o varios a la vez. No deben mezclarse archivos de
diferentes clases, pues para un entrenamiento correcto estos deben ser almacenados con
identificadores diferentes para cada una. La clase debe ser seleccionada desde la lista
desplegable mostrada bajo la ruta del archivo.
El muestreo permite reducir el nu´mero de muestras que son extra´ıdas desde cada archivo,
en caso que se considere necesario. Si se coloca en 1 (valor por defecto) se extraen todos
los vectores de salida contenidos por el archivo. Valores mayores a uno dividen esta
cantidad en el factor que se haya introducido. Para archivos con longitudes cortas, tal
como algunos de disparos, es preferible dejarlo en 1 para contar con un mayor nu´mero de
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muestras. Para archivos de extensio´n larga podr´ıa resultar beneficioso incrementar este
valor para mejorar tasas de reconocimiento.
Al presionar en extraer, se realiza este procedimiento con todos los archivos seleccionados
y se almacenan resultados en base de datos. Si se presiona en consultar, se abre ventana
de consulta de vectores.
Consultar Vectores
La ventana para esta opcio´n se muestra en la figura . El funcionamiento es el mismo en
la seccio´n de LDA y la de kmeans.
Figura B.3: Ventana para menu´ de consulta de vectores.
Aca´ pueden seleccionarse archivos en la lista de la izquierda, y al presionar en consultar
de despliega el archivo de texto con los vectores respectivos. En caso de seleccionar varios
archivos, se abre solamente el primero de ellos. Por otro lado, si se presiona en eliminar
se borran los vectores seleccionados del sistema de archivos y de la base de datos.
En la lista de la izquierda, si se presiona ninguno o todos se deseleccionan/seleccionan
todos los archivos. En el de la derecha se hace los mismo pero con las clases. En caso de
modificar las clases a desplegar de manera manual, debe presionarse en actualizar para
mostrar los archivos correctos a la izquierda.
Entrenar
El menu´ para este caso se muestra en la figura B.4. Igualmente es compartido para la
seccio´n de LDA y kmeans.
Figura B.4: Ventana para entrenamiento usado LDA o algoritmo k-means.
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El funcionamiento es similar al de la ventana de la subseccio´n previa. La u´nica diferen-
cia es que si se presiona en entrenar, se lleva a cabo el entrenamiento con los archivos
seleccionados, usando LDA o el algoritmo k-means segu´n sea el caso. Al presionar en
consultar matriz, se abre la ventana donde se despliegan los resultados obtenidos con el
entrenamiento.
Consultar Matriz LDA
En esta ventana se despliegan los resultados obtenidos con LDA, y que se encuentran
almacenados en la base de datos. La figura B.5 muestra un ejemplo.
Figura B.5: Ventana para despliegue de resultados de LDA.
La matriz mostrada en la parte superior es la que se encuentra almacenada en la base de
datos, resultante del u´ltimo entrenamiento que se haya realizado. Esta corresponde a la
matriz de transformacio´n W, de taman˜o 8× 3. En la parte inferior se muestra el vector
de media µ, que es de 8 dimensiones.
En caso de que se presione eliminar, la matriz y el vector son borrados en pantalla y de
la base de datos. Si se desea utilizar esta matriz con el SiRPA, ya sea en esta misma
implementacio´n o en el sistema embebido, debe presionarse exportar. Si esto no se hace,
estos elementos no son vinculados al sistema, y por lo tanto etapas posteriores no dara´n
los resultados esperados.
Consultar Matriz kmeans
Esta ventana se muestra en la figura B.6, y es la que despliega los resultados del en-
trenamiento con el algoritmo de k-medias. Aplican las consideraciones explicadas en la
subseccio´n previa, con la excepcio´n de que en este caso lo que se muestra en pantalla
son los 32 centroides obtenidos al aplicar el algoritmo al conjunto de datos usados para
entrenar.
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Figura B.6: Ventana para despliegue de resultados de algoritmo k-means.
B.1.3 Menu´ Importar/Exportar
Exportar Embebido
La ventana para esta opcio´n se muestra en la figura B.7.
Figura B.7: Ventana para exportacio´n de archivos al sistema embebido.
Desde esta ventana es posible exportar todos los archivos requeridos para el funcionamien-
to de la aplicacio´n ejecutada en el sistema embebido. Estos son colocados en la direccio´n
indicada por la ruta. Se exportan todos los modelos seleccionados en la lista de la derecha
en un mismo archivo. Todo esto se hace cuando se presiona en guardar.
Antes de exportar, debe definirse la longitud de cadena y el muestreo utilizado por los
modelos. Si el primero se coloca en 0, se utiliza la longitud de cadena con la que se entreno´
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el modelo. El muestreo s´ı debe ser introducido, dado que los modelos no almacenan este
valor en su entrada en la base de datos, por lo que debe ser definido previo a exportar.
Importar Reductor
Desde este elemento es posible importar la matriz y el vector generados del entrenamiento
con LDA mediante una aplicacio´n externa a la utilizada para entrenamiento. La ventana
desplegada se muestra en la figura B.8.
Figura B.8: Ventana para importacio´n de archivos del reductor.
En este caso, deben indicarse primero la ruta de ambos archivos, para lo que se incluye
la funcio´n de buscar. Una vez que estos han sido ubicados se puede proceder a importar
los valores respectivos. Si se presiona en importar y vincular, los valores son almacenados
en la base de datos para su administracio´n, y tambie´n vinculados con el generador de
s´ımbolos del SiRPA. En caso de presionar en importar, solamente se almacenan en la base
de datos.
Importar Centroides
La ventana desplegada en este caso se muestra en la figura B.9. El funcionamiento es
igual al explicado en la subseccio´n previa, con la diferencia de que so´lo debe buscarse el
archivo que contiene los centroides.
Figura B.9: Ventana para importacio´n de centroides.
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B.2 Manual de usuario para aplicacio´n de sistema
embebido
La aplicacio´n para el sistema embebido es ejecutada completamente desde la terminal que
se abre al acceder al sistema embebido. Existen varias maneras de hacer esto, entre las
que se tiene el acceso mediante Ethernet utilizando ssh o el acceso usando un cable serial.
Se explican ambas alternativas, usando para la u´ltima el programa minicom.
B.2.1 Compilacio´n y configuracio´n de la aplicacio´n
Con el fin de hacer ma´s flexible el uso de la aplicacio´n, se tiene un gran nu´mero de
para´metros configurables, almacenados todos en el archivo de encabezado SiRPA.h. Los
valores almacenados permiten modificar nu´mero de muestras tomadas desde archivos,
taman˜o de bloque usado al procesar archivos, constantes utilizadas por algunos bloques,
entre otros factores. Una configuracio´n importante es la plataforma para la que se compila,
que puede ser el uso de so´lo el procesador ARM, o la combinacio´n ARM + DSP; esto se
deja como para´metro configurable para que con so´lo modificar su valor se hagan todos los
cambios necesarios entre implementaciones.
Por lo anterior, es necesario comprender co´mo se compila la aplicacio´n. Para ello, se
supone que el entorno de desarrollo ya ha sido configurado (ver pro´ximo ape´ndice), que el
sistema anfitrio´n trabaja con la distribucio´n de Linux Ubuntu y que se compila utilizando
make. As´ı, es necesario que junto a todos los archivos fuente (.c) y los encabezados (.h)
se tenga un makefile adecuadamente configurado; el que se incluye con el proyecto ya ha
sido configurado a como se requiere.
Lo primero que debe realizarse es cargar al entorno una serie de banderas y variables




Puede verificarse la carga de las variables ejecutando alguno de los siguientes comandos
antes y despue´s de hacer el source
printenv | grep ARM
printenv | grep C6
printenv | grep FLAGS
En caso de cargarse correctamente, deber´ıan desplegarse diversas rutas y variables en
cada caso, las cuales no deber´ıan ser visibles antes de cargar.
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Una vez hecho esto, se puede compilar la aplicacio´n buscando primero la ruta del makefile
como
cd ruta_del_makefile
Una vez ubicado, puede compilarse la aplicacio´n para el procesador ARM o para la




Al hacer esto, se generara´ un archivo ejecutable que puede ser transferido al sistema
embebido. Esto puede hacerse por medio de Ethernet o conectando la tarjeta MicroSD
del embebido en el computador anfitrio´n. Para el primer caso se har´ıa como
scp Archivo_1 Archivo_2 ... Archivo_N usuario@ip.del.embebido:ruta_en_embebido
El siguiente ejemplo ilustra este comando
scp Exec_ARM Exec_DSP root@192.168.1.6:/home/root/SiRPA_Apps
donde se copian los dos ejecutables en el embebido con la IP 192.168.1.6, usando como
usuario root, y en la carpeta SiRPA Apps. Esto pedir´ıa la contrasen˜a del usuario root,
que por defecto es igual al nombre de usuario.
En caso de copiarlo usando la tarjeta MicroSD del embebido, el comando a utilizar es
cp Archivo_1 Archivo_2 ... Archivo_N ruta_en_tarjeta_MicroSD
Por ejemplo, suponiendo que la particio´n del sistema de archivos del embebido se llama
Angstrom, se tendr´ıa
cp Exec_ARM Exec_DSP /media/Angstrom/home/root/SiRPA_Apps
B.2.2 Acceso al sistema embebido
Tal como se menciono´ previamente, existen diferentes maneras de acceder al sistema
embebido. Por ejemplo, al utilizar ssh, se ejecuta el comando
ssh usuario@ip.del.embebido
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Un ejemplo de acceso ser´ıa
ssh root@192.168.1.6
Una vez que se introduce la contrasen˜a de usuario, se estar´ıa ejecutando una terminal
desde el sistema embebido, por lo que ya pueden utilizarse las aplicaciones compiladas
para este.
Para el acceso mediante cable serial primero debe realizarse la conexio´n entre el computa-
dor anfitrio´n y el sistema embebido, ya sea mediante uno de estos cables o un adaptador
USB a serial. Una vez conectado, y teniendo configurado el programa minicom, basta con
ejecutar
sudo minicom
Al ejecutar esto, se solicita la contrasen˜a de administrador del computador anfitrio´n. Una
vez introducida, se lleva a cabo la conexio´n con el sistema embebido.
Se recomienda utilizar siempre la conexio´n mediante ssh, pues es ma´s flexible para la
transferencia de archivos entre el computador y el sistema embebido, y permite tambie´n
que varios equipos puedan acceder al sistema embebido de ser necesario. El uso de la
conexio´n serial es importante en aquellos casos donde se desean ver los mensajes de
arranque, mensajes desplegados al cargar mo´dulos y otra informacio´n que no es mostrada
al conectar mediante la red. Por ello, es u´til en caso de que se desee identificar errores y
depurar la aplicacio´n.
B.2.3 Ejecucio´n de la aplicacio´n
Para ejecutar la aplicacio´n se debe acceder primero al sistema embebido. Una vez hecho
esto, se busca la ruta del archivo ejecutable como
cd ruta_del_ejecutable
Una vez que ha sido ubicado, puede iniciarse el reconocimiento mediante el siguiente
comando
./nombre_exec matriz_reductor.txt vector_reductor.txt centroides.txt modelos.txt resultados.txt archivo_audio.wav
Los dos u´ltimos para´metros son opcionales, y son requeridos si se desea aplicar el re-
conocimiento sobre archivos de audio. En caso de no incluirlos, se activa el modo en
l´ınea y el sistema embebido comienza a capturar muestras desde la entrada de audio. En
este u´ltimo caso, los resultados del reconocimiento son solamente impresos en consola.
En la figura B.10 se muestra un ejemplo de ejecucio´n operando sobre archivos, mientras
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Figura B.10: Ejemplo de reconocimiento sobre archivos.
Figura B.11: Ejemplo de reconocimiento desde entrada de l´ınea.
que en la figura B.11 se muestra la ejecucio´n usando la entrada de l´ınea. Esta u´ltima
opera de manera indefinida, hasta que sea detenida por el usuario; para hacer esto, debe
introducirse en la terminal la combinacio´n Ctrl - C.
El archivo de resultados es generado en caso de no existir y almacena informacio´n sobre el
tiempo de procesamiento por bloque y probabilidades de salida de cada modelo. Al usar
este modo se generan adema´s una serie de archivos con nombre SiRPA NombreBloque.txt,
que almacenan todos los resultados de salida de cada bloque individualmente, lo que
permite estudiar resultados intermedios. Todos estos son generados en la misma carpeta
donde se ubica el ejecutable.
Los archivos con los valores para el reductor, los centroides y los modelos son generados por
la aplicacio´n de entrenamiento, y deben ser copiados en el sistema de archivos del sistema
embebido. Se recomienda copiarlos en la misma carpeta donde se coloca el ejecutable,
pues de lo contrario debe indicarse la ruta para cada uno de ellos al llamar la aplicacio´n.
Esto aplica tambie´n para el archivo de audio, pues si no esta´ en la misma carpeta debe
introducirse la ruta adecuada.
En ocasiones se indica que la aplicacio´n no puede ser ejecutada, lo cual se debe usualmente
a que no cuenta con los permisos (bandera) de ejecucio´n. Para resolver esto basta con
usar el siguiente comando, y luego reintentar la ejecucio´n
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chmod a+x nombre_exec
En caso de utilizar la aplicacio´n compilada para usar el DSP, deben cargarse varios
mo´dulos para el kernel que se encargan de la comunicacio´n con el DSP y de la ad-
ministracio´n de memoria compartida. De no hacer esto, la aplicacio´n fallara´ al intentar
ejecutarla.
En la seccio´n de configuracio´n del entorno se indica cuales son estos mo´dulos, que deben




Una vez hecho esto, la aplicacio´n puede ser ejecutada tal a como se explico´ antes, funcio-
nando de la misma manera.
B.2.4 Profiling
En ocasiones se busca estudiar el comportamiento de la aplicacio´n desarrollada en cuanto
a llamadas a funciones y tiempos de ejecucio´n para cada una. Para esto se hace un profiling
del ejecutable, lo que requiere que e´sta se compile y ejecute de una manera espec´ıfica.
Se recomienda realizar este procedimiento so´lo para estudiar el comportamiento de la
aplicacio´n, y no para las pruebas de reconocimiento dado que a la hora de compilar se
introducen secciones de co´digo adicionales que se encargan de la recoleccio´n de informacio´n
de las funciones involucradas, lo que hace que la ejecucio´n sea ma´s lenta. Adema´s, so´lo
puede ser utilizado en aplicaciones que tengan un final de ejecucio´n con un exit(), o con
un return desde la funcio´n principal (main), por lo que en este caso so´lo puede realizarse
con el reconocimiento sobre archivos.
El procedimiento para realizar el “profiling” es el siguiente: a la hora de compilar debe
agregarse la bandera “-pg” a la hora de realizar la compilacio´n y vinculacio´n del eje-
cutable. Una vez hecho esto se genera de manera normal el archivo ejecutable, que luego
se transfiere y ejecuta en el sistema embebido. Al hacer esto u´ltimo se generara´ un archivo
de nombre gmon.out ; el archivo que contiene la informacio´n buscada se genera entonces
ejecutando el comando
gprof nombre_exec gmon.out > nombre_archivo_analisis.txt
El archivo de texto sera´ generado en la misma carpeta del ejecutable, y se recomienda
transferirlo al computador de propo´sito general para facilitar su lectura. Este contiene
informacio´n sobre nu´mero de veces que se llamo´ a una funcio´n determinada, tiempo de
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ejecucio´n acumulativo y por llamada individual y tiempo de ejecucio´n total, entre otros
para´metros. Mediante esto pueden ubicarse las secciones de co´digo cr´ıticas, con el fin de
optimizarlas.
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Ape´ndice C
Configuracio´n del entorno de
desarrollo y del sistema embebido
Con el fin de poder compilar y ejecutar de manera adecuada la aplicacio´n en el sistema
embebido es necesario realizar ciertas configuraciones espec´ıficas en el sistema anfitrio´n y
en el sistema embebido. Aca´ se presentan los detalles generales para esto, pero de realizar
modificaciones en la implementacio´n podr´ıan requerirse paquetes o comandos adicionales.
Se asume que el computador anfitrio´n ejecuta la distribucio´n de Linux Ubuntu, y que
en el sistema embebido se ejecuta la distribucio´n Angstrom. Comandos elementales son
omitidos, mostrando so´lo los ma´s relevantes.
C.1 Configuracio´n del entorno de desarrollo
Para llevar a cabo el desarrollo de la aplicacio´n, as´ı como su posterior compilacio´n, se
requiere instalar diversas aplicaciones y bibliotecas. Adema´s se requiere configurarlas
para que el funcionamiento en el sistema embebido sea el esperado.
C.1.1 Instalacio´n de aplicaciones y bibliotecas
La instalacio´n de aplicaciones en el computador de desarrollo o anfitrio´n se realiza me-
diante el comando
sudo apt-get install nombre_paquete
Lo cual requiere introducir la contrasen˜a del administrador para realizar la instalacio´n.
El sistema operativo incluye la mayor parte de las bibliotecas requeridas para realizar la
compilacio´n, y usualmente so´lo se requiere instalar las siguientes: gcc, g++, jack, jack-dev,
jack-server y libjack.
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En cuanto a aplicaciones, deben instalarse las siguientes: eclipse y minicom. Puede
incluirse tambie´n audacity, la cual permite modificar los archivos de audio para recortarlos,
cambiar la razo´n de muestreo, entre otras acciones.
En ciertos casos podr´ıan requerirse ma´s bibliotecas y/o aplicaciones, por lo que debe
verificarse cualquier mensaje que sea desplegado en pantalla.
C.1.2 Configuracio´n de aplicaciones
Configuracio´n de aplicacio´n Eclipse
Lo primero que debe configurarse es el entorno de desarrollo Eclipse, lo cual se hace
por medio de la detallada gu´ıa presentada en [5]. Sin embargo, deben realizarse ciertas
modificaciones al procedimiento. Para la parte 1, se debe utilizar el toolchain descargado
junto a los archivos del sistema operativo, para lo que debe verse primero la subseccio´n
de instalacio´n de e´ste en el sistema embebido. Esto se requiere para garantizar que las
aplicaciones sean compiladas con las bibliotecas correctas.
Adema´s, los archivos contenidos en el toolchain deben ser colocados en una ruta conve-
niente y que facilite la posterior configuracio´n de la herramienta C6Run, por lo que se
recomienda leer primero la siguiente subseccio´n. As´ı, debe modificarse la parte 3 para
que se apunte a los directorios adecuados.
Finalmente, deben agregarse dos para´metros requeridos para que la aplicacio´n sea vincu-
lada correctamente. Estas son -ljack y -lsoundfile, que deben colocarse al final de la l´ınea
Command line pattern en la seccio´n GCC C LINKER, la cual es configurada tambie´n en
la parte 3.
Configuracio´n de aplicacio´n minicom
La configuracio´n de la aplicacio´n minicom se explica con detalle en el siguiente enlace
http://elinux.org/BeagleBoardBeginners#First_interaction_with_the_board
El u´nico detalle es que debe determinarse el puerto con el que se vinculo´ el sistema
embebido, lo que puede revisarse con los comandos
cd /dev
ls
Esto muestra los dispositivos de hardware asociados con el sistema operativo. En caso
que la conexio´n sea directamente mediante un cable serial, el nombre del dispositivo ser´ıa
ttySX, mientras que si se hace con un cable USB a serial deber´ıa ser ttyUSBX. Por ejemplo,
el nombre del dispositivo podr´ıa ser ttyUSB0.
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Si bien se indica en el sitio que la conexio´n puede realizarse utilizando screen, debe notarse
que por cuestiones de compatibilidad este me´todo no puede ser utilizado al realizar la
conexio´n mediante el cable USB a serial; al menos en el sistema embebido utilizado. De
intentarlo, no se lleva a cabo la conexio´n.
C.1.3 Configuracio´n e instalacio´n de C6Run
La herramienta C6Run permite compilar el ejecutable que se ejecuta utilizando el proce-
sador ARM y el DSP, generando las bibliotecas y el co´digo necesario para ejecutar fun-
ciones en este u´ltimo. Para esto se requiere de la instalacio´n de otras herramientas de
Texas Instruments, adema´s del propio C6Run. El siguiente procedimiento explica co´mo
instalar todos los elementos necesarios.
Se descarga el contenedor con los archivos usados por C6Run desde el enlace
https://gforge.ti.com/gf/project/dspeasy/frs/
Al momento de escribir esta gu´ıa la u´ltima versio´n era la 0.98.03.03, pero se utilizo´ la
versio´n 0.97.03.03 dado que la primera no compilaba los archivos adecuadamente para el
sistema embebido.
Adema´s, debe descargarse la u´ltima versio´n de la herramienta de generacio´n de co´digo
para el DSP desde el enlace
https://www-a.ti.com/downloads/sds_support/TICodegenerationTools/download.htm
Esto requiere generar una cuenta en el sitio web de Texas Instruments previamente.
Una vez descargados los archivos, deben ser extra´ıdos en una ubicacio´n adecuada; para
ejemplo se utilizara´ la ruta /home/user/toolchains. Para el contenedor de C6Run basta
con realizar una extraccio´n con el comando
tar -xzf C6Run_X_XX_XX_XX.tar.gz
Donde se extraen los archivos en la misma carpeta del contenedor, por lo que debe ubicarse
en la ruta mencionada.
El otro archivo utiliza un instalador, por lo que debe establecerse la bandera de ejecucio´n.
Los comandos son, en este caso,
chmod +x ti_cgt_c6000_X.X.X_setup_linux_x86.bin
ti_cgt_c6000_X.X.X_setup_linux_x86.bin --mode silent --installto /home/user/toolchains
86 C.1 Configuracio´n del entorno de desarrollo
Una vez hecho esto, se ingresa a la carpeta generada al extraer los archivos de C6Run, y se
busca el archivo de texto llamado Rules.mak. En este deben modificarse ciertas l´ıneas con
el fin de establecer las versiones de los paquetes a utilizar, y las rutas donde se ubicara´n.





Donde se supone que las bibliotecas, o el kit de desarrollo, para el sistema embebido se
han almacenado tambie´n en la ruta de trabajo (ver seccio´n de configuracio´n para Eclipse).
Una vez hecho esto, se accede a la carpeta de C6Run desde la terminar y se ejecuta el
comando
make get_components
E´ste se encarga de descargar todas las dependencias requeridas por la herramienta. Una
vez que finaliza, se accede a la carpeta platforms/beagleboard-xM, se abre el archivo plat-
form.mak y se comentan las l´ıneas ARM TOOLCHAIN PATH y ARM TOOLCHAIN PREFIX,
lo que se hace colocando un “#” antes de su declaracio´n.
Con el fin de mejorar el rendimiento de la aplicacio´n compilada para el DSP, se le indica al
compilador que realice optimizaciones adicionales en el ejecutable, y que genere un reporte
con las instrucciones de ensamblador utilizadas. Esto se hace agregando las banderas -
mw y -pm en el para´metro DSP CFLAGS del archivo environment.sh. Habiendo hecho








Los archivos generados estara´n en las carpetas examples y test. Estos pueden ser transferi-
dos al sistema embebido para verificar que la herramienta funciona de manera correcta.
C Configuracio´n del entorno de desarrollo y del sistema embebido 87
C.1.4 Makefile y scripts de compilacio´n
Para realizar la compilacio´n del ejecutable mediante el comando make, es necesario generar
y configurar primero el makefile asociado. Junto con el proyecto realizado se incluye uno
con todos los para´metros ya configurados tal a como se requiere, pero en caso de que e´ste
no exista, en el siguiente v´ınculo se explica co´mo puede descargarse un ejemplo y cual es
el efecto de cada l´ınea del archivo al momento de compilar
http://elinux.org/EBC_Exercise_09_Using_the_DSP_for_Audio_Processing
Con el fin de adaptar el archivo de ejemplo para el proyecto actual, usualmente lo que
se debe hacer es colocar los nombres correctos para los archivos fuente (.c), verificando
cuales de estos sera´n transferidos al DSP. Adema´s, deben agregarse los para´metros -ljack
y -lsndfile en ARM LDFLAGS, por lo que esta l´ınea quedar´ıa como
ARM_LDFLAGS +=-lm -lpthread -ljack -lsndfile
Tambie´n debe eliminarse el para´metros –C6Run:replace malloc, dado que por la forma
en que se realizo´ la implementacio´n de la aplicacio´n no se desea el cambio de todas las
funciones de solicitud de memoria por las propias de C6Run. Finalmente, debe cambiarse
el nombre de los ejecutables y bibliotecas generadas por nombres ma´s convenientes.
Si se desea realizar el profiling de la aplicacio´n, deben agregarse banderas en ARM CFLAGS
y ARM LDFLAGS, lo que debe hacerse introduciendo los siguientes comandos en la l´ınea
siguiente a su declaracio´n original
ARM_CFLAGS +=-pg
ARM_LDFLAGS +=-pg
C.2 Configuracio´n del sistema embebido
El sistema embebido debe ser preparado con el fin de ejecutar las aplicaciones desarro-
lladas. Esto requiere la instalacio´n del sistema operativo, Angstrom en este caso, y de
bibliotecas y mo´dulos para el kernel de Linux necesarios para ejecutarlas correctamente.
C.2.1 Particio´n de memoria e instalacio´n del sistema operativo
El proceso de instalacio´n del sistema operativo se puede consultar de manera detallada
en [51], explicando el proceso paso a paso. Solo deben realizarse dos correcciones en los
pasos mostrados. La primera es que debe sustituirse el comando
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tar --wildcards -xjvf [YOUR-DOWNLOAD-FILE].tar.bz2 ./boot/*
por el comando
tar --wildcards -xzvf [YOUR-DOWNLOAD-FILE].tar.gz ./boot/*
Este comando es el que permite extraer los archivos de arranque del sistema operativo
desde el contenedor o archivo comprimido, el cual es generado por el sitio web Narcissus.
El cambio del comando se debe a este sitio utilizaba antes el formato bzip, mientras que
ahora se utiliza gzip.
El segundo comando a cambiar es el que se utiliza para extraer los elementos que componen
el sistema de archivos, dado por
sudo tar -xvj -C /media/Angstrom -f [YOUR-DOWNLOAD-FILE].tar.bz2
que debe ser sustituido por
sudo tar -xvz -C /media/Angstrom -f [YOUR-DOWNLOAD-FILE].tar.gz
lo cual se debe hacer debido a los cambios de formato previamente mencionados.
Si se sigue el tutorial en su totalidad, se generara´n las particiones requeridas para el
arranque y la del sistema de archivos, y se instalara´ adema´s el sistema operativo. As´ı se
esta´ listo ya para utilizarlo en el sistema embebido.
C.2.2 Instalacio´n de paquetes y bibliotecas
Al realizar la instalacio´n del sistema operativo (SO) descrita en el paso previo ya se tienen
la mayor parte de los paquetes y bibliotecas instaladas y actualizadas. Sin embargo, se
recomienda realizar una actualizacio´n mediante los comandos
opkg update
mkdir /home/root/tmp
opkg -t /home/root/tmp upgrade
donde la carpeta creada puede tener cualquier otro nombre o ubicarse en otra ruta segu´n
convenga.
Se completan los paquetes faltantes usando el comando
opkg install nombre_paquete
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En este caso, los paquetes que usualmente son requeridos por el sistema embebido son
jack, jack-dev, jack-server, libjack y alsa-utils, pero podr´ıan requerirse ma´s de acuerdo
a la configuracio´n elegida al descargar el sistema operativo. Verificar cualquier mensaje
desplegado al ejecutar la aplicacio´n para verificar los paquetes faltantes.
Los paquetes actualmente instalados pueden ser consultados con el comando
opkg list-installed
Si se desea limitar los resultados a paquetes con un nombre espec´ıfico, o con ciertos
caracteres en su nombre, puede usarse
opkg list-installed | grep Nombre_o_caracteres
C.2.3 Configuracio´n de jack y ALSA
Al iniciar el cliente de jack desde la aplicacio´n del SiRPA, este configura sus para´metros
en base a la configuracio´n almacenada tanto para ALSA como para el servidor JACK,
por lo que ambos deben ser configurados previamente.
Para el caso del ALSA, debe ejecutarse el siguiente comando
alsamixer
Lo que abre una ventana como la mostrada en la figura C.1. Se recomienda hacer esta
configuracio´n mediante ssh, pues si se hace mediante la conexio´n serial la ventana se
muestra distorsionada.
Deben configurarse aca´ los siguientes para´metros, con el fin de que la captura de muestras
desde la entrada de l´ınea sea adecuada
Left Digital Loopback: Mute
Right Digital Loopback: Mute
DAC2 Analog: 6dB
DAC2 Digital Coarse: 6dB
DAC2 Digital Fine: -10dB
Una vez realizada la configuracio´n, esta debe ser almacenada para hacerla permanente,
pues de lo contrario debe reconfigurarse al reiniciar el sistema embebido. Para esto se
ejecuta el comando
alsactl store
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Figura C.1: Ventana de configuracio´n para ALSA.
Para el caso de JACK, la configuracio´n se hace ejecutando el siguiente comando
jackd -d alsa -p 256 -n 4 -P hw:0 -C hw:0 -S -r 48000 &amp;
Este indica que se utiliza ALSA como driver de hardware, se trabaja con un taman˜o
de bloque de 256 muestras con 4 buffer diferentes, se utiliza el dispositivo hw:0 para
captura de datos y reproduccio´n de audio, y se utiliza una frecuencia de muestreo de 48
kHz. Las otras banderas modifican el comportamiento del cliente, y se puede consultar
su significado en [29]. Una vez hecha esta configuracio´n, la aplicacio´n debe funcionar de
manera correcta, aunque podr´ıa requerirse reiniciar el sistema.
C.2.4 Configuracio´n para uso del DSP
Instalacio´n de mo´dulos
Con el fin de utilizar el DSP contenido en el SoC del sistema embebido (Beagleboard-
xM) es necesario cargar mo´dulos para el kernel encargados de la comunicacio´n entre
procesadores y de la conversio´n entre los punteros a memoria usados por cada uno de
ellos. Este proceso requerir´ıa compilar los mo´dulos, escritos en C, utilizando una copia
del u´ltimo kernel disponible. Esto se hace por compatibilidad y para lograr una ejecucio´n
correcta.
Para evitar esto se utilizan mo´dulos precompilados, los cuales son adecuados para la
versio´n del sistema operativo Angstrom utilizado. Estos pueden ser descargados desde el
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v´ınculo
http://elinux.org/images/f/fa/C6run_m_yoder.tgz
Una vez descargado este contenedor y extra´ıdos los archivos en e´l, deben extraerse los
archivos para el sistema embebido desde el archivo c6run target.tar.gz. Los mo´dulos
necesarios estara´n entonces en la carpeta
.../home/daniel/c6run_target
Espec´ıficamente, deben copiarse los archivos cmemk.ko, dsplinkk.ko, lpm omap3530.ko,
loadmodules.sh y unloadmodules.sh. Estos pueden ser colocados en cualquier lugar conve-
niente dentro del sistema de archivos del sistema embebido.
Argumentos de arranque y archivo uEnv.txt
Adema´s de la instalacio´n de los mo´dulos, es necesario indicarle al sistema operativo a la
hora del arranque sobre ciertos para´metros de uso de la memoria RAM disponible en el
sistema embebido. Para hacer esto se utilizan los denominados bootargs, que corresponden
a para´metros de configuracio´n del SO que son cargados a la hora del arranque. Estos son
le´ıdos desde la memoria NAND del sistema embebido o desde un archivo ubicado en la
particio´n de arranque, que debe nombrarse uEnv.txt.
Esto debe hacerse dado que la memoria compartida por el DSP y por el procesador ARM
se ubica en un espacio espec´ıfico del mapa de memoria, por lo que debe evitarse que esta
sea administrada por el sistema operativo, y en su lugar es administrada por el mo´dulo
cmem. De lo contrario, los datos ubicados en este segmento de memoria podr´ıan ser
corrompidos al accederlos, o podr´ıan pasarse punteros a datos inva´lidos.
En este caso se utiliza el me´todo del archivo uEnv.txt, dado que el sistema embebido
utilizado no tiene memoria NAND para almacenar los argumentos de arranque. El pro-
cedimiento consiste en generar un archivo de texto con este nombre en la particio´n boot de
la tarjeta de memoria del sistema embebido. En este archivo debe colocarse la siguiente
l´ınea
optargs=mem=99M@0x80000000 mem=384M@0x88000000
La cual indica que el SO debe utilizar dos segmentos de memoria; uno de 99 MiB iniciando
en la direccio´n 0x80000000, y otro de 384 MiB iniciando en 0x88000000. La memoria
restante es utilizada para compartir datos entre el DSP y el procesador ARM. El espacio
utilizado en este u´ltimo caso inicia en la direccio´n 0x86300000 y tiene un taman˜o de 16
MiB.
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