Abstract-A multi-access problem is considered where two encoders wish to communicate their messages to two decoders. The encoders can further cooperate via a conference, as introduced by Willems for multi-access channels. The capacity region of this channel is shown to be the intersection of the capacity regions of two multi-access channels with partially cooperating encoders.
I. INTRODUCTION
A problem in which encoders partially cooperate over dedicated links in a discrete memoryless multiple access channel (MAC) has been introduced and solved by Willems [1] . We consider a network in which two separate encoders wish to communicate with two different decoders. We assume that there exist two communication links with known capacities between the two encoders, allowing them to partially cooperate to send their intended messages. The amount of information exchanged between the transmitters is bounded by the capacities C 12 and C 21 of the communication links. The communications system is shown in Figure 1 . The proposed channel model enables investigation of the gains obtained using transmitter cooperation.
Without communication links C 12 , C 21 , the channel in Figure 1 reduces to the interference channel [2] , [3] , for which the capacity region is known in the case of strong interference [4] satisfying
for all inputs X 1 and X 2 . This class of channels includes the very strong interference channel [5] , [6] for which
The capacity region for both cases coincides with the capacity region of the two-sender, two-receiver channel in which both messages are decoded at both receivers. It was shown by Ahlswede [7] that this region is an intersection of the capacity regions of two MAC channels
In this paper, we will consider such a communication situation requiring both messages to be decoded at both receivers. We refer to this channel as a 
For a Gaussian network with two transmitters and two receivers, the improvements in the achievable rates due to node cooperation were demonstrated in [8] - [12] . In [8] , transmitters fully cooperate by exchanging their intended messages and then jointly encode them using dirty paper coding. More involved cooperation schemes were analyzed in [9] - [11] . In this paper, we find the capacity region of the compound MAC with conferencing encoders. This region is an intersection of two capacity regions of the MAC with partially cooperating encoders determined by Willems [1] . For C 12 = C 21 = 0, the capacity region becomes the capacity region of the two-sender, two-receiver channel with non-cooperating encoders [7] .
II. CHANNEL MODEL AND STATEMENT OF RESULT
The channel consists of finite sets X 1 , X 2 , Y 1 , Y 2 and a conditional probability distribution p(y 1 , y 2 |x 1 , x 2 ). Symbols (x 1 , x 2 ) ∈ X 1 × X 2 are channel inputs and (y 1 , y 2 ) ∈ Y 1 × Y 2 are corresponding channel outputs. Each encoder t, t = 1, 2, wishes to send a message W t ∈ {1, . . . , M t } to both decoders in N channel uses. The channel is memoryless and timeinvariant in the sense that 
The amount of information that can be exchanged during the conference is bounded by the capacities C 12 and
An encoding function f t maps the message W t and what was learned from the conference into a codeword x t . An (M 1 , M 2 , N, K, P e ) code for the channel consists of two sets of K communicating functions (6)- (7), two encoding functions
generating codewords
and two decoding functions
such that the average probability of error of the code is
A rate pair
The capacity region of the compound multiple access channel with conferencing encoders is the closure of the set of all achievable rate pairs (R 1 , R 2 ). The next theorem is the main result of this paper. It shows that the capacity region of the compound multiple access channel with conferencing encoders is an intersection of two capacity regions of the MAC with partially cooperating encoders, as determined by Willems [1] . 
where the union is over all joint distributions that factor as
III. CONVERSE
The considered channel (X 1 ×X 2 , p(y 1 , y 2 |x 1 , x 2 ), Y 1 ×Y 2 ) defines two MACs:
and
An (M 1 , M 2 , N, K, P et ) code for MAC t is given by the encoding functions (10) and (11) and a corresponding decoding function g t given by (14) for t = 1 and (15) for t = 2. The corresponding error probabilities are
where (w 1 , w 2 ) ∈ W 1 × W 2 . By comparing (21) and (22) with (16), we conclude that
Next consider an
compound MAC with conferencing encoders. From (23), the necessary condition for P e → 0 is that P e1 → 0 and P e2 → 0. From Willems' result [1, Sec. III], to guarantee that P et → 0, for t = 1, 2, the rates have to satisfy
for a joint distribution p(u)p(x 1 |u)p(x 2 |u)p(y t |x 1 , x 2 ) and
where h(·) denotes the binary entropy function. Note that 1N → 0 and 2N → 0 as P e1 → 0 and P e2 → 0. Alternatively, we can obtain the same result by applying Fano's inequality to the message estimate (Ŵ 1 ,Ŵ 2 ) at each receiver. We then use the approach of Willems [1, Section III] to obtain
We proceed as in [1] and show that the region of Theorem 1 is convex. We define a region R 8 by upperbounding each coordinate by a term in (18) 
} can be exchanged between the encoders. We refer to W 0 as a common message.
The part of the original message unknown to the other encoder is given by
The obtained system is shown in Figure 2 . Thus, after the conference, the coding has to be done for a common message with alphabet W 0
and private messages
with corresponding alphabets W 1 and W 2 . We used nota-
In the case of a single receiver, the channel after the conference reduces to a MAC with common and private messages at the encoders, as in [1] . The capacity region of this channel is known [14] and guarantees that the rates in [1, Sec. II.] are achievable. The result [14] was proved in a more direct way in [13] . It is straightforward to show that the encoding and decoding strategy proposed by Willems in [13] can be adopted for our system to guarantee the achievability of the rates (18).
Specifically, we use the codebook in [13, Section 3] constructed as follows:
Fix the distribution p(u,
Encoding. To send a common message w 0 and a private message w t encoder t sends the codeword x t (w 0 , w t ).
Decoding. At each decoder, we use the decoding scheme of [13] : After receiving y t , decoder t determines unique
where A (U, X 1 , X 2 , Y t ) is the set of -typical N -sequences (u, x 1 , x 2 , y t ) as defined in [15, Section 14.2] .
The probability of error. We apply the union bound to (16) to obtain
where P e1 and P e2 are given by (21) and (22) . From the analysis of the probability of error in [13] , it follows that both P e1 and P e2 can made arbitrarily small when the rates satisfy (18). From (31) it then follows that the probability of error P e can be made arbitrarily small. 2
V. IMPLICATIONS
For C 12 = C 21 = 0, the capacity region (18) of the compound MAC with conferencing encoders becomes the capacity region of the two-sender, two-receiver channel established by Ahlswede [7] . Rates (18) qualify the improvement due to transmitter cooperation over the dedicated communication links with capacities C 12 and C 21 .
Furthermore, the rates (18) give inner bounds on the rates achievable in an interference channel in which users partially cooperate and each decoder decodes a message sent from a single encoder. It would be interesting to characterize the class of interference channels for which these rates in fact give the capacity region.
Finally, we apply (18) to a Gaussian network with channel outputs
where Z t is zero-mean, variance N t noise. The code definition is the same as that given in Section II with the addition of the power constraints
The power expended for the conference is thus not considered. We have the following result.
Corollary 1:
The capacity region of the Gaussian compound MAC with conferencing encoders is given by
where the union is over all a, b, for 0 ≤ a ≤ 1, 0 ≤ b ≤ 1, a = 1 − a,b = 1 − b, and h 11 = h 22 = 1,. Figure 3 shows the capacity region for a symmetric case where C 12 = C 21 = c = 0.5, P 1 = P 2 = P = 10, N 1 = N 2 = 1, h 12 = h 21 = h = 0.8. Due to the symmetry, we choose a = b. To illustrate the cooperation benefit, also shown are the rates achievable when there is no cooperation (c = 0).
The bounds (35)-(37) are maximized for a = 0. As a increases, these bounds decrease, but the bound on the sum rate (38) increases. The sum rate is maximized when a is chosen such that (37) and (38) 
