Strongly gravitationally lensed quasar-galaxy systems allow us to compare competing cosmologies as long as one can be reasonably sure of the mass distribution within the intervening lens. In this paper, we assemble a catalog of 69 such systems from the Sloan Lens ACS and Lens Structure and Dynamics surveys suitable for this analysis, and carry out a one-on-one comparison between the standard model, ΛCDM, and the R h = ct Universe, which has thus far been favored by the application of model selection tools to other kinds of data. We find that both models account for the lens observations quite well, though the precision of these measurements does not appear to be good enough to favor one model over the other. Part of the reason is the so-called bulge-halo conspiracy that, on average, results in a baryonic velocity dispersion within a fraction of the optical effective radius virtually identical to that expected for the whole luminous-dark matter distribution modeled as a singular isothermal ellipsoid, though with some scatter among individual sources. Future work can greatly improve the precision of these measurements by focusing on lensing systems with galaxies as close as possible to the background sources. Given the limitations of doing precision cosmological testing using the current sample, we also carry out Monte Carlo simulations based on the current lens measurements to estimate how large the source catalog would have to be in order to rule out either model at a ∼ 99.7% confidence level. We find that if the real cosmology is ΛCDM, a sample of ∼ 200 strong gravitational lenses would be sufficient to rule out R h = ct at this level of accuracy, while ∼ 300 strong gravitational lenses would be required to rule out ΛCDM if the real Universe were instead R h = ct. The difference in required sample size reflects the greater number of free parameters available to fit the data with ΛCDM. We point out that, should the R h = ct Universe eventually emerge -3 -as the correct cosmology, its lack of any free parameters for this kind of work will provide a remarkably powerful probe of the mass structure in lensing galaxies, and a means of better understanding the origin of the bulge-halo conspiracy.
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Introduction
An interesting new idea started emerging a decade ago (see, e.g., Treu et al. 2006; Grillo et al. 2008; Biesiada et al. 2010 ; but also see Futamase & Yoshida 2001) to use individual lensing galaxies in order to measure cosmological parameters. In principle, the deflection of quasar light by the intervening galaxy is known precisely from general relativity as long as one has a good model for the mass distribution within the lens (Bartelmann & Schneider 1999; Refregier 2003) . The Einstein radius, inferred from the deflection angle, then provides a measure of the angular-size distance, which may be used to discriminate between competing cosmological models.
The key, of course, is how well we understand the distribution of matter within the lens, and this appears to be the principal source of error in this type of measurement. As of today, the observation of some 70 or so lensing galaxy systems has provided the data that, in principle, can be used to carry out this kind of study. The results thus far are consistent with the standard (ΛCDM) model, though the precision with which model parameters may be determined with this appoach is not yet as good as that available in other studies, e.g., using Type Ia SNe as standard candles (see, e.g., Riess et al. 1998; Perlmutter et al. 1999 ).
In recent years, the application of model selection tools in one-on-one comparisons between ΛCDM and a cosmology we refer to as the R h = ct Universe (Melia 2007; Melia & Shevchuk 2012) has shown that the data actually tend to favor the latter over the former.
These include the use of cosmic chronometers (Melia & Maier 2013) , high-z quasars (Melia 2013) , gamma ray bursts (Wei et al. 2013) and, most recently, the Type Ia SNe themselves (Wei et al. 2014b ). The simplest way to view this cosmology is to start with ΛCDM and then apply the additional constraint p = −ρ/3 on its total equation of state, where p and ρ are the total pressure and energy density, respectively. With these other kinds of data, R h = ct is favored over ΛCDM with a likelihood of ∼ 90% versus only ∼ 10%.
The principal goal of this paper is to broaden the comparison between R h = ct and ΛCDM by now including strong gravitational lenses in this study. In § 2 of this paper, we describe the method, and then assemble the catalog of suitable lensing systems in § 3.
We discuss our results in § 4. We will find that the current strong lensing sample is not yet large enough to differentiate between these two competing models, and we show in § 5 how large the source catalog needs to be in order to rule out one or the other expansion scenarios at a 3-sigma confidence level. We present our conclusions in § 6.
Strong Lensing
The lens model often fitted to the observed images is based on a singular isothermal ellipsoid (SIE; Ratnatunga et al. 1999) , in which the projected mass distribution (at redshift z l ) is elliptical, with semi-minor axis θ 1 and semi-major axis θ 2 . In this paper, we will adopt the simpler version, using a singular isothermal sphere instead. For generality, we will describe the approach using semi-major and semi-minor axes, though we will later set the two angles θ 1 and θ 2 equal to each other. The source lensed by this system is a quasar at redshift z s > z l . The key expression in strong gravitational lensing theory is the lens equation (Schneider et al. 1992) , which gives the mapping between positions β in the source plane and θ in the image plane, according to
The lensing potential of the singular isothermal ellipsoid may be written (Kormann et al. 1994 )
where the Einstein radius θ E is defined below in terms of the (one-dimensional) velocity dispersion, σ v , in the lensing galaxy, and the angular diameter distances, D A (z l , z s ) and
, between lens and source and between source and observer, respectively. The 'ellipticity' ǫ is related to the eccentricity e of the critical line by
In addition, the semi-major and semi-minor axes are related to the Einstein radius
where
via the relations
As noted, earlier, we will here consider the simpler case of a single isothermal sphere (SIS), for which θ 1 = θ 2 .
In principle, equation (4) can be used to test cosmological models in a rather unique way because, unlike other kinds of comparisons that rely on the optimization of the Hubble constant H 0 , this particular analysis is completely independent of H 0 . 1 Nonetheless, even though knowledge of H 0 is not necessary for this type of test, fits to the data do depend on the reliability of lens modelling (e.g., via the assumption of a singular isothermal sphere, or a singular isothermal ellipsoid) and the measurement of the velocity dispersion.
When using these expressions, σ v (the total velocity dispersion of stellar plus dark matter) cannot be obtained directly from the surface-brightness weighted average of the 1 One can in fact determine H 0 directly using strong gravitational lensing, but only when time delays are measured between the various images of a given source (see, e.g., Paraficz & Hjorth 2009; Suyu et al. 2013; Wei et al. 2014a ).
line-of-sight velocity dispersion that is actually measured. In practice, the central velocity dispersion σ 0 is estimated from the stellar velocity dispersion within R e /8, where R e is the optical effective radius (see, e.g., Treu et al. 2006; Grillo et al. 2008) , and is then used to represent the velocity dispersion σ SIS for the corresponding singular isothermal sphere or ellpisoid (for the total mass present). This works rather well because inside one effective radius, massive elliptical galaxies are kinematically indistinguishable from an isothermal ellipsoid (Koopmans et al. 2009 ), which is quite remarkable considering the fact that σ SIS and σ 0 need not be the same. One reason is that dark matter halos appear to be dynamically hotter than the luminous stars (based on X-ray observations), so the former must necessarily have a greater velocity dispersion than the latter (White & Davis 1996) .
Still, when one introduces the SIS equivalent value σ SIS obtained from modelling the lens as a singular isothermal sphere, these two measures of velocity dispersion agree very closely. Treu et al. (2006) used the large and homogeneously selected sample of lenses identified by the Sloan Lenses ACS Survey (SLACS; Bolton et al. 2005 Bolton et al. , 2006 to study in detail the degree of homogeneity of the early-type galaxies by measuring the ratio between stellar velocity dispersion and σ SIS that best fits the geometry of the corresponding multiple images. They found that the ratio σ 0 /σ SIS is very close to unity; specifically, they inferred a sample average value σ 0 /σ SIS = 1.010 ± 0.017, with a relatively small scatter of ∼ 0.06. Similarly, van de Ven et al. (2003) examined this ratio for a range of anisotropy parameters and found that 0.96 < σ 0 /σ SIS < 1.08. The conclusion from such studies is that on average the approximation σ v = σ SIS ≈ σ 0 works surprisingly well, due perhaps to some as yet unknown mechanism that couples stellar and dark mass, sometimes referred to as a bulge-halo 'conspiracy'. A possible resolution of this parity may be that since the NFW (Navarro et al. 1997 ) and observed stellar mass profiles are nearly isothermal, the more concentrated mass profiles for the baryon component than for dark matter may simply be a consequence of dissipative star formation. The observation of σ 0 /σ SIS ∼ 1 may therefore not be so mysterious. Nonetheless, significant departures from this are seen in individual cases, so one cannot ignore the scatter in any discussion concerning the propagated measurement error for D obs .
In this paper, we will follow Cao et al. (2012) , and put
with
We will keep f SIS as a free parameter to be optimized in the fits, since it mimics at least several effects that apparently give rise to the observed scatter in the individually measured ratio σ 0 /σ SIS for each system. These include: (1) systematic errors in the rms deviation of σ SIS from σ 0 ; (2) an rms error associated with the assumption that the SIS model allows the translation from observed image separation to θ E ; and (3) a softened isothermal sphere potential, which tends to decrease the typical image separations (Narayan & Bartelmann 1996) . In the analysis we describe below, we will adopt a dispersion σ f = 0.06 f SIS , based on the rms scatter of ∼ 6% found from the work of Treu et al. (2006) and van de Ven et al. (2003) . Note, however, that σ f may be as big as ∼ 0.2 according to Cao et al. (2012) , though one might have expected such a large value to have emerged directly from the aforementioned survey by Treu et al. (2006) .
The overall uncertainty associated with D obs (calculated from equation 7) is estimated through the propagation equation involving errors in θ E , σ 0 , and f SIS . According to Grillo et al. (2008) , the error in measuring the Einstein radius θ E is ∼ 5%, so we will assume a dispersion σ θ E = 0.05 θ E for this quantity. In principle, any optimization of the model parameters (and f SIS ) carried out while fitting the data should also include the dispersion σ z in the measured redshifts z l and z s (since the theoretical values D A (z l , z s ) and D A (0, z s ) directly depend on these). However, a careful analysis of SDSS quasar spectra shows that
over a broad range of redshifts (Hewett & Wild 2010 ). This error is so small compared to the other three uncertainties that we will ignore it. So in total, we will calculate the dispersion σ D in D obs using the expression
Note that since the uncertainty in σ 0 also appears to be ∼ 5% (Grillo et al. 2008 (5) shows that the measurements most at risk for this type of outcome involve lenses much closer to the observer than the source. As we shall see below, several of the sources in our complete sample have D obs > 1.0. Though unrealistic, such values are consistent with the quoted error, so we will include them in our analysis. But to demonstrate their negative impact on the optimization of the model fits, we will also carry out the analysis for a reduced sample omitting these sources. As the measurements become more precise, and the sample of strong lensing sources grows, it may be possible to avoid systems with D obs > 1.0 altogether.
From a theoretical standpoint, one must assume a cosmological model in order to calculate the angular diameter distances D A (z l , z s ) and D A (0, z s ), once the redshifts z l and z s for a particular lensing system are known. In ΛCDM, this distance depends on several parameters, including H 0 and the mass fractions Ω m ≡ ρ m /ρ c , Ω r ≡ ρ r /ρ c , and
in terms of the current matter (ρ m ), radiation (ρ r ), and dark energy (ρ de ) densities, and the critical density ρ c ≡ 3c 2 H is given by the expression
where p de = w de ρ de is the dark-energy equation of state. As noted earlier, H 0 cancels out
(0, z s ) to form the ratio D ΛCDM , so the essential remaining parameters in flat ΛCDM are Ω m and w de . If we further assume that dark energy is a cosmological constant with w de = −1, then only the parameter Ω m is available to fit the data.
In the R h = ct Universe (Melia 2007; Melia & Shevchuk 2012) , the angular diameter distance depends only on H 0 , but since here too the Hubble constant cancels out in the ratio D R h =ct , there are actually no free parameters left for fitting the gravitational lensing data. In this cosmology,
Strong Gravitational Lensing Systems
Our sample is drawn from a compilation of 69 strong lensing systems (listed in Table I) , with good spectroscopic measurements of the central velocity dispersion, using the SLACS (Sloan Lens ACS) Survey (first introduced by Bolton et al. 2006; Treu et al. 2006; , and the LSD (Lenses Structure and Dynamics) Survey (see, e.g., Bolton et al. 2008; Newton et al. 2011) . Some original contributions to these data sets may be found in Young et al. (1980) , Huchra et al. (1985) , Lehár et al. (1993) , Fassnacht et al. (1996) , Tonry et al. (1998) , , 2003 , and Treu and Koopmans (2004) . The velocity dispersion σ 0 and its uncertainty (with the aforementioned average value of ∼ 5%) were obtained from the Sloan Digital Sky Survey Database. The SLACS and LENS surveys complement each other rather well, with the former comprised primarily of lens galaxies at redshift up to ∼ 0.3, while the latter includes systems beyond z ∼ 0.5.
It has already been noted before (see, e.g., Biesiada et al. 2010 Biesiada et al. , 2011 Cao et al. 2012) that some of these lenses produce 2 images, while others produce 4. Both 2-image and 4-image lens systems are usually affected by external shear. This effect degenerates with the ellipticity of the SIE component, which introduces some uncertainty in estimating the Einstein radius of a given lens. For 2-image systems this can be more problematic due to a lack of observational constraints. On the other hand, 4-image systems are better constrained observationally, so both their ellipticity and external shear may be determined for a more accurate measurement of the Einstein radius. To gauge whether there are any systematic effects associated with one category or the other, we will here track the results using both sets of lens system.
There is an additional drawback to the measurement of D with strong gravitational lenses that we must carefully consider here. By its very definition, D is confined to a very compact range of values (0, 1), regardless of the lens (z l ) and quasar (z s ) redshifts. In addition, there is no monotonic progression from low to high values of D as the sequence of gravitational lenses approaches or recedes from us, since the sources may lie anywhere beyond them. Fortunately, D does not depend on H 0 , so a comparison between theoretical values of this ratio and D obs is not inhibited by any uncertainty in the expansion rate itself. However, the tight range in D and its lack of correlation with z make it difficult to optimize parameters such as Ω m , which produce only slight changes in D ΛCDM even when they increase by a factor of 2 or more. In this paper, we will therefore compare how well R h = ct fits the data with several specific variations of ΛCDM, though always assuming a flat spatial curvature and a cosmological constant with w de = −1. The most prominent Table 1 . Strong Gravitational Lensing Systems (1) Treu & Kooopmans (2002) ; (2) As we have already noted, the power to optimize model parameters, such as Ω m in a multi-parameter context, is very limited (Biesiada et al. 2010; Cao et al. 2012 ). This will become quite apparent in our discussion below, where we compare the quality of the fit for several variations of ΛCDM. For each model we consider here, we will therefore optimize the fit using only f SIS as a free parameter, which we do by minimizing the χ 2 function
where the index i runs over all lens systems in the sample, 'th' stands for either ΛCDM or R h = ct, and σ 2 D,i is the variance of D obs,i calculated from equation (9).
Discussion
We have used the data shown in Table 1 The optimized value of f SIS is 1.004, and the reduced χ 2 for this fit is 1.24, with 34 − 1 = 33 degrees of freedom.
of the results is provided in Tables 2 and 3 for the whole sample (of 69 sources), and in Tables 4 and 5 for a reduced sample with D obs < 1 only (63 systems). We note, first of all, that the optimized value of f SIS is very close to 1 in every case, in complete agreement with earlier findings, e.g., by Treu et al. (2006), and van de Ven et al. (2003) . As such, we do not find any possible dependence of the so-called bulge-halo 'conspiracy' on the assumed cosmological model.
We have compared the model fits using both the full sample of 69 entries in Table 1 and, separately, using only the sub-sample of 34 2-image systems. The quality of the fit, for every model we considered, is actually somewhat better for the former. This may simply be a reflection of the fact that, though technically an isothermal sphere should produce only 2 images, the other possible effects described in § 2 could be significant enough to result in a considerable scatter about the average value f SIS ∼ 1 for individual systems, that dwarfs all the other possible sources of error in calculating D obs . Indeed, Cao et al. (2012) have argued that σ f could be as large as ∼ 20%, and even though such a large scatter was not seen by Treu et al. (2006) and van de Ven et al. (2003) , they nonetheless did report an rms deviation of at least 6 − 7%.
Given the universal result f SIS ∼ 1, the entries in column 6 of Table 1 show how well the 4 models considered here fit the complete sample of 69 lens systems in Table 1 (for all values of D obs ), whereas the latter two give the corresponding results for the reduced sample with D obs < 1. Based on the general trends emerging from these numbers, it is safe to draw the following conclusions: (1) Even though the power of D to discriminate between different values of Ω m in ΛCDM is quite limited, this analysis indicates that values larger than Ω m = 0.27 probably don't work as well as those below it, though the differences in χ 2 dof are still too small to draw any firm conclusions. And (2), the R h = ct fits the strong gravitational lens data at least as well as ΛCDM. Still, the differences between R h = ct and ΛCDM are small enough that one cannot choose one model over the other based solely on this analysis, using the current sample of strong gravitational lens systems. The other tests we have completed thus far, using, e.g., cosmic chronometers (Melia & Maier 2013) , high-z quasars (Melia 2013) , and gamma ray bursts (Wei et al. 2013) , have all resulted in a clear preference for R h = ct over ΛCDM using statistical model selection tools. The analysis of the strong gravitational lensing data does not result in a comparable outcome yet, though it too does not provide any evidence that the standard model is a better fit to these observations than R h = ct.
Monte Carlo Simulations with a Mock Sample
In order to provide a detailed quantitative assessment of what kind of strong lensing data are necessary to really distinguish the R h = ct Universe from the standard ΛCDM model, we will here produce mock samples of strong gravitational lenses based on the current measurement accuracy. Several information criteria commonly used to differentiate between different cosmological models (see, e.g., Melia & Maier 2013 , and references cited therein) include the Akaike Information Criterion, AIC = χ 2 + 2n, where n is the number of free parameters (Liddle 2007) , the Kullback Information Criterion, KIC = χ 2 + 3n (Cavanaugh 2004) , and the Bayes Information Criterion, BIC = χ 2 + (ln N)n, where N is the number of data points (Schwarz 1978) . In the case of AIC, with AIC α characterizing model M α , the unnormalized confidence that this model is true is the Akaike weight
of being the correct choice in this one-on-one comparison. Thus, the difference ∆AIC ≡ AIC 2 − AIC 1 determines the extent to which M 1 is favoured over M 2 . For Kullback and Bayes, the likelihoods are defined analogously. In using the model selection tools, the outcome ∆ ≡ AIC 1 − AIC 2 (and analogously for KIC and BIC) is judged 'positive' in the range ∆ = 2 − 6, 'strong' for ∆ = 6 − 10, and 'very strong' for ∆ > 10. In this section, we will estimate the sample size required to significantly strengthen the evidence in favour of R h = ct or ΛCDM, by conservatively seeking an outcome even beyond ∆ ≃ 11.62, i.e.,
we will see what is required to produce a likelihood ∼ 99.7% versus ∼ 0.3%, corresponding to a 3σ confidence level.
We will consider two cases: one in which the background cosmology is assumed to be ΛCDM, and a second in which it is R h = ct, and we will attempt to estimate the number of strong gravitational lenses required in each case in order to rule out the alternative (incorrect) model at a ∼ 99.7% confidence level. The synthetic strong gravitational lenses are each characterized by a set of parameters denoted as (z l , z s , σ SIS , θ E ). We generate the synthetic sample using the following procedure:
1. The simulations are carried out based on the current lens measurements. We assign the lens redshift z l uniformly between 0.1 and 1.1, the source redshift z s uniformly between 1.5 and 3.5, and the velocity dispersion σ SIS uniformly between 100 and 300 km s 2. With the mock z l , z s and σ SIS , we first infer θ E from Equation (7) corresponding either to the R h = ct Universe ( § 5.1) or a flat ΛCDM cosmology with Ω m = 0.27 ( § 5.2). We then assign a deviation (∆θ E ) to the θ E value, i.e., we infer θ ′ E from a normal distribution whose center value is θ E , with a dispersion σ = 0.12 θ E . The typical value of σ is taken from the current (observed) sample, which yields a mean and median deviation of σ = 0.15 θ E and σ = 0.11 θ E , respectively. We constrain the mock sample to easily detectable systems, so we include in the simulations only lenses with θ ′ E larger than 0.1 arcsec.
3. Assign observational errors to σ SIS and θ ′ E . Since both the observed errors σ σ SIS and σ θ E are about 5% of σ SIS and θ ′ E , we will assign the dispersions σ σ SIS = 0.05 σ SIS and σ θ E = 0.05 θ ′ E to the synthetic sample.
This sequence of steps is repeated for each lens system in the sample, which is enlarged until the likelihood criterion discussed above is reached. As with the real 60-lens sample, we optimize the model fits by minimizing the χ 2 function in Equation (12).
Assuming R h = ct as the Background Cosmology
We have found that a sample of at least 300 strong gravitational lenses is required in order to rule out ΛCDM at the ∼ 99.7% confidence level, if the background cosmology is in In Figure 4 , we show how the "observed" values of D compare with those predicted in the R h = ct universe. Note that there are no free parameters in R h = ct. With 300 degrees of freedom, the reduced χ 2 is χ 2 dof = 394.01/300 = 1.31.
Since the number N of data points in the sample is now much greater than one, the most appropriate information criterion to use is the BIC. The logarithmic penalty in this model selection tool strongly suppresses overfitting if N is large (the situation we have here, which is deep in the asymptotic regime). With N = 300, our analysis of the simulated sample shows that the BIC would favour the R h = ct Universe over ΛCDM by the aforementioned likelihood of 99.7% versus only 0.3% (i.e., the prescribed 3σ confidence limit).
Assuming ΛCDM as the Background Cosmology
In this case, we assume that the background cosmology is ΛCDM, and seek the minimum sample size to rule out R h = ct at the 3σ confidence level. We have found that a minimum of 200 strong gravitational lenses are required to achieve this goal. To allow for the greatest flexibility in the ΛCDM fit, here too we relax the assumption of flatness and allow Ω de to be a free parameter along with Ω m . The left-hand panel of Figure 5 demonstrates 
Conclusions
The use of individual gravitational lenses to measure cosmological parameters has been with us for over a decade now (see, e.g., Treu et al. 2006; Grillo et al. 2008; Biesiada et al. 2010; and Biesiada et al. 2011 ) and the results, though less precise than those from other kinds of data, have nonetheless been consistent with the basic ΛCDM cosmology. Our principal goal in this paper has been to carry out a comparative analysis of the available galaxy lens data using both ΛCDM and the R h = ct Universe, which may be thought of as ΛCDM with the additional constraint p = −ρ/3 on its total equation of state. This analysis has been motivated by other kinds of study showing that model selection tools tend to favor R h = ct over the standard model.
Insofar as the strong gravitational lenses are concerned, both R h = ct and ΛCDM fit the data quite well. We have not found an inconsistency between these results and those of previous studies using a variety of observations at low and high redshifts. We may already be able to rule out values of Ω m much greater than the concordance value of 0.27, but apparently not smaller than this. Where things stand now is that gravitational lens data do not provide conclusive evidence in favor of either model.
As much as we have learned about these lens systems, several sources of uncertainty remain, including the need to properly model the mass distribution within the lens and to better understand the source of the so-called bulge-halo conspiracy. These errors appear to be more debilitating for lens systems with large values of z s /z l , so a priority for future work ought to be the search for lens systems with small distances between the lens and the source compared with distances between the lens and observer. We have found that systems with correspondingly small values of D obs provide significantly greater precision in the measurement of cosmological parameters than those with values approaching 1 (see Figures 1 and 2 ).
Given the limitations of the current sample, we have also investigated how big the catalog of measured lensing galaxies has to be in order for us to rule out one (or more) of these models. We have considered two synthetic samples with characteristics similar to those of the current observed lens systems, one based on a ΛCDM background cosmology, the other on R h = ct. From the analysis of these simulated lenses, we have estimated that a sample of about 200 systems would be needed to rule out R h = ct at a ∼ 99.7% confidence level if the real cosmology were in fact ΛCDM, while a sample of at least 300 systems would be needed to similarly rule out ΛCDM if the background cosmology were instead R h = ct.
The difference in required sample size results from ΛCDM's greater flexibility in fitting the data, since it has a larger number of free parameters.
Looking to the future, a convincing demonstration that R h = ct is the correct cosmology would provide sweeping new capabilities for carrying out structural and evolutionary studies of lensing galaxies, for the very simple reason that D in this cosmology is completely independent of any model parameters, such as H 0 and Ω m . The quantity D th in this spacetime depends solely on the observed values of z l and z s which, as we have noted in this paper, are measured with much higher precision than any of the other lens-dependent parameters. Imagine, therefore, the probative power of such measurements on a determination of individual f SIS 's or, even better, on providing the capability to probe the mass structure within these galaxies.
As of now, early-type galaxies appear to be well approximated by singular isothermal ellipsoids. But this mass-density profile differs significantly from cosmologically motivated ones (see, e.g., Navarro et al. 1997; Moore et al. 1998) , and also appears to require fine-tuning between the distributions of baryonic and dark matter. This awkward situation begs the question of how these structures formed in the first place. The use of gravitational lensing within the R h = ct framework may finally break this deadlock and explain the origin of the bulge-halo conspiracy.
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