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This paper presents a new method for exact evaluation of a limit surface generated by
stationary interpolatory subdivision schemes and its associated tangent vectors at arbitrary
rational points. The algorithm is designed on the basis of the parametric m-ary expansion
and construction of the associated matrix sequence. The evaluation stencil of the control
points on the initial mesh is obtained, through computation, by multiplying the finite
matrices in a sequence corresponding to the expansion sequence and eigendecomposition
of the contractive matrix related to the period of rational numbers. The method proposed
in this paper works for other non-polynomial subdivision schemes as well.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The recursive subdivision scheme produces a visually pleasing smooth surface in the limit by repeating refinement
through a fixed set of rules on a user-specified control mesh. In general, it is difficult to evaluate an arbitrary point on
the limit subdivision surface. But in many applications such as fitting, reparameterization and resampling, it is necessary to
evaluate points on the subdivision surfaces at an arbitrary domain location.
The study on evaluation of subdivision surfaces begins with J. Stam’s work which focused on the analytic expressions
for Catmull–Clark and Loop subdivision surfaces [1,2]. Both of the above subdivision schemes are approximating, and
are derived from the bi-cubic B-spline and three-direction quartic box-spline respectively. Afterwards some researchers
did more work on the evaluation of the subdivision surfaces generated by approximating schemes [3–5] with the aid of
eigenbasis functions, spline theory, using special techniques around extraordinary points (EOP) etc.
The interpolatory subdivision scheme is widely used due to its property of preserving old vertices on the initial mesh.
1–4 (binary) and 1–9 (ternary) splitting schemes are two kinds of classical schemes. The butterfly scheme for triangular
meshes [6,7] and Kobbelt’s interpolatory scheme for quadrangular meshes [8,9] are motivated by a four-point binary
interpolatory subdivision scheme [10]. The ternary interpolatory subdivision scheme for triangular meshes [11] and the
ternary subdivision scheme for quadrangular meshes [12] are derived from an interpolatory subdivision for curves [13].
Unlike for approximating schemes, the geometry of the limit surface obtained via interpolatory subdivision schemes does
not have a closed-form analytic expression even for a regular mesh, so it is very difficult to evaluate limit surfaces generated
by the interpolatory schemes.
Warren et al. [14,15] proposed an evaluation method through computation via a linear system derived from the scaling
relations corresponding to the subdivision scheme. But this approach is associated with a linear system of size 2Np − 1
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(2N + 1 is the support width of the refinement equation, and p represents the denominator of the rational number). With p
increasing, the solution would be more difficult to obtain. And the parameterization of surfaces with extraordinary vertices
is complicated, so it is necessary to manually enumerate the equations for the scaling relationship that have to be solved. Su
et al. [16] presented two algorithms for the evaluation of quad-mesh interpolatory subdivision surfaces based on parametric
m-ary decomposition and construction of matrix sequences; however both of the algorithms are suitable for them-ary case
only, and thus the points at arbitrary rational numbers cannot be evaluated exactly.
In this paper, we will give an efficient method for evaluating the stationary interpolatory subdivision schemes at rational
points exactly, and generalize the method in order to evaluate other stationary non-polynomial subdivision schemes.
The evaluation of the surfaces with extraordinary vertices is simple. As opposed to Schaefer’s method given in [15], the
algorithms proposed in this paper obtain the basis of a rational number q/p with an arbitrary p easily, e.g. p = 1000. And
around the EOP, complicated manual enumeration of the equations for the scaling relationship given in [15] is avoided as
well.
In Section 2, we present the preliminary knowledge on the interpolatory subdivision schemes. Section 3 describes
algorithms for evaluating the interpolatory subdivision schemes at rational numbers, in the curve case, for tangent stencils
and for the quad-mesh case. We show how to evaluate rational points for approximating schemes by exemplifying the
scheme proposed by Schaefer [15] in Section 4. In Section 5 the method for evaluation of rational points near the EOP is
given.
2. Preliminaries
2.1. Subdivision methods
Subdivision surfaces are defined by iteratively refining an initial mesh M0 such that the sequence of increasingly
faceted meshes M1,M2, . . . converge to some limit surface M∞. Each subdivision scheme S is associated with a mask
a = {aα ∈ R : α ∈ Z s}, where s = 1 in the curve case and s = 2 in the surface case. The (stationary) subdivision
scheme is a process which recursively defines a sequence of vertices Pk = {pki : i ∈ Z s} by a rule of the following form, with
a mask a:
pk+1α =
−
β∈Zs
aα−Mβpkβ , k ∈ {0, 1, 2, . . .}, (2.1)
where M is an s × s integer matrix such that limn→∞M−n = 0. The matrix M is called a dilation matrix. For the sake of
simplicity, we consider symmetric stationary interpolatory schemes [17] first:
Interpolatory: a0 = 1, aMβ = 0, if β ≠ 0.
Symmetric: ai = a−i. The width of the support is 2N + 1, such that β ∈ {−N,N}, where N ∈ Z s.M = mI,m ∈ Z+.
We take the ternary subdivision schemes as an example. For the univariate case, with a dilation matrix M = m = 3,
Hassan et al. [13] have proposed the four-point scheme
pk+1i =
−
j∈Z
ai−3jpkj , i ∈ {0, 1, 2} (2.2)
with the rules
pk+13i = pki ,
pk+13i+1 =
1−
j=−2
a1+3jpki−j,
pk+13i+2 =
1−
j=−2
a2+3jpki−j.
And the mask of the ternary subdivision scheme is {ak}5−5 = {α3, α0, 0, α2, α1, 1, α1, α2, 0, α0, α3}5−5, where
α0 = −µ/6− 1/18,
α1 = µ/2+ 13/18,
α2 = −µ/2+ 7/18,
α3 = µ/6− 1/18.
Hassan et al. [13] showed that the scheme is C2 for 115 < µ <
1
9 .
For the regular quad-mesh, Li and Ma [12] have proposed a subdivision scheme with a dilation matrixM = 3I , s = 2:
pk+1i =
−
j∈Z2
ai−3jpkj , (2.3)
where i ∈ {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0), (2, 1), (2, 2)}, with the mask {aij} = {ai · aj}. Li and Ma [12]
showed that the scheme is C2 for 115 < µ <
1
9 in the regular case. Fig. 1 illustrates the refinement process and control points
associated with a given face F . Black points denote new face vertices, and gray points show new edge vertices.
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Fig. 1. Surface patches associated with F , with its control vertices for the LI scheme [12]. The method of ordering of the control vertices is shown.
2.2. The scaling relationship
The symmetric stationary subdivision scheme S with a mask a satisfies the following refinement equation:
φS(t) =
N−
−N
ajφS(Mt − j), (2.4)
where N, j ∈ Z s, t ∈ Rs.
The limit basis function φ associated with S can be obtained by refining the following vector with the mask a:
. . . , (−N, 0), . . . , (−1, 0), (0, 1), (1, 0), . . . , (N, 0), . . . .
Firstly, we consider the univariate case. For a 2K -pointm-ary subdivision scheme S, which satisfies refinement equation
(2.4) with s = 1, define
L := 4K − 2. (2.5)
For subdivision scheme S, construct refinement matrices {Tk ∈ RL×L}:
(Tk)ij = ami−j+k+2K(1−m), k = 0, 1, . . . ,m− 1. (2.6)
We define the initial vector in the case of s = 1:
Φ(t) = (φ(t − L/2), . . . , φ(t), . . . , φ(L/2− 1+ t))T ,
Φ(0) = (φ(−L/2), . . . , φ(0), . . . , φ(L/2− 1))T . (2.7)
Then for an arbitrary t , we can get the following conclusion from the refinement equation (2.4):
Φ

t + k
m

= TkΦ(t), (2.8)
where t = 0, 1, . . . ,m− 1, and the matrix Tk is defined by Eq. (2.6).
For arbitrary rational parameter t ∈ [0, 1), we decompose it in them-ary system as follows:
t =
n−
i=1
dim−i, n ∈ Z (2.9)
and the sequences {di}ni=1 can be obtained, where di ∈ {0, 1, . . . ,m− 1}.
By defining the operator σ as
σ t = t − d1m−1 =
n−
j=2
dim−i, n ∈ Z (2.10)
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we have
Φ(t) = Td1Φ(σ t). (2.11)
Using Eqs. (2.9)–(2.11) recursively, we obtain
Φ(t) =
n∏
i=1
TdiΦ(0), n ∈ Z . (2.12)
In particular, for anm-ary number t = 0.d1d2 . . . dk,Φ(t) =∏ki=1 TkiΦ(0) is obtained exactly. Without loss of generality
it can be assumed that dk is the last digit. If t = 0.d1 . . . dk(dk+1 . . . dk+l) is a rational number with the period (dk+1 . . . dk+l),
then formula (2.12) can be rewritten as Φ(t) = Td1 · · · TdkΦ˜ , where Φ˜ is a fixed point of the operator Tdk+1 · · · Tdk+l (as a
contraction operator it has a unique fixed point). Thus, at rational points the values of f (t) are computed using finite products
of operators.
2.3. Tangent vectors
Like for the exact evaluation of the subdivision surface (or curve) locations, we consider a method for evaluating the
tangent vectors of the subdivision surfaces exactly. The subdivision scheme S with a mask a satisfies Eq. (2.4). And the
derivative of these basis functions satisfies a scaling relationship of the form
φ′S(t) =
N−
−N
mαjφ′S(mt − j), (2.13)
where N, j ∈ Z s, t ∈ Rs.
As opposed to using Formula (2.6), construct the matrices Tˆk in the form
(Tˆk)ij = m ∗ ami−j+k+2K(1−m), (2.14)
where k = 0, 1, . . . ,m− 1, and construct the initial vectors as
Φ ′(t) = (φ′(t − L/2), . . . , φ′(t), . . . , φ′(L/2− 1+ t))T ,
Φ ′(0) = (φ′(−L/2), . . . , φ′(0), . . . , φ′(L/2− 1))T . (2.15)
Using an idea similar to the above subsection, we obtain
Φ ′(t) =
n∏
i=1
TˆdiΦ
′(0), n ∈ Z . (2.16)
FromΦ ′(0) = Tˆ0Φ ′(0),Φ ′(0) equals the right eigenvector corresponding to 1 of Tˆ0. Adding the normalization constraint
N−
i=−N+1
iφ′(−i) = 1,
we have the normalized φ′(0). For the four-point subdivision scheme [10], the initial vector has the form
Φ ′(0) =

0,− 1
12
,
2
3
, 0,−2
3
,
1
12

, (2.17)
and for four-point ternary subdivision scheme [13], the initial vector is
Φ ′(0) =

0,− 1
16
,
5
8
, 0,−5
8
,
1
16

. (2.18)
3. Evaluation algorithms for interpolatory schemes
Now we describe the evaluation problem precisely. Given a face F on the control quad-mesh and a point in the face F
with rational parameters (t1, t2), where t1, t2 ∈ [0, 1), find the exact value of the subdivision surface f (t1, t2) at this point
corresponding to the subdivision scheme S.
The limit surface generated by S can be written in terms of the basic limit function as [3]
S∞P0(t) =
−
j
p0j φS(t − j), (3.1)
where t = (t1, t2)T , j ∈ Z2, and P0 = {p0j } is the initial control point.
By the finite support of S and its symmetric property, we can get the limit surface corresponding to the face F :
S∞P¯0(t) =
L/2−
−L/2+1
L/2−
−L/2+1
p¯0j φS(t − j), (3.2)
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Fig. 2. The location of f (1/2) for the four-point ternary scheme [13] equals P12i+1 for the four-point scheme [10]. The gray point is generated by the
four-point scheme, black ones are generated by the four-point ternary scheme, and white ones are the initial control points.
where P¯0 = {p0j , j ∈ [−L/2+ 1, L/2]2} is the control point vector corresponding to F , and L is defined by (2.5). The function
values φS(t − j), j ∈ [−L/2+ 1, L/2]2 can be obtained from Eq. (2.12).
3.1. Evaluation of the univariate interpolatory subdivision
Firstly, we give the algorithm for exact evaluation of interpolatory subdivision curves at rational parameter values.
Algorithm I. Evaluation stencils of interpolatory univariate subdivision
Step 1. For the subdivision scheme S satisfying Eq. (2.4) with a mask a = {aα ∈ R : α ∈ Z}, construct m subdivision
matrices Tk, k = 0, 1, . . . ,m− 1, by using the formula (2.6).
Step 2. For rational parameter t ∈ [0, 1), t = q/p, decompose it in the m-ary system by using Eq. (2.9), and get
t = 0.d1 . . . dk(dk+1 . . . dk+l)m, where (dk+1 . . . dk+l) is the period of the rational number t in the m-ary system,
and l represents the length of the period.
Step 3. The matrix T is constructed as T = Tdk+1 . . . Tdk+l , and eigendecomposed as T = Q−1ΛQ , where the matrix Λ is
diagonal and the dominant eigenvalue ofΛ equals 1 and the others’ modules are less than 1.
Step 4. Define the vectors A, A˜ as the dominant right and left eigenvector of T respectively, e.g. if Λ1,1 = 1, then
(Ai)M×1 = (Q−1)i1, (A˜i)1×M = (Q )1i = c(1 1 1 . . . 1), i = 1, 2, . . . ,M , where c is a nonzero constant. Let
B = cTd1 . . . TdkA = (φs(t −M/2), . . . , φs(t), . . . , φs(t +M/2− 1))T .
Step 5. Define the coefficient vector C by (C1×M)i = (B)M+1−i, i = 1, 2, . . . ,M , where C is just the evaluation stencil of
the control point vector P¯0 = p0i+jM/2j=−M/2+1.
Step 6. The location of f (t) associated with edge (p0i , p
0
i+1) in the limit curve via scheme S is obtained: f (t) = CP¯0.
Remark 1. If t is an m-ary number, i.e., t = 0.d1d2 . . . dk, k > ∞, then in Step 3, we construct T = ∏ki=1 Tdi and B equals
column (M/2+ 1) of T . The algorithm goes to Step 5 directly.
Remark 2. The period of some rational numbers is too long in the m-ary system—e.g. expansion of 1/991 in the binary
system. We denote the expansion of t by t = 0.d1 . . . dk(dk+1 . . . dk+l1 . . . dk+l), where (dk+1 . . . dk+l1 . . . dk+l) is the period
of t , and l1 < l. We take t
.= 0.d1 . . . dkdk+1 . . . dk+l1 , and then in Step 3, we construct T =
∏k+l1
i=1 Tdi and B equals column
M/2+ 1 of T . The evaluation algorithm goes to Step 5 directly, just like in Remark 1.
Remark 3. In Step 3 some matrices cannot be diagonalized. In this case, however, Jordan decomposition can be used.
To exemplify Algorithm I, we compute the location of t = 1/2 for the ternary subdivision scheme [13]. Three matrices
T0, T1, T2 are constructed as follows:
(Tk)ij = a3i−j+k−8, k = 0, 1, 2.
The parameter t = 1/2 is decomposed in the ternary system as 0.(1)3; we get C = 116 (0 −1 9 9 −1 0)T , and f (1/2) = CP¯0.
An amazing phenomenon is that the location of f (1/2) for the ternary scheme [13] is just the middle point inserted in the
first refinement stage for the four-point scheme [10]; see Fig. 2. Fig. 3 shows a plot of the basis function values for the
four-point subdivision scheme [10] with p = 201 and the four-point ternary scheme [13] with p = 320.
3.2. Evaluation of tangent stencils
We present the exact evaluation algorithm for tangents of the limit interpolatory subdivision curves using a similar idea.
Algorithm II. Tangent stencils of interpolatory univariate subdivision
Step 1. For the subdivision scheme S satisfying Eq. (2.4)with amask a = {aα ∈ R : α ∈ Z}, we constructm squarematrices
Tˆk, k = 0, 1, . . . ,m− 1, using the formula (2.14), and compute the normalizedΦ ′(0).
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Fig. 3. Plot of the derivative (left, blue) and the basis function (left, black) corresponding to the four-point scheme [10] with p = 201 and the ternary
case [13] with p = 320 (right), where p represents the denominator of the rational number. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
Step 2. For a rational number t ∈ [0, 1), t = q/p, we decompose it in the m-ary system by using Eq. (2.9), and get
t = 0.d1 . . . dk(dk+1 . . . dk+l)m, where (dk+1 . . . dk+l) is the period of the rational number t in the m-ary system,
and l represents the length of the period.
Step 3. The matrix Tˆ is constructed as Tˆ = Tˆdk+1 . . . Tˆdk+l , and spectrally decomposed as Tˆ = Q−1ΛQ , where the matrixΛ
is diagonal and the subdominant eigenvalue ofΛ equals 1.
Step 4. Define the vectors A, A˜ as the subdominant right and left eigenvector of Tˆ respectively, and define B =
Tˆd1 . . . TˆdkAA˜Φ
′(0).
Step 5. Define the coefficient vector Cˆ by (Cˆ1×M)i = (B)M+1−i, i = 1, 2, . . . ,M , where Cˆ is just the tangent stencil of the
control points P¯0 = p0i+jM/2j=−M/2+1.
To illustrate this algorithm, we will compute the tangent stencil of a four-point scheme [10] at the parameter value 15 .
The subdivision mask is {a}3−3 = 116 {−1, 0, 9, 16, 9, 0,−1}3−3. Construct two matrices Tˆ0, Tˆ1 by using the formula
Tˆk = (Tˆij)6×6, Tˆij = 2 ∗ a2i−j+k−4, k = 0, 1. (3.3)
The parameter t = 1/5 is decomposed as 15 = 0.(0011)2, where (0011)2 represents the period in the binary system.
By Algorithm II, T = Tˆ0Tˆ0Tˆ1Tˆ1, so the tangent stencil of t = 1/5 is
C =

φ′s
[
11
5
]
, φ′s
[
6
5
]
, φ′s
[
1
5
]
, φ′s
[−4
5
]
, φ′s
[−9
5
]
, φ′s
[−14
5
]
= 1
8100
(−64, −985, −7192, 9496, −1256, 1).
Fig. 3 shows a plot of φ′(t) for the four-point scheme [10] with p = 200 and the four-point ternary scheme [13] with
p = 320.
3.3. Evaluation of the quad-mesh interpolatory subdivision
In this paper, for the sake of simplicity, we will consider quad-mesh interpolatory subdivision schemes constructed on
the basis of the tensor product, such as the schemes proposed by Kobbelt [8] and Li and Ma [12], only. Other schemes such
as the butterfly one [6] will not be discussed in detail; however, with the same method, they can be evaluated as well.
On the basis of the limit function φS of a convergent univariate subdivision scheme S, the basic limit function of the
related tensor product scheme S × S can be constructed as
φS×S(t1, t2) = φS(t1)φS(t2). (3.4)
Then, the limit surface generated by S×S from the initial control points P0 is (S×S)∞P0(t1, t2) =∑ P0i,jφS(t1−i)φS(t2−j),
where (i, j) ∈ Z2.
Consequently, we give the evaluation algorithm for the quad-mesh case based on the tensor product. Firstly we can get
the {φS(t1 − i)}L/2−L/2+1 and {φS(t2 − j)}L/2−L/2+1; then obtain the {φS×S(t1 − i, t2 − j) : i, j ∈ [−L/2+ 1, L/2]} via Eq. (3.4).
The evaluation algorithm for the quad-mesh is given as follows.
Algorithm III. Evaluation of interpolatory quad-mesh subdivision:
Step 1. Given two rational parameters t1, t2, where t1, t2 ∈ [0, 1), we decompose them in the m-ary system via formula
(2.9), ti = 0.di1 . . . dik(dik+1 . . . dik+li)m, i = 1, 2, where (dik+1 . . . dik+li) represents the period of the rational number
ti in m-ary system, and get two weight vectors C1, C2 associated with t1, t2 from the algorithm curve case
respectively.
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Fig. 4. Subdivision masks for the non-polynomial scheme proposed by Schaefer in [15].
Step 2. Denote the evaluation stencil C by
C := ((C1TC2)1,1, (C1TC2)1,2, . . . , (C1TC2)2,1, . . . , (C1TC2)L,L). (3.5)
Step 3. The location of (t1, t2) in the limit surface corresponding to S × S can be obtained:
f (t1, t2) = CP¯0,
where P¯0 is defined as
P¯0 = (p0L1,L1 , p0L1,L1+1, . . . , p0L2,L2)T , (3.6)
where L1 = −L/2+1 and L2 = L/2. For the case of ternary quad-mesh subdivision schemes (Li andMa [12]), Fig. 1
illustrates the details of control points P¯0 corresponding to face F .
In the regular case, tangent stencils for subdivision surfaces via the tensor product quad-mesh scheme are treated in a
similar manner to curves. We compute the derivatives in a specific parametric direction by combining Algorithms I, II and
III. Firstly, in Step 1 of Algorithm III, we obtain the evaluation stencils C1, C2 and tangent stencilsC1,C2 corresponding to
t1, t2 respectively, by using Algorithms I and II. Thus the tangent stencil for limit surfaces has the form
C := (C1TC2)1,1, (C1TC2)1,2, . . . , (C1TC2)2,1, . . . , (C1TC2)L,L
(C1TC2)1,1, (C1TC2)1,2, . . . , (C1TC2)2,1, . . . , (C1TC2)L,L

. (3.7)
4. The evaluation algorithm for approximating schemes
In this section, we consider the algorithm for evaluation of the non-polynomial approximating schemes.
For the symmetric primal scheme with mask a = {ai}i∈Z , we construct a suitable matrix sequence, the same as the
interpolatory subdivision scheme, and the evaluation algorithm is the same as the interpolatory one for them-ary number
with nonzero period. However for them-ary number,we take (0) as the period in Step 2 ofAlgorithm—interpolatory univariate
case, while the interpolatory algorithm follows the method described in Remark 1.
To illustrate the algorithm for the approximating subdivision, we use the same non-polynomial, approximating
subdivision scheme as was proposed by Schaefer and Warren [15]. The scheme (see Fig. 4) is the tensor product of a non-
polynomial curve scheme with the rules
pk+12i =
1
6

pki−1 + 4pki + pki+1

,
pk+12i+1 =
1
2

pki + pki+1

.
And the mask is a = 16 {1, 3, 4, 3, 1}2−2. We construct two matrices T0, T1 by using the formula
(Tk)ij = a2i−j+k−4, k = 0, 1. (4.1)
For non-binary rational numbers we use the same algorithm as in Section 3, while for binary ones, we take (0) as the
period. Fig. 5 shows both the basis function and the derivative values returned from our method for the cubic B-spline
scheme and the Schaefer scheme [15] with p = 1023 respectively.
Remark 4. Using the matrices constructed from (4.1), the evaluation stencil C (the coefficients of two rings associated with
F , six vertices for the univariate case) will be larger than the control points (only one ring of F , four vertices for the univariate
case) corresponding to the Schaefer case [15]. So we denote the regular evaluation stencil C and tangent stencilC for the
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Fig. 5. Plot of the derivative (left, blue) and the basis function (left, black) corresponding to the Schaefer scheme [15] and the cubic B-spline subdivision
(right) with p = 1023 respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
Fig. 6. Surface patches associated with F , with its control vertices for the Schaefer scheme [15]. The method of ordering of the control vertices is shown.
Vertex (1, 1) is the extraordinary vertex of valence N = 5. The exact evaluation stencil is at t = ( 56 , 56 ) (with an implicit normalization of 5449680).
Schaefer scheme as follows:
C1i = C1i+1, C2i = C2i+1;C1i =C1i+1, C2i =C2i+1, i = 1, 2, 3, 4;
C := ((C1TC2)1,1, (C1TC2)1,2, . . . , (C1TC2)2,1, . . . , (C1TC2)4,4);
C := (C1TC2)1,1, (C1TC2)1,2, . . . , (C1TC2)2,1, . . . , (C1TC2)4,4
(C1
TC2)1,1, (C1TC2)1,2, . . . , (C1TC2)2,1, . . . , (C1TC2)4,4

(4.2)
where C1, C2,C1,C2 represent the vectors obtained from Step 1 of Algorithm III.
5. Extraordinary vertices
In this section, the irregular mesh will be considered. Like in Stam’s exact evaluationmethod [2], we will assume that we
have a surface whose extraordinary vertices are sufficiently separated (no other extraordinary vertices in the control points
P0 which contain an extraordinary vertex).
For the sake of simplicity, we consider the scheme proposed by Schaefer andWarren [15] as the example for illustrating
our method. Let P¯0 represent the vector of control points in the 2-neighborhood of an extraordinary vertex, and Ts be the
complete subdivision matrix acting on P¯0. Fig. 6 illustrates the ordering method for P¯0, and we define P¯0 as
P¯0 = (p0−1,−1, p0−1,0, . . . , p02,2N−6)T . (5.1)
The method of our evaluation algorithm around an extraordinary point is similar to that of the algorithm of [1–3]. The
following steps are illustrated in Fig. 7.
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Fig. 7. Computing the control mesh for a patch for evaluation of the Schaefer scheme [15]. Empty rectangle points denote control points on level (l+ 1).
Algorithm IV. Evaluation stencils for quad-mesh around EOP:
Step 1. For the subdivision scheme S, we construct the complete subdivision matrix TSN acting on P¯0; N represents the
valence of the EOP, s.t.
Pk+1 = TSNPk.
Step 2. Determine the pre-refinement layer number for rational parameters t1, t2 ∈ [0, 1). We decompose them in the
m-ary system by using the formula (2.9), and get ti = 0.(di1 . . . dili . . .)m, i = 1, 2. Here numbers li satisfy l1 = l2,
dik = m− 1 if k ≤ li, and there exists at least a dili+1 < m− 1. Let l = li be the pre-refinement number.
Step 3. Compute (TSN)lP¯0. The computation can be implemented in constant time [3], e.g. (TSN)l = RΛlR−1, where
Λl = diag(λl0, . . . , λlM).
Step 4. We need to subdivide one more time to obtain a regular control mesh.m2 − 1 matrices SN,i,j are constructed, s.t.
P¯ = SN,d1l+1,d2l+1P
l.
Fig. 7 illustrates the process of obtaining the control sub-mesh P¯ for the Schaefer scheme [15] from the initial mesh
P¯0.
Step 5. Set t˜i = σ l+2ti via the formula (2.9) and (2.10). Using the regular quad-mesh algorithm described in Section 3 and
Section 4, we obtain the evaluation stencil C from the formula (3.5) at (t˜1, t˜2) corresponding to P¯ .
Step 6. The location of (t1, t2) corresponding to control points P¯0 with one EOP is
f (t1, t2) = C(Sd1l+1,d2l+1)(TSN)
lP¯0.
We take the scheme proposed by Schaefer [15] as the example. Fourmatrices TS5, S5,0,0, S5,0,1, S5,1,0 are constructedwith
the valence of EOP N = 5. Fig. 6 shows the exact evaluation stencil for t = ( 56 , 56 ).
Remark 5. The numerical results show that the algorithm proposed in this paper and the method in [15] obtain identical
evaluation stencils.
Remark 6. For the interpolatory subdivision schemes, the algorithm for EOP needs a larger stencil (e.g. a 2-ring of a facet F
with an EOP for the Kobbelt [8] scheme). Fig. 7 shows the control points for the butterfly scheme [7] with an EOP (N = 5).
And in this case, Step 4 should be modified to subdivide two or three more times to obtain a regular control mesh P¯ .
To obtain the tangent stencil of control points with an EOP, we modify Algorithm IV. In Step 1 and Step 4, construct
matrices by usingTSN = m ∗ TSN , SN,i,j = m ∗ SN,i,j.
In Step 5, from Eq. (4.2),C is obtained. Thus the tangent stencil around an EOP with valence N isC(SN,d1l+1,d2l+1)(TSN)l.
For the triangular case, such as in the butterfly subdivision scheme [7] or the
√
3 scheme [18], using a similar idea, we
compute the exact stencil at arbitrary rational points. For example, (u, v, w) = ( 13 , 13 , 13 ), and the evaluation stencil C of
the control vertices with an EOP (N = 5) for the butterfly scheme is (0.59478, 0.30758, 0.30758, −0.063061, −0.064229,
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Fig. 8. (a) The method of ordering of the control vertices for the butterfly scheme [6,7]. Vertex (1) is the extraordinary vertex of valence N = 5. (b) The
exact evaluation stencils for
√
3 subdivision [18] at (0, 16 ,
5
6 ) (with an implicit normalization to 1).
−0.00081634,−0.024048, 0.025743,−0.024048,−0.00081634,−0.064229, 0, 0, 0.0015264, 0,−0.00017892, 0, 0.0014314,
0.0014314, 0,−0.00017892, 0, 0.0015264, 0). The method of ordering of the control vertices is shown in Fig. 7 (see Fig. 8).
6. Conclusions
In this paper, we present a method for exact evaluation of stationary interpolatory subdivision schemes at arbitrary
rational points. The algorithm can be easily generalized to other stationary non-polynomial approximating cases. It takes
advantage of parameter expansion and eigendecomposition of the contractive matrices. The numerical results show that
the algorithm is simple to implement and executes very efficiently.
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