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Abstract—We investigate the problem of truth discovery based
on opinions from multiple agents (who may be unreliable or
biased) that form a social network. We consider the case where
agents’ reliabilities or biases are correlated if they belong to
the same community, which defines a group of agents with
similar opinions regarding a particular event. An agent can
belong to different communities for different events, and these
communities are unknown a priori. We incorporate knowledge of
the agents’ social network in our truth discovery framework and
develop Laplace variational inference methods to estimate agents’
reliabilities, communities, and the event states. We also develop
a stochastic variational inference method to scale our model to
large social networks. Simulations and experiments on real data
suggest that when observations are sparse, our proposed methods
perform better than several other inference methods, including
majority voting, TruthFinder, AccuSim, the Confidence-Aware
Truth Discovery method, the Bayesian Classifier Combination
(BCC) method, and the Community BCC method.
Index Terms—Truth discovery, social network clustering,
Laplace variational inference, stochastic variational inference
I. INTRODUCTION
In crowdsourcing and social sensing [1]–[8], information
about the same event often comes from different agents.
Agents may have their own biases and produce unreliable
opinions. A commonly used approach to fuse the agents’ opin-
ions together is the majority voting method, which assumes
that all agents have the same reliability [9]. However, due to
different backgrounds and access to prior information, agents’
reliabilities or biases may vary widely.
Truth discovery methods have been proposed to jointly es-
timate event truths and agent reliabilities by aggregating noisy
information from multiple agents. For example, companies
may gather product ratings from social media to estimate the
popularity of their products [10] and regulatory agencies may
use participatory social sensing to determine if certain events
like traffic congestion have occurred by allowing the public to
report such events to them [11]. In this paper, we consider the
truth discovery problem when social network information of
the contributing agents is available.
A. Related Work
In [7], [12]–[14], probabilistic models are proposed for truth
discovery from binary (true or false) observations. For binary
observations, the reliability of each agent is the probability an
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event is true given that the agent reports it to be true. In [12],
maximum likelihood estimation (MLE) is used to estimate
event truths and agent reliabilities. The Cramer-Rao lower
bound (CRLB) on source reliability estimation is computed
in [15]. In these papers, agents are assumed to be independent
of each other.
A model proposed in [13] assumes the dependency graphs
of agents are disjoint trees. In [7], [14], the dependency
relationship is extended to general graphs and represented by a
known dependency matrix. In [16], an agent can be influenced
by another agent to change its observation to match that of the
influencer. An iterative expectation maximization algorithm is
developed to infer each agent’s reliability and dependency on
other agents.
Scalar reliabilities of agents are also used in truth discovery
from multi-ary observations in [17]–[20]. In [17], the reliabil-
ity of an agent is the probability that its opinion is correct. In
this work, a Bayesian method named TruthFinder is proposed
to iteratively estimate agent reliabilities and event truths. In
[18], the authors use the same definition of reliabilities as [17]
and develop a Bayesian method named AccuSim to detect
copying relationship among agents and jointly infer agent
dependencies, agent reliabilities, and event truths.
In [19], the reliability of an agent is regarded as the variance
of the difference between the ground truth and the agent
opinion and a Confidence-Aware Truth Discovery (CATD)
method is proposed to deal with the phenomenon where most
sources only provide a few claims. In the paper, the confidence
interval of the reliability estimation is considered. In [20],
the reliability of an agent is the proportion of its opinions
that are consistent with the ground truth of the events and
the authors adopt a new constraint-aware Hidden Markov
Model to effectively infer the evolving truths of events and
the evolving reliabilities of agents.
In [21], the reliability of each agent is represented with two
parameters representing the false positive error and the false
negative error respectively. In [22], the authors further use
a confusion matrix to represent the reliability of each agent,
and proposes a method called Bayesian Classifier Combination
(BCC) for truth discovery. In [23], the authors perform an
evaluation on 17 algorithms using five datasets and draw the
conclusion that the confusion matrix formulation generally
performs better than scalar reliabilities, and BCC is among
the best methods in decision making and single-label tasks.
However, if each agent only observes a small subset of
events, it is difficult to infer its reliability. In practice, agents
having similar background, culture, socio-economic standings,
and other factors, may form communities and share similar
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2confusion matrices. The reference [24] proposed an extension
of the BCC model, called the Community BCC (CBCC)
model. In this model, the confusion matrix of an agent is
a perturbation of the confusion matrix of its community.
However, both [22] and [24] estimate the confusion matrices of
agents based only on the agents’ observations. The papers [6]
and [25] show that agents in a crowd are not independent, but
are instead connected through social ties, which can provide
us with important information about which community an
agent belongs to. In [26], the authors consider the fact that
the expertise (and thus the reliability) of each agent varies
across events and use MLE to jointly estimate user expertise
and event truths.
B. Main Contributions
In this paper, we consider the use of social network in-
formation and community detection to aid in truth discovery
based on agents’ observations. Similar to [24], we assume
agents are clustered into communities for each observed event
(an agent can belong to different communities for different
events), and agents in the same community have similar
confusion matrices. We use both the agents’ observations and
the social network connections among agents to jointly infer
the communities and the event truths.
Truth discovery on social networks often requires analyzing
massive data. However, the traditional Gibbs sampling method
used in [22] and variational inference method in [24] can not
scale to a large dataset. The reason is that the entire dataset
is used at each iteration of Gibbs sampling and variational
inference, thus each iteration can be computationally expensive
when the dataset is large. In our paper, we develop a three-
level stochastic variational inference method for our Bayesian
network model (see Chapter 3 of [27]) that can scale to
large networks. The truths and communities are estimated
iteratively. In each iteration, instead of re-analyzing the entire
dataset (which includes information about the social network
and agents’ observations), we use randomly sampled sub-
datasets to update the target variables. Our main contributions
are as follows:
• We propose a model that uses both social network in-
formation and agents’ observations to jointly infer agent
communities and event truths. To model the relationship
between event states and the agents’ observations, we use
a mixed membership stochastic blockmodel [28] for the
community structure and confusion matrices. Our model
allows agents to switch communities when observing
different events.
• For small and medium sized networks, we develop a
Laplace variational inference method to iteratively esti-
mate the agent communities and event truths.
• We develop a three-level stochastic variational inference
method for our model that can scale to large networks.
• We perform simulations and experiments on real data,
which demonstrate that our method performs better than
majority voting, TruthFinder, AccuSim, CATD, BCC, and
CBCC.
The rest of this paper is organized as follows. In Section II,
we present our model and assumptions. In Section III, we de-
velop a Laplace variational inference method for our Bayesian
network model. In Section IV, we develop a three-level
stochastic variational inference method that can scale to large
networks. Simulation and experiment results are presented in
Section V, and we conclude in Section VI.
Notations: We use boldfaced characters to represent vectors
and matrices. Suppose that A is a matrix, then A(m, ·),
A(·,m), and A(m,n) denote its m-th row, m-th column,
and (m,n)-th element, respectively. The vector (x1, . . . , xN )
is abbreviated as (xi)Ni=1 or (xi)i if the index set that i
runs over is clear from the context. We use Cat (p1, . . . , pK),
Dir
(
α
Ks
, . . . , αKs
)
, Unif (a, b), Unif (1, . . . , R), Be (g0, h0)
and N (M, V) to represent the categorical distribution with
category probabilities p1, . . . , pK , the Dirichlet distribution
with concentration parameters αKs , . . . ,
α
Ks
, the uniform dis-
tribution over the interval (a, b), the uniform distribution over
the discrete set {1, . . . , R}, the beta distribution with shape
parameters (g0, h0), and the normal distribution with mean M
and covariance V, respectively. We use Γ(·) and Ψ(·) to denote
the gamma function and digamma function, respectively. The
notation ∼ means equality in distribution. The notation y | x
denotes a random variable y conditioned on x, and p(y | x)
denotes its conditional probability density function. E is the
expectation operator and Eq is expectation with respect to
the probability distribution q. We use I(a, b) to denote the
indicator function, which equals 1 if a = b and 0 otherwise.
We use |S| to represent the cardinality of the set S.
II. SYSTEM MODEL
In this section, we present our model and assumptions.
Suppose that N agents observe L events and each event can
be in R possible states. Each agent observes only a subset
of events, and provides its opinions of the events’ states to a
fusion center. The fusion center’s goal is to infer the true state
of each event from all the agents’ opinions, and estimate the
confusion matrix of each agent. The (i, j)-th element of the
confusion matrix of agent n is the probability that agent n’s
opinion of an event with state i is j. We adopt the Bayesian
network model shown in Fig. 1, with notations used in the
model summarized in Table I. We explain the model in details
below.
We assume that a social network connecting the N agents is
known. Agents in a social network tend to form communities
[29] whose members have similar interests or backgrounds.
Agents in the same community may be more interested in
certain events, and may share the same biases. An agent can
subscribe to the beliefs of multiple communities. Consider
an agent n who observes an event l. Suppose that it decides
to adopt the belief of community k when observing event l.
Let ω˜k be the R × R confusion matrix of the community k
whose r-th row ω˜k(r, ·) is assumed to follow a log-normal
distribution modeled as:
ω˜k(r, ·) ∼ LogNormal (M, V), (1)
where M and V are known hyper-parameters. The community
confusion matrices (ω˜k)k are independent and identically
3Fig. 1: Our proposed Bayesian network model. Equation
numbers are indicated on the corresponding edges.
TABLE I: Summary of commonly-used notations.
Notation in
Fig. 1 Description
Variational
Parameter in
Section III
D(n,m) =
1 (or 0)
There is a (or no) social
connection between agents n and
m.
N.A.
z =
(zn→m)n,m
zn→m is the index of the
community agent n subscribes to
under the social influence of agent
m.
φ =
((φn→m,k)k)n,m
β = (βk)k
βk is the social network
parameter defined in (8).
λ = (λk)k;
λk = (Gk, Hk)
pi =
(pin)n =
(pin,k)n,k
pin is the distribution of sln and
zn→m, which are defined in (3)
and (6).
γ = (γn,k)n,k
s = (sln)n,l
sln is the index of the community
whose belief agent n subscribes
to when it observes event l.
ψ =
((ψln,k)k)n,l
y = (yln)n,l
yln is the observation of agent n
of event l.
N.A.
θ = (θl)l
θl is the hidden true state of event
l. ν = (ν
l)l
ω˜ = (ω˜k)k
ω˜k is the confusion matrix of
community k. µ = (µk)k
ω =
(ωn,k)n,k
ωn,k is the confusion matrix of
agent n when it subscribes to the
belief of community k. This is a
perturbed version of ω˜k .
ξ = (ξn,sln
)n,l
(M,V), α,
(g0, h0)
Known hyper-parameters defined
in (1), (4), and (6), respectively. N.A.
distributed (i.i.d.) for all k. Note that with the log-normal
distribution assumption, ω˜k(r, r′) is positive. We suppose that
the R×R confusion matrix ωn,k of agent n is then given by
drawing
ωn,k(r, ·) ∼ Dir (ω˜k(r, ·)) (2)
independently for each row r. The model (2) allows us to
correlate the individual confusion matrix ωn,k for every agent
n who subscribes to the belief of community k through the
community confusion matrix ω˜k.
Let sln denote the index of community whose belief agent
n subscribes to when it observes event l. We model it as
sln | pin ∼ Cat (pin) , (3)
where pin ∼ GEM(α) is i.i.d. over n, and α is a concentration
hyperparameter and GEM stands for the Griffiths, Engen and
McCloskey stick breaking process [30]. Following [31], [32],
we approximate the GEM process with its degree Ks weak
limit given by
pin ∼ Dir (α/Ks, . . . , α/Ks) , (4)
where Ks is the maximum number of communities. Let pin =
(pin,k)
Ks
k=1.
Let θl be the hidden true state of event l with prior
distribution θl ∼ Unif (1, . . . , R) and let yln denote the opinion
of agent n with respect to event l. We model the distribution
of agent n’s opinion as:
yln | θl, {ωn,k}Ksk=1, sln ∼ Cat
(
ωn,sln(θ
l, ·)) . (5)
Our target is to estimate (θl)Ll=1 and (ωn,k)
N ;Ks
n=1;k=1 from
(yln)
N ;L
n=1;l=1.
To model the available social network information, we
suppose that the social network graph adjacency matrix D
is known, where D(n,m) = 1 if agent n and agent m
are connected, and D(n,m) = 0 otherwise. We adopt the
mixed membership stochastic blockmodel (MMSB) [28] to
model D(n,m). In this model, we use zn→m to denote the
community whose belief agent n subscribes to due to the
social influence from agent m. Under the influence of different
agents, agent n may subscribe to the beliefs of multiple
communities. If both agents n and m subscribe to the belief
of the same community, they are more likely to be connected
in the social network. We assume the following:
zn→m | pin ∼ Cat (pin) ,
zm→n | pim ∼ Cat (pim) , (6)
βk ∼ Be (g0, h0), (7)
where g0, h0 > 0 are hyperparameters and k = 1, . . . ,Ks. We
assume
P (D(n,m) = 1 | zn→m, zm→n, βzn→m)
=
{
βzn→m , if zn→m = zm→n,
, if zn→m 6= zm→n,
(8)
where  is a small known constant. We also assume that
{zn→m}n,m and {βk}k are independent. Furthermore, con-
ditioned on (zn−>m, zm−>n), D(m,n) is independent of pin.
Combining (6) and (8), we have
(9)
p(zn→m = k | pin, zm→n,D(n,m) = 1, βk)
∝ βI(zm→n,k)k (1−I(zm→n,k))pin,k,
and
(10)p(zn→m = k | pin, zm→n,D(n,m) = 0, βk)∝ (1− βk)I(zm→n,k)(1− )(1−I(zm→n,k))pin,k.
4III. LAPLACE VARIATIONAL INFERENCE METHOD
In this section, we present an approach to infer the states
of events and the confusion matrices of agents, based on
our model. Let β = (βk)k, z = (zn→m)n,m, s = (sln)n,l,
pi = (pin,k)n,k, θ = (θl)l, ω = (ωn,k)n,k, ω˜ = (ω˜k)k,
and y = (yln)n,l, where n,m ∈ {1, . . . , N}, m 6= n,
k ∈ {1, . . . ,Ks}, and l ∈ {1, . . . , L}. For simplicity, let
Ω = {β, z, s,pi,θ,ω, ω˜}. As the closed-form of the posterior
distribution p(Ω | y,D) is not available, we use a variational
inference method [33] to approximate the posterior distribu-
tion. The variational inference method first posits a family of
densities, and then iteratively updates variational parameters
to select a member in the family that has minimum Kullback
Leibler (KL) divergence with the posterior distribution. Com-
pared with Markov chain Monte Carlo (MCMC) sampling,
variational inference methods solve an optimization problem
and thus tends to be computationally faster. However, unlike
MCMC, it does not guarantee that the global optimal [34]
inference is achieved. Variational inference methods are more
suitable for large datasets, while MCMC is more appropriate
for smaller ones. We describe our proposed variational method
in detail below.
We use F to denote a family of probability distributions
over Ω. Our target is to find the member in F that is closest
to p(Ω | y,D) in KL divergence. We choose F to be a mean-
field variational family, so that the latent variables β, z, s, pi,
θ, ω, ω˜ are mutually independent and each is governed by
a variational parameter. We further denote the variational pa-
rameters of the variational distribution of β, z, s, pi, θ, ω and
ω˜ as λ = (λk)k, φ = ((φn→m,k)k)n,m, ψ = ((ψln,k)k)n,l,
γ = (γn,k)n,k, ν = (νl)l, ξ = (ξn,k)n,k, and µ = (µk)k,
respectively. Each set of parameters {λ,φ,ψ,γ,ν, ξ} corre-
sponds to a member in the mean-field variational family F . It
is noteworthy that using the mean-field family is suboptimal.
The mean-field family is expressive because it can capture any
marginal density of the latent variables. However, it cannot
capture correlations between them and thus will reduce the
fidelity of the approximation and introduce a loss of optimal-
ity. Structured variational inference method can be used to
introduce dependencies between the variables. However, the
complexity of the family determines the complexity of the
optimization. It is important to choose a family of distributions
that contains a density close to the posterior distribution of the
hidden variable, but simple enough for efficient optimization.
A distribution in F is represented as
q(Ω) = q(β;λ)q(z;φ)q(s;ψ)q(pi;γ)q(θ;ν)q(ω; ξ)q(ω˜;µ)
=
∏
k
q(βk;λk)
∏
(n,m):m 6=n
q(zn→m;φn→m)
∏
n,l
q(sln;ψ
l
n)
·
∏
n
q(pin;γn)
∏
l
q(θl;νl)
∏
n,k
q(ωn,k; ξn,k)
∏
k
q(ω˜k;µk).
(11)
To avoid cluttered notations, we omit the variational parame-
ters for simplicity, e.g., we write q(β) instead of q(β;λ). Note
that the variational density q(Ω) is used to approximate the
conditional density function p(Ω | y,D), i.e., all derivations
and discussions throughout this section are conditioned on the
observed (y,D).
In the variational inference method, we aim to find
q∗(Ω) = arg min
q(Ω)∈F
D(q(Ω) || p(Ω | y,D)), (12)
where D(· || ·) is the KL divergence. From [34], finding (12)
is equivalent to maximizing the evidence lower bound
L(q) , Eq(Ω)[log p(Ω,y,D)]− Eq(Ω)[log q(Ω)]. (13)
Since the prior distribution of ω˜ and its likelihood in
our model are not conjugate, we cannot use standard mean-
field variational inference to update its variational parameter.
Instead, we consider the Laplace variational inference ap-
proach proposed in [35], which uses Laplace approximations
[36] to approximate the variational distribution of ω˜ with a
normal distribution. For the other variables {β, z, s,pi,θ,ω},
the posterior distribution of each variable is in the same
exponential family as its prior distribution and we choose
the variational distribution of each variable from the same
exponential family as its posterior distribution. Our target is to
solve (13) by updating these variational parameters iteratively.
We call this the Variational Inference using Social network
Information for Truth discovery (VISIT) algorithm, which is
shown in Algorithm 1. In the following, we explain VISIT
in detail by presenting our assumptions on the variational
distribution of each variable in Ω, and deriving the procedure
to iteratively update each variational parameter in our model.
Algorithm 1 VISIT (i-th iteration)
Input: Variational parameters in (i− 1)-th iteration, opinions
y, social network data D.
Output: Variational parameters in i-th iteration.
for each agent n in {1, . . . , N} do
for each agent pair (n,m) in {(n,m)}Nm=1 do
Update φn→m and φm→n using (19) and (20).
end for
Update ψn using (21).
Update γn using (22).
Update ξn using (28).
end for
Update λ using (14) and (15).
Update ν using (26).
Update µ using (32).
return φ, ψ, γ, ξ, λ, ν, and µ.
A. Social network parameter β
From our Bayesian network model in Fig. 1, we have
the following: (i) For (n,m) 6= (n′,m′), conditioned on
zn→m, zm→n, zn′→m′ , zm′→n′ , βk, D(n,m) and D(n′,m′)
5are independent. (ii) βk and z are independent. Thus, for
k = 1, . . . ,Ks, the posterior distribution of βk is given by
p(βk | D, z)
∝
∏
(n,m):zn→m=zm→n=k
p(D(n,m) | zn→m, zm→n, βk)p(βk)
∝
∏
(n,m)
β
D(n,m)I(zn→m,k)I(zm→n,k)
k
· (1− βk)(1−D(n,m))I(zn→m,k)I(zm→n,k)Be (g0, h0)
∝ β
∑
(n,m) D(n,m)I(zn→m,k)I(zm→n,k)+g0−1
k
· (1− βk)
∑
(n,m)(1−D(n,m))I(zn→m,k)I(zm→n,k)+h0−1
∝ Be (ηk(D, z)) ,
where
ηk(D, z) =
∑
(n,m)
D(n,m)I(zn→m, k)I(zm→n, k) + g0,
∑
(n,m)
(1−D(n,m))I(zn→m, k)I(zm→n, k) + h0
 .
We choose the variational distribution of βk to be in the
same exponential family as its posterior distribution. Let λk =
(Gk, Hk) and the variational distribution of βk be q(βk) =
Be (Gk, Hk). From [34], we obtain
λk = Eq(z) [ηk(D, z)] ,
with
Gk = Eq(z)
∑
(n,m)
D(n,m)I(zn→m, k)I(zm→n, k) + g0

=
∑
(n,m)
D(n,m)φn→m,kφm→n,k + g0, (14)
Hk = Eq(z)
∑
(n,m)
(1−D(n,m))I(zn→m, k)I(zm→n, k) + h0

=
∑
(n,m)
(1−D(n,m))φn→m,kφm→n,k + h0, (15)
where φn→m,k = q(zn→m = k) is defined in Section III-B.
A Beta distribution is a Dirichlet distribution with two
parameters. Thus from equation (10) in [37], we also have
Eq(βk)[log(βk)] = Ψ(Gk)−Ψ(Gk +Hk), and (16)
Eq(βk)[log(1− βk)] = Ψ(Hk)−Ψ(Gk +Hk), (17)
which are used in computing the variational distributions of
other parameters in our model. Recall that Ψ(·) is the digamma
function.
B. Community membership indicators z
Consider two agents n and m with D(n,m) = 1. From our
Bayesian network model in Fig. 1, for each k = 1, . . . ,Ks,
we have
p(zn→m = k | pin, zm→n,D(n,m) = 1, βk)
∝ p(D(n,m) = 1 | zn→m = k,pin, zm→n, βk)
· p(zn→m = k | pin, zm→n, βk)
= p(D(n,m) = 1 | zn→m = k, zm→n, βk)p(zn→m = k | pin)
= β
I(zm→n,k)
k 
(1−I(zm→n,k))pin,k .
Therefore, p(zn→m | pin, zm→n,D(n,m) = 1, βk) is a
categorical distribution, which is an exponential family with
natural parameter(
log
(
β
I(zm→n,k)
k 
(1−I(zm→n,k))pin,k
)
− log
(
Ks∑
k=1
(β
I(zm→n,k)
k 
(1−I(zm→n,k))pin,k)
))Ks
k=1
.
We let the variational distribution of zn−>m to be in the
same exponential family as its posterior distribution, namely
a categorical distribution. Assume its categorical probabilities
are (φn→m,k)Ksk=1. From [34], we obtain
log φn→m,k
= Eq(βk,pin,zm→n)
[
log
(
β
I(zm→n,k)
k 
(1−I(zm→n,k))pin,k
)]
− E∏Ks
k′=1 q(βk′ ,pin,zm→n)
[
log
(
Ks∑
k′=1
(β
I(zm→n,k′)
k′
· (1−I(zm→n,k′))pin,k′)
)]
.
(18)
The second term on the right-hand side of (18) is constant
for every {φn→m,k}Ksk=1. Define
∆n→m,k
, exp
{
Eq(βk,pin,zm→n)
[
log(β
I(zm→n,k)
k 
(1−I(zm→n,k))pin,k)
]}
,
which is the exponential function of the first term on the right-
hand side of (18). Then φn→m,k = ∆n→m,k · c, where c is
constant for every {φn→m,k}Ksk=1. Since
∑Ks
k=1 φn→m,k = 1,
when computing φn→m,k, we only need to compute ∆n→m,k
to obtain φn→m,k =
∆n→m,k∑Ks
k=1 ∆n→m,k
. We have
∆n→m,k = exp
{
φm→n,kEq(βk)[log(βk)]
+ (1− φm→n,k) log() + Eq(pin) [log(pin,k)]
}
∝ exp{φm→n,k (Eq(βk) [log(βk)]− log())
+ Eq(pin)[log(pin,k)]
}
,
(19)
where Eq(βk)[log(βk)] and Eq(pin)[log(pin,k)] are computed
using (16) and (23) in the sequel, respectively.
6Similarly, if D(n,m) = 0, we have
p(zn→m = k | pin, zm→n,D(n,m) = 0, βk)
∝ (1− βk)I(zm→n,k)(1− )(1−I(zm→n,k))pin,k,
and
∆n→m,k , exp{Eq(βk,pin,zm→n)[log((1− βk)I(zm→n,k)
· (1− )(1−I(zm→n,k))pin,k)]}
= exp{φm→n,kEq(βk)[log(1− βk)]
+ (1− φm→n,k) log(1− ) + Eq(pin)[log(pin,k)]}
∝ exp{φm→n,k
(
Eq(βk)[log(1− βk)]− log(1− )
)
+ Eq(pin)[log(pin,k)]},
(20)
where Eq(βk)[log(1− βk)] is computed in (17) in the sequel.
C. Event community indices s
From our Bayesian network model in Fig. 1, for k =
1, . . . ,Ks, the posterior distribution of sln is
p(sln = k | pin, yln, θl,ωn,k)
∝ p(yln | sln = k,pin, θl,ωn,k)p(sln = k | pin)
= ωn,k(θ
l, yln)pin,k.
Similar to Section III-B, we let the variational distribution of
sln to be a categorical distribution with categorical probabilities
(ψln,k)
Ks
k=1. We then have
ψln,k ∝ exp{Eq(ωn,k(θl,·),θl,pin)[log(ωn,k(θl, yln)pin,k)]}
= exp
{
Eq(θl)
[
Eq(ωn,k(θl,·))[log(ωn,k(θ
l, yln))]
]
+ Eq(pin)[log(pin,k)]
}
= exp
{
Eq(θl)
[
Ψ(ξn,k(θ
l, yln))−Ψ(
R∑
r′=1
ξn,k(θ
l, r′))
]
+ Eq(pin)[log(pin,k)]
}
= exp
{
R∑
r=1
νl(r)
[
Ψ(ξn,k(r, y
l
n))−Ψ(
R∑
r′=1
ξn,k(r, r
′))
]
+ Eq(pin)[log(pin,k)]
}
,
(21)
where Eq(ωn,k(θl,·))[log(ωn,k(θ
l, yln))] and Eq(pin)[log(pin,k)]
are computed in (29) and (23), respectively, and νl(r) is
defined in (25).
D. Community weights pi
Since conditioned on pin = (pin,k)Ksk=1, {sln}Ll=1 and
{zn→m}Nm=1,m 6=n are independent, we have
p
(
pin | {sln}Ll=1, {zn→m}Nm=1,m 6=n
)
∝
L∏
l=1
p(sln | pin)
N∏
m=1,m6=n
p(zn→m | pin)p(pin)
∝ Dir

 α
Ks
+
N∑
m=1,m 6=n
I(zn→m, k) +
L∑
l=1
I(sln, k)
Ks
k=1
 .
We let the variational distribution of pin to be in the same
exponential family as its posterior distribution by letting
q(pin) , Dir (γn), where γn is a vector of Ks elements with
k-th element being
(22)
γn,k = Eq({sln}Ll=1,{zn→m}Nm=1,m 6=n)
 α
Ks
+
N∑
m=1,m6=n
I(zn→m, k) +
L∑
l=1
I(sln, k)

=
α
Ks
+
N∑
m=1,m 6=n
φn→m,k +
L∑
l=1
ψln,k.
From (10) in [37], we also have
Eq(pin)[log(pin,k)] = Ψ(γn,k)−Ψ(
Ks∑
k=1
γn,k), (23)
which is used in Sections III-B and III-C.
E. Event states θ
For r = 1, . . . , R, the posterior distribution of θl is
p
(
θl = r | {yln}Nn=1,ω, {sln}Nn=1
)
∝
N∏
n=1
p
(
yln | θl = r, {ωn,k}Ksk=1, sln
)
p(θl = r). (24)
where p(yln | θl = r, {ωn,k}Ksk=1, sln) = Cat
(
ωn,sln(r, ·)
)
and
θl ∼ Unif (1, . . . , R). Thus,
p(θl = r | {yln}Nn=1,ω, {sln}Nn=1) ∝
N∏
n=1
ωn,sln(r, y
l
n).
We let the variational distribution of θl be a categorical
distribution, and denote
q(θl = r) , νl(r), (25)
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(26)νl(r)
∝ exp
{
N∑
n=1
Eq(ω
n,sln
(r,·),sln)
[
log
(
ωn,sln(r, y
l
n)
)]}
= exp
{
N∑
n=1
Eq(sln)
[
Eq(ω
n,sln
(r,·)
[
log
(
ωn,k(r, y
l
n)
)]]}
= exp
{
N∑
n=1
Eq(sln)
[
Ψ(ξn,sln(r, y
l
n))−Ψ(
R∑
r′=1
ξn,sln(r, r
′))
]}
= exp
{
N∑
n=1
Ks∑
k=1
ψln,k
[
Ψ(ξn,k(r, y
l
n))−Ψ(
R∑
r′=1
ξn,k(r, r
′))
]}
.
The penultimate equation holds because
Eq(ω
n,sln
(r,·)
[
log
(
ωn,k(r, y
l
n)
)]
= Ψ(ξn,k(r, y
l
n))−Ψ(
R∑
r′=1
ξn,k(r, r
′)),
which is the expectation of logarithm of ωn,k(r, yln), the
(r, yln)-th element of the confusion matrix of agent n when
it is in community k (see (29)).
F. Agent confusion matrices ω
The posterior distribution of ωn,k(r, ·) is
p(ωn,k(r, ·) | {yln}Ll=1, {sln}Ll=1,θ, ω˜k(r, ·))
∝
∏
l∈{1,...,L}:sln=k,θl=r
p(yln | ωn,k(r, ·), sln, θl)
· p(ωn,k(r, ·) | ω˜k(r, ·))
=
L∏
l=1
ωn,k(r, y
l
n)
I(sln,k)I(θ
l,r)Dir (ω˜k(r, ·))
= Dir
(
ζ(r, r′)Rr′=1
)
,
where ζ(r, r′) = ω˜k(r, r′) +
∑L
l=1 I(y
l
n, r
′)I(sln, k)I(θ
l, r).
Letting the variational distribution of ω be the same as its
posterior distribution, we have
q(ωn,k(r, ·)) = Dir (ξn,k(r, ·)) , (27)
where ξn,k(r, ·) = (ξn,k(r, r′))Rr′=1 and
(28)
ξn,k(r, r
′) = Eq(ω˜k(r,·),sln,θl)
[
ω˜k(r, r
′)
+
L∑
l=1
I(yln, r
′)I(sln, k)I(θ
l, r)
]
= µk(r, r
′) +
L∑
l=1
I(yln, r
′)ψln,kν
l(r),
and µk(r, r′) is defined in (31).
Furthermore, we have
Eq(ωn,k)[log(ωn,k(r, r
′))]
= Ψ(ξn,k(r, r
′))−Ψ(
R∑
r′′=1
ξn,k(r, r
′′
)), (29)
which is used in Section III-C and Section III-E.
G. Community confusion matrices ω˜
The prior distribution of ω˜k(r, ·) and its likelihood in our
model are not conjugate, thus we cannot use standard mean-
field variational inference to update its variational distribution
q(ω˜k(r, ·)). In order to find q(ω˜k(r, ·)) that maximizes (13),
we take the functional derivative of the objective function
(13) with respect to q(ω˜k(r, ·)) and set it to zero, namely
∂L(q)
∂q(ω˜k(r,·)) = 0 to obtain the maximizer as
q(ω˜k(r, ·))
∝ exp
{
E∏N
n=1 q(ωn,k(r,·))
[
log p({ωn,k(r, ·)}Nn=1 | ω˜k(r, ·))
+ log p(ω˜k(r, ·))
]}
= exp
{
N∑
n=1
{
log Γ(
R∑
r′=1
ω˜k(r, r
′))−
R∑
r′=1
log Γ(ω˜k(r, r
′))
+
R∑
r′=1
(ω˜k(r, r
′)−1)[Ψ(ξn,k(r, r′))−
r∑
r′=1
Ψ(ξn,k(r, r
′))]
}
− R
2
log(2pi)− 1
2
log(det(V))−
R∑
r′=1
log(ω˜k(r, r
′))
− 1
2
(log(ω˜k(r, ·))−M)TV−1(log(ω˜k(r, ·))−M)
}
.
(30)
Equation (30) is difficult to analyze directly. Thus we use
Laplace approximation method introduced in [35], [38] to find
a Gaussian approximation to it, namely
q(ω˜k(r, ·)) ≈ N
(
µk(r, ·),− 1∇2 log (q(µk(r, ·)))
)
, (31)
where µk(r, ·) is given by
µk(r, ·) = arg max
ω˜k(r,·)
log (q(ω˜k(r, ·))) , (32)
which can be solved using the gradient descent algorithm.
IV. THREE-LEVEL STOCHASTIC VARIATIONAL INFERENCE
METHOD
The traditional variational inference method uses the whole
dataset in each iteration and thus it does not scale well
to large datasets. To mitigate this, we propose the use of
stochastic optimization and a three-level Stochastic VISIT
(S-VISIT) algorithm to update parameters using randomly
sampled subsets. The pseudo code of our top-level algorithm
is shown in Algorithm 2.
The variational parameters corresponding to the variables in
our model in Fig. 1 can be divided into three levels as follows:
(i) Agent pair level: The variational parameters (φn→m)n 6=m
corresponding to the community membership indicators
(zn→m)n6=m provide information about the social rela-
tionships between agents.
(ii) Agent level: The variational parameters ψn, γn, and
(ξn,k)k correspond to agent n’s event community indices
{sln}l, community weights pin, and confusion matrices
(ωn,k)k.
8(iii) Social network and event level: The variational parame-
ters {λk}k and {νl}l corresponding to the social network
parameters {βk}k and event states θ.
Algorithm 2 S-VISIT (i-th iteration)
Input: Variational parameters in (i− 1)-th iteration, opinions
y, social network data D.
Output: Variational parameters in i-th iteration.
Sample a subset Sn from agent set {1, . . . , N}.
Social network and event level start:
for each agent n in Sn do
Agent level start:
Sample a subset Sp from pair set {(n,m)Nm=1,m 6=n}.
for each agent pair (n,m) in Sp do
Agent pair level start:
Update φn→m and φm→n using (19) and (20).
Agent pair level end.
end for
Update ψn using (21).
Update γn using (34).
Update ξn = (ξn,k)k using (28).
Agent level end.
end for
Update λ using (37).
Updata ν using (38).
Update µ using (40).
Social network and event level end.
return φ, ψ, γ, ξ, λ, ν, and µ.
Consider γn,k, the variational parameter of pin,k, as an
example. We fix the rest of variational parameters and calculate
the natural gradient [39] of (13) with respect to γn,k:
∇γn,kL(q) =
α
Ks
+
N∑
m=1,m 6=n
φn→m,k +
L∑
l=1
ψln,k − γn,k.
(33)
Let γ(i)n,k be the update of γn,k at the i-th iteration. If we let
∇γn,kL(q) = 0 and update γn,k, we need to use the whole set
of {φn→m,k}Nm=1,m 6=n. Instead of using (33) to update γn,k,
we can use stochastic approximation to randomly sample a
subset Sp from the set {(n,m)Nm=1,m6=n}, and update γn,k by
using
γ
(i)
n,k = γ
(i−1)
n,k + ρ
(i)(γ̂
(i)
n,k − γ(i−1)n,k ), (34)
where
γ̂
(i)
n,k =
α
Ks
+
N
|Sp|
∑
(n,m)∈Sp
φ
(i)
n→m,k +
L∑
l=1
ψ
l,(i)
n,k (35)
and ρ(i) is the step size at i-th iteration.
In (35) we only use the randomly sampled
subset {φn→m,k}(n,m)∈Sp instead of the whole set
{φn→m,k}Nm=1,m 6=n to perform the update. If the sequence
of step sizes (ρ(i))i of all the iterations satisfies
∞∑
i=1
ρ(i) =∞ and
∞∑
i=1
(ρ(i))2 <∞, (36)
then from [40], γ(i)n,k converges to a local optimum.
Similarly, we can update the other two variational param-
eters λk and νl(r), which correspond to the global param-
eters βk and θl respectively. At each iteration, |Sn| agents
are randomly selected from the agent set {1, . . . , N}. For
r = 1, . . . , R, we have the following equations:
G
(i)
k = G
(i−1)
k + ρ
(i)(Ĝ
(i)
k −G(i−1)k ),
H
(i)
k = H
(i−1)
k + ρ
(i)(Ĥ
(i)
k −H(i−1)k ),
λ
(i)
k = [G
(i)
k , H
(i)
k ]
T , (37)
νl,(i)(r) = νl,(i−1)(r) + ρ(i)(ν̂l,(i)(r)− νl,(i−1)(r)), (38)
where
Ĝ
(i)
k =
N
|Sn|
N
|Sp|
∑
n∈Sn,(n,m)∈Sp
D(n,m)φ
(i)
n→m,kφ
(i)
m→n,k+g0,
Ĥ
(i)
k
=
N
|Sn|
N
|Sp|
∑
n∈Sn,(n,m)∈Sp
(1−D(n,m))φ(i)n→m,kφ(i)m→n,k+h0,
ν̂l,(i)(r) ∝ exp
{
N
|Sn|
∑
n∈Sn
Ks∑
k=1
ψ
l,(i)
n,k
(
Ψ(ξ
(i)
n,k(r, y
l
n))
−Ψ(
R∑
r′=1
ξ
(i)
n,k(r, r
′))
)}
.
When updating µ(i)k (r, ·), the variational parameter of
ω˜k(r, ·), instead of using (30), we use its noisy but unbiased
estimator, which is given by
q̂(i)(ω˜k(r, ·)) = exp
{
N
|Sn|
∑
n∈Sn
{
log Γ(
R∑
r′=1
ω˜k(r, r
′))
−
R∑
r′=1
log Γ(ω˜k(r, r
′))
+
R∑
r′=1
(ω˜k(r, r
′)−1)[Ψ(ξ(i)n,k(r, r′))−
r∑
r′=1
Ψ(ξ
(i)
n,k(r, r
′))]
}
− R
2
log(2pi)− 1
2
log(det(V))−
R∑
r′=1
log(ω˜k(r, r
′))
− 1
2
(log(ω˜k(r, ·))−M)TV−1(log(ω˜k(r, ·))−M)
}
(39)
then we update
µ
(i)
k (r, ·) = arg max
ω˜k(r,·)
log[q̂(i)(ω˜k(r, ·))], (40)
We use the gradient descent algorithm to find µ(i)k (r, ·) in (40).
At each iteration, multiple gradient descent steps are conducted
using the sub-dataset to update µ(i)k (r, ·), which is then set as
the initial value in the next iteration.
9V. SIMULATION AND EXPERIMENT RESULTS
In this section, we present simulations and real data ex-
periments to evaluate VISIT and S-VISIT methods. For com-
parison, we adopt three state-of-the-art methods as the base-
line methods, namely majority voting, TruthFinder, AccuSim,
CATD, BCC, and CBCC. We demonstrate that our methods
outperform the baseline methods for inferring event states
as well as confusion matrices when agents either remain in
the same community or switch communities when observing
different events.
A. Agents remain in the same community when observing
different events
As both BCC and CBCC require each agent have a unique
confusion matrix when observing different events, we first con-
sider the scenario where agents remain in the same community
for all the events.
1) Synthetic Data Generation: The event states are selected
from a set of R = 6 states. We use both opinions from
agents and the social network to infer the event states. We set
the number of agents, events, and communities to N = 80,
L = 200, and K = 4, respectively. We set βk = 0.9 for
k = 1, . . . ,K. Note that K is used here to generate the
synthetic dataset and is smaller than the maximum number
of communities Ks we set in our inference method. For
agents 1 : 20, 21 : 40, 41 : 60 and 61 : 80, we set pin
to be ( 910 ,
1
30 ,
1
30 ,
1
30 ), (
1
30 ,
9
10 ,
1
30 ,
1
30 ), (
1
30 ,
1
30 ,
9
10 ,
1
30 ), and
(0, 310 ,
7
10 , 0), respectively. We sample zn→m, sn,D(n,m),
and yln from (6), (3), (8), and (5), respectively.
It is worth emphasizing that we keep agents in the same
community for all the events as required by both BCC and
CBCC. Thus, we let s1n = . . . = s
L
n and sample their common
value from a categorical distribution with parameter pin, which
means the confusion matrix of each agent remains the same
across different events. Let the confusion matrix ωk have
the same value dk on its diagonal and every non-diagonal
element be
1− dk
R− 1 , where dk equals 0.05, 0.1, 0.5, 0.2 for
k = 1, . . . , 4. Let A be an N × L observation matrix, whose
(i, j)-th element A(i, j) is equal to 1 if agent i observes event
j, and A(i, j) is equal to 0 otherwise. Let ℵ be the proportion
of zero elements in A. We call ℵ the sparsity of A. We
generate synthetic datasets for 5 sparsity values, which are
0.7, 0.75, 0.8, 0.85, and 0.9, respectively.
2) Truth discovery accuracy: In the simulation, we set the
maximum number of communities Ks to be 10. We set hyper-
parameters g0, h0,M,V and α to be 1, 1, (2, 2, 2, 2, 2, 2), 0.7I
and 0.1 respectively, where I is a 6 × 6 identity matrix. For
different sparsity values, we generate different data sets and
conducted 50 Monte Carlo experiments for each method and
each sparsity value of the observation matrices. We define
the accuracy score as the number of correct estimated events,
divided by the total number of events and then averaged over
all Monte Carlo experiments.
The result is shown in Fig. 2. We observe that BCC, CBCC,
TruthFinder, AccuSim, CATD, VISIT and S-VISIT have better
performance than the majority voting method because these
Fig. 2: Accuracy scores when agents remain in the same
community.
methods model the reliabilities or the confusion matrices of
agents and can better explain the quality of observations.
VISIT, S-VISIT and CBCC have better performance than BCC
because they take into account the community of the agents
and can thus better estimate the confusion matrix when the
observation matrix is sparse. VISIT outperforms CBCC by
almost 20% because VISIT uses information about the social
network, which improves the clustering performance. The
accuracy score of S-VISIT is lower than VISIT, as expected. It
is noteworthy that when the observation matrix is very sparse,
the performance of all the methods can be worse than majority
voting.
3) Estimation of the confusion matrices: Let ω∗n be the true
confusion matrix of agent n. The mean square error (MSE) in
estimating ω∗n is defined as:
MSE =
∑N
n=1
∑L
l=1
∑R
r=1
∑R
r′=1|ωn,sln(r, r′)− ω∗n(r, r′)|2
N · L ·R ·R .
(41)
For CBCC and BCC, as the community indices remain the
same when observing different events, we denote the estimated
confusion matrix as ω′n and calculate the MSE as
MSE =
∑N
n=1
∑R
r=1
∑R
r′=1|ω′n(r, r′)− ω∗n(r, r′)|2
N ·R ·R . (42)
We then take the average of the MSEs over 50 Monte Carlo
experiments. As TruthFinder, AccuSim and CATD do not
use confusion matrices, we do not consider them in this
comparison. The result is shown in Fig. 3. Our methods
have better performance than BCC and CBCC. When the
observation matrix is sparse, our methods and CBCC collect
the observations in the same community to estimate the
community confusion matrix, which is then used to estimate
confusion matrices for the agents belonging to that community.
This yields better results than BCC, which does not assume
any community structure. Compared with CBCC, our methods
are better able to estimate the communities because we use
social network information to aid in the procedure.
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Fig. 3: Confusion matrix MSEs when agents remain in the
same community.
B. Agents switch communities when observing different events
In some applications, agents may subscribe to the beliefs
of different communities when observing different events. In
this subsection, we evaluate the performance of our proposed
methods when agents switch communities when observing
different events.
1) Synthetic Data Generation: We use the same settings as
Section V-A1 except when sampling the community indices.
In Section V-A1, we let s1n = . . . = s
L
n and sample their
common value from a categorical distribution with parameter
pin. In this subsection, we sample each sln independently from
pin. Therefore, the confusion matrices of an agent may vary
across different events.
2) Truth discovery accuracy: From Fig. 4, we observe that
the performance of S-VISIT and VISIT are better than the six
baseline methods. This is because our methods account for
the agents switching community beliefs over different events,
while CBCC assume that agents do not switch communities.
The other baseline methods do not consider agent communi-
ties.
Fig. 4: Accuracy scores when agents switch communities.
3) Estimation of the confusion matrices: From Fig. 5,
we observe that VISIT method performs the best, and the
performance of our S-VISIT method is also better than the
three baseline methods.
Fig. 5: Confusion matrix MSEs when agents switch commu-
nities.
C. Real data
We next compare the performance of our proposed methods
on two real datasets against the three baseline methods.
1) Movie ranking dataset: The real dataset consists of
movie evaluations from IMDB,1 which provides a platform
where individuals can evaluate movies on a scale of 1 to
10. If a user rates a movie and clicks the share button, a
Twitter message is generated. We then extract the rating from
the Twitter message. In our first experiment, we divide the
movie evaluations into 4 levels: bad (0-4), moderate (5,6),
good (7,8), and excellent (9,10). In our second experiment,
we divide the movie evaluations into 2 levels: bad (0-5), good
(6-10). We treat the ratings on the IMDB website as the event
truths, which are based on the aggregated evaluations from
all users, whereas our observations come from only a subset
of users who share their ratings on Twitter. Using the Twitter
API, we collect information about the follower and following
relationships between individuals that generate movie evalua-
tion Twitter messages. To better show the influence of social
network information on event truth discovery, we delete small
subnetworks that consist of less than 5 agents. The final dataset
[41] we use consists of 2266 evaluations from 209 individuals
on 245 movies (events) and also the social network between
these 209 individuals. Similar to [42], [43], we regard the
social network to be undirected as both follower or following
relationships indicate that the two users have similar taste. The
social network is shown in Fig. 6.
The performance of different methods are shown in Table
II. We observe that our proposed methods perform better than
the other benchmark methods in both experiments.
2) Russian president rumor dataset: The dataset from [14]
contains rumors regarding the Russian president Vladimir V.
Putin, who had not appeared in public for more than one
week up to 14 March 2015. Various speculations including
false reports were posted on Twitter. The Twitter following
1http://www.imdb.com/
11
Fig. 6: The social network of users in IMDB movie ranking
.
TABLE II: Truth discovery accuracy on movie ranking dataset.
Method 4 Levels 2 Levels
Majority Voting 0.50 0.71
TruthFinder 0.52 0.71
AccuSim 0.53 0.70
CATD 0.49 0.70
BCC 0.51 0.69
CBCC 0.53 0.71
S-VISIT 0.55 0.73
VISIT 0.55 0.75
relationships are provided in the dataset. We select the Twitter
users with more than two followers to form the social network.
As a Twitter user only reports an event to be true if he believes
that it has occurred, to enhance the complexity of the dataset,
for each event we randomly choose 20% of users in the social
network who did not post any report about that event, and set
their observations about the event to be opposite of the ground
truth. The performance of the different methods are shown in
Table III. We observe that VISIT has the best performance,
followed by CBCC.
TABLE III: Truth discovery accuracy on Russian president
rumor dataset.
Method Accuracy
Majority Voting 0.985
TruthFinder 0.985
AccuSim 0.985
CATD 0.985
BCC 0.985
CBCC 0.991
S-VISIT 0.985
VISIT 0.992
VI. CONCLUSION
In this paper, we have proposed a truth discovery method
based on social network communities. Similar to other com-
munity based methods, our method performs better than meth-
ods without considering communities when the observation
matrix is sparse. We incorporate information about the social
network into the truth discovery framework to improve the
truth discovery performance and accuracy of estimating the
agents’ confusion matrices. We have developed a Laplace vari-
ational method and a three-level stochastic variational infer-
ence method to infer our non-conjugate model, with simulation
and experimental results suggesting that the performance of
our proposed approaches are better than several other inference
methods, including majority voting, TruthFinder, AccuSim,
CATD, BCC and CBCC methods. Unlike the other methods, in
our model, each agent can subscribe to the beliefs of different
communities when observing different events.
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