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1. Introduction
This paper studies the existence of bubbling solutions for the problem
(1.1)
{
AsΩ u = u
p, u > 0 in Ω,
u = 0 on Σ,
where Ω is a smooth bounded domain in Rn, s ∈ (0, 1), n > 2s, p = n+2sn−2s ±ε (ε > 0
small) and AsΩ is an operator of fractional order with suitable boundary conditions
on Σ (see below).
For the usual Laplacian s = 1, problem (1.1) was extensively studied when the
exponent p approaches the critical one from below, namely p = (n+ 2s)/(n− 2s)−
ε, see Bre´zis and Peletier [5], Rey [26, 27, 28], Han [21] and Bahri, Li and Rey
[2]. In the latter reference, bubbling solutions are found for n ≥ 4, concentrating
around nondegenerate critical points of certain objects which involve the Green’s
and Robin’s function of Ω. On the other hand, the supercritical case p = (n +
2s)/(n− 2s) + ε was studied by del Pino, Felmer and Musso [15, 16], in particular
they showed a concentration phenomena for bubbling solutions to this problem
when the domain satisfies certain “topological conditions”; for instance a domain
exhibiting multiple holes.
The purpose of the present work is to develop such a theory for equations in-
volving fractional order operators with an almost critical exponent. The fractional
equation with the critical exponent n+2sn−2s , an Eulidean version of the fractional
Yamabe problem, appears naturally in conformal geometry. Indeed, Graham and
Zworski [20] constructed a class of conformally covariant operators that include the
classical conformal Laplacian and the Paneitz operators, and is parametrized by a
real number. These operators are relevant as they contain geometric information
on the underlying manifold. See [11, 19] and their references for recent results on
the fractional Yamabe problem. More precisely, out of the construction of Graham
and Zworski, one can naturally define conformally covariant operators of fractional
order, giving in the flat metric the fractional laplacian in Rn. Concentration phe-
nomena in (1.1) for p = n+2sn−2s ± ε (ε > 0 small), are relevant in this context since it
should provide insight to the role of geometric quantities.
In the last decade, several works have been devoted to equations involving frac-
tional operators. The canonical example is the so-called fractional laplacian (−∆)s,
s ∈ (0, 1) in Rn, the Fourier multiplier of symbol |ξ|2s. In this respect, the semi-
linear equation
(−∆)s u = f(u) in Rn,
for a certain function f : Rn → R attracted a lot of attention (see for instance and
references therein [6, 31, 7, 8, 30, 17, 4]).
Coming back to the problem under consideration, for the subcritical case, Choi,
Kim and Lee [13] developed a nonlocal analog of the results by Han [21] and Rey
[27] above mentioned. They also proved Theorem 1.2 below in the case p = p∗ − ε.
With a new framework in the spirit of [15, 16], we will be able to generalize the
work by Choi, Kim and Lee, and consider both the subcritical and supercritical
case.
Furthermore, we treat in a unified way two types of operators, denoted here AsΩ:
the spectral fractional Laplacian and the restricted fractional Laplacian. We now
describe them more thoroughly.
1
2The spectral Laplacian. Consider the classical Dirichlet Laplacian ∆Ω on the do-
main Ω ; then the spectral definition of the fractional powers of ∆Ω relies on the
following formula in terms of the semigroup associated to the Laplacian, namely
(1.2) (−∆Ω)s u(x) =
∞∑
j=1
λsj uˆj φj(x) =
1
Γ(−s)
∫ ∞
0
(
et∆Ωu(x)− u(x)) dt
t1+s
.
where Γ is the gamma function and λj > 0, j = 1, 2, . . . are the eigenvalues of the
Dirichlet Laplacian on Ω , written in increasing order and repeated according to
their multiplicity and φj are the corresponding normalized eigenfunctions, namely
uˆj =
∫
Ω
u(x)φj(x) dx , with ‖φj‖L2(Ω) = 1 .
We will denote the operator defined in such a way as AsΩ = (−∆Ω)s, and call it the
spectral fractional Laplacian.
The restricted fractional Laplacian. For s ∈ (0, 1), one can define a fractional Lapla-
cian operator by using the integral representation in terms of hypersingular kernels
(1.3) (−∆)s u(x) = cn,s P.V.
∫
Rn
u(x)− u(z)
|x− z|n+2s dz,
where cn,s > 0 is a normalization constant. One can “restrict” the operator to
functions that are zero outside Ω: we will denote the operator defined in such a
way as AsΩ = (−∆|Ω)s, and call it the restricted fractional Laplacian. In this case the
operator (−∆|Ω)s is a selfadjoint operator on L2(Ω), with a discrete spectrum: we
will denote by λs,j > 0, j = 1, 2, . . . its eigenvalues written in increasing order and
repeated according to their multiplicity and we will denote by φs,j the corresponding
normalized eigenfunctions.
In view of the previous discussion, the boundary conditions in (1.1) have to be
interpreted in the following way:
• u = 0 on Σ = ∂Ω for the spectral fractional Laplacian,
• u = 0 on Σ = Rn\Ω for the restricted fractional Laplacian.
In the entire space, the operator in (1.3), denoted (−∆)s, can be defined through
Fourier transform F , by
F [(−∆)su](ζ) = |ζ|2sF [u](ζ).
We treat in a unified way both operators, the spectral and the restricted lapla-
cian. The difficulties are due to the nonlocality of the operators under consideration,
which is a major point of our analysis. To overcome this problem, we use several
techniques developed over the years. Throughout the paper, p∗ := (n+2s)/(n−2s)
represents the critical Sobolev exponent. For this exponent, the corresponding
equation in Rn
(1.4) (−∆)s u = up∗
has an explicit family of solutions of the form
wλ,ξ(x) = λ
−n−2s2 w(λ−1(x− ξ))
with ξ ∈ Rn and λ > 0, where
w(x) =
bn,s
(1 + |x|2)n−2s2
3and bn,s is a positive constant (see [12] for classification results).
We construct solutions of (1.1) that concentrate at certain points in Ω as ε→ 0.
These concentration points are determined by the critical points of a map which
involves the Green’s function of the operator AsΩ and its regular part. Let G denote
the Green’s function for AsΩ in Ω, that is, for any ξ ∈ Ω, G(·, ξ) satisfies
(1.5)
AsΩG(·, ξ) = δξ(·) in Ω,
G(·, ξ) = 0 on Σ,
where δξ denotes the Dirac mass at the point ξ. In the entire space, we denote the
Green function by Γ , which satisfies
(−∆)s Γ (x, ξ) = δξ(x) for all x ∈ Rn,
lim
|x|→∞
Γ (x, ξ) = 0,
for each fixed ξ ∈ Rn. The function Γ is explicitly given by
(1.6) Γ (x, ξ) =
an,s
|x− ξ|n−2s ,
where an,s is a positive constant. We also define the regular part of the Green
function G of Ω by
(1.7) H(x, ξ) = Γ (x, ξ)−G(x, ξ) for x, ξ ∈ Ω, x 6= ξ.
Given m ∈ N, the following function will prove to be very important for con-
structing solutions of (1.1):
(1.8) Ψ(ξ,Λ) =
1
2

m∑
i=1
H(ξi, ξi)Λ
2
i − 2
∑
i<j
G(ξi, ξj)ΛiΛj
± log(Λ1 · · ·Λm),
ξ = (ξ1, . . . , ξm) ∈ Ωm and Λ = (Λ1, . . . ,Λm) ∈ (0,∞)m (see (3.17)).
We recall the definition of stable critical set introduced by Y.Y. Li [23].
Definition 1.1 (Stable critical set). Let A be a bounded set of critical points of
Ψ. We say that A is a stable critical set if for all µ > 0 there is a number δ > 0
such that if Φ ∈ C1(Ω) and
max
dist(ξ,A)≤µ
(|Ψ(ξ)− Φ(ξ)|+ |∇Ψ(ξ)−∇Φ(ξ)|) < δ,
then Φ has at least one critical point ξ, with dist(ξ,A) < µ.
We will now state the main results of this paper. Let us start with a concentration
result of multiple bubble solutions.
Theorem 1.2. Suppose that Ψ in (1.8) has a stable critical set A. Then, for every
point (ξ1, . . . , ξm,Λ1, . . . ,Λm) ∈ A there exists a family of solutions of problem (1.1)
which blow up and concentrate at each point ξi, i = 1, . . . ,m, as ε tends to zero.
Actually, the proof will provide much finer information on the asymptotic profile
of the blow up of these solutions as ε → 0. Up to a scaling and translation, the
solutions look around each ξi like a bubble, which is a solution in the entire Rn of
the equation at the critical exponent. More precisely, we will find
(1.9) uε(x) = bn,s
m∑
i=1
(
β
1/2
n,sΛ2iεε
1− 1
2s±ε(n−2s/2)[
(βn,sΛiεε)2/n−2s + |x− ξiε|2
](n−2s)/2
)
+ θε(x),
4where θε(x) → 0 uniformly as ε → 0, ξiε → ξi, and Λiε → Λi up to subsequences.
The positive constant βn,s will be defined in Section 3.
There is not a general method to find stable critical points of Ψ in (1.8). How-
ever, in some special domains depending on the criticality of the exponent p, we
shall show how to find some of these points and then prove the existence of a
concentrating family of solutions to (1.1).
The supercritical case, two-bubble solutions. In the supercritical case, i.e. p = p∗+ε,
if we look for two-bubble solutions (m = 2) to (1.1), the criticality with respect to
Λ in (1.8) can be reduced and the following function will play a crucial role:
(1.10) ϕ(ξ1, ξ2) = H
1/2(ξ1, ξ1)H
1/2(ξ2, ξ2)−G(ξ1, ξ2).
A min-max argument shall be used to find suitable critical points of the previous
function. We will show then a blowing up and concentration phenomenon at exactly
two points ξ1, ξ2, as ε → 0, provided that the set where ϕ < 0 is “topologically
nontrivial” in a sense specified below. The pair (ξ1, ξ2) will be a critical point of ϕ
with ϕ(ξ1, ξ2) < 0.
Given B ⊂ Ω, we will denote by Hd(B) its d-th cohomology group with integral
coefficients and by ι∗ the homomorphism ι∗ : Hd(Ω) → H∗(B), induced by the
inclusion ι : B → Ω.
Theorem 1.3. Consider the supercritical case in problem (1.1), i.e. p = p∗ +
ε. Assume that Ω is a smooth bounded domain in Rn that satisfies the following
property: There exist a compact manifold M ⊂ Ω and an integer d ≥ 1 such that,
ϕ < 0 on M ×M, ι∗ : Hd(Ω) → Hd(M) is nontrivial and either d is odd or
H2d(Ω) = 0. Then there exists ε0 > 0 such that, for any 0 < ε < ε0, problem (1.1)
has at least one solution uε. Moreover, let N be the component of the set where
ϕ < 0 which contains M×M. Then, given any sequence ε = εj → 0, there is a
subsequence, which we denote in the same way, and a critical point (ξ1, ξ2) ∈ N of
the function ϕ such that uε → 0 on compact subsets of Ω\{ξ1, ξ2} and such that for
any δ > 0
sup
|x−ξi|<δ
uε(x)→∞, i = 1, 2,
as ε→ 0.
The asymptotic profile of the blow up of the solutions is like (1.9), but this time
one can identify the limits as
Λ21 = −
H(ξ2, ξ2)
1/2
H(ξ1, ξ1)1/2ϕ(ξ1, ξ2)
, Λ22 = −
H(ξ1, ξ1)
1/2
H(ξ2, ξ2)1/2ϕ(ξ1, ξ2)
.
To clarify the meaning of Theorem 1.3, we mention two examples under the scope
of this result. The first one is a domain D with an excised subdomain ω contained
in a ball of sufficiently small radius. The second example is a domain D ⊂ R3 from
which one takes away a solid torus with sufficiently small cross-section. For more
details we refer the reader to [16].
The subcritical case, one-bubble solutions. In the subcritical case, i.e. p = p∗ − ε,
if we look for one-bubble solutions (m = 1) to (1.1), the function Ψ in (1.8) takes
the simple form
Ψ(ξ,Λ) =
1
2
H(ξ, ξ)Λ2 − log Λ, ξ ∈ Ω,Λ > 0.
5H(ξ, ξ) is called the Robin’s function of Ω. In Section 6 we will show that
c1d(ξ)
2s−n ≤ H(ξ, ξ) ≤ c2d(ξ)2s−n for all ξ ∈ Ω,
where d(ξ) := dist(ξ, ∂Ω) and c1, c2 > 0, see Lemma 6.5. Therefore H(ξ, ξ) blows
up at the boundary, which implies that its absolute minima are stable under small
variations of it.
Theorem 1.4. Consider the subcritical case in problem (1.1), that is p = p∗ − ε.
Then, there exists a family of solutions which blow up and concentrate, as ε tends
to zero, at an absolute minimum of the Robin’s function of Ω.
The paper is organized as follows. In order to keep it easy to read, we have
chosen to concentrate in Sections 2–6 on the results dealing with the spectral frac-
tional Laplacian. In Section 7, the details which have to be changed in the theory
from the spectral fractional Laplacian to the restricted fractional Laplacian will be
explained. We refer the reader to the paper [3] (see also [24]) where a thorough
analysis of the differences between the spectral fractional Laplacian and the re-
stricted fractional Laplacian is performed; in particular, as far as their domains
are concerned and several other properties of their eigen-elements. In Section 2
we recall the definition and basic properties of the fractional Laplacian in bounded
domains and in the whole Rn. In Section 3 we shall develop the analytical tools
toward the main results. We study the linearization around special entire solutions
of (1.4); an initial approximation will be done as well. Section 4 and 5 contain
the reduction to a finite dimensional functional and its relation with the original
problem (1.1); these sections contain the final tools to prove Theorem 1.2–1.4 in
Section 6. Finally, in Section 7 we complete the proof of the previous theorems by
studying the corresponding properties for the restricted fractional Laplacian.
2. Preliminary results
In this section we recall some basic properties of the spectral fractional Laplacian.
The notations used throughout this paper are settled down as well.
On a smooth bounded domain Ω, we consider
(−∆Ω)s =
∞∑
i=1
λsiPi
where {λi, φi}∞i=1 are the eigenvalues and corresponding eigenvectors of −∆Ω on
H10 (Ω) and Pi is the orthogonal projection on the eigenspace corresponding to λi.
Denote
H(Ω) = {u =
∞∑
i=1
aiφi ∈ L2(Ω) :
∞∑
i=1
a2iλ
s
i <∞}.
The operator (−∆Ω)s is an isomorphism between H(Ω) and its dual. This space
can be characterized more explicitly, see [3, 10].
As it is now well-known, the Caffarelli-Silvestre extension [9] provides a pow-
erful tool to handle problems (and do computations) involving nonlocal operators
modeled on the fractional laplacian, which is our case here. We now describe this
extension in our context (see [6, 31, 10]). These two description are actually equiv-
alent once a suitable functional setting is defined.
The extension problem is set in the cylinder Ω× (0,∞) and it will be convenient
to use the following notation: x ∈ Rn, y > 0, and X = (x, y) ∈ Rn+1+ := Rn×(0,∞);
6likewise, we denote by C the cylinder Ω × (0,∞) and by ∂LC its lateral boundary,
i.e. ∂Ω× (0,∞). The ambient space Hs0,L(C) is defined as the completion of
Cs0,L(C) := {U ∈ C∞(C) : U = 0 on ∂LC}
with respect to the norm
(2.1) ‖U‖C =
(∫
C
y1−2s|∇U |2
)1/2
.
This is a Hilbert space endowed with the following inner product
〈U, V 〉 =
∫
C
y1−2s∇U · ∇V for all U, V ∈ Hs0,L(C).
In the entire space, we denote by Ds(Rn+1+ ) the completion of C∞0 (Rn+1+ ) with
respect to the norm ‖ · ‖Rn+1+ defined as in (2.1). We point out that if Ω is a smooth
bounded domain then
H(Ω) = {u = tr |Ω×{0}U : U ∈ Hs0,L(C)}.
The extension problem is the following: given u ∈ H(Ω), we solve
(2.2)

div(y1−2s∇U) = 0 in C,
U = 0 on ∂LC,
U = u on Ω,
for U ∈ Hs0,L(C), where divergence and ∇ are operators acting on all variables
X = (x, y). Then, up to a multiplicative constant,
(2.3) (−∆Ω)su = − lim
y→0
y1−2s∂yU,
See [9] and [10] for the entire and bounded domain case, respectively.
Regarding this extension procedure, the Green function defined in (1.5) can be
seen, up to a positive constant, as the trace of the solution G for the following
extended Dirichlet-Neumann problem
(2.4)

div(y1−2s∇G(·, ξ)) = 0 in C,
G(·, ξ) = 0 on ∂LC,
− lim
y→0
y1−2s∂yG(·, ξ) = δξ(·) on Ω,
ξ ∈ Ω (we denote the Green function, as well as its extension, by G). Moreover, we
have the following representation formula
(2.5) U(z) =
∫
Ω
G(z, ξ)(−∆Ω)su(ξ) dξ for all z ∈ C,
where u = tr |Ω×{0}U . Likewise, the regular part of the Green function defined in
(1.7) can be extended in Hs0,L(C) as the unique solution of
(2.6)

div(y1−2s∇H(z, ξ)) = 0, z ∈ C,
H(z, ξ) = Γ (z − ξ), z ∈ ∂LC,
lim
y→0
y1−2s∂yH(z, ξ) = 0, z ∈ Ω,
ξ ∈ Ω (we denote the regular part of the Green function, as well as its extension,
by H).
7In the next sections, given a a function u ∈ H(Ω), when we speak of its s-
harmonic extension to Ω× (0,∞) we will always refer to the solution of (2.2). This
extension process depends on the domain, and we include the possibility that the
domain is Rn, in which case U can be written as a convolution of u and an explicit
kernel
(2.7) U(x, y) =
∫
Rn
P (x− t, y)u(t) dt
where
P (x, y) = Cn,s
y2s
(|x|2 + y2)n+2s2
(see [9]). Then, the s-harmonic extension of the fundamental solution (1.6) to
Rn+ := Rn × (0,∞) is given just by
Γ (z1, z2) =
an,s
|z1 − z2|n−2s for z1, z2 ∈ R
n
+, z1 6= z2.
We end this section with the folllowing maximum principle.
Lemma 2.1 (Maximum principle). Suppose that U is a weak solution of the prob-
lem 
div(y1−2s∇U) = 0 in C,
U = g on ∂LC,
lim
y→0
y1−2s∂yU = 0 on Ω,
for some function g : ∂LC → R. Then
sup
z∈C
|U(z)| ≤ sup
z∈∂LC
|g(z)|.
Proof. Let U¯ = supz∈∂LC g(z), and consider the function V (z) = U¯ − U(z) which
satisfies 
div(y1−2s∇V ) = 0 in C,
V ≥ 0 on ∂LC,
lim
y→0
y1−2s∂yV = 0 on Ω.
Note that V − = 0 on ∂LC. Then, we deduce that
0 =
∫
C
y1−2s∇V · ∇V − = −
∫
C
y1−2s|∇V −|2.
It implies that V − = 0, and then U ≤ U¯ in C. By a similar argument, we can
deduce that infz∈∂LC g(z) ≤ U in C, which completes the proof. 
3. Initial approximation and reduced energy
Let Ω be a bounded domain with smooth boundary in Rn. It will be convenient
to work with the enlarged domain
Ωε = ε
− 1n−2sΩ,
ε > 0 small, that, after the change of variables
v(x) = ε
s
2s±ε(n−2s/2)u(ε
1
n−2sx), x ∈ Ωε,
8transforms equation (1.1) into
(3.1)
{
(−∆Ωε)sv = vp
∗±ε, v > 0 in Ωε,
v = 0 on ∂Ωε
(recall that p∗ := (n+ 2s)/(n− 2s)).
As ε > 0 is small, we shall develop an initial approximation based on solutions
of the equation
(3.2) (−∆)s v = vp∗ in Rn.
Specifically, the family generated by
w(x) =
bn,s
(1 + |x|2)n−2s2
in the following way:
(3.3) wλ,ξ(x) = λ
−n−2s2 w(λ−1(x− ξ)) = bn,s
(
λ
λ2 + |x− ξ|2
)n−2s
2
,
with λ > 0 and ξ ∈ Rn. Here bn,s is a positive constant (see [12] for classification
results).
Let Wλ,ξ denote the s-harmonic extension of wλ,ξ to Rn+1+ given by the formula
(2.7), so that Wλ,ξ satisfies
(3.4)
{
div(y1−2s∇Wλ,ξ) = 0 in Rn+1+ ,
Wλ,ξ = wλ,ξ on Rn.
To deal with the zero Dirichlet condition in (1.1), we introduce the function vλ,ξ to
be the H(Ωε)-projection of wλ,ξ, namely the unique solution of the equation
(3.5)
{
(−∆Ωε)svλ,ξ = wp
∗
λ,ξ in Ωε,
vλ,ξ = 0 on ∂Ωε.
The functions vλ,ξ can be expressed as
vλ,ξ = wλ,ξ − ϕλ,ξ in Ωε,
where ϕλ,ξ is the trace on Ωε of the unique solution Φλ,ξ of
(3.6)

div(y1−2s∇Φλ,ξ) = 0 in Cε,
Φλ,ξ = Wλ,ξ on ∂LCε,
lim
y→0
y1−2s∂yΦλ,ξ = 0 on Ωε
(recall that that Cε is the enlarged cylinder Ωε× (0,∞) and ∂LCε its lateral bound-
ary).
We develop an initial approximation with concentration at certain m points
ξ1, . . . , ξm ∈ Ω. To this end, we consider the properly scaled points
(3.7) ξ′i = ε
− 1n−2s ξi ∈ Ωε,
and, for parameters λ1, . . . , λm > 0, look for a solution of problem (3.1) of the form
(3.8) v = v¯ + φ,
9where
v¯ =
m∑
i=1
vi, with vi = vλi,ξ′i .
The points and parameters {ξi, λi}mi=1 shall be suitable chosen to made the term φ
of “small order” all over Ωε.
As we pointed out in the previous section (see (2.2) and (2.3)), solutions of (3.1)
are closely related to those of
(3.9)

div(y1−2s∇V ) = 0 in Cε,
V > 0 in Cε,
V = 0 on ∂LCε,
− lim
y→0
y1−2s∂yV = vp
∗±ε on Ωε.
These functions correspond, in turn, to stationary points of the energy functional
(3.10) J±ε(V ) =
1
2
∫
Cε
y1−2s|∇V |2 − 1
p∗ + 1± ε
∫
Ωε
|V |p∗+1±ε.
We remark that in the subcritical case these functionals are well defined and C1 in
the Hilbert space Hs0,L(Cε).
If a solution of the form (3.8) exists, we should have J±ε(V ) ∼ J±ε(V¯ ), where
V and V¯ denote the s-harmonic extension of v and v¯, respectively. Then the cor-
responding points (ξ1, . . . , ξm, λ1, . . . , λm) in the definition of v¯ are also “approxi-
mately stationary” for the finite dimensional functional (ξ1, . . . , ξm, λ1, . . . , λm) 7→
J±ε(V¯ ). It is then necessary to understand the structure of this functional and
find critical points that survive small perturbations. A first approximation is the
following: If the points ξi are taken far apart from each other and far away from
the boundary,
J±ε(V¯ ) ∼
m∑
i=1
J±ε(Vi) ∼ mCn,s
where
Cn,s =
1
2
∫
Rn+1+
y1−2s|∇W |2 − 1
p∗ + 1
∫
Rn
|w|p∗+1,
and Vi and W are the s-harmonic extension of vi and w, respectively.
To work out a more precise expansion, it will be convenient to recast the variables
λi into the Λi’s given by
(3.11) λ
n−2s
2
i = βn,sΛ
2
i
with
βn,s =
∫
Rn w
p∗+1
(p∗ + 1)(
∫
Rn w
p∗)2
In order to get good estimates of J±ε(V¯ ), we take the concentration points uniformly
separated in Ω and away from the boundary. Let us fix a small δ > 0 and work
with ξ1, . . . , ξm ∈ Ω, and λ1, . . . , λm > 0, such that
|ξi − ξj | ≥ δ for all i 6= j and dist(ξi, ∂Ω) ≥ δ for all i;(3.12)
Λi ∈ (δ, δ−1) for all i.(3.13)
In order to find and expansion of J±ε(V¯ ), let us find before one for ϕλ,ξ′ and vλ,ξ′ .
10
Lemma 3.1. Given ξ ∈ Ω and λ > 0, we have that
(3.14) ϕλ,ξ′(ε
− 1n−2sx) = αλ
n−2s
2 H(x, ξ)ε+ o(ε),
uniformly for x ∈ Ω. And
(3.15) vλ,ξ′(ε
− 1n−2sx) = αλ
n−2s
2 G(x, ξ)ε+ o(ε),
uniformly for x on each compact subset of Ω\{ξ}. Here α = α(n, s) = ∫Rn wp∗ and
G, H are respectively the Green function of the fractional Laplacian with Dirichlet
boundary condition on Ω and its regular part.
Proof. Using (2.5) and then (3.3), the function Wλ,ξ′ in (3.4) can be written as
Wλ,ξ′(z) =
∫
Rn
Γ (z, τ)wp
∗
λ,ξ′(τ) dτ
= λ−
n+2s
2
∫
Rn
Γ (z, τ)wp
∗
(λ−1(τ − ξ′)) dτ for all z = (x, y) ∈ Rn+1+ .
Regarding (2.6) and (3.6), let us now consider the functions
Hε(z) = αλ
n−2s
2 H(x, ξ)ε and Φε(z) = Φλ,ξ′(ε
− 1n−2s z),
both defined in C. Using the previous identity, we have that,
Φε(z) = Wλ,ξ′(ε
− 1n−2s z) = λ−
n+2s
2
∫
Rn
Γ (ε−
1
n−2s z, τ)wp
∗
(λ−1(τ − ξ′)) dτ
= λ
n−2s
2
∫
Rn
Γ (ε−
1
n−2s z, ξ′ + λτ)wp
∗
(τ) dτ
= λ
n−2s
2 ε
∫
Rn
Γ (z, ξ + λε
1
n−2s τ)wp
∗
(τ) dτ
= αλ
n−2s
2 Γ (z, ξ)ε+ o(ε),
uniformly for z ∈ ∂LC. Therefore,
sup
z∈∂LC
|Φε(z)−Hε(z)| = o(ε)
By the maximum principle in the previous section, we deduce that
sup
z∈C
|Φε(z)−Hε(z)| = o(ε).
This establishes (3.14). A similar argument can be used to state (3.15). 
Lemma 3.2. The following expansion holds:
(3.16) J±ε(V¯ ) = mCn,s + [γn,s + ωn,sΨ(ξ,Λ)]ε+ o(ε)
uniformly with respect to (ξ,Λ) satisfying (3.12) and (3.13). Here
(3.17) Ψ(ξ,Λ) =
1
2

m∑
i=1
H(ξi, ξi)Λ
2
i − 2
∑
i<j
G(ξi, ξj)ΛiΛj
± log(Λ1 · · ·Λm),
γn,s =
{
± m
p∗ + 1
ωn,s ± m
2
ωn,s log βn,s ∓ m
p∗ + 1
∫
Rn
wp
∗+1 logw
}
and
ωn,s =
∫
Rn w
p∗+1
p∗ + 1
.
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Proof. Consider the energy functional
J0(V ) =
1
2
∫
Cε
y1−2s|∇V |2 − 1
p∗ + 1
∫
Ωε
|V |p∗+1.
In order to prove (3.16), let us first estimate J0(V¯ ). Recall that v¯ =
∑m
i=1 vi, and
then V¯ =
∑m
i=1 Vi where V¯ and Vi represent the s-harmonic extension of v¯ and vi,
respectively. We have
(3.18)
J0(V¯ ) = J0(
m∑
i=1
Vi)
=
m∑
i=1
1
2
∫
Cε
y1−2s|∇Vi|2 − 1
p∗ + 1
∫
Ωε
vp
∗+1
i
+
1
2
∑
i 6=j
∫
Cε
y1−2s∇Vi · ∇Vj − 1
p∗ + 1
∫
Ωε
(
m∑
i=1
vi
)p∗+1
−
m∑
i=1
vp
∗+1
i
 .
Now, recall that, by (3.5), Vi satisfies up to a constant
(3.19)

div(y1−2s∇Vi) = 0 in Cε,
Vi = 0 on ∂LCε,
− lim
y→0
y1−2s∂yVi = w
p∗
i on Ωε,
where wi = wλi,ξ′i . Integrating by parts, we deduce that∫
Cε
y1−2s|∇Vi|2 =
∫
Ωε
wp
∗
i vi =
∫
Ωε
wp
∗+1
i − wp
∗
i ϕi.
This and the previous lemma imply
(3.20)∫
Cε
y1−2s|∇Vi|2 =
∫
Rn
wp
∗+1 − βn,s
(∫
Rn
wp
∗
)2
H(ξi, ξi)Λ
2
i ε+ o(ε)
=
∫
Rn+1+
y1−2s|∇W |2 − βn,s
(∫
Rn
wp
∗
)2
H(ξi, ξi)Λ
2
i ε+ o(ε),
where the last equality is due to W is the s-harmonic extension of w, which satisfies
equation (3.2).
By a similar argument, we see that
∫
Cε
y1−2s∇Vi∇Vj = βn,s
(∫
Rn
wp
∗
)2
G(ξi, ξj)ΛiΛjε+ o(ε),(3.21) ∫
Ωε
vp
∗+1
i =
∫
Rn
wp
∗+1 − (p∗ + 1)βn,s
(∫
Rn
wp
∗
)2
H(ξi, ξi)Λ
2
i ε+ o(ε)(3.22)
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and
(3.23)
1
p∗ + 1
∫
Ωε
(
m∑
i=1
vi
)p∗+1
−
m∑
i=1
vp
∗+1
i

= 2βn,s
(∫
Rn
wp
∗
)2∑
i6=j
G(ξi, ξj)ΛiΛjε+ o(ε).
Putting (3.20)–(3.23) in (3.18), we conclude that
J0(V¯ ) = mCn,s +
ωn,s
2

m∑
i=1
H(ξi, ξi)Λ
2
i − 2
∑
i<j
G(ξi, ξj)ΛiΛj
 ε+ o(ε).
On the other hand,
J±ε(V¯ )− J0(V¯ ) = ± ε
(p∗ + 1)2
∫
Ωε
V¯ p
∗+1 ∓ ε
p∗ + 1
∫
Ωε
V¯ p
∗+1 log V¯ + o(ε).
The right hand side can be computed as in [15, Lemma 2.1] and [16], it gives us
the following expansion
J±ε(V¯ )−J0(V¯ )
=
[
± m
(p∗ + 1)2
∫
Rn
wp
∗+1 ± m
2(p∗ + 1)
log βn,s
(∫
Rn
wp
∗+1
)
±
∫
Rn w
p∗+1
p∗ + 1
log(Λ1 · · ·Λm)∓ m
p∗ + 1
∫
Rn
wp
∗+1 logw
]
ε+ o(ε),
which concludes the proof. 
Remark 3.3. The quantity o(ε) in the expansion above is actually also of that size
in the C1-norm as a function of ξ and Λ satisfying (3.12) and (3.13).
4. The finite-dimensional reduction
In this section we introduce a linear problem in a suitable functional setting which
is the basis for the reduction of problem (1.1) to the study of a finite dimensional
problem. Fix a small number δ > 0 and consider points ξ′i ∈ Ωε and numbers
Λi > 0, i = 1, . . . ,m, such that
(4.1)
|ξ′i − ξ′j | ≥ ε−
1
n−2s δ for all i 6= j,
dist(ξ′i, ∂Ωε) > ε
− 1n−2s δ and δ < Λi < δ−1 for all i.
As we mentioned in the previous section, we look for solutions to problem (3.1)
of the form v = v¯+φ, see (3.8). So we consider the intermediate problem of finding
φ and cij such that
(4.2)

(−∆Ωε)s(v¯ + φ) = (v¯ + φ)p
∗±ε
+ +
∑
i,j
cijw
p∗−1zij in Ωε,
φ = 0 on ∂Ωε,∫
Ωε
φwp
∗−1zij = 0 for all i, j,
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where zij are defined as follows: consider the functions
z¯ij =
∂wλi,ξ′i
∂ξ′ij
, 1 ≤ i ≤ m, 1 ≤ j ≤ n,(4.3)
z¯i0 =
∂wλi,ξ′i
∂λi
=
n− 2s
2
wλi,ξ′i + (x− ξ′i) · ∇wλi,ξ′i , 1 ≤ i ≤ m(4.4)
and then define the zij ’s to be their respective H(Ωε)-projection, i.e. the unique
solutions of {
(−∆Ωε)szij = (−∆Ωε)sz¯ij in Ωε,
zij = 0 on ∂Ωε.
Remark 4.1. i) In order to find solutions of (3.1), we have to solve (4.2) and
then find points ξ′i and scalars Λi such that the associated cij are all zero.
ii) Observe that for φ ∈ L∞(Rn) the integral∫
Rn
φwp
∗−1zij
is well defined because wp
∗−1(x) ≤ C(1 + |x|)−4s and |zij(x)| ≤ C(1 +
|x|)−n+2s.
iii) The role of the functions z¯ij will be clarified in Proposition 4.3.
The first equation of (4.2) can be rewritten in the following form:
(−∆Ωε)sφ− (p∗ ± ε)v¯p
∗−1±εφ = Rε +Nε(φ) +
∑
i,j
cijw
p∗−1zij
where
Rε = v¯
p∗±ε −
m∑
i=1
wp
∗
i ,
Nε(φ) = (v¯ + φ)
p∗±ε
+ − v¯p
∗±ε − (p∗ ± ε)v¯p∗−1±εφ.
Then we need to understand the following linear problem: given h ∈ Cα(Ω¯ε), find
a function φ such that for certain constants cij , i = 1, . . . ,m, j = 0, . . . , n one has
(4.5)

(−∆Ωε)sφ− (p∗ ± ε)v¯p
∗−1±εφ = h+
∑
i,j
cijw
p∗−1zij in Ωε,
φ = 0 on ∂Ωε,∫
Ωε
φwp
∗−1zij = 0 for all i, j.
To solve this problem, we consider appropriate weighted L∞-norms: For a given
α ≥ 0, let us define the following norm of a function h : Ωε → R
‖h‖α = sup
x∈Ωε
|h(x)|∑m
i=1(1 + |x− ξ′i|)−α
.
With these norms, we have the following a priori estimate for bounded solutions of
(4.5).
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Lemma 4.2. Let α > 2s and assume constraints (4.1) hold. Assume also that
φ ∈ L∞(Ωε) is a solution of (4.5) for a function h ∈ Cα(Ω¯ε). Then there is C such
that for ε > 0 sufficiently small
(4.6) ‖φ‖L∞(Ωε) ≤ C‖h‖α
and
(4.7) |cij | ≤ C‖h‖α.
From now on, we denote by C a generic constant which is independent of ε and
the particulars ξ′i, Λi satisfying (4.1). The proof of this lemma is based on the
following non-degeneracy property of the solutions wλ,ξ′ (see [14]).
Proposition 4.3. Any bounded solution φ of equation
(−∆)sφ = p∗wp∗−1λ,ξ′ φ in Rn
is a linear combinations of the functions
n− 2s
2
wλ,ξ′ + (x− ξ′) · ∇wλ,ξ′ , ∂wλ,ξ
′
∂ξ′j
, 1 ≤ j ≤ n.(4.8)
We will also need the following elementary convolution estimate.
Lemma 4.4. For 2s < α < n there is C such that
‖(1 + |x|)α−2s(Γ ∗ h)‖L∞(Rn) ≤ C‖(1 + |x|)αh‖L∞(Rn),
where Γ is defined in (1.6).
Proof of Lemma 4.2. Let ξ′i = ε
− 1n−2s ξi ∈ Ωε, λi > 0, i = 1, . . . ,m, denote the
properly scaled points and the parameters, respectively. Let us first estimate the
constants cij . Testing the first equation in (4.5) against zlk and then integrating
by parts twice, we deduce that∑
i,j
cij
∫
Ωε
wp
∗−1zijzlk =
∫
Ωε
[(−∆Ωε)szlk−(p∗±ε)v¯p
∗−1±εzlk]φ−
∫
Ωε
hzlk, ε > 0.
This defines a linear system in the cij ’s which is almost diagonal as ε approaches
to zero, indeed, for k = 1, . . . , n,∫
Ωε
wp
∗−1zijzlk = δilδjk
∫
Rn
wp
∗−1
λi,0
(
∂wλi,0
∂xk
)2
+ o(1)
and for k = 0∫
Ωε
wp
∗−1zijzl0 = δilδj0
∫
Rn
wp
∗−1
λi,0
(
n− 2s
2
wλi,0 + x · ∇wλi,0
)2
+ o(1).
On the other hand, we deduce that, for l = 1, . . . ,m,∫
Ωε
[(−∆Ωε)szlk − (p∗ ± ε)v¯p
∗−1±εzlk]φ = o(1)‖φ‖L∞(Ωε),
after noticing that (−∆)sz¯lk − p∗wp
∗−1
λl,0
z¯lk = 0 (recall the definition of z¯lk in (4.3)
and (4.4)), and then applying the dominated convergence theorem. It is also easy
to see that ∣∣∣∣∫
Ωε
hzlk
∣∣∣∣ ≤ C‖h‖α.
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Therefore, the constants cij satisfy the estimate
(4.9) |cij | ≤ C‖h‖α + o(1)‖φ‖L∞(Ωε) as ε→ 0.
We proceed by contradiction to prove (4.6). By abuse of notation, assume that
there are a sequence ε→ 0 and functions φε ∈ L∞(Ωε), which are solution of (4.5)
for some hε, and such that
‖φε‖L∞(Ωε) = 1, ‖hε‖α → 0 as ε→ 0.
Let us denote by ξ′iε = ε
− 1n−2s ξi ∈ Ωε and λiε the corresponding points and scalars
associated to the previous sequence. Observe that, by (4.9),
(4.10) |cij | ≤ C‖hε‖α + o(1)‖φε‖L∞(Ωε) = o(1) as ε→ 0.
We shall prove that
(4.11) lim
ε→0
‖φε‖γ = 0,
for any γ = min{α, β} − 2s, where β is any number in the interval (2s, 4s). In
particular ‖φε‖L∞(Ωε) → 0 as ε→ 0, which is a contradiction.
To show (4.11), we first prove that for any R > 0,
(4.12) φε → 0 uniformly on BR(ξ′iε).
Suppose that this is not true and translate the system of coordinates so that ξ′iε = 0.
Then there is some point xε ∈ BR(0) such that
|φε(xε)| ≥ 1
2
.(4.13)
By passing to a subsequence we can assume that φε converges uniformly on compact
sets of Rn to a bounded solution φ of the problem
(−∆)sφ = p∗wp∗−1λ,0 φ in Rn
for some λ > 0 (recall that λiε stay bounded and bounded away from zero by (4.1)).
By Proposition 4.3, φ is a linear combination of the zij ’s. We can take the limit in
the third equation of (4.5) and use the Lebesgue dominated convergence theorem
to find that φ satisfies∫
Rn
wp
∗−1
λ,0 zijφ = 0 for all 1 ≤ i ≤ m, 0 ≤ j ≤ n,
and we deduce from this that φ ≡ 0. But due to (4.13) there must be a point x
such that |φ(x)| ≥ 12 , which is a contradiction.
On the other hand, we claim that for any 2s ≤ β < 4s
(4.14) lim
ε→0
‖(p∗ ± ε)v¯p∗−1±εφε‖β = 0.
Indeed, observe that 0 < (p∗ ± ε)v¯p∗−1±ε ≤ C∑mi=1(1 + |x− ξ′iε|)−4s, so
‖(p∗ ± ε)v¯p∗−1±εφε‖β ≤ C sup
x∈Ωε
(∑m
i=1(1 + |x− ξ′i,ε|)−4s∑m
i=1(1 + |x− ξ′i,ε|)−β
|φε(x)|
)
.
Let ε¯ > 0 be given. Then there exists R > 0 large so that∑m
i=1(1 + |x− ξ′iε|)−4s∑m
i=1(1 + |x− ξ′iε|)−β
≤ ε¯ ∀x ∈ Ωε \ ∪mi=1BR(ξ′iε).
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By (4.12), there is ε0 such that for all ε < ε0
sup
BR(ξ′iε)
|φε| ≤ ε¯.
It follows that for ε < ε0,
sup
x∈Ωε
∑m
i=1(1 + |x− ξ′iε|)−4s∑m
i=1(1 + |x− ξ′iε|)−β
|φε(x)| ≤ ε¯,
and this proves (4.14).
Let us now consider
fiε(x) =
(1 + |x− ξ′iε|)−β∑m
j=1(1 + |x− ξ′jε|)−β
|(p∗ ± ε)v¯p∗−1±εφε(x)|,
hiε(x) =
(1 + |x− ξ′iε|)−α∑m
j=1(1 + |x− ξ′jε|)−α
|hε(x)|,
tiε(x) =
(1 + |x− ξ′iε|)−α∑m
j=1(1 + |x− ξ′jε|)−α
|
∑
l,k
clkw
p∗−1zlk|,
and observe that
∑
i fiε = |(p∗±ε)v¯p
∗−1±εφε|,
∑
i hiε = |hε| and
∑
i tiε =
∑
l,k clkw
p∗−1zlk.
We extend the functions fiε, hiε and tiε by zero outside Ωε. Let ψiε be the solution
to
(−∆)sψiε = fiε + hiε + tiε in Rn,
with ψiε(x)→ 0 as |x| → ∞, obtained by convolution with Γ .
Let ψε =
∑
i ψiε and observe that ψε satisfies
(−∆)sψε = gε in Rn
where
gε(x) =

|(p∗ ± ε)v¯(x)p∗−1±εφε(x)|+ |hε(x)|
+ |
∑
l,k
clkw(x)
p∗−1zlk(x)| if x ∈ Ωε,
0 if x 6∈ Ωε.
Using the maximum principle for the extended problem in Ωε× (0,∞), Lemma 2.1,
we find
|φε| ≤ ψε in Ωε.(4.15)
Therefore we can get weighted L∞ estimates for φε by establishing these for ψε.
Note that centering at ξ′iε = 0,
‖(1 + |x|)αhiε‖L∞ ≤ ‖hε‖α
and therefore, by the previous lemma,
‖(1 + |x|)α−2sΓ ∗ hiε‖L∞(Rn) ≤ ‖hε‖α.(4.16)
Similarly,
‖(1 + |x|)α−2sΓ ∗ tiε‖L∞(Rn) ≤
∑
l,k
|clk|‖wp∗−1zlk‖α.(4.17)
Finally, if 2s < β < 4s, using again the previous lemma we find that
‖(1 + |x|)β−2sΓ ∗ fiε‖L∞(Rn) ≤ ‖(1 + |x|)βfiε‖L∞(Rn) ≤ ‖(p∗ ± ε)v¯p
∗−1±εφε‖β .
(4.18)
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Hence, by (4.16)–(4.18)
‖ψε‖γ ≤ C(‖(p∗ ± ε)v¯p∗−1±εφε‖β + ‖hε‖α +
∑
l,k
|clk|‖wp∗−1zlk‖α),
where γ = min{β − 2s, α− 2s}. Using (4.15) we get that
‖φε‖γ ≤ C(‖(p∗ ± ε)v¯p∗−1±εφε‖β + ‖hε‖α +
∑
l,k
|clk|‖wp∗−1zlk‖α).
But ‖(p∗± ε)v¯p∗−1±εφn‖β + ‖hε‖α +
∑
l,k |clk|‖wp
∗−1zlk‖α → 0 as ε→ 0 by (4.10)
and (4.14). This proves (4.11).
Finally, (4.7) is a consequence of (4.6) and (4.9).

As a consequence of Lemma 4.2, we deduce the following proposition.
Proposition 4.5. Let α ∈ (2s, 4s) and assume constraints (4.1) hold. Then there
are numbers ε0 > 0, C > 0, such that for all 0 < ε < ε0 and all h ∈ Cα(Ω¯ε),
problem (4.5) admits a unique solution φ = Lε(h), and
(4.19) ‖Lε(h)‖α−2s ≤ C‖h‖α ,
(4.20) |cij | ≤ C‖h‖α .
Proof. Let us consider the space
H = {φ ∈ H(Ωε) :
∫
Ωε
φwp
∗−1zij = 0 ∀i, j}
endowed with the usual inner product. The weak formulation of problem (4.5) is
the following: Find φ ∈ H such that
< φ,ψ >=
∫
Ωε
(p± ε)v¯p∗−1±εφψ +
∫
Ωε
(h+
∑
i,j
cijw
p∗−1zij)ψ for all ψ ∈ H.
With the aid of the Riesz’s representation theorem, this equation takes the form
(4.21) φ = Fε(φ) + h˜
where Fε and h˜ are operators defined in L2(Ωε) by
Fε = (−∆Ωε)−s ◦ l1,
h˜ = (−∆Ωε)−s ◦ l2;
l1 and l2 are the functions defined in L
2(Ωε) given by
l1(ψ) =
∫
Ωε
(p∗ ± ε)v¯p∗−1±εφ,
l2(ψ) =
∫
Ωε
(h+
∑
i,j
cijw
p∗−1zij)ψ.
(−∆Ωε)−s represents the inverse of the fractional Laplacian operator.
Using the compactness of the embedding of H(Ωε) into L
2(Ωε), we deduce that
Fε is compact (see for instance [1, Ch. VII] and [25, 3]). Fredholm’s alternative
guarantees unique solvability of this problem for any h provided that the homoge-
neous equation
φ = Fε(φ)
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has only the zero solution in H. Lemma 4.2 guarantees that this is true provided
that ε > 0 is small enough.
Finally, estimate (4.19) is a consequence of (4.6) and a simple argument by
contradiction. 
It is important for later purposes to understand the differentiability of Lε on the
variables ξ′i and Λi. To this end, given α ∈ (2s, 4s), we define the space
L∞α (Ωε) = {h ∈ L∞(Ωε) : ‖h‖α <∞},
and consider the map
(ξ′,Λ, h) 7→ S(ξ′,Λ, h) ≡ Lε(h),
as a map with values in L∞α ∩H(Ωε).
The proof of the next results are similar to that found in [16] for the case m = 2
(see also [15]). We omit the details.
Proposition 4.6. Under the conditions of the previous proposition, the map S is
of class C1 and
‖∇ξ′,ΛS(ξ′,Λ, h)‖α−2s ≤ C‖h‖α.
Proposition 4.7. Assume the conditions of Proposition 4.5 are satisfied. Then,
there is a constant C > 0 such that, for all ε > 0 small enough, there exists a
unique solution
φ = φ(ξ′,Λ) = φ˜+ ψ
to problem (4.2) with ψ defined by ψ = Lε(Rε) and for points ξ
′,Λ satisfying (4.1).
Moreover, the map (ξ′,Λ) 7→ φ˜(ξ′,Λ) is of class C1 for the ‖ · ‖α−2s-norm and
‖φ˜‖α−2s ≤ Cεmin{p∗,2},(4.22)
‖∇ξ′,Λφ˜‖α−2s ≤ Cεmin{p∗,2}.(4.23)
5. The reduced functional
Let us consider points (ξ′,Λ) which satisfy constraints (4.1) for some δ > 0, and
recall that ξ′ = ε−
1
n−2s ξ. Let φ(x) = φ(ξ′,Λ)(x) be the unique solution of (4.2)
given by Proposition 4.7. Let Φ the s-harmonic extension of φ (recall (2.2)) and
consider the functional
J±ε(ξ,Λ) = J±ε(V¯ + Φ),
where J±ε is defined in (3.10). The definition of Φ yields that
J ′±ε(V¯ + Φ)[Θ] = 0 for all Φ ∈ Hs0,L(Ωε)
such that ∫
Ωε
θwp
∗−1zij ,
where θ = tr |Ωε×{0}Θ.
It is easy to check that
∂xjvi = zij + o(1), ∂Λjvi = zi0 + o(1),
as ε→ 0. The last part of Proposition 4.7 gives the validity of the following result,
see [15, 16] for details.
Lemma 5.1. v = v¯ + φ is a solution of problem (3.1) if and only if (ξ,Λ) is a
critical point of J±ε.
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Next step is then to give an asymptotic estimate for J±ε(ξ,Λ). As we expected,
this functional and Jε(V¯ ) coincide up to order o(ε). The steps to prove this result
are basically contained in [15, Sec. 4] and [16, Sec. 6], we omit the details.
Proposition 5.2. We have the expansion
(5.1) J±ε(ξ,Λ) = mCn,s + [γn,s + ωn,sΨ(ξ,Λ)]ε+ o(ε),
where o(ε) → 0 as ε → 0 in the uniform C1-sense with respect to (ξ,Λ) satisfying
(3.12) and (3.13). The constants in (5.1) are those in Lemma 3.2 and
Ψ(ξ,Λ) =
1
2

m∑
i=1
H(ξi, ξi)Λ
2
i − 2
∑
i<j
G(ξi, ξj)ΛiΛj
± log(Λ1 · · ·Λm).
This result together Lemma 3.2 and its remark imply
(5.2) ∇J±ε(ξ,Λ) = ωn,s∇Ψ(ξ,Λ)ε+ o(ε).
Lemma 5.1 and this estimate show up the importance of the stable critical points
of Ψ to find solutions of (3.1), and thereby to (1.1).
6. Proof of the main results
We will now show how the results of previous sections imply the validity of the
theorems stated in Section 1 (in the spectral fractional Laplacian case). Let us first
note that Theorem 1.2 is a direct consequence of Lemma 5.1 together (5.2) and the
stability of the set A of critical points of Ψ.
6.1. The supercritical case, two-bubble solutions. In this subsection we prove
Theorem 1.3. So we consider the supercritical case, p = p∗ + ε, in (3.1), and look
for a two-bubble solution. We set up a min-max scheme to find a critical point of
the function Ψ that will be used to find a critical point for the reduced functional
J±ε, according to Proposition 5.2 and posterior comments.
In this setting the function Ψ takes the form
(6.1) Ψ(ξ,Λ) =
1
2
{
H(ξ1, ξ1)Λ
2
1 +H(ξ2, ξ2)Λ
2
2 − 2G(ξ1, ξ2)Λ1Λ2
}
+ log(Λ1Λ2),
where ξ = (ξ1, ξ2) ∈ Ω2 and Λ = (Λ1,Λ2) ∈ (0,∞)2 satisfy (3.12) and (3.13),
respectively. This function is well defined in (Ω2 \ ∆) × (0,∞)2, where ∆ is the
diagonal ∆ = {(ξ1, ξ2) ∈ Ω2 : ξ1 = ξ2}. We avoid the singularities of Ψ over ∆ by
truncating the Green function as follows. For M > 0, define
GM (ξ) =
{
G(ξ) if G(ξ) ≤M
M if G(ξ) > M,
and consider ΨM,ρ : Ω
2
ρ × (0,∞)2 → R given by
(6.2) ΨM,ρ(ξ,Λ) = Ψ(ξ,Λ)− 2GM (ξ)Λ1Λ2 + 2GM (ξ)Λ1Λ2,
where ρ > 0 and Ωρ = {ξ ∈ Ω : dist(ξ, ∂Ω) > ρ}. The quantities M and ρ will be
chosen later, and we still denote by Ψ the modified function ΨM,ρ.
For every ξ ∈ M2 we choose Λ(ξ) = (Λ1(ξ),Λ2(ξ)) to be a vector defining a
negative direction of the quadratic form associated with Ψ. Such a direction exists
since, by hypothesis, the function defined in (1.10),
ϕ(ξ1, ξ2) = H
1/2(ξ1, ξ1)H
1/2(ξ2, ξ2)−G(ξ1, ξ2),
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is negative over M2. More precisely, fixed ξ = (ξ1, ξ2) ∈ Ω2 and considering ψ
in (6.1) as a function of Λ = (Λ1,Λ2), we have a unique critical point Λ(ξ) =
(Λ1(ξ),Λ2(ξ)) given by
(6.3) Λ21 = −
H(ξ2, ξ2)
1/2
H(ξ1, ξ1)1/2ϕ(ξ1, ξ2)
, Λ22 = −
H(ξ1, ξ1)
1/2
H(ξ2, ξ2)1/2ϕ(ξ1, ξ2)
.
In particular, we have that
H(ξ1, ξ1)Λ
2
1 +H(ξ2, ξ2)Λ
2
2 − 2G(ξ1, ξ2)Λ1Λ2 = −1
and
Ψ(ξ,Λ(ξ)) = −1
2
+ log
1
|ϕ(ξ)| .
In order to define the min-max class, we consider the set D = {(ξ,Λ) ∈ Ω2ρ ×
(0,∞)2 : ϕ(ξ) < −ρ0}, where ρ0 = min
{
1
2 exp(−2C0 − 1),− 12 max{ϕ : in M2}
}
,
with
C0 = sup
(ξ,σ)∈M2×I
Ψ(ξ, σ);
I is the interval (σ0, σ
−1
0 ) where σ0 is a small number to be chosen later. With the
previous choice of constants, we necessary verify thatM2× (0,∞)2 ⊂ D. Now, let
Z be the class of continuous functions ζ :M2 × I × [0, 1]→ D, such that
(i) ζ(ξ, σ0, t) = (ξ, σ0Λ(ξ)), and ζ(ξ, σ
−1
0 , t) = (ξ, σ
−1
0 Λ(ξ)) for all ξ ∈ M2,
t ∈ [0, 1], and
(ii) ζ(ξ, σ, 0) = (ξ, σΛ(ξ)) for all (ξ, σ) ∈M2 × I.
Then we define the min-max value
(6.4) c(Ω) = inf
ζ∈Z
sup
(ξ,σ)∈M2×I
Ψ(ζ(ξ, σ, 1))
and we will prove that c(Ω) is a critical value of Ψ.
To prove that c(Ω) is well-defined, it is necessary an intersection lemma that
depends on a topological continuation of the set of solutions of an equation. The
idea behind is based on the work of Fitzpatrick, Massabo` and Pejsachowicz [18] (see
Corollary 7.1 in [16]). For the “fractional Ψ”, the proof of the next related result is
similar and we omit the details. We point out that the hypothesis in Theorem 1.3
about the topological nontriviality of the set ϕ < 0 is used precisely here.
Lemma 6.1. There is a positive constant K, independent of σ0, such that
(6.5) sup
(ξ,σ)∈M2×I
Ψ(ζ(ξ, σ, 1)) ≥ −K for all ζ ∈ Z.
The next step is to show that the domain in which Ψ is defined is closed for the
gradient flow of this function. The following lemma support this claim.
Lemma 6.2. Given c < 0, there exists a sufficiently small number ρ > 0 satisfying
the following: If (ξ1, ξ2) ∈ ∂(Ωρ × Ωρ) is such that ϕ(ξ1, ξ2) = c, then there is a
vector τ , tangent to ∂(Ωρ × Ωρ) at the point (ξ1, ξ2), so that
(6.6) ∇ϕ(ξ1, ξ2) · τ 6= 0.
The number ρ does not depend on c.
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Proof. Fix c < 0 and, for ρ > 0 small, suppose that ξ1ρ ∈ ∂Ωρ, ξ2ρ ∈ Ωρ and
ϕ(ξ1ρ, ξ2ρ) = c. After a rotation and a translation, we can assume that ξ1ρ =
(0Rn−1 , ρ) and that the closest point of ∂Ω to ξ1ρ is the origin. To analyze the
behavior of ∇ϕ(ξ1ρ, ξ2ρ) as ρ→ 0, is convenient to consider the enlarged domain
Ωρ = ρ−1Ω,
and use the notation ξ¯ = ρ−1ξ ∈ Ωρ for ξ ∈ Ω. Observe that the associated Green
function of Ωρ and its regular part are given by
Gρ(ξ¯1, ξ¯2) = ρ
n−2G(ξ1, ξ2), Hρ(ξ¯1, ξ¯2) = ρn−2H(ξ1, ξ2),
and then
ϕρ(ξ¯1, ξ¯2) = ρ
n−2ϕ(ξ1, ξ2),
where
ϕρ(ξ¯1, ξ¯2) = H
1/2
ρ (ξ¯1, ξ¯1)H
1/2
ρ (ξ¯2, ξ¯2)−Gρ(ξ¯1, ξ¯2).
We denote by ξ¯1 the point ξ¯1ρ = (0Rn−1 , 1). We claim that |ξ¯1 − ξ¯2ρ| = O(1) as
ρ → 0. Indeed, by contradiction, suppose the this is not true. Arguing as in the
proof of Lemma 6.5, we deduce that there exists a constant C > 0 such that
H1/2ρ (ξ¯1, ξ¯1)H
1/2
ρ (ξ¯2ρ, ξ¯2ρ) ≥ C|ξ¯1 − ξ¯2ρ|−(n−2)/2,
Gρ(ξ¯1, ξ¯2ρ) ≤ C|ξ¯1 − ξ¯2ρ|−(n−2).
Therefore, for ρ > 0 sufficiently small,
C|ξ¯1 − ξ¯2ρ|−(n−2)/2 ≤ ϕρ(ξ¯1, ξ¯2ρ) = cρn−2,
which is a contradiction since c < 0. We note that this conclusion only depends on
the fact that c is negative.
Then we can assume that ξ¯2ρ → ξ¯2 as ρ → 0, for certain ξ¯2 = (ξ¯′2, ξ¯n2 ), where
ξn2 ≥ 1. Observe that as ρ → 0 the domain Ωρ becomes the half-space Rn+ =
{ξ = (ξ1, . . . , ξn) ∈ Rn : ξn > 0}. Arguing again as in the proof of Lemma 6.5,
the functions Hρ and Gρ converge to the corresponding ones H+ and G+ in the
half-space Rn+, namely
H+(ξ1, ξ2) =
an,s
|ξ1 − ξˆ2|n−2s
and
G+(ξ1, ξ2) = an,s
(
1
|ξ1 − ξ2|n−2s −
1
|ξ1 − ξˆ2|n−2s
)
;
where ξˆ2 = (ξ
′
2,−ξn2 ), for ξ2 = (ξ′2, ξn2 ). Similarly ϕρ and its gradient converge to
ϕ+ and its gradient, respectively, where
ϕ+(ξ1, ξ2) = H
1/2
+ (ξ1, ξ1)H
1/2
+ (ξ2, ξ2)−G+(ξ1, ξ2).
Now, since ϕρ(ξ¯1, ξ¯2ρ) = cρ
n−2, we have
(6.7) ϕ+(ξ¯1, ξ¯2) = 0.
Assume first that ξ¯′2 6= 0. Then, for the direction τ = (0Rn , ξ′2, 0),
∇ϕ+(ξ¯1, ξ¯2) · τ = −(n− 2s)an,s
(
1
|ξ¯1 − ξ¯2|n−2s+2
− 1
|ξ¯1 − ˆ¯ξ2|n−2s+2
)
|ξ¯′2|2 6= 0,
since |ξ¯1 − ξ¯2| < |ξ¯1 − ˆ¯ξ2|. Observe that for ρ sufficiently small, τ = (0Rn , ξ′2, 0)
is tangent to ∂(Ωρ × Ωρ) in (ξ1ρ, ξ2ρ). Assume now that ξ¯′2 = 0, and suppose
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that ξ¯2 = (0, θ0) with θ0 > 1. Consider the function ϕ+(θ) = ϕ+(ξ¯1, 0Rn−1 , θ) =
ϕ+(0Rn−1 , 1, 0Rn−1 , θ); let us prove that ϕ
′
+(θ0) 6= 0. Indeed,
a−1n,sϕ+(θ) =
1
2n−2sθ(n−2s)/2
− 1
(θ − 1)n−2s +
1
(θ + 1)n−2s
,
and thereby
(6.8)
a−1n,sϕ
′
+(θ0) = (n− 2s)
[
1
(θ0 − 1)n+1−2s −
1
(θ0 + 1)n+1−2s
+
1
2n+1−2sθ(n+2−2s)/20
]
On the other hand, (6.7) implies ϕ+(θ0) = 0. Thus
1
2n−2sθ(n−2s)/20
=
1
(θ0 − 1)n−2s −
1
(θ0 + 1)n−2s
,
and putting this in (6.8), we deduce that ϕ′+(θ0) > 0, as claimed. And then we find
that
∇ϕ+(ξ¯1, ξ¯2) · τ > 0,
where τ = (0Rn , 0Rn−1 , 1). Observe that τ is tangent to ∂(Ωρ × Ωρ) in (ξ1ρ, ξ2ρ),
and the proof is complete.

Finally, we have a critical value for Ψ.
Proposition 6.3. The number c(Ω) in (6.4) is a critical value for Ψ in D.
Proof. Let us first prove that for every sequence {ξj ,Λj}j ⊂ D such that (ξj ,Λj)→
(ξ0,Λ0) ∈ ∂D and ψ(ξj ,Λj)→ c(Ω) there is a vector T , tangent to ∂D at (ξ0,Λ0),
such that
(6.9) ∇ψ(ξ0,Λ0) · T 6= 0.
Now, since the function Ψ(ξ,Λ) tends to −∞ as Λ is close to ∂(0,∞)2, we can
assume that Λ0 ∈ (0,∞)2, ξ0 ∈ Ω¯ρ × Ω¯ρ and ϕ(Λ0) ≤ −ρ0. If ∇Λψ(ξ0,Λ0) 6= 0,
choose T = (0R2n ,∇Λψ(ξ0,Λ0)). Otherwise, if ∇Λψ(ξ0,Λ0) = 0 then Λ0 = Λ(ξ0)
according to (6.3), and
(6.10) ψ(ξ0,Λ0) = −1
2
+ log
1
|ϕ(ξ0)| .
Thus, ϕ(ξ0) = − exp(−2c(Ω)− 1) ≤ −2ρ0 < ρ0, so that ξ0 ∈ ∂(Ωρ×Ωρ). Choosing
ρ > 0 as in the previous lemma and then applying (6.6), we deduce (6.9) for certain
direction T . To conclude, we choose M > 0 big enough: Let Mρ = max{H(ξ, ξ) :
ξ ∈ Ωρ}, and consider M ≥ exp(2K − 1) + Mρ, where K is the number found in
Lemma 6.1. Using (6.5) and (6.10), we deduce that G(ξ0) ≤M and thus GM = G
near to ξ0.
We can now define an appropriate gradient flow that will remain in D at level
c(Ω). Finally, let us check the Palais-Smale condition in D at level c(Ω). Indeed,
given the sequence {ξj ,Λj}j ⊂ D satisfying ψ(ξj ,Λj)→ c(Ω) and ∇ψ(ξj ,Λj)→ 0,
we have that {ξj ,Λj}j has a convergent subsequence since {Λj}j is in fact bounded.

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Proof of Theorem 1.3: the spectral fractional Laplacian case. To complete the
proof of the theorem, let us show how to find a critical value for J±ε from the
one for Ψ, namely c(Ω). We consider the domain Dr,R = Ωρ × Ωρ × [r,R]2 ∩ D.
As we did with Ψ at the beginning of this subsection, the functional J±ε can be
extended to all Dr,R keeping the relations (5.1) and (5.2) over Dr,R.
By the Palais-Smale condition for Ψ proved in the previous proposition, there are
numbers R > 0, c > 0 and α0 > 0 such that for all 0 < α < α0, and (ξ,Λ) ∈ Dr,R
satisfying Λ > R and c(Ω) − 2α ≤ Ψ(ξ,Λ) ≤ c(Ω) + 2α we have |∇Ψ(ξ,Λ)| ≥ c.
On the other hand, the min-max characterization of c(Ω) provides the existence of
a ζ ∈ Z such that
c(Ω) ≤ sup
(ξ,σ)∈M2×I
Ψ(ζ(ξ, σ, 1)) ≤ c(Ω) + α.
Choosing r small and R large if necessary, we can assume that
ζ(ξ, σ, 1) ∈ Dr/2,R/2 ⊂ Dr,R for all (ξ, σ) ∈M2 × I.
We define a min-max value for J±ε in the following way: Consider η : Dr,R ×
[0,∞] → Dr,R being the solution of the equation η˙ = −h(η)∇J±ε(η) with initial
condition η(ξ,Λ, 0) = (ξ,Λ). Here the function h is defined in Dr.R so that h(ξ,Λ) =
0 for all (ξ,Λ) with Ψ(ξ,Λ) ≤ c(Ω) − 2α and h(ξ,Λ) = 1 if Ψ(ξ,Λ) ≥ c(Ω) − α,
satisfying 0 ≤ h ≤ 1. Since the choice of r and R and (5.1), (5.2), we have
η(ξ,Λ, t) ∈ Dr,R for all t ≥ 0. Then the number
C(Ω) = inf
t≥0
sup
(ξ,σ)∈M2×I
J±ε(η(ζ(ξ, σ, 1), t))
is a critical value for J±ε, and the proof is complete. 
6.2. The subcritical case, one-bubble solutions. In this subsection we prove
Theorem 1.4. Let us then suppose that p = p∗ − ε in (3.1) and m = 1, that is, we
consider the subcritical case and study the concentration phenomena for just one
bubble. In this case the function Ψ in (3.17) takes the form
Ψ(ξ,Λ) =
1
2
H(ξ, ξ)Λ2 − log Λ, ξ ∈ Ω,Λ > 0.
Thanks to the coercivity of Ψ in Λ, in order to find a critical point of Ψ(ξ,Λ), we
have to find one to R(ξ) = H(ξ, ξ), that is, the Robin’s function of the domain Ω.
The next result shows that the Robin’s function blows up at the boundary, which
implies that its absolute minimums are somehow stable under small variations of
it. Before the precise statement of the result, let us review a fractional version of
the Kelvin transform (see Appendix A in [29]).
Lemma 6.4 (Fractional Kelvin transform). Let u be a smooth bounded function in
Rn \ {0}. Let ξ 7→ ξ/|ξ|2 be the inversion with respect to the unit sphere. Define
u∗(ξ) = |ξ|2s−nu(ξ∗). Then,
(−∆)su∗(ξ) = |ξ|−2n−s(−∆)su(ξ∗),
for all ξ 6= 0.
Recall also the following identity
(6.11) |ξ∗1 − ξ∗2 | =
|ξ1 − ξ2|
|ξ1||ξ2| .
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Lemma 6.5. Given ξ ∈ Ω, we define the function d(ξ) := dist(ξ, ∂Ω). Then, there
exists positive constants c1 and c2 such that,
(6.12) c1d(ξ)
2s−n ≤ R(ξ) ≤ c2d(ξ)2s−n for all ξ ∈ Ω.
Proof. Let ξ0 = (ξ
1
0 , . . . , ξ
n
0 ) ∈ ∂Ω, and consider the ball B := B1/2(1/2, 0, . . . , 0) ⊂
Rn. After a rearrange of variables, we can assume that ξ0 = (1, . . . , 0) and B ⊂ Ωc.
We shall use the Green function of S− = {(ξ1, . . . , ξn) ∈ Rn : ξ1 < 1} and the
Kelvin transform to bound from above the Green function of Ω, which we denote
by G.
Notice that the fractional Green function of the half-space S− (recall (2.4)) is
given by
GS−(Z, Y ) = Γ (Z − Y )− Γ (Z − Y¯ ), Z, Y ∈ S¯− × [0,∞), Z 6= Y,
where Y¯ is the reflection of Y with respect to the half-plane ∂S−× [0,∞). Observe
that Ω × (0,∞) ⊂ Bc × (0,∞) ⊂ S∗−. Then, we consider the (n + 1)-dimensional
Kelvin transform of the Green function of S− and define
F (Z, ξ) = |ξ|2s−n|Z|2s−n [Γ (Z∗ − ξ∗)− Γ (Z∗ − ξ¯∗)] , Z ∈ Bc × (0,∞), ξ ∈ Bc.
It is easy to check that F (Z, ξ) ≥ 0 on ∂Ω× (0,∞), and after using (6.11), F can
be written as
F (Z, ξ) = Γ (Z − ξ)− an,s
∣∣∣∣Z|ξ¯∗| − ξ¯∗|ξ¯∗|
∣∣∣∣2s−n .
F satisfies up to a positive constant
(6.13)

div(y1−2s∇F (·, ξ)) = 0 in Ω× (0,∞),
F (·, ξ) ≥ 0 on ∂Ω× (0,∞),
− lim
y→0
y1−2s∂yF (·, ξ) = δξ(·) on Ω.
Then, by a minor variant of the maximum principle (Lemma 2.1), we deduce that
G(Z, ξ) ≤ F (Z, ξ) for all Z ∈ Ω× (0,∞), ξ ∈ Ω.
This implies that
H(Z, ξ) ≥ an,s
∣∣∣∣Z|ξ¯∗| − ξ¯∗|ξ¯∗|
∣∣∣∣2s−n for all Z ∈ Ω× (0,∞), ξ ∈ Ω.
Thus, there exists a positive constant c1 > 0 such that for all ξ ∈ Ω close to ξ0,
R(ξ) = H(ξ, ξ) ≥ c1|ξ − ξ0|2s−n.
Therefore, taking into account that ξ0 ∈ ∂Ω is arbitrary, we conclude that in a
neighborhood of ∂Ω there exist a constant c1 > 0 such that R(ξ) ≥ c1d(ξ)2s−n.
The smoothness of H in Ω allows us to extend this inequality to the whole domain.
The other inequality in (6.12) can be proven by a similar argument using an
interior ball instead. 
Proof of Theorem 1.4: the spectral fractional Laplacian case. Thanks to the previ-
ous lemma, there still exist absolute minimums of small perturbations of R(ξ) =
H(ξ, ξ). Theorem 1.4 is then a consequence of this fact together Lemma 5.1 and
(5.2). 
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7. The case of the restricted fractional Laplacian
This section is devoted to the restricted fractional Laplacian and the necessary
changes compared to the case of the spectral fractional Laplacian to handle it.
The main changes will be in the stability of the critical points of Ψ. Most of the
computations are however very similar and we leave some details to the reader.
Let us start recalling the definition of the restricted fractional Laplacian:
(−∆|Ω)su = cn,s P.V.
∫
Rn
u¯(x)− u¯(z)
|x− z|n+2s dz,
With this operator, problem (1.1) reads as follows
(7.1)
{
(−∆|Ω)su = up
∗±ε, u > 0 in Ω,
u = 0 in Rn \ Ω,
where p∗ = (n+ 2s)/(n− 2s).
We recall Section 1 and denote by G the Green function related to the restricted
fractional Laplacian, namely the unique solution to
(7.2)
{
(−∆|Ω)sG(·, ξ) = δξ(·) in Ω,
G(·, ξ) = 0 in Rn \ Ω.
The regular part of the Green function is defined by
H(x, ξ) = Γ (x, ξ)−G(x, ξ) for x, ξ ∈ Ω, x 6= ξ,
where
Γ (x, ξ) =
an,s
|x− ξ|n−2s
is the Green function in the entire space Rn.
As already noticed, the restricted fractional Laplacian is a self-adjoint operator
on L2(Ω) with discrete spectrum λk,s and eigenfunctions φk,s. Denote, as before,
the Hilbert space
H(Ω) = {u =
∞∑
k=1
ukφs,k ∈ L2(Ω) : ‖u‖2H =
∞∑
k=1
λs,k|uk|2 < +∞} ⊂ L2(Ω).
See [3] for an explicit identification of this space.
As for the spectral fractional Laplacian, a crucial tool is the Caffarelli-Silvestre
extension, which in this case is simpler to state since it holds in all of Rn+1+ and not
on the cylinder C. Then problem (7.1) writes
div(y1−2s∇U) = 0 in Rn+1+
U = u on Ω,
U = 0 on Rn\Ω,
for U ∈ Hs(Rn+1+ ), the completion of C∞0 (Rn+1+ ) with respect to the semi-norm(∫
Rn+1+
y1−2s|∇U |2
)1/2
.
In this setting, up to a multiplicative constant,
(−∆|Ω)su = − lim
y→0
y1−2s∂yU.
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7.1. Main preliminary results. Let Ω be a bounded domain with smooth bound-
ary in Rn. As in Section 3, it is convenient to work with the enlarged domain
Ωε = ε
− 1n−2sΩ, ε > 0 small,
that, after the change of variables
v(x) = ε
1
2s±ε(n−2s/2)u(ε
1
n−2sx), x ∈ Ωε,
transforms equation (7.1) into
(7.3)
{
(−∆|Ωε)sv = vp
∗±ε, v > 0 in Ωε,
v = 0 in Rn \ Ωε.
We develop again an initial approximation with concentration at certainm points
ξ1, . . . , ξm ∈ Ω, uniformly separated and away from the boundary of Ω as in (3.12);
this construction is based on the functions wλ,ξ in (3.3). To this end, we consider
the properly scaled points
ξ′i = ε
− 1n−2s ξi ∈ Ωε,
and, for parameters λ1, . . . , λm > 0, look for a solution of problem (7.3) of the form
v = v¯ + φ,
where
v¯ =
m∑
i=1
vi, with vi = vλi,ξ′i
(the functions vλi,ξ′i are the H(Ωε)-projection of wλi,ξ′i , as in (3.5)).
Thereby, our problem appears to be a critical point of the energy functional
J±ε(V ) =
1
2
∫
Rn+1+
y1−2s|∇V |2 − 1
p∗ + 1± ε
∫
Ωε
|V |p∗+1±ε.
Since V vanishes outside of Ω, the same integration by parts arguments give the
same result as in the expansion in Lemma 3.2 that we reproduce here for sake of
completeness.
Lemma 7.1. The following expansion holds:
(7.4) J±ε(V¯ ) = mCn,s + [γn,s + ωn,sΨ(ξ,Λ)]ε+ o(ε)
uniformly with respect to (ξ,Λ) satisfying (3.12) and (3.13). Here
(7.5) Ψ(ξ,Λ) =
1
2

m∑
i=1
H(ξi, ξi)Λ
2
i − 2
∑
i<j
G(ξi, ξj)ΛiΛj
± log(Λ1 · · ·Λm),
γn,s =
{
± m
p∗ + 1
ωn,s ± m
2
ωn,s log βn,s ∓ m
p∗ + 1
∫
Rn
wp
∗+1 logw
}
and
ωn,s =
∫
Rn w
p∗+1
p∗ + 1
.
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The finite-dimensional reduction is completely similar to Section 4 and 5: for ε >
0 small one can solve (7.3) in suitable weighted spaces and find a result analogous
to Proposition 4.7. In this way, we define the reduced function
J±ε(ξ,Λ) = J±ε(V ),
where V is the s-harmonic extension of the m-bubble solution of (7.3) just found.
The next results show that this reduced functional is the connection between the
existence of solutions of (7.3) and the existence of stable critical points of Ψ.
Lemma 7.2. v = v¯ + φ is a solution of problem (7.3) if and only if (ξ,Λ) is a
critical point of J±ε.
Proposition 7.3. We have the expansion
J±ε(ξ,Λ) = mCn,s + [γn,s + ωn,sΨ(ξ,Λ)]ε+ o(ε),
where o(ε) → 0 as ε → 0 in the uniform C1-sense with respect to (ξ,Λ) satisfying
(3.12) and (3.13). Moreover
(7.6) ∇J±ε(ξ,Λ) = ωn,s∇Ψ(ξ,Λ)ε+ o(ε).
This reduction scheme used to study the concentration phenomenon of solutions
to (7.1) makes clear the importance of finding stable critical sets (see Definition 1.1)
of Ψ(ξ,Λ), where ξ = (ξ1, . . . , ξm) ∈ Ωm and Λ = (Λ1, . . . ,Λm) ∈ (0,∞)m. In fact,
observe that Theorem 1.2 is a direct consequence of Lemma 7.2 together (7.6) and
the stability of the set A of critical points of Ψ.
7.2. The supercritical case, two-bubble solutions. In this subsection we prove
Theorem 1.3 using a min-max argument, as in Section 6. So we consider the
supercritical case p∗ + ε in (7.1) and look for a two-bubble solution.
In this setting the function Ψ in (7.5) takes the form
(7.7) Ψ(ξ,Λ) =
1
2
{
H(ξ1, ξ1)Λ
2
1 +H(ξ2, ξ2)Λ
2
2 − 2G(ξ1, ξ2)Λ1Λ2
}
+ log(Λ1Λ2),
where ξ = (ξ1, ξ2) ∈ Ω2 and Λ = (Λ1,Λ2) ∈ (0,∞)2 satisfy (3.12) and (3.13),
respectively. We develop a min-max scheme analog to that in the previous section,
and define for ρ > 0 the set Ωρ = {ξ ∈ Ω : dist(ξ, ∂Ω) > ρ}. Ψ should be properly
modified, as in (6.2), to avoid its singularities.
Recall the function defined in (1.10),
ϕ(ξ1, ξ2) = H
1/2(ξ1, ξ1)H
1/2(ξ2, ξ2)−G(ξ1, ξ2),
and with it construct a min-max class of functions Z as in Subsection 6.1. Then
define the value
(7.8) c(Ω) = inf
ζ∈Z
sup
(ξ,σ)∈M2×I
Ψ(ζ(ξ, σ, 1)).
This quantity turns out to be a critical value of Ψ.
The following lemma proves that c(Ω) is well-defined. Its proof is similar to the
one of Corollary 7.1 in [16], we omit the details.
Lemma 7.4. There is a positive constant K, independent of σ0, such that
sup
(ξ,σ)∈M2×I
Ψ(ζ(ξ, σ, 1)) ≥ −K for all ζ ∈ Z.
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On the other hand, the domain in which Ψ is defined is closed for the gradient
flow of this function. This is a consequence of the following lemma, which is similar
to Lemma 6.2.
Lemma 7.5. Given c < 0, there exists a sufficiently small number ρ > 0 satisfying
the following: If (ξ1, ξ2) ∈ ∂(Ωρ × Ωρ) is such that ϕ(ξ1, ξ2) = c, then there is a
vector τ , tangent to ∂(Ωρ × Ωρ) at the point (ξ1, ξ2), so that
∇ϕ(ξ1, ξ2) · τ 6= 0.
The number ρ does not depend on c.
Proof. Fix c < 0 and, for ρ > 0 small, suppose that ξ1ρ ∈ ∂Ωρ, ξ2ρ ∈ Ωρ and
ϕ(ξ1ρ, ξ2ρ) = c. After a rotation and a translation, we can assume that ξ1ρ =
(0Rn−1 , ρ) and that the closest point of ∂Ω to ξ1ρ is the origin. To analyze the
behavior of ∇ϕ(ξ1ρ, ξ2ρ) as ρ→ 0, is convenient to consider the enlarged domain
Ωρ = ρ−1Ω,
and use the notation ξ¯ = ρ−1ξ ∈ Ωρ for ξ ∈ Ω. Observe that the associated Green
function of Ωρ and its regular part are given by
Gρ(ξ¯1, ξ¯2) = ρ
n−2G(ξ1, ξ2), Hρ(ξ¯1, ξ¯2) = ρn−2H(ξ1, ξ2),
and then
ϕρ(ξ¯1, ξ¯2) = ρ
n−2ϕ(ξ1, ξ2),
where
ϕρ(ξ¯1, ξ¯2) = H
1/2
ρ (ξ¯1, ξ¯1)H
1/2
ρ (ξ¯2, ξ¯2)−Gρ(ξ¯1, ξ¯2).
We denote by ξ¯1 the point ξ¯1ρ = (0Rn−1 , 1). Arguing as in the proof of Lemma 6.2,
we deduce that |ξ¯1 − ξ¯2ρ| = O(1) as ρ→ 0. Then we can assume that ξ¯2ρ → ξ¯2 as
ρ→ 0 for certain ξ¯2 = (ξ¯′2, ξ¯n2 ), where ξn2 ≥ 1. Observe that as ρ→ 0 the domain Ωρ
becomes the half-space Rn+ = {ξ = (ξ1, . . . , ξn) ∈ Rn : ξn > 0}. Thereby, following
the proof of Lemma 7.6, we deduce that Gρ and Hρ converge, respectively, to the
Green function of the half-space Rn+, denoted by G+, and its regular part H+.
Likewise, ϕρ and its gradient converge to ϕ+ and its gradient, respectively, where
ϕ+(ξ1, ξ2) = H
1/2
+ (ξ1, ξ1)H
1/2
+ (ξ2, ξ2)−G+(ξ1, ξ2).
The Green function of the half-space can be explicitly written as (see for instance
[22])
(7.9) G+(ξ1, ξ2) =
an,s
r(n−2s)/2
[1− dn,sK(r, t)], ξi = (ξ1i , . . . , ξni ) ∈ Rn+, i = 1, 2.
where
K(r, t) =
1
(r + t)(n−2)/2
∫ r
t
0
(r − tb)(n−2)/2
bs(1 + b)
db,
r = |ξ1 − ξ2|2, t = 4ξn1 ξn2 and dn,s is a positive constant. For the simplicity of
notation, we shall omit n and s in the constants. Then, after a simple change of
variables, the regular part of G+ is
H+(ξ1, ξ2) =
ad
r(n−2s)/2
K(r, t) =
ad
t1−s(r + t)(n−2)/2
∫ 1
0
(1− b)(n−2)/2
bs(1 + rt b)
db.
Therefore, the Robin’s function associated to the half-space can be written as
(7.10) R+(ξ) = H+(ξ, ξ) =
adι
2n−2s(ξn)n−2s
, ξ = (ξ1, . . . , ξn),
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where
ι = ιn,s =
∫ 1
0
(1− b)(n−2)/2
bs
db.
Now, since ϕρ(ξ¯1, ξ¯2ρ) = cρ
n−2, we have
(7.11) ϕ+(ξ¯1, ξ¯2) = 0.
Assume first that ξ¯′2 6= 0. Using the above expressions, we see that
ϕ+(ξ1, ξ2) =
adι
2n−2s(ξn1 )(n−2s)/2(ξ
n
2 )
(n−2s)/2 −
a
r(n−2s)/2
+
ad
r(n−2s)/2
K(r, t).
Therefore, after differentiating along τ = (0Rn , ξ′2, 0) and then evaluating at the
corresponding points, we deduce that
∇ϕ+(ξ¯1, ξ¯2) · τ = ∂
∂r
(
− a
r(n−2s)/2
+
ad
r(n−2s)/2
K(r, t)
)
(∇r · τ)
=
[
(n− 2s)
r
(
a
r(n−2s)/2
− ad
r(n−2s)/2
K(r, t)
)
+
2ad
r(n−2s)/2
∂K
∂r
(r, t)
]
|ξ¯′2|2
=
(
(n− 2s)adι
2n−2s(ξ¯n2 )(n−2s)/2r
+
2ad
r(n−2s)/2
∂K
∂r
(r, t)
)
|ξ¯′2|2,
where the last equality is a consequence of (7.11). Thanks to (7.12) below, the
right-hand side in the previous chain of equalities is positive. Observe that for ρ
sufficiently small, τ = (0Rn , ξ′2, 0) is tangent to ∂(Ωρ × Ωρ) in (ξ1ρ, ξ2ρ).
Assume now that ξ¯′2 = 0, and suppose that ξ¯2 = (0, θ0) with θ0 > 1. Consider
the function ϕ+(θ) = ϕ+(ξ¯1, 0Rn−1 , θ) = ϕ+(0Rn−1 , 1, 0Rn−1 , θ); let us prove that
ϕ′+(θ0) > 0. Indeed, from (7.9) and (7.10),
ϕ+(θ) =
adι
2n−2sθ(n−2s)/2
− a
(θ − 1)n−2s +
ad
(θ − 1)n−2sK(θ),
where
K(θ) =
1
[(θ − 1)2 + 4θ](n−2)/2
∫ (θ−1)2
4θ
0
[(θ − 1)2 − 4θb](n−2)/2
bs(1 + b)
db.
By differentiating ϕ+ and evaluating at θ0, one has
ϕ′+(θ0) = (n− 2s)
(
− adι
2n−2s+1θ(n−2s+2)/20
+
a
(θ0 − 1)n−2s+1
− ad
(θ0 − 1)n−2s+1K(θ0)
)
+
ad
(θ0 − 1)n−2sK
′(θ0)
= (n− 2s)
(
− adι
2n−2s+1θ(n−2s+2)/20
+
adι
2n−2sθ(n−2s)/20 (θ0 − 1)
)
+
ad
(θ0 − 1)n−2sK
′(θ0)
where the last equality is a consequence of (7.11). Therefore
ϕ′+(θ0) =
(n− 2s)adι(θ0 + 1)
2n−2s+1θ(n−2s+2)/20 (θ0 − 1)
+
ad
(θ0 − 1)n−2sK
′(θ0).
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It is then sufficient to prove that K ′(θ0) > 0. Indeed, it is straightforward to show
that
∂K
∂r
(r, t) =
(n− 2)t
2(r + t)n/2
∫ r
t
0
(r − tb)(n−4)/2
bs
db,(7.12)
∂K
∂t
(r, t) = − (n− 2)r
2(r + t)n/2
∫ r
t
0
(r − tb)(n−4)/2
bs
db.(7.13)
Then, for all θ > 1, we have
K ′(θ) =
∂K
∂r
(r, t) r′(θ) +
∂K
∂t
(r, t) t′(θ),
with r(θ) = (θ − 1)2 and t(θ) = 4θ. Therefore
K ′(θ) =
4(n− 2)θ(θ − 1)
(θ + 1)n
∫ (θ−1)2
4θ
0
[(θ − 1)2 − 4θb](n−4)/2
bs
db
− 2(n− 2)(θ − 1)
2
(θ + 1)n
∫ (θ−1)2
4θ
0
[(θ − 1)2 − 4θb](n−4)/2
bs
db
=
2(n− 2)(θ − 1)
(θ + 1)n−1
∫ (θ−1)2
4θ
0
[(θ − 1)2 − 4θb](n−4)/2
bs
db > 0.
And then we find that
∇ϕ+(ξ¯1, ξ¯2) · τ > 0,
where τ = (0Rn , 0Rn−1 , 1). Observe that τ is tangent to ∂(Ωρ × Ωρ) in (ξ1ρ, ξ2ρ),
and the proof is complete.

With the previous results on hand, the proof of Theorem 1.3 follows exactly as
that in the end of the previous section. The details are left to the reader.
7.3. The subcritical case, one-bubble solutions. In this subsection we prove
Theorem 1.4 for the restricted fractional Laplacian. Let us then suppose that the
exponent of the nonlinearity in (7.1) is p∗ − ε and that m = 1, that is, we consider
the subcritical case and study the concentration phenomena for just one bubble.
In this case the function Ψ in (7.7) takes the form
Ψ(ξ,Λ) =
1
2
H(ξ, ξ)Λ2 − log Λ, ξ ∈ Ω,Λ > 0.
As in the previous section, the Robin’s function R(ξ) = H(ξ, ξ) blows up at the
boundary, implying that its absolute minimums are somehow stable under small
variations of it.
Lemma 7.6. Given ξ ∈ Ω, we define the function d(ξ) := dist(ξ, ∂Ω). Then, there
exists positive constants c1 and c2 such that,
(7.14) c1d(ξ)
2s−n ≤ R(ξ) ≤ c2d(ξ)2s−n for all ξ ∈ Ω.
Proof. Let ξ0 = (ξ
1
0 , . . . , ξ
n
0 ) ∈ ∂Ω, and consider the ball B := B1(0). After a
rearrange of variables, we can assume that ξ0 = (1, . . . , 0) and B ⊂ Ωc. We shall
use the Green function of B and the Kelvin transform to bound from above the
Green function of Ω, which we denote by G.
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The Green function of the unit ball B can be explicitly written as (see for instance
[22])
(7.15) GB(ξ1, ξ2) =
an,s
r(n−2s)/2
[1− dn,sK(r, t)], ξi = (ξ1i , . . . , ξni ) ∈ Rn+, i = 1, 2.
where
(7.16)
K(r, t) =
1
(r + t)(n−2)/2
∫ r
t
0
(r − tb)(n−2)/2
bs(1 + b)
db
=
r(n−2s)/2
t1−s(r + t)(n−2)/2
∫ 1
0
(1− b)(n−2)/2
bs(1 + rt b)
db,
r = |ξ1− ξ2|2 and t = (1−|ξ1|2)(1−|ξ2|2). Comparing with the Green function G+
in the half-space, see (7.9), the expression for GB in terms of r and t is the same.
However, t is differently defined here.
Let us consider the Kelvin transform of GB , and define the function
GBc(ξ1, ξ2) = |ξ1|2s−n|ξ2|2s−nGB(ξ∗1 , ξ∗2)
= Γ (ξ1 − ξ2) + an,sdn,s|ξ1|
2s−n|ξ2|2s−n
t∗1−s(r∗ + t∗)(n−2)/2
∫ 1
0
(1− b)(n−2)/2
bs(1 + r
∗
t∗ b)
db,
where r∗ = |ξ∗1−ξ∗2 |2, t∗ = (1−|ξ∗1 |2)(1−|ξ∗2 |2), and the last equality is a consequence
of (6.11) and (7.16). The function GBc satisfies
(7.17)
{
(−∆|Ω)sGBc(·, ξ2) = δξ2(·) in Ω,
GBc(·, ξ2) ≥ 0 in Rn \ Ω;
and, as a consequence of the maximum principle, we deduce that
G(ξ1, ξ2) ≤ GBc(ξ1, ξ2) for all ξ1, ξ2 ∈ Ω.
Then, we have that
H(ξ1, ξ2) ≥ an,sdn,s|ξ1|
2s−n|ξ2|2s−n
t∗1−s(r∗ + t∗)(n−2)/2
∫ 1
0
(1− b)(n−2)/2
bs(1 + r
∗
t∗ b)
db for all ξ1, ξ2 ∈ Ω.
Thus, there exists a positive constant c1 > 0 such that for all ξ ∈ Ω close to ξ0,
R(ξ) = H(ξ, ξ) ≥ an,sdn,s
(|ξ|+ 1)n−2s(|ξ| − 1)n−2s
∫ 1
0
(1− b)(n−2)/2
bs
db
≥ c1|ξ − ξ0|n−2s
(observe that in this case r∗ = 0 and t∗ = (1 − |ξ|2)2). Therefore, taking into
account that ξ0 ∈ ∂Ω is arbitrary, we conclude that in a neighborhood of ∂Ω there
exist a constant c1 > 0 such that R(ξ) ≥ c1d(ξ)2s−n. The smoothness of H in Ω
allows us to extend this inequality to the whole domain.
The other inequality in (7.14) can be proven by a similar argument using an
interior ball instead. The details are left to the reader. 
Proof of Theorem 1.4: the restricted fractional Laplacian case. Thanks to the pre-
vious lemma, there still exist absolute minimums of small perturbations of R(ξ) =
H(ξ, ξ). Theorem 1.4 is then a consequence of this fact together Lemma 7.2 and
(7.6). 
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