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Cybercrime 4.0: Now what is to be done? 
 
Introduction 
There has been widespread agreement about the scale of the cybercrime problem - that it 
represents one of the most serious of all contemporary criminal threats (Cabinet Office, 
2011 Cowley, 2012). From the mid 1990s onwards this conclusion has driven significant 
shifts in legislation, policing powers and policy across most national jurisdictions. But how 
effective have these been? Perhaps more significantly, do these responses offer any kind 
of template for dealing with future developments in the cybercrime threat? In this chapter I 
will review the health of our defences against online offending in the light of what may be 
its latest mutation – an emerging complex of technical opportunity which, for convenience, 
will be termed ‘Cybercrime 4.0’. I will ask if ‘what worked’ in previous contexts is likely to 
continue to work, or if this latest shift represents another permutation of the old maxim that 
‘crime control is always one step behind the (cyber) criminal’. 
 
Cybercrime 1.0 - 3.0 
The usual rationale for distinguishing cybercrime from ‘traditional’ criminal offences centres 
upon the role played by technology (specifically information technology) in furthering it 
(though for an alternative view see my 2007). Either traditional crime is ‘enhanced’ in some 
way by technology or technology serves to shape altogether new forms of criminality. This 
rationale implies an obvious framework for evaluating where we have come from, where 
we are and how successful our efforts have been against cybercrime. This is to periodise 
its development in terms of certain technological shifts and to then test the relative suc-
cess of responses against these shifts. Whilst there are clearly different ways in which 
such a periodisation might be conceptualised one very minimal, but plausible approach 
would be to identify 3 foundational moments in this process of change.  
 What we might call ‘Cybercrime 1.0’ would extend from the origins of modern com-
puting in the 1940s, right through to the late 1980s’. At worst this phase offered little more 
than a kind of ‘beta’ version of cybercriminality.  For though there was speculation about 
what ‘computer crime’ might entail (Parker 1976, Becquai 1987) actual instances were 
minimal. In his seminal text Crime by Computer, Donn Parker argued that, by 1976, there 
had been just 374 computer related offences, with many of these simply involving the theft 
of a computer. The reason for such a low frequency of offending is obvious enough. At the 
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time Parker was writing there were no more than around 150,000 computers in existence 
(1976, p.15), most of these were large corporate or government owned ‘mainframe’ devic-
es and none were connected together in any very useful way. Under these conditions, 
whatever the speculation, there were few practical possibilities for enacting anything like 
what we now think of as computer crime. Towards the end of the 1.0 era (around the mid 
1980s) when the advent of ‘desktop’ or PC versions of computing devices began to ex-
pand the user base, opportunities for criminal exploitation also began to expand. But the 
isolation of these devices from each other remained a major obstacle.  The limited connec-
tions that were available – largely through copying of disks or programs, created some 
precedents for future misuse1, but cybercrime 1.0 was little more than a prelude what was 
to follow. 
 Cybercrime 2.0 had a far shorter lifespan than 1.0 - arguably extending only from 
the early 1990s to the mid 2000s. The technical shifts which distinguished this phase in-
clude the mass proliferation of personal computing devices and (of course) their global 
networking into the internet via the development of the HyperText, URI and HTTP system 
better known as the ‘world wide web’. In a sense cybercrime 2.0 remains the basic tem-
plate for all cybercriminality, for it suffices to provide for its key requirements - a network of 
social relations where most of the crimes familiar within everyday life - theft, sexual mis-
conduct, anti-social behaviour and more can be perpetrated. Two things lent cybercrime 
2.0 its sense of novelty: first, that crimes could be committed ‘at a distance’ and second 
the unique criminal possibilities created by ICT itself - the so called ‘pure’ or cyberdepend-
ent crimes such as malware creation and distribution. Though it caught many off guard, 
the explosive growth associated with 2.0 ought not to have been any more surprising than 
previous surges in offending driven by new technologies. For example, the huge rises in 
intellectual property theft which followed the advent of the printing press (McGuire, 2007). 
            If technological change offers a suitable framework for evaluating changes to the 
cybercrime threat then shifts in the mid 2000’s offer good grounds for identifying a further 
transition - into ‘Cybercrime 3.0’. Like 2.0 this reconfiguration rested upon a further accel-
eration in the scope of connectivity - this time provided by the advent of mobile computing. 
Just how quickly this shift occurred can be seen in the fact that, by 2006 around 93% of 
UK households had acquired a mobile connection - for the first time exceeding households 
with a fixed connection (90%) (Ofcom, 2007). In the same year, 3G connections grew by 
over 70% resulting in 7.8 million subscribers. Only 5 years later, 4G had become the ‘new 
normal’ for connectivity with active subscriptions in the UK alone rising from 318,000 in 
                                                 
1 Computer viruses offer one example. Piracy and illicit copying provide another kind of precedent. 
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early 2013 to  over 6 million by 2014 (Ofcom 2015) And just as smartphone take-up in the 
UK expanded from 51% to around 61% between 2013-14, ‘traditional’ desktop PC owner-
ship continued to decline rapidly (down from 44% in 2012 to 35% in 2014), (Ofcom 2014). 
When considered at the global level, these trends are even more pronounced. There were 
one billion unique mobile subscribers across the globe in 2003 (just under one in six peo-
ple) but within 10 years this had more than trebled to over 3.4 billion (GSMA 2014). The 
majority of the world’s population (56%) are likely to have their own mobile subscription by 
2020, (ibid).  This exponential leap in global connectivity brought enough new and distinc-
tive vulnerabilities to suggest that a qualitatively (and quantitatively) new criminal land-
scape had indeed emerged. As early as 2004 the world’s first mobile malware was detect-
ed - the ‘Cabir’ internet worm which targeted the Nokia Series 60 (Schmidt et al 2009, 
Fortinet 2013). Though this had a relatively innocuous outcome (the word “Caribe” appear-
ing on the screen of infected phones), mobile malware had become a far more serious 
problem by 2014, affecting over 16 million phones (Spencer, 2015).  In the same year, 
over 38 percent of smartphone users were reporting being a victim of cybercrime, typically 
via phishing and spam attacks (Norton 2013). As with Cybercrime 2.0 a key problem here 
has been user awareness and a failure to appreciate the nature of the shift underway. 
Even now, under 50% of wireless users do not have passwords or personal identification 
numbers (PINs) on their handsets (CTIA 2013). Still fewer use any security software when 
using their smartphones to access online banking details (ibid). 
 
Cybercrime 4.0? 
In the 1950s, when Moores Law of computing development was first formulated2, no-one 
imagined that computer crime might follow a similar pattern of sustained acceleration (cf 
Tuomi 2002). Thus, almost before there has been any time to acknowledge the criminal 
assemblage that is cybercrime 3.0, a new mutation is arguably already underway. Whether 
it is premature to think of this is in terms of a ‘cybercrime 4.0’ is not yet clear. But given the 
failure to anticipate previous criminal adaptations to changes in information technology it 
would seem to be wise to take any prospect of such a change very seriously. At least three 
factors seem likely to be constitutive of this latest shift. 
 
(i) Network Multiplication & Bodily Embeddedness The much vaunted ‘Internet  of 
Things’ (IoTh) is just one aspect of a vastly more connected network. Within this, 
                                                 
2 This suggests that computing power roughly doubles every two years. 
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not only do more and more everyday objects like fridges become linked together 
but even the body itself - for example through ‘always on’ wearable devices. 
(ii) Shifts towards Remote/Proprietary Service Delivery  A major shift away from user 
centred ownership of computing power towards large scale delivery of resources 
and storage remotely, via the Cloud, is underway. Whether it is ‘SaaS’ (Software 
as a service) or ‘PaaS’ (platform as a service) cloud technologies offer very new 
ways of using computing resources. Paralleling this is a related change sometimes 
referred to as “appification’ - where our ‘traditional’ way of accessing the web - via 
(passive) websites is replaced by function oriented, independently owned varieties 
of web resources - the app. 
(iii) Device Autonomy & ‘Intelligent’ Interactivity Beyond predictive texting or sites 
which ‘recognise’ you, a whole new era of online intelligence has begun. Whilst  
online assistants like Google Now or Siri already mimic AI, far more powerful va-
rieties of intelligence are beginning to emerge from the increasing plurality of links 
which now exist. 
 
Taken together, these shifts do not just represent a sea-change in how we use and expe-
rience connectivity, but imply some equally significant transitions in how this can be mis-
used. Whilst it is impossible to be sure about the scope of this new criminality, we can cer-
tainly reflect upon how effective responses to previous versions of cybercrime have been 
and their likely impact upon this new configuration. In the following sections I will try to 
work through what this might mean. 
  
Cybercrime 1.0 - 3.0 Precedents & Portents: What happened.  
The widespread assumption that cybercriminals are always                                                                     
‘one step ahead’ of the authorities, may have been plausible for most of the Cybercrime 
2.0 period, but how far does it continue to hold? If we are to make any progress in saying 
what works and what does not in fighting cybercriminality, it is not only clarity about some 
of the key challenges that remain which is required, but also sober reflection upon previ-
ous successes. For in spite of all the pessimism there is a reasonable case to be made 
that concerted action has resulted in significant progress in curbing cybercrime. 
  How to measure this is of course a difficult question since an obvious metric – 
comparisons between arrests/prosecutions and material reductions in cybercrime – is 
made difficult by the lack of robust, cybercrime-specific data across most jurisdictions. In-
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sofar as any answers can be given, evaluating success has usually come down to using 
one or more of the following measures. 
 
- (I) Prevalence - what has gone down (or up) according key indicators. Rises or falls in 
the prosecution or conviction of cybercrime offences is, as we just seen, one such ob-
vious indicator.  In isolation however this metric cannot offer any guarantee that a par-
ticular response has ‘worked’ since other factors might also be responsible. For ex-
ample, suppose the prevalence of a less serious category of cybercrime fell substan-
tively, whilst another more serious variety rose slightly. Would that mean certain coun-
termeasures have been successful - or unsuccessful? Such reflections point to the 
major problem with the use of prevalence measures in social science - they tell us lit-
tle about causation, that is which responses might be responsible for any changes in 
prevalence levels. But in spite of these limitations, prevalence metrics tend to remain 
the most common descriptor of cybercrime trends. 
- (II) Cost effectiveness - There have been numerous attempts to indicate how serious 
cybercrime is by estimating how much it ‘costs’ particular economies or institutions (cf. 
Cabinet Office 2011, CSIS/Mcafee 2014, Anderson et al., 2012) An obvious sugges-
tion for measuring the possible success or failure of a measure would therefore be to 
look at the ratio between expenditure on this and its effectiveness in curbing the prob-
lem. The problem is that this not only presupposes what ‘effective’ means (which begs 
the original question), but that it is possible to meaningfully cost cybercrime - an as-
sumption which has proved highly controversial (cf McGuire & Dowling 2013, Maass 
and Rajagopalan, 2012) 
- (III) Public confidence & participation – Irrespective of how well a set of countermeas-
ures might (or might not) appear to be working, there will be continued questions 
about their utility if they fail to create a sense of security in the public. And such inse-
curities may actually undermine countermeasures if it results in failures to co-operate 
or support the fight against cybercrime  
 
At minimum then, such metrics need plausible correlations with specific countermeasures 
if they are to be of any use in evaluating how successful (or unsuccessful) these may have 
been. At present, countermeasures have fallen into three broad categories: 
 
- (R1) Network security/technical responses 
- (R2) Criminal Justice based responses 
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- (R3) Educational and Prevention oriented responses  
 
Whilst these responses may clearly dovetail in various ways - for example collecting foren-
sic digital evidence combines R1 & R2 - I will, for the most part, ignore these additional 
complexities. However more comprehensive evaluations of cybercrime countermeasures 
will clearly need to consider such overlaps. 
 As suggested, a relative, if limited measure of success in responses to cybercrime  
cane be seen in prevalence metrics linked specifically to offending. For in spite of continu-
ing concerns, we have actually seen many offences considered to represent key varieties 
of cybercriminality falling or levelling off. Take for example losses from UK card fraud, 
which stood at around £479 million for 2014 (FFA 2014). Though there have been slight 
rises over the past three years this figure represents an overall 10 year decline from the 
£504 million which was lost in 2004. Given that card use has increased substantially over 
this period (from 10.5 billion transactions in 2008 alone to over 15 billion in 2014) this fall is 
all the more impressive. Similar reductions can be found across most of the key varieties 
of digital fraud. For example, since its peak in 2008 counterfeit card fraud (a classic cyber-
crime involving the cloning or skimming of cards) has dropped by nearly 75% in the UK - 
from losses of £169m to just £48m in 2014.  Similarly, card ID theft - another category 
which regularly attracts alarmist headlines - fell from around £47m of losses in 2008 to 
£30m in 2014. ATM or cash machine fraud - also a common ‘marker’ of cybercriminality 
has fallen by nearly two thirds over this period - from £77 m of losses in 2004 to just 27m 
in 2014 (ibid). Phishing websites targeting UK banks and financial institutions have also 
significantly declined, from the 2011 high of 286,995 to just 23,729 in 2014 (ibid). Online 
banking and internet commerce frauds (goods bought and sold on the internet) represent 
some of the only fraud categories where there have been rises in loss prevalence, the 
former up from £12.2m of losses to £60.4m over this period and the latter up to £217m in 
2015 compared to £117m in 2004 (FFA 2014). However both rises need to be seen in the 
light of the major increases in online banking and purchasing activity since the 1990s. 
 The picture is a little more ambiguous with another ‘high profile’ cybercrime - sexual 
grooming, especially of children. UK police data suggests that the offence peaked in 2009 
with 393 recorded offences and has remained around or below this level since then 
(McGuire and Dowling 2013). MoJ data suggests a more definitive upward trend, doubling 
from 37 individuals sentenced in 2006 to 72 individuals in 2012 (ibid). Since UK sentenc-
ing data does not distinguish between on or offline grooming offences, it is also possible 
that the prevalence of such offending may be higher, because it is recorded under differing 
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legislation. Or, more simply because it goes unreported. Equally well, this rise may be de-
ceptive, reflecting more sophisticated policing provisions of the kind provided by agencies 
like CEOP or the more vigorous arrest and prosecution options available since the 2005 
Sexual Offences Act. Either way, despite the lurid media reporting of online grooming and 
repeated warnings by experts, available controls appear to have restricted its prevalence 
to levels lower than might have been expected. This more sober conclusion is corroborat-
ed by one of the most comprehensive pieces of research in this area - the EU Kids Go 
Online survey which sampled over 25,000 European 9-16 year olds in 2010. Its findings 
suggested that just 0.1% of the 9% who followed up an online encounter with a stranger 
with an offline meeting had subsequent sexual contact - and of course it is entirely possi-
ble that many of these meetings did not involve coercive grooming but simply young peo-
ple meeting other young people to explore their sexuality. Prevalence metrics also suggest 
progress with another high-profile sexual cybercrime - the creation, use and distribution of 
IIOC (Indecent Images of Children). Over 16,000 individuals were charged with making an 
indecent image of a child in 2010, a figure which fell to around 14,000 in 2012/13 (McGuire 
and Dowling 2013). This trend was paralleled in data from the UK watchdog Internet 
Watch Foundation (IWF) which suggested a downward global trend in URLs including im-
ages with criminal child sexual abuse content - from around 13,000 in 2011 to just under 
10,000 in 2012 (Internet Watch Foundation, 2012).                                                       
 Using prevalence measures to evaluate success against other ‘typical’ cybercrime 
offences is more ambiguous given the poverty of good data. In particular, success against 
computer-dependent forms of offending such as malware distribution remains very hard to 
assess. One familiar problem here is the notorious tendency of software security firms, 
who hold a lot of the key data, to report regular - often huge - annual increases in comput-
er misuse. But simply looking at the prevalence of malware in circulation, the frequency of 
data breaches or the quantity of Ddos attacks could never be a reliable indicator of suc-
cess (or failure). One strain of virus may have many variants, and volume in isolation tells 
us nothing about the real issue - how much damage which results. Measuring success in 
terms of the impact of responses  - i.e. how they limit what cyberdependent attacks are in-
tended for - offers a more promising option. For example the reductions in digital fraud 
noted above could suggest that cybersecurity has been successful in limiting the use of 
standard techniques for effecting this such as phishing mails, or keylogging software.  
 Evaluation becomes far uncertain when assessing responses to one of the most 
pernicious varieties of cybersecurity incident – espionage and state sponsored cyberat-
tacks. Prima facie, there appears to be a clear upward trend here, with US research indi-
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cating that the 50 attacks on US companies per week in 2010, rose to 72 in 2011 and over 
102 by 2012 (Ponemon 2010-2014). The sophistication of the attacks is certainly increas-
ing. In 2014-15 alone a range of very high profile US government computers were 
breached, whilst in June 2015 personal data from over 4 million federal employee was illic-
itly obtained (Reuters, 2015). Though the Pentagon has specifically identified China as the 
source of many of these attacks (Sanger, 2013), there is no confirmation of this, nor what it 
was that failed in US network protections. 
 
Cybercrime 1.0 - 3.0 Precedents & Portents: What was done and what has worked? 
Technical responses have seemed to be the most obvious ingredient of any crime control 
solution aimed at a technology-based offence like cyber-crime. And the relative success of 
technical measures like chip and pin against card fraud, or filters and firewalls against IIOC 
appears to support their efficacy. As does the fact that in jurisdictions where there are no 
such protections, like the USA, the highest levels of fraud against UK cards used abroad 
are reported (nearly a quarter of all such fraud losses) (FFA 2014).  
 In general there have been two common patterns of technical response against both 
cyber-dependent and cyber-enabled threats. The first centres upon preventing threats 
reaching a network/computer at all, with firewalls, passwords and filters obvious examples 
of such a strategy.3  For if connectivity is central to cybercrime, then reducing this would 
seem to provide an ideal crime control option. For example, keeping a network sealed off 
from the internet by use of intranet or locking down operating systems - as with Mac com-
puters - has had demonstrable success in virus control. More extreme controls - such the 
decision by Chinese and other administrations to impose wholesale limits on internet traffic 
in and out of their jurisdictions has also been very effective - though at an obvious ethical 
cost. A key problem with blocking techniques is sensitivity. Too many controls may mean 
that much of what we want to access from the internet is unavailable or that major civil lib-
erties end up being abused. Too few and they are pointless. Thus, drastic restriction of in-
ternet access might ‘work’ - but at the price of also restricting all the benefits connectivity 
brings. And of course such controls are no use against the 55% of all cyber attacks which 
now issue from individuals like disgruntled or incompetent employees - the so called ‘in-
sider threat (IBM, 2015) 
 The second pattern of technical response has centred upon dealing and detect-
ing with a problem once it has reached the computer (e.g. antivirus protection, techniques 
                                                 
3 ‘Whitelisting’ of favoured sites, or creating a ‘sinkhole’ which diverts malicious traffic to a spoof site where it 
can be analysed (Bruneau, 2010) offer other examples. 
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for collecting digital evidence etc.). Though antivirus protection has been the most com-
monly used of these its effectiveness has been increasingly questioned. Claims that antivi-
rus is ‘dead’ (Krebs 2014) have been supported by recent experiments indicating that only 
about 5% of viruses are taken down by existing AV (Perlroth 2012). And because antivirus 
is a predominantly commercial product, there are obvious worries that there may be vest-
ed interests in ‘having a problem’. However, suspicions that cybersecurity firms may even 
lie behind some strains of virus remain unproved, though there is certainly evidence that 
States have been involved in such activity. For example, some of the most powerful mal-
ware ever created - virus strains like Stuxnet, Duqu Flame and Equation Family - appear 
to have been created by the US and Israeli authorities in order to compromise targets like 
Iran’s nuclear programme or to spy on Russian cybersecurity (McElroy, 2012, Galperin & 
Quintin 2015).  
 Evaluation of antivirus is better handled within the wider package of measures 
that might simply be called ‘cyber’ or ‘internet security’. For aside from AV and filtering this 
will also incorporate relatively straightforward measures such as keeping proper records of 
all hardware and software used on a network, effective management of the way ports, pro-
tocols and services are used on networked devices or simply restricting administrative ac-
cess. Or at the network level, measures such as enhanced ISP controls, interventions by 
Computer Emergency or Computer Security Incident Response Teams (CERT/CSIRT) 
and advanced encryption (cf CPNI 2015). Since no-one is offering us very much data 
about the scope of these activities, their effectiveness is very hard to evaluate, though as 
the Snowden revelations have revealed, misuses of them to spy on ordinary citizens (often 
illegally) may make them more of a public threat than cybercrime itself. Huge amounts are 
now spent on cybersecurity, with one recent study indicating that antivirus alone costs the 
UK in the vicinity of $170m per annum, and in excess of $3,400m at the global level (An-
derson et al 2012).4 However the research also suggests that returns on this investment 
have not met expectations - especially given that cybercrime security costs tend to be in 
excess of cybercrime criminal profits. And so, 
 
The straightforward conclusion to draw on the basis of the comparative figures col-
lected in this study is that we should perhaps spend less in anticipation of computer 
crime (on antivirus, firewalls etc.) but we should certainly spend an awful lot more on 
catching and punishing the perpetrators.(ibid p.26) 
                                                 
4 If other costs, such as cleaning up an infection are incorporated, Anderson et al estimate this figure could 
rise to over $25,000m globally - around $1,200m for the Uk 
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Such a conclusion is unexpected given the widespread presumption that, without a tech-
nical ‘cybersecurity’ response, cybercrime is likely to be significantly worse. Yet quantifying 
the protection it does bring is far from clear. Such reflections raise important questions 
about how far our faith in technical solutions to cybercrime is well placed. For the tendency   
noted earlier - to view cybercrime simplistically, as a ‘technology crime’ - imevitably rein-
forces the technological fetishism behind cybersecurity solutions, no matter how much lip 
service is paid to the ‘human factors’ in cybercrime. A more rounded, socially grounded 
interpretation of cybercrime (see my 2007 for example) offers an alternative to these fixa-
tions, one which has not yet been properly tested for its crime-control impacts. 
 What then of more orthodox, human based forms of response, such as those offered 
by our traditional criminal justice system? In policing terms, the development of specialised 
cyber provision aimed at enhancing the skills required for more effective detection, appre-
hension and prosecution of cyber-criminals has been a very common response, with 
around 90% of countries who responded to a recent UN survey (UNODC 2013) stating 
that they had - or were going to put into place specialised structures for cyberpolicing. 
More than 75% said that existing law enforcement now have a cyber-focused unit, and 
around 15% reported specialised agencies (ibid). However, disparities in resourcing within 
less developed nations means that this figure is less reassuring than it sounds - especially 
given the obvious attractions of cybercrime  within such jurisdictions. 
 A recurring problem for specialised cyberpolicing provision has been a lack of sta-
bility and continuity. In the UK for example the extensive expertise that had been built up 
by the National Hi-Tech Crime Unit (NHTCU) was effectively lost when its functions were 
replaced by the new Serious and Organised Crime Agency (SOCA). In turn, SOCA has 
now been absorbed into the new National Crime Agency (NCA) which has also incorpo-
rated other specialised cyber-policing agencies such as CEOP, one of the pioneers of 
online child protection. It has also taken over responsibility for countering cyber-fraud from 
the now defunct National Fraud Authority. Overly centralised agencies like these raise 
questions about the level of responsibility placed in one body, though too many units 
tasked with a cybercrime policing function, as in the US, can produce their own problems 
around communication, data sharing or task duplication. Thus, though the FBI has a clear 
cyber brief at the Federal level it also shares this responsibility with partnership agencies 
such as the National Cyber Investigative Joint Task Force, the National Cyber-Forensics & 
Training Alliance, the Computer Crime & Intellectual Property Section (based in the DoJ) 
and the Homeland Security Electronic Crimes Task Forces (situated within the Secret Ser-
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vice). State level cyberpolicing further complicates this picture with agencies such as the 
New York State Troopers Computer Crime Unit, the Minnesota Internet Crimes Against 
Children Task Force and even an Alaska Cyber Crimes Working Group. Whilst this prolif-
eration of specialised units benefits politicians who want to look like they are ‘doing some-
thing’, police themselves often privately confess to feeling an element of coercion in creat-
ing them and a resulting lack of confidence in their effectiveness (McGuire 2015). Com-
mentators have also suggested that an enhanced cyberpolicing presence may be little 
more than ‘reassurance policing’ (Wall, 2013). But no matter how sophisticated national 
forces may become, the lack of any effective capacity to combat cybercrime at the trans-
national level will always prove counterproductive. For aside from a few transnational fac-
ing agencies such as the Virtual Global Task force, specialist cyberpolicing at the interna-
tional level remains very limited. For though agencies like European Union Cybercrime 
Task Force (EUCTF) & UNODC have a transnational cyber-brief they have few powers 
and national police forces are required to pursue internal co-operation through traditional 
means such as Interpol, Europol or other international agencies.  
 Arrest and prosecution prevalence measures have also been used as a method for 
assessing the success of cyberpolicing. For example, the FBI regularly issues announce-
ments about the latest cybercriminals it has apprehended - most recently the 12 arrests 
which followed the recent takedown of the Darkode hacking form (DoJ, 2015). Similarly, 
the Metropolitan Police Central e-Crime Unit (PCeU) pointed to the successful conviction 
of 89 cyber criminals and the disruption of 26 organised cybercrime groups (in the UK and 
abroad) between 2011-13 as evidence that their interventions were working (Met Police 
2013). However the indications are that, within most jurisdictions, the level of proactive de-
tections of cybercrime incidents through police investigation remains low. Indeed, the ma-
jority of cybercrimes are still brought to the attention of the police via victim reports, rather 
than police action (UNODC 2013 p. 118) Thus, in addition to arrest rates, police often fall 
back upon cost effectiveness metrics to demonstrate success - for example the $115m the 
FBI claimed to have saved the US in 2010 as a result of their interventions against cyber-
crime (Snow 2011) or the PCeU‘s claim that their actions reduced financial harm and cre-
ated up to £1.1 billion worth of savings to the UK economy between 2011-2013 (Met Po-
lice 2013). However, like all cost metrics such claims are challenged by various conceptual 
and methodological ambiguities - what is ‘harm’, what level of ‘reduction’, how was the 
sum calculated etc etc? Thus, whilst the need for a cyber-policing presence is self-evident, 
there is a need for far more research and far better elucidation of concepts and definitions 
if there is to be any certainty about the extent to which it is working 
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 Even more spectacular than the development of specialised cyberpolicing has been 
the growth in cyber-related legislation. Many of the early complaints about tackling cyber-
crime centred upon the inadequate legal frameworks for pursuing it (cf. Scholberg 2014) 
and it is clear that the rapid development of 2.0 left many jurisdictions unprepared for the 
novelty of tools used within the digital environment. For example, criminal innovations like 
the illicit use of identification, the development of spam and the distribution of illicit online 
imagery could not be prosecuted under existing laws because of their digital character 
(ibid). The sheer scale (and speed) of the legislation which followed is not just unusual in 
terms of how law has been used to regulate technology. It is probably unprecedented in 
legal history. The notoriously legislative bent of the US means that it has led the way in 
passing a succession of cyberspecific laws - at both Federal and State levels, for example 
with state level attempts to criminalise online gambling5, or laws against sexting. Their ne-
cessity has often been unclear. For example, even though persuading minors to engage in 
an (unlawful) sex act could be prosecuted under existing legislation many US States felt 
the need to introduce laws which specifically criminalised the use of a computer to do this. 
(Brenner, 2001). It is interesting then that the most distinctively cyberspecific laws - the 
(Federal) Computer Fraud and Abuse Act (CFAA) and the UK the Computer Misuse Act 
(1990),6  were enacted before the advent of the internet proper. In general though, the UK 
has preferred to use existing legislative tools such as the Fraud Act (2006) or the Sexual 
Offences Act (2003) against cyber-offending. Equally important as cyber specific legisla-
tion has been the task of developing systems for the collection of electronic evidence and 
most jurisdictions report at least some capacity for collecting computer forensic material 
such as encrypted files or browser patterns (UN, 2013, p.162). However, many also report 
difficulties in resourcing this or in being able to access individuals with sufficient expertise 
to extract it. 
 One more complex metric for assessing the effectiveness of legal (and policing) re-
sponses has been to look at ‘suspect to offence ratios’ for particular cyberoffences (i.e. the 
number of individuals ‘brought into contact with law enforcement’ in relation to the offenc-
es) and to then compare these to ratios for more standard offences. This metric confirms 
suspicions that ratios for typical cybercrime offences like hacking or computer fraud remain 
far lower than conventional crime (c40 suspects for every 100 offences, compared to 
around 90 for rape or homicide (UN 2013 p. 171). In fact, only very high profile offences - 
like the making or distributing child pornography are comparable. Take for example convic-
                                                 
5 In Louisiana - LA. REV. STAT. ANN. § 14:90.3 (West 1997) 
6 18 U.S.C. 1030. Both have been subject to ongoing revision and amendment - for example via other legis-
lation such as the Police and Justice Act 2006 .  
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tions under the UK Misuse of Computer Act. Between 2007 – 2012, a time when hacking, 
malware and other forms of computer misuse were (purportedly) skyrocketing, only around 
80 individuals were found guilty. As suggested, this might be because such offences have 
been prosecuted under different laws (such as the Fraud Act), but it is equally possible 
that the prevalence of these offences is lower than imagined. 
 At least three critical questions have arisen in relation to the legal response to cyber-
crime. One very significant problem has been the failure to develop any very satisfactory 
regulatory framework at the international level. in spite of the fact that transjurisdictionality 
- the way that cyberoffences can by committed by criminals in foreign jurisdictions - is 
viewed as one of the key problems of cybercrime. At least half of cybercrime acts are re-
ported to have some transnational elements (UNODC p.54) but there are only agreements 
like the Budapest Convention or the Protocol to the United Nations Convention on the 
Rights of the Child (2010) which have any international dimension. None of these have 
any legal force, and major international players such as Russia, China and India have re-
fused to ratify the former. And not only has the Convention been subject to critique (see for 
example Marion 2010) there are few indications of how successful it has been in reducing 
cybercrime. Of course other forms of international co-operation exist, such as collusion in 
the extradition of cybercriminals - for example in the recent extradition of Ercan Findikoglu 
from Germany to the USA on suspicion of ATM frauds (Strohm, 2015). However, extradi-
tion tends to be a very one way affair (almost invariably to the USA) - and only happens 
where there are existing extradition agreements.  
 A second problem relates to the possibility of over-legislation, since too much law 
can clearly create cyber-criminality where none previously existed. Worse, it can under-
mine public trust by criminalising too widely. This concern is reflected in a third problem - 
the disproportionate use of law against cybercriminals. At a time when those responsible 
for the large scale financial frauds which pushed the world economy into recession re-
mained almost entirely unpunished, cyber -offenders have faced draconian sanctions. 
Thus, Aaron Swartz (a hacktivist who used illegal methods to force universities to make 
their research more freely accessible) was threatened with a 30 year sentence (he subse-
quently committed suicide), whilst Ross Ulbricht, who created the Silk road online market 
was handed a life sentence, even though website hosts (eg an online newspaper forum) 
are not generally held accountable for illegal actions which occur as a result. These and 
many other examples force us to ask whether this legal excess actually helps reduce cy-
bercrime or merely augments the feeding frenzy around it.  
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 Finally, how effective have preventative responses to cybercrime been, especially 
those which centre upon directly engaging the public or the private sector? Reductions in 
offending are not the only objective here. More intangible outcomes such as public reas-
surance or enhanced confidence in using the net are also significant. But though engage-
ment and education have often been highlighted as essential ingredients of any counter-
cybercrime strategy, results have been mixed. One widely discussed problem has been 
the attitudes of the private sector - especially banks and financial services - which have 
been notoriously reluctant to share data about attacks or compromises to their systems. 
Equally well, the public have often been slow to engage more actively in fighting cyber-
crime, whether by reporting crimes more regularly and effectively, or simply by engaging in 
more security conscious uses of ICT.  It is surprising just how deep-seated this problem 
remains - in 2014 around 37% of UK laptop owners were still admitting that they did not 
have a password or PIN number for their device and more than half (54%) of Uk mobile 
phone 59% PC users and as many as two thirds (67%) of tablet owners also confessing to 
a lack of security (GSO/Vision Critical 2014). Similar problems beset the attempt to im-
prove the reporting of cybercrime, in spite of the development of dedicated reporting plat-
forms across many jurisdictions such as IC3 in the USA, Pointe de Contacte in France and 
the Action Fraud hotline in the UK. Lack of awareness has been one problem here, with 
just 2% of Uk internet users saying that they knew of the Action Fraud hotline (Ipsos Mori 
2013). Though this can be partly attributed to the hotline having just been rolled out when 
the survey was conducted, two years later over half of users were still saying that they had 
no idea where to report cybercrime (GSO/Vision Critical 2014). More worryingly, less than 
a third of the public said that they reported cybercrime events at all (ibid). Over excitable 
reporting of cybercrime has not helped public confidence in online security and has often 
persuaded them that the threat is more significant than it is or - worse - that nothing can be 
done. One result has been to create crime - for example in the emergence of online vigi-
lantism by individuals seeking to ‘crack down’ on popular hate figures like the ‘online pae-
dophile’ (cf Booth 2013). The conclusion has to be that, though there have been improved 
provisions for public and private responses to cybercrime over the last few years have 
brought they have clearly not yet resulted in the feeling that we are anything like on top of 
the problem. 
 
The challenge of Cybercrime 4.0? 
To what extent might any of these previous successes (or indeed failures) be instructive 
within the as yet untested context of Cybercrime 4.0 and its refiguring of the offending 
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landscape? Will its enhanced connectivities, its reshaping of service delivery and the in-
creasingly intelligent interactivity available prove too testing a cocktail for existing respons-
es? Or is our fear of the threat again likely to be disproportionate to the actuality? 
 Its first defining factor - enhanced network multiplication - seems, prima facie, to be 
more than a continuation of what went before 4.0 and so would not imply anything radical-
ly new to deal with. But the real challenge here lies in the scale of connectivity and the 
significantly enhanced range of criminal opportunities this offers. Recent research suggest 
that devices connected by active wireless grew by 20% between 2013-14 alone, with the 
total number of connected devices more than doubling from the current level (ABIresearch 
2014). And with over 55% of UK mobile users using smartphones to maintain friendships 
on social networking sites and over 30% saying they buy things via their phone (vs. 23% in 
2012) it is clear that simply conducting everyday life will require increasing connectivity. 
Network multiplication will be further accelerated by the much vaunted ‘internet of things’ 
scenario - where everything from household appliances to utility meters are now being 
connected together. For example, some projections (Press 2014) suggest that, over the 
next five years connected refrigerators will have been adopted by over 35% of consumers, 
smart thermostats by over 30% of consumers and ‘self-driving’ vacuum cleaners by 
around 18% of consumers. Over 100 million connected wireless light bulbs and lamps will 
be in use globally by 2020 (ibid). More intimate forms of immersion into an ‘always on’ en-
vironment - in particular from the increasing use of wearable devices such as watches, fit-
ness monitors, clothing, or data-enabled glasses - creates another set of risks from net-
work multiplication (cf. Park & Jayaraman 2003, Wasik 2013). Recent data suggest that the 
wearables market doubled between 2013-14 (Press 2014), with API’s alone (data requests 
from wearable fitness devices) rising by over 500% in the 6 months from end 2015 – June 
2013 (Meeker, 2013). Devices located within, as well as without the body (cf Cellan-Jones 
2015) further extend this relationship. Network enabled chips inserted under the skin offer 
one more familiar version of the ‘connected body’ scenario as do medical devices like 
pacemakers or artificial organs (Pentland 2005).  
 It is this diversity of enhanced connectivity which will inevitably produce new risks. 
Cybercriminals are already using enhanced connectivity to disable AV protection, for ex-
ample in the phenomenon of ‘crypting’ (cf. Krebs 2014) where new malware is ‘product 
tested’ by online groups against existing AV protections. But the increasing number of 
threat assessments centred upon the internet of things (see for example Europol 2014, 
Home Office 2015) emphasise that it is that it is not just the number, but the variety of 
things which are connected that is fundamental to the new threat landscape. On the one 
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hand such connections will open up a new spectrum of unsecured entry points to our net-
works. But equally worrying is the way that many objects in this network may serve as an 
enabler for other crimes. Suppose for example that a hacked meter reveals that power us-
age has dropped. Thieves could use this to conclude that homeowners are away - thereby 
enhancing the capacity of burglars to better evaluate possible targets. Or what of the new 
connectivities provided by ‘near field communication’ (NFC), as used in contactless pay-
ment systems? Banks insist that card data can only be read at distances of 5 cms, but cy-
bersecurity researchers have demonstrated very inconspicuous machinery can be used to 
intercept contactless payments much further away - up to 80cms (Dyson 2013). Worse, 
other researchers, using easily obtainable scanners, were able to obtain personal data 
that was meant to be hidden on contactless debit/credit cards. They then used this data to 
purchase other far more valuable items – including a £3,000 TV (Batchelor, 2015). At the 
more exotic end of the risk spectrum are the criminal opportunities presented by internal 
bodily devices. One example is the notorious ‘pace-maker’ hack concept which, in theory, 
could enable internal medical devices to be manipulated or disrupted remotely. The fact 
that high ranking politicians like Dick Cheney (who wore a pacemaker during his latter pe-
riod in office) have been thought to be vulnerable as a result (Peterson 2013) suggests 
that is not just a fantasy. Europol’s prediction of the first murder via "hacked internet-
connected device" by the end of 2014 (cf. Europol 2014) did not come to pass, but this 
does not rule it out in the near future. 
 The second key factor within the 4.0 threat landscape centres upon shifts in the de-
livery of computing services, in particular the development of cloud-based provisions. 
From being a resource which was predominantly user driven and owned – the traditional  
‘box on the desktop’ – computing provision has increasingly become something remote. 
And this means that it is controlled centrally by large providers who operate with the kind 
of service delivery model more commonly seen with utilities like gas and electricity. At first 
glance, no special criminal risks appear to be posed by this – indeed the opposite. For 
surely, it might be argued, if the responsibility for computing provision (and therefore its 
security) is taken away from (fallible) individuals and placed in the hands of better informed 
and better resourced providers, criminal threats will decrease rather than increase? Unfor-
tunately when information rather than power is the commodity in question, utility meta-
phors – however useful - become somewhat strained. A first and most obvious difference 
relates to ownership. We do not think of water or electricity as something which is ‘owned’ 
by us, but which is rather supplied to us. By contrast, our personal data does in a sense 
belong to us (in spite of the best efforts of data brokers to obscure this) – for example it 
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can be stolen. Where computing power is centralised - so too is much of the information 
which used to reside primarily upon personal computing devices and an inevitable result is 
the creation of vast new honeypots of data. Prima facie, the new superdata honeypots 
created by the Cloud come with considerable security attached - but equally well, nothing 
is absolutely secure. And once inside Cloud security, criminals have an almost unlimited 
opportunity to access sensitive material. A key weakness lies with so-called ‘hypervisors’ 
(cf Vaughan-Nichols 2013), tools essential to running cloud services which - in a nutshell - 
can create and run so-called virtual machines (VMs). These are software devices which 
share the same physical hardware (like a server) with other VMs, but which have their own 
operating system. Given that many VMs may share the same hypervisor it is evident that if 
the hypervisor can be hacked - it is in a sense ‘game over’ for the other VMs. Up to 35 
percent of vulnerabilities attached to virtual machines have been connected to the hyper-
visor (IBM 2010). 
 Even though Cloud provision is at a relatively early stage, there have already been 
some instances of the problems it is likely to generate. Take for example AWS, the Ama-
zon Cloud which, given Amazons extensive resources, should be one of the more secure 
services.  But AWS has been linked to a number of cybersecurity incidents, notably the 
2014 attack on the company Code Spaces, when someone acquired an entry to their con-
trol panel on AWS (Venezia, 2014). A classic extortion attack followed which involved de-
mands for money in return for ceding control back to Code Spaces. When Code Spaces 
refused to give into the demands and attempted to take control back, the hacker began to 
delete many of their key resources - including the backups which were accessible via the 
same panel (ibid). The consequences of this attack were serious for the company - it was 
effectively forced to cease operations - and emphasizes how easily ‘insider’ attacks via the 
cloud can be more destructive than traditional ‘outside-in’ hacks. 
 Amazon is not the only major Cloud provider which has experienced security is-
sues. In another notorious recent attack the Apple iCloud was comprised when a series of 
personal celebrity photos were accessed and then posted on websites like 4chan (cf Ar-
thur 2014). One accusation is that Apple’s security around the ‘Find My Iphone’ service did 
not prevent ‘brute force’7 attacks and it was this weakness that may have been exploited 
for the hack (ibid). Alternatively, a cloud based Dropbox account where some of these 
photos were stored may have been accessed - again emphasizing the danger of internal 
cloud attacks. More worryingly the attack may have been human centred, with access se-
                                                 
7 These occur where there is no attempt to decrypt but simply to check through every permutation or candi-
date for a code or password. 
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cured either by obtaining passwords, an ex-employee gaining access to one account then 
chaining to others, or by some variation upon phishing, where a user was fooled into hand-
ing over log-in details. Either way, once inside, access rapidly multiplied through address-
books linked to other address books. The hack provides a perfect example of how re-
sponses to 4.0 criminality will need to be sophisticated enough to incorporate more than 
purely technical measures. 
 It is not just the novel way in which Cloud architectures function which is likely to 
present new criminal opportunities. A second worry is the immense computing power 
which the cloud offers, power which can be hired easily and cheaply. In most cases this is 
a positive development, providing smaller companies and individuals with access to the 
kind of computing power and software previously available only to large providers. But this 
wider access can inevitably also be exploited by those with less noble objectives – for ex-
ample, for password cracking. Whereas encrypted passwords might once have taken 
many years to crack (if they could be at all), cloud computing power can help unlock them 
in a matter of days - and often at a very low cost. Research from Germany has demon-
strated how Amazon cloud services could be used to break in various wi-fi networks in 
around 20 minutes - and at a cost of less than $2 (Goodin, 2011). There are worrying im-
plications here - not least evidence that such a method was used in the serious breach of 
Sony’s Playstation systems in 2010. This compromised over 100 million customer ac-
counts, resulting in one of the largest data breaches in the U.S. in recent years (Galante, 
2011). The power of cloud computing has been equally useful in creating botnets - chains 
of computers under a central control which can be used for DDoS and other attacks. A 
proof of concept example of this was demonstrated at the 2014 Black Hat conference in 
Las Vegas when a cloud based botnet of over a thousand computers was constructed. 
This used only free trials and cloud accounts in combination with an automated system to 
generate unique email addresses which signed up for these accounts in huge numbers. 
(Greenberg 2014). 
 A second set of options for exploiting the different patterns of service delivery which 
are emerging centre more on functionality and the so called ‘app’. The shift from an inter-
net serviced primarily by web-sites to one which increasingly functions in terms of applica-
tions/apps has been fairly subtle, but ‘appification’ has become a major trend within com-
puting service delivery. For example in January of 2014 47% of internet traffic was made 
up of apps (O’Toole, 2014) whilst a recent survey of over 6,000 web developers (Vi-
sionMobile 2015) suggested that over 23% of HTML5 mobile developers already have a 
predominant focus upon developing web apps - increasingly close to the 38% who are de-
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veloping mobile websites. Available evidence remains somewhat limited, but what we do 
know suggests that apps are becoming important new criminal resources to be exploited. 
The fact that apps have to be downloaded and stored on a device - one of the most dan-
gerous things that can be done in terms of computing security – creates some obvious 
loopholes. Research by IBM indicates that web application vulnerabilities have become 
the most prevalent vulnerability affecting servers and were responsible for over 55% of all 
disclosures in 2010 (IBM 2010). Similarly, in 2011/12 around 10 percent of databreach in-
cidents could be linked to web based app attacks - a figure which rose to 35% of all 
databreach incidents by 2014 (Verizon 2014).8  Unlike traditional websites, the way many 
apps function also means that they often store sensitive personal data or information. For 
example, accessing many games or shopping apps requires users to hand over postcode, 
debit and credit card data. This results in further obvious vulnerabilities - especially given 
that this access is often by mobile phone. Like the cloud, apps raise testing questions 
about ownership and its negative implications. For though there are plenty of free apps - 
most are ‘owned’ in ways not typical of websites - invariably by large app-store owners 
such as Apple and Google. This results in an undue influence over the kinds of app which 
are permitted to exist and how they are built. Indeed, entire classes of apps can be reject-
ed without transparent justification – for example, Apple has refused all apps related to 
Bitcoin. This does not just impede the kind of experimentation that was possible with the 
early internet but turns the tools used by the large providers for creating apps into targets 
themselves. For example, researchers have uncovered a substantial number of vulnera-
bilities in the Google app maker, some of which potentially allow server privileges within 
the cloud to be exploited for the kinds of internal attacks discussed above (Constantin, 
2014b).  
 In all of this nothing has yet been said about the implications of the third ingredient 
of the 4.0 landscape, the proliferation of artificially intelligent agents across the web. It is 
not just that space precludes detailed consideration of this, but also that the implication of 
AI for cybercriminality remains a major unknown in terms of criminal possibility. The possi-
bility that driverless cars could be subject to cyberattacks which hand over key functions 
like braking and steering to third parties has already been demonstrated (Harris 2014, 
Versprille, 2015) But otherwise, whether it is more intelligent botnets, phishing frauds con-
ducted by artificial agents, or criminal conspiracies taking guidance from Siri or other 
online ‘companions’ (Goodman 2015), the risks posed by synthetic minds connected to the 
internet can only be partially evaluated at present. Of course, from Frankenstein to the 
                                                 
8 Based on an analysis of over 1,300 data breach incidents investigated by Verizon 
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Forbidden Planet, artificial agency has always stoked irrational fears within us. The key 
challenge will be to separate out the fears from the genuine criminal liabilities this aspect 
of the 4.0 landscape is likely to pose (cf, Hallevy 2010). 
 The predominance of technical solutions in addressed cybercrime 1 – 3.0 is likely to 
be maintained in the response to cloud and app based criminalities – in spite of the doubts 
raised earlier. Criminal justice based responses will clearly also remain indispensable – 
even though 4.0 is likely to significantly augment the problems posed by ‘traditional’ cyber-
crime. Take as just one example the increased availability of anonymous communication 
channels and the ease in setting up (and closing down) anonymous accounts provided by 
the cloud. Not only will this make it more difficult for authorities to detect and apprehend 
cybercriminals, it will also make obtaining the forensic evidence needed to convict them far 
more challenging. The ‘traditional’ cybercrime problem of transjurisdictionality can there-
fore only get worse since many providers of cloud services also make it possible to locate 
their virtual machines within distinct physical locations. As a result, it will be entirely possi-
ble for a virtual machine created in say, Asia to be used to mount attacks on locations in 
the US or UK. One very recent example of these difficulties can be seen in the decision of 
the notorious file sharing website Pirate Bay to shift its operations to cloud providers 
around the world. The result has been that providers host the Pirate Bay, without knowing 
that they are doing this and the service can shift from country to country as necessary. 
And this means that there has been scarcely any take down time for the site in the 2 years 
since it was created (BBC 2012).  
  
Conclusions - 4.0 and beyond... 
The risks posed by cybercrime have nearly always been characterized as ‘constantly 
evolving’. But evidence for our success in managing these risks is so far mixed. On the 
one hand it is clear that, after a slight delay in appreciating the significance of this form of 
crime, responses have become more comprehensive and targeted and there is now great-
er collaboration in managing them across most jurisdictions. And whether it is technical 
responses, criminal justice interventions or a more informed and engaged public, real ob-
stacles have been put in the way of unfettered cybercriminality which should not be over-
looked. Yet just when we might have thought it was becoming safer to enter the online wa-
ters, a new game appears to be coming into town. A massively connected, increasingly 
intelligent network, where services are provided by third parties over whom we little control 
and even less knowledge. If cybercrime really is as technology dependent as we are told, 
these ever-shifting permutations may be something we will simply have to adjust to. But it 
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is certainly hard to conclude anything other than existing provisions will be inadequate for 
the new risks of the 4.0 landscape. However we should also remember that in a world 
where boundaries between our on or offline lives have become so eroded ‘cybersecurity’ 
can no longer be a matter of simple faith in technology to fix technologies (criminal) woes. 
Instead, effective responses must embrace what has always been the case - how best to 
respond to those humans who will use any available means to do bad things to other hu-
mans.  
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