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Abstract
We study the generalization properties of ridge regression with random features
in the statistical learning framework. We show for the first time that O(1/
√
n) learn-
ing bounds can be achieved with only O(
√
n logn) random features rather than O(n)
as suggested by previous results. Further, we prove faster learning rates and show
that they might require more random features, unless they are sampled according to
a possibly problem dependent distribution. Our results shed light on the statistical
computational trade-offs in large scale kernelized learning, showing the potential effec-
tiveness of random features in reducing the computational complexity while keeping
optimal generalization properties.
1 Introduction
Supervised learning is a basic machine learning problem where the goal is estimating
a function from random noisy samples [1, 2]. The function to be learned is fixed, but
unknown, and flexible non-parametric models are needed for good results. A general class
of models is based on functions of the form,
f(x) =
M∑
i=1
αi q(x, ωi), (1)
where q is a non-linear function, ω1, . . . , ωM ∈ Rd are often called centers, α1, . . . , αM ∈
R are coefficients, and M = Mn could/should grow with the number of data points n.
Algorithmically, the problem reduces to computing from data the parameters ω1, . . . , ωM ,
α1, . . . , αM andM . Among others, one-hidden layer networks [3], or RBF networks [4], are
examples of classical approaches considering these models. Here, parameters are computed
by considering a non-convex optimization problem, typically hard to solve and analyze
[5]. Kernel methods are another notable example of an approach [6] using functions of the
∗This work was done when A.R. was working at Laboratory of Computational and Statistical Learning
(Istituto Italiano di Tecnologia).
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form (1). In this case, q is assumed to be a positive definite function [7] and it is shown that
choosing the centers to be the input points, hence M = n, suffices for optimal statistical
results [8, 9, 10]. As a by product, kernel methods require only finding the coefficients (αi)i,
typically by convex optimization. While theoretically sound and remarkably effective in
small and medium size problems, memory requirements make kernel methods unfeasible
for large scale problems.
Most popular approaches to tackle these limitations are randomized and include sam-
pling the centers at random, either in a data-dependent or in a data-independent way.
Notable examples include Nystro¨m [11, 12] and random features [13] approaches. Given
random centers, computations still reduce to convex optimization with potential big mem-
ory gains, provided that the centers are fewer than the data-points. In practice, the choice
of the number of centers is based on heuristics or memory constraints, and the question
arises of characterizing theoretically which choices provide optimal learning bounds. An-
swering this question allows to understand the statistical and computational trade-offs
in using these randomized approximations. For Nystro¨m methods, partial results in this
direction were derived for example in [14] and improved in [15], but only for a simplified
setting where the input points are fixed. Results in the statistical learning setting were
given in [16] for ridge regression, showing in particular that O(
√
n log n) random centers
uniformly sampled from n training points suffices to yield O(1/
√
n) learning bounds, the
same as full kernel ridge regression.
A question motivating our study is whether similar results hold for random features
approaches. While several papers consider the properties of random features for approx-
imating the kernel function, see [17] and references therein, fewer results consider their
generalization properties.
Several papers considered the properties of random features for approximating the
kernel function, see [17] and references therein, an interesting line of research with connec-
tions to sketching [18] and non-linear (one-bit) compressed sensing [19]. However, only a
few results consider the generalization properties of learning with random features.
An exception is one of the original random features papers, which provides learning
bounds for a general class of loss functions [20]. These results show that O(n) random
features are needed for O(1/
√
n) learning bounds and choosing less random features leads
to worse bounds. In other words, these results suggest that that computational gains come
at the expense of learning accuracy. Later results, see e.g. [21, 22, 23], essentially confirm
these considerations, albeit the analysis in [23] suggests that fewer random features could
suffice if sampled in a problem dependent way.
In this paper, we focus on the least squares loss, considering random features within
a ridge regression approach. Our main result shows, under standard assumptions, that
the estimator obtained with a number of random features proportional to O(
√
n log n)
achieves O(1/
√
n) learning error, that is the same prediction accuracy of the exact kernel
ridge regression estimator. In other words, there are problems for which random features
can allow to drastically reduce computational costs without any loss of prediction accuracy.
To the best of our knowledge this is the first result showing that such an effect is possible.
Our study improves on previous results by taking advantage of analytic and probabilistic
results developed to provide sharp analyses of kernel ridge regression. We further present
a second set of more refined results deriving fast convergence rates. We show that indeed
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fast rates are possible, but, depending on the problem at hand, a larger number of features
might be needed. We then discuss how the requirement on the number of random features
can be weakened at the expense of typically more complex sampling schemes. Indeed,
in this latter case either some knowledge of the data-generating distribution or some
potentially data-driven sampling scheme is needed. For this latter case, we borrow and
extend ideas from [23, 16] and inspired from the theory of statical leverage scores [24].
Theoretical findings are complemented by numerical simulation validating the bounds.
The rest of the paper is organized as follows. In Section 2, we review relevant results
on learning with kernels, least squares and learning with random features. In Section 3, we
present and discuss our main results, while proofs are deferred to the appendix. Finally,
numerical experiments are presented in Section 4.
2 Learning with random features and ridge regression
We begin recalling basics ideas in kernel methods and their approximation via random
features.
Kernel ridge regression Consider the supervised problem of learning a function given
a training set of n examples (xi, yi)
n
i=1, where xi ∈ X, X = RD and yi ∈ R. Kernel
methods are nonparametric approaches defined by a kernel K : X × X → R, that is
a symmetric and positive definite (PD) function1. A particular instance is kernel ridge
regression given by
f̂λ(x) =
n∑
i=1
αiK(xi, x), α = (K+ λnI)
−1y. (2)
Here λ > 0, y = (y1, . . . , yn), α ∈ Rn, and K is the n by n matrix with entries Kij =
K(xi, xj). The above method is standard and can be derived from an empirical risk
minimization perspective [6], and is related to Gaussian processes [3]. While KRR has
optimal statistical properties– see later– its applicability to large scale datasets is limited
since it requires O(n2) in space, to store K, and roughly O(n3) in time, to solve the linear
system in (2). Similar requirements are shared by other kernel methods [6].
To explain the basic ideas behind using random features with ridge regression, it is useful
to recall the computations needed to solve KRR when the kernel is linear K(x, x′) = x⊤x′.
In this case, Eq. (2) reduces to standard ridge regression and can be equivalenty computed
considering,
f̂λ(x) = x
⊤ŵλ ŵλ = (X̂⊤X̂ + λnI)−1X̂⊤y. (3)
where X̂ is the n by D data matrix. In this case, the complexity becomes O(nD) in space,
and O(nD2 +D3) in time. Beyond the linear case, the above reasoning extends to inner
product kernels
K(x, x′) = φM (x)⊤φM (x′) (4)
1A kernel K is PD if for all x1, . . . , xN the N by N matrix with entries K(xi, xj) is positive semidefinite.
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where φM : X → RM is a finite dimensional (feature) map. In this case, KRR can
be computed considering (3) with the data matrix X̂ replaced by the n by M matrix
Ŝ⊤M = (φ(x1), . . . , φ(xn)). The complexity is then O(nM) in space, and O(nM
2 +M3)
in time, hence much better than O(n2) and O(n3), as soon as M ≪ n. Considering only
kernels of the form (4) can be restrictive. Indeed, classic examples of kernels, e.g. the
Gaussian kernel e−‖x−x′‖2 , do not satisfy (4) with finite M . It is then natural to ask if the
above reasoning can still be useful to reduce the computational burden for more complex
kernels such as the Gaussian kernel. Random features, that we recall next, show that this
is indeed the case.
Random features with ridge regression The basic idea of random features [13] is
to relax Eq. (4) assuming it holds only approximately,
K(x, x′) ≈ φM (x)⊤φM (x′). (5)
Clearly, if one such approximation exists the approach described in the previous section
can still be used. A first question is then for which kernels an approximation of the form (5)
can be derived. A simple manipulation of the Gaussian kernel provides one basic example.
Example 1 (Random Fourier features [13]). If we write the Gaussian kernel as K(x, x′) =
G(x − x′), with G(z) = e− 12σ2 ‖z‖2 , for a σ > 0, then since the inverse Fourier transform
of G is a Gaussian, and using a basic symmetry argument, it is easy to show that
G(x− x′) = 1
2πZ
∫ ∫ 2π
0
√
2 cos(w⊤x+ b)
√
2 cos(w⊤x′ + b) e−
σ2
2
‖w‖2dw db
where Z is a normalizing factor. Then, the Gaussian kernel has an approximation of the
form (5) with φM (x) =M
−1/2 (
√
2 cos(w⊤1 x+b1), . . . ,
√
2 cos(w⊤Mx+bM)), and w1, . . . , wM
and b1, . . . , bM sampled independently from
1
Z e
−σ2‖w‖2/2 and uniformly in [0, 2π], respec-
tively.
The above example can be abstracted to a general strategy. Assume the kernel K to
have an integral representation,
K(x, x′) =
∫
Ω
ψ(x, ω)ψ(x′, ω)dπ(ω), ∀x, x′ ∈ X, (6)
where (Ω, π) is probability space and ψ : X ×Ω→ R. The random features approach pro-
vides an approximation of the form (5) where φM (x) = M
−1/2 (ψ(x, ω1), . . . , ψ(x, ωM )),
and with ω1, . . . , ωM sampled independently with respect to π. Key to the success of
random features is that kernels, to which the above idea apply, abound– see Appendix E
for a survey with some details.
Remark 1 (Random features, sketching and one-bit compressed sensing). We note that
specific examples of random features can be seen as form of sketching [18]. This latter term
typically refers to reducing data dimensionality by random projection, e.g. considering
ψ(x, ω) = x⊤ω,
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where ω ∼ N(0, I) (or suitable bounded measures). From a random feature perspective, we
are defining an approximation of the linear kernel since
E[ψ(x, ω)ψ(x′, ω)] = E[x⊤ωω⊤x′] = x⊤E[ωω⊤]x′ = x⊤x′.
More general non-linear sketching can also be considered. For example in one-bit com-
pressed sensing [19] the following random features are relevant,
ψ(x, ω) = sign(x⊤ω)
with w ∼ N(0, I) and sign(a) = 1 if a > 0 and −1 otherwise. Deriving the corresponding
kernel is more involved and we refer to [25] (see Section E in the appendixes).
Back to supervised learning, combining random features with ridge regression leads to,
f̂λ,M(x) := φM (x)
⊤ŵλ,M , with ŵλ,M := (Ŝ⊤M ŜM + λI)
−1Ŝ⊤M ŷ, (7)
for λ > 0, Ŝ⊤M := n
−1/2 (φM (x1), . . . , φM (xn)) and ŷ := n−1/2 (y1, . . . , yn).
Then, random features can be used to reduce the computational costs of full kernel
ridge regression as soon as M ≪ n (see Sec. 2). However, since random features rely on
an approximation (5), the question is whether there is a loss of prediction accuracy. This
is the question we analyze in the rest of the paper.
3 Main Results
In this section, we present our main results characterizing the generalization properties of
random features with ridge regression. We begin considering a basic setting and then dis-
cuss fast learning rates and the possible benefits of problem dependent sampling schemes.
3.1 O(
√
n log n) Random features lead to O(1/
√
n) learning error
We consider a standard statistical learning setting. The data (xi, yi)
n
i=1 are sampled iden-
tically and independently with respect to a probability ρ on X × R, with X a separable
space (e.g. X = RD, D ∈ N). The goal is to minimize the expected risk
E(f) =
∫
(f(x)− y)2dρ(x, y),
since this implies that f will generalize/predict well new data. Since we consider estimators
of the form (2), (7) we are potentially restricting the space of possible solutions. Indeed,
estimators of this form can be naturally related to the so called reproducing kernel Hilbert
space (RKHS) corresponding to the PD kernel K. Recall that, the latter is the function
space H defined as as the completion of the linear span of {K(x, ·) : x ∈ X} with respect
to the inner product 〈K(x, ·),K(x′, ·)〉 := K(x, x′) [7]. In this view, the best possible
solution is fH solving
min
f∈H
E(f). (8)
We will assume throughout that fH exists. We add one technical remark useful in the
following.
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Remark 2. Existence of fH is not ensured, since we consider a potentially infinite di-
mensional RKHS H, possibly universal [26]. The situation is different if H is replaced by
HR = {f ∈ H : ‖f‖ ≤ R}, with R fixed a priori. In this case a minimizer of risk E
always exists, but R needs to be fixed a priori and HR can’t be universal. Clearly, assuming
fH to exist, implies it belongs to a ball of radius Rρ,H. However, our results do not require
prior knowledge of Rρ,H and hold uniformly over all finite radii.
The following is our first result on the learning properties of random features with
ridge regression.
Theorem 1. Assume that K is a kernel with an integral representation (6). Assume ψ
continuous, such that |ψ(x, ω)| ≤ κ almost surely, with κ ∈ [1,∞) and |y| ≤ b almost
surely, with b > 0. Let δ ∈ (0, 1]. If n ≥ n0 and λn = n−1/2, then a number of random
features Mn equal to
Mn = c0
√
n log
108κ2
√
n
δ
,
is enough to guarantee, with probability at least 1− δ, that
E(f̂λn,Mn)− E(fH) ≤
c1 log
2 18
δ√
n
.
In particular the constants c0, c1 do not depend on n, λ, δ, and n0 does not depends on
n, λ, fH, ρ.
The above result is presented with some simplifications (e.g. the assumption of bounded
output) for sake of presentation, while it is proved and presented in full generality in the
Appendix. In particular, the values of all the constants are given explicitly. Here, we
make a few comments. The learning bound is the same achieved by the exact kernel ridge
regression estimator (2) choosing λ = n−1/2, see e.g. [10]. The theorem derives a bound
in a worst case situation, where no assumption is made besides existence of fH, and is
optimal in a minmax sense [10]. This means that, in this setting, as soon as the number
of features is order
√
n log n, the corresponding ridge regression estimator has optimal
generalization properties. This is remarkable considering the corresponding gain from a
computational perspective: from roughly O(n3) and O(n2) in time and space for kernel
ridge regression to O(n2) and O(n
√
n) for ridge regression with random features (see Sec-
tion 2). Consider that taking δ ∝ 1/n2 changes only the constants and allows to derive
bounds in expectation and almost sure convergence (see Cor. 1 in the appendix, for the
result in expectation).
The above result shows that there is a whole set of problems where computational gains are
achieved without having to trade-off statistical accuracy. In the next sections we consider
what happens under more benign assumptions, which are standard, but also somewhat
more technical. We first compare with previous works since the above setting is the one
more closely related.
Comparison with [20]. This is one of the original random features paper and considers
the question of generalization properties. In particular they study the estimator
f̂R(x) = φM (x)
⊤β̂R,∞, β̂R,∞ = argmin
‖β‖∞≤R
1
n
n∑
i=1
ℓ(φM (xi)
⊤β, yi),
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for a fixed R, a Lipshitz loss function ℓ, and where ‖w‖∞ = max{|β1|, · · · , |βM |}. The
largest space considered in [20] is
GR =
{∫
ψ(·, ω)β(ω)dπ(ω)
∣∣∣∣ |β(ω)| < R a.e.} , (9)
rather than a RKHS, where R is fixed a priori. The best possible solution is f∗GR solving
minf∈GR E(f), and the main result in [20] provides the bound
E(f̂R)− E(f∗GR) .
R√
n
+
R√
M
, (10)
This is the first and still one the main results providing a statistical analysis for an estima-
tor based on random features for a wide class of loss functions. There are a few elements
of comparison with the result in this paper, but the main one is that to get O(1/
√
n)
learning bounds, the above result requires O(n) random features, while a smaller number
leads to worse bounds. This shows the main novelty of our analysis. Indeed we prove that,
considering the square loss, fewer random features are sufficient, hence allowing computa-
tional gains without loss of accuracy. We add a few more tehcnical comments explaining :
1) how the setting we consider covers a wider range of problems, and 2) why the bounds
we obtain are sharper. First, note that the functional setting in our paper is more general
in the following sense. It is easy to see that considering the RKHS H is equivalent to
consider H2 =
{∫
ψ(·, ω)β(ω)dπ(ω) ∣∣ ∫ |β(ω)|2dπ(ω) <∞} and the following inclusions
hold GR ⊂ G∞ ⊂ H2. Clearly, assuming a minimizer of the expected risk to exists in H2
does not imply it belongs to G∞ or GR, while the converse is true. In this view, our results
cover a wider range of problems. Second, note that, this gap is not easy to bridge. Indeed,
even if we were to consider G∞ in place of GR, the results in [20] could be used to derive
the bound
E E(f̂R)− E(f∗G∞) .
R√
n
+
R√
M
+A(R), (11)
where A(R) := E(f∗GR) − E(f∗G∞) and f∗G∞ is a minimizer of the expected risk on G∞. In
this case we would have to balance the various terms in (11), which would lead to a worse
bound. For example, we could consider R := log n, obtaining a bound n−1/2 log n with
an extra logarithmic term, but the result would hold only for n larger than a number of
examples n0 at least exponential with respect to the norm of f∞. Moreover, to derive
results uniform with respect to f∞, we would have to keep into account the decay rate of
A(R) and this would get bounds slower than n−1/2.
Comparison with other results. Several other papers study the generalization prop-
erties of random features, see [23] and references therein. For example, generalization
bounds are derived in [21] from very general arguments. However, the corresponding gen-
eralization bound requires a number of random features much larger than the number of
training examples to give O(1/
√
n) bounds. The basic results in [23] are analogous to
those in [20] with the set GR replaced by HR. These results are closer, albeit more restric-
tive then ours (see Remark 8) and especially like the bounds in [20] suggest O(n) random
features are needed for O(1/
√
n) learning bounds. A novelty in [23] is the introduction
7
Figure 1: Random feat. M = O(nc) required for optimal generalization. Left: α = 1.
Right: α = γ.
of more complex problem dependent sampling that can reduce the number of random
features. In Section 3.3, we show that using possibly-data dependent random features can
lead to rates much faster than n−1/2, and using much less than
√
n features.
Remark 3 (Sketching and randomized numerical linear algebra (RandLA)). Standard
sketching techniques from RandLA [18] can be recovered, when X is a bounded subset of
R
D, by selecting ψ(x, ω) = x⊤ω and ω sampled from suitable bounded distribution (e.g.
ω = (ζ1, . . . , ζd) independent Rademacher random variables). Note however that the final
goal of the analysis in the randomized numerical linear algebra community is to minimize
the empirical error instead of E.
3.2 Refined Results: Fast Learning Rates
Faster rates can be achieved under favorable conditions. Such conditions for kernel ridge
regression are standard, but somewhat technical. Roughly speaking they characterize the
“size” of the considered RKHS and the regularity of fH. The key quantity needed to make
this precise is the integral operator defined by the kernel K and the marginal distribution
ρX of ρ on X, that is
(Lg)(x) =
∫
X
K(x, z)g(z)dρX (z), ∀g ∈ L2(X, ρX ),
seen as a map from L2(X, ρX ) = {f : X → R | ‖f‖2ρ =
∫ |f(x)|2dρX <∞} to itself. Under
the assumptions of Thm. 1, the integral operator is positive, self-adjoint and trace-class
(hence compact) [27]. We next define the conditions that will lead to fast rates, and then
comment on their interpretation.
Assumption 1 (Prior assumptions). For λ > 0, let the effective dimension be defined as
N (λ) := Tr ((L+ λI)−1L) , and assume, there exists Q > 0 and γ ∈ [0, 1] such that,
N (λ) ≤ Q2λ−γ . (12)
Moreover, assume there exists r ≥ 1/2 and g ∈ L2(X, ρX) such that
fH(x) = (Lrg)(x) a.s. (13)
8
We provide some intuition on the meaning of the above assumptions, and defer the
interested reader to [10] for more details. The effective dimension can be seen as a “measure
of the size” of the RKHS H. Condition (12) allows to control the variance of the estimator
and is equivalent to conditions on covering numbers and related capacity measures [26].
In particular, it holds if the eigenvalues σi’s of L decay as i
−1/γ . Intuitively, a fast decay
corresponds to a smaller RKHS, whereas a slow decay corresponds to a larger RKHS. The
case γ = 0 is the more benign situation, whereas γ = 1 is the worst case, corresponding
to the basic setting. A classic example, when X = RD, corresponds to considering kernels
of smoothness s, in which case γ = D/(2s) and condition (12) is equivalent to assuming
H to be a Sobolev space [26]. Condition (13) allows to control the bias of the estimator
and is common in approximation theory [28]. It is a regularity condition that can be seen
as form of weak sparsity of fH. Roughly speaking, it requires the expansion of fH, on the
the basis given by the the eigenfunctions L, to have coefficients that decay faster than σri .
A large value of r means that the coefficients decay fast and hence many are close to zero.
The case r = 1/2 is the worst case, and can be shown to be equivalent to assuming fH
exists. This latter situation corresponds to setting considered in the previous section. We
next show how these assumptions allow to derive fast rates.
Theorem 2. Let δ ∈ (0, 1]. Under Asm. 1 and the same assumptions of Thm. 1, if n ≥ n0,
and λn = n
− 1
2r+γ , then a number of random features M equal to
Mn = c0 n
1+γ(2r−1)
2r+γ log
108κ2n
δ
,
is enough to guarantee, with probability at least 1− δ, that
E(f̂λn,Mn)− E(fH) ≤ c1 log2
18
δ
n
− 2r
2r+γ ,
for r ≤ 1, and where c0, c1 do not depend on n, τ , while n0 does not depends on n, fH, ρ.
The above bound is the same as the one obtained by the full kernel ridge regression
estimator and is optimal in a minimax sense [10]. For large r and small γ it approaches
a O(1/n) bound. When γ = 1 and r = 1/2 the worst case bound of the previous section
is recovered. Interestingly, the number of random features in different regimes is typically
smaller than n but can be larger than O(
√
n). Figure. 1 provides a pictorial representa-
tion of the number of random features needed for optimal rates in different regimes. In
particular M ≪ n random features are enough when γ > 0 and r > 1/2. For example for
r = 1, γ = 0 (higher regularity/sparsity and a small RKHS) O(
√
n) are sufficient to get a
rate O(1/n). But, for example, if r = 1/2, γ = 0 (not too much regularity/sparsity but a
small RKHS) O(n) are needed for O(1/n) error. The proof suggests that this effect can be
a byproduct of sampling features in a data-independent way. Indeed, in the next section
we show how much fewer features can be used considering problem dependent sampling
schemes.
3.3 Refined Results: Beyond uniform sampling
We show next that fast learning rates can be achieved with fewer random features if they
are somewhat compatible with the data distribution. This is made precise by the following
condition.
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Assumption 2 (Compatibility condition). Define the maximum random features dimen-
sion as
F∞(λ) = sup
ω∈Ω
‖(L+ λI)−1/2ψ(·, ω)‖2ρX , λ > 0. (14)
Assume there exists α ∈ [0, 1], and F > 0 such that F∞(λ) ≤ Fλ−α, ∀λ > 0.
The above assumption is abstract and we comment on it before showing how it affects
the results. The maximum random features dimension (14) relates the random features
to the data-generating distribution through the operator L. It is always satisfied for
α = 1 ands F = κ2. e.g. considering any random feature satisfying (6). The favorable
situation corresponds to random features such that case α = γ. The following theoretical
construction borrowed from [23] gives an example.
Example 2 (Problem dependent RF). Assume K is a kernel with an integral representa-
tion (6). For s(ω) = ‖(L+ λI)−1/2ψ(·, ω)‖−2ρX and Cs :=
∫
1
s(ω)dπ(ω), consider the random
features ψs(x, ω) = ψ(x, ω)
√
Css(ω), with distribution πs(ω) :=
π(ω)
Css(ω)
. We show in the
Appendix that these random features provide an integral representation of K and satisfy
Asm. 2 with α = γ.
We next show how random features satisfying Asm. 2 can lead to better resuts.
Theorem 3. Let δ ∈ (0, 1]. Under Asm. 2 and the same assumptions of Thm. 1, 2, if
n ≥ n0, and λn = n−
1
2r+γ , then a number of random features Mn equal to
Mn = c0 n
α+(1+γ−α)(2r−1)
2r+γ log
108κ2n
δ
,
is enough to guarantee, with probability at least 1− δ, that
E(f̂λn,Mn)− E(fH) ≤ c1 log2
18
δ
n−
2r
2r+γ ,
where c0, c1 do not depend on n, τ , while n0 does not depends on n, fH, ρ.
The above learning bound is the same as Thm. 2, but the number of random features
is given by a more complex expression depending on α. In particular, in the slow O(1/
√
n)
rates scenario, that is r = 1/2, γ = 1, we see that O(nα/2) are needed, recovering O(
√
n),
since γ ≤ α ≤ 1. On the contrary, for a small RKHS, that is γ = 0 and random features
with α = γ, a constant (!) number of feature is sufficient. A similar trend is seen
considering fast rates. For γ > 0 and r > 1/2, if α < 1 then the number of random
features is always smaller, and potentially much smaller, then the number of random
features sampled in a problem independent way, that is α = 1. For γ = 0 and r = 1/2,
the number of number of features is O(nα) and can be again just constant if α = γ.
Figure 1 depicts the number of random features required if α = γ. The above result
shows the potentially dramatic effect of problem dependent random features. However
the construction in Ex. 2 is theoretical. We comment on this in the next remark.
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Figure 2: Comparison between the number of features M = O(nc) required by Nystro¨m
(uniform sampling, left) [16] and Random Features (α = 1, right), for optimal generaliza-
tion.
Remark 4 (Random features leverage scores). The construction in Ex. 2 is theoretical,
however empirical random features leverage scores ŝ(ω) = v̂(ω)⊤(K + λnI)−1v̂(ω), with
v̂(ω) ∈ Rn, (v̂(ω))i = ψ(xi, ω), can be considered. Statistically, this requires considering an
extra estimation step. It seems our proof can be extended to account for this, and we will
pursue this in a future work. Computationally, it requires devising approximate numerical
strategies, like standard leverage scores [24].
Comparison with Nystro¨m. This question was recently considered in [22] and our
results offer new insights. In particular, recalling the results in [16], we see that in the
slow rate setting there is essentially no difference between random features and Nystro¨m
approaches, neither from a statistical nor from a computational point of view. In the case
of fast rates, Nystro¨m methods with uniform sampling requires O(n−
1
2r+γ ) random centers,
which compared to Thm. 2, suggests Nystro¨m methods can be advantageous in this regime.
While problem dependent random features provide a further improvement, it should be
compared with the number of centers needed for Nystro¨m with leverage scores, which
is O(n
− γ
2r+γ ) and hence again better, see Thm. 3. In summary, both random features
and Nystro¨m methods achieve optimal statistical guarantees while reducing computations.
They are essentially the same in the worst case, while Nystro¨m can be better for benign
problems.
Finally we add a few words about the main steps in the proof.
Steps of the proof. The proofs are quite technical and long and are collected in the
appendices. They use a battery of tools developed to analyze KRR and related methods.
The key challenges in the analysis include analyzing the bias of the estimator, the effect of
noise in the outputs, the effect of random sampling in the data, the approximation due to
random features and a notion of orthogonality between the function space corresponding
to random features and the full RKHS. The last two points are the main elements on
novelty in the proof. In particular, compared to other studies, we identify and study the
quantity needed to assess the effect of the random feature approximation if the goal is
prediction rather than the kernel approximation itself.
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Figure 3: Comparison of theoretical and simulated rates for: excess risk E(f̂λ,M) −
inff∈H E(f), λ, M , w.r.t. n (100 repetitions). Parameters r = 11/16, γ = 1/8 (top),
and r = 7/8, γ = 1/4 (bottom).
4 Numerical results
While the learning bounds we present are optimal, there are no lower bounds on the
number of random features, hence we present numerical experiments validating our bounds.
Consider a spline kernel of order q (see [29] Eq. 2.1.7 when q integer), defined as
Λq(x, x
′) =
∞∑
k=−∞
e2πikxe−2πikz|k|−q,
almost everywhere on [0, 1], with q ∈ R, for which we have∫ 1
0
Λq(x, z)Λq′(x
′, z)dz = Λq+q′(x, x′),
for any q, q′ ∈ R. Let X = [0, 1], and ρX be the uniform distribution. For γ ∈ (0, 1) and
r ∈ [1/2, 1] let, K(x, x′) = Λ 1
γ
(x, x′), ψ(ω, x) = Λ 1
2γ
(ω, x), f∗(x) = Λ r
γ
+ 1
2
+ǫ(x, x0) with
ǫ > 0, x0 ∈ X. Let ρ(y|x) be a Gaussian density with variance σ2 and mean f∗(x). Then
Asm 1, 2 are satisfied and α = γ. We compute the KRR estimator for n ∈ {103, . . . , 104}
and select λ minimizing the excess risk computed analytically. Then we compute the
RF-KRR estimator and select the number of features M needed to obtain an excess risk
within 5% of the one by KRR. In Figure 3, the theoretical and estimated behavior of the
excess risk, λ andM with respect to n are reported together with their standard deviation
over 100 repetitions. The experiment shows that the predictions by Thm. 3 are accurate,
since the theoretical predictions estimations are within one standard deviation from the
values measured in the simulation.
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5 Conclusion
In this paper, we provide a thorough analyses of the generalization properties of random
features with ridge regression. We consider a statistical learning theory setting where data
are noisy and sampled at random. Our main results show that there are large classes of
learning problems where random features allow to reduce computations while preserving
optimal statistical accuracy of exact kernel ridge regression. This in contrast with pre-
vious state of the art results suggesting computational gains needs to be traded-off with
statistical accuracy. Our results open several venues for both theoretical and empirical
work. As mentioned in the paper, it would be interesting to analyze random features with
empirical leverage scores. This is immediate if input points are fixed, but our approach
should allow to also consider the statistical learning setting. Beyond KRR, it would be
interesting to analyze random features together with other approaches, in particular accel-
erated and stochastic gradient methods, or distributed techniques. It should be possible to
extend the results in the paper to consider these cases. A more substantial generalization
would be to consider loss functions other than quadratic loss, since this require different
techniques from empirical process theory.
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Generalization Properties of Learning with Random Fea-
tures
Supplementary Materials
The supplementary materials are divided in the following four section
A. Proofs - where the proofs for Section 3 are provided
B. Concentration Inequalities - where probabilistic tools necessary for the proofs are
recalled
C. Operator Inequalities - where some analytic inequalities used in the proofs are
recalled
D. Auxiliary Results - where some technical lemmas necessary to the proof are derived
E. Examples of Random Features - where examples of random features expansion are
recalled
A Proofs
In Sect. A.1, the notation is introduced and some standard identities are recalled. In
Sect. A.2, the excess risk is decomposed in five terms (Eq. (17)-(21)) that are further
simplified in Lemma 2, 3, 4, 5. The complete decomposition is presented in Thm. 4. In
Sect. A.3, the terms in decomposition are bounded in probability, in particular Lemma 7
bounds the variance term, Lemma 8 the computational error term, while Lemma 10 con-
trols the constants. Finally the proofs of the main results are presented in Section A.4
together with the more general results of Thm. 5.
First we recall the assumptions needed to derive the results. They are already presented
or implied in the main text, here we collect and number them.
Assumption 2 (Compatibility condition) There exists α ∈ [0, 1] and F > 0 such that
F∞(λ) ≤ Fλ−α, ∀λ > 0.
Assumption 3 (Random Features are bounded and continuous). The kernel K has an
integral representation as in Eq. 6, with ψ continuous in both variables and bounded, that
is, there exists κ ≥ 1 such that |ψ(x, ω)| ≤ κ for any x,∈ X and ω ∈ Ω. The associated
RKHS H is separable.
Note that the assumption above is satisfied when the random feature is continuous
and bounded and the space X is separable (e.g. Rd, d ∈ N or any Polish space). Indeed
the continuity of ψ implies the continuity of K, which, together with the separability of
X implies the separability of H.
Assumption 4 (Noise on the y is sub-exponential, and there exists fH). For any x ∈ X
E[|y|p | x] ≤ 1
2
p!σ2Bp−2, ∀p ≥ 2.
Moreover there exists fH ∈ H such that E(fH) = inff∈H E(f).
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Note that the above assumption on y is satisfied when y is bounded, sub-gaussian or
sub-exponential. In particular, if |y| ∈ [− b2 , b2 ] almost surely, with b ∈ (0,∞) then the
assumption above is satisfied with σ = B = b.
Assumption 5 (Effective dimension). Let λ > 0. There exists Q > 0 and γ ∈ [0, 1] such
that, for any λ > 0
N (λ) ≤ Q2λ−γ .
It is the first part of Asm. 1, for the sake of clarity we need to split it in two, since
many results depend either on the first or on the second part.
Assumption 6 (Source condition). There exists 1/2 ≤ r ≤ 1 and g ∈ L2(X, ρX ) such
that
fH(x) = (Lrg)(x) a.s.
We denote with R the quantity 1 ∨ ‖g‖ρX .
A.1 Kernel and Random Features Operators
In this section, we provide the notation, recall some useful facts and define some operators
used in the rest of the appendix. In the rest of the paper we denote with ‖·‖ the operatorial
norm and with ‖·‖HS the Hilbert-Schmidt norm. Let L be a Hilbert space, we denote with
〈·, ·〉L the associated inner product, with ‖·‖L the norm and with Tr(·) the trace. Let Q
be a bounded self-adjoint linear operator on a separable Hilbert space L, we denote with
λmax(Q) the biggest eigenvalue of Q, that is λmax(Q) = sup‖f‖L≤1 〈f,Qf〉L . Moreover, we
denote with Qλ the operator Q+λI, where Q is a linear operator, λ ∈ R and I the identity
operator, so for example ĈM,λ := ĈM + λI. Moreover we recall some basic properties of
norms in Hilbert spaces.
Remark 5. Let V0, . . . , Vt with t ∈ N be Hilbert spaces. Let q ∈ V0 and Ai : Vi → Vi−1
bounded linear operators and f ∈ Vt. We recall that the identity q = (A1) · · · (At)(f),
implies ‖q‖V0 ≤ ‖A1‖ . . . ‖At‖‖f‖Vt .
Let X be a probability space and ρ be a probability distribution on X × R satisfying
Assumption 3. We denote ρX its marginal on X and ρ(y|x) the conditional distribution
on R. Let L2(X, ρX) be the Lebesgue space of square ρX-integrable functions, with the
canonical inner product
〈g, h〉ρX =
∫
X
g(x)h(x)dρX (x), ∀g, h ∈ L2(X, ρX),
and the norm ‖g‖2ρX = 〈g, g〉ρX , for all g ∈ L2(X, ρX). Let (Ω, π) be a probability space
and ψ : Ω ×X → R be a continuous and bounded map as in Asm. 3. Moreover let the
kernel K be defined by Eq. (6). We denote with Kx the function K(x, ·), for any x ∈ X.
Then the Reproducing Kernel Hilbert Space H induced by K is defined by
H = span{Kx | x ∈ X}, completed with 〈Kx,Kx′〉H = K(x, x′) ∀x, x′ ∈ X.
We now define the operators needed in the rest of the proofs. Let n ∈ N, and
(x1, y1), . . . , (xn, yn) ∈ X × R be sampled independently according to ρ.
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Definition 1. Let P : L2(X, ρX) → L2(X, ρX ) be the projection operator with the same
range of L. Let fρ : X → R be defined as
fρ(x) =
∫
ydρ(y|x) a. e.
We now recall a useful characterization of the excess risk, in term of the quantities
defined above.
Remark 6 (from [2, 30]). When
∫
y2dρ is finite, then fρ ∈ L2(X, ρX) and fρ is the
minimizer of E over all the measurable functions. When ∫ K(x, x)dρX is finite, the range
of P is the closure of H in L2(X, ρX ), that this the closure of the range of L. When both
conditions hold, for any f ∈ L2(X, ρX ) the following hold
E(f)− inf
g∈H
E(g) = ‖f − Pfρ‖2ρX .
Moreover if there exists fH ∈ H minimizing E, then Asm. 6 is equivalent to requiring the
existence of r ≥ 1/2, g ∈ L2(X, ρX ) such that
Pfρ = L
rg, (15)
with R := ‖g‖L2(X,ρX ).
In the following we define analogous operators for the approximated kernel KM :=
φM (x)
⊤φM (x′), with
φM (x) := M
−1/2(ψ(x, ω1), . . . , ψ(x, ωM )),
for any x, x′ ∈ X, whereM ∈ N and ω1, . . . , ωM ∈ Ω are sampled independently according
to π. We denote with ψω the function ψ(·, ω) for any ω ∈ Ω. According to the following
remark, we have that ψωi ∈ L2(X, ρX ) almost surely.
Remark 7. Under Asm. 3 and the fact that ρ is a finite measure, ψω ∈ L2(X, ρX) almost
surely.
Now we are ready for defining the following operators, depending on φM or KM .
Definition 2. For all g ∈ L2(X, ρX), β ∈ RM , α ∈ Rn and i ∈ {1, . . . ,M}, we have
• SM : RM → L2(X, ρX), (SMβ)(·) = φM (·)⊤β,
• S∗M : L2(X, ρX)→ RM , (S∗Mg)i = 1√M
∫
X ψωi(x)g(x)dρX (x),
• LM : L2(X, ρX)→ L2(X, ρX ), (LMg)(·) =
∫
X KM (·, z)g(z)dρX (z).
• CM : RM → RM , CM =
∫
X φM (x)φM (x)
⊤dρX(x),
• ĈM : RM → RM , ĈM = 1n
∑n
i=1 φM (xi)φM (xi)
⊤.
Note that the operators above satisfy the properties in the following remark.
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Remark 8 (from [10]). Under Asm. 3 the linear operators L is trace class and LM , CM , SM , ĈM , ŜM
are finite dimensional. Moreover we have that L = SS∗, LM = SMS∗M , CM = S
∗
MSM and
ĈM = Ŝ
∗
M ŜM . Finally L,LM , CM , ĈM are self-adjoint and positive operators, with spec-
trum is [0, κ2].
In the next remark we rewrite f̂λ,M in terms of the operators introduced above.
Remark 9. Let f̂λ,M defined as in Eq. 7. Under Assumption 3, f̂λ,M ∈ L2(X, ρX) almost
surely, since ψω is in L
2(X, ρX) almost surely (Rem. 7) and f̂λ,M is a linear combination
of ψω1 , . . . , ψωM . In particular,
f̂λ,M = SM Ĉ
−1
M,λŜ
∗
M ŷ.
A.2 Analytic Result
In this subsection we decompose analytically the excess risks in different terms, that
will be bounded via concentration inequalities in the next section. Under Asm. 3, since
f̂λ,M ∈ L2(X, ρX ) almost surely, we have
E(f̂λ,M)− inf
f∈H
E(f) = ‖f̂λ,M − Pfρ‖2ρX , (16)
(for more details see Rem. 6, 9). In our analysis we decompose the excess risk in the
following five terms
f̂λ,M − Pfρ = f̂λ,M − SM Ĉ−1M,λS∗Mfρ (17)
+ SM Ĉ
−1
M,λS
∗
M (I − P )fρ (18)
+ SM Ĉ
−1
M,λS
∗
MPfρ − LML−1M,λPfρ (19)
+ LML
−1
M,λPfρ − LL−1λ Pfρ (20)
+ LL−1λ Pfρ − Pfρ. (21)
The first controls the variance of the outputs y, the second the interaction between
the space of models spanned by ψω1 , . . . , ψωM and H, the third the approximation of the
inverse covariance operator Ĉ−1M,λ, the fourth controls how close is the integral operator LM
to L, while the last controls the approximation error of the models in H. The L2(X, ρX)
norm of f̂λ,M − Pfρ is bounded by the sum of the L2(X, ρX ) norms of the terms, that
are further bounded in Lemma. 2, 3, 4, 5. The final analytical decomposition is given in
Thm. 4. First we need a preliminary result.
Lemma 1. Under Asm. 3, the operator L is characterized by
L =
∫
ψω ⊗ ψωdπ(ω).
Proof. By Asm. 3, we have that ψω ∈ L2(X, ρX) almost surely and uniformly bounded.
By using the kernel expansion of Eq. (6), the linearity of the Bochner integral and of the
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dot product, we have that for any f, g ∈ L2(X, ρX) the following holds
〈f, Lg〉ρX =
∫
f(x)K(x, z)g(z)dρX (x)dρX(z)
=
∫
f(x)ψ(x, ω)ψ(z, ω)g(z)dρX (x)dρX(z)dπ(ω)
=
∫
〈f, ψω〉ρX 〈g, ψω〉ρX dπ(ω) =
〈
f,
∫
ψω 〈g, ψω〉ρX dπ(ω)
〉
ρX
=
〈
f,
(∫
ψω ⊗ ψωdπ(ω)
)
g
〉
ρX
.
Now we are ready to prove that the second term of the expansion in Eq. 17 is zero.
We obtain this result by proving that ‖(I − P )ψω‖ = 0 almost everywhere.
Lemma 2. Under Asm. 3, the following holds for any λ > 0,M, n ∈ N,
‖SM Ĉ−1M,λS∗M (I − P )fρ‖ρX = 0 a. s.
Proof. Note that, since P is the projection operator on the closure of the range of L and
L is trace class, then (I − P )L = 0, this implies that Tr((I − P )L(I − P )) = 0. By the
characterization of L given in Lemma 1, the linearity of the bounded operator I − P and
of the trace, we have that
0 = Tr ((I − P )L(I − P )) = Tr
(
(I − P )
(∫
ψω ⊗ ψωdπ(ω)
)
(I − P )
)
=
∫
Tr ((I − P )(ψω ⊗ ψω)(I − P )) dπ(ω)
=
∫
‖(I − P )ψω‖2ρXdπ(ω),
where the last step is due to the fact that Tr(A(v ⊗ v)A) = Tr(Av ⊗ Av) = ‖Av‖2ρX for
any bounded self adjoint operator A and any function v ∈ L2(X, ρX ). The equation above
implies that (I − P )ψω = 0 almost surely on the support of π. Now we study S∗M (I − P ),
for any β ∈ RM and any f ∈ L2(X, ρX ) we have
〈β, S∗M (I − P )f〉RM =
1√
M
M∑
i=1
βi 〈(I − P )ψωi , f〉ρX = 0 a. s.,
where the last step is due to the fact that 〈0, v〉 = 0 for any v and (I − P )ψωi = 0 almost
surely, since ωi are distributed according to π and (I − P )ψω = 0 almost surely on the
support of π. Now
‖SM Ĉ−1M,λS∗M (I − P )fρ‖ρX ≤ ‖SM Ĉ−1M,λ‖‖S∗M (I − P )‖‖fρ‖ρX = 0 a. s.
20
Lemma 3. Under Asm. 3, and Eq. (15) the following holds for any λ > 0,M, n ∈ N
‖SM Ĉ−1M,λS∗MPfρ − LML−1M,λPfρ‖ ≤ Rκ2r−1‖L−1/2M,λ L1/2‖‖SM Ĉ−1M,λC−1/2M,λ ‖‖C−1/2M,λ (CM − ĈM )‖.
Proof. First of all we recall that Z∗f(ZZ∗) = f(Z∗Z)Z∗ for any continuous spectral
function and any compact operator Z. By the characterization of LM in Rem. 8 under
Asm. 3, we have
LML
−1
M,λ = SMS
∗
M(SMS
∗
M + λI)
−1 = SM (S∗MSM + λI)
−1S∗M = SMC
−1
M,λS
∗
M ,
since (· + λI)−1 is a continuos spectral function on [0,∞), which contains the spectrum
of L that is in [0, κ2]. Equivalently, the equation above could be proven algebraically via
the Woodbury identity. Now we have
(SM Ĉ
−1
M,λS
∗
M−LML−1M,λ)Pfρ = SM (Ĉ−1M,λ−C−1M,λ)S∗MPfρ = SM Ĉ−1M,λ(CM−ĈM )C−1M,λS∗MPfρ,
where the last step is due to the identity A−1 − B−1 = A−1(B − A)B−1 valid for any
bounded invertible linear operator A,B. In particular by multiplying and dividing by
C
1/2
M,λ we have the following decomposition
SM Ĉ
−1
M,λ(CM − ĈM )C−1M,λS∗MPfρ = (SM Ĉ−1M,λC1/2M,λ) (C−1/2M,λ (CM − ĈM )) (C−1M,λS∗MPfρ).
The result is given by bounding the norm of the lhs of the identity above, by the product
of the norms of the parentheses on the rhs (see Rem. 5). Note that by applying Eq. (15),
we have that there exists g ∈ L2(X, ρX ), such that Pfρ = Lrg and by dividing and
multiplying for L
1/2
M,λ, we have
C−1M,λS
∗
MPfρ = (C
−1
M,λS
∗
ML
1/2
M,λ) (L
−1/2
M,λ L
1/2) Lr−1/2 g.
Now note that, by Asm. 6, we have r ≥ 1/2, ‖g‖ρX ≤ R and ‖Lr−1/2‖ ≤ κ2r−1 since L
is compact with the spectrum in [0, κ2] and 2r − 1 ≥ 0. By the fact that (· + λI)−2 is
a continuous spectral function on [0,∞) containing the spectrum of CM , we have that
SMC
−2
M,λS
∗
M = L
−2
M,λLM and so for any λ > 0
‖C−1M,λS∗ML1/2M ‖2 = ‖L1/2M SMC−2M,λS∗ML1/2M ‖ = ‖L−2M,λL2M‖ ≤ 1.
Lemma 4. Under Asm. 3, and Eq. (15) the following holds for any λ > 0,M ∈ N
‖(LL−1λ − LML−1M,λ)Pfρ‖ ≤ R
√
λ‖L−1/2M,λ L1/2λ ‖‖L−1/2λ (L− LM )‖2r−1‖L−1/2λ (L− LM )L−1/2λ ‖2−2r
Proof. By the algebraic identities A(A + λI) = I − λ(A + λI)−1 valid for any bounded
positive operator and A−1 − B−1 = A−1(B − A)B−1 valid for any invertible bounded
operators, we have
(LL−1λ − LML−1M,λ)Pfρ = λ(L−1M,λ − L−1λ )Pfρ = λL−1M,λ(L− LM )L−1λ Pfρ.
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By applying Eq. (15), we have that there exists g ∈ L2(X, ρX), such that Pfρ = Lrg, so
by multiplying and dividing by L
1/2
M , we preform the following decomposition
(LL−1λ − LML−1M,λ)Pfρ =
√
λ (
√
λL
−1/2
M,λ ) (L
−1/2
M,λ L
1/2
λ ) (L
−1/2
λ (L− LM )L−(1−r)λ ) (L−rλ Lr) g.
The result is given by bounding the norm of the lhs of the identity above, by the product
of the norms of the parentheses on the rhs (see Rem. 5). Note that ‖√λL−1/2M,λ ‖ ≤ 1
and ‖L−rλ Lr‖ ≤ 1 for any λ > 0 and ‖g‖ρX ≤ R. Now we apply Proposition 9 on
‖L−1/2λ (L− LM )L−(1−r)λ ‖, indeed note that 0 ≤ 1 − r ≤ 1/2, so by setting σ = 2 − 2r,
X = L
−1/2
λ (L− LM ), A = L−1/2λ and applying the proposition, we have
‖L−1/2λ (L− LM )L−σ/2λ ‖ ≤ ‖L−1/2λ (L− LM )‖2r−1‖L−1/2λ (L− LM )L−1/2λ ‖2−2r.
Lemma 5. Under Asm. 3, and Eq. (15) the following holds for any λ > 0,
‖LL−1λ Pfρ − Pfρ‖ ≤ Rλr.
Proof. By the identity A(A + λI)−1 = I − λ(A + λ)−1 valid for λ > 0 and any bounded
self-adjoint positive operator and by Eq. (15) for which there exists g ∈ L2(X, ρX) such
that Pfρ = L
rg, we have
(I − LL−1λ )Pfρ = λL−1λ Pfρ = λL−1λ Lrg = λr (λ1−rL−(1−r)λ ) (L−rλ Lr) g. (22)
The result is given by bounding the norm of the lhs of Eq. 22, by the product of the
norms of the parentheses on the rhs (see Rem. 5). Note that ‖λ1−rL−(1−r)λ ‖ ≤ 1 and
‖L−rλ Lr‖ ≤ 1, while R := ‖g‖ρX according to Eq. (15).
Theorem 4 (Analytic Decomposition). Under Assumptions 3 and Eq. (15) let f̂λ,M as
in Eq. 7. For any λ > 0 and M ∈ N, the following holds
|E(f̂λ,M )− inf
f∈H
E(f)|1/2 ≤ β ( S(λ,M,n)︸ ︷︷ ︸
Sample Error
+ C(λ,M)︸ ︷︷ ︸
Computational Error
+ Rλv︸︷︷︸
Approximation Error
)
(23)
where v = min(r, 1),
1. S(λ,M,n) := ‖C−1/2M,λ (Ŝ∗M ŷ − S∗Mfρ)‖ρX +Rκ2r−1‖C−1/2M,λ (CM − ĈM )‖,
2. C(λ,M) := R√λ‖L−1/2λ (L− LM )‖2v−1‖L−1/2λ (L− LM )L−1/2λ ‖2−2v,
3. β := max(1, (1−β1)−1)max(1, (1−β2)−1/2), with β1 := λmax(C−1/2M,λ (CM−ĈM )C−1/2M,λ )
and β2 := λmax(L
−1/2
λ (L− LM )L−1/2λ ).
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Proof. Under Asm. 3, the excess risk is characterized by Eq. 16 as we recalled at the
beginning of this subsection. We decomposed the quantity f̂λ,M − Pfρ according to the
terms in Eq. 17-21. The L2(X, ρX) norm of f̂λ,M − Pfρ is bounded by the sum of the
L2(X, ρX) norms of the terms, that are further bounded in Lemma. 2, 3, 4, 5. In particular,
for the first term, by writing f̂λ,M in terms of the linear operators in Def. 2 (see Rem. 9)
and by multipling and dividing by C
1/2
M,λ we have
f̂λ,M−SM Ĉ−1M,λS∗Mfρ = SM Ĉ−1M,λ(Ŝ∗M ŷ−S∗Mfρ) = (SM Ĉ−1M,λC1/2M,λ) (C−1/2M,λ (Ŝ∗M ŷ−S∗Mfρ)),
then we bound the norm of the term with the norm of the parenthesis in the decomposition
above (see Rem. 5). By collecting the result above with the bounds in Lemma. 2, 3, 4, 5,
we have
|E(f̂λ,M )− inf
f∈H
E(f)|1/2 ≤ b1A+ b1b2B + b3C(λ,M) +D,
where b1 := ‖SM Ĉ−1M,λC1/2M,λ‖, b2 := ‖L−1/2M,λ L1/2‖, b3 := ‖L−1/2M,λ L1/2λ ‖,
A := ‖C−1/2M,λ (Ŝ∗M ŷ − S∗Mfρ)‖ρX , B := Rκ2r−1‖C−1/2M,λ (CM − ĈM )‖ and D := Rλr. Now
note that b2 ≤ b3 for any λ > 0 since, for any X,T , bounded linear operators, with T
positive, by multiplying and dividing for Tλ the following holds
‖XT ‖ ≤ ‖XTλ‖‖T−1λ T‖, (24)
and ‖T−1λ T‖ ≤ 1, for any λ > 0. Since A,B, C(λ,M),D will contribute to the rates of the
bound, while b1, b3 are responsible for the numerical constants, we are going to bound the
excess risk in order to collect b1, b3 in a multiplicative term as follows
|E(f̂λ,M )− inf
f∈H
E(f)|1/2 ≤ max(1, b1)max(1, b3)(A+B + C(λ,M) +D).
Finally, we further simplify b1, b3, in particular we apply Prop. 8 in the appendix, obtaining
b3 ≤ (1− β2)−1/2. For b1 note that,
‖SM Ĉ−1M,λC1/2M,λ‖ ≤ ‖SM Ĉ−1/2M,λ ‖‖Ĉ−1/2M,λ C1/2M,λ‖ ≤ ‖Ĉ−1/2M,λ C1/2M,λ‖2,
since, ‖SM Ĉ−1/2M,λ ‖ ≤ ‖C1/2M,λĈ−1/2M,λ ‖ for the same reasoning in Eq. (24). Then we apply
Prop. 8 in the appendix, obtaining b1 ≤ (1− β1)−1.
In the next subsection, we are going to find probabilistic estimates for terms in the
analytic decomposition of the excess risk in Thm. 4.
A.3 Probabilistic Estimates
In this section we provide bounds in probability for the quantities β,S, C of Thm. 4 and
for the empirical effective dimension. The notation is introduced in Sect. A.1. First, we
fix the notation on the random variables used in the rest of the subsection. Recall that
β,S, C are expressed with respect to the random variables z := ((x1, y1), . . . , (xn, yn)), and
ω := (ω1, . . . , ωM ). The associated sample space isW := Z×ΩM and Z := (X×R)n, with
probability measure P := ρ⊗n⊗π⊗M . In particular let Q ⊆W be an event, we denote with
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Q|ω the subset of Z associated to the event Q given ω, that is Q|ω := {z | (z,ω) ∈ Q}.
By denoting ρ⊗n with PZ and π⊗M by PΩ, we recall that
P(Q) =
∫
ΩM
PZ(Q|ω)dPΩ(ω). (25)
Moreover, we recall the following basic facts about F∞(λ) and N (λ). We can characterize
the upper and lower bounds for F∞(λ), in particular we have that F∞(λ) ≤ κ2λ−1 when
ψ is uniformly bounded by κ (see Asm. 3), moreover F∞(λ) ≥ N (λ) indeed N (λ) is
characterized by N (λ) = Eω‖(L+ λI)−1/2ψω‖2ρX (see Eq. 30), so
N (λ) = Eω‖(L+ λI)−1/2ψω‖2ρX ≤ sup
ω∈Ω
‖(L+ λI)−1/2ψω‖2ρX = F∞(λ).
A.3.1 Estimates for S(λ,M,n)
The next lemma bounds the first term of S(λ,M,n) and use a similar technique to the one
in [10], while Lemma 7 bounds the whole S(λ,M,n). First we need to introduce NM (λ)
that is the effective dimension induced by the kernel KM . For any λ > 0 define NM (λ) as
follows,
NM(λ) := Tr((LM + λI)−1LM).
In Prop. 10 in the appendix, we bound NM (λ) in terms of the effective dimension N (λ)
that is the one associated to the kernel K. Prop. 10 refines the result of Prop. 1 of [16],
with simpler proof and slightly improved constants.
Lemma 6. Let δ ∈ (0, 1], n,M ∈ N and λ > 0. Given ω1, . . . , ωM ∈ Ω, under Assump-
tions 3, 4, the following holds with probability at least 1− δ
‖C−1/2M,λ (Ŝ∗M ŷ − S∗Mfρ)‖ ≤ 2
(
Bκ√
λn
+
√
σ2NM (λ)
n
)
log
2
δ
.
Proof. In this proof we bound the quantity under study, by using the Bernstein in-
equality for sum of zero-mean random vectors (see Prop. 2 in the appendix). Since
Ŝ∗M ŷ = n
−1∑n
i=1 φM (xi)yi (see Def. 2) we have
C
−1/2
M,λ (Ŝ
∗
M ŷ − S∗Mfρ) =
1
n
n∑
i=1
ζi,
where ζ1, . . . , ζn are defined as ζi = zi − µ with zi := C−1/2M,λ φM (xi)yi, and µ ∈ RM defined
as µ := C
−1/2
M,λ S
∗
Mfρ, for 1 ≤ i ≤ n. Note that ζ1, . . . , ζn are independent and identically
distributed random vectors given ω1, . . . , ωM , since (x1, y1), . . . , (xn, yn) are assumed i.i.d.
with respect to ρ. Moreover note that, by definition of fρ,∫
φM (x)ydρ(x, y) =
∫
ydρ(y|x)dρX(x) =
∫
φM (x)fρ(x)dρX(x) = S
∗
Mfρ.
So, by linearity of the expectation the ζi,
Ezi = C
−1/2
M,λ
∫
φM (x)ydρ(x, y) = C
−1/2
M,λ S
∗
Mfρ = µ,
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which implies that ζi = zi − µ is a zero-mean random variable for 1 ≤ i ≤ n. Let z be
another random variable independent and identically distributed as the zi’s. To apply the
Bernstein inequality for random vectors, we need to bound their moments. First of all
note that for any p ≥ 1
E‖ζi‖p = E‖zi − µ‖p = E‖zi − Ez‖p
≤ EziEz‖zi − z‖p ≤ 2p−1EziEz(‖zi‖p + ‖z‖p) = 2pEz‖z‖p.
In particular, by applying Asm. 3 and Asm. 4, we have
Ez‖z‖p =
∫
X×R
‖C−1/2M,λ φM (x)y‖pdρ(x, y) =
∫
X
‖C−1/2M,λ φM (x)‖p
∫
|y|pdρ(y|x) dρX(x)
≤ 1
2
p!σ2Bp−2
∫
X
‖C−1/2M,λ φM (x)‖pdρX(x)
≤ 1
2
p!σ2Bp−2
(
sup
x∈X
‖C−1/2M,λ φM (x)‖p−2
)∫
X
‖C−1/2M,λ φM (x)‖2dρX
=
1
2
p!
√
J(λ)σ2
2
(
Bκ√
λ
)p−2
.
where J(λ) =
∫
X‖C
−1/2
M,λ φM (x)‖2dρX(x), while ‖C−1/2M,λ φM (x)‖ ≤ κ/
√
λ a.s. is given by
‖C−1/2M,λ φM (x)‖2 ≤
1
λ
sup
x∈X
‖φM (x)‖2 = 1
λM
sup
x∈X
M∑
i=1
|ψωi(x)|2
≤ 1
λM
M∑
i=1
sup
x∈X
|ψωi(x)|2 ≤
1
λM
M∑
i=1
sup
ω∈Ω,x∈X
|ψω(x)|2 ≤
(
κ√
λ
)2
,
where the last step is due to Asm. 3. Finally, to concentrate the sum of random vectors,
we apply Prop. 2. To conclude the proof we need to prove that J(λ) = NM (λ). Note that,
by Rem. 8, we have that LM = SMS
∗
M and CM = S
∗
MSM , so
NM(λ) = TrLML−1M,λ = TrS∗ML−1M,λSM = TrCMC−1M,λ,
since LM = SMS
∗
M and S
∗
ML
−1
M,λSM = CMC
−1
M,λ. By the the ciclicity of the trace and the
definition of CM in Def. 2, we have
TrCMC
−1
M,λ =
∫
X
Tr(φM (x)φM (x)
⊤C−1M,λ)dρX(x) =
∫
X
‖C−1/2M,λ φM (x)‖2dρX(x) = J(λ).
Lemma 7 (Bounding S(λ,M,n)). Let δ ∈ (0, 1/3], n ∈ N and let S(λ,M,n) be as in
Thm. 4, point 1. Let B¯ = B+2Rκ2r, σ¯ = σ+
√
Rκr. Under Asm. 3, 4 the following holds
with probability at least 1− 3δ
S(λ,m, n) ≤ 4
(
B¯κ√
λn
+
√
σ¯2N (λ)
n
)
log
2
δ
, (26)
when 0 < λ < ‖L‖ and M ≥ (4 + 18F∞(λ)) log 12κ2λδ .
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Proof. Let 0 < λ < ‖L‖ and M ≥ (4 + 18F∞(λ)) log 12κ2λδ (the assumption on λ,M are
necessary for the application of Prop. 10). Let Q ⊆W be the event satisfying Eq. 26. The
goal is to prove that the probability associated to the event Q is P(Q) ≥ 1− 3δ. Since the
quantity S(λ,M,n) is defined in Thm. 4 as
S(λ,M,n) = ‖C−1/2M,λ (Ŝ∗My − S∗Mfρ)‖+Rκ2r−1‖C−1/2M,λ (CM − ĈM )‖,
we are first going to bound in probability the single terms on the rhs, given ω1, . . . , ωM ,
then we take the union event, and we use this to prove that P(Q) ≥ 1− 3δ.
First of all we need to define four other events. Define the event E1
ω
⊆ Z, as the event
satisfying
‖C−1/2M,λ (Ŝ∗M ŷ − S∗Mfρ)‖ ≤ 2
(
Bκ√
λn
+
√
σ2NM (λ)
n
)
log
2
δ
. (27)
By Lemma 6 we know that E1
ω
holds with probability PZ(E
1
ω
) ≥ 1− δ almost everywhere
for ω. Then, define the event E2
ω
⊂ Z, as the event satisfying
‖C−1/2M,λ (CM − ĈM )‖ ≤
4κ2 log 2δ√
λn
+
√
4κ2NM (λ) log 2δ
n
. (28)
By applying Prop. 5, with vi = zi = φM (xi) for 1 ≤ i ≤ n, we have that E2ω holds
with probability PZ(E
2
ω
) ≥ 1 − δ almost everywhere for ω. Define Eω ⊆ Z as the event
satisfying
S(λ,M,n) ≤ 2
(
Bκ+ 2Rκ2r+1√
λ n
+ (σ +Rκ2r)
√
NM(λ)
n
)
log
2
δ
. (29)
Denote with t the right hand side of the equation above and with s1, t1, s2, t2 respectively
the lhs and the rhs of Eq. (27), (28). We have that s1 ≤ t1 and s2 ≤ t2 implies S(λ,M,n) ≤
t, indeed S(λ,M,n) = s1 + Rκ2r−1s2 and t1 + Rκ2r−1t2 ≤ t, since log(2/δ) > 1. In set
terms (E1
ω
∩ E2
ω
) ⊆ Eω, that implies PZ(Eω) ≥ PZ(E1ω ∩ E2ω), in particular
PZ(Eω) ≥ PZ(E1ω ∩ E2ω) ≥ PZ(E1ω) + PZ(E2ω)− 1 ≥ 1− 2δ,
where we used the fact that for any probability measure P and two events A,B, we have
P (A∩B) = P (A)+P (B)−P (A∪B) ≥ P (A)+P (B)− 1. The last event that we need to
define is A ⊆ ΩM satisfying NM(λ) ≤ 1.5N (λ). By Prop. 10, we know that A holds with
probability PΩ(A) ≥ 1− δ.
Now we characterize the probability of Q|ω when ω ∈ A. Denote with tE the rhs of
Eq.29 defining Eω and tQ the rhs of Eq. 26 defining Q (and so Q|ω). When ω ∈ A, we have
that NM (λ) ≤ 1.5N (λ) and so tE ≤ tQ. Then, when ω ∈ A, we have that S(λ,M,n) ≤ tE
implies S(λ,M,n) ≤ tQ, that is Eω ⊆ Q|ω, implying that PZ(Eω) ≤ PZ(Q|ω). By using
the expansion of P(Q) in Eq. 25 we have
P(Q) =
∫
A
PZ(Q|ω)dPΩ(ω) +
∫
ΩM\A
PZ(Q|ω)dPΩ(ω) ≥
∫
A
PZ(Q|ω)dPΩ(ω)
≥
∫
A
PZ(Eω)dPΩ(ω) ≥ (1− 2δ)
∫
A
dPΩ(ω) ≥ (1− 2δ)(1 − δ) ≥ 1− 3δ.
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A.3.2 Estimates for C(λ,M)
Lemma 8 (Bounding C(λ,m)). Let C(λ,M) as in Thm. 4, point 2. Let δ ∈ (0, 1/2] and
λ > 0. Under Asm. 3, following holds with probability at least 1− 2δ
C(λ,m) ≤ 4Rκ2r−1
√λF∞(λ) log 2δ
M r
+
√
λN (λ)2r−1F∞(λ)2−2r log 2δ
M
 t1−r,
when M ≥ (4 + 18F∞(λ)) log 8κ2λδ and t := log 11κ
2
λ .
Proof. We now study C(λ,M) that is
C(λ,M) = Rλ1/2‖L−1/2λ (L− LM )‖2r−1‖L−1/2λ (L− LM)L−1/2λ ‖2−2r.
We are going to bound the two terms in probability, via Prop. 5 and Prop. 6. First of all,
we recall that F∞(λ) := supω∈Ω‖L−1/2λ ψω‖2ρX and that N (λ) = E‖L
−1/2
λ ψω‖2ρX , indeed by
Lemma. 1, characterizing L in terms of ψω, the linearity and the ciclicity of the trace, we
have,
N (λ) := Tr(L−1λ L) = Tr
(
L−1λ
∫
ψω ⊗ ψωdπ(ω)
)
=
∫
Tr(L−1λ (ψω ⊗ ψω))dπ(ω) (30)
=
∫ 〈
ψω, L
−1
λ ψω
〉
ρX
dπ(ω) =
∫
‖L−1/2λ ψω‖2ρXdπ(ω), (31)
where the last steps are due to the identity Tr(A(v ⊗ v)) = 〈v,Av〉 = ‖A1/2v‖2 valid for
any vector v and any bounded self-adjoint positive operator A on a Hilbert space.
Define A ⊆ ΩM the event satisfying
‖L−1/2λ (L− LM )‖ ≤
4
√F∞(λ)κ2 log 2δ
M
+
√
4κ2N (λ) log 2δ
M
.
By the fact that ‖·‖ ≤ ‖·‖HS and by Prop. 5, with vi = L−1/2λ ψωi and zi = ψωi for
i ∈ {1, . . . ,M} and Q = T = L, Tn = LM , we know that the event A has probability
PΩ(A) ≥ 1− δ.
Define B ⊆ ΩM the event satisfying
‖L−1/2λ (L− LM )L−1/2λ ‖ ≤
2η(1 + F∞(λ))
3M
+
√
2ηF∞(λ)
M
, (32)
with η := log 8κ
2
λδ . By Prop. 6, with Q = L and vi = ψωi for i ∈ {1, . . . ,M}, we know that
B has probability PΩ(B) ≥ 1− δ.
Now set E = A ∩ B. When E holds and under the assumption that M ≥ (4 +
18F∞(λ)) log 8κ2λδ , we have that the right hand side of Eq. (32) is smaller than
√
4ηF∞(λ)
M ,
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and η = log 2δ + log
4κ2
λ , so
C(λ,M) ≤ Rλ1/2
4√F∞(λ)κ2 log 2δ
M
+
√
4κ2N (λ) log 2δ
M
2r−1√4ηF∞(λ)
M
2−2r
(33)
≤ 4Rκ2r−1
√λF∞(λ)(log 2δ )r
M r
+
√
λN (λ)2r−1F∞(λ)2−2r log 2δ
M
(1 + log 4κ2λ
log 2δ
)1−r
.
(34)
The event E holds with probability PΩ(E) ≥ PΩ(A) + PΩ(B) − 1 ≥ 1 − 2δ. We recall
that since E does not depend on z, the probability of E in W is given by the canonical
extension E′ = Z × E whose probability is again P(E′) = PΩ(E) ≥ 1 − 2δ. Finally, we
further upper bound in Eq.(33) the term (log 2δ )
r with log 2δ since log
2
δ > 1, r ∈ [1/2, 1],
and 1 + (log 4κ
2
λ )/(log
2
δ ) with log
11κ2
λ , for the same reasons and the fact that 1 + log 4 =
log 4e ≤ log 11.
A.3.3 Estimates for β
Lemma 9 (Bounding the norm of CM ). Let δ ∈ (0, 1]. Under Asm. 3, the following holds
with probability at least 1− δ,
‖CM‖ ≥ 3
4
‖L‖,
when M ≥ 32
(
κ2
‖L‖ + κ
2
)
log 2δ .
Proof. Define the event A ∈ ΩM as the one satisfying
‖L− LM‖HS ≤ 4κ
2
M
log
2
δ
−
√
2κ2
M
log
2
δ
.
Note that when ω ∈ A and M ≥ 32
(
κ2
‖L‖ + κ
2
)
log 2δ , we have ‖L− LM‖HS ≤ 14‖L‖
and, by using the characterization of CM , LM in Rem. 8 and the fact that ‖·‖HS ≥ ‖·‖,
we have
‖CM‖ = ‖S∗MSM‖ = ‖SMS∗M‖ = ‖LM‖ ≥ |‖L‖ − ‖L− LM‖|
≥ ‖L‖ − ‖L− LM‖ ≥ ‖L‖ − ‖L− LM‖HS ≥ ‖L‖ − 1
4
‖L‖ ≥ 3
4
‖L‖.
Now we find a lower bound for the probability of A. Let ζi = L− ψωi ⊗ ψωi be a random
operator with ωi independently and identically distributed w.r.t π and i ∈ {1, . . . ,M}.
We have that L−LM = 1M
∑M
i=1 ζi and Eζi = 0, by the characterization of L in Lemma 1.
Denote with L the Hilbert space of Hilbert-Schmidt operators on L2(X, ρX ). Now note
that, since it is trace class, ζi is a random vector belonging to L, so we can apply Prop. 2,
with T = supω∈Ω‖L− ψω ⊗ ψω‖HS ≤ 2κ2 and S = E‖ζ1‖2HS ≤ κ2, obtaining that PΩ(A) ≥
1− δ.
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Lemma 10 (Bounding β). Let δ ∈ (0, 1/3], and β be as in Thm. 4, point 3. Under
Asm. 3, the following holds with probability at least 1− 3δ,
β < 2,
when 0 < λ ≤ 34‖L‖, and
n ≥ 18
(
2 +
κ
λ
)
log
4κ2
λδ
, M ≥ 18 (2 + F∞(λ)) log 4κ
2
λδ
∨ 32
(
κ2
‖L‖ + κ
2
)
log
2
δ
.
Proof. Let β, β1, β2 be defined as in Thm. 4, point 3. To bound β in probability, we
first bound β1 and β2 in probability, and then, under the intersection of the events, we
control β. First of all, denote with (a) the condition on λ, with (b) the condition on
n and with (c.1) the condition M ≥ 32
(
κ2
‖L‖ + κ
2
)
log 2δ , while with (c.2) the condition
M ≥ 18 (2 + F∞(λ)) log 4κ2λδ . Define the event E ⊆ W as the one satisfying β1 ≤ 13 . To
bound the probability of E we need an auxiliary event A ∈ ΩM that is the one satisfying
3
4‖L‖ ≤ ‖CM‖. The specific choice of A will be made clear later. We have
P(E) =
∫
A
PZ(E|ω)dPΩ(ω) +
∫
ΩM\A
PZ(E|ω)dPΩ(ω) ≥
∫
A
PZ(E|ω)dPΩ(ω).
By Prop. 6 and Rem. 10 point 3, we know that PZ(E|ω) ≥ 1 − δ, for any ω, when
λ ≤ ‖CM‖ and condition (b) hold. Note that, when ω is in A then 34‖L‖ ≤ ‖CM‖ and so
the condition λ ≤ ‖CM‖ is always satisfied by assuming (a). Then under (a), (b), we have
PZ(E|ω) ≥ 1− δ when ω ∈ A, and so under the same conditions
P(E) ≥
∫
A
PZ(E|ω)dPΩ(ω) ≥ (1− δ)
∫
A
dPΩ(ω) = (1− δ)PΩ(A).
By Lemma 9, PΩ(A) ≥ 1−δ, when (c.1) holds, so P(E) ≥ (1−δ)PΩ(A) ≥ (1−δ)2 ≥ 1−2δ
when (a), (b), (c.1) hold.
Define D0 ⊆ ΩM as the event satisfying β2 ≤ 13 . By Prop. 6 and Rem. 10 point 3, we
know that PΩ(D0) ≥ 1−δ, when the condition (c.2) and (a) hold. So the event D := Z×D0
has probability P(D) = PΩ(D0) = 1 − δ, when (c.2) holds. Finally, note that under the
conditions (a), (b), (c.1), (c.2), when the event D ∩ E hold, we have β ≤ (2/3)−3/2 < 2.
The probability of D ∩E under the conditions (a), (b), (c.1), (c.2) has probability
P(D ∩ E) = P(D) + P(E)− P(D ∪ E) ≥ P(D) + P(E)− 1 ≥ 1− 3δ.
A.4 Proof of the Main Result
Here we prove Thm. 1, 2, 3 that are the main results of the paper. In particular the
following Thm. 5 is a general version of the three theorem above, without the need of
Assumptions 5, 2 and valid for a wide range of λ,M . In Thm. 6, we specialize the result
of Thm. 5, selecting M in terms of λ such that the upper bound of the excess risk depends
only on λ and is proportional to the same upper bound for kernel ridge regression that leads
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to optimal generalization bounds. Note that Thm. 6 is again independent of Asm. 5, 2.
Finally, Thm. 7 is obtained by Thm. 6, by adding Asm. 5, 2 and has all the constant
explicit. Then Thm. 1 is a specification of Thm. 7, for the simple scenario where it is only
required the existence of fH (that is Asm. 5 satisfied with γ = 1, Asm. 6 satisfied with
r = 1/2 and Asm. 2 with α = 1, see discussion after the introduction of the assumptions).
Thm. 2 is a specification of Thm. 7 for the fast rates (Asm. 2 is satisfied with α = 1),
while Thm. 3 is a simplified version of Thm. 7 where the constants have been hidden.
Theorem 5 (Generalization Bound for RF-KRLS). Let δ ∈ (0, 1]. Let f̂λ,M be as in
Eq. (7). Under Asm. 3, 6, 4 when 0 < λ ≤ 34‖L‖ and
n ≥ 18
(
2 +
κ2
λ
)
log
36κ2
λδ
,
M ≥ 18 (q0 + F∞(λ)) log 108κ
2
λδ
,
with q0 = 2(2 +
κ
‖L‖ + κ
2), then the following holds with probability at least 1− δ,
√
E(f̂λ,M )− inf
f∈H
E(f) ≤ 2
(
4B¯κ√
λn
+
√
16σ¯2N (λ)
n
+ C(λ,M) + Rλr
)
log
18
δ
. (35)
where B¯ = B + 2Rκ, σ¯ = σ + 2
√
Rκ,
C(λ,M) := Rκ2r−1
(√
λF∞(λ)
M r
+
√
λN (λ)2r−1F∞(λ)2−2r
M
)
t1−r. (36)
and t := log 11κ
2
λ .
Proof. Under Asm. 3, the existence of fH in Asm. 4 and Asm. 6, plus Rem. 6, we have
the following analytical decomposition of the excess risk, by Thm, 4
|E(f̂λ,M )− inf
f∈H
E(f)|1/2 ≤ β (S(λ,M,n) + C(λ,M) + Rλr) , (37)
where the quantities β, C(λ,M) and S(λ,M,n) are defined in the statement of Thm. 4.
Under the same assumptions, Lemma 7, 8 and 10 are devoted to bound in probability the
three quantities, with the help of the concentration inequalities recalled in Section B, plus
some auxiliary results in Section D, of the appendixes.
Let τ := δ/9. Define the event D ⊆W as the one satisfying β < 2 (see Subsection A.3
for the definition of the sample space W for learning with random features, and the
associated probability measure P). By Lemma 10 we know that the eventD has probability
P(D) ≥ 1− 3τ , when the following conditions hold
(d1) 0 ≤ λ ≤ 3
4
‖L‖, (d2) n ≥ 18 (2 + κ/λ) log 4κ
2
λτ
,
(d3) M ≥ 18 (2 + F∞(λ)) log 4κ
2
λτ
∨ 32
(
κ2
‖L‖ + κ
2
)
log
2
τ
.
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Define the event E ⊆W as the one satisfying
S(λ,M,n) ≤ 4
(
B¯κ√
λn
+
√
σ¯2N (λ)
n
)
log
2
τ
. (38)
By Lemma 7 we know that the probability of E is P(E) ≥ 1 − 4τ , when the following
conditions hold
(e1) 0 < λ < ‖L‖, (e2) M ≥ (4 + 18F∞(λ)) log 12κ
2
λτ
.
Define the event G ⊆W as the one satisfying
C(λ,M) ≤ C(λ,M),
By Lemma 8 we know that G holds with probability P(G) ≥ 1 − 2τ , when the (d1) and
the following condition holds
(g1) M ≥ (4 + 18F∞(λ)) log 8κ
2
λτ
.
Finally Eq. (35) is obtained from Eq. (37), by bounding β with 2, S(λ,M,n) with Eq. (38)
and C(λ,M) by C(λ,M). So by definition, Eq. (35) holds under the event D ∩E ∩G and
the conditions (d1), (e1) on λ, (d2) on n and (d3), (e2), (g1) on M . The event D ∩ E ∩ G
has probability
P(D ∩ E ∩G) = P(W \ ((W \D) ∪ (W \ E) ∪ (W \G)))
≥ 1 − [ (1− P(D)) + (1− P(E)) + (1− P(G)) ]
= P(D) + P(E) + P(G)− 2 ≥ 1− 9τ.
Finally note that the conditions on λ, n,M in the statement of this theorem imply, respec-
tively, conditions (d1), (e1) on λ, (d2) on n, and (d3), (e2), (g1) on M .
Theorem 6 (Generalization Bound for RF-KRLS). Let δ ∈ (0, 1]. Let f̂λ,M be as in
Eq. (7). Under Asm. 3, 6, 4, when 0 < λ ≤ 34‖L‖ and
n ≥ 18
(
2 +
κ2
λ
)
log
36κ2
λδ
,
M ≥ 4κ2
(N (λ)
λ
)2r−1(
F∞(λ) log 11κ
2
λ
)2−2r
∨ 18 (q0 + F∞(λ)) log 108κ
2
λδ
,
with q0 = 2(2 +
κ
‖L‖ + κ
2), then the following holds with probability at least 1− δ,
√
E(f̂λ,M )− inf
f∈H
E(f) ≤ 8
(
B¯κ√
λn
+
√
σ¯2N (λ)
n
+ Rλr
)
log
18
δ
. (39)
Here B¯ = B + 2Rκ, σ¯ = σ + 2
√
Rκ.
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Proof. First we apply Thm. 5, then we add a condition on M with respect to λ such that
we can bound C(λ,M) with Rλr. The condition we will consider is the following
(g2) M ≥ 4κ2λ1−2vN (λ)2v−1F∞(λ)2−2vt2−2r.
Indeed lower bounding with (g2) the occurrences of M in C(λ,M), we have
C(λ,M) ≤ Rκ2r−1
(√
λ1+4r2−2rF∞(λ)1+4r2−4r
42rκ4r−2N (λ)4r2−2rt6r−4r2−2 +
√
λ2r
4κ2
)
≤ R
(√
λ2r
42rκ12r−8r2−4N (λ)4r2−2rt6r−4r2−2 +
√
λ2r
4κ4−4r
)
≤ Rλr,
where the second step is due to F∞(λ) ≤ κ2/λ and 1 + 4r2 − 4r ≥ 0 for r ≥ 1/2, while
the last step is due to the following three facts. First, that 42rN (λ)4r2−2r ≥ 4, since
4r2 − 2r ≥ 0 on r ∈ [1/2, 1] and, by denoting with (λi(L))i≥1 the eigenvalues of L, with
‖L‖ := λ1(L) ≥ λ2(L) ≥ · · · ≥ 0, and recalling that 0 ≤ λ ≤ 34‖L‖, we have
N (λ) := Tr(LL−1λ ) =
∑
i≥1
λi(L)
λi(L) + λ
≥ λ1(L)
λ1(L) + λ
:=
‖L‖
‖L‖+ λ > 1/2.
Second, that t6r−4r2−2 ≥ 1, since 6r − 4r2 − 2 ≥ 0 on r ∈ [1/2, 1] and t ≥ 1, since
0 ≤ λ ≤ 34‖L‖ ≤ 34κ2. Third, that κ12r−8r
2−4 ≥ 1 and κ4−4r ≥ 1, since 12r − 8r2 − 4 ≥ 0
and 4− 4r ≥ 0 on r ∈ [1/2, 1], κ ≥ 1.
The following theorem is a specialization of the previous one, under 5, 2 and an explicit
relation of λ with respect to n.
Theorem 7. Let δ ∈ (0, 1]. Under Asm. 3 and 5, 6, 2, 4, let p := (2r + γ − 1)−1, and
n ≥ (2/‖L‖) p+1p ∨
(
264κ2p log(556κ2δ−1
√
pκ2)
)1+p
λn = n
− 1
2r+γ ,
Mn ≥ c0 n
α+(2r−1)(1+γ−α)
2r+γ log
108κ2
λδ
,
with c0 = 9(3 + 4κ
2 + 4κ
2
‖L‖ +
κ2
4 Q
2r−1F 2−2r), then the following holds with probability at
least 1− δ,
E(f̂λn,Mn)− inf
f∈H
E(f) ≤ c1 log2 18
δ
n−
2r
2r+γ , (40)
and c1 = 64(B¯κ+ σ¯Q+R)
2.
Proof. Let λ = n
− 1
2r+γ in Thm. 6 and substitute F∞(λ) and N (λ) by their bounds given
in Asm. 5, 2. Note that to guarantee that n satisfies the associated constraint with respect
to λ, in Thm. 6, and that λ is in (0, 34‖L‖] we need that n ≥ ( 43‖L‖ )
p+1
p and
n ≥
(
264κ2p log
556κ2
√
pκ2
δ
)1+p
,
with p = 12r+γ−1 .
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Note that the theorems in Sect 3 are corollaries of the theorem above. For the sake of
readability, in contrast to Thm. 7, the results in Thm. 1, 2, 3 are expressed with respect to
τ := log 1δ . Moreover in the statement of Thm. 1, 2, 3 the constants and the logarithmic
terms are omitted. They can be recovered by plugging the coefficients detailed in the
following proofs in the statement of Thm. 7.
Proof of Theorem 1. This is an application of Thm. 7, with minimum number of as-
sumptions. Indeed the existence of fH and the fact that |y| ≤ b a. s. satisfies Asm. 4
with σ = B = 2b. The fact that X is a Polish space and that ψ is bounded continuous
satisfy Asm. 3, and so the kernel is bounded by κ2. Since the kernel is bounded, we
have that Asm. 5 is always satisfied with γ = 1, Q = κ; Asm. 6 is always satisfied with
r = 1/2, R = 1 ∨ ‖fH‖H; Asm. 2 is always satisfied with α = 1, F = κ2. In particular we
have the following constants n0 := 4‖L‖−2 ∨
(
264κ2 log 556κ
3
δ
)2
,
c0 := 9
(
3 + 4κ2 +
4κ2
‖L‖ + κ
4/4
)
, c1 := 8(B¯κ+ σ¯κ+ 1 ∨ ‖fH‖H),
with B¯ := 2b+ 2κ(1 ∨ ‖fH‖H) and σ¯ := 2b+ 2κ
√
1 ∨ ‖fH‖H.
Corollary 1. Under the same assumptions of Thm. 1, if n ≥ ‖L‖−2∨
(
1056 log 1056
√
278κ5b√
c1
)2
and λn = n
−1/2, then a number of random features Mn equal to
Mn = 2c0
√
n log (c2n) ,
is enough to guarantee that
E E(f̂λn,Mn)− E(fH) ≤
40c1√
n
.
In particular the constants c0, c1 are as in Thm. 1 and c2 =
8κ2
√
b√
c1
.
Proof. In the rest we will denote E(f̂λn,Mn) − E(fH), with R(f̂λn,Mn) and will use the
notation of Sect. A.3. Fix δ0 =
2c1
κ2b
n−1. Denote with E, the event satisfying R(f̂λn,Mn) >
t0, with t0 := c1 log
2 18
δ0
n−1/2.
First, note that Mn ≥ 2c0
√
n log
(
8κ2
√
b√
c1
n
)
, satisfies Mn ≥ c0
√
n log 108κ
2√n
δ0
and any
n ≥ ‖L‖−2 ∨
(
1056 log 1056
√
278κ5b√
c1
)2
satisfies n ≥ n0(δ0) with n0(δ) as in Thm. 1. So, we
can apply Thm. 1, from which we know that E holds with probability smaller than δ0.
Second, by Rem. 6 and Rem. 9, we have that
R(f̂λn,Mn) = ‖SM Ĉ−1M,λŜ∗M ŷ − Pfρ‖ρX (41)
≤ ‖SM‖‖Ĉ−1M,λ‖‖Ŝ∗M‖‖ŷ‖Rn + ‖P‖‖fρ‖ρX (42)
≤ κ
2b
λ
+ b ≤ 2κ
2b
λ
=: R0, (43)
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where we used the fact that ‖SM‖, ‖Ŝ∗M‖ ≤ κ (see Def. 2), that ‖Ĉ−1M,λ‖ ≤ λ−1, that
‖ŷ‖2 = 1n
∑2
yi
, that fρ(x) = E[y|x], that the y’s are bounded in [−b, b], and the fact that
κ2/λ ≥ 1, by definition of κ, λ.
Now, by denoting with 1E the indicator function for E, we have
E R(f̂λn,Mn) = E 1ER(f̂λn,Mn) + E 1Z\ER(f̂λn,Mn).
In particular
E 1ER(f̂λn,Mn) ≤ R0 E 1E = R0P(E) ≤ R0δ0.
For the second term we have
E 1Z\ER(f̂λn,Mn) = E 1{R(f̂λn,Mn )≤t0} R(f̂λn,Mn) =
∫ t0
0
P(R(f̂λn,Mn) > t)dt.
By changing variable, in the integral above, via t = c1√
n
log2 18δ , and using the fact that
P(R(f̂λn,Mn) > c1√n log2 18δ ) ≤ δ, we have∫ t0
0
P(R(f̂λn,Mn) > t)dt =
2c1√
n
∫ 18
δ0
log 18δ
δ
P
(
R(f̂λn,Mn) >
c1√
n
log2
18
δ
)
dδ
≤ 2c1√
n
∫ 18
δ0
log
18
δ
dδ
=
2c1√
n
(
18 − δ0
(
1 + log
18
δ0
))
≤ 36c1√
n
.
So finally we have
E R(f̂λn,Mn) ≤ R0δ0 +
36c1√
n
=
40c1√
n
.
Proof of Theorem 2. This is an application of Thm. 7, where assumption Asm. 2 is
satisfied with F = κ2 and α = 1. Indeed the existence of fH and the fact that |y| ≤ b
a. s. satisfies Asm. 4 with σ = B = 2b. The fact that X is a Polish space and that
ψ is bounded continuous satisfy, Asm. 3, and so the kernel is bounded by κ2. Since
the kernel is bounded, we have that Asm. 2 is always satisfied with α = 1, F = κ2.
Asm. 4 and Asm. 6 are directly satisfied by Asm. 1. In particular we obtain n0 :=
(2/‖L‖) p+1p ∨
(
264κ2p log(556κ2δ−1
√
pκ2)
)1+p
,
c0 := 9
(
3 + 4κ2 +
4κ2
‖L‖ +
κ4−2r
4
Q2r−1
)
, c1 := 64
(
B¯κ+ σ¯Q+R
)2
,
with B¯ := 2b+ 2κR and σ¯ := 2b+ 2κ
√
R.
Proof of Example 2. By definition of ψs, πs we have∫
ψs(x, ω)ψs(x
′, ω)dπs(ω) =
∫
ψ(x, ω)
√
Css(ω)ψs(x
′, ω)
√
Css(ω)
1
Css(ω)
dπ(ω)
=
∫
ψ(x, ω)ψ(x′, ω)dπ(ω) = K(x, x′).
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Now we show that ψs, πs achieves F∞(λ) = N (λ). By recalling that s(ω) = ‖(L+ λI)−1/2ψ(·, ω)‖−2ρX ,
we have
F∞(λ) = sup
ω∈Ω
‖(L+ λI)−1/2ψs(·, ω)‖2ρX = Cs sup
ω∈Ω
s(ω)‖(L+ λI)−1/2ψ(·, ω)‖2ρX
= Cs sup
ω∈Ω
‖(L+ λI)−1/2ψ(·, ω)‖−2ρX‖(L+ λI)−1/2ψ(·, ω)‖2ρX = Cs.
We recall that Cs =
∫
1
s(ω)dπ. Denoting with ψω the function ψ(·, ω) and considering that
‖Ax‖ρX = Tr(A2(x⊗ x)) for any bounded symmetrix linear operator A and vector v, and
that the trace is linear,
F∞(λ) = Cs =
∫
‖(L+ λI)−1/2ψω‖2ρXdπ(ω) =
∫
Tr((L+ λI)−1(ψω ⊗ ψω))dπ(ω)
= Tr
(
(L+ λI)−1
∫
(ψω ⊗ ψω)dπ(ω)
)
= Tr((L+ λI)−1L) = N (λ).
where the fact that L =
∫
ψω ⊗ ψωdπ(ω) is due to Lemma 1.
Proof of Theorem 3. This is a version of Thm. 7, with simplified set of assumptions.
Indeed the existence of fH and the fact that |y| ≤ b a. s. satisfies Asm. 4 with σ = B = 2b.
The fact that X is a Polish space and that ψ is bounded continuous, satisfy Asm. 3, and
so the kernel is bounded by κ2. Asm. 4 and Asm. 6 are directly satisfied by Asm. 1.In
particular we obtain n0 := (2/‖L‖)
p+1
p ∨
(
264κ2p log(556κ2δ−1
√
pκ2)
)1+p
,
c0 := 9
(
3 + 4κ2 +
4κ2
‖L‖ +
κ2
4
Q2r−1F 2−2r
)
, c1 := 64
(
B¯κ+ σ¯Q+R
)2
,
with B¯ := 2b+ 2κR and σ¯ := 2b+ 2κ
√
R.
B Concentration Inequalities
Here we recall some standard concentration inequalities that will be used in Sect. A.3. The
following inequality is from Thm.3 of [31] and will be used in Lemma 10, together with
other inequalities, to concentrate the empirical effective dimension to the true effective
dimension.
Proposition 1 (Bernstein’s inequality for sum of random variables). Let x1, . . . , xn be
a sequence of independent and identically distributed random variables on R with zero
mean. If there exists an T, S ∈ R such that xi ≤ T almost everywhere and Ex2i ≤ S, for
i ∈ {1, . . . , n}. For any δ > 0 the following holds with probability at least 1− δ:
1
n
n∑
i=1
xi ≤
2T log 1δ
3n
+
√
2S log 1δ
n
.
If there exists T ′ ≥ maxi |xi| almost everywhere, then the same bound, with T ′ instead of
T , holds for the for the absolute value of the left hand side, with probability at least 1− 2δ.
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Proof. It is a restatement of Theorem 3 of [31].
The following inequality is and adaptation of Thm. 3.3.4 in [32] and is a generalization
of the previous one to random vectors. It is used primarily in Lemma 6, to control the
sample error. Moreover it is used in Prop. 10, Lemma 10, to control the empirical effective
dimension and to bound the term β of Thm. 4, in the main theorem. Finally it is used to
prove the inequality in Prop. 5.
Proposition 2 (Bernstein’s inequality for sum of random vectors). Let z1, . . . , zn be a
sequence of independent identically distributed random vectors on a separable Hilbert space
H. Assume µ = Ezi exists and let σ,M ≥ 0 such that
E‖zi − µ‖pH ≤
1
2
p!σ2Mp−2, ∀p ≥ 2,
for any i ∈ {1, . . . , n}. Then for any δ ∈ (0, 1]:∥∥∥∥∥ 1n
n∑
i=1
zi − µ
∥∥∥∥∥
H
≤ 2M log
2
δ
n
+
√
2σ2 log 2δ
n
with probability at least 1− δ.
Proof. restatement of Theorem 3.3.4 of [32].
The following inequality is essentially Thm. 7.3.1 in [33] (generalized to separable
Hilbert spaces by the technique in Section 4 of [34]). It is a generalization of the Bernstein
inequality to random operators. It is mainly used to prove the inequality in Prop. 6.
Proposition 3 (Bernstein’s inequality for sum of random operators). Let H be a sepa-
rable Hilbert space and let X1, . . . ,Xn be a sequence of independent and identically dis-
tributed self-adjoint positive random operators on H. Assume that there exists EXi = 0
and λmax(Xi) ≤ T almost surely for some T > 0, for any i ∈ {1, . . . , n}. Let S be a
positive operator such that E(Xi)
2 ≤ S. Then for any δ ∈ (0, 1] the following holds
λmax
(
1
n
n∑
i=1
Xi
)
≤ 2Tβ
3n
+
√
2‖S‖β
n
with probability at least 1− δ. Here β = log 2TrS‖S‖δ .
If there exists L′ such that L′ ≥ maxi‖Xi‖ almost everywhere, then the same bound
holds with L′ instead of L for the operator norm, with probability at least 1− 2δ.
Proof. The theorem is a restatement of Theorem 7.3.1 of [33] generalized to the separable
Hilbert space case by means of the technique in Section 4 of [34].
C Operator Inequalities
Let H,K be separable Hilbert spaces and A,B : H → H bounded linear operators.
The following inequality is needed to prove the interpolation inequality in Prop. 9, that
is needed to perform a fine split of the computational error.
Proposition 4 (Cordes Inequality [35]). If A,B are self-adjoint and positive, then
‖AsBs‖ ≤ ‖AB‖s when 0 ≤ s ≤ 1
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D Auxiliary Results
The next proposition is used in Lemma 7 to control the sample error. It is based on the
Bernstein inequality for random vectors, Prop. 2.
Proposition 5. Let H,K be two separable Hilbert spaces and (v1, z1), . . . , (vn, zn) ∈ H×K,
with n ≥ 1, be independent and identically distributed random pairs of vectors, such that
there exists a constant κ > 0 for which ‖v‖H ≤ κ and ‖z‖H ≤ κ almost everywhere. Let
Q = E v ⊗ v, let T = E v ⊗ z and Tn = 1n
∑n
i=1 vi ⊗ zi. For any 0 < λ ≤ ‖Q‖ and any
τ ≥ 0, the following holds
‖(Q+ λI)−1/2(T − Tn)‖HS ≤
4
√
F˜∞(λ)κ log 2τ
n
+
√
4κ2N˜ (λ) log 2τ
n
with probability at least 1− τ , where ess sup denotes the essential supremum and
F˜∞(λ) := ess sup
v∈H
‖(Q+ λI)−1/2v‖2, N˜ (λ) := Tr((Q+ λI)−1Q).
In particular, we recall that N˜ (λ) ≤ F˜∞(λ) ≤ κ2λ .
Proof. Define for any i ∈ {1, . . . , n} the random operator ζi = (Q+ λI)−1/2vi ⊗ zi. Note
that Eζi = (Q + λI)
−1/2T . Since ζi is a vector in the Hilbert space of Hilbert-Schmidt
operators on H, we study the moments of ‖ζi − Eζi‖HS in order to apply Prop. 2. We
recall that
ess sup‖ζi − Eζi‖HS ≤ ess sup‖ζi‖HS + E‖ζi‖HS ≤ 2 ess sup‖ζi‖HS
= 2ess sup‖(Q+ λI)−1/2vi ⊗ zi‖HS ≤ ess sup‖(Q+ λI)−1/2vi‖H‖zi‖K
≤ 2 ess sup‖(Q+ λI)−1/2vi‖H ess sup‖zi‖K = 2F˜∞(λ)1/2κ.
For any p ≥ 2 we have
E ‖ζi − Eζi‖pHS ≤ (ess sup
z
‖ζi − Eζi‖p−2)(E ‖ζi − Eζi‖2HS)
≤ (2F˜∞(λ)1/2κ)p−2E‖ζi − Eζi‖2HS .
Now we study E‖ζi − Eζi‖2HS ,
E‖ζi − Eζi‖2HS = Tr(Eζi ⊗ ζi − (Eζi)2) ≤ Tr(Eζi ⊗ ζi)
= E ‖zi‖2 Tr((Q+ λI)−1/2(vi ⊗ vi)(Q+ λI)−1/2)
≤ ess sup‖zi‖2K ETr((Q+ λI)−1/2(vi ⊗ vi)(Q+ λI)−1/2)
≤ ess sup‖zi‖2K Tr((Q+ λI)−1/2E(vi ⊗ vi)(Q+ λI)−1/2)
≤ κ2 Tr((Q+ λI)−1Q) = κ2N˜ (λ),
for any 1 ≤ i ≤ n. Therefore for any p ≥ 2 we have
E ‖ζi − Eζi‖pHS ≤
1
2
p!
√
2κ2N (λ)2(2F˜∞(λ)1/2κ)p−2.
Finally we apply Prop. 2.
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The following inequality, together with Prop. 8, is used in Prop. 10, Lemmas 10, 8. A
similar technique can be found in [36].
Proposition 6. Let v1, . . . , vn with n ≥ 1, be independent and identically distributed
random vectors on a separable Hilbert spaces H such that Q = E v ⊗ v is trace class, and
for any λ > 0 there exists a constant F∞(λ) < ∞ such that
〈
v, (Q+ λI)−1v
〉 ≤ F∞(λ)
almost everywhere. Let Qn =
1
n
∑n
i=1 vi ⊗ vi and take 0 < λ ≤ ‖Q‖. Then for any δ ≥ 0,
the following holds with probability at least 1− 2δ
‖(Q+ λI)−1/2(Q−Qn)(Q+ λI)−1/2‖ ≤ 2β(1 + F∞(λ))
3n
+
√
2βF∞(λ)
n
,
where β = log 4TrQλδ . Moreover, with the same probability
λmax
(
(Q+ λI)−1/2(Q−Qn)(Q+ λI)−1/2
)
≤ 2β
3n
+
√
2βF∞(λ)
n
.
Proof. Let Qλ = Q + λI. Here we apply Prop. 3 on the random variables Zi = M −
Q
−1/2
λ vi ⊗ Q−1/2λ vi with M = Q−1/2λ QQ−1/2λ for 1 ≤ i ≤ n. Note that the expectation of
Zi is 0. The random vectors are bounded by
‖Q−1/2λ QQ−1/2λ −Q−1/2λ vi ⊗Q−1/2λ vi‖ ≤
〈
vi, Q
−1
λ vi
〉
+ ‖Q−1/2λ QQ−1/2λ ‖ ≤ F∞(λ) + 1,
almost everywhere, for any 1 ≤ i ≤ n. The second order moment is
E(Zi)
2 = E
〈
vi, Q
−1
λ vi
〉
Q
−1/2
λ vi ⊗Q−1/2λ vi − Q−2λ Q2
≤ F∞(λ)EQ−1/2λ vi ⊗Q−1/2λ vi = F∞(λ)Q = S,
for 1 ≤ i ≤ n. Now we can apply Prop. 3. Now some considerations on β. It is β =
log 2TrS‖S‖δ =
2TrQ−1
λ
Q
‖Q−1
λ
Q‖δ , now TrQ
−1
λ Q ≤ 1λ TrQ. We need a lower bound for ‖Q−1λ Q‖ = σ1σ1+λ
where σ1 = ‖Q‖ is the biggest eigenvalue of Q, now λ ≤ σ1 thus σ1σ1+λ ≥ 1/2 and so
β ≤ log 2TrQ
−1
λ
Q
‖Q−1
λ
Q‖δ ≤ log
4TrQ
λδ .
For the second bound of this proposition we use the second bound of Prop. 3, the
analysis remains the same except for uniform bound on Z1, that now is
sup
f∈H
〈f, Z1f〉 = sup
f∈H
〈
f,Q−1λ Qf
〉− 〈f,Q−1/2λ vi〉2 ≤ sup
f∈H
〈
f,Q−1λ Qf
〉 ≤ 1.
In the following remark, we start from the result of the previous proposition, expressing
the conditions on n and λ with respect to a given value for the bound.
Remark 10. With the same notation of Prop. 6, assume that ‖v‖ ≤ κ almost everywhere2,
then we have that
2Or equivalently define κ2 with respect to F∞(λ) as κ
2 = infλ>0 F∞(λ)(‖Q‖+ λ).
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1. for any t ∈ (0, 1], when n ≥ 2
t2
(
2t
3 + F∞(λ)
)
log 4κ
2
λδ and λ ≤ ‖Q‖, we have
λmax
(
(Q+ λI)−1/2(Q−Qn)(Q+ λI)−1/2
)
≤ t,
with probability at least 1− δ.
2. The equation above holds with the same probability with t = 1/2, when 9κ
2
n log
n
2δ ≤
λ ≤ ‖Q‖ and n ≥ 405κ2 ∨ 67κ2 log κ22δ .
3. The equation above holds with the same probability with t = 1/3, when 19κ
2
n log
n
4δ ≤
λ ≤ ‖Q‖ and n ≥ 405κ2 ∨ 67κ2 log κ22δ .
The next proposition, together with Prop. 10 are a restatement of Prop. 1 of [16].
In particular the next proposition performs the analytic decomposition of the difference
between the empirical and the true effective dimension, while Prop. 10, bounds the de-
composition in probability.
Proposition 7 (Geometry of Empirical Effective Dimension). Let L be an Hilbert space.
Let L,LM : L → L be two bounded positive linear operators, that are trace class. Given
λ > 0, let
N (λ) = Tr(LL−1λ ) and N˜ (λ) = Tr(LML−1M,λ),
with Lλ = L+ λI. Then
|N˜ (λ)−N (λ)| ≤ λe(λ) + d(λ)
2
1− c(λ)
where c(λ) = λmax(B˜), d(λ) = ‖B˜‖HS with B˜ = L−1/2λ (L − LM )L−1/2λ and e(λ) =
Tr(L
−1/2
λ B˜L
−1/2
λ ).
Proof. First of all note that λmax(B˜), the biggest eigenvalue of λmax, is smaller than 1 since
B˜ is the difference of two positive operators and the biggest eigenvalue of the minuend
operator is ‖L−1/2λ LL−1/2λ ‖ = λmax(L)λmax(L)+λ < 1. Then we can use the fact that A(A+λI)−1 =
I−λ(A+λI)−1 for any bounded linear operator A and that L−1M,λ = L−1/2λ (I− B˜)−1L−1/2λ
(see the proof of Prop. 8), since λmax(B˜) < 1, to obtain
|N˜ (λ)−N (λ)| = |Tr(L−1M,λLM − LL−1λ )| = λ|Tr(L−1M,λ − L−1λ )| = |λTr(L−1M,λ(LM − L)L−1λ )|
= |λTr(L−1/2λ (I − B˜)−1L−1/2λ (LM − L)L−1/2λ L−1/2λ )|
= |λTr(L−1/2λ (I − B˜)−1B˜L−1/2λ )|.
Considering that for any bounded symmetric linear operator X the following identity holds
(I −X)−1X = X +X(I −X)−1X,
when λmax(X) < 1, we have
λ|Tr(L−1/2λ (I − B˜)−1B˜L−1/2λ )| ≤ λ|Tr(L−1/2λ B˜L−1/2λ )|︸ ︷︷ ︸
A
+λ|Tr(L−1/2λ B˜(I − B˜)−1B˜L−1/2λ )|︸ ︷︷ ︸
B
.
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The term A is just equal to λe(λ). Now, by definition of Hilbert-Schmidt norm, the term
B can be written as B = ‖λ1/2L−1/2λ B˜(I − B˜)−1/2‖2HS, thus we have
B = ‖λ1/2L−1/2λ B˜(I − B˜)−1/2‖2HS ≤ ‖λ1/2L−1/2λ ‖2‖B˜‖2HS‖(I − B˜)−1/2‖2 ≤ (1−c(λ))−1d(λ)2,
since ‖(I − B˜)−1/2‖2 = (1−λmax(B˜))−1 because the spectral function (1−σ)−1 is increas-
ing and positive on [−∞, 1).
The next result is essentially Prop. 7 of [16], while a similar technique can be found in
[36]. It is used, mainly together with Prop. 6, to give multiplicative bounds to empirical
operators. It is used in the analytic decomposition of the excess risk, in Prop. 7, Thm. 4.
Proposition 8. Let H be a separable Hilbert space, let A,B two bounded self-adjoint
positive linear operators on H and λ > 0. Then
‖(A + λI)−1/2B1/2‖ ≤ ‖(A+ λI)−1/2(B + λI)1/2‖ ≤ (1− β)−1/2
with
β = λmax
[
(B + λI)−1/2(B −A)(B + λI)−1/2
]
.
Note that β ≤ λmax(B)λmax(B)+λ < 1 by definition.
Proof. Let Bλ = B+ λI. First of all note that β < 1 for any λ > 0. Indeed, by exploiting
the variational formulation of the biggest eigenvalue, we have
β = λmax(B
−1/2
λ (B −A)B−1/2λ ) = sup
f∈H,‖f‖H≤1
〈
f,B
−1/2
λ (B −A)B−1/2λ f
〉
= sup
f∈H,‖f‖H≤1
〈
f,B
−1/2
λ BB
−1/2
λ f
〉
−
〈
f,B
−1/2
λ AB
−1/2
λ f
〉
≤ sup
f∈H,‖f‖H≤1
〈
f,B
−1/2
λ BB
−1/2
λ f
〉
= λmax(B
−1/2
λ BB
−1/2
λ )
≤ λmax(B)
λmax(B) + λ
< 1,
since A is a positive operator and thus
〈
f,B
−1/2
λ AB
−1/2
λ f
〉
≥ 0 for any f ∈ H. Now note
that
(A+ λI)−1 = [(B + λI)− (B −A)]−1
=
[
B
1/2
λ
(
I −B−1/2λ (B −A)B−1/2λ
)
B
1/2
λ
]−1
= B
−1/2
λ
[
I −B−1/2λ (B −A)B−1/2λ
]−1
B
−1/2
λ .
Now let X = (I −B−1/2λ (B −A)B−1/2λ )−1. We have that,
‖(A + λI)−1/2B1/2λ ‖ = ‖B1/2λ (A+ λI)−1B1/2λ ‖1/2 = ‖X‖1/2
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because ‖Z‖ = ‖Z∗Z‖1/2 for any bounded operator Z. Note that
‖(A+ λI)−1/2B1/2‖ = ‖(A + λI)−1/2B1/2λ B−1/2λ B1/2‖ ≤ ‖(A+ λI)−1/2B1/2λ ‖‖B−1/2λ B1/2‖
≤ ‖X‖1/2‖B−1/2λ B1/2‖ ≤ ‖X‖1/2.
Finally let Y = B
−1/2
λ (B −A)B−1/2λ , we have seen that β = λmax(Y ) < 1, then
‖X‖ = ‖(I − Y )−1‖ = (1− λmax(Y ))−1,
since X = w(Y ) with w(σ) = (1− σ)−1 for −∞ ≤ σ < 1, and w is positive and monotoni-
cally increasing on the domain.
The following proposition is used to give a fine analytical decomposition of the excess
risk in Prop. 7, Thm. 4. A similar interpolation inequality for finite dimensional matrices,
can be found in [37]. Here we prove it for bounded linear operators on separable Hilbert
spaces.
Proposition 9. Let H,K be two separable Hilbert spaces and X,A be bounded linear
operators, with X : H → K and A : H → H be positive semidefinite.
‖XAσ‖ ≤ ‖X‖1−σ‖XA‖σ, ∀σ ∈ [0, 1]. (44)
Proof.
‖XAσ‖ = ‖Aσ(X∗X) 1σσAσ‖ 12 ≤ ‖A(X∗X) 1σA‖σ2 (45)
where the last inequality is due to Cordes (see Proposition 4). Then we have that
(X∗X)
1
σ 4 ‖X‖ 2(1−σ)σ X∗X (where 4 is the Lo¨wner partial ordering on positive opera-
tors) and so
A(X∗X)
1
σA 4 ‖X‖ 2(1−σ)σ AX∗XA
that implies
‖A(X∗X) 1σA‖σ2 ≤ ‖X‖1−σ‖AX∗XA‖σ2 = ‖X‖1−σ‖XA‖σ (46)
In the next proposition, we bound NM(λ) in terms of the effective dimension N (λ)
that is the one associated to the kernel K. The proof of Prop. 10 analogous to the one of
Prop. 1 of [16], with simpler proof and slightly improved constants.
Proposition 10 (Bounds on the Effective Dimension). Let N˜ (λ) = TrLML−1M,λ. Under
Assumption 3, for any δ > 0, λ ≤ ‖L‖ and m ≥ (4+18F∞(λ)) log 12κ2λδ , then the following
holds with probability at least 1− δ,
|N˜ (λ)−N (λ)| ≤ c(λ,m, δ)N (λ) ≤ 1.55N (λ),
with c(λ,m, δ) = qN (λ) +
√
3q
2N (λ) +
3
2
(
3q√
N (λ) +
√
3q
)2
and q =
4F∞(λ) log 6δ
3m .
41
Proof. First of all we recall that N˜ (λ) = TrLML−1M,λ and that N (λ) = TrLL−1λ . Let
τ = δ/3. By Prop. 7 we know that
|N˜ (λ)−N (λ)| ≤
(
d(λ)2
(1− c(λ))N (λ) +
λe(λ)
N (λ)
)
N (λ)
where c(λ) = λmax(B˜), d(λ) = ‖B˜‖HS with B˜ = L−1/2λ (L − LM )L−1/2λ and e(λ) =
|Tr(L−1/2λ B˜L−1/2λ )|. Thus, now we control c(λ), d(λ) and e(λ) in probability. Choosing
m such that m ≥ (4 + 18F∞(λ)) log 4κ2λτ , Prop. 6 guarantees that c(λ) = λmax(B˜) ≤ 1/3
with probability at least 1− τ .
To find an upper bound for λe(λ) we define the i.i.d. random variables ηi =
〈
ψωi , λL
−2
λ ψωi
〉
ρX
∈
R with i ∈ {1, . . . ,m}. By linearity of the trace and the expectation, we have M = Eη1 =
E
〈
ψω1 , λL
−2
λ ψω1
〉
ρX
= ETr(λL−2λ ψω1 ⊗ ψω1) = λTr(L−2λ L). Therefore,
λe(λ,m) =
∣∣∣λTr(L−1/2λ B˜L−1/2λ )∣∣∣ =
∣∣∣∣∣λTr
(
L−1λ LL
−1
λ −
1
m
m∑
i=1
(L−1λ ψωi)⊗ (L−1λ ψωi)
)∣∣∣∣∣
=
∣∣∣∣∣Tr (λL−1λ LL−1λ )− 1m
m∑
i=1
〈
ψωi , λL
−2
λ ψωi
〉
ρX
∣∣∣∣∣ =
∣∣∣∣∣M − 1m
m∑
i=1
ηi
∣∣∣∣∣ .
By noting that M is upper bounded by M = Tr(λL−2λ L) = Tr((I − L−1λ L)L−1λ L) ≤ N (λ),
we can apply the Bernstein inequality (Prop. 1) where T and S are
sup
ω∈Ω
|M − η1| ≤ λ‖L−1/2λ ‖2‖L−1/2λ ψω1‖2 +M ≤ F∞(λ) +N (λ) ≤ 2F∞(λ) = T,
E(η1 −M)2 = Eη21 −M2 ≤ Eη21 ≤ (sup
ω∈Ω
|η1|)(Eη1) ≤ F∞(λ)N (λ) = S.
Thus, we have
λ|TrL−1/2λ B˜L−1/2λ | ≤
4F∞(λ) log 2τ
3m
+
√
2F∞(λ)N (λ) log 2τ
m
,
with probability at least 1− τ .
To find a bound for d(λ) consider that B˜ =W − 1m
∑m
i=1 ζi where ζi are i.i.d. random
operators defined as ζi = L
−1/2
λ (ψωi ⊗ ψωi)L−1/2λ ∈ L for all i ∈ {1, . . . ,m}, and W =
Eζ1 = L
−1
λ L ∈ L. Then, by noting that ‖W‖HS ≤ ETr(ζ1) = N (λ), we can apply the
Bernstein’s inequality for random vectors on a Hilbert space (Prop. 2) where T and S are:
‖W − ζ1‖HS ≤ ‖L−1/2λ ψω1‖2ρX + ‖W‖HS ≤ F∞(λ) + ‖W‖HS ≤ 2F∞(λ) = T,
E‖ζ1 −W‖2 = ETr(ζ21 −W 2) ≤ ETr(ζ21 ) ≤ (sup
ω∈Ω
‖ζ1‖)(ETr(ζ1)) = F∞(λ)N (λ) = S,
obtaining
d(λ) = ‖B˜‖HS ≤
4F∞(λ) log 2τ
m
+
√
4F∞(λ)N (λ) log 2τ
m
,
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with probability at least 1 − τ . Then, by taking a union bound for the three events we
have
|N˜ (λ)−N (λ)| ≤
 q
N (λ) +
√
3q
2N (λ) +
3
2
(
3q√N (λ) +√3q
)2N (λ),
with probability at least 1−δ, where q = 4F∞(λ) log
6
δ
3m . Finally, ifm ≥ (4+18F∞(λ)) log 12κ
2
λδ ,
then we have q ≤ 2/27. Noting that N (λ) ≥ ‖LL−1λ ‖ = ‖L‖‖L‖+λ ≥ 1/2, we have that
|N˜ (λ)−N (λ)| ≤ 1.55N (λ).
E Examples of Random feature maps
A lot of works have been devoted to develop random feature maps in the the setting
introduced above, or slight variations (see for example [13, 38, 20, 25, 39, 40, 41, 42, 43, 44]
and references therein). In the rest of the section, we give several examples.
Random Features for Translation Invariant Kernels and extensions [13, 38, 41,
44] This approximation method is defined in [13] for the translation invariant kernels
when X = Rd. A kernel k : X × X → R is translation invariant, when there exists a
function v : X → R such that k(x, z) = v(x − z) for all x, z ∈ X. Now, let vˆ : Ω → R be
the Fourier transform of v, with Ω = X × [0, 2π]. As shown in [13], by using the Fourier
transform, we can express k as
k(x, z) = v(x− z) =
∫
Ω
ψ(ω, x)ψ(ω, z)vˆ(ω)dπ, ∀x, z ∈ X,
with π proportional to vˆ, ψ(ω, x) = cos(w⊤x+ b) and ω := (w, b) ∈ Ω, x ∈ X. Note that
X,Ω, π, ψ satisfy Assumption 3.
In [38], they further randomize the construction above, by using results from locally sen-
sitive hashing, to obtain a feature map which is a binary code. It can be shown that
their methods satisfy Assumption 3 for an appropriate choice of Ω and the probability
distribution π.
[41, 44] consider the setting of [13], but [41] selects ω1, . . . , ωm by means of the fast Welsh-
Hadamard transform in order to improve the computational complexity for the algorithm
computing KM , while [44] selects them by using low-discrepancy sequences for quasi-
random sampling to improve the statistical accuracy of KM with respect to K.
Random Features Maps for the Gaussian Kernel, which are functions in H.
This set of random features is related to the deterministic polynomial features in [45]. Let
X = [0, 1]d and Ω = Nd. Let σ > 0. We have
ψ(ω, x) = C1/2e−
σ2
2
‖x‖2
d∏
j=1
x
ωj
j , π(ω) =
σ−2
∑
j ωj
C ω1! . . . ωd!
,
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where C is the normalization factor C = eσ
2d. Indeed by Taylor expansion of the expo-
nential function and of the power of a multinomial, we have
e−
σ2
2
‖x−x′‖2 = e−
σ2
2
(‖x‖2+‖x′‖2)eσ
2x⊤x = e−
σ2
2
(‖x‖2+‖x′‖2)∑
t≥0
σ2t
t!
(x⊤x′)t
= e−
σ2
2
(‖x‖2+‖x′‖2)∑
t≥0
σ2t
t!
(
d∑
j=1
xjx
′
j)
t
= e−
σ2
2
(‖x‖2+‖x′‖2)∑
t≥0
σ2t
t!
∑
ω1+···+ωd=t
t!
ω1! . . . ωd!
d∏
j=1
(xjx
′
j)
ωj
=
∑
t≥0
σ2t
Ct!
∑
ω1+···+ωd=t
t!
ω1! . . . ωd!
C1/2e−σ22 ‖x‖2 d∏
j=1
x
ωj
j
C1/2e−σ22 ‖x′‖2 d∏
j=1
x
′ωj
j

=
∑
ω∈Nd
ψ(x, ω)ψ(x′, ω)π(ω).
Note that it is possible to sample from π in the following way. By the steps above it is
clear that a sample from π can be obtained by first sampling t from a Poisson distribution
with parameter σ2d and then sampling ω1, . . . , ωd from a multinomial distribution with
probability p1 = · · · = pd = 1/d and number of trials t.
Finally note that ψ(ω, ·) is in H, the RKHS induced by the Gaussian kernel (to prove
it apply Prop. 3.6 of [46] with bν = δν=(ω1,...,ωd) and note that eν is exactly a multiple of
ψ(ω, ·)). Additionally note that supω,x |ψ(ω, x)| < ∞ and moreover ‖ψ(ω, ·)‖H < ∞ for
any ω ∈ Nd. However lim‖ω‖→∞‖ψ(ω, ·)‖H =∞.
Random Features Maps for Dot Product Kernels [39, 40, 43] This approxima-
tion method is defined for the dot product kernels when X is the ball of Rd of radius R,
with R > 0. The considered kernels are of the form k(x, z) = v(x⊤z) for a v : R→ R such
that
v(t) =
∞∑
p=0
cpt
p, with cp ≥ 0 ∀p ≥ 0.
[39], start from the consideration that when w ∈ {−1, 1}d is a vector of d independent
random variables with probability at least 1/2, then E ww⊤ = I. Thus
Ew (x
⊤w)(z⊤w) = E x⊤(ww⊤)z = x⊤E(ww⊤)z = x⊤z,
and (x⊤z)p can be approximated by g(Wp, x)⊤g(Wp, z) with g(Wp, x) =
∏p
i=1 x
⊤wi and
Wp = (w1, . . . , wp) ∈ {−1, 1}p×d a matrix of independent random variables with probabil-
ity at least 1/2. Indeed it holds,
EWp g(Wp, x)g(Wp, z) = EWp
p∏
i=1
(x⊤wi)
p∏
i=1
(z⊤wi) = EWp
p∏
i=1
(x⊤wi)(z⊤wi)
=
p∏
i=1
Ewi (x
⊤wi)(z⊤wi) =
p∏
i=1
x⊤z = (x⊤z)p.
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Therefore the idea is to define the following sample space Ω = N0 × (
⋃∞
p=1 T
p) with T p =
{−1, 1}p×d, the probability π on Ω as π(p,Wq) = πN(p)π(Wq|p) for any p, q ∈ N0, Wq ∈ T q
with πN(p) =
τ−p−1
τ−1 for a τ > 1 and π(Wq|p) = 2−pdδpq and the function
ψ(ω, x) =
√
cpτp+1(τ − 1)g(Wp, x), ∀ω = (p,Wp) ∈ Ω
where wi is the i-th row of Wp with 1 ≤ i ≤ p. Now note that Eq. (6) is satisfied, indeed
for any x, z ∈ X∫
Ω
ψ(ω, x)ψ(ω, z)dπ =
∫
N0×(
⋃
∞
p=1 T
p)
cpg(Wp, x)g(Wp, z)dpdπ(Wq |p)
=
∞∑
p=0
cp EWpg(Wp, x)g(Wp, z)
=
∞∑
p=0
cp (x
⊤z)p = v(x⊤z) = K(x, z).
Now note that Assumption 3 is satisfied when v(τR2d) < ∞. Indeed, considering that
(x⊤w)2 ≤ ‖x‖2‖w‖2 ≤ R2d for any x ∈ X and w ∈ {−1, 1}d, we have
sup
ω∈Ω,x∈X
|ψ(ω, x)|2 = sup
p∈N0,Wp∈T p,x∈X
cpτ
p+1(τ − 1)gp(Wp, x)gp(Wp, z)
= sup
p∈N0
cpτ
p+1(τ − 1) sup
Wp∈T p,x∈X
p∏
i=1
(x⊤wi)2
≤ sup
p∈N0
cpτ
p+1(τ − 1)(R2d)p ≤ τ
τ − 1
∞∑
p=0
cpτ
p(R2d)p
=
τ
τ − 1v(τR
2d).
[40, 43] approximate the construction above by using randomized tensor sketching and
Johnson-Lindenstrauss random projections. It can be shown that even their methods
satisfy Assumption 3 for an appropriate choice of Ω and the probability distribution π.
Random Laplace Feature Maps for Semigroup invariant Kernels [42] The con-
sidered input space is X = [0,∞)d and the considered kernels are of the form
K(x, z) = v(x+ z), ∀x, z ∈ X,
and v : X → R is a function that is positive semidefinite. By Berg’s theorem, it is
equivalent to the fact that v˘, the Laplace transform of v is such that v˘(ω) ≥ 0, for all
ω ∈ X and that ∫X v˘(ω)dω = V <∞. It means that we can express K by Eq. (6), where
Ω = X, the feature map is ψ(ω, x) =
√
V e−ω⊤x, for all ω ∈ Ω, x ∈ X and the probability
density is π(ω) = v˘(ω)V . Note that Assumption 3 is satisfied.
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Homogeneous additive Kernels [47] In this work they focus on X = [0, 1]d and on
additive homogeneous kernels, that are of the form
K(x, z) =
d∑
i=1
k(xi, zi), ∀x, z ∈ (R+)d,
where k is an γ-homogeneous kernel, that is a kernel k on R+ such that
k(cs, ct) = cγk(s, t), ∀c, s, t ∈ R+.
As pointed out in [47], this family of kernels is particularly useful on histograms. Exploiting
the homogeneous property, the kernel k is rewritten as follows
k(s, t) = (st)
γ
2 v(log s− log t), ∀s, t ∈ R+ with v(r) = k(er/2, e−r/2), ∀r ∈ R.
Let vˆ be the Fourier transform of v. In [47], Lemma 1, they prove that v is a positive
definite function, that is equivalent, by the Bochner theorem, to the fact that vˆ(ω) ≥ 0, for
ω ∈ R, and ∫ vˆ(ω)dω ≤ V <∞. Therefore k satisfies Eq. 6 with Ω = R× [0, 2π], a feature
map ψ0((w, b), s) =
√
V s
γ
2 cos(b + wω log s), with (w, b) ∈ Ω and a probability density
π0 defined as π0((w, b)) =
vˆ(w)
V U(b) for all ω ∈ Ω, where U is the uniform distribution
on [0, 2π]. Now note that K is expressed by Eq. 6, with the feature map ψ(ω, x) =
(ψ0(ω, x1), . . . , ψ0(ω, xd)) and probability density π(ω) =
∏d
i=1 π0(ωi). In contrast with
the previous examples, [47] suggest to select ω1, . . . , ωm by using a deterministic approach,
in order to achieve a better accuracy, with respect to the random sampling with respect
to π.
Infinite one-layer Neural Nets and Group Invariant Kernels [25] In this work a
generalization of the ReLU activation function for one layer neural networks is considered,
that is
ψ(ω, x) = (ω⊤x)p1(ω⊤x), ∀ω ∈ Ω, x ∈ X
for a given p ≥ 0, where 1(·) is the step function and Ω = X = Rd. In the paper is
studied the kernel K, given by Eq. 6 when the distribution π is a zero mean, unit variance
Gaussian. The kernel has the following form
K(x, z) :=
1
π
‖x‖p‖z‖pJp(θ(x, z)), ∀x, z ∈ X.
where Jp is defined in Eq. 4 of [25] and θ(x, z) is the angle between the two vectors x and
z. Examples of Jp are the following
J0(θ) = π − θ
J1(θ) = sin θ + (π − θ) cos θ
J2(θ) = 3 sin θ cos θ + (π − θ)(1 + 2 cos2 θ).
Note that when X is a bounded subset of Rd then Assumption 3 is satisfied. Moreover in
[25] it is shown that an infinite one-layer neural network with the ReLU activation function
is equivalent to a kernel machine with kernel K. The units of a finite one-layer NN are
obviously a subset of the infinite one-layer NN. While in the context of Deep Learning the
subset is chosen by optimization, in the paper it is proposed to find it by randomization,
in particular by sampling the distribution π.
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