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Abstract 
Gaussian Process (GP) models are increasingly finding application in wind turbine condition 
monitoring and in particular early fault detection. GP model accuracy is greatly influenced by the 
choice and type of the covariance functions (used to describe the similarity between two given 
data points). Hence, the appropriate selection and composition of covariance functions is essential 
for accurate GP modelling. 
In this study, an in-depth analysis of commonly used stationary covariance functions is presented 
in which wind turbine power curve used where GP  based power curve has been constructed using 
different stationary covariance functions, and after that, a comparative analysis has been carried 
out in order to identify the most effective covariance function. The commonly used squared 
exponential covariance function is taken as the benchmark, against which other covariance 
functions are assessed.  
The results show that the performance (in terms of model accuracy and uncertainty) of GP fitted 
power curve models based on rational quadratic covariance functions is almost the same as for the 
most commonly used squared exponential function. Thus, rational quadratic covariance functions 
can be used instead of squared exponential covariance functions. In this paper, strength and 
weakness of stationary covariance functions would be highlighted for effective condition 
monitoring.   
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1. Introduction 
Power generation from the wind has been making steady progress in recent years. A recent study 
[1] found that the total global installed wind capacity reached 486 GW by the end of 2016 which 
represents an annual growth rate of 11.8 %, where China’s contribution is presently the highest. 
Reducing the Cost of Energy (COE) has been crucial to this success. Increasing the availability of 
WTs and reducing their operation and maintenance (O&M) costs are attractive measures to reduce 
the COE further. 
Condition based maintenance is expected to reduce O&M costs, especially offshore, but must be 
underpinned by effective and low-cost condition monitoring (CM).  As of now, significant research 
and innovation effort is being applied to condition monitoring systems (CMS) development and 
technology advancement [2,3]. Remote areas are commonly used for both onshore and offshore 
wind deployments due to their richer wind resource and the advantages of mitigating the land use 
and visual impact issues. Specifically, for offshore wind farms, site access difficulties and the 
shortage of proper transportation, logistics and installation vehicles is making O&M more 
challenging and costly [4]. Developing SCADA based condition monitoring is a cost-effective 
approach to reducing the COE. 
Due to fluctuations in wind speed and power, precise performance assessment of a wind turbine 
can be challenging. An ageing turbine may be subject to faults and component failures, including 
catastrophic failures. Unscheduled maintenance due to unexpected failures of wind turbine 
components is considered to be a dominant reason for high maintenance costs.  However, 
developing an efficient automated fault detection algorithm for continuous monitoring of wind 
turbines can help improve maintenance so increase reliability which ultimately reduces the cost of 
electricity. In past, [5, 6, 7, 8], various nonparametric models proposed to assess turbine health in 
terms of power performance curves. The power curve quantifies power production as a function 
of hub height wind speed. With the help of the power curve, performance deterioration associated 
with a range of faults can be identified.  
A Gaussian Process (GP) is a nonparametric approach based on a general stochastic model. Due 
to the simplicity and ease of construction, GP models are widely used in forecasting and or fitting 
related applications.  For example, in [9], it is suggested that GP based model for power forecasting 
provides 4% to 11% improvement in prediction accuracy over an artificial neural network (ANN) 
model (another nonparametric approach). In another article, [10], GP models able to detect the 
anomaly due to misalignment without any false alarms. The constructed GP algorithm is then 
compared with two fault algorithms based on binning, namely, Probabilistic assessment of 
incoming data using a real-time power curve and Probabilistic assessment of incoming data using 
a binned power curve. The comparative analysis suggests that, GP algorithm able to detect failure 
1.5 hours after the first sign of failure while two probabilistic binning method took 4 hours and 6 
hours respectively.  
Scientific contributions 
A GP provides a natural and straightforward way to estimate the uncertainty associated with its 
predictions due to its intrinsic confidence intervals. The confidence intervals come with GP 
estimated values and can play an important role in assessing the performance of wind turbines. For 
example, in  [11] the present authors used the confidence interval of a GP power curve model to 
determine whether a turbine is underperforming or not in the specific case of wind turbine yaw 
misalignment.   GP models are constructed from mean and covariance functions. The choice of 
covariance function is a critical factor for accurate GP model development. There are various types 
of covariance functions available, see [12]. Frequently, squared exponential covariance (SECov) 
functions are used for power curve fitting, for example [13], but there is limited research 
investigating how GP models behave with other covariance functions in terms of fitting accuracy 
and uncertainty. The objective of this paper is to address this issue by investigating a range of 
popular stationary covariance functions covering different classes. These are Matern class (i.e. 
Matern 3/2, Matern 5/2); Exponential class (i.e. exponential, squared exponential) and rational 
quadratic covariance functions. Uncertainty associated with model estimation is central to dealing 
with fault detection, and so this research also examines the covariance function impact on model 
uncertainty. The advantages and disadvantages of using alternative covariance functions for GP 
wind turbine power curve fitting will be determined. The power curve is used to describe the 
nonlinear relationship between wind speed and power output from a wind turbine and is widely 
used by wind engineers to assess the power performance, wind turbine selection, condition 
monitoring, wind energy assessment and predictive maintenance,  For these reasons power curve  
accuracy is used as key indicator of the impact of different covariance functions on GP model 
effectiveness. 
2. Wind Turbine SCADA data description and pre-processing  
Wind turbine condition monitoring systems can be expensive, and not all operators regard them as 
cost-effective.  However, with the increase in age of wind turbines and the move to less accessible 
offshore sites, the O&M cost is expected to increase which reinforces the drive towards condition 
based maintenance. A Supervisory Control and Data Acquisition (SCADA) system collects signal 
that contains large amounts of raw and useful information from critical wind turbine sub-
assemblies. Extract key information from the SCADA data is an economical and effective way for 
condition assessment since the data available is free and does not require any extra sensors. 
SCADA provides crucial information about load history and the operation of individual turbines 
and thus can be helpful in identifying early warning of failures. 
The SCADA datasets used in this paper are from operational wind turbines located in Scotland, 
UK, and contain more than 100 different signals, ranging from the timestamp, calculated values, 
set point, measurements of temperature, current, voltage, wind speed, power output, wind direction 
and so on. All the SCADA data consists of 10-minute averages with maximum, minimum, standard 
deviation over the 10 minutes also being recorded and correspond to a full year of operation. The 
turbines used in this paper are from Siemens 2.3 MW turbines.  The SCADA datasets for 2012 
have been used for GP model testing and validation.       
SCADA data is not without errors due to sensor failure and data collection faults. Such errors will 
affect power curve accuracy and should be systematically removed at the outset. Criteria like 
timestamp mismatches, out of range values, negative power values, and turbine power curtailment 
are considered to remove misleading data as per methodologies used in [14]. It should be noted; 
these adopted methodologies would not make SCADA data completely error free but minimise 
these errors. Table 1 is the summary of SCADA dataset with start time stamp “1/1/2012 00:00 
AM” and end timestamp “31/1/2012 23:50 PM” of total measured observation is equal to 4464, 
and after filtrations, the data point came down to 1926. Moreover, this filtered data is used for GP 
model training and validation purposes in upcoming sections. 
Dataset Start timestamp End timestamp Measured data Filtered data 
1 1/1/2012 00:00 AM 31/1/2012 23:50 PM 4464 1926  
Table 1: SCADA dataset description 
Figure 1 shows the measured power curve of an individual wind turbine before data filtering, and 
Figure 2 shows the power curve after filtering as outlined above. Note that in Figure 2 air density 
corrections following the IEC recommendations, as described in the next section, have been 
implemented. 
 
Figure 1: Scatter plot of measured power curve  
 
3. Wind turbine power curves and air density correction 
Variable speed wind turbine generators (VSWTs) wind turbines are currently most widely used 
and the power curve equation, as given below, is used for performance evaluation and monitoring 
purposes, see for example [15,16]. Moreover, wind power assessment of a region is based on hub 
height wind speed, and air density, with the wind power potential, evaluated using a power curve, 
[17]. The relationship between the power output and wind speed is nonlinear in nature and describe 
by following mathematical equation, 
                                                                 𝑃 = 0.5 𝜌𝐴𝐶𝑝(λ, 𝛽 ) 𝑣
3                                                              (1)  
where ρ is Air density (𝑘𝑔 𝑚3⁄ ), A is swept area (𝑚2) , 𝐶𝑝 is power coefficient of wind turbine 
and 𝑣 is the hub height wind speed (𝑚 𝑠𝑒𝑐⁄ ). 
The equation (1) signifies the actual power production but depends critically on the power 
coefficient, Cp. The power coefficient itself is the function of tip speed ratio (𝜆) and blade pitch 
angle (β). In addition, the power capture of a wind turbine depends on other parameters such as 
wind direction, wind shear and other turbine parameters [18].   
The altitude, weather induced changes in air pressure, and ambient temperature at the wind site 
affect the air density. Therefore, in order to analyse the performance of modern variable speed 
turbines, an air density correction should be applied as per IEC standard 61400-12-1, [18] and is 
given as follows, 
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where, 𝑉𝐶 and 𝑉𝑀 are the corrected and measured wind speed in m/sec and the corrected air density 
is calculated by equation (2) where B is atmospheric pressure in mbar and T the temperature in 
Kelvin. The 10-minute average values of B and T are obtained from SCADA datasets. The 
calculated value of ρ from equation (3) is used to calculate the corrected wind speed (𝑉𝐶 ) . An 
interesting result, presented in [28] established that IEC prescribed air density correction may not 
give most accurate power curve and suggested that adding air density directly into the GP model 
without any pre-correction is the best air density correction approach. However, in the present 
study the IEC air density correction methodology is adopted. The power curve shown in Figure 2 
shows preprocessed data (based on criteria outlined in section 2) that has been corrected for air 
density . Note that a 500 kW power generation threshold has been applied in order to concentrate 
on operation with non-trivial power output.   
  
Figure 2: Scatter plot of pre-processed and air density corrected power curve 
4. Gaussian process models  
A Gaussian Process is a multivariable probabilistic based generic supervised machine learning 
approach used to address problems related to regression and probabilistic classification.  
GPs models generalise the multivariate Gaussian distribution from finite-dimensional vectors to 
infinite dimensionality. Notably, a GP is a stochastic process that has Gaussian-distributed finite-
dimensional marginal distributions defined over a distribution of functions, i.e. each output from 
the GP is itself a function.  GPs are widely used in probabilistic regression problems, for example, 
[12,19], thanks to their flexibility and simplicity of construction. 
A GP, in essence, a is a nonparametric generalisation of a joint normal distribution for a given 
potentially infinite set of variables, and it is mathematically defined by its mean and covariance 
functions (or kernel) as given in equation (4), 
                                                  𝑌 ~  𝐺𝑃( µ, ∑)                                                         (4) 
where, µ is the mean function, and ∑ is the covariance function that has an associated probability 
density function: 
                       𝑃(𝑥; 𝜇, ∑) = 
1
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𝑛
2 |∑|
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2
 𝑒𝑥𝑝 {−
1
2
(𝑥 − 𝜇)𝑇 ∑−1(𝑥 − 𝜇)}                                      (5) 
Where |∑| is defined as the determinant of  ∑ , 𝑛 is the dimension of random input vector 𝑥 , and 
µ is mean vector of vector 𝑥. The term under exponential i.e.  
1
2
(𝑥 − 𝜇)𝑇 ∑−1(𝑥 − 𝜇)  is an 
example of a quadratic form.  
Gaussian Processes not only relax the assumption of linearity in the regression parameters but also 
give freedom where we do not need to specify a precise functional form for the relationship 
between predictor and response variables. The advantages of GP are summarised as follows 
[12,19]. 
Advantages  
 GP models, not only estimate predicted values but also come with intrinsic confidence 
intervals. These confidence intervals signify the uncertainty associated with the prediction 
and are very useful for anomaly detection which in the intended application are wind 
turbine faults. 
 GP models are very versatile due to the abundant choices available for covariance function 
for any given problem 
 With a GP, the predicted values are interpolations between the training data points that 
conform to the chosen covariance functions, so that the selection of covariance function 
controls the nature of the interpolation. 
Uncertainty assessment is the key for developing a fault detection algorithm based on the GP. The 
uncertainty in the GP expressed by its confidence intervals whose robustness is directly related to 
covariance function, as will be discussed in upcoming sections. 
5. Stationary covariance functions for Gaussian Process power curve fitting 
Covariance functions are commonly known as positive (semi-) definite kernels or Mercer’s 
kernels, [20] and considered to be the driver of the fitting quality of the models along with 
hyperparameters (described in section 4). The covariance function is the decisive ingredient in 
Gaussian Process modelling since it encodes the assumptions about the function which we wish to 
learn. A covariance function describes the dependency of two variables concerning each other and 
is the heart of the GP model; it signifies the similarity between two points and hence determines 
closeness between two points.  
The reliability of GP regression is dependent on what and how well we select the covariance 
function. The covariance matrix, K, gives the variance of each variable along the leading diagonal, 
and the off-diagonal elements measure the correlations between the different variables, and are 
given by:                𝐾 =  [
𝑘11 ⋯ 𝑘1𝑛
⋮ ⋱ ⋮
𝑘𝑛1 ⋯ 𝑘𝑛
]      where 𝑘𝑖𝑗 = 𝑘(𝑥𝑖, 𝑥𝑗) 
𝐾 is of size 𝑛 ×  𝑛, where 𝑛 is the number of input parameters considered, and it must be 
symmetric and positive semidefinite i.e. ∑𝑖𝑗 = ∑𝑗𝑖 .  
The basics properties of covariance functions are [12,20]:  
 It must be positive semi-definite. 
 It can be non-stationary (e.g., the length-scale may depend on the values of 𝑥). 
 It can be the sum (or product or linear combination) of other covariance functions, 
e.g., can use a different covariance function for each unique sensor modality or data 
type (vector, sequence, image data). 
In general, covariance functions are classified into two categories; i) stationary and ii) 
nonstationary. A stationary covariance function is one that only depends on the relative position 
of its two inputs, and not on their absolute location in time. In short, stationary covariance function 
is invariant to translations in the input space.  Exponential class, Matern class and rational 
quadratic are examples of stationary covariance functions while examples of nonstationary 
covariance functions are dot product and polynomial, [12].  
Stationary covariance functions are the focus of this paper as these are appropriate to GP power 
curve model construction, described as follows. 
5.1 Exponential class covariance functions   
Two types of covariance functions fall into the category of exponential class; i) Exponential 
covariance function (ECov) and ii) Squared exponential covariance function (SECov). 
 Exponential covariance function (ECov) 
The exponential covariance function (ECov) for any finite collection of inputs {𝑥1, 𝑥2, … . . , 𝑥𝑛}   
is defined as, 
                                    𝑘𝐸 (𝑥, 𝑥
′) =   𝜎𝑓exp (−
(𝑥−𝑥′)
𝑙
 )                                                        (6) 
where, (𝑥 − 𝑥′) is the distance between 𝑥 and 𝑥′ ,𝜎𝑓 is the signal variance and 𝑙 is the characteristic 
length.  In order to include the effect of measurement errors associated with the SCADA data , an 
additional noise variance 𝜎𝑛
2 is added to equation (6), which is rewritten as, 
                               𝑘𝐸 (𝑥, 𝑥
′) =   𝜎𝑓exp (−
(𝑥−𝑥′)
𝑙
 )  + 𝜎𝑛
2𝛿(𝑥, 𝑥′)                              (7)                     
Using equation 7, a power curve based on GP theory (described in section 6) is constructed, and 
is shown in Figure 3. Figure 3 indicates a clear case of overfitting and suggests that GP algorithm 
constructed using the exponential covariance function gives a fitting that tries to follow too much 
of the random variation in the data, and consequently is far from the desired smooth function that 
is expected for a wind turbine power curve. Note: the red line in the Figure represents the 
confidence intervals, discussed in the next section. 
 
Figure 3: Power curve fitting using exponential covariance function 
 Squared exponential covariance function (SECov) 
The squared exponential covariance function (SECov) is a modified form of exponential 
covariance function and a widely used default covariance function in GP and SVM (Support vector 
machine) models, [12,20]. For any finite collection of inputs {𝑥1, 𝑥2, … . . , 𝑥𝑛} , it is defined as: 
                                         𝑘𝑆𝐸 (𝑥, 𝑥
′) =   𝜎𝑓
2exp (−
(𝑥−𝑥′)2
2𝑙2
 )                                               (8) 
𝜎𝑓
2 , 𝜎𝑛
2 and 𝑙 are known as the hyper-parameters and suitable optimization of these parameters is 
the key to accurate GP model fitting, [21]. 
Since the squared exponential covariance function popularly used and therefore, it will be used as 
the benchmark against which comparative studies of stationary covariance function is being 
carried out and assess in terms of the model smoothness and fitting accuracy. 
5.2 Matern class covariance functions 
The Matern class of covariance functions was discovered by the Swedish statistician Bertil Matérn 
and is widely used in spatial statistics, [22], machine learning, [12], geostatistical analysis, [23], 
and other applications involving multivariate statistical analysis on metric spaces. It is commonly 
used to define the statistical covariance between observations made at two points that are 𝑟 units 
distant from each other. The Matern function depends solely on 𝑟 and hence is stationary in nature. 
The distance used here is Euclidean distance, hence the Matérn covariance function is also 
isotropic. Mathematically it is defined as,  
                               𝑘𝑣(𝑟) = 𝜎𝑓
2 2
1−𝑣
Γ(𝑣)
(√2𝑣
𝑟
𝑙
)
𝑣
𝐶𝑣 (√2𝑣
𝑟
𝑙
)                                                 (9)         
where  Γ  is the gamma function, 𝐶𝑣 is the modified Bessel function of the second kind, [24], and 
𝑙 and 𝑣 are non-negative parameters. 
 If 𝑣 = 𝑙 +
1
2
  , then the Marten covariance can be expressed as a product of an exponential and a 
polynomial of order 𝑙 ,[25], as shown below, 
                𝑘
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1
2
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√8𝑣𝑟
𝑙
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𝑙
𝑖=0                   (10) 
If 𝑣 =
3
2
 and 𝑙 = 1 then equation (11), after simplification reduces to 
                                          𝑘3/2(𝑟) = 𝜎𝑓
2 (1 +
√3𝑟
𝑙
) 𝑒𝑥𝑝 (
−√3𝑟
𝑙
)                                        (11) 
Moreover, if 𝑣 =
5
2
 and 𝑙 = 2 then equation (11), after simplification reduces to 
                          𝑘5/2(𝑟) = 𝜎𝑓
2 (1 +
√5𝑟
𝑙
+
5𝑟2
3𝑙2
) 𝑒𝑥𝑝 (
−√3𝑟
𝑙
)                                  (12) 
  Where  𝑟 = √(𝑥 − 𝑥′)𝑇(𝑥 − 𝑥′)  is the Euclidean distance between 𝑥 and 𝑥′. 
Equations (11) and (12) are the mathematical expressions for Matern 3/2 and Matern 5/2 
covariance functions respectively. 
Particular case: when 𝑣 →  ∞, then the Matern function converges to the squared exponential 
covariance function, [25], as shown below. 
                                         lim
𝑣→∞
𝑘𝑣(𝑟) =  𝜎𝑓
2 𝑒𝑥𝑝 (−
𝑟2
2𝑙2
)                                                     (13) 
Hence, the Matern covariance function includes the squared exponential covariance function as a 
special case. 
5.3 Rational quadratic (RQ) covariance function 
The mathematical equation for rational quadratic covariance functions for points 𝑥 and 𝑥′ is 
defined below, [26], 
                                               𝑘𝑅𝑄(𝑥, 𝑥
′) =  𝜎𝑓
2 (1 +
(𝑥−𝑥′)2
2𝛼𝑙2
)
−𝛼
                                       (14) 
Where 𝛼 is a positive-valued scale-mixture parameter and determines the relative weighting of 
large-scale and small-scale variations. If we compare the rational quadratic function with the 
squared exponential covariance function, it is found that rational quadratic is equivalent to the 
adding a series of squared exponential covariance function with different values of the length 
scale, 𝑙 . Thus, theoretically, it is expected that rational quadratic fits the data smoothly across 
different length scales.  
SCADA data comes with measurement errors so, as mentioned above, it is desirable to add a noise 
term (i.e. calculated noise value of Table 1) to the covariance function in order to improve the 
accuracy of the GP model. Hence equations (8), (11), (12) and (14) are modified to be: 
                          𝑘𝑆𝐸 (𝑥, 𝑥
′) =   𝜎𝑓
2exp (−
(𝑥−𝑥′)2
2𝑙2
 ) +   𝜎𝑛
2𝛿(𝑥, 𝑥′)                                 (15)      
                    𝑘3/2(𝑟) = 𝜎𝑓
2 (1 +
√3𝑟
𝑙
) 𝑒𝑥𝑝 (
−√3𝑟
𝑙
) +   𝜎𝑛
2𝛿(𝑥, 𝑥′)                           (16)         
           𝑘5/2(𝑟) = 𝜎𝑓
2 (1 +
√5𝑟
𝑙
+
5𝑟2
3𝑙2
) 𝑒𝑥𝑝 (
−√3𝑟
𝑙
) +   𝜎𝑛
2𝛿(𝑥, 𝑥′)                          (17)              
                             𝑘𝑅𝑄(𝑥, 𝑥
′) =  𝜎𝑓
2 (1 +
(𝑥−𝑥′)2
2𝛼𝑙2
)
−𝛼
+   𝜎𝑛
2𝛿(𝑥, 𝑥′)                         (18) 
Here, 𝜎𝑓
2 signifies the signal variance and 𝑙 is a characteristic length scale which describes how 
quickly the covariance decreases with the distance between points. σ𝑛 is the standard deviation of 
the noise term and impacts on model uncertainty, 𝛿 is the Kronecker delta, [12], and optimization 
of these hyper parameter was described in upcoming section. 
6. Gaussian Process power curve modelling and hyperparameter optimization  
The SCADA datasets contain measurements of a range of parameters from an operational wind 
turbine, but these are of course subject to measurement noise. Theoretically, the underlying 
function of the data being modelled is represented by following equation: 𝑦 = 𝑓(𝑥) + 𝜖 where 𝑥 
are values from the training datasets and 𝜖 is Gaussian white noise of variance 𝜎𝑛
2 such that 𝜖 =
𝑁(0, 𝜎𝑛
2). Like many Bayesian modeling approaches, a prior distribution is vital for GP modeling, 
which represents the significant information about uncertain parameters.  This together with the 
with the probability distribution of new incoming data is used to generate the posterior distribution. 
The obtained posterior distribution is significant for future inference and any decisions involving 
of uncertain parameters, for more detail see [27]. It is worth noting that the prior can be 
uninformative or informative. A Gaussian process prior is with the possible range of underlying 
functions of  𝑓(𝑥) with unknown hyper-parameters and different stationary covariance functions 
described in section 5, hence the functions become 
                                   𝑦1, 𝑦2, 𝑦3, … … … . 𝑦𝑛~ 𝑁(0, 𝑘)                                                                 (19)     
                       And,                  K= ∑ + 𝜎𝑛
2𝐼                                                                                  (20) 
where,  𝜎𝑛
2𝐼 is the product of variance and identity matrix (𝑛𝑋𝑛) and describe the covariance 
between the output due to white noise and the training output data modelled using the following 
equation,                                         𝑦𝑖 = 𝑓(𝑥𝑖) + 𝜖𝑖                                                                   (21)   
Predicting the mean value ,and variance are the necessary estimation steps for GP algorithms. For 
the current scenario, our objective is to estimate the power 𝑦′ for a new wind speed value 𝑥′ for a 
training data say, 𝐷 = {(𝑈𝑖, 𝑃𝑖), 𝑖 = 1, … … , 𝑁}. The training datasets used to calculate the 
posterior distribution of 𝑃∗ for a given input 𝑈∗ and is defined as p(𝑃∗|𝑈∗, 𝑈𝑡𝑟 , 𝑃𝑡𝑟) in which {𝑃∗ , 𝑈∗} 
is the future power and wind speed values. 𝑃𝑡𝑟 , 𝑈𝑡𝑟 are the training SCADA datasets of power and 
wind speed. 
For a given covariance function, the fitting is straightforward and involves work related to matrix 
manipulations. However, which covariance function best complements the problem is difficult to 
determine, hence detailed investigation of the sort undertaken here needs to be done. The 
covariance functions depend on the hyper-parameters which need to be optimized before the 
posterior distribution of 𝑃∗ is calculated. In short, the covariance function depends on the hyper 
parameters and proper optimization of these ensure GP model accuracy. Take an example, the 
squared exponential covariance function (described in section 5) being used for power curve 
fitting; its hyper parameters (𝜎𝑓
2 , 𝜎𝑛
2 and 𝑙) can be optimized via maximization of the log marginal 
likelihood.  This is well described in [12,28] and is given below, 
                            𝑙𝑜𝑔(𝑝(𝑃𝑡𝑟|𝑈𝑡𝑟)) = −0.5𝑃𝑡𝑟
𝑇 𝐾−1𝑃𝑡𝑟 − 0.5𝑙𝑜𝑔(|𝐾|) − 0.5𝑛𝑙𝑜𝑔(2𝜋)             (22) 
Once the hyper parameters have been optimised using equation (22), the estimation of the 
distribution of 𝑃∗ for a given 𝑈∗ is straightforward. The estimated distribution of 𝑃∗, 
p(𝑃∗|𝑈∗, 𝑈𝑡𝑟 , 𝑃𝑡𝑟) follows a Gaussian distribution with mean and variance as follows, 
                                   µ(𝑃∗) = 𝑘∗
𝑇𝐾−1𝑃𝑡𝑟                                                                               (23) 
                                𝜎2(𝑃∗) = 𝑘∗∗ − 𝑘∗
𝑇𝐾−1𝑘∗ + 𝜎𝑛2                                                                       (24) 
Where 𝑘∗ = [𝑘(𝑈∗, 𝑈1)𝑘(𝑈∗, 𝑈2)𝑘(𝑈∗, 𝑈3) … … … 𝑘(𝑈∗, 𝑈𝑛)]
𝑇 is the covariance’s between test and 
training data points in the form of column vector and 𝑘∗∗ = 𝑘(𝑈∗, 𝑈∗) is the auto covariance 
function of the testing data points. The posterior variance of equation (24) depends on 𝑘∗ hence it 
will be inversely proportional to the distance between test and training data points while the mean 
estimation of equation (23) is the linear combination of the output 𝑃𝑡𝑟 in which linear weights are 
defined 𝑘∗
𝑇𝐾−1.  A similar approach has been taken for power curve fitting using GP and hyper-
parameters optimization equations for Matern class as described in [12,29] and rational quadratic 
covariance as described in [12,30].  The resulting values of optimized hyper-parameters for the 
different covariance functions are summarized in Table 2. 
 
Hyperparameters SECov 𝐌𝐚𝐭𝐞𝐫𝐧𝟑/𝟐 𝐌𝐚𝐭𝐞𝐫𝐧𝟓/𝟐 RQ 
length scale - 𝒍 4.21 18.92 8.61 4.21 
signal standard deviation - 𝝈𝒇 734.54 1364.51 970.58 734.63 
scale-mixture parameter - 𝜶 - - - 2985.51 
Table 2: calculated hyperparameters of the GP power curve model for different stationary 
covariance function  
The initial value for the noise standard deviation used to calculate GP models σ𝑛 and is calculated 
by :  
𝑠𝑡𝑑(𝑦)
√2
  where y is the response variable, using MATLAB [12,31] ,shown in Table 3. 
GP models SECov 𝐌𝐚𝐭𝐞𝐫𝐧𝟑/𝟐 𝐌𝐚𝐭𝐞𝐫𝐧𝟓/𝟐 RQ 
Initial noise(𝝈𝒏) 55.11 55.05 55.10 55.11 
Table 3: Initial noise (𝝈𝒏) of GP power curve models for different covariance functions 
Using the filtered power curve SCADA data (Figure 2) and the covariance functions described in 
Section 5 together with the optimised hyperparameters, GP power curve models have been 
determined using MATLAB fitting procedures; these are shown in Figure 4 together with 
estimated 95% confidence intervals.  Here, a QR factorisation approach was used for computing 
the log-likelihood and gradient for power curve estimation since this approach gives better 
accuracy as compared to the V-method-based approach, [12,31]. Figure 5 show power in time 
series for different types of GP models based on stationary covariance functions. 
A quasi-Newton optimiser method was used to optimise the hyper-parameters concerning the 
likelihood in simple ML-II fashion, [32]. This optimiser approximates the Hessian and uses a trust-
region method with a dense, symmetric rank-1-based(SR1). For other available optimisers see 
[12,24]. 
It is worth noting that irrespective of covariance function used in GP model, the computation of 
the marginal likelihood requires a matrix inversion and thus has asymptotic complexity called 
cubic inversion 𝑂(𝑁)3 where 𝑁 is the number of data points. If 𝑁 contains large number of data 
points, then the computation of the  𝑁 × 𝑁 matrix becomes problematic and leads to GP model 
inaccuracy. In order to solve this problem, methods based on state-space being described in 
[33.34]. However, these methods need high processing power and there is a significant 
computational cost. Hence striking the balance between the data points and computation cost is 
the key for constructing an effective GP algorithm for the purpose of fault detection. 
 
Figure 4: Modelled power curves with confidence intervals for different covariance functions 
Due to the non-parametric, non-linear behaviour of a GP model, the residual which indicates the 
difference between measured and predicted values should be investigated.  Theoretically, residuals 
of a GP model should be Gaussian, and this can be used to assess different stationary covariance 
function based GP power curve models for fitting accuracy and the nature of their distribution 
functions. The frequency distribution of the residuals is shown in Figure 6 together with a fitted 
Gaussian distribution; it can be seen that the rational quadratic and squared exponential covariance 
function based GP models have more or less identical distributions of residuals. 
 Figure 5: Estimated & measured power values 
  
Figure 6: Histogram distribution fits for the different GP models 
 
 
7. Gaussian Process Uncertainty analysis using confidence intervals 
In order to assess GP power curve accuracy, confidence intervals can be used. The confidence 
intervals (CIs) are a useful measure of uncertainty and the precision of model estimates. 
Confidence intervals provide significant information about the uncertainty surrounding an 
estimation. The author of, [35], carried out the comparative analysis of uncertainty in power curve 
based on IEC binning method using error bars and GP using CIs and found out that the GP CIs 
able to reflect the uncertainty around power curve. 
As already mentioned, the GP model based on a squared exponential covariance function will be 
used as a benchmark in order to assess other GP models’ accuracy. Figures 7,9 and 11 shows the 
comparisons of fitted GP models based on different covariance functions with the measured power 
curve, while Figures 8,10 and 12 compare model uncertainty as a function of the wind speed 
quantified in terms of confidence intervals against the benchmark. For the Matern 3/2 based GP 
model, the uncertainty is high, while with the Matern 5/2 based GP model it is small, but model 
fitting accuracy is less as compared to the benchmark GP model.  The power curve fitting and 
uncertainty performance are almost the same for the benchmark model and GP model based on a 
rational quadratic covariance function, as shown in Figure 12. 
  
Figure 7: Estimated & measured power curve for SECov and Matern 3/2 
 Figure 8: Uncertainty analysis using CI SECov and Matern 3/2 
 
Figure 9: Estimated & measured power curve SECov and Matern 5/2        
 Figure 10: Uncertainty analysis using CI for SECov and Matern 5/2 
  
Figure 11: Estimated & measured power curve for SECov and RQ 
 Figure 12: Uncertainty analysis using CI for SECov and RQ 
8. Comparative Studies of Gaussian Process Models  
In this section, a comparative study of the different stationary covariance functions and their 
influence on GP power curve fitting is presented.  Figure 13 shows the power curve of the different 
GP models with respect to the measured power curve and no significant differences between the 
individual GP models can be observed. Model uncertainty is compared through confidence 
intervals as a function of wind speed, as shown in Figure 14. This suggests that the Matern 3/2 
based GP model has the worst performance while both SECov and rational quadratic based GP 
models give the most accurate results. The GP based on Matern 5/2 performed better than Matern 
3/2, but poorer than the SECov and rational quadratic GP models, especially in the region near to 
the rated wind speed.  Well above rated wind speed very little difference can be discerned between 
the models, as shown in Figure 14.  
  
Figure 13: Comparative analysis of power curve fitting GP models  
 
Figure 14: Comparative studies of GP models Uncertainty analysis using confidence intervals  
The above conclusion can be confirmed via range of statistical performance error metrics such as 
MAE, RMSE and 𝑅2. The difference between the measured and estimated values can be expressed 
by mean absolute error (MAE):      MAE =  
∑ 𝑎𝑏𝑠(yi
′−yi)
n
i=1
n
                                           (25) 
, or in terms of residuals,                 MAE =  
∑ (𝑒)ni=1
n
                                                          (26) 
To quantify the magnitude of the residuals (i.e. the difference between observed and modelled 
values, root mean square error (RMSE) is commonly used; defined as, [36]: 
                                                             RMSE =  √
∑ (yi
′ − yi)
2n
i=1
n
                                                    (27)                               
where 𝑦′  are the GP predicted values for 𝑛 different predictions, and 𝑦 are the measured values. 
In terms of residuals this is:             RMSE =  √
∑ (e)2ni=1
n
                                                            (28) 
Another statistical measure, the coefficient of determination (𝑅2), quantifies how close the data 
are to the fitted regression, [36], and calculated as the square of the correlation between predicted 
output and measured values (hence always in the range from 0 to 1 with values closer to 1 indicates 
better fitting of the model to the data).  It is defined as    𝑅2 = 1 − 
𝑆𝑆𝐸
𝑇𝑆𝑆
 ; where SSE is the sum 
of squared errors and TSS is the total sum of squares.  
MODELS RMSE 𝑹𝟐 MAE PREDICTION 
SPEED 
TRAINING 
TIME 
REMARKS 
GP SECov 55.017 0.9899 39.77 ~26000 
obs/sec 
45.502 sec Strong smoothness, 
faster 
GP Matern 3/2 54.834 0.9900 40.468 ~16000 
obs/sec 
59.332 sec Poor smoothness 
GP Matern 5/2 54.956 0.9900 39.682 ~17000 
obs/sec 
56.332 sec Less smooth compared to 
SECov 
GP Rational 
quadratic 
55.016 0.9899 39.77 ~20000 
obs/sec 
143.57 sec Strong smoothness, 
slower 
       Table 4: Statistical measure of each GP model based on covariance function  
9. Conclusion and Discussion 
Accurate estimation of WT output power, which is based on the power curve, is vital for wind 
farm feasibility assessments because the estimated energy output is a critical factor in cost analysis.  
When using GP models, the suitability of the covariance function is key to accurate power curve 
fitting. 
The covariance between and two given data points measures the degree to which the points are 
related. The selection and composition of covariance functions is a non-trivial task in GP 
modelling. In GP regression, both basis functions and their prior distribution are simultaneously 
described by choice of the covariance function. Despite having limitations such as in dealing with 
the whole of training data to perform estimation, [12], GP modelling is still considered as a highly 
effective modelling approach. 
In this paper, an in-depth analysis of stationary covariance functions has been undertaken for the 
GP based power curve fitting. The results show that GP fitted power curve models based on 
rational quadratic covariance functions perform almost as well as the most commonly used SECov 
functions, but its prediction speed and time to train the model is slower, whereas GP models based 
on SECov have superior performance as shown in Table 4.  In short, both covariance functions 
work pretty well in identifying a well fitted smooth function.  The rational quadratic covariance 
function can be used instead of SECov for GP modelling if the data sets are not large and there is 
no limitation on training time and prediction speed. In contrast, the Matern 5/2 covariance function 
should only be used with caution, GP models based on Matern 3/2 perform poorly and are not 
recommended for wind turbine power curve modelling. 
Future work involves using these concepts to identify a range of wind turbines failures. 
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