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ABSTRACT
Knowing the effects of physical parameters underlying the behavior of plasmas is use-
ful when designing or investigating associated high velocity systems. We use a kinetic
model given by the Vlasov-Poisson equations to consider global linear and gradient-based
active subspace models that calculate sensitivity metrics related to the phenomena of Landau
damping and the two-stream instability. Since analytic results are difficult or impossible to
obtain for this system, we use a particle-in-cell method to numerically compute quantities
of interest for which the sensitivity metrics can be calculated. In particular, we consider
three equilibrium distributions that include Maxwellian and Lorentzian velocity distributions
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Knowledge of the effects of parameter values on solutions to differential equations allows
for informed decisions to be made in physical applications. Numerical sensitivity analysis is
one way of calculating these effects when analytic solutions may not be found.
1.1 Plasma
A plasma is a partially or completely ionized gas. Plasmas typically have particles den-
sities high enough that each particle has an effect on multiple nearby particles. The radius
at which a particle affects other particles in is known as the Debye length. Additionally,
electrostatic interactions are generally more important than collisions.
Collisionless plasmas play a role in fields from lasers to nuclear reactors. Repeated testing
of these methods to ensure safety and efficacy is not always possible, so mathematical models
of plasma behavior must be used to investigate dynamics. Specifically, studies of the effect
of modifying certain physical parameters can be costly or unsafe to perform experimentally.
1.2 Modeling Methodologies
Plasmas are typically simulated in one of three ways: using classical mechanics, a contin-
uum model, or a kinetic model. Classical models use Coulomb’s law to calculate the applied
force of every particle on every other particle, and computationally they are equivalent to
solving the charged N -body problem. Plasmas with numbers of particles on the order of
1024 are not uncommon, and so classical models tend to be computationally infeasible. Con-
tinuum models combine fluid dynamics with classical mechanics. Although they use this
combination to decrease the complexity of the model, some behavior is ignored under these
assumptions. Specifically, Landau damping does not occur in continuum models. Kinetic or
statistical methods use a distribution function to describe the locations of the particles. This
1
includes the main interesting behavior that is ignored in continuum models while smooth-
ing out unimportant behavior to decrease from the complexity typical of classical models.
Our main interest is in investigating the results of one kinetic model, the Vlasov-Poisson
equations, and determining the importance of physical parameters used in the model.
1.3 Sensitivity Analysis
The effect of parameter values on various quantities is important when investigating
plasmas or designing plasma-based systems. Additionally, since parameter values can be
difficult to experimentally calculate, it is important to determine how the quantities of
interest change using analytic or numerical methods. Global sensitivity analysis provides
a way to numerically calculate the relative impacts of parameters on certain qualities of
interest.
The main quantities of interest are the maximum of the electric field over time, the kinetic
and potential energies, and the growth or damping rates in situations that include them. We
specifically consider the growth and damping rates in the Landau and two-stream instability
cases, respectively, as they provide the most overall information about the behavior of the
systems.
1.4 Vlasov-Poisson System
The nonrelativistic, electrostatic Vlasov equation in one-dimension arises from the colli-
sionless Boltzmann equation [1],
d
dt
f(t,X(t), P (t)) = 0 (1.1)
where t is time, X(t) is a parameterized position, and P is the parameterized momentum
which is related to the parameterized velocity, V (t), by P = mV with m being the mass of
a particle. The collisionless Boltzmann equation states that the amount of charge does not
change along trajectories; that is, the distribution of particles may move in space but the
charge and energies in the system are conserved. This becomes, converting the parametric
2


















































Here, the quantities q and m are physical parameters; t is the temporal variable; x and v are
spatial and velocity variables; and f(t, x, v) and E(t, x) are functions.
The electric field is generated by the charge in the plasma, and modeled using Poisson’s
equation, where ρ(t, x) is the charge density, φ(t, x) is the electric potential, and ǫ0 is a



















Additionally, the charge density is given by




f(t, x, v)dv − ρ0 (1.9)
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f(0, x, v)dvdx. (1.10)
Plasmas typically do not consist of only one species of particle, so multiple species of
particles can be used in the Vlasov-Poisson system. The set of particle species containing J
elements is considered to be indexed by j, and each species has associated charge qj, mass mj
and distribution fj(t, x, v). Including these multiple species of particles and combining the
Vlasov and Poisson equations in (1.5) and (1.7), respectively, gives the system of equations
∂
∂t
fj(t, x, v) + v
∂
∂x























fj(t, x, v)dv. (1.12)
Typical boundary conditions for this system are periodic:







E(t, 0) = 0, (1.15)







































E(t, 0) = E(t, L) = 0. (1.17)
1.5 Summary of Chapters
In Chapter 2, we will discuss the particle-in-cell method used to calculate numerical
results. Chapters 3 and 4 will provide an introduction to Landau damping and two-stream
instability, respectively, and discuss how numerical results compare to analytical expectations
and previous results. Chapter 5 provides an introduction to global sensitivity metrics and
details two methods for determining relative parameter importance. Chapter 6 details the




PARTICLE-IN-CELL METHODS FOR PARTIAL DIFFERENTIAL EQUATIONS
Traditional methods for finding numerical approximations to the Vlasov-Poisson equation
usually require a high degree of computational insensitivity. The spatial and temporal steps
must be chosen quite small to maintain stability and ensure the proper amount of accuracy
necessary in applications. Since global sensitivity metrics require many function evaluations,
traditional methods are unwieldy and we would prefer an alternative. A particle-in-cell (PIC)
method provides one such reasonably fast and accurate alternative [2, 3].
Figure 2.1: The computational cycle for a particle-in-cell method.
PIC methods provide a numerical approximation to a kinetic model of plasma physics.
They are used to update and track the trajectories of “superparticles” over time. They use
a semi-Lagrangian methodology to allow particles to move freely, but constrain fields to a
discrete grid. The main behavior of the method is illustrated in Figure 2.1. In the case
of the Vlasov-Poisson equations, PIC methods use the underlying particle-field interactions
to approximate the distribution function by a discrete number of superparticles. The field
6
values can then be calculated at gridpoints, and since total charge is not changed along
trajectories, the superparticles trajectories can then be updated from the field interactions.

















































ρ(t, x) = q
∫
f(t, x, v)dv − ρ0,








φ(t, x+ L) = φ(t, x),
f(t, x+ L, v) = f(t, x, v),
E(t, 0) = E(t, L) = 0
f(0, x, v) = f0(x, v)
0 ≤ t,
x ∈ [0, L],
v ∈ R
(2.1)
where f0(x, v) is an initial distribution function.
The method increments temporally in ∆t with spatial steps n∆t, n = 0, ..., N − 1. The
fields are considered on a grid of M + 1 gridpoints located at m∆x for m = 0, 1, ...,M with
spatial step size ∆x = L
M+1
. The K superparticles indexed by k = 1, ..., K are considered
along trajectories with position xnk and velocity v
n
k where
xnk = xk(n∆t), v
n
k = vk(n∆t). (2.2)
The charges on the particles, q, are interpolated to the grid points m∆x to calculate ρnm ≈
ρ(m∆x, n∆t). Given ρnm, finite difference methods are used to calculate the electric potential,
φnm ≈ φ(n∆t,m∆x) and then the electric field, Enm ≈ E(n∆t,m∆x). The electric field is
weighted back to the particle positions, giving Enk ≈ E(n∆t, xnk). Finally, the force on each
particle is calculated, the velocity is updated and used to update the position, and then the
cycle repeats.





f(t, x, v)dv (2.3)
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Figure 2.2: Particle weighting







[0,∆x], m = 0,
[∆x(m− 1),∆x(m+ 1)], m = 1, ...,M − 1
[∆x(M − 1), L], m = M.
(2.4)
With these, it is then possible to sum over the particles in the interval around each gridpoint













































, m = 1, ...,M − 1.
(2.5)
This is illustrated on one side in Figure 2.2. This is a first-order weighting, where the charge
at each gridpoint is calculated linearly based upon the distance from the closest particles to
the gridpoint.
Once the charge density is computed at the gridpoints, the electric field can be calculated.











This is typically performed using the discrete Fourier transform, a finite element method, or
a finite difference method. The finite difference method we employ uses the implicit method
φnm−1 − 2φnm + φnm+1
∆x2
= −ρnm, m = 1, ...,M − 1. (2.8)
Since the electric potential is necessarily periodic from the boundary conditions, it is the case
that φn0 = φ
n
M . However, the electric potential is only useful in calculating it’s derivative, so
the endpoints of the potential can be assumed to be any value for use in calculating E and
the simplest choice is
φn0 = 0 = φ
n
M . (2.9)












is used to approximate the electric field.
Once the electric field is known at the grid points, it is necessary to interpolate it back
to the particles. This uses the same first-order weighting used in the charge weighting but















, m = 0, ...,M − 1 (2.13)
The electric field generates a force on the particles, and is then used to advance positions













































k = 1, ..., K,
n = 1, ..., N − 1. (2.15)
Figure 2.3: Illustration of the leapfrog method.
To increase accuracy and include time-reversibility and energy conservation, we use the
leapfrog method instead of the forward difference method as displayed in Figure 2.3. Unlike




















k = 1, ...K,
n = 1, ..., N − 1. (2.16)
Since the boundary conditions are periodic, it is further necessary to wrap particles that







xn+1k + L, x
n+1
k < 0
xn+1k , 0 ≤ xn+1k ≤ L
xn+1k − L, L < xn+1k
(2.17)
Once the particles have been advanced in this way, the method increments to the next time




Waves in plasmas can undergo damping even in the absence of collisions when they reso-
nantly interact with trapped or free particles, i.e. when the velocity of a particle approaches
the wave phase velocity or group velocity. This was first studied by Landau in 1946 and it
was proven to exist for the nonlinear Vlasov-Poisson system by Cédric Villani in 2008 [4].
3.1 Physical Basis
Within the phenomenon of Landau damping, energy is exchanged between an electro-
magnetic wave and particles in the plasma that have velocity close to the phase velocity of
the wave. Typically the distribution of particle velocities can be taken to be a Maxwellian
distribution function. If the slope of this function is negative (as it is in Landau damping),
there are more particles with velocities smaller than the wave phase velocity than there are
with greater velocities, and so the wave loses energy as it increases the velocity of those
particles. Since the wave is losing energy to the particles, the potential energy in the system
decreases. This comes from the total energy contained in the electric field decreasing over
time. Eventually, the system transfers enough energy from the wave to the particles and the
damping period ends.
3.2 Mathematical Basis
In Landau damping, the electric field, E, becomes very small and the Vlasov equation,
∂tf + v∂xf + E∂vf = 0, (3.1)
is approximately the advection equation,
∂tf + v∂xf = 0. (3.2)
This is equivalent to
11
Figure 3.1: Typical end-time phase space behavior of Landau damping
d
ds
(f(s, x+ vs, v)) = 0 (3.3)
so that
f(t, x+ vt, v) = f(0, x, v). (3.4)
Therefore, the Vlasov equation in the Landau damping case gives rise to solutions traveling
along the straight-line trajectories
f(t, x, v) = f(0, x− vt, v). (3.5)
The x− v phase space, then, has the behavior shown in Figure 3.1.
3.3 Linear Example
Although general formulations for the damping rate have not been found, it is possible
to compute results for the damping rate in the linear case. Assuming that the charge
distribution has the form
f(t, x, v) = feq(v)(1 + δ(t, x, v)) (3.6)
where
12
δ(x, v, t) ∼ exp(ikx− iωt) (3.7)
with k = 2πn/L for integer n, it is possible to calculate the damping rate γ(k) and the fre-
quency ω(k) for certain velocity equilibria. For the Lorentzian equilibrium, the distribution







The plasma dispersion relation, as discussed in [4], is






v − ω/kdv (3.9)
and the value f ′eq(v) is given by






Substituting this into the dispersion relation gives, writing u = ω/k,







(v2 + 1)(v − u)dv. (3.11)
Evaluating this requires an application of Cauchy’s theorem, so assuming that u is in the
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(z + i)2(z − u) (3.14)
= lim
z→i
−2z2 + u(z − i)










Summing over the residues gives the dispersion function,

































The dispersion relation evaluated along the real number line is zero along all modes, so this
becomes
0 = k2(u+ i)2 − 1 (3.23)
or
1 = (ω + ik)2 = ω2 + 2ik − k2 (3.24)
so that
ω = ±1− ik. (3.25)
This means that there are not any discrete modes in the upper half plane for u, but continuing
into the lower half plane yields the Landau damping result with γ(k) = −k and |ωR(k)| = 1
for large times. This fits with previous results — equilibrium distributions that are not
monotonic in v2 have no discrete growing or damped modes. This means that in the linear
case, the damping rate depends purely on k with no dependence on other physical parameters
within the model.
3.4 Numerical Methodology — Lorentz Equilibrium
Unfortunately, the Lorentz equilibrium is difficult to simulate numerically, as the velocity
distribution decays like 1/v2 rather than exponentially as in the well-known Maxwellian
distribution. Due to this slow decay, the velocity distribution can be difficult to calculate
— truncating the velocity domain results in higher inaccuracies than it would for equilibria
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that decay more quickly. However, the linear results for the Lorentz equilibrium are known
and it provides a stronger test of the method’s behavior since it is more difficult to simulate
accurately [4].
The numerical method used for these results is the PIC method discussed earlier. In order
to simulate Landau damping, only the initial conditions need be changed. The superparticles
are placed uniformly in space at positions xp for p = 1, ..., K where K is the number of
particles, and then experience a perturbation such that
xp,0 = xp + A cos(kxp). (3.26)










(v − V0)2 + V 2t
. (3.28)
This is approximated by sampling from two independent standard normal distributions K
times and taking the ratio of the samples multiplied by the thermal velocity, Vt. The beam
velocity, V0 is then added to the result. This can be shown to be equivalent to sampling from
the Lorentz equilibrium with scaling factor Vt and median V0. To prevent velocity values
from being too high to reasonably simulate, values that lie outside of the computational
velocity grid, in this case [−5, 5], are resampled. This initialization preserves the physical
parameters, V0, Vt, A, and L. This creates the computational distribution shown in the
first image of Figure 3.2. This figure also shows that the end time behavior is qualitatively
correct — the familiar characteristic solutions are shown.
The computed damping rates and behavior of the electric field and energies also seem
reasonable. As shown in Figure 3.3 and Figure 3.4, there is a lengthy period of damping
with oscillations before the rate decreases. This is consistent with previous methods, and
with analytic results. As a note, the damping rate is, by convention, read as the difference
15
Figure 3.2: Phase spaces in the x− v plane for the Lorentz equilibrium
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Figure 3.3: Damping rates of electric field and energies for the Lorentz equilibrium
Figure 3.4: Damping of the second Fourier mode of the electric field for the Lorentz equilib-
rium
17
between peaks in the metric being used. Specifically the first two peaks are typically ignored
to remove any potential transients. The standard is to use a Fourier mode of the electric
field, but other metrics can be used. Also, the kinetic energy is not damped and in fact
dominates the total energy of the system as the damping occurs. Although the electric field
does not continue decaying as time goes to infinity, the exact analytic results are difficult
to approximate numerically. Specifically, particles become “trapped” near zero velocity and
spread out slowly, resulting in slower computational decay.
In the Lorentzian, there is some difficulty in computing the damping rate. The damping
rate between the second and third and third and fourth peaks varies based upon parameters
used. Because of this, accurate results for the damping rate can be difficult to calculate in
an automated manner.
3.5 Numerical Methodology — Maxwellian Equilibrium
Although the Lorentz equilibrium is useful to demonstrate that the method behaves cor-
rectly, there is a high degree of variation in the computed damping rates unless a large
number of particles are used. In applications that require a large number of function evalu-
ations, it is useful to utilize an efficient and inexpensive method. The Maxwellian velocity
distribution allows for this, as the velocity distribution decreases like e−v
2
rather than 1/v2.
This reduces many of the computational issues with the numerical methods, and allows for
a decrease in the number of superparticles.
The numerical method used for the Maxwellian-distributed Landau damping is equivalent












Hence, particle velocities can be approximated by sampling from a normal distribution with
mean V0 and standard deviation defined by the thermal velocity, VT . This sampling converges
to the Gaussian structure of the physical velocity distribution as the number of particles
increases. This initialization results in the method having parameter inputs VT , A, and L.
18
This gives the particle density shown in the first image in Figure 3.5. The time dynamics
show the expected initial transient period which is followed by a period of damping. As
t grows large the expected characteristics are displayed in the phase plane. This is the
expected qualitative behavior, and so the general method confirms previous behavior. This
also shows the faster decay in the velocity distribution, as the phase space results have a
tighter particle distribution.
Additionally, as shown in Figure 3.6 and Figure 3.7, the damping rates converge closely
to the expected values from previous results. Specifically, the norm of the electric field and
the second Fourier mode of the electric field, which are the two metrics most commonly used,
differ only marginally from the previous value. As a note, both the kinetic and total energy
are not damped — the damping is only on the electric field, which induces the potential
energy. The kinetic energy is not directly linked to this, and the kinetic energy dominates
the total energy. The damping rate is also, by convention, measured from the second to
third peak to ignore potential initial transients. The final time behavior is shown as well,
since after the damping period the electric field settles into regular oscillations with little
damping or growth due to particle trapping.
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Figure 3.5: Phase spaces in the x− v plane for the Maxwellian equilibrium
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Figure 3.6: Damping rates of electric field and energies




In addition to the damping phenomena, the reverse behavior can be studied as well — the
initially small perturbations in a plasma close to a spatially-homogeneous equilibrium can
be amplified. One such instability, known as the two-stream instability, can be understood
in a similar manner to Landau damping.
4.1 Physical Basis
The two-stream instability can be thought of as a similar physical behavior to the opposite
of Landau damping. The Maxwellian distribution of the particle velocities centered at the
wave velocity has a “bump” on its tail in the region where the slope is positive. This means
that the faster particles will give energy to the wave, and induce an exponential growth in
the electric field. Unlike in Landau damping, this growth is purely exponential and does not
oscillate in time. It does, however, have the same end time behavior after the growth has
ceased.
4.2 Mathematical Basis
The typical end-time phase space behavior of the two-stream instability is shown in
Figure 4.1. The mathematical intuition for the two-stream instability is less clear than in
Landau damping, but the general idea is relatively clear. In the two-stream instability, the
beams of particles approach each other and begin mixing — resulting in a greater electric
field arising from interaction between electrostatic waves and increasing particle velocities
with the the tail of the distribution Additionally, the kinetic energy decreases as the particle
beams move towards the center of the velocity space.
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Figure 4.1: Typical end-time phase space behavior for two-stream instability
4.3 Linear Example
The linear details for two-stream damping are more complicated than for Landau damp-






the plasma dispersion relation from [4] can be written as, with w = u/
√
2 and u = ω/k,
ǫ(k, z) = 1− 2
k2




















w − z dw. (4.4)
This can be shown to yield the dispersion function
ǫ(k, z) = 1− 2
k2
[
1− 2z2 + 2zZ(z)(1− z2)
]
(4.5)

















Numerical analysis of this shows that ω has a parabolic dependence in k. Additionally, this
means that again in the linear case, the growth rate is only determined by the value of k.
4.4 Numerical Methodology
The initialization of the two-stream instability differs in two major respects from that of
Landau damping. First, the velocity distribution is defined as two ion beams with velocities
±V0. Additionally, the particle positions are distributed uniformly, similarly as in the Landau
damping cases, and then perturbed according to the function
xp,0 = xp + A
L
K
sin (kxp) . (4.7)












The parameters for the two-stream instability are the same as for Landau damping, although
V0 controls the velocity position of each beam (and is positive) instead of the velocity position
of a single beam. The parameter Vt, specifically, fulfills the same role in controlling the
variance of the distribution of particle velocities — for the basic simulation, it is assumed to
be zero. As the variance goes to zero, the equilibrium distribution behaves like
feq(v) → δ(v − V0) + δ(v + V0) (4.9)
As shown in Figure 4.2, the phase space of the PIC method has two lines that come
together into the standard vortex, as expected. The growth rate results shown in Figure 4.3
and Figure 4.4 also match results of [4]. They also display the initial transient period as the
beams approach one another that leads into a linear period of growth before settling into a
higher value. During this period the kinetic and total energy decrease — since the beams
in the phase space coalesce, the velocities of the particles decrease and so kinetic energy
decreases until the vortex is fully formed.
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Figure 4.2: Phase spaces in the x− v plane for two-stream instability
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Figure 4.3: Damping rates of electric field and energies




Plasma simulations take several inputs and output several quantities of interest. These
simulations are used to study the relationship between input parameters and output vari-
ables. The field of uncertainty quantification aims to describe the change in quantities of
interest subject to variation in the parameters. Traditionally, this is done by through a
parameter study where the simulation is treated as a mapping between an input vector, p,
of parameters and a specific quantity of interest g(p). Unfortunately, thorough parameter
studies become infeasible as the dimension of p grows, particularly for simulations where
computing g(p) is expensive.
One way of combating this issue of dimensionality is to seek a lower-dimension parameter-
ization of g(p) that maintains the input/output nature of the simulation to enable otherwise
infeasible simulations. Methods for doing this include identifying the input parameters with
the least effect on the quantity of interest and fix them at some typical value or computing
the most important linear combinations of parameters. The identification of such parameters
is the domain of global sensitivity analysis. Several techniques, such as parameter correla-
tions [5], Sobol indices [6], active variable decompositions [7], and Morris screening [8] exist
that use repeated simulation runs to screen the importance of input parameters. See [9] for
a detailed description of each technique.
5.1 Active Subspaces
A generalized approach is to consider global sensitivity metrics that can be used to deter-
mine important linear combinations of the input parameters, p, in order to focus parameter
studies along the associated, most important, directions. These directions are known as
active subspaces of the high-dimensional space of inputs, and once they are identified they
can be exploited to allow for otherwise infeasible simulations to be computed. An active
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subspace, specifically, is a low-dimensional linear subspace of the set of parameters, in which
input perturbations along these directions alter the model’s predictions more, on average,
than perturbations which are orthogonal to the subspace [7]. They can allow for the construc-
tion of reduced-order models that greatly decrease the dimension of the parameter space,
and hence the time complexity of simulating the models repeatedly.
Assume that p ∈ P = [−1, 1]m is a vector of model inputs, where m is the positive integer
representing the number of inputs, and the space P is a normalized set of parameter values.
Specifically, we assume that independent inputs have been shifted and scaled so that they are
centered about the origin with unit variance. Additionally, assume that the input space has
some probability density function φ(p) that is strictly positive in the domain of the quantity of
interest and zero elsewhere and has also been normalized so that
∫
P
φ(p)dp = 1. The density
φ(p) represents the sets of potential parameter values and measures their variability. Also
assume that g : P → R is continuous, square-integrable with respect to φ, and is differentiable
with gradient vector ∇g ∈ Rm. Further more assume that ∇g is square-integrable with
respect to φ. The active subspace is then defined by the first n < m eigenvectors of the





Furthermore, this can be spectrally decomposed into
C = WΛW T (5.2)
where W represents the orthogonal matrix whose columns wk, k = 1, ...,m, are the orthonor-
mal eigenvectors of C and Λ is the diagonal matrix of eigenvalues of C, denoted λ1, ..., λm,
with elements assumed to be listed in descending order so that the associated eigenvectors
are listed within the same column as their eigenvalue. For any smooth g, the matrix C repre-
sents an average derivative functional which weights input values according to the density Ψ.
This shows that the eigenvalues λk measure the average change in g subject to perturbations






5.2 Method One — Global Linear Fitting
Prior to investigating these gradient-based methods, we will implement a global, gradient-
free method for computing linear parameter models. Method one, discussed in full in [7] as
Algorithm 1.3 is a method of approximating a quantity similar to the first column of W ,
w1. When the function mapping the parameters to the quantity of interest is linear, it
will be an approximation to w1, but in general the two quantities will be different. Since
the eigenvalues are listed in descending order, the weight vector associated with the first
eigenvalue has the most importance in the model. Typically the difference between the first
and successive eigenvalues is at least an order of magnitude for reasonable accuracy, but
unfortunately method one does not give any information about the eigenvalues. It does,
however, need very few function evaluations to compute the weight vector. A general outline
of the method is given as follows:
1. Draw N = αm independent samples, {pj}Nj=1, from the parameter space.
2. Compute the quantity of interest, gj = g(pj).
3. Calculate a least-squares fit of the data to compute coefficients c,b:
qj ≈ c+ bTpj, j = 1, ..., N (5.4)
4. Compute the normalization of the linear model,
ŵ ≈ b||b|| . (5.5)
The direction ŵ is then the most important direction of the parameters upon which the
quantity of interest varies. Here, N is defined to be the number of parameters multiplied by
some oversampling factor, α, typically chosen between 2 and 10.
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As mentioned earlier, the weight vector computed by this model differs from the active
subspace result when the quantity of interest is not linear in the parameters. method one
specifically creates a linear best fit of the parameters. This can be more useful then some
other algorithms that implement active subspace results for global sensitivity. Specifically,
when the quantity of interest is oscillatory and bounded in one parameter, certain gradient-
based active subspace algorithms will attach greater credence to that parameter than is
strictly necessary. Here, assuming a large enough bound on the parameter space, the oscil-
latory parameters will be largely ignored in favor of parameters that create greater variation
in the quantity of interest.
5.3 Method Two — Gradient-Based Active Subspaces
Method two, also as discussed in full in [7] as Algorithm 3.1, is a typically more precise
method of approximating the eigenvalues and eigenvectors of C. A concise outline of the
algorithm is as follows:
1. Draw N = αm logm samples {pj}Nj=1 independently according to a proscribed proba-
bility density Ψ.
2. For each parameter sample xj, approximate the gradient ∇pgj = ∇pg(pj) using finite
differences, i.e.
∂pig(pj) ≈






δ if i = k
0 if i 6= k
(5.7)
is a small vector perturbation from the “default” parameter values and δ is an arbi-
trarily small value.
3. Approximate the matrix C by
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4. Compute the eigendecomposition Ĉ = Ŵ Λ̂Ŵ T .
This final step is equivalent to computing the singular value decomposition of
1√
N
[∇pg1...∇pgN ] = Ŵ
√
Λ̂V̂ . (5.9)
Here, N = Ω(1/ǫ2) for a given function and number of parameters with ||Ĉ − C|| ≤ ǫ||C||.
Typically, N is suggested to be approximately αn logm where n is the number of parameters
desired to be considered and α is the oversampling factor. In the case where there are few




These global sensitivity metrics can be applied to the PIC method to determine how
parameters influence the damping and growth rates the most. Specifically, the change in
the growth or damping rate with respect to the parameters is what is calculated. Other
metrics could be considered, such as maximum or minimum value, but these typically will
be linked to the change in the values chosen. The change is also important — rapid changes
in the magnitude of the electric field could have large effects on the containing or surrounding
physical material, and it is important to be aware of how large such changes can be.
6.1 Landau Damping — Lorentzian Equilibrium
Figure 6.1: An illustration of the difficulties associated with automatic computation of the
damping rate in the Lorentzian case
The Lorentzian distribution has a clear formula for the damping in the linear case —
namely, the damping is given by the value −k. However, there are issues with global sensi-
tivity results for the Lorentzian. Since the particle velocities are sampled from the Lorentzian
distribution, there is variance in the calculated damping rate. Additionally, calculation of
the damping rate can be difficult — in Figure 6.1 the behavior of the metrics of the electric
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field for a specific parameter choice is shown. The first image shows that peaks are able to
form, depending on parameter values. Since the formation of these peaks is not instanta-
neous, there is a parameter regime in which automatic computation of the damping rate is
difficult. One way to get around this would be to consider the first two peaks of the metric
— but as shown in the second image, this can have an effect on the damping rate.
Figure 6.2: Method one results for the Lorentzian case of Landau damping
The second image in Figure 6.2 shows the sufficient summary plot of the results for
method one concerning the Lorentz distribution. These results were computed by calculat-
ing the average of 40 runs for each parameter value and taking the mean of the results. The
error bars represent two standard deviations for these means. The variance in solutions for
the Lorentz distribution is reasonable for small values of the computed weight vector, but
increases to unnatural results along the weight vector. Additionally, the damping rate com-
puted for high values of the weighting vector is so high as to be unrealistic — suggesting that
some of this variance may come from difficulty in automated computation of the damping
rate automatically. These issues imply that sensitivity results for the Lorentzian case may
require high computational complexity to find accurate damping rates (many more than 40
runs for each parameter value) and may require a calculation of the damping rate that is
less precise.
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6.2 Landau Damping — Maxwellian Equilibrium
It may be more useful to apply sensitivity metrics to the Maxwellian case, since there is
less dependence on initial particle placements and the behavior of the second Fourier mode
is nice enough that damping rate can always be computed automatically. Method one can
be computed for the Maxwellian using a similar process as in the Lorentzian — 40 trials are
run for each parameter value, and the mean is used as the damping rate. A similar algorithm
could be used for method two, but the computational complexity is very high since there is
an additional factor of 40 in the number of function evaluations required. Before computing
the results of method one, it is first useful to compute one at a time local sensitivity metrics
for the Maxwellian distribution.
Figure 6.3: One at a time local sensitivity metrics for Maxwellian Landau damping
The results in Figure 6.3 are calculated by taking the “baseline” values of parameters












Here the parameters L and Vt have the largest impact, and A has a smaller impact. The
damping rate is given by −k in the linear case, and since k = 2π
L
, it makes sense that
as L increases the damping rate decreases. However, the linear case does not predict the
importance of Vt and A. There is variance in the solutions for the Maxwellian velocity case,
and so quantitative results for these one at a time sensitivity metrics would require more
work, but only the qualitative behavior is important before computing results for method
one.
Figure 6.4: Method one results for Maxwellian Landau Damping
Results for method one are shown in Figure 6.4 for eight computed damping rates and 40
samples from the damping rate for each parameter weighting. The standard deviations shown
in the sufficient summary plot are quite small, meaning that these are good approximations
to the mean damping rate in this case. Additionally, these eight points are nearly collinear,
suggesting that the dependence is well given by this weighting. The weight vector calculated
by this method also fits with the level curves — L and Vt are the most important parameters,
A is still important, and V0 has the least effect. Additionally, as L has the largest impact on
the damping rate, the linear evaluation seems to fit with the results of method one. Method
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two for the Maxwellian case is difficult to perform computationally. It requires many more
runs than method one in order to provide accurate results, and so the computational time
necessary is infeasible.
6.3 Two-Stream Instability
Global sensitivity metrics can be applied to the two-stream instability case as well. Two-
stream instability simulations require a longer period of time before the growth is evident
than Landau damping does, so each function evaluation requires more time than either of
the Landau cases. It is also important to note that in general, since the baseline value of Vt
is zero and perturbations of Vt are small, the two-stream instability simulations have a much
smaller reliance on statistical values.
Figure 6.5: Level curves for the two-stream instability parameters
Again, it is first useful to compute level curves for each parameter before investigating















Results for these level curves are shown in Figure 6.5. Here L and V0 have large impacts on
the growth rate, while A seems to have no effect (note that the axis limits for A are very
small). The variance, Vt, seems to have little effect beyond adding variance to the solutions.
Figure 6.6: Method one results for two-stream instability
The results for method one are shown in Figure 6.6. Again, 40 trials are taken per
parameter choice and the mean is used as the growth rate. The error bars show two standard
deviations for this mean. The sufficient summary plot shows the behavior of the damping
rate as the weight vector varies. Method one predicts that L and V0 are almost equally
important, A is slightly more important than them, but that Vt is the most important. This
suggests that there may be a difficulty with either the sensitivity model or the particle-in-cell
method. Specifically, since the behavior of the velocity distribution changes as Vt goes to
zero from two Gaussian distributions to two delta functions, it is possible that slight changes
in Vt are being given more weight than they should. Since we are most interested in results
near Vt = 0, we resolve this issue by taking Vt = 0 and considering the effects of the other
three parameters.
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Figure 6.7: Method one results for the two-stream instability considered with Vt = 0
Results for the “tight-beam” two-stream instability, where Vt = 0, are shown in Fig-
ure 6.7. Since there is no variation, it is not necessary to take the expected value of multiple
trials and we can take the number of superparticles smaller to run more trials. Results in
this case fit well with linear results and the one-at-a-time sensitivity results. Specifically, k,
through L, and V0 are calculated to be the most influential parameters and A is calculated
to have some, but not much, effect on the growth rate. The result for L fits with the linear
result, and the effect of V0 makes sense from a physical perspective — as the two beams
increase in velocity distance from zero, more energy in the particles will be available for
transfer to the wave.
Method two results can also be calculated for the two stream instability case. Since it
would be difficult to do so with variance in the solutions, we assume the tight-beam instability
case with the baseline value of Vt = 0 for all computations and only calculate the nonlinear
dependence on A, L, and V0. This allows us to use fewer particles, which decreases the
amount of time spent in each function evaluation. Due to this, and to properly illustrate the
projections into each subspace, we can consider a high number of trials, namely N = 10, 000.
As shown in Figure 6.8, there is a spectral gap between the first and second and sec-
ond and third eigenvalues. This means that the first weight vector contains most of the
information about how the growth rate changes.
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Figure 6.8: Eigenvalues for method two results for two-stream instability
Figure 6.9: The active subspace in the two-stream instability
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The active subspace is shown in Figure 6.9 and the corresponding orthogonal subspaces
are shown in Figure 6.10. Additionally, a projection onto the first and the second directions
is shown in Figure 6.11. These show that meaningful change in the growth rate is mostly in
the direction of the first weight vector, although the nonactive subspaces do play a small role.
The method two results estimate that V0 has an important positive effect on the damping
rate, L has a roughly equivalent negative effect on the damping rate, and A has a small
negative effect on the damping rate. These results fit with the linear and one at a time
results. Since Vt is not considered in this, its effects on the system are not clear.
Figure 6.10: The nonactive subspaces in the two-stream instability
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The PIC method is useful in computing the importance of parameters numerically using
the global sensitivity metrics discussed herein. Although stochastic initial distributions im-
pose the need to perform additional simulations and use averaging methods, it is possible to
circumvent some of the difficulties and find meaningful results with limited computational
complexity. Additionally, for deterministic initial conditions, the method is able to very
quickly calculate quantities of interest.
However, the Lorentzian velocity distribution results were not conclusive due to large
tails, and lowering the variance in calculated damping rates would be difficult to do in a
reasonable amount of time. Also, difficulties arise in calculating the damping rate due to
the shape the various metrics of the electrical field formed. It may be the case that other
approximation schemes for partial differential equations, such as discontinuous Galerkin
methods, may be necessary to numerically approximate solutions to these distributions.
For the Maxwellian Landau damping and two-stream instability simulations, our methods
were able to produce results that increased our knowledge of how parameter effects impact
the damping or growth rate. We found that the thermal velocity has a large influence on
Landau damping even though this is not seen in the linear analysis, and the scaling of the
perturbation, A, has a small but not imperceptible impact. For the tight-beam two-stream
instability, we found that the importance of parameters was ordered in the following manner:
beam velocity, perturbation frequency (through the length of the spatial domain), and then
scaling factor of the perturbation. Again, the dependence on the beam velocity and scaling
factor were not found in the linear analysis.
Therefore, the particle-in-cell method provides a useful formulation for considering certain
initial distributions. It provides a faster alternative to previous methods that allows for
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multiple function evaluations to take place quickly and accurately. This allows for global
sensitivity metrics to be considered for systems where previously the numerical methods
were not fast enough to calculate the metrics.
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APPENDIX - CODE
These are representative samples of the code that was used to calculate both particle-in-
cell results and global sensitivity metrics.
A.1 Particle-in-Cell Method
The particle-in-cell method used for the Maxwell velocity equilibrium case of Landau
damping.
A.1 func t i on damprate = picLandau (p , DT, NT, NG, N)
A.2 % Computes behavior o f p a r t i c l e s us ing a pa r t i c l e−in−c e l l method given
parameters
A.3 % A = p(1) , the pe r turbat i on amplitude and mode
A.4 % L = p (2) , the s imu la t i on x both l ength
A.5 % VT = p(3) , the thermal v e l o c i t y
A.6 % V0 = p (4) , the beam v e l o c i t y
A.7 % DT i s the time step
A.8 % NT i s the number o f time s t ep s
A.9 % NG i s the number o f g r i d po in t s
A.10 % N i s the number o f p a r t i c l e s
A.11
A.12 % per turbat i on amplitude and mode
A.13 A=p (1) ; %must be l a r g e r than dx
A.14
A.15 % s imu la t i on box length
A.16 L=p (2) ;
A.17
A.18 % thermal v e l o c i t y
A.19 VT=p(3) ;
A.20
A.21 % beam v e l o c i t y
A.22 V0 = p (4) ;
A.23
A.24 % gr id spac ing
A.25 dx=L/NG; % need DT < dx
A.26 % e l e c t r o n charge to mass r a t i o
A.27 QM=1;
A.28 % per turbat i on mode
A.29 mode=1;
A.30 % computat ional p a r t i c l e charge
A.31 Q=1/(QM∗N/L) ;
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A.32 %background charge g iven by background ( not moving ) i on s
A.33 rho back=−Q∗N/L ;
A.34
A.35 % uniform p a r t i c l e d i s t r i b u t i o n in space
A.36 xp=l i n s p a c e (0 ,L−L/N,N) ’ ;
A.37 % Maxwellian v e l o c i t y
A.38 vp=VT∗ randn (N, 1 ) + V0 ;
A.39
A.40 % Perturbat ion in p a r t i c l e p o s i t i o n s
A.41 xp=xp + A∗ cos (2∗ pi ∗xp/L∗mode) ;
A.42
A.43 % aux i l i a r y ve c t o r s and matr i ce s
A.44 p=1:N; p=[p p ] ;
A.45 un=ones (NG−1 ,1) ;
A.46 Poisson=spd iags ( [ un −2∗un un ] , [−1 0 1 ] ,NG−1,NG−1) ;
A.47
A.48 % h i s t o r y ve c t o r s aand matr i ce s
A.49 histSpectrum = [ ] ;
A.50
A.51 f o r i t =1:NT
A.52
A.53 % update p a r t i c l e p o s i t i o n xp
A.54 xp=xp+vp∗DT;
A.55 % apply the boundary cond i t i on s
A.56 out=(xp<0) ; xp ( out )=xp ( out )+L ;
A.57 out=(xp>=L) ; xp ( out )=xp ( out )−L ;
A.58
A.59 % i n t e r p o l a t i o n from p a r t i c l e to g r id
A.60 g1=f l o o r ( xp/dx− .5)+1;
A.61 g=[g1 ; g1+1] ;
A.62 f r a z 1=1−abs ( xp/dx−g1+.5) ;
A.63 f r a z =[ f r a z 1 ;1− f r a z 1 ] ;
A.64 out=(g<1) ; g ( out )=g ( out )+NG;
A.65 out=(g>NG) ; g ( out )=g ( out )−NG;
A.66 mat=spar s e (p , g , f raz ,N,NG) ;
A.67 % ca l c u l a t e the charge dens i ty
A.68 rho=f u l l ( (Q/dx ) ∗sum(mat) ) ’+ rho back ;
A.69
A.70 % ca l c u l a t e the e l e c t r o s t a t i c po t en t i a l ’
A.71 Phi=Poisson\(−rho ( 1 :NG−1)∗dxˆ2) ;
A.72 Phi=[Phi ; 0 ] ;
A.73
A.74 % ca l c u l a t e the e l e c t r i c f i e l d from the e l e c t r o s t a t i c p o t e n t i a l
A.75 Eg=([Phi (NG) ; Phi ( 1 :NG−1) ]− [ Phi ( 2 :NG) ; Phi (1 ) ] ) /(2∗dx ) ;
A.76




A.80 % take the Four i e r trans form o f the e l e c t r i c f i e l d on the g r id
A.81 NFFT = 2ˆnextpow2 ( l ength (Eg) ) ; % Next power o f 2 from length o f Eg
A.82 Y = f f t (Eg ,NFFT) / length (Eg) ;




A.87 time = l i n s p a c e (0 ,NT∗DT,NT) ;
A.88
A.89 % Find damping ra t e f o r Spec t r a l norm




A.2 Method One with Averaging
The method one code used for the Maxwell velocity equilibrium case of Landau damping.
A.1 %Global Linear Model − Active subspaces
A.2 c l e a r
A.3 parent = cd ( cd ( ’ . . ’ ) ) ;
A.4 addpath ( parent )
A.5 %I n i t i a l i z e a lgor i thm parameters
A.6 N = 8 ; %Number o f samples
A.7 a = 40 ; %Number o f t r i a l s per sample
A.8 m = 4 ; %Number o f parameters
A.9 dampTrials = ze ro s (N, a ) ; %Output o f i n t e r e s t (Damping ra t e )
A.10 damp = ze ro s (N, 1) ;
A.11 X = ze ro s (N,m) ; %Matrix o f random parameter samples
A.12
A.13 %Set upper and lower bounds f o r parameters
A.14 s e t v a l s = [ 0 . 5 ; 4∗ pi ; 1 ; 0 ] ;
A.15 bound = 0 . 0 5 ;
A.16 x l = (1−bound ) ∗ s e t v a l s ; % Lower bound f o r parameter va lue s
A.17 xu = (1+bound ) ∗ s e t v a l s ; % Upper bound f o r parameter va lue s
A.18 x l ( end ) = −0.1;
A.19 xu ( end ) = 0 . 1 ;
A.20
A.21 DT = 0 . 0 2 5 ;
A.22 NT = 10/DT;
A.23 NG = 128 ;
A.24 NP = 1e6 ;
A.25
A.26 f o r i i = 1 :N
A.27 i i
A.28 %Randomly sample parameters with in acceptab l e ranges
A.29 xdraw = 2∗ rand (m, 1 ) − 1 ;
A.30 params = 1/2∗( d iag ( xu − x l ) ∗xdraw + (xu + x l ) ) ;
A.31 X( i i , : ) = xdraw ’ ;
A.32
A.33 %Numerical ly s o l v e VP us ing PIC method
A.34 f o r j j = 1 : a
A.35 dampTrials ( i i , j j ) = Landau . p i c ( params , DT, NT, NG, NP) ;
A.36 end
A.37 damp( i i ) = mean( dampTrials ( i i , : ) ) ;
A.38 end
A.39 %%
A.40 %Calcu la t e weights
A.41 A = [ ones (N, 1 ) , X ] ;
A.42 w = A\damp ;
A.43 w = w( 2 : end ) ;
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A.44 w = (1/norm(w) ) ∗w;
A.45
A.46 %Create p l o t o f weight vec to r
A.47 f i g = f i g u r e (1 ) ;
A.48 p l o t ( 1 :m,w, ’ .−b ’ , ’ MarkerSize ’ , 30) ;
A.49 t i t l e ( [ ’ Global Linear Fi t (N = ’ i n t 2 s t r (N) ’ ) ’ ] , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ,
’ Font s i z e ’ ,18 , ’ FontWeight ’ , ’ bold ’ )
A.50 x l ab e l ( ’ Parameter ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ Font s i z e ’ , 14)
A.51 y l ab e l ( ’Weight ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ Font s i z e ’ , 14)
A.52 ylim ( [ −1 ,1 ] )
A.53 xlim ( [ 0 ,m+1])
A.54 s e t ( f i g , ’ PaperUnits ’ , ’ i n che s ’ , ’ PaperSize ’ , [ 1 0 8 ] )
A.55 ax = gca ;
A.56 ax . XTick = [ 1 , 2 , 3 , 4 ] ;
A.57 ax . XTickLabel = { ’A ’ , ’L ’ , ’ V t ’ , ’V 0 ’ } ;
A.58 hgexport ( f i g , [ ’ Global Linear 40 WV ’ i n t 2 s t r (N) ’ . pdf ’ ] , hgexport ( ’
f a c t o r y s t y l e ’ ) , ’ Format ’ , ’ pdf ’ ) ;
A.59 c l e a r f i g ;
A.60
A.61 %Su f f i c i e n t summary p lo t
A.62 f i g 2 = f i g u r e (2 ) ;
A.63 e r r o rba r (X∗w,damp,2∗ std ( dampTrials ’ ) / sq r t (40) , ’ k . ’ ) ;
A.64 p = p o l y f i t (X∗w, damp , 1) ;
A.65 hold on ;
A.66 g = l i n s p a c e (−2 , 2 , 100) ;
A.67 p l o t ( g , g∗p (1) + p (2) ) ;
A.68 hold o f f ;
A.69 t i t l e ( [ ’ S u f f i c i e n t Summary Plot (N = ’ i n t 2 s t r (N) ’ ) ’ ] , ’ I n t e r p r e t e r ’ , ’
l a t e x ’ , ’ Fonts i z e ’ ,16 , ’ FontWeight ’ , ’ bold ’ , ’ Po s i t i on ’ , [− .15 1130 0 ] )
A.70 x l ab e l ( ’$wˆT x j $ ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize ’ , 14)
A.71 y l ab e l ( ’Damping Rate ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize ’ , 14)
A.72 s e t ( get ( gca , ’ T i t l e ’ ) , ’ Units ’ , ’ Normalized ’ , ’ Po s i t i on ’ , [ . 4 5 , 1 ] )
A.73 xlim ( [ −2 ,2 ] )
A.74 maxdamp = max(damp) ;
A.75 mindamp = min (damp) ;
A.76 ylim ( [ 0 . 9 ∗mindamp , 1 . 1 ∗maxdamp ] )
A.77 %ax i s square ;
A.78 g r id on ;
A.79 s e t ( f i g2 , ’ PaperUnits ’ , ’ i n che s ’ , ’ PaperSize ’ , [ 1 0 8 ] )
A.80 hgexport ( f i g2 , [ ’ Global Linear 40 SSP ’ i n t 2 s t r (N) ’ . pdf ’ ] , hgexport ( ’
f a c t o r y s t y l e ’ ) , ’ Format ’ , ’ pdf ’ ) ;
A.81 c l e a r f i g 2 ;
A.82
A.83 save ( [ ’ t r i a l ’ i n t 2 s t r (N) ’ data40 .mat ’ ] )
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A.3 Method Two
The method two code used for the tight-beam case of the two-stream instability.
A.1 c l e a r
A.2 parent = cd ( cd ( ’ . . ’ ) ) ;
A.3 addpath ( parent )
A.4
A.5 %I n i t i a l i z e a lgor i thm parameters
A.6 N = 100 ; %Number o f samples f o r each time step
A.7 h = 1e−6; %F in i t e d i f f e r e n c e s tep s i z e
A.8 t r i a l = 1 ; %Tr i a l number c ( used when sav ing f i g u r e s )
A.9
A.10 %Pre−a l l o c a t e memory
A.11 damp = ze ro s (N, 1 ) ; %Output o f i n t e r e s t (Damping Rate )
A.12 Nparams = 4 ;
A.13 dampplus = ze ro s (Nparams , 1 ) ; %Perturbed output o f i n t e r e s t
A.14 graddamp = ze ro s (Nparams ,N, 1 ) ; %Gradient o f output o f i n t e r e s t
A.15 Xs = ze ro s (N, Nparams ) ; %To save the normal ized paramters
A.16 w = ze ro s (Nparams , 1 ) ; %Weight ve c t o r s
A.17 eva lue s = ze ro s (Nparams , 1 ) ; %Eigenva lues o f the C matrix
A.18 d i f f = 0 ; %D i f f e r e n c e s in l a r g e s t and sma l l e s t element o f
gradq
A.19 I = eye (Nparams ) ;
A.20
A.21 %Set upper and lower bounds f o r parameters
A.22 s e t v a l s = [ 1 ; 2∗ pi / 3 . 0 6 ; 0 ; 0 . 2 ] ;
A.23 bound = 0 . 0 5 ;
A.24 x l = (1−bound ) ∗ s e t v a l s ; % Lower bound f o r parameter va lue s
A.25 xu = (1+bound ) ∗ s e t v a l s ; % Upper bound f o r parameter va lue s
A.26 x l (3 ) = −0.001;
A.27 xu (3 ) = 0 . 0 0 1 ;
A.28
A.29 DT = 0 . 0 0 5 ;
A.30 NT = 20/DT+1;
A.31 NG = 128 ;
A.32 NP = 1e5 ;
A.33
A.34 %Run s imu la t i on
A.35 f o r j j = 1 :N
A.36 j j
A.37 %Randomly sample parameters with in acceptab l e ranges
A.38 Xs( j j , : ) = 2∗ rand (1 ,Nparams ) − 1 ;
A.39 params = 1/2∗( d iag ( xu − x l ) ∗Xs( j j , : ) ’ + (xu + x l ) ) ;
A.40
A.41 %Numerical ly s o l v e system o f ODEs
A.42 damp( j j ) = TwoStream . p i c ( params , DT, NT, NG, NP) ;
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A.43
A.44 f o r kk = 1 :Nparams
A.45 %Numerical ly s o l v e perturbed system o f ODEs
A.46 xplus = Xs( j j , : ) ’ + h∗ I ( : , kk ) ;
A.47 paramsplus = 1/2∗( d iag ( xu − x l ) ∗ xplus + (xu + x l ) ) ;
A.48 dampplus ( kk ) = TwoStream . p i c ( paramsplus , DT, NT, NG, NP) ;
A.49 end
A.50
A.51 %Calcu la t e the g r ad i en t s us ing f i n i t e d i f f e r e n c e s
A.52 graddamp ( : , j j ) = ( dampplus − damp( j j ) ) /h ;
A.53 end
A.54
A.55 %Compute the weights , e i genva lue s , and p l o t r e s u l t s
A.56 c l o s e a l l
A.57 %%
A.58 %Compute the s i n gu l a r va lue decompos it ion o f C
A.59 [U, S ,V] = svd (1/ sq r t (N) ∗graddamp ) ;
A.60 w = U( : , 1 ) ;
A.61 w2 = U( : , 2 ) ;
A.62 w3 = U( : , 3 ) ;
A.63 w4 = U( : , 4 ) ;
A.64 %Compute the e i g enva lu e s o f C
A.65 eva lue s = diag (S . ˆ 2 ) ;
A.66
A.67 %Plot the e i g enva lu e s o f C on a log p l o t
A.68 f i g = f i g u r e ;
A.69 semi logy ( 1 : Nparams , eva lues , ’ .−b ’ , ’ MarkerSize ’ , 30)
A.70 t i t l e ( [ ’ E igenva lues o f C, (N = ’ i n t 2 s t r (N) ’ ) ’ ] , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ,
’ Font s i z e ’ ,16 , ’ FontWeight ’ , ’ bold ’ , ’ Po s i t i on ’ , [ 1 2 . 5 180 0 ] )
A.71 xlim ( [ 0 , Nparams+1])
A.72 s e t ( get ( gca , ’ T i t l e ’ ) , ’ Units ’ , ’ Normalized ’ , ’ Po s i t i on ’ , [ . 4 5 , 1 . 0 4 ] )
A.73 s e t ( f i g , ’ PaperUnits ’ , ’ i n che s ’ , ’ PaperSize ’ , [ 1 0 8 ] )
A.74 hgexport ( f i g , [ ’ Evalues ’ i n t 2 s t r ( t r i a l ) ’ . pdf ’ ] , hgexport ( ’ f a c t o r y s t y l e
’ ) , ’ Format ’ , ’ pdf ’ ) ;
A.75 c l e a r f i g ;
A.76
A.77 f o r i = 1 : Nparams
A.78 %Plot the weight vec to r
A.79 f i g 2 = f i g u r e ;
A.80 p l o t ( 1 : Nparams ,U( : , i ) , ’ .−b ’ , ’ MarkerSize ’ , 30)
A.81 t i t l e ( [ ’Weight Vector ’ i n t 2 s t r ( i ) ’ (N = ’ i n t 2 s t r (N) ’ ) ’ ] , ’
I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ Font s i z e ’ ,16 , ’ FontWeight ’ , ’ bold ’ , ’ Po s i t i on
’ , [ 1 2 . 5 1 .05 0 ] )
A.82 x l ab e l ( ’ Parameters ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ Font s i z e ’ , 14)
A.83 y l ab e l ( ’ Parameter Weights ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ Font s i z e ’ , 14)
A.84 s e t ( get ( gca , ’ T i t l e ’ ) , ’ Units ’ , ’ Normalized ’ , ’ Po s i t i on ’ , [ . 4 5 , 1 . 0 4 ] )
A.85 xlim ( [ 0 , Nparams+1])
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A.86 ylim ( [ −1 ,1 ] )
A.87 s e t ( f i g2 , ’ PaperUnits ’ , ’ i n che s ’ , ’ PaperSize ’ , [ 1 0 8 ] )
A.88 hgexport ( f i g2 , [ ’WV’ i n t 2 s t r ( t r i a l ) ’ ’ i n t 2 s t r ( i ) ’ . pdf ’ ] ,
hgexport ( ’ f a c t o r y s t y l e ’ ) , ’ Format ’ , ’ pdf ’ ) ;
A.89 c l e a r f i g 2 ;
A.90
A.91 %Su f f i c i e n t summary p lo t
A.92 f i g 3 = f i g u r e ;
A.93 p l o t (Xs∗U( : , i ) ,damp , ’ ko ’ ) ;
A.94 t i t l e ( [ ’ S u f f i c i e n t Summary Plot ’ i n t 2 s t r ( i ) ’ (N = ’ i n t 2 s t r (N) ’ )
’ ] , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ Font s i z e ’ ,16 , ’ FontWeight ’ , ’ bold ’ , ’
Po s i t i on ’ , [− .15 1130 0 ] )
A.95 x l ab e l ( [ ’$wˆT ’ i n t 2 s t r ( i ) ’ x j $ ’ ] , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize
’ , 14)
A.96 y l ab e l ( ’Damping Rate ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize ’ , 14)
A.97 s e t ( get ( gca , ’ T i t l e ’ ) , ’ Units ’ , ’ Normalized ’ , ’ Po s i t i on ’ , [ . 4 5 , 1 . 0 4 ] )
A.98 xlim ( [ −2 ,2 ] )
A.99 maxdamp = max(damp) ;
A.100 %ylim ( [ 0 , 1 . 1 ∗maxdamp ] )
A.101 ax i s square ;
A.102 g r id on ;
A.103 hgexport ( f i g3 , [ ’ SS ’ i n t 2 s t r ( t r i a l ) ’ ’ i n t 2 s t r ( i ) ’ . pdf ’ ] ,
hgexport ( ’ f a c t o r y s t y l e ’ ) , ’ Format ’ , ’ pdf ’ ) ;
A.104 c l e a r f i g 3 ;
A.105 end
A.106
A.107 f i g 4 = f i g u r e ( ) ;
A.108 colormap j e t
A.109 s c a t t e r (Xs∗w, Xs∗w2 , 5 , damp , ’ f i l l e d ’ )
A.110 t i t l e ( [ ’ Heat map o f f i r s t two weight v e c t o r s (N = ’ i n t 2 s t r (N) ’ ) ’ ] , ’
I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ Font s i z e ’ ,16 , ’ FontWeight ’ , ’ bold ’ )
A.111 x l ab e l ( ’ $w 1ˆT x j $ ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize ’ , 14)
A.112 y l ab e l ( ’ $w 2ˆT x j $ ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize ’ , 14)
A.113 s e t ( gca , ’ Color ’ , ’ b lack ’ )
A.114 s e t ( gca , ’ XColor ’ , [ 0 . 6 , 0 . 6 , 0 . 6 ] )
A.115 s e t ( gca , ’ YColor ’ , [ 0 . 6 , 0 . 6 , 0 . 6 ] )
A.116 xlim ( [ −2 ,2 ] )
A.117 ylim ( [ −2 ,2 ] )
A.118 ax i s square ;
A.119 g r id on ;
A.120 hgexport ( f i g4 , [ ’HeatMap ’ i n t 2 s t r ( t r i a l ) ’ . pdf ’ ] , hgexport ( ’
f a c t o r y s t y l e ’ ) , ’ Format ’ , ’ pdf ’ ) ;
A.121 c l e a r f i g 4 ;
A.122 e v a l u e r a t i o = ( eva lue s (1 ) − eva lue s ( 2 : end ) ) / eva lue s (1 )
A.123
A.124 %% Save the t r i a l data
A.125 save ( [ ’ t r i a l ’ i n t 2 s t r ( t r i a l ) ’ 5data . mat ’ ] )
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A.4 Damping Rate Calculations for the Landau case
The code used to calculate damping rates for Landau damping.
A.1 func t i on [ Epeaks , Tpeaks , damprate ] = energyPeaksLandau ( histEnergy ,
time )
A.2 % Compute c r i t i c a l po in t s and damping ra t e o f e n e r g i e s
A.3 lnE = log ( h i stEnergy ) ;
A.4 lnE big = [ lnE (1) , lnE , lnE ( end ) ] ;
A.5 peaks = f i nd ( d i f f ( lnE big ( 1 : end−1) ) > 0 & d i f f ( lnE big ( 2 : end ) ) <
0) ;
A.6 Epeaks = lnE ( peaks ) ;
A.7 Tpeaks = time ( peaks ) ;
A.8 damprate = −(Epeaks (4 ) − Epeaks (3 ) ) /(Tpeaks (4 ) − Tpeaks (3 ) ) ;
A.9 end
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