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Abstract 
Numerous advanced driver assistance systems (ADAS) are gaining popularity even in the mid to low end segment cars. Vision 
based technologies assisted by the use of cameras cater to a lot of these ADAS systems. These systems enhance the safety of the 
driver, passenger and pedestrians on the road. In a typical image taken from an on-board camera of a car, it is the road region that 
occupies most of the pixels. Therefore, an approach for detecting and eliminating road regions from an optical image is proposed 
which in turn speeds up computations for further object/ROI detection. Our proposed road detection algorithm works in two 
stages: i) vanishing point detection; and ii) road region identification. Experimental results show that this approach performs 
better with real-road images of varying texture, colour and shapes. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the Second International Symposium on Computer Vision and the 
Internet (VisionNet’15). 
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1. Introduction 
Road safety has gained lot of importance with the advent of new driver assistance technologies. A plethora of 
advanced driver assistance systems (ADAS) are starting to focus on techniques to enhance the safety of driver, 
passenger and pedestrian on the road. Detection of road region in a scene has a vital role in enhancing the safety as it 
usually helps to get a better understanding of the scene. Since the road region occupies most of the pixels in the 
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lower portion of an image, it is imperative to develop techniques to remove the road region, there by speeding up 
computations for further object/ROI detection. Road region in an image can be well paved (structured. e.g., urban 
area roads) or without proper boundaries and markings (unstructured. e.g., rural area roads). The task of developing 
an adaptive algorithm to detect road region from a single image is challenging, since the algorithm must take care of 
various types and shapes of road.   
Many researchers have proposed several methods for detecting the road area from an image taken from an on-
board camera of a car. These methods can be broadly classified into algorithms for detecting structured roads and 
algorithms for unstructured road detection. In the case of structured roads with well-painted lane markings and clear 
edges (i.e., curbs), intensity plays a crucial role in detection. Templates that are deformable
1
, geometry models
2, 3
, 
information of colour distribution
4, 5
 etc. have been utilized for the detection of structured roads. Colour cue
6
, Spline 
model
2, 7
 and Hough transform
8
 etc. are used for localization and extraction of road borders. In addition to this, 
stereovision
9
, radar
10 
and laser
11
 techniques have also been used for performing road region detection. All these 
methods perform well when there is significant difference in colours between the road and the surroundings. 
However, these methods work poorly on unstructured roads, having different types of terrain covers (soil, grass, etc.) 
with unpredictable weather and lighting conditions
12
. 
In the case of unstructured roads, the combination of Adaboost-based region segmentation and geometric 
projection based road boundary detection
13
 proposed by Alon et al identifies the “drivable” area. However, it 
requires huge training for the classifier, which is time consuming. Optic flow based techniques
14, 15
 perform an 
adaptive road region segmentation, but it works poorly on chaotic road conditions when the optic flow estimation is 
not so robust. The SCARF system
16 
uses a set of Gaussian colour models to differentiate between the off-road and 
road with lane marking and degraded surfaces. Another method proposed by Gao et al17 detects unstructured road by 
learning features of road portion from the HSV colour representation. These colour based methods may fail in 
scenarios where there is very small difference between the intensity distributions of off-road and road region in a 
scene. In such cases, the property that seems to be suitable for defining road region is texture. Therefore several 
approaches
18, 19
 have tried to identify “drivable” image portion with the texture cue. Many researchers have 
considered information about the vanishing point which is obtained from the texture cue, as a powerful constraint for 
road detection
20, 21
.  In general, the texture orientation associated with the road pixels such as the tire mark left by 
previous vehicle and the banding pattern of ruts share a common vanishing point
21
. Based on this fact, Rasmussen et 
al.
 19
 have proposed an algorithm which first calculates the dominant orientations of the pixel’s texture flow and then 
vote for the vanishing point. Kong et al22, 23 have  proposed the idea of adaptive soft voting scheme based on local 
voting regions using voters with high confidence,  which prevents favouring points that are high in the image thereby 
reduce the error in vanishing point estimation. This method works well for ill-structured roads. The major drawback 
of this method is the shape of the road region not preserved.  The road region detected by this method is always in   
triangular shape. As a result, the chances for false positives are high especially in roads with curves and roads with 
relatively small width. Most of the road portion is not covered when the edges of the roads in the scene are not 
converging. Moreover, the computational time taken by the vanishing point estimation is high as the algorithm 
makes use of the Gabor filters in 36 orientations for estimating the dominant orientation of each pixel. In order to 
speed up the vanishing point calculation Peyman Moghadam et al 24 proposed a method that makes use of Gabor 
filters in exactly four orientations (viz., 0
0
, 45
0
, 90
0
, 135
0
). Even though, this method speeds up the computation, it 
affects the accuracy of vanishing point calculation. Moreover, this method only aims in speeding up the vanishing 
point computation. It follows the same road boundary detection method proposed by Kong et al22, 23. So the draw 
backs of Kong’s method still persist.  
The method proposed in this paper uses vanishing point estimation for road detection.  Vanishing point estimation 
is based on the locally adaptive soft voting scheme proposed by Kong et al22, 23. The novelty of this approach is that 
it selects the a-priori road model and a-priori off-road model based on the detected vanishing point and colour 
distribution of pixels. The method then identifies the road pixels in a scene by calculating its likelihood to be in the 
a-priori selected road model and a-priori selected off road model. If a pixel’s likelihood to be in road model is 
greater than its likelihood to be in off-road model, that pixel is marked as road pixel. The road region segmentation 
technique used in the proposed method is entirely different from the state of the art method proposed by Kong et.al
22, 
23
. In the state of the art method,
 
the most dominant edges of road region are identified using the detected vanishing 
point and orientation and colour information of the pixels.  Henceforth, the method considers all the pixels in 
4   Neethu John et al. /  Procedia Computer Science  58 ( 2015 )  2 – 9 
between the detected edges as part of the road region. However, the method presented in this paper makes use of the 
vanishing point information as well as the intensity information in order to calculate the likelihood of each pixel to 
be in road region and off-road region. The pixels with more likelihood to be in road region than the off-road region 
are marked as road pixels. The major advantage of the proposed method is that, it can perform better with variety of 
road types and road shapes. In addition, this method does not require the difficult task of training a classifier. 
Experimental results show that this approach can provide better segmentation of “drivable” road region in an image 
taken from the on-board camera of a car even in the presence of  objects like vehicles, pedestrians etc. on the road 
area.   
The rest of this paper is organized as follows. Overview of the proposed method is given in Section 2. A brief 
description of the vanishing point detection method proposed by Kong et al22, 23 is included in Section 3. Section 4 is 
a detailed description of the new road region identification method followed by outlier removal techniques. Road 
region identification is based on the detected vanishing point and the colour distribution of pixels. The experimental 
results and analysis are given in Section 5. The conclusion and future work of the method are presented in Section 6. 
2. Overview of the proposed method 
Proposed road detection method has two stages. In the first step a set of Gabor filters is used for finding the 
texture orientation associated with each pixel. By making use of this orientation information vanishing point is 
estimated.  In the second stage, the a-priori road region and off-road region are selected based on the detected 
vanishing point and color distribution information of each pixel in the image. Then for each pixel below the 
vanishing line, its likelihood to be part of the a-priori selected road region and off-road region is calculated. Those 
pixels with more likelihood to be in road region compared to off-road region are marked as pixels that belong to 
road region. Finally, some outlier removal techniques such as incorporating edge information and blob detection are 
applied to enhance the resultant segmentation. Outline of the proposed method is shown in Fig. 1. (a). Fig. 1. (b) 
shows corresponding output in each stages for an input image of size 180

240. 
 
 
 
 
 
 
 
 
 
Fig. 1. (a) Overview of the proposed system; (b) output corresponding to each stage for a given input image. 
3. Brief description of the vanishing point detection algorithm 
Vanishing Point is the point at which the edges of the road converge in the image plane. Since vanishing point 
(VP) is independent of illumination, VP detection serves as robust geometric information for road detection. In order 
to estimate the vanishing point, this implementation uses the locally adaptive soft voting scheme proposed in
22, 23
. 
The method proposed in this paper first calculates the texture orientation ( , )x y for every pixel ( , )p x y by the 
convolution of the grey scale version of input image I  and a Gabor kernel  ,   as follows: 
, ,I     	                                                                                                                                                     (1) 
where  is the radial frequency/scale and 

is the orientation. The size and scale of the kernel are defined as 
follows: 
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10*size pi                                                                                                                                                   (2) 
||log( )|| 52 width 
                                                                                                                                                    (3) 
Here width is the width of the input image. The texture orientation at pixel ( , )p x y  is chosen as the orientation
( , )x y  that maximizes the filter response. After having estimated the texture orientation at each pixel a confidence 
value is assigned to each of this estimated orientation using the equation (4). 
5 15
1
( ( ),...... ( ))
( ) 1
( )
Average r z r zConf z
r z
 

                                                                                                            (4) 
Here 1 36( ) ( )r z r z   is the ordered value of filter responses in the 18 orientations considered. The pixels that 
belong to the top 90% portion of the image are selected as vanishing point candidates.  For each vanishing point 
candidate, V , a local voting region VR  is defined as the intersection of a half disk belowV , centred at V  with the 
input image. Only those pixels within VR  whose confidence is greater than 0.3 can vote forV . The vote for a 
candidate V is given as: 
2
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Where P is the pixel within VR whose orientation confidence is greater than 0.3. ( , )d P V and  are defined as 
follows: 
( , )
( , )
( ( ))
distance P Vd P V
len diag I
                                                                                                                                    (6) 
(( , ), ( ))P V P                                                                                                                                               (7)         
       Candidate with highest voting score is selected as the vanishing point. (For detailed algorithm see Kong et.al, 
2010). 
4. Proposed method for road region identification  
The proposed road region identification is accomplished in three steps. The algorithm first performs selection of 
a-priori road and non-road regions, followed by a road region identification using the colour information in six 
colour channels. Thereafter, the outliers are removed to get the accurate road region. 
4.1. Selecting a- priori road and non-road regions 
The basic assumption used in the selection of a-priori road and non-road region from an image acquired from the 
on-board camera of a vehicle, is that pixels in the lower middle portion (patch of size 60

30) always come in the 
road portion. From the input image, three sub-images are selected to model the a-priori road region. Similarly, two 
sub-images are selected to model a-priori off-road region. Fig. 2. shows the a-priori model selection from an image.  
The a-priori road model selection is based on Bhattacharyya distance, which is defined as: 
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1
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
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                                                                                                        (8) 
Where iH and PH  corresponds to histogram of patch i and p  of size 30  30 in 6 colour channels: R, G, B, H, S, 
V. Patch ݅ is a 30

30 sized patch from lower left portion or lower right portion of the image and patch p is a 30

30 
sized patch from lower middle portion of the image.  k is the no of bins, which is considered to be 12. The algorithm 
used for selecting a-priori road-region and a-priori off-road region is explained in Table 1. 
Table 1. Algorithm for selecting a-priori road region and off-road region. 
Input: Input image I of size 180

240, Vanishing point coordinates VPx and VPy. 
Output: Image with three priori selected road region and two priori selected off- road region. 
Assign 
PatchL=RGB and HSV value(I(last 30 rows, first 30 columns))  
PatchM=RGB and HSV value(I(last 30 rows, middle 30 columns))  
PatchR=RGB and HSV value(I(last 30 rows, last 30 columns))  
a=DBhattacharyya (PatchL, PatchM) with number of bins k=12. 
b= DBhattacharyya (PatchR, PatchM) with number of bins k=12. 
c=absolute value (a-b). 
Third_Road_Region=Triangle(I((VPy, VPx), (180,120-29), (180,120+30)))  
First_Off-road_Region=I (row VPy-25 to VPy+20, column 1 to 60). 
Second_Off-road_Region=I (row VPy-25 to VPy+20, column 240-59 to 240). 
 
if a > threshold1 and b > threshold1 and c < threshold2 
First_Road_Region=I (last 30 rows, first 120 columns). 
Second_Road_Region=I (last 30 rows, last 120 columns). 
Else 
First_Road_Region=I (last 30 rows, column 120-29 to 120). 
Second_Road_Region=I (last 30 rows, column 121 to120+30). 
End if    
 
 
Here, threshold1 and threshold2 are considered to be 0.3 and 0.2 respectively. Fig. 2. (a) demonstrates the 
selection of first two a-priori road regions from two different road images. Outline of selecting third a-priori road 
region and off-road region from an image of size 180

240 is shown in Fig. 2. (b). 
 
  
 
 
 
 
 
 
 
 
Fig. 2. (a) Selection of a-priori road regions; (b) Outline of selecting third a-priori road region and off-road regions in an image of size 180  240. 
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4.2. Color based road region identification 
Pixels that belong to the road region are identified in this stage. A priori road model can be viewed as a mixture 
containing three distributions, where each distribution corresponds to each of the selected a-priori road region.  
Similarly the a-priori off-road model can be viewed as a mixture containing two distributions as the model contain 
two a-priori selected off road region. The mean and standard deviation of the distribution are the mean and standard 
deviation of corresponding regions in six color channels: HSV and CIE Lab space. Starting from the left most end in 
the vanishing line, till the right most end of the image the likelihood of each pixel to be in road region and the 
likelihood to be in non-road region is calculated separately using equation (9). A pixel is marked as road if its 
likelihood to a-priori road model is greater than its likelihood to a-priori off-road model. 
1 1
( ) ( ), 1
m m
i i i
i i
p x w p x where w
 
 
 
                                                                                                                                               (9) 
( ) ( , )ip x N x                                                                                                                                                                              (10) 
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
                                                                                                                             (11)  
 In equation (9) ( )p x  is the likelihood of pixel x  to be in a given model.  For each pixel x  its likelihood to be in 
a-priori road model and a-priori off-road model is calculated. i  corresponds to 
thi distribution in a model. iw  
corresponds to the weight assigned to the 
thi distribution in the mixture and it is defined as the ratio of number of 
pixels in the 
thi  region to the total number of pixels in the model.  The likelihood of a pixel to be in road region is 
defined as the sum of the probability of that pixel to be in each of the three distributions corresponding to the three 
selected regions in the a-priori road model.  Similarly, the likelihood of a pixel to be in non-road region is defined as 
the sum of the probability of that pixel to be in each of the two distributions corresponding to the two selected 
regions in the a-priori non road model.  ( )ip x   is the probability of pixel x  to be in i .  In the equation of ( )ip x  ,
 and 

are the mean and covariance matrix of 
thi  region in 6 color channels: HSV and CIE Lab.  
4.3. Outlier removal 
In order to detect the road region accurately from an image after identifying the road pixels based on the 
likelihood estimation, any outliers that exist needs to be removed. The first step in outlier removal is incorporating 
the edge information to the output of likelihood estimation. Using canny edge detector, edge information is taken 
from the non-overlapping colour channel among the six colour channels of the a-priori selected road regions. The 
output image of likelihood estimation incorporated with edge detail is then given for blob detection. Blobs having 
small area are considered as outliers and are eliminated. 
5. Results and analysis 
The proposed algorithm has been implemented in MATLAB R2010b and tested on 192 road images of varying 
conditions. These images are taken from the web and also from the dataset used by Kong et.al
22, 23
. Visual 
comparison of the results of the proposed method with the Kong’s method is shown in Fig.3. From the first five 
examples of Fig.3, it is clear that the proposed method can perform proper segmentation of drivable road region 
even in the presence of obstacles like vehicle, pedestrian in the road area. 7
th
, 8
th
 and 9
th
 example of Fig.3 shows that 
this method can also handle scenarios like road regions with sharp turnings. Since the proposed method makes use 
of the color space information along with the vanishing point location information, it is robust to varying color, 
texture and illumination conditions of road region in an image as shown in the 6
th
 example of Fig.3. 
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Fig. 3. (a). source image. (b).result of Kong’s method. (c). result of the proposed algorithm. 
In order to evaluate the results, the precision estimation proposed in literature
25
 is used. The precision of road 
detection is given by: 
 
( ) ( ) ( )A A CPrecision num p num p num p                                                                                                   (12) 
The ground truth road region is labeled manually. Let the region A B  represent the ground truth road region 
and the region A C represent the detected road region in an image as shown in Fig. 4. (a). ( )Anum p , ( )Bnum p  and 
( )Cnum p in equation (12) corresponds to number of pixels in region A , B and C . They denote true positive (TPs), 
false negative (FNs) and false positive (FPs) respectively. According to the equation (12) precision value is close to 
1 when FPs (ie. ( )Cnum p ) are small. Fig. 4. (b).shows the graphical representation of the precision value obtained 
by applying equation (12) on the results shown in Fig. 3. (b) and Fig. 3. (c). From the representation in Fig. 4. (b), it 
is clear that the precision value obtained for the results of the proposed method is close to 1 and the false positives 
(FPs) are very less.  
 
 
 
 
 
   
Fig. 4. (a). Illustration of the precision calculation. (b).Comparison of proposed method with Kong’s method on the basis of precision value 
obtained for the 11 source images shown in Fig 3.a. 
6. Conclusion and future work 
In this paper, a novel approach for detecting road regions in an image acquired from the on-board camera of a 
vehicle is proposed. This method initially selects a-priori road model and a-priori off-road model based on the 
detected vanishing point and color distribution of pixels followed by identifying the road pixels in a scene based on 
the likelihood calculation. Experimental results show that, the proposed method can perform equally well with 
structured, unstructured roads and even in the case of roads with sharp turnings. However, the overall accuracy and 
9 Neethu John et al. /  Procedia Computer Science  58 ( 2015 )  2 – 9 
computational time of the algorithm is affected by the vanishing point detection. The future work is to identify a 
better vanishing point detection method to improve the efficiency and reduce the time complexity.  
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