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Abstract

Underwater robotic vehicles are used in a variety of environments that
would be dangerous for humans. For these vehicles to be successful,
they need to be tolerant of a variety of internal and external faults. To be
resilient to internal faults, the system must be capable of determining
the source of faulty behavior. However many different faults within a
robotic vehicle can create identical faulty behavior, which makes the
vehicles impossible to diagnose using conventional methods. I propose
a novel active diagnosis method for differentiating between faults that
would otherwise have identical behavior. I apply this method to a
communication system and a power distribution system in a robotic
vehicle and show that active diagnosis is successful in diagnosing partially
observable faults.
An example of an external fault is inter-robot communication in underwater robotics. The primary communication method for underwater
vehicles is acoustic communication which relies heavily on line-of-sight
tracking and range. This can cause severe packet loss between agents
when a vehicle is operating around obstacles. I propose novel path
planning methods for an Autonomous Underwater Vehicle (AUV) that
ferries messages between agents. I applied this method to a custom
underwater simulator and illustrate how it can be used to preserve at
least twice as many packets sent between agents than would be obtained
using conventional methods.

Keywords: active diagnosis, model-based diagnosis, acoustic communication, A*, path planning
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Introduction

Autonomous robots are being used in a variety of ways to survey and
explore locations which would be dangerous to humans. This is especially
true in underwater environments where even experienced divers can
be in danger when surveying environments such as oil rigs, dams, and
ship yards. For vehicles to operate in these dangerous environments
they need to be resilient to internal and external faults that may occur
during their missions. Failure to detect and address internal faults can
cause unexpected behavior in the vehicle or even the loss of the vehicle
all together. External faults can impede the vehicles ability to cooperate
with other vehicles, especially when communication fails. Much work
has been done to build systems that can account for a variety of faults, but
this task becomes more difficult as system complexity and operational
environment diversity increases.
The increasingly difficult tasks demanded of robotic vehicles also
require increasingly complex networks of components. These networks
are fault prone which can be dangerous to the robot and its surroundings.
For these vehicles to fully operate autonomously, they need some way of
handling faults within their network of components. A common solution
to this problem is model-based fault diagnosis (MBFD) which involves
comparing observed behavior of a system with a model that describes a
system’s nominal and faulty behavior in order to diagnose faults. MBFD
is often chosen over knowledge or data driven diagnosis approaches
because the model checking process used by MBFD can be performed
efficiently.1 However, MBFD relies on all faults in the system creating
different behaviors given the nominal system input. Systems where this
is not the case and different faults can create the same system behavior
are called partially observable systems.2
Some of the current methods for diagnosing partially observable
systems include the use of additional sensors in order to increase available
information. Another is the addition of system redundancies that can
minimize the effect of partially observable faults. However, adding
additional components can add additional weight to the system which
is often not feasible with underwater vehicles. In addition, adding
more sensors to the system can increase the complexity of the diagnosis
problem requiring more resources to find a solution.3 A method that
has been applied to diagnose partially observable systems more recently
is active diagnosis, which is the process of changing the input of a

1

1 E. Khalastchi et al., “On fault detection
and diagnosis in robotic systems,” 2018.

2 W. Wang et al., “An algorithm for calculating indistinguishable states and clusters
in finite-state automata with partially observable transitions,” 2007.

3 F. Zhao et al., “Distributed monitoring
of hybrid systems: A model-directed approach,” 2001.
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system in a way that changes the behavior of certain faults such that
they can be distinguished by a diagnosis engine. Active diagnosis has
been used successfully in many applications4 5 and has shown promise in
helping diagnose movement systems in underwater robotics.6 However,
developing such systems is difficult and active diagnosis is still an open
research area.7 There are still many systems within robotic vehicles that
can benefit from active diagnosis, such as communication systems and
power distribution systems which are often both partially observable.
Assuming all the internal systems of the robot are functioning properly, external faults can still cause underwater robotic vehicles to behave
abnormally. This is especially true for wireless communication between
underwater vehicles. Traditional terrestrial communications methods
use electromagnetic waves which are severely dampened underwater
and require very large antennas to communicate large distances. For
this reason, the primary mediums for underwater communication are
acoustic and optical. Optical communication methods, while attenuating
less than electromagnetic waves, suffer greatly in poor water conditions
and still only have a range of about 10 to 100m.8 The most commonly
used medium for wireless communication is acoustic waves, where,
depending on the acoustic modem, communication distances can vary
anywhere from one kilometer to hundreds of kilometers.9 However, this
method is not without it’s challenges. Modern acoustic modems can
only communicate at 100 bits per seconds which pales in comparison
to the mega bytes per second achieved by terrestrial communication
methods. Most common solutions only allow one device to communicate
on the underwater acoustic channel at a time further slowing down
communication between devices. Acoustic communication is also highly
dependent on line-of-sight meaning that moving modems can easily
lose communication with other devices.10 Additionally, even though
acoustic signals travel farther than optical and electromagnetic, they
are still dampened underwater and the likelihood of receiving a packet
of data through acoustic communication decreases significantly as distance increases. Combined, these problems can cause severe delays in
communication between robotic vehicles.
Some solutions to communication delays in networks include using
drones as message ferries that pass along communications from one end
of the network to the other.11 Similar methods have been applied to
underwater communications, but only to collect data from stationary
underwater sensors and not to communicate between moving agents.12
Meaning, if agents were to move out of line-of-sight with a collecting
agent, there would still be a delay in communication.
In this thesis I propose:
1. A novel active model-based fault diagnosis method that can diagnose partially observable serial networks within robotic vehicles,
2. A similar active fault diagnosis method that can diagnose partially
observable power distribution systems within robotic vehicles, and

4 M. Schmid et al., “Active model-based
fault diagnosis in reconfigurable battery
systems,” 2020.
5 E. Deosthale et al., “Discrete fault diagnosis of structurally reconfigurable systems,” 2021.
6 F. Liu et al., “Active fault localization of
actuators on torpedo-shaped autonomous
underwater vehicles,” 2021.
7 F. Liu et al., “Review on fault diagnosis
of unmanned underwater vehicles,” 2022.

8 H. Kaushal et al., “Underwater optical
wireless communication,” 2016.

9 J.-g. Huang et al., “Underwater acoustic
communication and the general performance evaluation criteria,” 2018.

10 J. Luo et al., “A survey of routing protocols for underwater wireless sensor networks,” 2021.

11 W. Zhao et al., “Controlling the mobility of multiple data transport ferries in a
delay-tolerant network,” 2005.
12 S. Yoon et al., “Aurp: An auv-aided underwater routing protocol for underwater
acoustic sensor networks,” 2012.
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3. Novel path planning methods for underwater message ferries that
optimizes the number of packets sent between agents.
For both fault diagnosis method, I will first explain why the system
is partially observable. I will then show how the system can be actively
diagnosed, describe what tests were done, and discuss how the results
of each test validate the active diagnosis method. I will also show
the effectiveness of using underwater ferries to pass acoustic messages
between agents and describe path planning algorithms that find the
ideal route for ferry agents that minimize the number of missed packets
between agents. Finally I will discuss how the combination of these
methods makes underwater robotic vehicles more tolerant to faults.

2

Related Work

2.1

Model-based Fault Diagnosis

MBFD has been studied extensively in the field of autonomous and
unmanned vehicles. One of the first MBFD methods was Livingstone13
B. C. Williams et al., “A model-based
which has been used on many of NASA’s early deep space missions and 13
approach to reactive self-configuring syshas been applied more recently to autonomous underwater vehicles.14 tems,” 1996.
Livingstone uses state machines to describe the nominal and faulty
14 R. Dearden et al., “Automated fault
behavior of a system using component based models. These models diagnosis for an autonomous underwater
are then used by an optimization based algorithm to find the state of vehicle,” 2013.
each component that has the highest probability of occurring. Another
implementation of MBFD is a ROS based system15 that uses only the
S. Zaman et al., “An integrated modelnominal behavior of components. When a fault is detected, it uses a 15
based diagnosis and repair architecture
hashing set algorithm16 to determine the smallest set of components for ROS-based robot systems,” 2013.
that, when considered faulty, explain a discrepancy between the systems
B. Peischl et al., “Model-based diagnominal and observed behavior. Systems that use Livingstone and 16
nosis or reasoning from first principles,”
hashing set algorithms work great in situations where the systems are 2003.
not partially observable or when the probabilities of faults occurring are
significantly different. However, difficulties arise when several different
faults within the system produce the same observed output and have
the same probability of occurring, as is the case in the serial set of
components shown in Fig 2.1 where a fault in any of the Rx or Tx lines
would stop communication between Computer 1 and Computer 2.
MBFD has also been used to diagnose the motion systems of robotic
vehicles17.18 While these systems are often effective at diagnosing and
recovering from faults, the methods used to achieve MBFD rely on the
motion of the vehicle being observable. The systems also rely on either
the motion of the vehicle being linear or the faulty behavior having a
probabilistic relationship to specific actuators. While the sensors used Figure 2.1: Example of a partially
to observe motion based fault behavior are common for viewing the observable three computer serial network.
external behavior of the vehicle, internal sensors are not as common. The
lack of internal sensors creates partially observable systems that make 17 M. Brandstotter et al., “Model-based
these methods of MBFD not suitable for internal faults. In addition, fault diagnosis and reconfiguration of
robot drives,” 2007.
not all movement models are linear or have probabilistic relationships
between components and faulty behavior. In the case of a traditional 18 A. Alessandri et al., “Fault detection of
torpedo-shaped underwater robotic vehicles, propulsion and rudder actuator faults in unmanned underwater
vehicles,” 1999.
malfunctions can create near identical faulty behavior in the movement
of the vehicle.19 In such a situation, the MBFD methods used in the 19 Liu et al., “Active Fault Localization
Actuators on Torpedo-Shaped Auprevious examples would only be able to determine a set of components of
tonomous Underwater Vehicles.”
4
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that could be the cause of the fault but not the specific component.

2.2

Active Model-based Diagnosis

Active model-based fault diagnosis (AMBFD), a subset of active diagnosis,
has been implemented very successively in systems where faults are less
observable and equally likely to occur. One such situation occurs in the
transmissions and hybrid systems of cars. A recent article describes a 10
speed transmission with a set of sensors which can only read from in
small sets at a time.20 The authors use AMBFD to determine the ideal
set of sensors to use to diagnose the transmission. Two more articles
present a hybrid battery where the same faulty behavior in the battery
can be caused by a variety of malfunctioning cells21.22 The authors use
AMBFD to determine which cells to turn on and off in order to diagnose
the battery. All of these articles describe instances when typical MBFD
would fail given that faults from different components within the system
would create identical behavior and have an equal likelihood of occurring.
Because of it’s ability to handle faults that traditional MBFD would fail
to diagnose, AMBFD has begun to be applied in robotic applications.
Recently it has been used to diagnose the actuators on torpedo-shaped
autonomous underwater vehicle.23 While this paper shows the benefits
of AMBFD on the motion system of a robotic vehicle, there are many
other aspects of robotic vehicles that suffer from partially observable
faults and would benefit from AMBFD

2.3

20 Deosthale et al., “Discrete Fault Diagnosis of Structurally Reconfigurable Systems.”
21 Schmid et al., “Active model-based
fault diagnosis in reconfigurable battery
systems.”
22 M. Schmid et al., “Structural analysis in
reconfigurable battery systems for active
fault diagnosis,” 2021.

23 Liu et al., “Active Fault Localization
of Actuators on Torpedo-Shaped Autonomous Underwater Vehicles.”

Underwater Acoustic Communication

Improving the functionality of a wireless network using autonomous
vehicles has been done in a variety of ways. For example, autonomous
vehicles have been used to create disruption tolerant networks24.25 This
method attempts to predict the movement of users within a network.
When it seems that users will move in a way in which the network may
be strained, autonomous vehicles on the ground and in the air, acting
as communication nodes, can be moved to locations that optimize the
bandwidth and delivery latency of the network. Adding these agents
was shown to decrease network disruptions.
Other works have considered situations where continuous communication between two network nodes may not be possible due to distance,
radio power, and node mobility. Such situations may not happen in
daily life, but are common in battlefields, disaster recovery scenarios,
and wide area surveillance. One proposed method for communication
in these environments involves using an autonomous vehicle to collect
data from separated nodes and delivering that data to some end user.26
This method, referred to as message ferrying, solves a traveling salesman problem over stationary agents by optimizing message delay and
bandwidth to improve communication between separated nodes. Work
has also been done to make message ferrying reactive to the needs of a
network27 as well as to optimize the location of several ferries within a

24 B. Burns et al., “Autonomous enhancement of disruption tolerant networks,”
2006.
25 B. Burns et al., “Mora routing and capacity building in disruption-tolerant networks,” 2008.

26 W. Zhao et al., “Message ferrying:
Proactive routing in highly-partitioned
wireless ad hoc networks,” 2003.
27 W. Zhao et al., “A message ferrying approach for data delivery in sparse mobile
ad hoc networks,” 2004.
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network.28 These methods have been shown to improve the data delivery
rate in networks where communication would be impossible otherwise.
Underwater environments also struggle from loss of data delivery
due to distance, power limitations, and need of line-of-sight. For this
reason, many works have built upon terrestrial message ferrying methods
to improve underwater communication. Some of these works consider
transferring data from sensors placed along underwater pipelines. Traditional methods of transferring data from these sensors to the surface
involve sending data from one node to the next until the end of the
pipeline is reached and data can be transmitted to the surface. This
communication method can easily break if even one of the nodes malfunctions. One method for dealing with this problem is to deploy Autnomous
Underwater Vehicles(AUVs) as relay nodes to locations along a pipeline
where a node has malfunctioned.29 Another method is to send AUVs
along the pipeline to collect data from each sensor as opposed to sending
data from one sensor to another30 31 . This can be done with either one
AUV or using several AUVs that work together. Both using AUVs to
repair communication along a pipeline and using them as data collectors
improve the reliability of communication from sensor nodes to the surface. However, these methods rely heavily on the position of each node
being known and that the locations of each agent are in line.
Other works have considered a situation where, instead of underwater
sensor nodes being placed in a line, they are spread out in all directions
on the sea floor. Similar to the pipeline scenario, there are also two
strategies when dealing with this problem. One is to use AUVs to collect
data from a few “gateway nodes”, which collect and store data from
other surrounding sensors, and drop off the data at a sink node that is
connected to the surface.32 The second method is to only collect data
from sensors using AUVs and optimize the path of the AUV such that it
collects data from as many nodes as possible while limiting the length of
the path to visit all nodes.33 Both these methods have shown to improve
the communication reliability between sensors and the surface. But they
also rely heavily on each of the sensor nodes having a known location
and not moving.

28 Zhao et al., “Controlling the mobility of
multiple data transport ferries in a delaytolerant network.”

29 N. Mohamed et al., “A fault-tolerant
acoustic sensor network for monitoring
underwater
pipelines,” 2014.
30 I. Jawhar et al., “An efficient framework for autonomous underwater vehicle extended sensor networks for pipeline
monitoring,” 2013.
31 I. Jawhar et al., “An architecture for
using autonomous underwater vehicles in
wireless sensor networks for underwater
pipeline monitoring,” 2018.

32 Yoon et al., “AURP: An AUV-aided underwater routing protocol for underwater
acoustic sensor networks.”
33 K. Li et al., “Energy-constrained biobjective data muling in underwater wireless sensor networks,” 2010.

Diagnosis of Sequential Serial Communication
Links

3.1

3

Problem Formulation

Robotic systems are typically composed of large networks of sensors,
computers, and communication devices. When these devices are communicating, there are often inner devices that must pass on data for
successful communication between outer devices. One such network
can be seen in Fig 3.1. For data from either the Inertial Measurement
Unit(IMU), current monitor, or Doppler Velocity Logger(DVL) to be
received by the surface laptop, it must first pass through a number of
components. Failure of any one of these in between components can
create a loss of communication that looks the same regardless of which
device is faulty. Such situations create partially observable systems and
can cause instances where the system is undiagnosable34 and further
information is needed to obtain a diagnosis.35
When communication is lost between two devices, the only components that need to be considered for diagnosis are the components
in between the two communicating devices. As most robotic vehicles
don’t contain loops within their communication structures, this can
be done by diagnosing a series of devices like the network shown in
fig 3.2. In this example, computer 1 is connected to computer 4 through
three serial cables and two computers that pass through data. This
example can represent any two devices not communicating in the AUV
communication network. and will be used from here on to illustrate how

Figure 3.1: Communication model for an Autonomous Underwater Vehicle.

7

34 D. Wang et al., “State-based fault diagnosis of discrete-event systems with partially observable outputs,” 2020.
35 R. Reiter, “A theory of diagnosis from
first principles,” 1987.
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Figure 3.2: Model of a four computer serial network that will be used to illustrate
AMBFD.

AMBFD to diagnose communication faults in robotic vehicles.
I chose to use serial connections to represent the connections in the
AUV communication network because the model for a serial connection
between devices is more complex that that of an Ethernet, fiber, or I2C
connection. This is because serial connections can be faulty in three
different scenarios: Tx faulty, Rx faulty, or Tx and Rx faulty with each
scenario having it’s own set of observable behavior for the following
faults.
1. mismatched baud rates between serial connections,
2. attempting to send data to a communication port or network device
that the used serial line is not physically connected to, and
3. any combination of broken Tx and Rx lines.
In contrast, an Ethernet, fiber, or I2C connection only has one faulty state
because the connection either works in both directions or not at all. Thus,
a string of serial connections illustrates a worst case scenario in terms of
model complexity.
A serial line also acts as a good model for other connection types
because the faults seen in serial lines have comparable faults in other
types of communication. For example, a mismatched communication
port for a serial line could be compared to a wrong IP address for Ethernet
or incorrect bus address for I2C. All wired connections could experience
some type of cable damage that would compare to the broken Tx and Rx
lines. It might be noted that wireless connections within the vehicle and
to outward sources may have a more complicated model and may not
apply to the proposed AMBFD method. That being said, a majority of
the connections seen within the robotic vehicle itself will be wired and
can thus be compared to the shown serial network.
To illustrate the effectiveness of AMBFD, as described in the next few
chapters, I built a physical system of three computers shown in Fig 3.3.

Diagnosis of Sequential Serial Communication Links
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Figure 3.3: Model of a three computer serial network that will be used to illustrate
AMBFD.

In addition to the physical system, I have also simulated a system of
four serial connections to illustrate the expandability of our approach.
This system is shown in Fig 3.2 and has the same characteristics of the
three computer system where the diagnosis engine is connected to either
Computer 1 or Computer 4.

3.2

Active Model-based Diagnosis

In order to use Active Diagnosis to find faults in partially observable
systems, we must generate models that describe the ideal and faulty
behavior of a system given different system inputs and we need to
understand how to process these models. We will also need to specify
when and in what circumstances each input is sent to the system. In this
section I will first go over how models are built and processed using the
SPIN model checker. I will then discuss the flow of AMBFD followed by
a description of two models used for two different levels of observably.

3.2.1 Model Checking using SPIN
There are many model checkers that have been used in robotics in the past.
Two of the most popular include Livingstone36 and NuSMV.37 NuSMV
uses binary decision diagrams to model how a system transitions from
one state to another. This allows it to efficiently navigate large models. It
also has many other features that can be applied to increase the efficiency
of model checking. Both NuSMV and Livingstone are very efficient and
would work to implement our diagnosis engine. However, given that the
hierarchical representation of our models has kept the model size small
and neither livingstone nor NuSMV have not been updated in recent
years, I chose to use a different model checker called SPIN.
SPIN38 is an open source model checker that is very efficient at
verifying properties of concurrent systems modeled using the language
PROcess MEta LAnguage (Promela). For my implementation, I provide
SPIN with a model that represents connections in our system as a state

36 Williams et al., “A model-based approach to reactive self-configuring systems.”
37 A. Cimatti et al., “NuSMV 2: An opensource tool for symbolic model checking,”
Springer, 2002.

38 G. J. Holzmann, “The model checker
SPIN,” 1997.
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Figure 3.4: Active Model-based Fault Diagnosis flow diagram illustrating the steps given
in 3.2.2.

machine and includes nominal and faulty states. I translate the observed
system outputs to a linear temporal logic (LTL) formula and pass it
to SPIN as parameters of the connection model. This LTL formula is
negated when SPIN checks the model in order to locate a situation when
the negated formula violates the model description. For example, if
we used an LTL formula of the form Eventually(Observed behavior), Spin
would locate a state that violates the claim Never(Observed behavior) and
return the violation as a counter example.

3.2.2 Flow of AMBFD
Once we understand how the model checker will use models to return a
diagnosis, we can then discuss how the model checker is used in the flow
of AMBFD shown in Fig 3.4. First, a fault is detected in the traditional
behavior of the system, in our serial network example this would look
like a loss in data communication between computers. Or in the example
of the AUV, it could look like the DVL suddenly stopping reporting data
to the surface laptop. After this event occurs. The diagnosis engine sends
an input to the system. In the serial network this would be sending a
test message from Computer 1 to Computer 4 or in the AUV it would
be sending an Ethernet ping to the DVL. Data is then collected from the
system and sent to the model checker. The model checker determines
if the input is in a nominal or faulty state and the diagnosis engine
determines if further testing is needed. In the case that the system has
not yet found an explanation for the observed faulty behavior, the engine
will then change the input sent to the system (to sending a message from
computer 1 to computer 2 or testing connection to the fiber line), collect
data again and send it to the model checker. This process is repeated until
either a faulty component is found that explains the original abnormal
behavior or the set of possible inputs to the system is exhausted.
There are two different situations that must be considered when
designing the models for our serial network example. The first relies on

Diagnosis of Sequential Serial Communication Links
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the assumption that data is only seen from one side of the network. This
is the primary configuration of the network and is more realistic for the
physical system this represents because the components inside the AUV
are typically only seen from the surface computer as shown in Fig 3.1.
This scenario will be discussed more in detail in the next section.
The second scenario that must be considered when designing models
is if data can be seen from either end of the network, but not in the middle.
In the AUV example, this would look like having a direct connection to
the land computer as well as the switch, or in the serial network it would
be having an Ethernet connection to Computers 1 and 4. This second
scenario is less likely to exist by default and would need to be added to
the vehicle as a connection that could be made by an operator in order to
complete the diagnosis and will be discussed in detail in section 3.2.4.
In general, to design the models that describe the system behavior,
you need a high level model that describes the interaction between
connections as well as a low level model that describes the behavior of a
single connection. For one-way diagnosis I have defined the model in
such a way that the same model can be used for high level and low level
connections. This is done by assuming we can represent a set of devices Figure 3.5: Comparison the two sceas a single device as shown in Fig 3.5. The reasons why I can make that narios in which models were generated.
assumption will be explained in section 3.3.

3.2.3 One-way Diagnosis of a Serial Connection
All of the models used for AMBFD follow a similar basic format that
is shown in Fig 3.6. The model is split into multiple sections, one that
describes the ideal behavior of the system and one for each type of faulty
behavior. Each section describes how the system behaves given every
possible input to the system. The model checker then uses a fault variable
to transition between sections. If the fault is repairable, there will also be

Figure 3.6: Basic model format used to generate connection models.
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Figure 3.7: Model used to diagnose a serial connection with one-way communication.
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a repair variable that specifies whether or not the repair action has been
attempted.
The model for a one-way serial connection is shown in Fig 3.7.
The sections of this model are the Nominal, Baud Fault, and Comm/
Disconnection Fault. These sections describe the three types of behaviors
of the system and are described by a set of output variables. These
include C2Returned, C2Matched, C1Sent, C1BaudRep and C1CommRep.
C2Returned indicates that a response was received after one computer
has sent a message to another. C2Matched indicates that a test value was
returned successfully. C1Sent indicates that a message has been sent from
one computer to another and will be the same for every test. C1BaudRep
indicates that the baud rate on the sending computer has been repaired,
meaning that the serial baud rate was changed, and C1CommRep
indicates that the communication port on the sending computer was
repaired, meaning that the serial port on the sending computer was
changed. The remaining variables in the model, C1Sending, Repair, and
Fault, are variables that SPIN varies to transition through the model.
The difference between the Baud Fault and Comm/Disconnected
Fault sections of the model can be seen in the C2Returned variable. If
there was a mismatch of baud rates between the two devices, you would
expect the sending computer to receive a response when a message is
sent, but the received message would look like nonsense. Meaning for
this section the output should be C2Returned == True but C2Matched
== False. If a communication port was incorrectly defined or the cable
was disconnected, the sending computer would get no response at all,
making C2Returned and C2Matched both False. The ideal state would
then have C2Returned and C2Matched values of True as that shows the
ideal behavior for the devices.
Once the model is generated and written in a Promela file, the
diagnosis engine can then save each of the inputs as bools and record
them in an LTL formula. The LTL formula is saved in a one line text
document and for our example would look like the following.
Eventually ((C2Returned == input1) ∧
(C2Matched == input2) ∧
(C1BaudRep == input3) ∧
(C1CommRep == input4) ∧
(C1Sent == true))
This formula is then sent to SPIN along with the model. SPIN locates
a state within the model in which all variables in the LTL formula have
their corresponding value. SPIN then outputs a trace file which can be
interpreted to find the state of the system.

3.2.4 Two-way Diagnosis of a Serial Connection
Unlike for a one-way model, the high and low level models for this
scenario are different while still following the same format as the basic
model shown in Fig 3.6. A model for high-level two-way connections is
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Figure 3.8: High-level model used to diagnose a serial connection with two-way communication.
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Figure 3.9: Comparison of one-way and two-way low level models.

shown in Fig 3.8. The sections of this model are Nominal, Rx Fault, RT
Fault, and Tx & Rx Fault. Once again these sections illustrate the possible
observed behaviors of the system with their corresponding faults. The
outputs of this model include C1Received, C2Received, C1Sent, and
C2Sent. Because we have access to data from both computers, we are able
to send and receive data from both computers, meaning each computer
needs it’s own Received and Sent variables. The transition variables used
by SPIN for this model are C1Sending, C2Sending, and Fault.
The sections of this model correspond to the idea that either or both
of the cables in a serial line can be faulty. The faulty or ideal behavior
of each line is shown by the C1received and C2received variables. If
only one of the two variables is false then the system should only have
one faulty serial line, whereas if both variables are false then the model
would show that the system is in a Tx & Rx Fault state.
The low-level model for a two-way connection is shown in Fig 3.10.
The sections of this model are the same as for the one-way model:
Nominal, Baud Fault, and Comm/Disconnected Fault. The output
variables are DataSent, DataReceived, DataMatches, CommRep, and
BaudRep. The difference between the variables in this model and the
variables in the one-way model are that DataRecieved and DataMatches
are seen from the responding computer instead of being seen from the
sending computer. This is illustrated in Fig 3.9 where the data read from
each device is shown. The last significant difference between this model
and the one-way model is the results of repairing the comm port. In
the one-way model, if the communication port was repaired and there
was still no response from the responding computer, the model would
show that the connection was in an undiagnosable state. In the low-level
two-way model, if the comm port is repaired and DataRecieved is still
false, the model will instead show that the connection is in a Disconnected
state, meaning that the Tx or Rx line being diagnosed has been physically
disconnected from one of the two devices. This difference is because, in a
two-way connection, we have enough information to determine if a wire
is disconnected or not, whereas in a one-way connections there could
also be errors on the responding computer that can’t be seen or repaired.
The variables in the high and low level models for a two way connection are encoded in an LTL formula in the same way that was done for a
one-way connection. The same steps are then followed for sending the
LTL formula and model to SPIN and reading the system state from the
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Figure 3.10: Low-level model used to diagnose a single serial line with two-way communication.
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generated trace file.

3.3

Diagnosis of a Partially Observable Serial Network

With the models defined we can now use them to actively diagnose the
network of serial devices. To determine the order in which connections
are diagnosed, I split the network into individual components and saved
them to an ordered list. If you wanted to diagnose the connection from
the surface laptop to the raspberry pi in the AUV model in Fig 3.1 the list
would look like
[Surface Computer, Fiber Interface, Fiber Interface, Ethernet Switch,
Raspberry Pi]
For the three computer serial network the list would look like
[C1, C2, C3]
and the four computer serial network would look like
[C1, C2, C3, C4]
The diagnosis engine then traversed through the list starting from
the left and testing connections between neighboring devices in order to
determine which connection was faulty.
For each connection between devices in the list, the diagnosis engine
used the one-way model to diagnose the connection assuming there
was only an Ethernet connection to Computer 1. If running the model
through Spin returned that the connection was nominal, the diagnosis
engine then moved to the next connection in the list. If Spin returned
that the connection was faulty, the diagnosis engine would attempt to
repair the connection. If the connection was verified, the engine would
continue through the components in the list. If the connection between
a device and the following device in the list was faulty and repairing
the connection was unsuccessful, the diagnosis engine would return the
state of faulty connection: baud fault, comm fault, or unknown fault.
For most systems, this would be the end of the diagnosis process.
However, for serial connections, more faulty states can be determined if
an additional connection is possible to the other side of the network. In
the three computer model in Fig 3.3, this is represented as a dotted line
connecting the diagnosis engine to Computer 3.
This optional connection to another point in the system is not common
but is possible. For example, in the communication network for the AUV
the I built, there is an optional Ethernet connection that can be made, as
shown in Fig 3.11. Because there is a possibility that such a connection
could be made, I also considered diagnosis in a situation when data is
available from both ends of a network.
If an optional connection is available and the diagnosis engine reached
a connection in the ordered list that is an unknown state, diagnosis could
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Figure 3.11: Model of AUV communication network with optional Ethernet connection
to Ethernet switch.

be continued by making the connection to Computer 3 in the three
computer model (or Computer 4 in the four computer model) and then
diagnosing connections between devices starting from the right of the
list. The diagnosis engine would then use the one-way model to verify
each connection until the either original faulty connection is reached or
another faulty connection is reached. If the original faulty connection is
reached, the diagnosis engine will then use the two two-way models to
diagnose the connection and attempt to repair it if possible. If repair is
still not possible, it would then return that the connection is in either a
baud fault, Tx disconnected, Rx disconnected, or Tx and Rx disconnected
state. These Tx and Rx disconnected states are only possible to diagnose
given that data from both computer 1 and computer 4 is available.

3.4

Results
Fault State
Nominal
C1Rx
C1TxRx
C1Tx
C2Tx
C2TxRx
C2Rx
C1RxC2Tx
C1 baud
C1 COMM
C3 baud
C3 COMM
Average

Correct
X
X
X
X
X
X
X
X
X
X
X
X

Diagnosis Time (s)
2.08
3.95
5.38
3.89
3.34
4.84
3.28
2.59
5.69
2.78
7.87
4.76
4.20

MC Calls
3
6
8
6
5
7
5
4
9
4
12
7
6.33

Table 3.1: Results of using AMBFD to
diagnose a three computer serial network on a real world system. X’s indicate a correct diagnosis was achieved,
MC calls referes to the number of
times the model checker was run to
obtain that diagnosis
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Figure 3.12: Terminal output of the diagnosis engine for a broken Tx line shown in Fig
3.13.

3.4.1 Three Computer Serial Network
To show the results of our system, I created a variety of faults on a
real world serial network that consists of three raspberry-pi computers
connected with a series of serial connections, created in the same manner
as the model in Fig 3.3 where each Rx and Tx connection are defined
relative to the computer to the left. The results of running my AMBFD
algorithm on the raspberry-pi network are shown in Table 3.1 with the
first column containing the known faulty state of the system. For each
fault, I verified that the diagnosis engine returned the correct diagnosis
which is indicated with an X in the second column of Table 3.1. I also
recorded the time taken to achieve each diagnosis and the number of
times SPIN was run for each fault which is shown in the third and fourth
columns of Table 3.1. The diagnosis engine was able to successfully
diagnose every fault in the system and achieved each diagnosis in 4.18
seconds on average.
My AMBFD algorithm was run on a separate computer and connected
to either C1 or C3 using an Ethernet connection. The terminal output of
running the diagnosis engine for the fault labeled C2Tx is given in Fig 3.12.
This fault occurs when the Tx serial line from Computer 2 to Computer
3 has been disconnected, as show in Fig 3.13. From the output, if can
be seen that the diagnosis first splits the main connection (C1-><-C3)
into individual connections. It then diagnoses those connections starting
at C1-><-C2. The engine then discovered that the connection from C1
to C2 was functioning and then moved to test the connection from C2
to C3. When the model-checking on this node returns undiagnosable,
the algorithm switched to the right end of the list and diagnosed the
connection from C2 to C3 using the additional Ethernet connection to
Computer 3. At this point, the engine switched to using the two-way
spin models which required two calls to spin. Using these two models,
the engine was able to determine that the Tx line between C2 and C3 is
broken.
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Figure 3.13: model of faulty three computer serial network including a broken Tx line in
between Computers 2 and 3.

Figure 3.14: Terminal output of diagnosis engine for a broken Tx line shown in Fig 3.15

Figure 3.15: Model of faulty four computer serial network including a broken Tx line in
between Computers 2 and 3.

3.4.2 Four Computer Simulated Serial Network
Using sample data and pre-computed Spin outputs from the three
computer system, I also tested the AMBFD algorithm on a simulated
four computer serial network shown again in Fig 3.15. The terminal
output from the diagnosis engine for that simulation is shown in Fig
3.14. Note that the data looks slightly different than the output for the
three computer system. This is because the outputs from SPIN were
pre-computed using the simulated data. Thus the terminal output for the
4 computer system is missing the calls and returns of running SPIN and
instead reports the decoded diagnosis of each node. Fig 3.14 shows that
the diagnosis successfully broke the 4 computer network into individual
connections and then verified each connection starting with C1-><-C2.
When the connection from C2 to C3 returned undiagnosable, the diagnosis
engine then moved to other end of the list and diagnosed the connections
starting with C3 to C4. Once the connection from C2 to C3 was reached,
it then used the outputs from running the two-way models in Spin to
determine that the simulated network had a broken line in the Tx line
between C2 and C3.
The AMBFD algorithm was successfully able to identify a variety of
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faults in a physical and simulated environment. These faults would have
been undiagnosable using traditional MFD. Only by changing the inputs
to our system and having a model that described the output given that
set of inputs was I able to completely diagnose the serial network. I was
also successful in doing this process fairly quickly by using a hierarchical
model framework. Using models to describe individual and groups
of connections allowed us to keep the overall complexity and run time
of our system low. This resulted in a diagnosis time of on average 4.2
seconds. This diagnosis time would allow AMBFD to be implemented
in real time on a robotic vehicle.

Diagnosis of Devices Powered in Parallel

4.1

4

Problem Formulation

In the previous chapter we focused on faults that were indicated by
loss of communication. I will now consider faults that are indicated by
changes in electrical current. Each device in a system has a range of
current levels that are considered normal for that specific device. Any
current below that level can be a sign of a fault within the device and
any current above that level can be a sign of electrical shorts. In the case
of underwater vehicles, over-current can be a sign of a leak in one of
the water tight enclosures. If left unchecked, such a leak could result in
severe damage to one or all of the systems within the robotic vehicle.
While current is an important and good indicator of the health of a
robotic vehicle, it is not always easy to observe. Because of space and cost
constraints, sensors used to measure current are often limited to being
attached directly at the power source and maybe a few other places.39
An example is shown in Fig 4.1, which illustrates the power distribution
system used on the Hovering AUV referenced in the previous chapter.
Notice that many devices pull current through a single current monitor.
Considering that each device can experience random spikes in current
that would be considered normal, determining which devices current
levels are faulty from one of these sensors can be difficult. This again
illustrates a system that would be partially observable because different

Figure 4.1: Illustration of the power distribution inside a custom AUV. Arrows dictate
the direction of current.
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39 Zaman et al., “An integrated modelbased diagnosis and repair architecture
for ROS-based robot systems.”
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Figure 4.2: Simplified current monitor example.

devices being faulty could create the same change in current.
Because the power system is partially observable, I chose to apply
to same principles in the previous chapter to diagnose power related
faults within our vehicle. To do this, I created a custom power board
that allowed me to turn the power to each device on and off. Using these
relays as inputs to the system, I was then able to use AMFD to determine
which devices were preforming normally and which were faulty.
In the next section I will discuss how the model for our power system
is built and how it compares to that of the communication systems. In
section 4.3 I will discuss the diagnosis engine used for the power board,
in 4.4 I will discuss how experiments to validate the model and engine
were setup, and in 4.5 I will discuss the results of implementing the
model and diagnosis engine on the real world system.

4.2

Model Description

Because each current monitor can be decoupled from each other, I will use
one model for each current monitor and change the number of devices
as needed. The simplified system that I will be modeling is shown in
Fig 4.2. The model for the power system is shown in Fig 4.4 and includes
a nominal section as well as a faulty section for each device connected to
the current monitor. Notice that this is a very similar representation of
the basic model in chapter three, shown again in Fig 4.3 for reference.
The inputs to the model are the relay commands that control whether
power is sent to each device and the current measured by the current
monitor. Like before, These values are then encoded in an LTL file in the
following format.
Eventually ((a1 == input1) ∧ (a2 == input2) ∧
(a3 == input3) ∧ (a4 == input4) ∧
(CurrentMax > CurrentInput)∧ (CurrentMin < CurrentInput))
The model checker uses values a1, a2, a3, a4, and Fault to traverse the
model and determine a state that contains all the values in the LTL file. Figure 4.3: Basic model format used
to generate connection models.
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Figure 4.4: Model that describes the faulty and nominal behavior for power traveling through one current monitor to four devices.
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Figure 4.5: Flowchart that describes the process of diagnosing the shown power
distribution system

4.3

Diagnosis Engine

Using the defined model, the diagnosis engine can determine which
devices are pulling current outside of their defined ranges. It does this by
following the process shown in Fig 4.5. The process starts with turning
all the relay’s off and measuring the current to confirm that it is within
the expected range. It then turns on one relay at a time, measures the
current passing through the current monitor, turns the relay back off,
and runs the model checker with the relay status and current measured.
It saves the output from SPIN and continues turning individual relays
on, measuring current, and running spin until the current to each device
has been measured. It then outputs the diagnosis of each device.
This process is slightly different than that used to diagnose a series of
serial connections. Both follow the basic AMBFD process of changing the
input to the system and sending the measured output to model checker.
But the process for diagnosing the power system will follow the same
diagnosis steps every time. Because we started with all the relays turned
off, the power draw of each device is independent of the power draw
of devices connected to the same power source. This is not the case for
the serial connections as the ability to communicate with a device in the
middle of the network requires the ability to communicate through the
outer devices.

4.4

Experimental Setup

To test the applied AMBFD method, I set up an experiment as shown
in Fig 4.6. To represent nominal and faulty devices, I connected power
resistors to each output. The values of the resistors were chosen such
that the current draw would represent the upper and lower acceptable
ranges of current values that a device might pull. These ranges along
with the corresponding test current values used are given in Table 4.1.
To simulate faults in the system, the resistors were replaced with
resistors that pulled current that was either above or below the acceptable
current range for that device. For example, if I wanted to simulate a fault
in device one, a resistor that pulled 1.5 A of current would be used.
Once the resistors had been chosen to give desired current values, I
ran a series of tests that varied the number of faulty devices as well as
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Figure 4.6: Schematic of Experimental setup.

Relay State
All Off
One On
Two On
Three On
Four On

Upper
Range
0.1
1.1
1.25
1.1
2.2

Lower
Range
0
0.15
0.8
0.4
1.24

Upper Expected
Current
0
1
1.2
1
2

Lower Expected
Current
0
0.21
1
0.48
1.5

whether the nominal devices were at the high end or low end of their
acceptable range. For example, to test a situation where two devices are
faulty, I might choose device one to pull 1.5A of current, device two to
pull 0.5 A of current, device three to pull 0.5 A of current, and device 4
to pull 2 amps of current. This would effectively test a situation where
device one is over its current range, device two is under its current range,
and devices three and four are within their respective ranges but at the
higher and lower ends.

4.5

Results

The results of the testing described in 4.4 are shown in Table 4.2. Each
test described in the table describes one run of the diagnosis engine.
The current measured for each diagnosis step along with the state of
the relays as the output of the model checker are also included. As a
reference, "All Off" means that every relay was turned off. "One on"
means that only the relay for device one was turned on and the rest were
turned off. The same goes for "Two On", "Three On", and "Four On". The
five tests correspond to a test where no outputs were faulty, one outputs
was faulty, two were faulty, three were faulty, and all four were faulty
respectively.
Although only one output is shown for each test here. Each test was
run four times, each time varying the current values to either the lower
or higher end of the ideal range of each device and changing which of
the four devices was faulty.
Comparing the results in Table 4.2 and the ranges in Table 4.1 show
that the diagnosis engine was capable of diagnosing any combination of
faulty outputs. This would not be possible with out changing the input

Table 4.1: List of current ranges used
for testing as well as the corresponding actual tested current values for
non faulty currents
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to the relays. If the inputs were all kept on, changes in current for one
device that would indicate a fault could easily be hidden by nominal
changes in current of another device. Whereas, by changing the input to
the relays, I was able to find the faults that would have been otherwise
hidden. Typical MBFD methods would have failed to produce such a
diagnosis, showing the advantage to using AMBFD to diagnose partially
observable systems.

Relay
State
All Off

Test 1 I

Test 1 Out

Test 2 I

Test 2 Out

Test 3 I

Test 3 Out

Test 4 I

Test 4 Out

Test 5 I

Test 5 Out

0.0

All Off

0.0

All Off

0.0

All Off

0.0

All Off

0.0

All Off

One On

1.0

One On

0.21

One On

0.21

One On

1.2

0.0

Two On

1.2

Two On

0.21

1.2

Two On

0.21

Three On

1.0

Three On

0.48

Fault
Two On
Three On

0.21

0.21

Four On

2.0

Four On

1.5

Four On

1.0

Fault
Three On
Fault
Four On

Fault
One On
Fault
Two On
Fault
Three On
Four On

Fault
One On
Fault
Two On
Fault
Three On
Fault
Four On

1.5

1.5
0.21
1.0

Diagnosis of Devices Powered in Parallel

Table 4.2: Table showing the results of running the diagnosis engine on a variety of current values.
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Robust Acoustic Communication using Optimally
Moving Ferry AUV’s

5.1

Problem Formulation

While many approaches exist to ferry acoustic data from stationary nodes
underwater, little work has been done considering moving nodes. Unlike
terrestrial communications, which can take advantage of fast communication speeds and well defined communication behavior, underwater
communication can behave differently in different bodies of water and is
heavily reliant on line-of-sight and range. This issue is especially seen
when an AUV is surveying some large structure like a ship as shown
in Fig 5.1. The AUV in Fig 5.1 loses line-of-sight and communication
with the sink for the entire time it is on the other side of the boat it is
inspecting. A similar scenario occurs when an AUV is surveying a pier
or oil rig with many large poles that can limit communication between
the AUV and the sink.
Because underwater wireless communication is so much slower than
terrestrial wireless communication and data from a sink node may often
contain mission pertinent information, any loss of packets between an
AUV and the sink is undesirable. The traditional underwater solutions

Figure 5.1: Example of an AUV surveying a ship and losing communication with an
acoustic modem acting as a sink node.
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to this problem are also not as applicable to moving agents as it can not
be framed as a traveling salesman problem. To solve this problem, I
propose the use of a separate ferry AUV to pass data between the sink
and survey AUV. I also propose three different path planning algorithms
that use the probability of communication between agents to determine
a minimum cost path for the ferry. The remainder of this section will
be as follows. First, I will discuss how we define the probability of
acoustic communication between underwater agents. In Section 5.3, I
will discuss how I use the probability to determine the cost of being at a
given location within the path planning space of the ferry. In Section 5.4,
I will show how each path planner uses the defined cost to find the ideal
path for the ferry. In Section 5.5, I will describe the simulator that the
path planning algorithms were tested in and in 5.6, I will compare the
effectiveness of each algorithm run in several different environments.

5.2

Probability of Transmitting an Acoustic Packet

Similarly to how other terrestrial methods of data ferrying optimize paths
around characteristics like bandwidth and delivery latency,40 we will
use the probability of successfully sending a packet from one agent to
another to optimize the path of the ferry AUV. We use this metric because
packets of data are typically sent one at a time with breaks ranging
anywhere from 1 to 10 seconds in between. Most commercial acoustic
modems only allow one agent to speak on the acoustic channel at a time
making the metric of bandwidth and data latency less applicable for
underwater communication. To define the probability of communicating
between agents, we will start by deriving the signal to noise ratio (SNR)
of a signal that has been sent from one agent and received by another.
This value is defined by the following formula41
𝑆𝑁 𝑅 = 𝑆(𝑑) − 𝑁 𝐿

(5.1)

Where NL is the noise of the environment in dB and S is the strength of
the signal at a given distance and is defined as
𝑆(𝑑) = 𝑆𝐿 − Spread(𝑑) − Absorption(𝑑)

(5.2)

SL is the transmitted signal energy in dB and Spread and Absorption are
both functions of distance d and are given by
Spread(𝑑) = 𝑘10 log10 𝑑
Absorption(𝑑) = 𝑑𝑦(

𝐴𝑆 𝑓𝑡 𝑓 2
𝑓𝑡2 + 𝑓 2

+𝐵

(5.3)
𝑓2
)
𝑓𝑡

(5.4)

k is a spreading coefficient for spherical free field propagation, A and B
are constants defined in R. J. Urick, Principles of underwater sound. 1975,
S is the salinity of the water measured in ppt, f is the center frequency
of communication measured in kHz, y is 1.09361 ∗ 10−3 converted from

40 Zhao et al., “Message ferrying: Proactive routing in highly-partitioned wireless
ad hoc networks.”

41 R. J. Urick, Principles of underwater
sound. 1975.
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Figure 5.2: Measured SNR of acoustic data obtained at Jordanelle reservoir compared to
calculated SNR values for the same environment.

dB/kilo-yard to dB/meter, and 𝑓𝑡 is the relaxation frequency of the body
of water defined below as a function of water temperature T in Celsius.
1520

𝑓𝑡 = 21.9 ∗ 106− 𝑇+273 kHz

(5.5)

To verify the above SNR formula, we compared it to data obtained from
two Seatrac Acoustic modems. The modems are capable of measuring
the signal level of a sent signal and, if a response message is returned,
they can also measure the distance between modems using the speed
of sound underwater. The modems communicate at 28Khz and were
tested in Jordanelle Reservoir near Park City Utah. The temperature
of this body of water was 32.2222◦ 𝐶 at the day of testing and salinity
was estimated to be 0.1ppt. (salt water is typically 35ppt and brackish
water is typically 0.1 or lower.) The modems also have an internal noise
level of 81dB and noise measurements were preformed to confirm that
environmental noise did not exceed this. SNR from testing the modems
at Jordanelle was compared to the calculated SNR value from the above
equations and is plotted in Fig 5.2. The Figure shows that the calculated
SNR follows the measured SNR very well up to 1000m. 1000m also
happens to be the maximum range of the Seatrac modems and will very
well cover all simulated environments that we will be using.
Using the SNR found above we can now calculate the probability of
receiving a packet from one agent to another. This process is different
for each type of modem. The Seatrac modems used before use QPSK
modulation42 which have the same bit error rate (BER) as BPSK modulation.43 This is important because BER for BPSK modulation is very well
defined44 and is given below

42 J. A. Neasham et al., “Development
of the “seatrac” miniature acoustic modem and usbl positioning units for subsea
robotics and diver applications,” 2015.
43 P. Lee, “Computation of the bit error
rate of coherent m-ary psk with gray code
bit mapping,” 1986.
44 T. S. Rappaport et al., Wireless communications: principles and practice. 1996.
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Figure 5.3: Calculated probability of a modem receiving an acoustic packet with a few
points of communication probabilities estimated from Jordanelle data.

1
𝑃𝑒 = (1 −
2

r

Γ
)
1+Γ

(5.6)

Where Γ is the average SNR for a give distance in Volts/Volts. Because
the algorithm for SNR is already an approximation, we can use it to find
Γ
𝑆𝑁 𝑅(𝑑)
(5.7)
Γ = 10 10
With Γ and 𝑃𝑒 we can now find the probability of a single packet being
incorrect. To find the probability that a single packet is erroneous we
use the following formula45
𝑃𝑝 = (1 − 𝑃𝑒(𝑑))

𝑚

(5.8)

Where m is the number of bits in the packet. A plot of probability
of losing a packet given the previously calculated SNR in Jordanelle
is shown in Fig 5.3. We have also plotted the measured packet error
rate (PER) from the Jordanelle data, which is defined as the number
received packets divided by the number of expected packets. It should
be noted that this data is not meant to be a verification of the probability
model that we have derived in this section. To accurately derive the
probability of receiving an acoustic message at a given distance would
require hundreds of messages at different distances and is outside the
power limits of our current testing system. Instead, the measured data
shows that generally the rate at which communication is successfully
received does decrease with distance. This seems to match the behavior
that we would expect to see expect from the calculated probability.

45 F. H. Lima et al., “Water ping: Icmp for
the internet of underwater things,” 2019.
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Figure 5.4: Grid with obstacle, sink, survey AUV, and ferry AUV.

5.3

Cost Deﬁnition

Using the probability function found in the previous section, we can now
define the cost of a ferry AUV being in a certain location at a certain time.
To do this, we first need to specify a planning area for the ferry AUV.
Such an area is shown in Fig 5.4. Each grid cell represents a location in a
simulated environment. If an agent is in a cell in that environment, his
location is defined as the lower left corner of the cell. The cost of being
in any cell in the grid at a given time is defined as
𝐶(𝑥, 𝑦, 𝑡) = 1 − 𝑃𝑆𝑖𝑛 𝑘 (𝑥, 𝑦)𝑃𝐴𝑈𝑉 (𝑥, 𝑦, 𝑡)

(5.9)

Where 𝑃𝑆𝑖𝑛 𝑘 is the probability of communicating with the sink at that
location and 𝑃𝐴𝑈𝑉 is the probability of communicating with the surveying
AUV at that location at a given time. If there is no line-of-sight to either
the sink or the surveying AUV at a given location, the corresponding
probability of communicating will be zero and the cost for that cell will
be 1.
It should also be noted that 𝑃𝑆𝑖𝑛 𝑘 will be the same for each time step
for a given ferry AUV location as the sink location should never change.
But, because the surveying AUV does move, 𝑃𝐴𝑈𝑉 will be different for
each time step and thus C will be need to be calculated for every time-step
in the survey path.

5.4

Path Planning

In this section we will go over an A* path planner that includes a novel
heuristic, a uniform-cost search algorithm that functions similar to A*
algorithm but without a heuristic, and a third dynamic programming
path planner that uses the same cost values as the A* planner but also
sums up the minimum movement costs starting from the last time step
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and ending at the first. It then uses those new costs to find an optimal
path through the environment.

5.4.1 A*
A* is a commonly used path planning algorithm that has been mathematically proven to produce an optimal path given the right heuristic.
The steps for using A* are given in Algorithm 5.1. The basic steps of A*
are to find a minimum cost path by searching the environment until a
desired location or time step is reached. This is done by first finding the
lowest cost node within the search list (a list of searchable nodes). At the
beginning of the algorithm, the search list will only include the starting
node. The next step is to find all of the possible nodes that can be moved
to from the current lowest cost node. If one of those nodes is not already
in the search list, then the cost to move to that node is calculated and the
node is added to the search list. The current lowest cost node is then
removed from the search list and the process continues until some end
condition has been achieved or there are no more nodes to search.
Some example steps of how I use A* are shown in Fig 5.5. For the
remainder of this section, I will explain the steps in the figure and how
they relate to Algorithm 5.1. The top of the figure shows the costs used
in this example. These cost values were arbitrarily chosen and have little
real meaning but are sufficient to illustrate the steps of A*.
The top of the figure also includes the heuristic values that I use. The
heuristic for each time step is defined as
𝐻(𝑡) = 𝐻(𝑡 + 1) + min 𝐶(𝑡)

(5.10)

This can be understood as the summed minimum cost at each time step
starting at the last time step. In our example the last time step will be the
minimum cost at time = 2 and the second time step will be the minimum
cost at time 1 plus the heuristic at time = 2. The reason that we use this
heuristic is to prioritize nodes that occur later in time. The heuristic
values decrease as they get closer to the last time step. Thus, by adding
them to the cost of a node, it causes the nodes that are closer to the last
time step to have a lower cost, which pulls the algorithm to the end and
speeds up path planning.
For Step 1 in Fig 5.5, the staring point of a ferry AUV is defined as
the top left corner of the grid. Line 2 in the algorithm finds the cell with
in the search list that has a minimum cost. The only cell in the search list
when the algorithm stats is the starting point of a ferry AUV, so "current"
in the algorithm will be the starting point. That cell is then removed
from the search list. Line 4 in the algorithm will then find the neighbors
of the current cell which includes cells above, below, and to the side of
the current cell. I will also include the current cell at the next time step
because the optimal point in space for the ferry might not change from
time step to time step. For each neighbor, the cost is calculated for it’s
given time step (shown in line 7) and it is added to the search list shown
in yellow in the example steps.
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Figure 5.5: Top: Example grid with time steps, heuristics, and the cost of each grid cell.
Second from top: First step of running A*, Middle: Second step of running A*, Second
from Bottom: Third step of running A* including combining calculated cost from second
step, Bottom: Fourth and final step of A* example
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For the Step 2, the minimum cost node is found again. In this case
it will be the cell labeled 0.6 at time = 0. That cell is removed from the
search list (shown by turning the cell blue in Fig 5.5. The neighbors for
that cell are found, their costs are calculated, and the nodes are added to
the search list.
Then, in Step 3, the minimum cost node found is the no movement
step at time = 0 which has a cost of 0.7. When finding the neighbors of
this cell at t = 1, some of them overlap with the cells found before. In this
case, only the cells with lower cost will be kept, as they will be the best
path to that location in time. The remaining cells are added to search list.
Finally in Step 4, the minimum cost node will be the 0.85 node at
time = 1. Because, choosing that node represents a movement into t =
2, this will be the last run of the algorithm and the current cell will be
saved as the last point in the path.
Algorithm 5.1 A*
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:

while current time step is not end of time do
current = search list cell with min cost
remove current from search list
find neighbors of current
for neighbors of current do
if not in search list then
cost of new cell = current cost + 𝐶 𝑥,𝑦,𝑡 + 𝐻𝑡
add neighbor to search list
make connection to current node
end if
end for
end while

To extract a path from the group of searched cells, you simply follow
the connections back to the starting position. In our example, the 0.85
node at t = 1 came from the 0.6 at t = 0, which came from moving from
the start position. So the completed path would be to move down at t =
0 and down again at t = 1.

5.4.2 Uniform Cost Search
Uniform-cost search (UCS) is another commonly used path planning
algorithm.46 The basic steps for this algorithm are shown in Algorithm 5.2.
Note that this algorithm is identical to the A* algorithm except for the
inclusion of a heuristic. This algorithm has also been shown to produce
a minimum cost path through environments and allows us to verify that
the modified heuristic in A* still produces an optimal path.
5.4.3 Dynamic Coding
The last path planner we use is a dynamic programming planner that
finds the minimum cost path starting from the final time step. The steps
for this algorithm are shown in Algorithm 5.3. This algorithm relies on

46 S. J. Russell, Artificial intelligence a modern approach. 2010.
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Algorithm 5.2 Uniform-cost Search
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:

while current time step is not end of time do
current = search list cell with min cost
remove current from search list
find neighbors of current
for neighbors of current do
if not in search list then
cost of new cell = current cost + 𝐶 𝑥,𝑦,𝑡
add neighbor to search list
make connection to current node
end if
end for
end while

Figure 5.6: TOP: three time steps of grid cells with costs. BOTTOM: three time steps of
grid cells with V values

producing an additional cost matrix for the environment. But finding
the path from this new matrix is vastly more efficient than finding a path
using A*. The value of grid cell in this new cost matrix is defined as
𝑉(𝑥, 𝑦, 𝑡) = 𝐶(𝑥, 𝑦, 𝑡) + min 𝑉(𝑡 + 1)

(5.11)

Where min 𝑉(𝑡 + 1) is the minimum V cell value in the next time step
found from the neighbor points about the current (x,y). The process for
finding these values is illustrated in Fig 5.6 which shows the cost and
V values for 3 time steps. Notice that the V values and Cost for the last
time step are identical.
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Once all V values have been found, the optimal path can be found
by finding the neighbor cell with the smallest V. This method does not
have the benefit of being mathematically proven to produce an optimal
path but does take significantly less time to find a path than using A*.
As such it offers a good comparison to A* and UCS.
Algorithm 5.3 Dynamic Coding Path Planner
1:
2:
3:
4:
5:
6:
7:

5.5

current = end of time for cell with min cost
add current to path
while current time step is not beginning of time do
current = neighbor of current with min V
add current to path
end while
reverse path

Simulator Description

To test the proposed path planners, I developed a simulator in python
that included the sink, survey AUV, ferry AUV, and obstacles, each
represented as different colored blocks. To visualize the output of the
simulator, shown in Fig 5.7, I used the Python openGL package. For
consistency, I designed the obstacles in each environment to be white
boxes, the survey agent to be a green box, the ferry agent to be a blue
box, and the sink to be a red box. I also visualized the path of the survey
agent as a blue line and the calculated path from the path planners as a
red line. Finally, acoustic communication in the simulator is visualized
as a yellow line, showing which two agents are currently attempting to
communicate.
The simulator is able to simulate acoustic communications using the
probability model defined in section 5.2 and line-of-sight tracking between communicating agents. The line-of-sight tracking detects collisions
with obstacles in the environment and will return that communication
failed if an obstacle is in the way. The distance between communicating
agents is also input into the probability model with a packet size of
40 bits and noise value of 81dB. The model returns a probability of
communicating and a random number generator samples according to
that probability to simulate packet transmission or loss.
The simulated channel also limits how often agents can communicate.
Following common real-world acoustic communication frameworks,
only one device can talk on the channel at a time. After one agent sends
a message over the channel, all other agents have to wait four seconds
to send messages over the channel. In addition, all communications
between the survey AUV and the sink occur between the ferry AUV. This
simplified message scheduling but could be changed if desired.
I also implemented seven different environments to test the path
planners in a variety of scenarios. The first four environments were
all done in 2D while the last three were 3D. The 2D environments are
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(a) Left: 2D single obstacle environment, Right: 2D two obstacle environment.

(b) 2D L environment.

(c) 2D pier environment.
Figure 5.7: 2D simulated environments.
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(a) Left: 3D Single Obs Environment, Right: 3D L environment.

(b) 3D pier environment.
Figure 5.8: 3D simulated environments.

shown in Fig 5.7. In each environment the survey AUV was programmed
to follow a loop path that changed depending on the obstacles. The
sink location in each environment moved to stay in the center of the y
direction of the path, but consistently stayed the same x distance from
the path in every environment. The 3D environments, shown in Fig 5.8
are derivations of the single obstacle, L, and pier 2D environments but
stretched in the z direction. They also allow the ferry agent to move in
the z direction while keeping the survey path and sink location the same
z plane as was the case in the 2D environments.
Every simulation run in each environment was run for enough time
to send a large number of packets between the survey AUV and the sink.
They were aslo run for enough time to allow the survey AUV to circle
the obstacles at least twice. The Single Obstacle environment was run
for 2000 seconds and 286 messages were sent between agents. Every
other environment was run for 4000 seconds and 571 messages were sent
between agents.

5.6

Results

Two control cases were tested for each environment. The first case did not
include a ferry AUV and the sink would send and request packets directly
from the survey AUV. The second control scenario included a ferry AUV
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that stayed at the centroid between the sink and the survey AUV. Previous
testing had shown general improvement in communication using the
centroid following ferry when environments had no obstacles.
Initial testing also suggested that the number of packets lost may be
connected to how fast the ferry AUV was able to move. As such, each
path planner was run twice for every environment, once assuming the
ferry was able to move 0.25 m/s, the same speed that the survey AUV
was moving, and again assuming the ferry could move 0.5 m/s. The
assumption that the ferry AUV may be able to move this much faster
than the survey AUV is reasonable given that agents that are inspecting
a structure are typically moving slowly.
In the next two sections we will discuss the packet loss performance
of path planners, discuss some variance in the data and where it comes
from, and the path planning time taken to compute each path. I will first
cover the results in the 2D environments and then the 3D environments.

5.6.1 2D Packet
The results from running each path planner in each 2D environment
are shown in Table 5.1. It should be noted that, for the Control case,
the absence of a ferry AUV leads to twice as many messages being sent
from the survey AUV to the sink. As a result, we should also expect to
see twice as many lost packets in the Control case. This is illustrated by
comparing the Centroid case to the Control. Because the Centroid ferry
stays in the middle of the line between the survey AUV and the sink,
we would expect to see just as many missed packets caused by loss of
line-of-sight in the Centroid case as we would in the control case. But,
we typically see a little less than half as many lost packets in the Centroid
case. This is largely a result of only half as many packets being sent from
the sink to the survey AUV. For this reason, we will be comparing each
path planning method to the Centroid case from here on as to maintain
a more direct comparison for packet loss.
From Table 5.1 we see that each path planning method results in a
dramatic decrease in the number of lost packets. In every environment
and, for both fast and slow ferry’s, the number of packets lost consistently
drops to at least half that of the Centroid case. In cases where the ferry
could move 0.5 m/s, the improvement was even more drastic, only ever
losing a quarter of the packets lost by the Centroid case. Considering that
for the single obstacle environment 286 total messages were attempted
to be sent between agents and in the other environments 571 messages
were sent, the path planners with fast agents were consistently able to
preserve at least 97% of all packets sent from the survey AUV to the sink.
Compared to the Centroid case (which at most lost 10% of all packets
and in the best case lost 7%) this is a notable improvement.
The cost of each path also seems to be a good measurement of how
well communication is maintained between agents. For each environment
and agent speed the path planners found paths with similar costs that
relate directly to how many packets an agent will lose, with a few
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Ferry
Speed

Cost

Missed
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STD

Single
Control
Centroid
A*
UCS
Dynamic
A*
UCS
Dynamic

slow
slow
slow
fast
fast
fast

Control
Centroid
A*
UCS
Dynamic
A*
UCS
Dynamic

slow
slow
slow
fast
fast
fast

Control
Centroid
A*
UCS
Dynamic
A*
UCS
Dynamic

slow
slow
slow
fast
fast
fast

Control
Centroid
A*
UCS
Dynamic
A*
UCS
Dynamic

slow
slow
slow
fast
fast
fast

58.172
20.048
6.0703
4.12
6.0703
4.117
6.0705
4.114
10.1275
3.125
10.1275
3.126
10.1278
3.148
L
183.421
62.12
33.1021
27.214
33.1021
27.122
33.1023
27.114
33.2383
13.185
33.2383
15.117
33.2385
14.089
Two Obstacles
173.306
58.051
15.1238
10.198
15.1238
10.176
15.1240
10.188
30.2315
6.318
30.2315
9.208
30.2318
6.335
Pier
146.33
51.112
15.1381
10.219
15.1381
10.196
15.1384
10.231
30.2540
10.07
30.2540
10.085
30.2543
10.068

0.408
0.214
0.339
0.343
0.339
0.442
0.443
0.484
0.644
0.348
0.454
0.386
0.404
0.561
0.371
0.423
0.564
0.229
0.450
0.439
0.457
0.934
0.463
0.949
0.584
0.460
0.472
0.453
0.485
0.376
0.379
0.405

expectations that will be discussed more in section 5.6.3. The only major
difference in total path cost occurs between fast and slow paths in the
same environments. This happens because the paths calculated for faster
agents have twice as many path locations as the slower paths. This leads
to faster paths having on average twice the summed cost as the slower
paths.

Table 5.1: Table showing the results
of running the simulator on each path
planner in each 2D environment 1000
times.The Ferry Speed column gives
the speed the ferry AUV was travelling as either slow (0.25 m/s) or fast
(0.5 m/s). The cost column gives the
summed cost of the path of the ferry
AUV. The Missed column reports the
averaged number of packets missed
during a single simulation. And the
STD gives the standard of deviation
of missed packets
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Figure 5.9: Illustration of how a packet can be lost if resolution of a grid is tool low.

The standard of deviation of each run also shows that the paths
were constant between runs, rarely varying by more than a single packet
between 1000 runs. If you remove a few outliers that will be discussed in
5.6.3, the consistency is even better, varying by less than half a packet.
This shows that the path planning methods for ferry AUV’s improve
acoustic communication between agents and does so consistently. It also
shows that, although the Dynamic Coding approach is not proven to
give a minimum cost path like A* and UCS, it still finds a path that is
near identical in cost to A* and UCS and maintains communication just
as well.

5.6.2 2D Path Planning Time
The results for how long each path planner took to find a minimum
cost path is shown in Table 5.2. Results were obtained by timing the
process of generating the costs needed to find a path and then timing
the process of finding a path from those costs. The majority of path
planning time was consistently taken calculating the cost for the given
environment. It should be noted that all path planners took similar times
to find costs given a path length and environment. This is important
as The Dynamic planner has an additional cost calculation step that
calculates the V values for every grid cell at every time step. However,
this does not appear to increase the path planning time significantly.
The time taken to find a solution given the cost of the grid does
change between each path planner. On average, A* seemed to find
solutions just as fast as UCS if not a little faster. But it always found a
path by searching few nodes. This indicates that the chosen heuristic
did improve the path planning speed compared to UCS. In addition, the
use of the Dynamic coding path planning significantly improved path
planning time typically by a factor of 100. For this reason, as we continue
to discuss 3D environments we will only be using the Dynamic coding
planner.
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Planner

A*
UCS
Dynamic
A*
UCS
Dynamic
A*
UCS
Dynamic
A*
UCS
Dynamic
A*
UCS
Dynamic
A*
UCS
Dynamic
A*
UCS
Dynamic
A*
UCS
Dynamic

Grid

Path Cost Calc
Len Time
Single
12x24
101
1.480
12x24
101
1.591
12x24
101
1.732
12x24
202
3.063
12x24
202
3.011
12x24
202
3.534
L
24x24
201
12.019
24x24
201
11.252
24x24
201
12.816
24x24
402
22.750
24x24
402
22.613
24x24
402
24.270
Two Obstacles
12x40
201
11.201
12x40
201
10.584
12x40
201
11.194
12x40
402
21.723
12x40
402
21.016
12x40
402
22.129
Pier
12x40
201
28.878
12x40
201
28.007
12x40
201
29.889
12x40
402
55.098
12x40
402
55.280
12x40
402
56.282

Planning
Time

Nodes
Searched

0.412
0.502
0.001
1.152
1.283
0.001

11999
14954
31683
40368
-

3.080
2.784
0.002
5.855
6.077
0.003

76145
79449
155380
165943
-

2.193
1.936
0.002
5.044
4.802
0.003

55099
56701
134420
141184
-

2.177
1.823
0.002
5.187
4.731
0.003

54911
56368
139351
143981
-
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5.6.3 Slight Differences in Packet Loss
As I was running the 2D experiments, I noticed that, in some instances,
for two paths with identical cost and very similar routes, one would lose
on average 1 to 3 packets more or less than the other. After slowing down
the simulator and observing the timing of the movements of each path
I made a very interesting discovery. There were some instances where
a path planner would choose to place the ferry AUV in a location that
would lose communication with in the next time step. This occurred
because the grid cell size used for path planning was a 5 by 5 meter
square. The survey AUV traveled at 0.25 m/s which caused the time
step between path points to be 10 s for fast ferry AUVs. During that time
step, two acoustic messages could be sent. If the survey agent was close
to moving around an object, this large time step could lead the path
planner thinking the ferry AUV had line-of-sight with the survey AUV

Table 5.2: Table showing the time results of running the simulator on each
path planner in each 2D environment.
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during the entire time step, when it would actually lose line-of-sight part
way through the time step. This is illustrated in Fig 5.9, where during
the first time step the ferry AUV could send a packet, but would lose
packets sent anytime between the two time steps.
In practice, this issue leads to the slight difference in packet loss seen
between the path planners. In the Two Obstacle environment, this effect
was exaggerated due to the survey AUV traveling around both obstacles
several times, allowing for this issue to occur several times during each
simulation. What this illustrates is the importance of resolution for the
path planners to function properly. If a survey AUV was traveling around
several small objects, increased resolution in the path planner’s grids
may be necessary to optimize packet delivery.
I chose to keep this behavior in the path planners for a few reasons.
First, it demonstrated the importance of resolution for the path planners.
Second, keeping the grid cell size large allowed for faster path calculation
time which was better for the larger environments. And third, additional
lost packets did not significantly effect the ability of the ferry AUV
to preserve communication. In the Two Obstacle environment, the
worst preforming path planner, UCS, was still able to preserve 97% of
packets while the control for that environment only preserved 90% of
packets. This improvement was sufficient in my simulations to show the
advantages of the path planners.

5.6.4

3D Simulations
Planner

Ferry
Speed

Centroid
Dynamic
Dynamic

slow
fast

Centroid
Dynamic
Dynamic

slow
fast

Centroid
Dynamic
Dynamic

slow
fast

Cost
Single
0.0031
0.0054
L
0.0094
0.0160
Pier
15.0072
30.0130

Missed

STD

20.048
0.004
0.005

0.214
0.063
0.071

62.12
0.019
0.011

0.348
0.137
0.104

51.112
10.011
9.005

0.460
0.104
0.0705

To further test the effectiveness of the path planning algorithms in
finding a ferry route that improves acoustic communication, I applied
the Dynamic Coding path planner to the 3D environments shown in
Fig 5.8 where the calculated paths can be seen in red. The results of
running this path through the described simulator 1000 times are shown
in Table 5.3. It should be noted that the control and centroid in each 3D

Table 5.3: Table showing the results
of running the simulator on the Dynamic Coding path planner in each
3D environment 1000 times. The
Ferry Speed column gives the speed
that the ferry AUV was travelling as either slow (0.25 m/s) or fast (0.5 m/s).
The cost column gives the summed
cost of the path of the ferry AUV. The
Missed column reports the averaged
number of packets missed during a
single simulation. And the STD gives
the standard of deviation of missed
packets

Robust Acoustic Communication using Optimally Moving Ferry AUV’s

46

environment will produce the same results as the 2D testing because the
sink and survey AUV were kept on the same plane.
By adding a third degree of freedom to the movement of the ferry, it
was consistently able to improve communication in the single obs and L
obs environments so that, on average, less than a single packet was lost.
In the pier environment, the same results as the 2D pier environment
were also achieved, which was expected as going above or below the
survey AUV in this instance would not have been beneficial. The results
of pier environment instead show that the planner works just as well in
3D as it does in 2D.
The time taken to find a path from cost only increased from 3 ms
in the worst case to 18 ms as shown in Table 5.4. The major increase in
time came from the cost calculation step which in the worst case took
1600 seconds or 26 minutes. To implement any of these methods in real
time, this cost calculation time would need to be significantly improved.
One such method to do so might be pre-calculating the probability of
communicating at any point in the environment before a mission and
then only re-calculating the costs as the survey AUV path changes.
Planner

Grid

Dynamic
Dynamic

12x24x10
12x24x10

Dynamic
Dynamic

24x24x10
24x24x10

Dynamic
Dynamic

12x40x10
12x40x10

Path Len Cost Calc Time
Single
101
44.635
202
90.2888
L
201
338.289
402
668.783
Pier
201
808.956
402
1627.290

Planning time
0.004
0.006
0.011
0.018
0.008
0.017

Table 5.4: Table showing the time
results of running the simulator on
the Dynamic Coding path planner in
each 3D environment.
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Conclusions

I presented several novel methods that improved the fault tolerance
of underwater robotic vehicles. First, I presented a novel system for
active model-based fault diagnosis (AMBFD) for partially observable
networks. My proposed system actively changed the input to a system
and requested more data to enable a more detailed diagnosis. I also
leverage a hierarchical modeling approach to keep model size small
and enable efficient diagnosis time. My active fault diagnosis system
successfully showed the effectiveness of the AMBFD algorithm. The
algorithm diagnosed a variety of faults in both a physical system and a
simulated system and made changes to system inputs and system repairs
that helped generate a more complete diagnosis.
Second, I presented on a similar AMBFD system that diagnosed
faults on a partially observable power distribution system. Because this
system only had one current monitor, it would have been impossible
to diagnose the system using traditional MBFD methods. However,
using our method, and a fairly simple model of the system, I was able to
show that actively diagnosing the system resulted in the differentiation
of faults that would have been otherwise undetected. I also showed
this algorithm worked on a real world power distribution PCB that is
currently being installed in an AUV.
Third, I presented novel path planning algorithms that used the
probability of three underwater agent communicating to determine the
ideal path for a message ferry to minimize packet loss between a sink
and survey AUV. I showed these path planners working in a custom
simulator that modeled the acoustic communication between agents and
showed the planners working in a variety of environments. The results
showed that a ferry using the derived paths could decrease the number
of lost packets by half in the worst case and to zero in the best.
The combination of these three methods on an AUV would create a
system that is resilient to internal communication faults, internal power
faults, and packet loss faults with other vehicles. Future work for these
contributions could include applying them together on a real world AUV
and using them in real time. This would involve changing the serial
AMBFD algorithm to include models for other types of connections,
changing the control structure of the vehicle to monitor for power
faults and pause the mission to diagnose if needed, and setting up an
acoustic communication structure that was capable of message ferrying.
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Other future work for the message ferrying project could also include
considering situations where the survey path is unknown, situations
where obstacles in the environment are not in known locations, and
ferrying messages between multiple agents.
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