Application of a new discreet form of Gauss’ theorem for measuring volume by Hughes, Stephen W. et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Hughes, Stephen W., Arcy, Tom J. D., Maxwell, Daryl J., Saunders, J. E.,
Chiu, Wilson S. C., & Sheppard , Rod J. (1996) Application of a new dis-
creet form of Gauss’ theorem for measuring volume. Physics in Medicine
and Biology, 41, pp. 1809-1821.
This file was downloaded from: http://eprints.qut.edu.au/49845/
c© Copyright 1996 IOP Publishing Ltd
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://dx.doi.org/10.1088/0031-9155/41/9/016
1 
 
  Application of a new discreet form of Gauss’ theorem for 
measuring volume 
 
S W Hughes†, T J D’Arcy‡, D J Maxwell‡, J E Saunders†, C F Ruff†, W S C Chiu† and R J 
Sheppard§ 
 
† Departments of Medical Physics, ‡ Obstetrics & Gynaecology, Guy’s and St Thomas’ 
Hospital Trust, Lambeth Palace Road, London SE1 7EH, UK 
§ Department of Physics, Kings College, University of London, Strand, London WC2 R2LS, 
UK  
 
Abstract 
Volume measurements are useful in many branches of science and medicine. They are 
usually accomplished by acquiring a sequence of cross sectional images through the object 
using an appropriate scanning modality, for example x-ray computed tomography (CT), 
magnetic resonance (MR) or ultrasound (US). In the cases of CT and MR, a dividing cubes 
algorithm can be used to describe the surface as a triangle mesh. However, such algorithms 
are not suitable for US data, especially when the image sequence is multiplanar (as it usually 
is). This problem may be overcome by manually tracing regions of interest (ROIs) on the 
registered multiplanar images and connecting the points into a triangular mesh. In this paper 
we describe and evaluate a new discreet form of Gauss’ theorem which enables the 
calculation of the volume of any enclosed surface described by a triangular mesh. The 
volume is calculated by summing the vector product of the centroid, area and normal of each 
surface triangle. The algorithm was tested on computer-generated objects, US-scanned 
balloons, livers and kidneys and CT-scanned clay rocks. The results, expressed as the mean 
percentage difference ± one standard deviation were 1.2 ± 2.3, 5.5 ± 4.7, 3.0 ± 3.2 and −1.2 ± 
3.2% for balloons, livers, kidneys and rocks respectively. The results compare favourably 
with other volume estimation methods such as planimetry and tetrahedral decomposition.  
 
1. Introduction 
Volume measurements are useful in many branches of science and medicine. Accurate 
volume measurements require accurate surface descriptions. These are commonly obtained 
by imaging a series of slices through the object, using, for example, x-ray computed 
tomography (CT), magnetic resonance (MR) or ultrasound (US). The 2D image data can be 
combined and a surface extraction algorithm used to produce a description of the surface. For 
instance, the dividing cubes algorithm (Cline et al 1988) generates a description of a surface 
either as a list of points and normals or as a list of points, normals and a triangle list 
indicating how the points are to be connected into triangles. Surface normals are required for 
realistic shading when generating 3D images and are given either for each point on the 
surface (smooth shading) or for each triangle (flat shading). Surface extraction algorithms are 
used extensively to segment CT and MR images (Robb and Barillot 1989).  
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In some cases it is not possible to segment images into ROIs automatically; therefore ROIs 
must be traced manually using a trackball, mouse or digitizing tablet. This is particularly true 
of ultrasound images, for which automatic segmentation algorithms are as yet no match for 
the skilled technologist or clinician. The manually outlined ROIs can be connected to form a 
triangular mesh.  
Unlike CT or MR, US images are usually acquired using a hand-held probe and so tend to be 
multiplanar (that is, non-parallel, unevenly spaced and possibly sheared). Multiplanar images 
must be transformed into a common coordinate system before volume measurements can be 
performed. Various methods have been developed for doing this, for example parallel 
scanning (Klein et al 1993), articulated mechanical arms (Sawada et al 1983), acoustic time-
of-flight (Brinkley et al 1978), radio localization (Hodges et al 1994) and motorized tilting 
systems (Gilja et al 1995), which record the position and orientation of the ultrasound probe. 
Algorithms have been devised for calculating the volume of planar or multiplanar ROIs. The 
simplest method is planimetry, which involves multiplying the area of each ROI by a local 
slice thickness defined as half the scalar product of the image normal and the vectors 
connecting the ROI centroid with the centroids of adjacent slices (Watanabe 1982). Volume 
can also be calculated by connecting the ROI vertices together to form a triangular mesh and 
filling the volume with tetrahedra constructed by joining each triangle vertex with the object 
centroid. The volume of a tetrahedron is one sixth of the triple vector product of any three of 
the six edge vectors having a common vertex (Kreyszig 1993). However, the accuracy of 
these techniques depends to some extent on the shape of the object. The volume will be 
overestimated if some of the edge vectors pass through the surface between the centroid and a 
triangle vertex, as would be the case for instance for a banana-shaped object. This problem 
can be overcome by filling each pair of ROIs with tetrahedra (Cook et al 1980). In this case, 
the vertices are connected to local ROI centroids instead of to the object centroid. Neither the 
planimetry nor the tetrahedral algorithm is truly general purpose, for they cannot be used 
reliably if any of the ROI image planes intersect. Problems associated with the volume 
estimation algorithms described above can be overcome by applying Gauss’ theorem, which 
states that the integral of the normal component of any vector over any closed surface is equal 
to the integral of the divergence of the vector over the volume enclosed (Feynman et al 
1964).  
2. Theory  
In mathematical form, Gauss’ theorem is stated as  
 
∫ 𝑪 ∙ 𝒏 𝑑𝑎 =𝑆 ∫ 𝛁 ∙ 𝑪 𝑑𝑣𝑉       (1) 
where C is a vector field, n the normal component of the differential surface area, da, and dv 
the differential volume. (In physics, the field might be a magnetic or electric field.) The 
theorem can be adapted to estimate volume as follows.  
Equation (1) expands to  
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∫ 𝑪 ∙ 𝒏 𝑑𝑎𝑆 = ∫ �𝑑𝐶𝑑𝑥 + 𝑑𝐶𝑑𝑦 + 𝑑𝐶𝑑𝑧� ∆𝑧∆𝑦∆𝑧𝑉      (2) 
 
C, the vector field, can be arbitrarily set to the sum of scaled spatial coordinates:  
𝐶 = 𝑘𝑥𝑥 + 𝑘𝑦𝑦 +𝑘𝑧𝑧         (3) 
where x, y and z are the coordinates of a surface point multiplied by the unit vectors i, j and k, 
and kx , ky and kz are scaling factors applied in the x, y and z directions respectively. When 
equation (3) is differentiated as shown in equation (2), the divergence of C becomes  
 
∇ ∙ 𝑪 = 𝑘𝑥 + 𝑘𝑦 + 𝑘𝑧      (4) 
therefore  
 
∫ 𝑪 ∙ 𝒏 𝑑𝑎𝑆 = �𝑘𝑥 + 𝑘𝑦 + 𝑘𝑧�𝑉     (5) 
 
If it is arranged that kx + ky + kz = 1, and equation (3) is substituted into (5), then  
 
∫ 𝑪 ∙ 𝒏 𝑑𝑎 =𝑆 ∫ �(𝑘𝑥𝑛𝑥𝑥) + �𝑘𝑦𝑛𝑦𝑦� + (𝑘𝑧𝑛𝑧𝑧)�𝑆 𝑑𝑎 = 𝑉    (6) 
 
In discrete form  
 
𝑉 = 𝑘𝑥 ∑ 𝑥𝑖𝑛𝑥∆𝑦∆𝑧 + 𝑘𝑦 ∑ 𝑦𝑖𝑛𝑦∆𝑥∆𝑧 +𝑖 𝑘𝑧 ∑ 𝑧𝑖𝑛𝑧∆𝑥∆𝑦𝑖𝑖      (7) 
 
where xi is the x coordinate of the ith voxel, nx is the x normal component at the position of 
the ith voxel and ∆y∆z is the area of the voxel face in the y–z plane. If the voxels are cubic 
then the products ∆y∆z, ∆x∆z and ∆x∆y can be replaced by ∆a, the constant area of each 
voxel face. Each of the three summations produces an estimate of the volume which can be 
weighted to reflect the orientation of the object with respect to the x, y and z axes. For 
instance (if the voxels are all the same size), kx can be made equal to the number of voxels 
with maximum unit normal components in the x direction expressed as a fraction of the total 
number of normals; ky and kz are calculated in a similar fashion for the y and z axes 
(Lancaster et al 1992).  
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The above algorithm, sometimes known as the divergence theorem algorithm (DTA), can be 
applied to surfaces described by a list of points with normals projecting from the centre of 
regular voxels (rectangular prisms) (Lancaster et al 1992, Alyassin et al 1994). The DTA can 
be adapted for use on a triangular mesh as follows:  
 
𝑉 = 𝑘𝑥 ∑ 𝑐𝑥𝑖𝑎𝑖𝑖 𝑛𝑥 + 𝑘𝑦 ∑ 𝑐𝑦𝑖𝑎𝑖𝑖 𝑛𝑦 + 𝑘𝑧 ∑ 𝑐𝑧𝑖𝑎𝑖𝑖 𝑛𝑧    (8) 
 
where, in the case of the first summation, cxi is the x coordinate of the centroid of the ith 
triangle, nx the x component of the triangle normal and ai is the triangle area (figure 1(a)). We 
have named the algorithm the CAN (centroid area normal) algorithm to make it easy to 
remember. The algorithm was proved numerically by decomposing a triangular ‘pillar’ 
beneath a triangle into three tetrahedra (figure 1(b)). The volume of the object could of course 
be calculated in this way but the algorithm would not be as computationally efficient as the 
CAN method and the normals would have to be processed in some way to indicate whether a 
volume element was to be added or subtracted.  
The centroid, area and normal of a triangle can be calculated fairly easily. The x coordinate of 
the centroid of a triangle is found by dividing the sum of the x coordinates by three. The y and 
z components are found in a similar fashion. The triangle normal (n) is found by calculating 
the cross product of any two of the edge vectors (a and b), n = a× b. Surface extraction 
algorithms normally arrange the order of the vertices so that the cross product (normal) points 
either out of or into the surface for proper shading. The area of a 3D triangle is simply half 
the magnitude of the cross product, namely a = 0.5|a × b| (equivalent to half the base length 
times the height for a 2D triangle). The calculation of the triangle normals and areas can be 
combined for improved computational efficiency. As before, the k components can be used to 
weight the volume according to the orientation of the object with respect to the axes. The 
weights kx , ky and kz can be obtained by calculating the area of the object projecting onto the 
y–z, x–z and x–y planes respectively. This may be achieved by summing the products of the 
normal components and triangle areas for each axis (in effect equation (8) with the centroid 
coordinates removed).  
The operation of the CAN algorithm can be understood intuitively as follows. Imagine an 
object suspended above the x–y ground plane (z = 0) with all triangle normals projecting 
outwards from the surface. The volume between each upward facing triangle and the ground 
plane is the product of the z component of the normal, the triangle area and the height 
(namely the z coordinate) of the centroid. The triangle can be imagined to be on top of a 
triangularly shaped column. By summing for each triangle we obtain the total volume 
underneath the top surface of the object.  
The triangles on the bottom surface will have normals pointing down to the x–y plane, 
therefore the z components of these normals will be negative, resulting in negative volume 
elements. When summed, these elements represent the total volume underneath the object.  
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Figure 1. (a) A schematic diagram of the CAN algorithm. The volume of space between a triangle and the x–y 
plane is the product of the triangle area with the z coordinate of the centroid and the z component of the normal. 
A similar scheme is used for the x–z and y–z planes. (b) The CAN algorithm can be proved numerically by 
decomposing a triangular pillar into three tetrahedra as shown. The volume of a tetrahedron is one sixth of the 
scalar triple product of three of the six edges, a • (b × c)/6.  
Adding the total volume underneath the top surface to the total (negative) volume underneath 
the bottom surface gives the total volume of the object. The same argument applies for the x–
z and y–z planes. It does not matter whether the triangles are different in size, for the area of 
any closed surface facing in the positive direction of an axis is always equal to that facing in 
the negative direction, no matter how complicated or contorted the shape of the object.  
The accuracy of the algorithm will depend on how well the surface of the object has been 
tessellated with triangles. Triangles must not overlap and all normals must project from high 
to low density or vice versa. (If approximately half of the normals were to project from low to 
high density and half from high to low the volume would come out close to zero.) If normals 
point from high to low density (outwards looking), the total volume will be positive; if the 
normals are inwards looking, the total volume will be negative. Holes on the surface, which 
might be gaps between the edges of adjacent triangles or missing triangles, will also lead to 
a 
b 
c 
V0 = a.(bxc)/6 
d 
e 
V1 = e.(bxc)/6 
V2= e.(bxd)/6 
normal n = a x b 
area = 0.5|a x b|  a b 
centroid (c) 
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errors. The effect of surface holes can be minimized by translating the centroid of the object 
onto the origin of the coordinate system so that the normals and triangle areas remain exactly 
the same but the centroids are reduced in value. The error in the result will be directly 
proportional to the distance of the object centroid from the origin. (When one of the test 
kidneys was translated 500 mm in the x, y and z directions away from the origin, the CAN 
volume increased by 1.6%).  
If the direction of the normals is consistent (either all high-to-low or all low-to-high) the 
algorithm will correctly calculate the volume of a closed surface encompassing smaller 
closed surfaces (holes). Internal holes will produce a volume opposite in sign to the main 
outer surface, so the total volume of the object can be found by adding the volume of the 
holes to the outer volume. However, high-density holes within an enclosed surface will result 
in overestimation of the total volume because the volume of the hole will be added to the 
total volume instead of subtracted. One way round this problem is to flip either the inner or 
the outer set of normals. Figure 2(a) shows an example of a computer generated sphere with 
normals projecting from the centroid of each triangle.  
 
3. Methods and materials  
An Acuson 128XP/3 ultrasound machine (Acuson Corp, Mountain View, CA, USA) with a 5 
MHz curvilinear array transducer was used to scan ten water-filled balloons (13–142 ml), ten 
formalin-fixed foetal livers (14–34 ml) and ten cadaveric porcine kidneys (118–200 ml) in a 
tank of water. The balloons were supported on a Perspex plinth and held in place by an elastic 
band wrapped around the middle. The organs were supported on the plinth without the aid of 
an elastic band. The balloons were scanned free-hand and the livers and kidneys scanned with 
the transducer placed in a rig to enable the capture of a radial sequence of multiplanar 
images. Images were acquired approximately orthogonal to the long axis of the objects.  
Images were captured using a PC (486)-based video digitizing card (WinTV, Hauppauge, 
NY, USA) with a resolution of 324 × 224 pixels and 7-bit precision. The position and 
orientation of the ultrasound transducer were recorded using a Polhemus 3Space Fastrak 
electromagnetic localizer (Polhemus Inc, Colchester, VT, USA) connected to the PC via the 
serial interface. According to the manufacturer, the static accuracy of the system in a metal-
free environment is to within 0.8 mm RMS and 0.15° (2.618 × 10−3 radians) RMS, whereas 
the resolution is 0.005 mm cm−1 of range and 0.025° (2.181×10−3 radians). These values 
apply when the receiver is within 76 cm of the centre of the transmitter. Our own tests 
demonstrated comparable accuracy.  
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Figure 2. (a) A computer-generated sphere showing normals projecting from each triangle centroid. The surface 
triangles have been shaded alternately light and dark for visibility. (b) An example of a cadaveric foetal liver 
reconstructed from a sequence of multiplanar US images. (c) Surface rendering of one of the CT-scanned clay 
rocks. (d) Surface rendering of the same rock as in (c) but with a transparent outer surface showing the holes 
inside.  
Between 15 and 20 images were acquired through each object. On average, the mean and 
standard deviation of the distance between ROI centroids (the reflecting image separation) 
was 4.7 ± 1.6, 8.1 ± 2.8 and 3.4 ± 0.9 mm for balloons, kidneys and livers respectively. ROIs 
were manually outlined using a mouse. To improve triangulation of the surfaces, the number 
of ROI points for each image was increased (or reduced) to 30 by linear interpolation. At 
most 20 slices and 30 ROI points were chosen arbitrarily to try to achieve a balance between 
accurate volume estimates and speed of image acquisition and ROI tracing. (The CAN 
volume of a computer-generated prolate ellipsoid with 20 ROIs and 30 points in each ROI 
(a) 
(b) 
(c) 
(d) 
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was calculated to an accuracy of 1.5%). Images were transformed into 3D space by summing 
vectors connecting the centre of the Polhemus sensor to a reference point on the front face of 
the transducer (Hughes et al 1996). After transformation, the ROI points were connected into 
a triangular mesh as shown in figure 2(b) (Hughes and Brueton 1994). The actual volume of 
the balloons was obtained by weighing (assuming a density of water of 1g ml−1) and the 
volume of the livers and kidneys by water displacement. The balloons were weighed within a 
precision of ± 0.01 g. The accuracy and precision of the water-displacement method for the 
kidneys was assessed by measuring the volume of five accurately machined Perspex blocks 
(30–260 ml) in a 2 l graduated cylinder and was −1.3 ± 2.0 ml. The volume of the live rs was 
measured using a 500 ml graduated cylinder and the accuracy and precision, measured using 
seven accurately machined Perspex blocks (3–73 ml), was 0.86 ± 0.65 ml. The larger of the 
two measuring cylinders was used to measure the volume of the larger rocks and the smaller 
cylinder for the smaller rocks.  
Ten rocks (4–105 ml) hand-moulded from air-hardening modelling clay (of similar x-ray 
density to bone) were scanned in a CT scanner (Siemens Somaton DRH, Erlangen, 
Germany). Images had a matrix size of 512 × 512, a pixel size of 0.5 mm2 and a slice 
thickness and separation of 2 mm. To minimize partial volume effects, the rocks were placed 
on blocks of polystyrene foam. A dividing cubes algorithm was used to render the surface as 
a triangular mesh (figure 2(c)). A threshold value midway between the mean background 
value and mean object value was chosen, as suggested by Kennedy et al (1989). The actual 
volume of the rocks was measured by water displacement. The volume of each rock was also 
estimated by multiplying the number of voxels above the threshold value by the volume of 
each voxel, in this case 2 × 0.5 × 0.5 = 0.5 mm3.  
On scanning, it was discovered that the rocks contained small inner holes of irregular shape 
(figure 2(d)). This was considered to be a good opportunity to test the CAN algorithm on 
complicated shapes containing irregularly shaped holes. The total volume of the rocks would 
be difficult to calculate using planimetry or tetrahedral decomposition because the internal 
holes would have to be treated as separate objects. A problem with the CAN algorithm is that 
triangles belonging to internal holes must be filtered out in some way if only the volume 
enclosed by the outer surface is required. In this case, the holes were removed by drawing 
ROIs around the holes on the relevant images and filling the ROIs with pixels of value 
greater than the chosen threshold so that only the outer surface was extracted. The voxel 
count (VOX) and CAN volumes were calculated for the rocks with and without the holes. 
The volumes of the holes were calculated by finding the difference between the CAN and 
VOX hole and no-hole volumes respectively.  
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Figure 3. (a) A plot of balloon, liver, kidney and rock displacement volume versus CAN volumes. The line of 
identity is shown. (b) A Bland–Altman plot. The error bars show the 95% limits of agreement (namely the mean 
difference ± 2 SDs) for each class of object, designated by the first letter of the object.  
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Figure 4. (a) A plot of CAN versus voxel count (VOX) volumes for the rocks with and without inclusion of the 
internal holes. The line of identity is shown. (b) A Bland–Altman plot with linear least square regression lines 
shown.  
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Figure 5. (a) The CAN versus the VOX hole volume. The line of identity is shown. (b) A Bland–Altman plot.  
The volumes of the test objects were calculated using the planimetry, tetrahedral and CAN 
algorithms. For the tetrahedral method the centroid of each object was used to construct the 
tetrahedra. The algorithms were also tested on a computer-generated sphere, cylinder, prolate 
ellipsoid, oblate ellipsoid and cone, with dimensions as shown in table 1. For similarity to the 
balloons, kidneys and livers, each computer-generated object had 20 ROIs and 30 points in 
each ROI.  
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4. Results  
The results show that the CAN algorithm is comparable in accuracy to the other algorithms 
(figure 3 and tables 1 and 2). The rock CAN volumes are very similar to those obtained by 
voxel counting (figure 4(a)). A Bland–Altman (Bland and Altman 1986) plot (figure 4(b)) 
shows that the difference between the CAN and VOX no-hole volumes increases with 
volume with a correlation coefficient of (r) = 0.979, although the maximum difference is less 
that 0.6 ml. When the holes are included in the CAN and VOX volume calculations, there is 
only a slight increase in the CAN–VOX difference with volume (r = 0.693). Figure 5 
compares CAN and VOX hole volumes.  
 
Table 1. Theoretical comparison between the CAN, tetrahedral and planimetry methods of calculating volume 
for computer generated objects (r = radius or semi axes, h = height, in arbitrary units). Each object had 20 ROIs 
and 30 ROI points, except for the high resolution ellipsoid which had 50 ROIs and 90 ROI points.  
Generated object Axes (r, h) Actual volume CAN Tetrahedral Planimetry 
Sphere 5 523.59 516.50 516.50 517.53 
Cylinder 2.5 10 196.35 185.17 185.17 185.17 
Prolate ellipsoid 5, 2 ,1 41.89 41.22 41.30 41.40 
Oblate ellipsoid 5, 4, 1 83.77 81.20 82.38 82.80 
Cone 2.5 10 65.45 64.96 64.96 65.04 
High resolution ellipsoid 5, 2, 1 41.89 41.79 41.81 41.83 
 
Table 2. Experimental comparison between the CAN, planimetry and tetrahedral volume calculation methods 
expressed as the mean and standard deviation of the percentage errors.  
Object CAN Tetrahedral Planimetry Voxel count 
Balloons 1.2 ± 2.3 1.5 ± 2.1 1.3 ± 2.1  
Livers 5.5 ± 4.7 6.0 ± 4.3 4.3 ± 4.2  
Kidneys 3.0 ± 3.2 4.6 ± 2.2 4.9 ± 2.1  
Rocks -1.2 ± 3.2 -0.7 ± 3.2 − -1.2 ± 3.1 
 
5. Discussion  
The results show that the CAN algorithm is comparable in accuracy to the planimetry and 
tetrahedral methods. For the CT-scanned objects there is very close agreement between the 
CAN and VOX volumes. The maximum discrepancy between the two methods is about 0.5 
ml at 100 ml, which corresponds to an error of just 0.5%. Bland and Altman (1995) 
demonstrated how an increase in the difference with volume can be due either to a difference 
in the variance or to a difference in the accuracy of the two methods being compared. In this 
case the variances are almost identical; therefore the difference must be due to differing 
accuracy.  
On reflection, this is probably due to the partial volume effect causing underestimation of the 
VOX volume. This arises because the true surface of an object normally falls inside a voxel, 
resulting in the value of the edge voxel being ‘diluted’ by material of lower density next to 
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the edge (in this case air). Consequently edge voxels tend to fall below the threshold value 
and so are not included in the volume.  
However, the partial volume effect has the opposite effect on holes, causing them to appear 
larger. In this experiment, the CAN volumes would be expected to be more accurate because 
the surface triangles are generated by a marching cubes algorithm. The marching cubes 
algorithm calculates the position of surface triangles by linearly interpolating between 
adjacent voxels; therefore triangles generated by this method will be closer to the true surface 
than are the rectangular voxel faces.  
The tendency of the partial volume effect to overestimate hole volume probably explains why 
there is much less of an increase in the difference between the CAN and VOX algorithms 
with total volume (figure 4(b)). In this case, the underestimation in the volume enclosed by 
the outer surface is partially cancelled by the overestimation of the hole volumes. A slight 
overestimation of VOX hole volume compared to the CAN volume is seen in figure 5, 
although for practical purposes the difference is unlikely to be important.  
The CAN algorithm is easy to implement, executes relatively quickly and requires only a 
small amount of computer code. The main advantage of the CAN algorithm is that it can be 
used on objects of any shape and takes into account internal holes, assuming that the normals 
point in the right direction. It should be stressed that the planimetry and tetrahedral 
algorithms are capable of the same accuracy as the CAN method, but may not be as 
convenient to use. For instance, objects with internal holes and surface protuberances may 
need to be cut into smaller sections before the planimetry or tetrahedral algorithms can be 
used, which could be very inconvenient and time-consuming.  
The CAN algorithm is general purpose and works equally well for automatically generated 
surfaces and for those constructed from ROIs drawn manually. The overall accuracy of the 
algorithm will of course also depend on other issues such as the number of slices through the 
object and the number of points in each ROI. The CAN algorithm could be applied to objects 
as diverse as molecular models, architectural models, atmospheric clouds and subterranean 
oil reservoirs.  
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