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ABSTRACT
As the underlying cause of Glioblastoma Multiforme (GBM) is presently unclear, this
research implements a new approach to identifying and segmenting plausible instances of GBM
prior to critical mass. Grade-IV Astrocytoma, or GBM, is an aggressive and malignant cancer
arising from star-shaped glial cells, or astrocytes, where the astrocytes, functionally, assist in the
support and protection of neurons within the central nervous system and spinal cord. Subsequently,
our motivation for researching the ability to recognize GBM is that the underlying cause of the
mutation is presently unclear, leading to the operative that GBM is only detectable through a
combination of MRI and CT brain scans, cooperatively, along with a resection biopsy. Since
astrocytoma only becomes evident at critical mass, when the cellular structure of the neoplasm
becomes visible within the image, this research seeks to achieve earlier identification and
segmentation of the neoplasm by evaluating the malignant area via a volumetric voxel approach
to removing noise artifacts and analyzing voxel differentials. In order to investigate neoplasm
continuity, a differential approach has been implemented utilizing a multi-polynomial/multidomain regression algorithm, thus, ultimately, providing a graphical and mathematical analysis of
the differentials within critical mass and non-critical mass images. Given these augmentations to
MRI and CT image rectifications, we theorize that our approach will improve on astrocytoma
recognition and segmentation, along with achieving greater accuracy in diagnostic evaluations of
the malignant area.

ii

COMPREHENSIVE ABSTRACT EXPOSITION
Since astrocytoma only becomes evident at critical mass, when the cellular structure of the
glioma becomes evident within MRI and CT image scans, along with the evidence of neurological
symptoms, this paper seeks to evaluate the plausibility of achieving earlier identification and
segmentation of the malignant area via a volumetric voxel approach to removing noise artifacts
and analyzing voxel differentials. Given these augmentations to rectifying MRI and CT image
scans, in addition to employing a multi-polynomial/multi-domain regression algorithm, it is
hypothesized that earlier identification and segmentation of the glioma could be achieved prior to
critical mass, with the addition of achieving greater accuracy in diagnostic evaluations of the
malignant area. Therefore, in order to evaluate the malignant tissue, the following requisites will
be evaluated for their performance and viability to improve on neoplasm identification.

The reduction of noise aggregates via an R3n volumetric voxel kernel (VVK). Three
primary distributions will be implemented to examine planar and volumetric compositions: the
voxel mean, the voxel median, and the multivariate Gaussian distribution.

The analysis of the malignant area utilizing volumetric and differential operators in order
to determine similarities and discontinuities within voxel gradients, and the correlation of
neoplasm subregions in order to determine cyclic and divergent patterns within neoplasm
differentials.
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INTRODUCTION
Glioblastoma Multiforme (GBM), or grade IV astrocytoma, is a malignant cancer found in
adult men and women, which, geographically, primarily localizes itself within the cerebral
hemispheres of the brain, the frontal and temporal lobes

[2,3,4]

. The cerebral hemispheres control

the motor and cognitive functions of the brain and are separated by the longitudinal fissure, or the
corpus callosum. The corpus callosum is the conduit between the left and right hemispheres of the
brain and allows for the synaptic transmission of signals between the two regions. Furthermore,
while ultimately enabling the transfer of electrochemical information between the brain’s
hemispheres, the corpus callosum, inherently, provides an aqueduct for further astrocytoma
propagation throughout the brain

[23]

. While its underlying cause is uncertain, currently,

astrocytoma is only detectable through a combination of MRI and CT brain scans, cooperatively,
along with the implementation of a resection biopsy

[9]

. Unfortunately, the only identifiable

evidence of astrocytoma, other than its symptoms, is when the glioma has reached critical mass
within the image, when the legion becomes visible. Moreover, because of the nature of gliomas
and their diverse structures, in addition to metastasizing among normal brain cells, gliomas are
extremely difficult to detect and diagnose [28]. Furthermore, gliomas have no observable systematic
pattern of development, and they possess no property or characteristic that is uniquely identifiable,
other than deriving from astrocyte cells.
Currently, in order to diagnose the glioma‘s neurological impact to the central nervous
system, in addition to identifying the GBM mode and classification subtype, a resectioning of the
malignant area is almost always mandatory, but, nevertheless, it is not always plausible.
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Furthermore, because of the inoperability to resection the malignant area, in addition to the limited
number of therapeutic treatments, following diagnosis, less than 5% of the individuals will live an
additional five years

[3,6]

. Moreover, due to the diversity of malignant cells proliferating normal

brain tissue, along with the convoluted structure of the neoplasm, astrocytoma has no known cure
and its therapeutic treatments are limited

[4,5]

. However, just recently, there have been plausible

advancements in localizing neoplasm origin. Based on properties inherent within the glioma cells,
there are indications that gliomas may have originated from a specific genome type, where this
genome type, intrinsically, may possibility manifest causation of the malignant cancer.
Additionally, in the area of oncology, further progress has also been made within the region of
therapeutic treatments; however, those treatments have only lead to a minimal increase in
survivability [3,7]. Nevertheless, they have allowed the individual to maintain a more natural life
style.
Image noise is a byproduct manifested by all scanner devises, and, no matter the discipline
to protocol and performance of the scanner, noise is always prevalent within the image

[13]

.

Inherently, imaging devices are a composite of numerous technologies (hardware, software, and
electromechanical), and the induction of noise artifacts is manufactured at all phases throughout
the procurement cycle. Furthermore, because the modalities do not provide a centralized point of
noise generation or rectification thereof, in order to diminish this byproduct an enhance image
rectification, numerous post-processing techniques and protocols have been implemented

[14, 15]

.

Furthermore, since noise disbursements follow diverse patterns that emulate multimodal statistical
distributions, filtering techniques require similar distributions in order to identify and diminish
noise inclusion, while maintaining voxel integrity
2

[17]

. When examining the voxel structure of

image acquisitions, captured through MRI and CT scanners, the noise discontinuity between
homogeneous and inhomogeneous regions is readily identifiable. Therefore, the primary concern
following image acquisition is the reduction of noise aggregates. This, holistically, alleviating
image discontinuities while enhancing visual cohesiveness during analytical examinations.
When evaluating the topographical structure of neoplasms, relative to normal brain images,
collectively, it can be verified that a critical discontinuity exists between normal and abnormal
brain cells. Therefore, in order to evaluate the relative discontinuity between cells, while
determining the relative continuity within voxel patterns, a multi-polynomial regression analysis
must be employed over sub-segmented areas of normal and abnormal brain regions. Furthermore,
provided that a correlation is identified within neoplasm compositions, the correlation pattern (or
patterns) is utilized to identify possible glioma regions within non-critical mass regions, having
assumed neoplasm disorder. Moreover, by employing volumetric filtering operations prior to
regression analysis procedures, thereby, further reducing noise aggregates, more accurate results
are obtained; consequently, providing a threshold into earlier segmentation and recognition of the
malignant area.
As such, the preliminary hypothesis of this paper seeks to derivative a volumetric approach
towards mitigating and reducing noise artifacts within image volumes, given current filtering
modalities. Accordingly, in order to determine the more appropriate denoising architecture, the
following statistical distributions will be implemented prior to employing differential and subregression frameworks: the planar and volumetric mean value, the planar and volumetric median
value, and the planar and volumetric Gaussian distribution. The primary objective of this discourse
is the segmentation and quantification of astrocytoma prior to critical mass, via a regression
3

analysis architecture, preprocessed with the above constraints. Holistically, given that a further
decrease in noise propagation can be achieved through volumetric processing (as identified in this
paper), it will be shown that an increase in neoplasm/astrocytoma segmentation and identification
is highly probable prior to critical mass.
The subject matter contained within this discourse is outlined within the following sections:
“Introduction,” an introduction to Glioblastoma Multiforme and the concerns in quantifying
neoplasms prior to critical mass; “Resources,” the materials utilized in implementing the
framework and analyzing the volumetric images; “Background and Analysis,” a synopsis of MRI
and CT image noise and the volumetric architecture used to filter noise aggregates and quantify
region analysis; “Volumetric Noise Reduction,” the chapter encapsulating the noise reduction
methodology, trials, finding, and results; “Noise Reduction Methodology,” the methods and
architectures implemented to reduce noise aggregates within MRI and CT images; “Volumetric
Methodology,” the methods and background used in implementing the volumetric architecture;
“Filter Enumerations,” the mathematical enumerations used in implementing the noise reduction
architectures; “Volumetric Architecture,” the architecture used in implementing the volumetric
noise reduction algorithms; “Noise Reduction Procedures,” a compendium of the systematic
procedures in which the noise filters were employed; “Noise Reduction Results,” the results of the
noise reduction trials; “Noise Reduction Interpretation,” the findings and implications imparted
from the volumetric noise reduction trials; “Critical Mass Detection,” the chapter encapsulating
the regression methodology, trials, finding, and critical mass results; “Regression Analysis
Methodology,” the regression architectures implemented to analyze MRI and CT images;
“Regression Methodology,” the methods and background used in implementing the regression
4

architectures; “Regression Enumerations,” the mathematical enumerations used in implementing
the regression architectures; “Regression Architecture,” the architecture used in implementing the
linear and multi-polynomial/multi-domain regression applications; “Critical Mass and Regression
Procedures,” a compendium of the systematic procedures used in which the regression/differential
analysis is employed; “Critical Mass Results,” the results of the neoplasm/regression trials;
“Critical Mass Interpretation,” the findings and implications imparted from the regression analysis
trials; “Neoplasm Simulation,” a proposed ideology in order to simulate the presence of neoplasms
within normal brain images; “Conclusion,” future research and final thoughts.
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RESOURCES
Ten volumes were obtained from the BraTS Multimodal Brain Tumor Segmentation sight,
where the volumes included both normal and tumor-laden images [27,28]. Varying degrees of noiseinduced images were selected from the 2015 and 2017 data sets; ultimately, a total of twenty MRI
images were evaluated. Additionally, fifty volumes were selected from the BraTS Multimodal
Brain Tumor Segmentation sight for differential and critical mass evaluations [27,28,29]. The selected
volumes were obtained from the 2012 and 2013 data sets.
Software development and implementation of the noise algorithms is implemented via
Kitware’s Insight Toolkit (ITK), version 4.13.0 [15]. ITK is an open-source framework used for
image filtering and segmentation purposes, funded by the National Library of Medicine (NLM).
However, for this research, all development and implementation is accomplished through the use
of the underlying ITK/C++ template framework.
Software development and implementation of the voxel regression algorithm is implemented
via Anaconda 4.3 and Python 2.7. Anaconda is the functional interactive environment
encapsulating Python 2.7, which, inherently, integrates the libraries NumPy and Matplotlib,
mitigating installation procedures.
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BACKGROUND AND ANALYSIS
As identified previously, the underlying cause of GBM is currently unclear, however, there
are two primary scanners used in detecting GBM and astrocytoma conditions: magnetic resonance
imaging (MRI) and computerized tomography (CT). MRI devices are categorized based on their
functional operation and whether their occupant is required to perform actuary movements in order
to enhance imaging detection. In general, MRI scanners rectify their images based on the alignment
of hydrogen nuclei within the tissue, where functional MRI devices (fMRI) capture images based
on metabolic changes within the tissue—they determine oxygen concentration levels within the
blood flow [24]. CT scanners, similar in purpose to MRI scanners, project x-rays through the tissue,
thereby, ultimately, evaluating the tissue’s radiation absorption levels.
Operationally, MRI and CT scanners use dissimilar electromagnetic fields in order to
manifest image composition; moreover, the wavelengths employed by each device are located at
opposing ends of the electromagnetic spectrum. MRI scanners, which employ longer wavelengths
than CT scanners, generate electromagnetic fields in order to align proton orientations within the
tissue (or hydrogen atoms). Once aligned, the proton orientations are then disrupted, momentarily,
and, as the protons realign, their energy release is evaluated, where this energy release,
collectively, evaluates to the tissue’s characteristics. The CT scanner, similar in purpose to the
MRI scanner, employs a much shorter wavelengths

[21]

. Operationally, electromagnetic particles

are projected from a concentrator unit to a receiver unit, where the receiver unit, ultimately,
determines the amount of particle energy (x-rays) absorbed by the tissue and receiving apparatus
[25]

. The received particles at the absorption unit are correlated to absorption levels within the
7

tissue, where, ultimately, this absorption level is subsequently correlated to the tissue’s contrast
and density level per unit voxel.
There are numerous parameters that affect image acquisition and the inherent visibility of
the scanned tissue, including voxel size, voxel spacing, dimensions, sample rate, coefficient
identifier, motion, and acoustic resonance. Accordingly, in order to increase tissue visibility while
reducing noise propagation, many of the parameters possess tunable coefficients that, ultimately,
mediate the negative affects induced during scanner operation. However, the primary influencer
to diminishing noise propagation, in addition to manifesting tissue visibility, is the attenuation
coefficient

[13]

. The attenuation coefficient is a scalable parameter that influences the absorption

level of electromagnetic energy within the tissue. As the coefficient is minimized or maximized,
the amount of electromagnetic energy penetrating the tissue (or medium) has a direct correlation
to the tissue’s visibility within the image. Consequently, based on neighboring tissue densities and
the primary tissue of identification, along with the manifold of tunable parameters, the visibility
of tissues may be obscured and/or enhanced due to the adjustment in parameters

[13,16]

.

Furthermore, although the attenuation coefficient influences the amount of energy absorbed
through the tissue, in addition to modulating nose inducement, there is a delicate balance between
image acquisition and noise propagation. Accordingly, an alternate approach to mitigating and/or
removing noise artifacts must be employed.
Image noise is a byproduct manifested by all scanner devises, and, no matter the discipline to
protocol and performance of the scanner, noise is always manifested [13]. Accordingly, in order to
diminish this byproduct manufactured by the scanner, numerous post-processing techniques have
been manufactured and implemented [14,15]. Dissimilar in structure than Charged Coupled Decoder
8

(CCD) images, medical images are manifested through voxels elements (volume pixel elements),
3D non-homogeneous image samples represented by tensor data and axial-orientation properties
of the scanner: image origin, voxel spacing, orientation direction, and physical extent.
Furthermore, since noise distributions follow diverse patterns that emulate multimodal
distributions, filtering techniques require similar distributions in order to identify and diminish
noise inclusion

[17]

. As such, signal processing techniques have been implemented in order to

further reduce noise artifiacts by correlating statistical distributions to plausible noise distributions,
this in large, due to the acquisition process of the medical scanner. Nonetheless, no matter what
type of filtering technique is employed, noise is still prevalent within the image. Furthermore, since
filtering techniques are implemented across the full extent of the image, filtering distributions are
non-bias towards noise and voxel characteristics

[14,18]

. Consequentially, filtering operations not

only maturate image characteristics, but they also, inherently, add properties intrinsic to the
functional distribution of the stochastic filter, maturating both image characteristics and noise
composition [3,14,18]. Historically, since filtering techniques have always been implemented across
planar extents, this enlarge, due to the uniqueness of image acquisition, it has been simpler to retain
a planar approach in the filtering of medical volumes [14,30,31]. However, due to the relative nature
of volume slices and the continuity between neighboring voxels, a volumetric approach to image
rectification is essential to further reducing noise aggregates. As identified within the paper “Joint
solution for PET image segmentation, denoising, and partial volume correction,” in order to
provide for proper segmentation and analytical results, the reduction of noise aggregates is
imperative [34,35].
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When evaluating the topological structure of neoplasms, holistically, it can be identified
that a critical discontinuity exists between normal and abnormal tissues, in addition to
discontinuities within neighboring tissue slices. However, when the topological region is reduced
to a smaller domain, thereby focusing on a subregion of voxel elements, the discontinuity becomes
less evident and more obscured. Therefore, in order to evaluate the voxel structure of the malignant
tissue, while determining discontinuities within the voxel patterns, a regression analysis must be
implemented over the segmented regions. Furthermore, provided that a correlation can be
identified within the neoplasm structure, the correlation is then utilized to triangulate possible
glioma patterns within non-critical mass tissue, in hopes of providing earlier detection of the
malignant cells. As identified within a recent paper, a similar approach has been implemented in
the detection of Alzheimer’s disease within mild-cognitive impairment patients, with varying
levels of success

[33]

. Algorithmically, in order to expand the regression domain, the underlying

regression architecture is extended to provide for multi-polynomial/multi-domain regression
analysis of critical mass and non-critical mass areas, during neoplasm evaluations.
Based on the aforementioned prerequisites, in addition to the volumetric approach towards
further reducing noise artifacts, along with the composite of volumetric applications implemented,
this research unveils the identification of neoplasms prior to critical mass, in addition to achieving
more accurate results within research, medical applications, and clinical trials.
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VOLUMERIC NOISE REDUCTION
Noise Reduction Methodology

Volumetric Methodology

As previously identified, image noise is a byproduct manufactured by all imaging devises and
is inherently evident within all acquisitions. Consequently, in order to reduce the negative affects
imparted by noise, in addition to increasing image cohesiveness, filtering techniques were
implemented to correlate statistical distribution to plausible noise distributions. Nevertheless, all
filtering operations are unbiased towards noise and image artifacts. Consequentially, filtering
operations not only differentiate image properties, but they inherently add properties intrinsic to
the functional distribution of the filters, maturating both image characteristics and noise
composition

[3,18]

. Furthermore, since noise distributions are multimodal in their composition,

filtering operations require similar distributions and/or composite distributions in order to diminish
noise inclusion: or, alternatively, filtering operations should employ differential approaches to
reducing noise aggregation (as identified within this paper).
Based on the intrinsic continuity between neighboring voxels and the primary voxel of
concern (PCV), filtering operations, in addition to all volumetric analyses, should be implemented
relative to a volumetric framework that examines all neighboring voxels relative to the PVC. For
example, most filtering operations, if not all, work upon a small subset of voxels during each
iterative cycle, where each cycle, seemingly, correlates unrelated voxel elements to a resultant
PVC element. As each iterative cycle progresses through the image of slices, planar images are
11

compiled into a volumetric configuration of preprocessed planers. However, following a careful
inspection of the neighboring voxels within the volumetric configuration of planers, the volumetric
relationship between each voxel is strongly correlated to adjacent voxels; each voxel element
maintains continuity with its neighboring elements within the volume, even though a spatial
threshold is maintained between each element. Accordingly, to obtain a more cohesive
understanding of this concept, this relationship can be identified by examining all elements
holistically and myopically within an image volume, simultaneously.
Initially, when viewing an image holistically, a strong correlation exists between the PVC
and its surrounding voxels within the planer. Nevertheless, as the viewing distance is decreased,
thereby allowing voxels to expand within the viewport, the prior correlation becomes less evident.
However, as you migrate from one planer to the next, once again, a strong correlation can readily
be identified between the PVC and its neighing voxels; voxels at lower and upper levels appear to
migrate across the viewport as you traverse the volume. Collectively, these principles coagulate
into the concept that the PVC is strongly attached to neighboring voxels within the image volume.
Furthermore, in supposition to the above hypothesis, it is also inferred that a volumetric approach
to the processing of medical images, in addition to all multi-temporal images, will further preserve
image characteristics while manifesting more accurate results, thus increasing overall image
viability and processing integrity.
Most filtering techniques, if not all, have been implemented using an R2n single-planar
approach, where Rγn is analogous to γ-dimensional regions with symmetrical radius n, having
(2*n+1) γ voxels per region. However, conducive to this research, the architecture in which voxels
are incorporated is based on an R3n volumetric approach, where this volumetric approach, or
12

volumetric container, is traversed over all voxels within the image volume. During each iterative
cycle of the navigation process, the functional distribution of the filter synthesizes the volumetric
restriction of elements into a single discrete element, a volumetric voxel element (VVE); where,
ultimately, this collection of all terminating VVE’s is populated within the resulting volumetric
image. Quantitatively, in order to acquire a baseline of results when comparing an R2n planar
approach to an R3n volumetric approach, three common distributions are implemented: the
functional mean, the central median, and the multivariate Gaussian distribution

[26]

. Given these

distributions, it will be shown that by implementing an R3n volumetric voxel kernel (VVK) or
volumetric voxel container, it is possible to further reduce noise aggregates over an R2n planar
approach, substantially, while maintaining voxel characteristics and increasing overall volume
integrity.
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Filter Enumerations

Three primary functions were evaluated during the volumetric noise reduction trials: the
functional mean, the central median, and the multivariate Gaussian distribution; derivatives of the
functions were also implemented. Collectively, each function was implemented due to its
volumetric capability in handling tensor data, along with providing scalability of the final image.
Furthermore, in order to validate enumeration accuracy and provide for planar correlations, all
functions were implemented across the three anatomical planes, thus providing a baseline for
results during noise performance evaluations, figure-1.

Figure 1: Anatomical Planes
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In order to derive the volumetric Gaussian CDF, a one-dimensional Gaussian PDF was
propagated over the axes of the Cartesian coordinate system, thus providing a multivariate PDF
equation, where the integral of the combined axial equations derive into the multivariate CDF
equation. However, in order to provide volumetric unity during mathematical calculations, the
multivariate Gaussian CDF is integrated over the domain of the volumetric region, thus, ultimately,
providing the Gaussian normalization constant relative to the volumetric region. Subsequently, in
order to provide unity for both planar and volumetric regions, given R2n and R3n kernels, the
Gaussian normalization constant is inverted and applied to the given CDF equation, thus providing
unity over the integral of the Gaussian CDF equation, relative to the PVC [26].

Synopsis of Gaussian Normalize Volume Equations
2

𝐶 = 𝑖𝑛𝑣

∞

𝜑𝑖 (𝑣) = 𝐶 ∫−∞ 𝑒

−

(𝑣2 )
2𝜎2

½

2

(𝑣 + 𝑣 )
∞ − 1 2
{∫−∞ 𝑒 2𝜎2 𝑑𝑣1

(8)

𝑑𝑣2 }

(9)

𝑑𝑣
(𝑥2 )

∞

∞

(𝑦2 )

∞

(𝑧2 )

∏3𝑖=1 𝜑𝑖 (𝑣⃑) = 𝐶 ∫−∞ 𝑒 − 2𝜎2 𝑑𝑥 · 𝐶 ∫−∞ 𝑒 − 2𝜎2 𝑑𝑦 · 𝐶 ∫−∞ 𝑒 − 2𝜎2 𝑑𝑧
∞

(𝑥2 )

(𝑦2 )

(𝑧2 )

∏3𝑖=1 𝜑𝑖 (𝑣⃑) = 𝐶 3 ∭−∞ 𝑒 − 2𝜎2 · 𝑒 − 2𝜎2 · 𝑒 − 2𝜎2 𝑑𝑥 𝑑𝑦 𝑑𝑧
∏3𝑖=1 𝜑𝑖

(𝑣⃑) = 𝐶

3

∞ −
∭−∞ 𝑒
∞

(𝑥2 + 𝑦2 + 𝑧2 )
2𝜎2

(10)
(11)
(12)

𝑑𝑥 𝑑𝑦 𝑑𝑧

(𝑣
⃑⃑)

∏3𝑖=1 𝜑𝑖 (𝑣⃑) = 𝐶 3 ∭−∞ 𝑒 −2𝜎2 𝑑𝑣⃑

(13)
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Because the integral of the Gaussian CDF is irresolute in its original form (equation 9), an
alternate approach to deriving the normalization constant must be employed. Furthermore, since
the alternate approach to deriving the normalization constant is indirect of colloquial procedures,
consequently, a reorganization of the integrand must be fabricated relative to two axial dimensions,
where this reorganizing and integration thereof, ultimately, evaluates to a discrete value.
Therefore, given the Gaussian normalized equations, in order to derive the normalization constant
relative to the volumetric Gaussian CDF, an R2n Gaussian CDF must be integrated over the domain
of the R2n region space (integrating over planes dv1 and dv2), where, consequentially, the resultant
value is radicalized to the ½ power, thereby, providing the proportionality constant 1/c. Finally,
the proportionality constant is inverted, thus manifesting the normalization constant C, and applied
to each axial equation. Following the application of the normalization constant C, the remaining
derivations proceed as normal. The complete Gaussian CDF derivation can be found in Appendix
B.
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Volumetric Architecture

The process in which voxel elements are collected and analyzed is based on an R3n volumetric
container, where this volumetric container is used to encapsulate and restrict calculations to voxel
elements within n contiguous slices, having (2*n+1)3 voxels per container, figure 2. Inherent
within the volumetric composition of slices, the volumetric composition of elements is synthesized
into a single volumetric element, the VVE, which inherently corresponds to the volumetric
calculations employed within the volumetric kernel region. This terminating element, ultimately,
is prorogated to the resultant image, where, collectively, the composite of VVE’s is fabricated into
the final image rectification. Furthermore, if mandated, the image rectification can further be
processed in order to analyze and manufacture additional details and characteristics of the tissue,
thus, conceivably, improving on image cohesiveness, viability and analytical results. By definition,
the VVE inherently identifies the process in which the composition of R3n elements is
manufactured into the resulting voxel element.

Figure 2: VVE and PVC
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Inherent to the volumetric kernel’s operation, there are two primary functions mandated: the
iteration over all elements within the VVK and the traversing of the VVK within the image volume.
Accordingly, in order to provide symmetrical operations during VVK iteration, all volumetric
calculations must be implemented relative to the central voxel element (the primary iteration voxel
within the container) or the primary voxel of concern (PVC). Accordingly, similar in composition
to that of an R2n kernel container, the primary voxel element of the VVK is the central element
within the volumetric kernel, where, discretely, the coordinate (0,0,0) is synonymous to the central
element of the R3n kernel array, identified as vector 0i+0j+0k and exemplified in figure 3. The
domain specifications associated with the VVK are contingent upon the boundary specifications
being within a valid image region. However, when any of the kernel’s dimensions are outside of
the image region, the kernel calculations must be bounded to the limits of the image dimensions.
As such, the kernel must grow or reduce its calculations and dimensions, dynamically, with respect
to the image parameters. The following functions enumerate the order of operations relative to the
primary voxel element, the PVC.

Figure 3: VVK and Image Volume
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Volumetric kernel composition
𝑗
𝛷 = ∑𝑘−𝑘 ∑−𝑗 ∑𝑖−𝑖 ᴦ (𝑖, 𝑗, 𝑘)

(14)

𝑙
𝓋 = ∑𝑛𝑛=0 ∑𝑚
𝑚=0 ∑𝑙=0 𝛷 (𝑙, 𝑚, 𝑛)

(15)

As previously identified, the PVC is the center element within the VVK and all operations
are relative to the PVC. The summations of equation (14) are relative to the iteration over all
elements within the VVK, while the summations of equation (15) are relative to the VVK’s
iteration within the image volume. Cooperatively, v is the volumetric container iterated over the
image volume during volumetric operations, where г is analogous of the multivariate mathematical
function. However, in order to rectify the non-intersection of boundaries between the VVK and
the image volume, ɸ must grow and reduce its dimensions with respect to the intersection of the
VVK boundaries and the image region.
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Noise Reduction Procedures

The following procedures are a composite of the methodologies used to derive the noise
reduction conclusions. Furthermore, the methodologies are an explanatory approach to identifying
the inherent operations within the procedures, in addition to enumerating the mathematical
calculations required to duplicate the results. Holistically, the following procedures are
implemented relative to the R2n and R3n architectures, thus providing a baseline for volumetric
analyses. Furthermore, because the ground-truth for an MRI and CT image is implausible to
acquire, the following procedures enumerate the general techniques employed during noise
reduction evaluations, thus, ultimately, evaluating the volumetric noise reduction performance.
Prior to implementing the following methodologies, the implementation of a volumetric
architecture must be manufactured, thus encapsulating and limiting the numerical calculations to
the volumetric voxel container, the VVK. Furthermore, as identified within the “Noise Reduction
Methodology” and “Volumetric Architecture” sections, the volumetric architecture employs an
iterative topology where the VVK is traversed over the full extent of the image volume.
Collectively, during each cycle of the navigation process, the functional distribution of the filter
compiles the volumetric restriction of elements into a discrete element, which is then populated
within the rectified volume. During the iteration cycle, in retrospect to the VVK exceeding the
image boundaries, if the kernel dimensions are external of the image region, the calculations must
be bounded to the extent of the image dimensions. As such, the kernel must grow or reduce its
dimensions dynamically with respect to the image domain. Ultimately, this noise reduction
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architecture (the volumetric architecture) is fabricated into an independent application for iterative
engagement.
The difference operator is the final process in determining the percent reduction in noise
aggregates, when migrating from an R2n planar configuration to an R3n volumetric configuration.
Considered common knowledge, the difference operator inherently correlates the numerator and
denominator into a ratio of the two elements. As such, each voxel element within the R2n and R3n
volumes are rationalized in order to determine the percent R3n noise reduction over the planar
configuration. Following voxel interpolation over the full extent of the volumes, where Гsum = Σ
(R2nR3n noise) / (Total In noise), the percent noise reduction is calculated via Гsum /
totalVoxelCount.


Initially, following implementation of the volumetric architecture and selection of the
distribution function, the application is traversed over the full extent of the image
volume (In), thus manufacturing the rectified image (Sn), the denoised image
composition.
o Subsequently, two filtering operations must be employed over the initial
image I1, where each filtering operation produces the rectified image (Sn)
relative to an R21 and R31 kernel configuration. Ultimately, the two
images (S2 and S3) provide the foundational components to rectifying the
final result: S2 is the denoised image following an R21 (planar) filtering

process, and S3 is the denoised image following an R31 (volumetric)
filtering process.
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Next, to capture the reduction in noise aggregates, when migrating from an R21 planar
configuration to an R31 volumetric configuration, S3 is subtracted from S2 thus yielding
the noise volume NS2S3, the captured/reduced noise aggregates.



Iteratively, the next step is to determine the maximum induced noise within the image
I1. This is accomplished by subtracting the S2 planar noise from the original image, I1,
thus providing the noise volume NI1S2, the maximum induced image noise.



The final step within the procedure is to determine the percent noise difference
between the volumes NS2S3 and NI1S2. This is accomplished via the difference operator
identified previously within this section. Following the difference operation, the
calculated results represent the percent noise removed when migrating from a planar
to volumetric configuration.

The prior steps are implemented iteratively in order to produce the identified results and
images.
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Noise Reduction Results

Noise reduction procedures were performed utilizing both planar and volumetric
configurations, where the R3n volumetric configuration outperformed the R2n planar configuration
by approximately 15 percent; the maximum overall reduction in noise aggregates when moving
from a planar to volumetric configuration was 29 percent. As identified in the accompanying
results, the R3n volumetric configuration induced greater noise suppression over the R2n planar
configuration, while, ultimately, increasing image integrity and maintaining voxel characteristics.
The percent reduction in noise was calculated via a difference in volumetric mean, volumetric
median, and volumetric DOG. The following tables enumerate the percent reduction in noise
aggregates when migrating from an R2n planar approach to an R3n volumetric approach.
The following tables identify the percent reduction in noise when migrating from a planar to
volumetric topology. Collectively, the tables are organized into three configurations, where each
configuration is identified by noise reduction algorithm, kernel radius, and, if applicable, variance.
Furthermore, each table identifies the percent reduction in noise when migrating from an R2n to
R3n configuration. However, for the R2n configurations, the R2n planar kernel is traversed along
the coronal axis (the kernel is traversed parallel to the coronal plane).
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Table 1: R3n Mean Noise Reduction Results

Mean % additional noise suppressed when migrating from an R2n to R3n architecture
n

Img1

Img2

Img3

Img4

Img5

Img6

1

2.49%

2.52%

4.18%

2.06%

2.52%

--

2

4.32%

3.62%

5.55%

3.14%

3.61%

--

Table 2: R3n Median Noise Reduction Results

Median % additional noise suppressed when migrating from an R2n to R3n architecture
n

Img1

Img2

Img3

Img4

Img5

Img6

1

43.16%

8.15%

46.74%

18.46%

15.69%

--

2

21.99%

23.90%

24.89%

10.90%

23.94%

--

Table 3: R3n Gaussian Noise Reduction Results

Gaussian % additional noise suppressed when migrating from an R2n to R3n architecture
R2n

Img1

Img2

Img3

Img4

Img5

Img6

n=1

--

--

--

--

--

--

σ2

0.333

0.333

0.333

0.333

0.333

0.333

n=2

15.91%

15.20%

16.07%

4.53%

15.20%

15.90%

σ2

0.666

0.666

0.666

0.666

0.666

0.666
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Selected R2n and R3n results are identified in order to provide a visual correlation between
the original and rectified image, in addition to the overall reduction in noise aggregates.
Additionally, the subsequent images also provide visual confirmation of the R3n volumetric
performance over the R2n planar performance, identified relative to the operation (mean, median,
and Gaussian).
The following image was denoised via a “mean average” removal of noise artifacts utilizing
an R2n planar configuration of radius 1 (along the coronal axis) and an R3n volumetric
configuration of radius 1. Furthermore, as exemplified within the R3n volumetric image, when
compared to the R2n planar image, greater noise suppression was manifested via the R3n volumetric
configuration, readily identifiable between the two images.

(R21 Planar Kernel)

(R31 Volumetric Kernel)

Figure 4: Mean R2n/R3n Noise Reduction Image
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Following a “mean” difference operation, the additional noise removed via an R31 volumetric
configuration amounted to approximately a 3 percent reduction over an R21 planar configuration,
and readily identified within the image.

(Additional Noise Removed)

Figure 5: Mean R2n/R3n Noise Difference Image
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The following image was denoised via a “median” removal of noise artifacts utilizing an
R2n planar configuration of radius 1 (along the coronal axis) and an R3n volumetric configuration
of radius 1. Furthermore, as exemplified within the R3n volumetric image, when compared to the
R2n planar image, greater noise suppression was manifested via the R3n volumetric configuration,
readily identifiable between the two images.

R21 Planar Kernel

R31 Volumetric Kernel

Figure 6: Median R2n/R3n Noise Reduction Image
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Following a “median” difference operation, the additional noise removed via an R31
volumetric configuration fluctuated, vigorously, between ± 22 percent above and below its R21
planar counterpart, identified in table 2.

(Additional Noise Removed)

Figure 7: Median R2n/R3n Noise Difference Image
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The following image was denoised via a Gaussian normalize distribution utilizing an R2n
planar configuration of radius 1 (along the coronal axis) and an R3n volumetric configuration of
radius 2. Furthermore, as exemplified within the R3n volumetric image, when compared to the R2n
planar image, greater noise suppression was manifested via the R3n volumetric configuration,
readily identifiable between the two images.
The following image was denoised via a multivariate “Gaussian” removal of noise aritcats
utilizing an R2n planar configuration of radius 1 and σ2 = 0.333, and an R3n volumetric
configuration of radius 2 and σ2 = 0.6667:

R21 Planar Kernel

R32 Volumetric Kernel

Figure 8: Gaussian R2n/R3n Noise Reduction Image
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Following a DOG operation, the additional noise removed via a Gaussian R32 volumetric
configuration (of radius of 2) amounted to a 13.9 percent reduction over an R21 planar
configuration. However, when utilizing an R3n volumetric configuration of radius 1 and σ2 = 0.333,
the R31 configuration produced similar results to those of the R21 mean configuration, only a 3%
further reduction in noise.

(Additional Noise Removed)

Figure 9: Gaussian R2n/R3n Noise Difference Image
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Noise Reduction Interpretation

Image noise is a byproduct manufactured by all scanner devises, and, no matter the discipline
to protocol and performance of the scanner, noise is always prevalent [13]. However, because noise
inducement is not localized to a primary modality within the acquisition process, thus manifesting
at different periods within the accusation cycle, the removal of noise aggregates must be
incorporated at all phases within the procurement process. Nevertheless, because of the differential
in tuning parameters and their adverse effects imparted at different modalities within the
procurement cycle, the removal of noise aggregates must be employed following image
acquisition.
Because image noise is the primary offender corrupting image acquisition, thus, ultimately,
affecting image cohesiveness, image noise affects all analytical calculations employed over the
image during analytical procedures. Moreover, because image noise is manifested at differential
modalities within the acquisition process, a major concern following image acquisition is the postprocessing of noise aggregates. However, because filtering techniques are unbiased towards noise
and image characteristics, they, consequentially, add properties intrinsic to the functional
distribution of the filters, ultimately, introducing new characteristics. Fortunately, however, these
additive characteristics are more beneficial than problematic, as they introduce deterministic
characteristics that are reproducible and removable, thus mitigating future image analyses.
Based on current noise reduction techniques, most filtering operations, if not all, have been
implemented using an R2n planar configuration. However, even though this approach has
sufficiently reduced noise artifacts while increasing image integrity, there are disadvantages to this
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method. For example, in reference to the median filter, the median operation is primarily utilized
in removing salt and pepper aggregates, thus replacing image content with the central element
from its sorted kernel elements. However, because the median distribution operates on the premise
of order and not continuity, the systematic replacement of voxel content is inherently misleading,
thus generating visual anomalies and removing possible glioma composition prior to evaluation;
moreover, the planar configuration does not consider the neighborhood of surrounding voxels
elements. When analyzing volumetric and multi-temporal environments, each element within the
volumetric environment must be considered relative to its surrounding elements within the
neighborhood. If the surrounding voxel elements are not considered within the evaluation process,
it is highly probably that critical characteristics will ultimately be removed. Furthermore, given
the customary size of a voxel element relative to a neoplasm cell (or composite of cells), in addition
to neoplasms metastasizing, we cannot assume that a selected voxel element is unequivocally
noise. Additionally, we cannot assume that an R2n approach to noise reduction is sufficient to
suppress noise aggregation, due to the continuity of the surrounding voxel elements.
The process in which voxels elements are organized and analyzed is based on an R3n
volumetric kernel, where this volumetric kernel is iterated over all elements within the image
volume. During each iterative cycle, the volumetric elements are correlated relative to the
volumetric attributes of the enumeration function, where, ultimately, the resultant PVC is mapped
to the homogeneous location within the rectified image. In comparison of the R2n and R3n kernel
configurations, the R3n volumetric configuration provided greater noise suppression over the R2n
planar configuration. Furthermore, while increasing image integrity and maintaining voxel
characteristics, it can be visibly verified that the volumetric configuration contains fewer noise
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aggregates over its planer counterpart, thus exemplifying the validity of the volumetric
configuration and its performance. Nevertheless, as with many subtle advancements in technology,
a quantitative increase in one area usually manifests a decrease in another area. The same scenario
exists with an R3n volumetric configuration: with a succeeding increase in noise suppression there
is a parallel decrease in runtime performance. Consequently, in relationship to the dimensions of
an R2n and R3n kernel configuration, the overall decrease in runtime performance will be
proportional to R3n\R2n. As such, for an R31 volumetric kernel, the runtime performance will be
triple that of an R21 planar kernel.
In an aggregate analysis of the planar and volumetric configurations, the median volume
configuration of radius-1 performed similar, visually, to the Gaussian volumetric configuration of
radius-2, as identified in the accompanying images. Furthermore, relative to the noise suppression
imparted, the volumetric configuration outperformed the planar configuration by approximately
15 percent ± 10 percent, while, simultaneously, reducing noise aggregates and maintaining voxel
characteristics. Moreover, based on the mathematical characteristics of the filter, noise suppression
capabilities of an R3n volumetric configuration may increase up to 30 percent over that of an R2n
planar configuration of the same radius. While in some situations, noise reduction fluctuated
between ±10 percent of its average (15%), it is theorized that the percent deviation is due to the
inducement of manufactured noise within selected images, along with the acquisition protocol and
the difference in volume dimensions. Furthermore, following volumetric operations, a direct
correlation could be identified when migrating from a planar approach to a volumetric approach,
thus exemplifying the validity of the R3n volumetric configuration and its overall performance
gains.
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In retrospect to the R3n volumetric configuration and the continuity enforced within its
composition, inherently, the R3n volumetric configuration has a direct correlation to multitemporal image applications. Since multi-temporal imaging is attached to each successive image
within the data set, where each image maintains a time-differential between its successors, there is
a high correlation in the continuity of temporal images within the data set. Furthermore, since noise
reduction is a critical component in the detection of motion, the removal of noise artifacts is
imperative. Moreover, because multi-temporal backgrounds are primarily dynamic, thus infusing
additional noise and segmentation concerns, employing volumetric noise reduction during
preprocessing will only succeed in further reducing noise aggregates while increasing detection
performance and numerical integrity.
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CRITICAL MASS DETECTION
Regression Analysis Methodology

Regression Methodology

Because of the nature of gliomas and their diverse internal structure, in addition to their
ability to propagate among normal brain cells, gliomas are extremely difficult to detect and
diagnose [28]. Gliomas have no observable systematic pattern of development, and they possess no
property or intrinsic characteristic that is uniquely identifiable, other than deriving from astrocyte
cells. Furthermore, due to the cells metastasizing among normal brain tissue, the extrapolation of
neoplasm characteristics and continuity is extremely difficult. However, in order to examine
neoplasm growth and dissemination, it is imperative that differential applications be implemented,
thus exploring new avenues within neoplasm development and propagation.
When evaluating the topographical structure of neoplasms, relative to normal brain images,
collectively, it can be verified that a critical discontinuity exists between normal and abnormal
brain cells. Therefore, in order to evaluate the relative discontinuity between cellular regions, while
determining the relative continuity within voxel patterns, a multi-polynomial regression analysis
must be employed over neighborhoods of normal and abnormal brain regions. Furthermore,
provided that a correlation pattern is identified within neoplasm compositions, the correlation
pattern (or patterns) is then utilized to resolve possible glioma regions within non-critical mass
regions having supposed neoplasm disorders.
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Following a holistic examination of gliomas, a strong discontinuity can be identified
between homogeneous and inhomogeneous regions, in addition to the propagation of noise
aggregates infiltrating the image. Therefore, in order to diminish noise intensity while increasing
image continuity, it is imperative that scanner resonance be significantly reduced, thereby,
ultimately, providing more accurate results during regression and analytical procedures. As such,
in retrospect to the findings previously identified within the “Volumetric Noise Reduction” chapter,
the R3n volumetric Gaussian distribution is employed to diminish noise aggregates prior to
analytical and regression procedures, thus fostering greater accuracy during numerical operations.
When evaluating the anatomical structure of the brain, there is a fluid arrangement within the
continuity of normal brain tissue (voxel elements), where this region of tissue exhibits continuity
with its surrounding tissue. As you migrate through and around the region of tissues (the inherent
voxel elements), the tissues continue to maintain continuity with the surrounding anatomical
structure of the organs, thus emulating a cohesive pattern within their growth and continuity. In
contrast, when examining the topological structure of neoplasms, two fundamental topologies
become evident within the centralized and surrounding tissues: extreme discontinuity and/or
leveling. Therefore, relative to the primary point of inflammation, while traversing the neoplasm
structure, the anatomical patterns become less pronounce and more erratic within their topological
foundations: the voxel composites are more heterogeneous in composition. As you migrate away
from the area of inflammation, the neoplasm exhibits a leveling effect within the tissues (the
voxels), where, ultimately, this leveling affect is assumed to be conducive to the demise of normal
brain cells or the metastasis of malignant cells. Accordingly, because of the discontinuity
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manifested within the malignant area, correlating to a lack of proper brain functioning (inherently
identified by the symptoms), there is a visual abnormality imparted within the voxel
characteristics. Where, ultimately, these characteristics provide insight into the tissue
abnormalities.
Given the above visual analysis and the identified abnormal structures, a differential analysis
of the voxel patterns may provide additional insight into the development of abnormal tissue
growth and the metastasis of malignant cells.
Prior to all analytical procedures, all images are interpolated with the volumetric Gaussian
distribution, as identified within the “Volumetric Noise Reduction” chapter and Appendix B.
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Regression Enumerations

Two primary architectures were implemented in order to evaluate and analyze voxel
distributions: a linear regression architecture and multi-polynomial/multi-domain regression
architecture. Each topology is implemented with the capability to encapsulate n x m input
observations, while, subsequently, producing n x m output observations in visual and mathematical
formats; the visual observations are manifested via a detailed graph analysis while the
mathematical observations are embodied within a linear or multi-polynomial/multi-domain
mathematical model. Furthermore, the target observations (the output observation) are relative to
the voxel characteristics of the input image and are fabricated based on the order of the polynomial
equation, relative to the polynomial’s coefficients. In order to provide a conduit towards mitigating
the final algorithm, the foundational enumerations are identified relative to the complexity of the
regression function, in addition to the enumeration’s overall purpose within the regression logic.
Therefore, in order to alleviate framework complexity, the characteristics relative to both
architectures are presented first, along with a synopsis of the enumeration features.
The response variables and observations are relative to both linear and multi-polynomial
architectures. Accordingly, the following input observations are representative of the voxel
characteristics imparted during regression preprocessing, while the output observations define the
characteristics imparted following coefficient processing and function enumeration (voxel
reconfiguration). Furthermore, fundamentally, the input observations manifest the primary
characteristics imparted by the voxel distribution, the region distribution, and are corollary to
determining the response distribution (the proposed output observations). In order to follow
39

established conventions, all observations are identified in row dependency along with their
iteration index: 𝑥𝑖 , 𝑜𝑖 .
The input observations extracted from voxel region.
𝛸̂ = 〈𝑥𝑖 , 𝑥𝑖+1 , . . . , 𝑥𝑛 〉

(16)

The proposed/calculated output observations.
𝑌̂ = 〈𝑦𝑖 , 𝑦𝑖+1 , . . . , 𝑦𝑛 〉

(17)

The following target functions, equations (18) and (19), along with their response
variables 𝑦̂(𝑥𝑖 , 𝑤 ∗ ), are characteristic of an order-n polynomial equation. The iteration index (j) is
operative to iterating through the vector of coefficients (ᴡ*), thus manifesting the solution
polynomial (the target polynomial), whether linear or non-liner. The basis function Φ, or
interpolation function, is the primary component identifying the polynomial function space and its
related liner combinations. The response variable 𝑦̂𝑖 (𝑥𝑖 , 𝑤 ∗ ) and relevant coefficients (ᴡ*), along
with the basis function Φ, equation (20), are conducive to exemplifying the primary logic
implemented during mathematical calculations.
𝑦̂(𝑥𝑖 , 𝑤 ∗ )𝑝𝑜𝑙𝑦 = 𝑤0 + 𝑤1 𝑥𝑖1 + 𝑤2 𝑥𝑖2 + . . . +𝑤𝑗 𝑥𝑛𝑛

(18)

𝑗
𝑗
𝑦̂(𝑥𝑖 , 𝑤 ∗ )𝑝𝑜𝑙𝑦 = 𝑤0 + ∑𝑛𝑗=1 𝑤𝑗 𝑥𝑖 = ∑𝑛𝑗=0 𝑤𝑗 𝑥𝑖 = ∑𝑛𝑗=0 𝑤𝑗 𝛷

(19)

𝑗

(20)

𝛷𝑏𝑎𝑠𝑖𝑠 = 𝑥𝑖

40

The linear regression model, equation (21), along with the response variable 𝑦̂(𝑥𝑖 , 𝑤 ∗ ),
exemplifies a polynomial of order-1. The coefficient 𝑤1, calculated by summing the mean error
between the response and target observations, relative to the error within the input observations,
corresponds to the differential within the regression line (the rate of change). The coefficient 𝑤0
is calculated relative to the difference between the average input observations and the coefficient
𝑤1(the relative error), thus identifying the origin of the response variables. The mean values
(𝑥̅ 𝑎𝑛𝑑 𝑦̅) are considered general knowledge.
𝑦̂ (𝑥𝑖 , 𝑤 ∗ )𝑙𝑖𝑛 = 𝑤0 + 𝑤1 𝑥𝑖1 = ∑1𝑗=0 𝑤𝑖 𝑥 𝑗

𝑤1 =

(21)

∑𝑛
̅)
𝑖=1(𝑥𝑖 − 𝑥̅ )(𝑦𝑖 − 𝑦

(22)

2
∑𝑛
𝑖=1(𝑥𝑖 − 𝑥̅ )

𝑤0 = 𝑦̅ − 𝑤1 𝑥𝑖1

𝑥̅ =

1
𝑛

∑𝑛𝑖=1 𝑥𝑖 ,

(23)

𝑦̅ =

1
𝑛

∑𝑛𝑖=1 𝑦𝑖

(24)

In order to compose the pre-interim mathematical model, the residual sum of squared errors
(RSS) is calculated relative to the difference between the solution function and the target function,
error ei. However, for this research, the regularization component (

𝜆 ||𝑤||2
2

) has been minimized,

thus enabling overfitting of the solution function during regression methodologies.
𝑒𝑖 = 𝑦̂𝑖 (𝑥𝑖 , 𝑤 ∗ ) − 𝑦𝑖
1

𝐸(𝑤 ∗ ) = 2 ∑𝑛𝑖=1[𝑦̂(𝑥𝑖 , 𝑤 ∗ ) − 𝑦𝑖 ] 2 −

(25)
1
𝜆
2

||𝑤||2

(26)

2
𝑅𝑆𝑆(𝑤 ∗ ) = 𝑒12 + 𝑒22 + 𝑒32 + ⋯ + 𝑒𝑚
= ∑𝑚
̂(𝑥𝑖 , 𝑤 ∗ ) − 𝑦𝑖 ] 2
𝑖=1[𝑦
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(27)

In order to compose the polynomial target function, where the target function is defined
by ŷ(xi , w ∗ )poly , the expanded RSS equation is minimized relative to the coefficients within the
target polynomial 𝑦̂(𝑥𝑖 , 𝑤 ∗ ). Therefore, following RSS expansion, the 1st order partial derivative
is employed over the expanded RSS enumeration, equation (29), relative to each coefficient within
the target polynomial, thus deriving into a set of minimized partial derivatives of monomial sums
(∑ 𝑥 𝑖 ), coefficients (𝑤𝑖 ) and observations (𝑦𝑖 ), the pre-interim model, equation (30). Note, the
variable m identifies the number of coefficients within the target polynomial; the variable n
identifies the order of the polynomial equation, where n = m -1.

𝜕𝑥
𝜕𝑤

[ 𝑅𝑆𝑆(𝑤 ∗ ) ] =

𝜕𝑥
𝜕𝑤𝑗

𝜕𝑥
𝜕𝑤

∑𝑚
̂(𝑥𝑖 , 𝑤 ∗ ) − 𝑦𝑖 ] 2
𝑗=1 [𝑦

(28)

𝜕𝑥
𝜕𝑤𝑗 |𝑛
𝑗=0

=

𝜕𝑥
𝜕𝑤𝑗 |𝑛
𝑗=0

= 𝑤𝑗 ∑ 𝑥 𝑗 + 𝑤𝑗+1 ∑ 𝑥 𝑗+1 + ⋯ + 𝑤𝑗+𝑗 ∑ 𝑥 𝑗+𝑛 = ∑ 𝑦𝑖 𝑥 𝑗

∑[𝑦𝑖 − (𝑤𝑗 𝑥𝑖𝑗 + 𝑤𝑗+1 𝑥𝑖𝑗+1 + 𝑤𝑗+2 𝑥𝑖𝑗+2 + ⋯ + 𝑤𝑚 𝑥𝑖𝑗+𝑛 )]

2

(29)

(30)

The set of minimized partial derivatives of monomial sums (Σ𝑥 𝑖 ), coefficients (𝑤𝑖 ) and
observations (𝑦𝑖 ) is then reorganized into a linear matrix of derivative equations. Following which,
thereupon, the equations are again reorganized into a subset of submatrices of the same
indeterminate forms (the interim equations). The interim equations are then finalized into the
resulting linear combination of coefficients, observations, and indeterminate sums. Which,
ultimately,

resolves

into

the

solution

vector
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of

coefficients

(𝑤 ∗ )

of

the

target

polynomial 𝑦̂(𝑥𝑖 , 𝑤 ∗ ), relative to the identified domain, equation (34). The variable X denotes the
vector of coefficients, the variable A denotes the matrix of indeterminate sums, and the variable B
denotes the matrix of solution observations.
𝑋𝐴=𝐵

(31)

𝐴−1 𝑋 𝐴 = 𝐵

(32)

𝑋 = 𝐴−1 𝐵

(33)

𝑋 → (𝑤 ∗ ) = 〈𝑤0 , 𝑤1 , … , 𝑤𝑚 〉𝑇

(34)

The multi-polynomial model, a composite of the single polynomial model 𝑦 (𝑥𝑖, 𝑤*), is
fabricated by identifying and aggregating the full domain criteria relative to the predetermined
segmentation criteria; the domain criteria is calculated relative to the minimized error of the
proposed order-n polynomial, per segmentation. Thus, following subsegment model derivations,
the following multi-polynomial model is manifested.
[ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] [ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐, 𝑑] [ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒, 𝑓] …

(35)

The full derivation for the multi-polynomial architecture (domain based) is presented in
Appendix D. Foundationally, the linear regression model can be manufactured utilizing the same
linear logic, but, however, the number of polynomial coefficients must be limited to two, thus
rendering the polynomial to an order of the 1st degree: 𝑦̂(xi, w*) = 𝑤0 + 𝑤1 𝑥𝑖1 .
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Regression Architecture

Cooperatively, in order to analyze voxel differentials within MRI and CT brain images,
two primary architectures are implemented: linear and multi-polynomial/multi-domain
architectures. The architectures developed are implemented relative to the hypothetical
characteristics of the examined region, relative to the proposed topological study. Therefore, based
on region suppositions and the plausible patterns identified within neoplasm compositions, the
linear and multi-polynomial/multi-domain architectures are capable of providing a differential
analysis into voxel examinations, in addition to providing a synoptic analysis of the regression
area.
Collaboratively, the functions are implemented with the capability to synthesize voxel
characteristics relative to n x m x l regions, with the capability of producing output observations
relative to multi-domain neighborhoods. Furthermore, as a requisite of the multi-domain
architecture, the regression functions are capable of handling both multilinear and non-multilinear
observations while providing synoptic and detailed analyses of the region characteristics.
Operatively, to confirm enumeration accuracy and regression performance, the functions were
validated based on characteristics fabricated from pre-manufactured data sets. Moreover, because
the topologies of the linear and polynomial architectures are fundamentally uniform, only being
differential by their number of coefficients (w*) and indeterminate forms, their architectures are
foundationally homogeneous, identical.
Functionally, both architectures are implemented with the capability to encapsulate n x m
input observations, while, subsequently, producing n x m output observations in visual and
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mathematical formats; the visual observations are manifested through a detailed graph analysis,
while the mathematical observations are encapsulated within a linear or multi-polynomial/multidomain mathematical model. Thus, holistically, the input observations manifest the characteristics
imparted by the voxel signal and are corollary to fabricating the final target observations 𝑦̂(xi,
w*). The output observations, the synthesized characteristics, are fabricated relative to the set of
interim equations, equations (31) through (33), where the interim equations reduce to the function
approximation, whether linear or polynomial, equation (21).
As previously identified, the input observations are conducive to manifesting the
characteristics imparted by the region distribution, and, subsequently, are corollary to determining
the proposed output distribution. Therefore, to extrapolate the region characteristics relative to the
region domain, an interpolation function was implemented; whereby, the region characteristics are
synthesized into the prerequisite observations. Thereafter, following region extrapolation, the
region observations are arranged into a composition of n x m sub-vectors, thus rectifying the region
characteristics into the required anatomical format. The synthesized vector is representative of the
voxel characteristics per domain segment, equation (16).
Following feature extrapolation, the input features are analyzed to determine the relevant
domain characteristics required to segment the polynomial (the function approximation), in
addition to interpolating and isolating the polynomial order. In order to fabricate the function
approximation, the residual sum of squared errors (RSS) is minimized relative to the coefficients
within the target polynomial, whether linear or non-linear. Thereupon, the set of derivatives is
synthesized into a linear equation of coefficients, observations, and indeterminate sums, equations
(31) through (33), which, ultimately, resolves into the solution vector of coefficients (w*) to the
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function approximation, equations (34) and (18), respectively. Furthermore, because the
mathematical difference between the linear and polynomial function is an order of 1, the
composition of both architectures is fundamentally identical, relative to the basis function Φ and
the polynomial order, equation (20).
Ultimately, following segment derivations, the terminating multi-polynomial model is
manifested per domain region.
[ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] [ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] [ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] …

(36)

In order to manifest the region space for n x m input observations, the previous multipolynomial model is again replicated relative to the l domains; thus, manifesting the maturated
model:
[ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] [ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐, 𝑑] [ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒, 𝑓] …

(37)

[ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏 ′ ] [ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐 ′ , 𝑑′ ] [ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒 ′ , 𝑓 ′ ] …

(38)

[ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏 ′′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐 ′′ , 𝑑′′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒 ′′ , 𝑓 ′′ ] …

(39)

…

…

…

…

….

…

[ 𝑦̂ 𝑛 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏 𝑛′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐 𝑛′ , 𝑑𝑛′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒 𝑛′ , 𝑓 𝑛′ ] …
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(40)

Critical Mass/Regression Procedures

The following procedures are a composite of the methodologies used to conceive the above
results and images. The methodologies provide an explanatory approach to identifying the inherent
operations within the procedures, in addition to enumerating the functional processes required to
duplicate the results. Holistically, all images were preprocessed with the Gaussian R2n or R3n noise
reduction architecture prior to commencing critical mass proceeding; Gaussian R2n preprocessing
is implemented in order to provide a baseline for the comparison of the denoising architectures
during critical mass evaluations, in addition to further validating the R3n performance, identified
under the “Volumetric Methodology” and “Volumetric Architecture” sections. Furthermore, the
methodologies enumerate the procedures employed to evaluate the anatomical structures of the
brain tissue.
Prior to implementing critical mass procedures, the images are preprocessed with the Gaussian
R2n or R3n noise reduction architecture. The Gaussian R3n architecture, as identified within the
“Critical Mass Results”, validates the volumetric methodology and improves on the analytical
performance and accuracy of the results. Furthermore, to provide for linear and non-liner/multidomain regression analysis, both architectures are implemented with the capability to encapsulate
n x m input observations, while, subsequently, producing n x m output observations in visual and
mathematical formats; the visual observations are manifested through a detailed graph analysis
while the mathematical observations are encapsulated within a linear or multi-polynomial/multidomain mathematical model. The implemented linear and multi-polynomial architectures are
relative to the set of minimized partial derivatives of monomial sums, coefficients and observations.
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Following which, thereupon, the equations are reorganized into a subset of submatrices of the same
indeterminate forms (the interim equations). The interim equations, subsequently, are finalized into the
resulting linear or multi-polynomial coefficients, equation (33), thereby deriving into the target
equation, equation (18).

The voxel interpolation function (the interim procedure) extracts the voxel region while
simultaneously interpolating the voxels elements into the correct anatomical format. Therefore,
prior to regression methodologies, the interpolation function is employed over the image volume
to extract the required voxel region, per the identified region of analysis. The resulting
observations are identified in equation (16).
The following procedures identify the steps utilized to evaluate the voxel differentials within
normal and malignant brain tissue.


Initially, following identification of the voxel region, the interpolation function is
employed over the image volume, identified by region characteristics. Following the
interpolation process, the extracted and interpolated voxel elements are written to the
regression file for subsequent reading: voxelRegressionLines.txt.



The final step in the procedure is the implementation of the regression function,
relative to the extracted voxel region: identified by the file voxelRegressionLines.txt.
Following regression processing, the results are provided in both graphical and
numerical formats.
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Occasionally, interim adjustments are necessary to maturate the polynomial order. As such,
the ability to dynamically modify the polynomial order was inherently manufactured within the
regression architecture. Furthermore, while enabling more accurate results, the interim adjustment
also enables iterative analysis of the metrics during regression operations, relative to the region of
interest. However, the ability to dynamically modify the polynomial order is not mandatory for
regression implementation.
The procedures are iteratively implemented per voxel region.
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Critical Mass Results

The following images manifest the differences in noise reduction performance between the
planar and volumetric kernel configurations, along with providing a differential and composite
look at the anatomical structures of the surrounding region.

Normal Tissue 1:
The following comparisons of normal brain tissue are relative to an R21 planar and R31
volumetric removal of noise aggregates.

The images are compiled into three groups, where each group comprises two rows of
images. The first two rows are conducive to the captured brain images (sub-segments), denoised
with the R21 and R31 kernel configurations, thus identifying the primary tissue of concern. The
second composition of images is corollary to the regression plots of the initial two image rows.
The third composition of images is corollary to the regression plots and the original observations
within the tissue voxels, identified by column and voxel intensity, in addition to exemplifying the
continuity of the surrounding (normal) tissues.
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Figure 10: Normal Tissue Regression Comparison
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Normal Tissue 2:
The following images are representative of normal brain tissue, denoised via an R31
volumetric voxel kernel, thus providing visual verification of the continuity and cohesiveness of
the regression lines, ultimately, depicting the anatomical structures of the brain tissue for that
region. As identified, the regression plot identifies the continuity and coagulation of the tissue
flow.

Figure 11: Normal Tissue Comparison/folds
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Neoplasm 1:
The following images are pre-critical mass and critical mass compositions, and they depict
the lack of continuity within neoplasm tissue (the voxel area); the regression plots are
representative of all neoplasm, and, as such, reveal a lack continuity within the glioma tissue. The
images are denoised via an R31 Gaussian kernel and are descriptive of the neoplasm region,
visually and analytically, thus depicting the discontinuity within the growth of the neoplasm.

Figure 12: Neoplasm at critical mass
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Neoplasm 2:
The following images are pre-critical mass and critical mass compositions, and they depict
the lack of continuity within neoplasm tissue (the voxel area); the regression plots are
representative of all neoplasm, and, as such, reveal a lack continuity within the glioma tissue. The
images are denoised via an R31 Gaussian kernel and are descriptive of the neoplasm region,
visually and analytically, thus depicting the discontinuity within the growth of the neoplasm.
Prior to CM:

Figure 13: Neoplasm per-critical mass
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CM:

Figure 14: Neoplasm at critical mass

Neoplasm 3:
The following images are pre-critical mass and critical mass compositions, and they depict
the lack of continuity within neoplasm tissue (the voxel area); the regression plots are
representative of all neoplasm, and, as such, reveal the lack continuity within the glioma tissue.
The images are denoised via an R31 Gaussian kernel and are descriptive of the neoplasm region,
visually and analytically, thus depicting the discontinuity within the growth of the neoplasm.
However, the regression analysis also reveals the lack of fluidity of the tissue region, this indicating
abnormal growth and development.
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Figure 15: Glioma within brain cavity

The following images show a lack of coagulation and conformity of the brain’s
anatomical structures, thus emanating a leveling effect on the voxels, prior to critical mass.

Figure 16: Pre-critical mass tissue1

Figure 17: Pre-critical mass tissue2
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As identified, the images are conducive to providing a synopsis of the anatomical structures
at critical mass, along with providing an evaluation of the pre-critical mass tissue (the surrounding
tissue region). Furthermore, it can also be verified that a leveling effect is infused throughout the
voxels, along with the lack of continuity within the region.
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Critical Mass Interpretation

While evaluating the topological structure of neoplasms, it can be verifyed that a critical
discontinuity exists between normal and abnormal tissues, in addition to discontinuities within
neighboring tissue slices. When the topological region is reduced to a finite domain, thereby
focusing on a subregion of voxel elements, the discontinuity becomes less evident, on average,
and more obscured. Therefore, in order to evaluate for malignant tissues while determining
discontinuities within the voxel patterns, a regression analysis must be employed over segmented
regions. Thus, ultimately, providing a graphical analysis of the tissue structures relative to the
inspected domain within the volumetric image. Furthermore, provided that a correlation is
identified within the neoplasm structure, the correlation is utilized to triangulate possible glioma
patterns within non-critical mass tissue, subsequently, providing earlier identification of the
malignant cells.
Prior to regression procedures, the voxels are denoised based on an R2n and R3n Gaussian
volumetric kernel, where, ultimately, the R3n kernel provided the best overall noise reduction
during noise suppression applications. Moreover, in addition to increasing image integrity while
reduced noise artifacts, it can be visibly verified that the volumetric configuration outperformed
the R2n planer configuration, numerically, in regression preprocessing and visual integrity, thus
exemplifying the validity of the volumetric architecture. Additionally, it is also postulated that the
R3n architecture will provide similar results within multi-temporal applications, relative to time
differentials, thus increasing enumeration accuracy and detection performance.
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As you traverse normal brain tissue, the tissue maintains continuity with the anatomical
structure of the organs, thus emulating a cohesive pattern within the normal growth and
development of the tissue and its continuity. However, when examining the topological structure
of neoplasms, two fundamental topologies become evident: extreme discontinuity and/or leveling
(uniform regions). Furthermore, following an evaluation of the regression patterns within normal
and abnormal tissues, the same differential patterns are again evident, whether the neoplasm is
visual or non-visual. As such, the continuity and/or discontinuity observed within the tissue is also
observed within the voxel characteristics, relative to the differential between neighboring
elements. Furthermore, fundamentally, relative to the topological structure of normal brain tissue,
there exists a coagulation of the voxel regression patterns, where these voxel patterns,
systematically, coagulate into a unified systematic flow. Where, in retrospect to abnormal tissue
growth, there is no apparent coagulation within regression differentials, and there is a lack of
continuity within the regression patterns.
While migrating the area of primary swelling (the inflammation), the anatomical patterns are
less pronounced and more erratic within their topological configuration: the voxel composite is
more heterogeneous in composition. Furthermore, as you traverse away from the point of
inflammation, the neoplasm exhibits a leveling effect within the tissues (the voxels), where this
leveling affect is assumed to be conducive to the demise of normal brain cells, or the metastasis of
malignant cells. Moreover, when evaluating the regression patterns over the same anatomical
domain, the same anatomical observations are exemplified, in addition to extreme discontinuity
within the observations. Therefore, because of the discontinuity exhibited within the malignant
area, correlating to the lack of proper brain functioning (identified via the symptoms), there is a
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visual abnormality imparted within the voxel characteristics, thus, ultimately, identifying a
correlation between the regression patterns and the anatomical structure. Therefore, inherently, the
voxel regression characteristics provide a baseline into identifying the abnormal tissue growth, or
normal tissue growth, and is probable to identifying the irregularities within abnormal tissue
development.
Ultimately, imparting a voxel regression topology is a viable means for determining the
differentials within abnormal brain development, relative to the regression patterns within normal
brain tissue. Furthermore, it is highly probable that an optical-flow analysis will provide further
insight into abnormal brain development, thus validating the regression results further.
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NEOPLASM SIMULAION
In order to synthesize neoplasm compositions, given the previously identified multipolynomial/multi-domain architecture, the methodologies identified under “Regression
Enumerations” should be followed. Therefore, in order to manufacture the polynomial target
function, equations (18) and (19), where the target function is defined by 𝑦̂(𝑥𝑖 , 𝑤 ∗ )𝑝𝑜𝑙𝑦 , the
expanded RSS equation is minimized relative to the coefficients within the target polynomial,
equation (27). Thereupon, ultimately, deriving into a set of minimized partial derivatives of
monomial sums (Σxi), coefficients (𝑤i) and observations (𝑦i), the pre-interim model, equation (30).
Following matrix derivations, the equations are finalized into the resulting vector of coefficients
(w*) to the solution polynomial 𝑦̂(𝑥𝑖 , 𝑤 ∗ )𝑝𝑜𝑙𝑦 , relative to the identified domain, equation (34).
However, in order to accommodate for the relative intensity of the acquiring voxel domain, the
area manifesting the synthetic neoplasm, the coefficient w0 is replaced with the voxel intensity
from the acquiring origin location, thus providing the following solution vector of coefficients:

𝑋 → (𝑤 ′ ) = 〈𝑤𝐸 , 𝑤1 , … , 𝑤𝑚 〉𝑇

(41)

The simulated multi-polynomial model, a composite of the single polynomial model
𝑦̂(𝑥𝑖 , 𝑤 ∗ )𝑝𝑜𝑙𝑦 , previously manufactured during a prior regression run, is manufactured by
identifying and populating the domain criteria of the synthetic model relative to the neoplasm
domain. Furthermore, in order to model the region space for n x m input observations, the previous
multi-polynomial/multi-domain model is again replicated relative to the L domains, the regression
lines, thus, ultimately, manifesting the simulation model:
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[ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ′ ) ] [𝑎, 𝑏] [ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ′ ) ] [𝑐, 𝑑] [ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ′ ) ] [𝑒, 𝑓] …

(42)

[ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ′ ) ] [𝑎, 𝑏 ′ ] [ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ′ ) ] [𝑐 ′ , 𝑑′ ] [ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ′ ) ] [𝑒 ′ , 𝑓 ′ ] …

(43)

[ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ′ ) ] [𝑎, 𝑏 ′′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ′ ) ] [𝑐 ′′ , 𝑑′′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ′ ) ] [𝑒 ′′ , 𝑓 ′′ ] …

(44)

…

…

…

…

….

[ 𝑦̂ 𝑛 (𝑥𝑖 , 𝑤 ′ ) ] [𝑎, 𝑏 𝑛′ ] [ 𝑦̂ 3 (𝑥𝑖 , ′) ] [𝑐 𝑛′ , 𝑑𝑛′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ′ ) ] [𝑒 𝑛′ , 𝑓 𝑛′ ] …

…

(45)

Finally, given the implementation of the multi-polynomial/multi-domain model, along
with the synthesis of the neoplasm composition, it is possible to simulate the neoplasm disorder
relative to the identified voxel origin within the acquiring volume; ultimately, providing
oncologists with additional practice into detecting neoplasm anomalies and fabricating glioma
modalities.
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CONCLUSION AND FUTURE DIRECTIONS
Image noise is a byproduct manufactured by all scanner devises, and, no matter the
discipline to protocol and performance of the scanner, noise is always prevalent

[13]

. Given the

customary size of a voxel element, relative to the size of a glial cell, in addition to neoplasms
metastasizing, noise filters cannot assume that an identified voxel element is unequivocally noise;
thereupon, resulting in the removal of the element. Furthermore, it cannot be assumed that a planar
approach to reducing noise aggregates is sufficient to providing accurate results, due to the
continuity of surrounding voxel elements. As such, identified within this study, the R3n volumetric
architecture will provide greater noise suppression over its planar counterpart by an additional
15% ± 10%, based on tested R2n an R3n distributions: mean, median, and Gaussian. In retrospect
to the R3n volumetric configuration, in addition to the continuity enforced within its composition,
inherently, the R3n volumetric configuration has a direct correlation to multi-temporal image
applications. Since noise reduction is a critical component within the detection of motion, the
removal of false positives is imperative during multi-temporal performance. Therefore, it is also
postulated that the R3n architecture will provide similar results within multi-temporal applications,
relative to time differentials, thus increasing enumeration accuracy and detection performance.
When evaluating the topological structure of neoplasms holistically, it can be identified
that a critical discontinuity exists between normal and abnormal tissue, in addition to
discontinuities within neighboring tissue slices. Therefore, because of the discontinuity exhibited
within the malignant area, correlating to the lack of proper brain functioning (identified via the
symptoms), there is a visual abnormality imparted within the voxel characteristics, thus providing
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a visual correlation between the regression patterns and the anatomical structures. To determine
discontinuities within the voxel patterns, a regression analysis is employed to analyze voxel
differentials, thereby, cooperatively, providing a graphical and numerical analysis of tissue
characteristics relative to the identified anatomical structure.
Ultimately, employing a voxel-regression topology is a viable means to determining
differentials within abnormal brain development, relative to differentials within normal brain
tissue. Furthermore, given the results, it is highly probable that an optical-flow analysis will
provide significant insight into abnormal brain development, thus validating the regression results.
Ultimately, the voxel-regression and noise reduction applications may provide additional
resources to oncologist for neoplasm evaluation.
Finally, given the implementation of the multi-polynomial/multi-domain model, along
with the synthesis of the neoplasm composition, it is possible to simulate neoplasm disorder within
an acquiring volume, relative to the identified voxel origin; ultimately, thus providing oncologists
with additional practice into detecting neoplasm anomalies and fabricating glioma modalities.
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APPENDIX A:
GLIOBLASTOME BACKGROUND
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Glioblastoma Multiforme (GBM), or grade IV astrocytoma, is a malignant cancer found in
adult men and women and it is characterized by affecting the cerebral hemispheres of the brain
[2,3,4]

. Developing out of both normal and abnormal brain cells, GBM is an extremely aggressive

cancer and accounts for 16% of all gliomas identified in adults

[1,3]

. Geographically, GBM

manifests itself within the frontal and temporal lobes of the brain, but it has also been known to
manifest itself within the spinal cord, where this accounts for less than 1.6% of remaining glioma
cancers

[3]

. Collectively, GBM affects the motor and cognitive functions of the brain and is

considered the most colloquial of brain cancers. As its underlying cause is uncertain, currently,
GBM/astrocytoma is only detectable through a combination of MRI and CT brain scans,
cooperatively, along with the implementation of a brain biopsy [9]. Because of the lack of known
biomarkers identifying the malignant cancer, the only precursor to identifying astrocytoma
disclosure is the association of neurological symptoms, manifesting themselves due to
neurological trauma to the central nervous system. Therefore, since causation is uncertain, the
dominant precursors to identifying plausible astrocytoma disorders are, progressively, seizures—
brain tumor epilepsy (BTE)—headaches, somnolence and vomiting

[3,8]

. Subsequently, once

symptoms have manifested themselves, the glioma’s progression, ultimately, cannot be
diminished.
Under the canopy of GBM, The Cancer Genome Atlas (TCGA) has established two
permutations and four subtype classifications, where the permutations are based on the physical
origin of the malignant lesion [10]. Accordingly, the permutations are “primary” and “secondary”,
where the primary modality is recognized as an original incident with no identifiable biomarkers
to a preexisting incident

[19]

. In contrast, the secondary modality is an association with a pre66

existing incident, a recurrent GBM that metastasizes. As such, the lesion can be identified from
preexisting tumor markers inherent within the surrounding tissues [4]. The four subtypes—Pilocytic
astrocytoma (grade 1), Diffuse astrocytoma/Low Grade astrocytoma (grade 2), Anaplastic
astrocytoma (grade 3), Glioblastoma (grade 4)—which are based on similarities associated with
astrocyte cells, are categorized based on the genetic anomalies identified within the cells’ genome
profiling [22]. This categorization, along with cellular reproduction rate and survival time, is critical
to developing a proposed line of defense and to extending the patient’s overall survival (OS) rate
[4,10]

. Furthermore, it has been identified that GBM may be attached to some genetic defects, but,

nevertheless, it has not been identified to a specific genetic association. Fortunately, less than 1%
of all glioma patients have a heredity illness [3].
Currently, due to the diversity of GBM cells proliferating the malignant area, GBM has no
known cure and its therapeutic treatments are limited

[4,5]

. Therefore, in order to diagnose its

neurological impact to the central nervous system, along with the GBM subtype, a segmental
resection and biopsy of the malignant area are almost always mandatory. However, even though
tumor resection is possible, in most cases, full surgical resection is inoperable due to the tumor’s
inherent organization and metastasis within the brain. Therefore, consequentially, because of the
inoperability to resection the malignant area and limited therapeutic treatments, less than 5% of
GBM diagnosed individuals will survive beyond five years of viability

[3,6]

. However, although

previous treatments have been limited to radiation and chemotherapy, just recently, advances in
“Alternating Electric Field Therapy”, along with conventional treatments, have led to a decrease
in adverse effects from conventional chemotherapeutic options. Electric field therapy, or Tumor
Treated Fields (TTF), is delivered to the malignant area by a low-level transducer unit attached to
67

the patient’s scalp. The electrical fields generated by the unit disrupt the glioma’s cellular division
by reorganizing the intercellular structure of the malignant cells. This disruption, consequentially,
causing cellular disorganization and producing unbalanced cells during cellular mitosis,
ultimately, producing dead cells

[3,7,8]

. Nevertheless, although adverse effects from TTF were

significantly lower than other therapeutic treatments, unfortunately, TTF only produced a granular
increase in OS rate, three to six months.
Based on advances in genomic imaging, neurological scientist have identified molecular
characteristic in glioma cells that possess neural stem properties, where these properties,
suggestively, may have developed from a unique genome type, thus indicating a plausible origin
of the cancer

[10]

. Furthermore, imaging genetics, a mutation of both imaging and genetics, is

currently manifesting numerous advancements in genomic profiling and patter recognition, this in
large, due to the quantitative increase in neurological samples over the past quarter century [12]. In
light of these unveilings, two imaging techniques, high angular resolution diffusion-weighted
tensor imaging (HARDI) and resting-state functional magnetic residence imaging (RS-fMRI),
emerging fields in molecular/genomic profiling, are showing promise in identifying neurological
pathways and spatial connectivity, in addition to the genes impacting brain development

[3]

.

Furthermore, RS-fMRI and HARDI are providing significant promise in postoperative diagnostics
and planning, and they have shown to provide a conduit to mapping brain functionality and bioneural networks [21].
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VOLUMETRIC GAUSSIAN DERIVATION
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Given that,
(𝑣2 )
2𝜎2

∞

−

∞

−

𝜑𝑖 (𝑥) = ∫−∞ 𝑒

(1)

𝑑𝑣

And,
𝜑𝑖 (𝑥) = ∫−∞ 𝑒
𝜑𝑖

(𝑥)2

=

(𝑥2 )
2𝜎2

(𝑥2 )

∞ −
∫−∞ 𝑒 2𝜎2
−

(𝑥2 )
2𝜎2

∞

−

(𝑥2 + 𝑦2 )
2𝜎2

𝜑𝑖 (𝑥)2 = ∬−∞ 𝑒

(𝑦2 )

∞ −
∫−∞ 𝑒 2𝜎2

𝑑𝑥 ·

∞

𝜑𝑖 (𝑥)2 = ∬−∞ 𝑒

∞

𝜑𝑖 (𝑥) = ∫−∞ 𝑒

𝑑𝑥;

·𝑒

−

(𝑦2 )
2𝜎2

−

(𝑦2 )
2𝜎2

𝑑𝑦

(2)
(3)

𝑑𝑦

(4)

𝑑𝑥 𝑑𝑦

(5)

𝑑𝑥 𝑑𝑦

Then,

𝜑𝑖 (𝑥) = √𝜑𝑖

(𝑥)2

∞ −
{∬−∞ 𝑒

=

(𝑥2 + 𝑦2 )
2𝜎2

1/2

(6)

𝑑𝑥 𝑑𝑦 }

Since,
𝑟2 = 𝑥2 + 𝑦2
𝑐𝑜𝑠 𝜃 =

𝑥
𝑟

, 𝑠𝑖𝑛 𝜃 =

(7)
𝑦
𝑟

(8)
(9)

𝑥 = 𝑟 𝑐𝑜𝑠 𝜃 , 𝑦 = 𝑟 𝑠𝑖𝑛 𝜃

Then,
∞

∬−∞ 𝑒

−

∞ −
∬−∞ 𝑒
∞

∬−∞ 𝑒

−

((𝑟 𝑐𝑜𝑠 𝜃)2 + (𝑟 𝑠𝑖𝑛 𝜃 )2 )
2𝜎2

( 𝑟2 {𝑐𝑜𝑠2 𝜃+ 𝑠𝑖𝑛2 𝜃} )
2𝜎2

( 𝑟2 {1} )
2𝜎2

( 10 )

𝑑𝑥 𝑑𝑦

( 11 )

𝑑𝑥 𝑑𝑦

( 12 )

𝑑𝑥 𝑑𝑦
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∞

∬−∞ 𝑒

−

𝑟2
2𝜎2

( 13 )

𝑑𝑥 𝑑𝑦

Determine the correlation between 𝒅𝒓, 𝒅𝜽 and 𝒅𝒙, 𝒅𝒚 ,
Given the Jacobian matrix 𝑱,
2

∞ −𝑟
∬−∞ 𝑒 2𝜎2

( 14 )

𝐽

Solve the Jacobian matrix,
𝑥 = 𝑟 𝑐𝑜𝑠 𝜃 , 𝑦 = 𝑟 𝑠𝑖𝑛 𝜃

( 15 )

𝑑𝑥/𝑑𝑟 (𝑟 𝑐𝑜𝑠 𝜃) = 𝑐𝑜𝑠𝜃, 𝑑𝑥/𝑑𝜃 (𝑟 𝑐𝑜𝑠 𝜃) = −𝑟 𝑠𝑖𝑛𝜃

( 16 )

𝑑𝑦/𝑑𝑟 (𝑟 𝑠𝑖𝑛 𝜃) = 𝑠𝑖𝑛𝜃, 𝑑𝑦/𝑑𝜃 (𝑟 𝑠𝑖𝑛 𝜃) = 𝑟 𝑐𝑜𝑠𝜃

( 17 )

|𝐽| = 𝑑𝑥
𝑑𝑦

𝑑𝑟
𝑐𝑜𝑠𝜃
|
𝑠𝑖𝑛𝜃

𝑑𝜃
−𝑟 𝑠𝑖𝑛𝜃
|
𝑟 𝑐𝑜𝑠𝜃

( 18 )

|𝐽| = (𝑐𝑜𝑠𝜃 · 𝑟 𝑐𝑜𝑠𝜃) − (−𝑟 𝑠𝑖𝑛𝜃 · 𝑠𝑖𝑛𝜃 )

( 19 )

|𝐽| = (𝑟 𝑐𝑜𝑠 2 𝜃) + (𝑟 𝑠𝑖𝑛2 𝜃 )

( 20 )

|𝐽| = 𝑟 (𝑐𝑜𝑠 2 𝜃 + 𝑠𝑖𝑛2 𝜃 )

( 21 )

|𝐽| = 𝑟

( 22 )

Thus, 𝒅𝒙, 𝒅𝒚 correlates to 𝒅𝒓, 𝒅𝜽 by,
( 23 )

𝑟 𝑑𝑟 𝑑𝜃

Thus,
∞

∬−∞ 𝑒

−

𝑟2
2𝜎2

( 24 )

𝑟 𝑑𝑟 𝑑𝜃
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2

∞ −𝑟2

2𝜋

∫0 𝑑𝜃 ∫0 𝑒

2𝜎

( 25 )

𝑟 𝑑𝑟
2

2𝜋
∫0 𝑑𝜃

𝑟
∞
2𝑟
−
∫0 (− 2𝜎2 ) 𝑒 2𝜎2

2𝜋
∫0 𝑑𝜃

2)

{ (− 𝜎

2𝜋
∫0 𝑑𝜃

{(− 𝜎

2)

( 26 )

𝑟 𝑑𝑟
2

𝑟
∞
𝑟
−
∫0 (− 𝜎2 ) 𝑒 2𝜎2

(𝑒

−

𝑟2
2𝜎2

( 27 )

𝑑𝑟 }

∞

( 28 )

| )}
0

2𝜋

∫0 𝑑𝜃 {(− 𝜎 2 ) (0 − 1) }

( 29 )

2𝜋

𝜎 2 ∫0 𝑑𝜃

( 30 )

𝜎 2 (𝜃|2𝜋
0 )

( 31 )

∞ −
∬−∞ 𝑒

(𝑥2 + 𝑦2 )
2𝜎2

𝑑𝑥 𝑑𝑦 = 2𝜋𝜎 2

( 32 )

Since,

𝜑𝑖 (𝑥) = √𝜑𝑖

(𝑥)2

=

∞ −
{∬−∞ 𝑒

(𝑥2 + 𝑦2 )
2𝜎2

1/2

( 33 )

𝑑𝑥 𝑑𝑦}

Then,
𝜑𝑖 (𝑥) = √𝜑𝑖 (𝑥)2 = √2𝜋𝜎 2

( 34 )

𝜑𝑖 (𝑥) = 𝜎√2𝜋

( 35 )

1
𝜑𝑖 (𝑥)

( 36 )

𝐶=

=

1
𝜎 √2𝜋

Given that,

𝛷𝑖 (𝑣) = 𝐶 𝑒

−

(𝑣2 )
2𝜎2

( 37 )
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𝛷𝑖 (𝑣) = 𝜎

1
√2𝜋

𝑒

−

(𝑣2 )
2𝜎2

( 38 )

Thus the Gaussian Volumetric Equation,
∏3𝑖=1 𝛷𝑖 (𝑣⃑) =

1
𝜎 √2𝜋

∏3𝑖=1 𝛷𝑖 (𝑣⃑) = (
𝜎

𝑒

−

3
1
)
√2𝜋

(𝑥2 )
2𝜎2

𝑒

−

·

1
𝜎 √2𝜋

𝑒

−

(𝑦2 )
2𝜎2

𝑑𝑦 ·

1
𝜎 √2𝜋

(𝑥2 + 𝑦2 + 𝑧2 )
2𝜎2

𝑒

−

(𝑧2 )
2𝜎2

( 39 )
( 40 )
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APPENDIX D:
MULTI-POLYNOMIAL DERIVATION
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Given the general nomenclature for a polynomial equation, the following derivations compile
into the interim equation, thus manifesting the vector of coefficients; and, ultimately, resolving
into the final polynomial equation, thus enabling multi-polynomial configuration.
Given the proposed target polynomial and solution coefficients, along with the input
observations, the theoretical residual sum of squared errors (RSS) is calculated relative to the
theoretical error 𝑒𝑖 . The variable n identifies the order of the polynomial; the variable m identifies
the number of coefficients within the target polynomial equation, where n = m -1.
𝑦̂(𝑥𝑖 , 𝑤 ∗ )𝑝𝑜𝑙𝑦 = 𝑤0 + 𝑤1 𝑥𝑖 + 𝑤𝑗+2 𝑥𝑖2 + . . . +𝑤𝑚 𝑥𝑛𝑛

(1)

𝑒𝑖 = 𝑦̂𝑖 (𝑥𝑖 , 𝑤 ∗ ) − 𝑦𝑖

(2)

2
𝑅𝑆𝑆(𝑤 ∗ ) = 𝑒12 + 𝑒22 + 𝑒32 + ⋯ + 𝑒𝑚
= ∑𝑚
̂(𝑥𝑖 , 𝑤 ∗ ) − 𝑦𝑖 ] 2
𝑗=1[𝑦

(3)

The residual sum of squared errors (RSS) is expanded relative to the difference between the
solution function and the target function, error ei. The number of manifesting equations, relative
to the number of coefficients within the solution polynomial, where n identifies the order of the
polynomial equation, is relative to the number of coefficients within the target polynomial
equation. Thus, ultimately, manifesting n + 1 expanded equations:
∑𝑒𝑞 1[𝑦𝑖 − (𝑤0 𝑥𝑖0 + 𝑤1 𝑥𝑖1 + 𝑤2 𝑥𝑖2 + ⋯ + 𝑤𝑛 𝑥𝑖𝑛 )]

2

(4)

∑𝑒𝑞 2[𝑦𝑖 − (𝑤0 𝑥𝑖0 + 𝑤1 𝑥𝑖1 + 𝑤2 𝑥𝑖2 + ⋯ + 𝑤𝑛 𝑥𝑖𝑛 )]

2

(5)

…
∑𝑒𝑞 𝑚[𝑦𝑖 −

…
(𝑤0 𝑥𝑖0

…
+

𝑤1 𝑥𝑖1

…
+

𝑤2 𝑥𝑖2

…

+ ⋯ + 𝑤𝑛 𝑥𝑖𝑛 )]

2
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(6)

Following expansion, each equation is minimized relative to a specific coefficient within the
proposed target polynomial 𝑦̂(𝑥𝑖 , 𝑤 ∗ ). Thus, the first partial derivative is employed over each
expanded RSS equation, thus resolving into a set of minimized partial derivatives of monomial
sums, coefficients and observations:
2

(7)

2

(8)

2

(9)

𝜕𝑥
∑ [𝑦
𝜕𝑤0 𝑒𝑞 1 𝑖

− (𝑤0 𝑥𝑖0 + 𝑤1 𝑥𝑖1 + 𝑤2 𝑥𝑖2 + ⋯ + 𝑤𝑛 𝑥𝑖𝑛 )]

𝜕𝑥
∑ [𝑦
𝜕𝑤1 𝑒𝑞 2 𝑖

− (𝑤0 𝑥𝑖0 + 𝑤1 𝑥𝑖1 + 𝑤2 𝑥𝑖2 + ⋯ + 𝑤𝑛 𝑥𝑖𝑛 )]

…
𝜕𝑥
∑ [𝑦
𝜕𝑤𝑚 𝑒𝑞 𝑗 𝑖

…

…

…

…

− (𝑤0 𝑥𝑖0 + 𝑤1 𝑥𝑖1 + 𝑤2 𝑥𝑖2 + ⋯ + 𝑤𝑛 𝑥𝑖𝑛 )]

Ultimately, deriving into the following set of derivative/pre-minimized equations:
∑𝑒𝑞 1 𝑦𝑖 𝑥𝑖0 − (∑ 𝑤0 𝑥𝑖0 + ∑ 𝑤1 𝑥𝑖1 + ∑ 𝑤2 𝑥𝑖2 + ⋯ + ∑ 𝑤𝑛 𝑥𝑖𝑛 ) = 0

(10)

∑𝑒𝑞 2 𝑦𝑖 𝑥𝑖1 − (∑ 𝑤0 𝑥𝑖1 + ∑ 𝑤1 𝑥𝑖2 + ∑ 𝑤2 𝑥𝑖3 + ⋯ + ∑ 𝑤𝑛 𝑥𝑖𝑛+1 ) = 0

(11)

…

…

…

…

…

…

∑𝑒𝑞 1 𝑦𝑖 𝑥𝑖𝑛 − (∑ 𝑤0 𝑥𝑖𝑛 + ∑ 𝑤1 𝑥𝑖𝑛+1 + ∑ 𝑤2 𝑥𝑖𝑛+2 + ⋯ + ∑ 𝑤𝑛 𝑥𝑖𝑛+𝑛 ) = 0

(12)

Following minimization of the RSS equations, the derived pre-interim model (sum equations)
is manifested:
𝑤0 ∑ 𝑛 + 𝑤1 ∑ 𝑥 1

= ∑ 𝑦𝑖 𝑥 0

(13)

𝑤0 ∑ 𝑥 1 + 𝑤1 ∑ 𝑥 2 + … + 𝑤𝑛 ∑ 𝑥 𝑛+1 = ∑ 𝑦𝑖 𝑥 1

(14)

…

…

+ … + 𝑤𝑛 ∑ 𝑥 𝑛

…

…

…

𝑤0 ∑ 𝑥 𝑛 + 𝑤1 ∑ 𝑥 𝑛+1 + ⋯ + 𝑤𝑛 ∑ 𝑥 𝑚 = ∑ 𝑦𝑖 𝑥 𝑛

(15)
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Following reorganization of the pre-interim model, the following subsets of linear
combinations are manifested:
𝑤0 ∑ 𝑛
𝑤𝑛 ∑ 𝑥 𝑛
𝑤1 ∑ 𝑥 1
∑ 𝑥 1 ] + [ 𝑤1 ∑ 𝑥 2 ] + ⋯ + [ 𝑤𝑛 ∑ 𝑥 𝑛+1 ] =
[ 𝑤0 …
…
…
𝑤0 ∑ 𝑥 𝑛
𝑤𝑛 ∑ 𝑥 𝑚
𝑤1 ∑ 𝑥 𝑛+1

∑ 𝑦𝑖 𝑥 0
1
[ ∑ 𝑦…𝑖 𝑥 ]
∑ 𝑦𝑖 𝑥 𝑛

(16)

Thus, resolving into the following combinations:
𝑛
𝑤0
∑ 𝑦𝑖 𝑥 0
∑ 𝑥𝑛
∑ 𝑥1
1
𝑛+1
1
2
∑𝑥
[𝑤
] = [ ∑ 𝑦…𝑖 𝑥 ]
…1 ] [ … ∑ 𝑥… + ⋯ + ∑ 𝑥…
𝑛
𝑤𝑛 ⏟∑ 𝑥 𝑛 ∑ 𝑥 𝑛+1
⏟
∑ 𝑥𝑚
⏟∑ 𝑦𝑖 𝑥

𝑋

𝐴

( 17)

𝐵

Calculating the equations linearly, in addition to identifying each matrix algebraically (X, A,
and B), the above equations reduce to the following algebraic computations. Ultimately, the
derived set of computations aggregating into the solution polynomial 𝑦̂(𝑥𝑖 , 𝑤 ∗ ), with coefficients
(𝑤 ∗ ). The variable X denotes the vector of coefficients (𝑤0 , 𝑤1 , … , 𝑤𝑛 ), the variable A denotes
the matrix of indeterminate sums (∑ 𝑥 𝑖 ), and the variable B denotes the matrix of solution
observations (∑ 𝑦𝑖 𝑥 𝑗 ):
𝑋𝐴=𝐵

(18)

𝐴−1 𝑋 𝐴 = 𝐵

(19)

𝑋 = 𝐴−1 𝐵

(20)

𝑋 → (𝑤 ∗ ) = 〈𝑤0 , 𝑤1 , … , 𝑤𝑚 〉𝑇

(21)

𝑦̂(𝑥𝑖 , 𝑤 ∗ ) = 𝑤0 + 𝑤𝑗 𝑥𝑖 + 𝑤𝑗+1 𝑥𝑖2 + . . . + 𝑤𝑛 𝑥𝑖𝑛

(22)
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The multi-polynomial architecture, a composite of the above polynomial model 𝑦 (𝑥𝑖, 𝑤*), is
manifested by identifying and aggregating the domain criteria per polynomial segmentation; the
domain criteria is calculated relative to the minimized error of the proposed order-n polynomial,
per segmentation. Thus, following sub-segment model derivations, the following multipolynomial/multi-domain model is manifested.
[ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] [ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] [ 𝑦̂ (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] …

(23)

In order to model the region space for n x m input observations, the previous multipolynomial/multi-domain model is again replicated relative to the L domains. Thus manifesting
the maturated model:
[ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏] [ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐, 𝑑] [ 𝑦̂ 1 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒, 𝑓] …

(24)

[ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏 ′ ] [ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐 ′ , 𝑑′ ] [ 𝑦̂ 2 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒 ′ , 𝑓 ′ ] …

(25)

[ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏 ′′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐 ′′ , 𝑑′′ ] [ 𝑦̂ 3 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒 ′′ , 𝑓 ′′ ] …
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…

…

…

…

….

…

[ 𝑦̂ 𝑛 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑎, 𝑏 𝑛′ ] [ 𝑦̂ 𝑛 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑐 𝑛′ , 𝑑𝑛′ ] [ 𝑦̂ 𝑛 (𝑥𝑖 , 𝑤 ∗ ) ] [𝑒 𝑛′ , 𝑓 𝑛′ ] …
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Anaplastic
The rapid growth and development of poorly differentiated cells, highly morphological to normal
cells; the loss of structural growth and normal cell differentiation
Astrocytoma
A form of brain cancer that forms in astrocytes cells
Astrocytes
Star shaped glial cells in the brain and spinal cord that provide protection, biochemical support
and nutrients to the nervous system, and are intrinsic to the repair of brain and spinal cord trauma;
a normal glial cell, their distribution throughout the brain is dissimilar
Craniotomy
The perforation of the skull to remove part of the skull bone
Critical Mass
The point where the tissue or object becomes identifiable in the MRI/CT image (as identified in
this research)
Differentiation (cell)
The process in which cells mutate from zygote to complex during normal development
Glial Cells (neuroglia)
Non-neuronal cells that maintain cell stability and provide support and protection for neurons;
normal brain cells
Glioma
A type of cancer/tumor that starts in glial cells of the brain or spine
Hyperplasia (Hypergenesis)
The enlargement of an organ or tissue due to the increase in cellular reproduction; the cells will
primarily remain the same size but propagate (the prelude to cancer)
Hypertrophy
The enlargement of an organ or tissue due to the enlargement of its inherent cells
Imaging phenotype
The imaging characteristics of a disease
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Metastasizes
Spreads to another area
Morphological
The study of the internal structure and genetic variations between living organisms; cell mutations
Necrosis
The demise of a cell or part of the cell’s internal organization; the signature of GBM
Neoplasm
An abnormal growth or mutation of tissue/cells from neighboring tissue and cells; neoplasm may
be benign or malignant and are also called a tumor
Primary Voxel of Concern (PVC)
The center voxel element of a volumetric voxel container; the center element of a VVK.
Segmental Resection (surgical resection)
The perforation of the skull—craniotomy—in order to gain access to the brain tissue
Tumor Resection
Surgery implemented to remove all or part of a tumor
Volumetric Voxel Kernel (VVK)
The kernel container that encompass a predefined volumetric region, where the region is defined
by an n x n x n container array
Volumetric Voxel Element (VVE)
The resulting voxel element following a VVK operation
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