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Abstract
The problem of minimizing a multilinear function of binary variables is a well-studied NP-hard prob-
lem. The set of solutions of the standard linearization of this problem is called the multilinear set, and
many valid inequalities for its convex hull are available in the literature. Motivated by a machine learning
application, we study a cardinality constrained version of this problem with upper and lower bounds on
the number of nonzero variables. We call the set of solutions of the standard linearization of this problem
a multilinear set with cardinality constraints. We characterize a set of conditions on these multilinear
terms (called properness) and observe that under these conditions the convex hull description of the set
is tractable via an extended formulation. We then give an explicit polyhedral description of the convex
hull when the multilinear terms have a nested structure. Our description has an exponential number
of inequalities which can be separated in polynomial time. Finally, we generalize these inequalities to
obtain valid inequalities for the general case.
1 Introduction
In this paper, we study the convex hull of the set
X = {(x, δ) ∈ {0, 1}n × {0, 1}m : δi =
∏
j∈Si
xj , i = 1, . . . ,m, L ≤
n∑
j=1
xj ≤ U},
where m,n are positive integers, Si ⊆ N = {1, . . . , n} for i = 1, . . . ,m and L,U are integers such that 0 ≤
L ≤ U ≤ n. We call X a multilinear set with cardinality constraints. We give a polyhedral characterization
of the convex hull of X in the special case that the sets Si are nested, i.e., S1 ⊂ S2 ⊂ · · · ⊂ Sm, and give a
family of valid inequalities for the non-nested case. Our work for the nested case is closely related to recent
work by Fischer, Fischer and McCormick [16].
This paper is motivated by the work in Dash, Gu¨nlu¨k and Wei [5], who studied the binary classification
problem in machine learning. They gave an integer programming (IP) formulation – for the problem of
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finding boolean rule set based classifiers that have high predictive accuracy – with an exponential number
of columns, and tackled it via column generation. Their (column) pricing subproblem can be framed as
optimizing a linear function over X .
The set Y , obtained from X by dropping the cardinality constraints, is called a multilinear set and is
well-studied in mixed-integer nonlinear optimization. The boolean quadric polytope (Padberg [21]) is equal
to conv(Y ) when |Si| = 2 for i = 1, . . . ,m, and a cardinality constrained version of this was studied by
Mehrotra [20]. Crama and Rodr´ıguez-Heck [4], Del Pia and Khajavirad [6, 7, 8], and Del Pia, Khajavirad
and Sahinidis [9] recently studied the multilinear set.
Buchheim and Klein [2] studied the QMST-1 problem, a version of the quadratic minimum spanning tree
(QMST) problem with a single quadratic term in the objective. They gave a polyhedral description of
the standard linearization of QMST-1, and so did Fischer and Fischer [14]. This work was generalized by
Fischer, Fischer and McCormick [16] who considered the problem of minimizing a multilinear objective over
independent sets of matroids. Let M be the independent set polytope of a matroid on n elements. Fischer,
Fischer and McCormick studied the convex hull of V = {(x, δ) ∈ Y : x ∈ M} and characterized its facet-
defining inequalities when the sets Si are nested. When the matroid is a uniform matroid, V is the same as
X with L = 0. Our results thus generalize their uniform matroid result.
Prior to [5], the maximum monomial agreement problem (MMA) was studied in the context of machine
learning by Demirez, Bennett, and Shawe-Taylor [10], Goldberg [18], Eckstein and Goldberg [17, 12], and
is called the maximum bichromatic discrepancy problem in computer graphics [11]. Given an m× n binary
data matrix A, and weights w1, . . . , wm, the MMA problem is
max
I,J⊆N
I∩J=∅, |I|+|J|≥1
m∑
k=1
wk
(
Πi∈IAki
)(
Πj∈J (1 −Akj)
)
. (1)
In other words, the goal of the MMA problem is to find disjoint subsets I and J ofN and associatedmonomial
p(x) = Πi∈IxiΠj∈J (1− xj) such that the sum of weighted values of the monomial – when evaluated on rows
of the data matrix A (by replacing xj by Akj) – is as large as possible. Goldberg [18], Eckstein and Goldberg
[17, 12], and Eckstein, Kagawa, and Goldberg [13] present a branch-and-bound method to solve the MMA
problem and generate columns within a column generation algorithm for a binary classification problem.
The pricing problem in the earlier LPBoost algorithm [10] is also modeled as an MMA problem.
Dash, Gu¨nlu¨k and Wei [5] solve a cardinality constrained version of MMA (call it CMMA) by replacing
|I| + |J | ≥ 1 in (1) with u ≥ |I| + |J | ≥ 1 to generate new monomials/clauses to augment an existing list
from which a classifier in the form of a disjunction of clauses is created. The CMMA (resp. MMA) problem
can be viewed as maximizing a linear function over the set X (resp. Y ). Consider the matrix A in (1), and
let A′ = [A (1m×n −A)] where 1m×n stands for the m× n matrix with all components one. Then, for any
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i we have 1−Aki = A′kj for some j ∈ {1, . . . , 2n}, and therefore CMMA is equivalent to
max
I⊆{1,...,2n}, u≥|I|≥1
m∑
k=1
wk
(
Πi∈IA
′
ki
)
(2)
= max
{ m∑
k=1
wkδk : δk = Πi:A′ki=0(1− zi), 1 ≤
2n∑
i=1
zi ≤ u, δ ∈ {0, 1}
m, z ∈ {0, 1}2n
}
. (3)
To see this, note that Πi∈IA
′
ki = Πi:A′ki=0(1 − zi) if I = {i : zi = 1} and |I| ≥ 1. Dash, Gu¨nlu¨k and Wei [5]
solve an IP formulation of (3) based on the standard linearization of the expressions δk = Πi:A′
ki
=0(1− zi).
2 Preliminaries
Let I = {1, . . . ,m}, J = {1, . . . , n}, 0 ≤ l ≤ u and u ≥ 2. Let S1, . . . , Sm be distinct subsets of J with
1 ≤ |Si| ≤ n− l for i = 1, . . . ,m. Note that the assumptions imply that n− l ≥ 1. Define S := {Si}i∈I . We
will study the set
X l,u := {(z, δ) ∈ {0, 1}n × {0, 1}m : δi =
∏
j∈Si
(1− zj), i ∈ I, l ≤
∑
j∈J
zj ≤ u},
which is equivalent to the set X in the previous section (let zj = 1− xj , l = n− U and u = n− L).
The standard linearization of the set X l,u is given by the following system of inqualities (Dash, Gu¨nlu¨k and
Wei [5] model (3) using these inequalities and 0-1 restrictions on the variables):
l ≤
∑
j∈J
zj ≤ u, (4)
zj + δi ≤ 1, j ∈ Si, i ∈ I, (5)
δi +
∑
j∈Si
zj ≥ 1, i ∈ I, (6)
δi ≥ 0, i ∈ I, (7)
1 ≥ zj ≥ 0, j ∈ J. (8)
Let ∆l,u = projδ(X
l,u) denote the orthogonal projection of X l,u onto the space of δ variables. We say that
S is closed under nonempty intersection if for each pair Si, Sj ∈ S such that Si ∩ Sj 6= ∅, their intersection
Si ∩ Sj is also contained in S. In this case, the next result gives a simple characterization of the convex hull
of the set
X l,u(δ¯) = {z ∈ {0, 1}n : (z, δ¯) ∈ X l,u}
for each δ¯ ∈ ∆l,u.
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Lemma 1. If S is closed under nonempty intersection, then for each δ¯ ∈ ∆l,u, there exists a subset I∗ of I
and disjoint sets J0 and {Ji : i ∈ I∗} such that conv(X l,u(δ)) is defined by the inequalities
zj = 0, j ∈ J0, (9)∑
j∈Ji
zj ≥ 1, i ∈ I
∗, (10)
l ≤
∑
j∈J
zj ≤u (11)
0 ≤ zj ≤1, j ∈ J (12)
Proof. Let δ¯ ∈ ∆l,u. Then a binary vector z ∈ X l,u(δ¯) if and only if (11) is satisfied and
∏
j∈Si
(1− zj) =δ¯i, i ∈ I. (13)
Let I0 := {i ∈ I : δ¯i = 0} and let J0 :=
⋃
i:δ¯i=1
Si. Note that (13) is equivalent to (9) and the inequalities
∑
j∈Si
zj ≥ 1, i ∈ I0, (14)
Let I∗ ⊆ I0 denote the index set of minimal elements (with respect to inclusion) in {Si : i ∈ I0}. Then
replacing I0 by I
∗ in (14) yields an equivalent set of constraints.
For each i ∈ I∗, let
Ji := Si \ J0.
Then ∅ 6= Ji ⊆ Si. The nonemptyness of Ji for i ∈ I∗ ⊆ I0 follows from the fact that δ¯i = 0 and for some
j ∈ Si we must have zj = 1. But for all j ∈ J0, we must have zj = 0. Therefore, any nonzero binary vector
z that satisfies equations (9) will also satisfy (14) if and only if (10) is satisfied.
We next argue that J0 and {Ji}i∈I∗ are disjoint sets. By definition, J0 ∩ Ji = ∅, for all i ∈ I∗. For any
i1 < i2 ∈ I∗, if Ji1∩Ji2 6= ∅, then we must have ∅ 6= Si1∩Si2 ∈ S, as S is closed under nonempty intersection.
Therefore Si1 ∩ Si2 = Si3 for some i3 ∈ I, and Si3 ⊇ Ji1 ∩ Ji2 . Then Si3 \ J0 6= ∅, and therefore δ¯i3 = 0.
Consequently, i3 ∈ I0, which contradicts the fact that Si1 (or Si2) is a minimal element in {Si : i ∈ I0}.
We have shown that if z ∈ {0, 1}, then z ∈ X l,u(δ¯) if and only if z satisfies the constraints in (9) - (12). Note
that the constraint matrix associated with this system of inequalities is totally unimodular. This is because
each zj occurs once in (11) and possibly once more in (9) or (10) and therefore the rows of the associated
constraint matrix admits an equitable row bi-coloring [3]. Therefore the polyhedron defined by (9)-(12) is
an integral polyhedron, and has only 0-1 vertices. The result follows.
The previous result implies that if S is closed under nonempty intersection and ∆l,u has polynomially many
elements, optimizing a linear function over X l,u can be formulated as a linear program of polynomial size
using Balas’s disjunctive model [1]. However, we are interested in characterizing conv(X l,u) in the original
space in order to deal with problems where X l,u appears as a substructure.
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2.1 Proper families
We next present a definition where we call S that defines X l,u a proper family if it satisfies some simple
conditions. We will then show that inequalities that define conv(X l,u) satisfy certain properties if S satisfies
these properties.
Definition 1. A family S = {Si}i∈I of subsets of J is called a proper family if it satisfies the following
properties:
1. ∆l,u is a set of exactly m+ 1 affinely independent vectors in Rm;
2. S is closed under nonempty intersection.
Note that if S is a proper family, then it is closed under nonempty intersection and the size of ∆l,u is
polynomial in m and consequently a polynomial size extended formulation of conv(X l,u) can be obtained
using Balas’s disjunctive model. We next present three examples of proper families S together with the
corresponding sets I∗ and Ji for i ∈ I∗ ∪ {0}, for each δ ∈ ∆l,u.
Example 1. If S1, S2, . . . , Sm are nested subsets of J , l ≤ n− |Sm| and u ≥ 2, then S = {S1, S2, . . . , Sm}
is proper. In this case, S1 ( S2 ( . . . ( Sm and ∆l,u = {δ ∈ {0, 1}m : δ1 ≥ δ2 ≥ . . . ≥ δm} is a set of m+ 1
affinely independent points in Rm. For each δ ∈ ∆l,u, J0 and {Ji}i∈I∗ are defined as follows.
δ J0 {Ji}i∈I∗
(0, 0, . . . , 0) ∅ {S1}
( 1, . . . , 1︸ ︷︷ ︸
first p entries
, 0, . . . , 0) for some 1 ≤ p ≤ m− 1 Sp {Sp+1 \ Sp}
(1, 1, . . . , 1) Sm ∅
Example 2. If S1, S2 are two disjoint subsets of J , l ≤ n− |S1 ∪ S2| and u ≥ 2, then S = {S1, S2, S1 ∪ S2}
is proper. In this case, ∆l,u = {(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 1)} is a set of 4 affinely independent points in
R3. For each δ ∈ ∆l,u, J0 and {Ji}i∈I∗ are defined as follows.
δ J0 {Ji}i∈I∗
(0, 0, 0) ∅ {S1, S2}
(1, 0, 0) S1 {S2}
(0, 1, 0) S2 {S1}
(1, 1, 1) S1 ∪ S2 ∅
Example 3. If S1 and S2 are two subsets of J satisfying S1∩S2 6= ∅, S1 * S2, S2 * S1, l ≤ n−|S1∪S2| and
u ≥ 2, then S = {S1 ∩ S2, S1, S2, S1 ∪ S2} is proper. In this case, ∆l,u = {(0, 0, 0, 0), (1, 0, 0, 0), (1, 1, 0, 0),
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(1, 0, 1, 0), (1, 1, 1, 1)} is a set of 5 affinely independent points in R4. For each δ ∈ ∆l,u, J0 and {Ji}i∈I∗ are
defined as follows.
δ J0 {Ji}i∈I∗
(0, 0, 0, 0) ∅ {S1 ∩ S2}
(1, 0, 0, 0) S1 ∩ S2 {S1 \ S2, S2 \ S1}
(1, 1, 0, 0) S1 {S2 \ S1}
(1, 0, 1, 0) S2 {S1 \ S2}
(1, 1, 1, 1) S1 ∪ S2 ∅
We next present an alternate way to certify that S is a proper family.
Proposition 2. Let S be a family of nonempty subsets of J that is closed under union and nonempty
intersection. Then, S is a proper family provided that ∆l,u = ∆0,n.
Proof. It suffices to show that ∆0,n satisfies property 1 in Definition 1 if S is closed under union and nonempty
intersection. We show this by induction on m. When m = 1, then we have ∆0,n = {0, 1} and the statement
holds.
For the inductive step, assume the statement holds for all S with m ≤ k for a given k ≥ 1. We will next show
that the statement then also holds for k+1. Let S ′ = {Si}i∈I′ be a family of distinct nonempty subsets of J
that are closed under union and nonempty intersection with m′ := |I ′| = k + 1. Without loss of generality,
assume S1 is a minimal set (with respect to inclusion) in S ′. Let I1 := {i ∈ I : Si + S1} = {i ∈ I : Si∩S1 = ∅}
and I2 := {i ∈ I : Si ) S1}, S1 := {Si}i∈I1 and S2 := {Si \ S1}i∈I2 . Note that both S1 and S2 are closed
under union and nonempty intersection.
Define
∆′ :={δ ∈ {0, 1}I
′
: ∃z ∈ {0, 1}m s.t. δi =
∏
j∈Si
(1− zj), i ∈ I
′},
∆1 :={δ ∈ {0, 1}
I1 : ∃z ∈ {0, 1}m s.t. δi =
∏
j∈Si
(1− zj), i ∈ I1},
∆2 :={δ ∈ {0, 1}
I2 : ∃z ∈ {0, 1}m s.t. δi =
∏
j∈Si\S1
(1− zj), i ∈ I2}.
Family S2 cannot be empty as S1 is minimal and S ′ is closed under union with m′ ≥ k + 1 ≥ 2. Now we
consider two cases.
First assume that S1 = ∅, then |S2| = |S
′ \ {S1}| = k. Therefore, by inductive hypothesis, ∆2 contains
exactly k + 1(= m′) affinely independent points. Then
∆′ = {0} ∪ {(1, δ) : δ ∈ ∆2}
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is a set of m′ + 1 affinely independent points.
Next, consider the case when S1 6= ∅. In this case, S1 and S2 are closed under union and nonempty
intersection with m1 := |I1| ≤ k and m2 := |I2| ≤ k. Without loss of generality, assume I1 = {2, 3, . . . ,m1+
1} and I2 = {m1+2, . . . ,m′}. By inductive hypothesis, we have that ∆1 and ∆2 contain exactly m1+1 and
m2 + 1 affinely independent points, respectively. Observe that S ′ = {S1} ∪ S1 ∪ {S ∪ S1}S∈S2 . Since S is
closed under union, for each S ∈ S1, there exists i ∈ I2 such that S ∪ S1 = Si. It follows that for all δ ∈ ∆′
with δ1 = 1, for each i1 ∈ I1, there exists i2 ∈ I2 such that δi1 = δi2 . Therefore, there exists a mapping
F : ∆2 → ∆1 such that
∆′ = {(0, δ1, 0) : δ1 ∈ ∆1} ∪ {(1, F (δ
2), δ2) : δ2 ∈ ∆2}.
Then it is easy to verify that ∆′ is a set of m′ + 1(= |∆1|+ |∆2|) affinely independent points.
Remark 3. ∆l,u = ∆0,n if l ≤ n− |
⋃
i∈I Si| and u ≥ mS where
mS = max
I˜⊆I
{|I˜| : Si \ Sj 6= ∅, Sj \ Si 6= ∅ for any i 6= j ∈ I˜}.
2.2 Properties of valid inequalities for X l,u
Notice that an inequality αT z + βT δ ≤ γ is valid for X l,u if and only if
γ ≥ max
(z,δ)∈Xl,u
{αT z + βT δ} = max
δ¯∈∆l,u
{βT δ¯ + max
z∈Xl,u(δ¯)
αT z}.
In other words, it is valid if and only if
γ − βT δ¯ ≥ max
z∈Xl,u(δ¯)
αT z (15)
holds for all δ¯ ∈ ∆l,u. We next characterize some properties of facet-defining inequalities for conv(X l,u).
Lemma 4. Assume S is a proper family. Let αT z+βT δ ≤ γ be a facet-defining inequality for conv(X l,u), and
let F be the associated facet. Then, either F is defined by a facet-defining inequality of the form (β′)T δ ≤ γ′
which also defines a facet of conv(∆l,u), or (15) holds as equality for all δ¯ ∈ ∆l,u.
Proof. Let αT z + βT δ ≤ γ be a facet defining inequality and assume that inequality (15) is strict for some
δ¯ ∈ ∆l,u. In this case, the facet F does not contain any integral points of the form (z, δ¯) and consequently,
for all integral points (z, δ) ∈ F we have δ ∈ ∆l,u \ δ¯.
As S is a proper family, conv(∆l,u) is a full-dimensional simplex in Rm with m+1 facets. Let (β′)T δ ≤ γ′ be
the (unique) facet-defining inequality for conv(∆l,u) such that δ¯ is not contained in the corresponding facet
F ′. Note that all points in ∆l,u \{δ¯} satisfy (β′)T δ = γ′. As all integral points in F have their δ components
in ∆l,u \ {δ¯}, we conclude that all integral points in F satisfy (β′)T δ = γ′. Therefore, F is defined by the
inequality (β′)T δ ≤ γ′.
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Given a proper family S with ∆l,u = {δ1, . . . , δm+1} and a vector α ∈ Rn, let AS ∈ R(m+1)×(m+1) be the
matrix with rows
[AS ]i = [1,−(δ
i)T ], i = 1, . . . ,m+ 1,
and να ∈ R(m+1) be the vector with entries
[να]i = max
z∈Xl,u(δi)
αT z, i = 1, . . . ,m+ 1. (16)
We can now write (15) in matrix form as (γTα , β
T
α )
T ≥ (AS)−1να. Note that as S is proper, the vectors in
∆l,u are affinely independent and therefore AS is nonsingular. Therefore, for any given α ∈ Rn, we can
construct a valid inequality αT z + βTα δ ≤ γα for X
l,u where

 γα
βα

 = (AS)−1να. (17)
Moreover, by Lemma 4, if αT z + βT δ ≤ γ defines a facet F of conv(X l,u), then either β = βα and γ = γα,
or, F is defined by an inequality of the form (β′)T δ ≤ γ′.
We will need the following definition in the next Lemma.
Definition 2. For any two vectors α, α′ ∈ Rn, we say α′ follows the pattern of α if
1. For any j ∈ J , (i) if αj ≥ 0 then α′j ≥ 0, and (ii) if αj ≤ 0 then α
′
j ≤ 0;
2. For any j1, j2 ∈ J , if αj1 ≥ αj2 then α
′
j1
≥ α′j2 .
Lemma 5. Assume S is a proper family and (α, β, γ) satisfies (15) as equalities for all δ¯ ∈ ∆l,u. If two
vectors α+, α− ∈ Rn both follow the pattern of α and α = λα+ + µα− for some λ ≥ 0 and µ ≥ 0, then
να = λνα+ + µνα−
where να is defined as in (16).
Proof. As in the proof of Lemma 1, for a given δ¯ ∈ ∆l,u let J0 :=
⋃
i:δ¯i=1
Si, I0 := {i ∈ I : δ¯i = 0}, and
let I∗ ⊆ I0 denote the index set of minimal elements (with respect to inclusion) in {Si : i ∈ I0}. Note
that the optimal value of maxz∈Xl,u(δ¯) α
T z is equal to
∑
i∈I∗(maxj∈Ji αj) plus the largest sum of at least
(max{l− |I∗|, 0}) and up to (u− |I∗|) largest remaining elements of {α¯j : j ∈ J \ J0}.
For = 1, . . . ,m+ 1, let
z¯i ∈ arg max
z∈Xl,u(δi)
αT z.
As α+ and α− both follow the pattern of α, we also have
z¯i ∈ (arg max
z∈Xl,u(δi)
(α+)T z) ∩ (arg max
z∈Xl,u(δi)
(α−)T z),
8
for i = 1, . . . ,m+ 1. We next construct a matrix Z¯ with columns z¯i and observe that
Z¯Tα = να, Z¯
Tα+ = να+ , and, Z¯
Tα− = να− .
Therefore, we have
να = Z¯
Tα = λZ¯Tα+ + µZ¯Tα− = λνα+ + µνα− .
Using this technical result, we next make an observation on the coefficients of facet defining inequalities.
Lemma 6. Assume S is a proper family. Then each facet F of conv(X l,u) is defined by an inequality
α¯T z + β¯T δ ≤ γ¯ where α¯ ∈ {0, κ}|J| for some κ ∈ R.
Proof. Assume that the claim does not hold. Then there is a facet F such that any inequality αT z+ βT δ ≤
γ defining F has the property that α has at least two distinct, nonzero elements. If conv(X l,u) is full-
dimensional, then there is a unique inequality α¯T z+β¯T δ ≤ γ¯ defining F . If conv(X l,u) is not full-dimensional,
we chose α¯T z + β¯T δ ≤ γ¯ be an inequality defining F such that α¯ has the smallest number (≥ 2) of distinct
nonzero elements.
Let αmin denote the smallest nonzero component of α¯ and let Jmin = {j ∈ J : α¯j = αmin}. Let α+ and α−
be obtained from α¯ as follows
α+j =


α¯j + ǫ, if j ∈ Jmin
αj , otherwise
α−j =


α¯j − ǫ, if j ∈ Jmin
αj , otherwise
(18)
where ǫ > 0 is sufficiently small so that α+ and α− follow the pattern of α. Then by Lemma 5, we have
να¯ =
1
2να+ +
1
2να− and using (17), we can define two valid inequalities
(α+)T z + (βα+)
T δ ≤ γα+ , (α
−)T z + (βα−)
T δ ≤ γα− . (19)
In this way, (β¯, γ¯) = 12 (βα+ , γα+) +
1
2 (βα− , γα−). Consequently, α¯
T z + β¯T δ ≤ γ¯ can be expressed as a strict
convex combination of two valid inequalities. Moreover, these two inequalities are distinct (not a multiple
of the original inequality) as |{α¯j : α¯j 6= 0, j ∈ J}| ≥ 2. When conv(X l,u) is full dimensional, this leads to a
contradiction.
On the other hand, if conv(X l,u) is contained in an affine subspace, then it is possible that both inequalities
define the same facet as the original one. In this case, we can increase ǫ in (18) as much as possible while α+
and α− follow the pattern of α. The largest such ǫ would give an α+ or α− with one fewer distinct nonzero
entries than α. This again leads to a contradiction as α was assumed to have the smallest number of nonzero
elements.
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We conclude this section by showing that the convex hull of X l,u can simply be obtained from convex hulls
of X0,u and X l,n provided that S satisfies some simple conditions.
Theorem 7. Assume S is a proper family and ∆l,u = ∆0,n. Then
conv(X l,u) = conv(X0,u) ∩ conv(X l,n).
Proof. As X l,u = X0,u∩X l,n, we have conv(X l,u) ⊆ conv(X0,u)∩conv(X l,n). We next show that the reverse
inclusion also holds. We first consider the case when conv(X l,u) is not full-dimensional and argue that the
affine hull of conv(X l,u) is the same as that of conv(X0,u) ∩ conv(X l,n). Let αT z + βT δ = γ be an equation
satisfied by all points in conv(X l,u). Consider now only one direction of the inequality αT z + βT δ ≤ γ.
Using the notation defined in the proof of Lemma 6, we have (β, γ) = (AS)
−1να as α
T z + βT δi = γ for any
z ∈ X l,u(δi). Let α+ and α− denote the nonnegative part and the nonpositive part of α, respectively, i.e.,
α+j = max{αj, 0}, α
−
j = min{αj , 0}, j = 1, . . . ,m+ 1.
Letting γ+ = γα+ , β
+ = βα+ , γ
− = γα− , β
− = βα− as defined in (17), we see that the following inequalities
are valid for X l,u:
(α+)T z + (β+)T δ ≤ γ+, (α−)T z + (β−)T δ ≤ γ−.
Moreover, as α = α++α− and both α+ and α− follow the pattern of α, by Lemma 5 we have να = να++να− .
Let I∗ and J0 be defined as in the proof of Lemma 5 and note that when α¯ ≥ 0, να¯ does not depend on l as it
is equal to
∑
i∈I∗(maxj∈Ji α¯j) plus the sum of the (u− |I
∗|) largest remaining elements of {α¯j : j ∈ J \ J0}.
Therefore,
να+ = max
z∈Xl,u(δi)
(α+)T z = max
z∈X0,u(δi)
(α+)T z.
This implies that (α+)T z + (β+)T δ ≤ γ+ is valid for conv(X0,u). Using a similar argument it is easy to see
that (α−)T z + (β−)T δ ≤ γ− is valid for conv(X l,n).
When we consider the other direction −αT z − βT δ ≤ −γ, we see that −(α−)T z − (β−)T δ ≤ −γ− is valid
for conv(X0,u) and −(α+)T z − (β+)T δ ≤ −γ+ is valid for conv(X l,n). Consequently, we observe that the
following equalities are valid for conv(X0,u) ∩ conv(X l,n):
(α+)T z + (β+)T δ = γ+, (α−)T z + (β−)T δ = γ−.
This implies that αT z + βT δ = γ is valid for conv(X0,u) ∩ conv(X l,n).
We now consider an arbitrary facet F of conv(X l,u). Let ∆l,u = {δi}m+1i=1 . As ∆
l,u ⊆ ∆0,u,∆l,n ⊆ ∆0,n, the
assumption of the theorem implies that
∆l,u = ∆0,n = ∆0,u = ∆l,n. (20)
By Lemmas 4 and 6, we only need to discuss the following two cases:
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1. F can be defined by an inequality (β′)T δ ≤ γ′ which also defines a facet of ∆l,u. In this case, by (20),
we have ∆l,u = ∆l,n = ∆0,u, and (β′)T δ ≤ γ′ is also valid for conv(X0,u) ∩ conv(X l,n).
2. F can be defined by an inequality α¯T z + β¯T δ ≤ γ¯ where α¯j ∈ {0, κ} for some κ ∈ R and (15) holds as
equality for all δ¯ ∈ ∆l,u. In this case, if κ ≥ 0, then α¯T z + β¯T δ ≤ γ¯ is valid for conv(X0,u). On the
other hand, if κ ≤ 0, then α¯T z + β¯T δ ≤ γ¯ is valid for conv(X l,n). Therefore, α¯T z + β¯T δ ≤ γ¯ is also
valid for conv(X0,u) ∩ conv(X l,n).
We therefore conclude that any inequality valid for conv(X l,u) is also valid for conv(X0,u)∩ conv(X l,n), and
consequently conv(X0,u) ∩ conv(X l,n) ⊆ conv(X l,u).
3 Convex hull description when S is a family of nested sets
In this section, we consider the special case when S = {Si}i∈I is a family of nested sets. In other words, we
assume that S1 ( S2 ( . . . ( Sm ( J = {1, . . . , n}, and without loss of generality, we use Si = {1, . . . , ki}
where 2 ≤ k1 < k2 < . . . < km. Remember that I = {1, . . . ,m}. To avoid trivial cases (see Remark 14
below), we further assume that u ≥ 2 and l ≤ n− |Sm| (i.e., km ≤ n− l). For convenience, we define S0 = ∅,
Sm+1 = J , δ0 = 1 and δm+1 = 0.
Without loss of generality, we also assume that l < u. Note that if l = u, then zn = u −
∑
j∈J\{n} zj and
any problem of the form min{cT z + dT δ : (z, δ) ∈ X l,u} is equivalent to
min
{ ∑
j∈J\{n}
cjzj + cn(u −
∑
j∈J\{n}
zj) + d
T δ : δi =
∏
j∈Si
(1− zj), i ∈ I;
u− 1 ≤
∑
j∈J\{n}
zj ≤ u; zj ∈ {0, 1}, j ∈ J \ {n}
}
and we can then work in the projected space without variable zn.
3.1 Basic properties of conv(X l,u) and its continuous relaxation
Recall from Example 1 that S is a proper family. As Si ⊂ Si+1, all (z, δ) ∈ X l,u satisfy δi+1 ≤ δi for all
i < m. Moreover, if zj = 0 for all j ∈ Si+1 \ Si, then δi+1 = δi. Consequently, the following inequalities are
valid for conv(X l,u) for all i = 1, . . . ,m− 1:
δi+1 − δi ≤0, (21)
δi − δi+1 −
∑
j∈Si+1\Si
zj ≤0, (22)
These inequalities are called 2-link inequalities in Crama and Rodriguez-Heck [4]. When S is nested, Fischer,
Fischer and McCormick [16] show that (21)-(22) along with the standard linearization (4)-(8) define the
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convex hull of X0,n (i.e. when l = 0, u = n). Crama and Heck-Rodriguez [4] show the same result holds
when |S| = 2 but not necessarily nested.
After adding (21)-(22) to the standard linearization of X l,u, some of the initial inequalities (4)-(8) become
redundant. We next give the subset of the inequalities (4)-(8) that give a correct formulation when combined
with (21)-(22):
l ≤
∑
j∈J
zj ≤u, (23)
zj + δi ≤1, j ∈ Si, i ∈ I, (24)
1− δ1 −
∑
j∈S1
zj ≤0, (25)
−δm ≤0, (26)
−zj ≤0, j ∈ J, (27)
zj ≤1, j ∈ J \ Sm. (28)
Note that unlike inequality (6), inequality (25) is only written for S1 as (22) and (25) together imply the
remaining inequalities in (6). Similarly, (21) and (26) imply that each δi is nonnegative.
Also note that given any z ∈ {0, 1}n satisfying l ≤
∑
j∈J zj ≤ u, there exists a unique δ such that (z, δ) ∈
X l,u. We next define this formally.
Definition 3. Given U ⊆ J with l ≤ |U | ≤ u, we define the point vU ∈ X l,u as follows:
vU = (zU , δU ) where zUj =


1, if j ∈ U,
0, otherwise,
and δUi =
∏
j∈Si
(1− zUj ).
Lemma 8. The polytope conv(X l,u) is full-dimensional.
Proof. (sketch) We consider the two following cases separately:
If l = 0, we argue that the following m+ n+ 1 points in conv(X0,u) are affinely independent:
v{2} =

 e2
0m

 , v{ki+1} =

 eki+1
di

 for i ∈ I, v{1} =

 e1
0m

 , v{1,j} =

 e1 + ej
0m

 for j ∈ J \ {1}.
If, on the other hand, l ≥ 1, then we let Q = {n − l + 1, . . . , n} ⊆ J \ Sm where |Q| = l and consider the
following m+ n+ 1 points in conv(X l,u):
v{2}∪Q, v{ki+1}∪Q for i ∈ I, v{1}∪Q, v{1,j}∪Q\{n} for j ∈ J \ {1} \Q, v{1}∪Q\{j} for j ∈ Q,
and argue that they are affinely independent. The detailed proof is presented in the Appendix.
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Lemma 8 also implies that conv(∆l,u) is full-dimensional. In addition, it is easy to see that
∆l,u =
{
δ ∈ {0, 1}m : δ1 ≥ δ2 ≥ . . . ≥ δm
}
. (29)
Moreover, as the constraint matrix defining ∆l,u above is totally unimodular, we also have
conv(∆l,u) =
{
δ ∈ Rm : 1 ≥ δ1 ≥ δ2 ≥ . . . ≥ δm ≥ 0
}
. (30)
From now on we will denote the the m+ 1 vectors in ∆l,u as
∆l,u =
{
δ
[0], δ[1], . . . , δ[m]
}
(31)
where δ[0] = 0 and, for i ∈ I, the vector δ[i] has the first i components equal to 1 and the rest equal to zero.
Note that these vectors are affinely independent.
We start with characterizing facet-defining inequalities for conv(X l,u) that have zero coefficients for all of
the zj variables.
Lemma 9. If βT δ ≤ γ defines a facet of conv(X l,u) then it is a multiple of an inequality from (21) or (26).
Proof. As conv(X l,u) and conv(∆l,u) are full-dimensional polytopes, if βT δ ≤ γ defines a facet of conv(X l,u)
then it also defines a facet of conv(∆l,u). The only facet-defining inequality for conv(∆l,u), see (30), that is
not of the form (21) or (26) is 1 ≥ δ1. However, 1 ≥ δ1 cannot define a facet of conv(X l,u) as it is implied
by (24) and (27) for i = 1 and any j ∈ S1. Therefore, the only facets of conv(∆l,u) that can also be facets
of conv(X l,u) are of the form (21) and (26).
Under the assumptions (i) u ≥ 2 and (ii) l ≤ n− |Sm|, we have ∆l,u = ∆0,n and consequently
conv(X l,u) = conv(X0,u) ∩ conv(X l,n),
by Theorem 7. We next study conv(X0,u) and conv(X l,n) separately.
3.2 Trivial facets of conv(X0,u)
As conv(X0,u) is full-dimensional, all facet-defining inequalities for conv(X0,u) are uniquely defined up to
multiplication by a positive scalar. We have already characterized all facets of the form βT δ ≤ γ in Lemma
9. We now characterize facet-defining inequalities of the form αT z+βT δ ≤ γ for conv(X0,u) with α ≤ 0 and
α 6= 0.
Lemma 10. Let αT z + βT δ ≤ γ be a facet-defining inequality for conv(X0,u). If α ≤ 0 and α 6= 0, then the
inequality is a multiple of one of the inequalities (22),(25) or (27).
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Proof. Let αT z + βT δ ≤ γ be a facet-defining inequality for conv(X0,u) satisfying the conditions of the
Lemma, and assume it defines the facet F = {(z, δ) ∈ conv(X0,u) : αT z + βT δ = γ}. By Lemma 6, we
can assume without loss of generality that all nonzero components of α are equal to −1. If αT z + βT δ ≤ γ
is the same as zj ≥ 0 for some j ∈ J , then it is one of the inequalities in (27) and result follows. We will
henceforth assume this is not the case.
If |Si \ Si−1| ≥ 2 for any i ∈ I, then we will next argue that
αj = αk for all distinct j, k ∈ Si \ Si−1. (32)
If this is not true, then we can assume, without loss of generality, that αj = −1 and αk = 0. As F is not
defined by zj ≥ 0, we can assume that there is a point (z¯, δ¯) ∈ F with the property that z¯j = 1. Consider
the point (z′, δ¯) where the components of z′ are the same as the components of z¯, except that z′j = 0 and
z′k = 1. It is easy to see that (z
′, δ¯) ∈ X0,u, and αT z′ = αT z¯+1 which implies that αT z′+ βT δ¯ > γ. This is
contradicts the fact that αT z + βT δ ≤ γ is a valid inequality for X0,u. Similarly, for any j ∈ F \ Sm, there
exists a point (z¯, δ¯) ∈ F such that z¯j = 1. If αj = −1, then constructing a new point by changing z¯j to 0
shows that the inequality cannot be valid. Consequently, αj = 0 for all j ∈ J \ Sm.
As conv(X0,u) is full-dimensional, Lemma 4 and α 6= 0 together imply that
γ − βT δ[i] = max
z∈X0,u(δ[i])
αT z (33)
for i = 0, . . . ,m. First note that as α ≤ 0 and z ≥ 0, we have maxz∈X0,u(δ[m]) α
T z = 0. Moreover, for
i = 0, . . . ,m− 1, if z¯ ∈ X0,u(δ[i]), then z¯j = 0 for j ∈ Si and
∑
j∈Si+1\Si
z¯j ≥ 1. Therefore,
max
z∈X0,u(δ[i])
αT z = max
j∈Si+1\Si
{αj}.
Consider θ ∈ Rm+1 where θi equal to the right-hand side of (33). Then θm = 0, and for i = 0, . . . ,m− 1 we
have θi ∈ {0,−1}, with θi = αj for all j ∈ Si+1 \ Si. Then (33) implies that
γ = θ0, γ −
k∑
i=1
βi = θk for k ∈ {1, . . . ,m− 1}, γ −
m∑
i=1
βi = 0.
These equations have the unique solution:
γ = θ0, βi = θi−1 − θi for i ∈ {1, . . . ,m− 1}, βm = θm−1. (34)
We next observe that αj = 0 for all j ∈ J \ Sm and θi ≤ 0 for all i ∈ {0} ∪ I, and therefore
αT z + βT δ =
m∑
i=1
θi−1

 ∑
j∈Si\Si−1
zj

 +
m−1∑
i=1
(θi−1 − θi)δi + θm−1δm
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= θ0(δ1 +
∑
j∈S1
zj
︸ ︷︷ ︸
≥1
) +
m−1∑
i=1
θi(δi+1 − δi +
∑
j∈Si+1\Si
zj
︸ ︷︷ ︸
≥0
) ≤ θ0 + 0 = γ.
Therefore, inequality αT z + βT δ ≤ γ is implied by inequalities (25) and (22). As it is facet-defining, it must
indeed be one of them.
3.3 Convex hull description of X0,u
We next derive a family of valid inequalities for conv(X0,u) using the mixing procedure [19]. The inequalities
we derive here apply when S = {Si}i∈I is a family of nested sets and as we show later, together with
inequalities (23)-(28), they give a complete description of conv(X0,u). Later in Section 5, we will generalize
these inequalities for the case when S is not necessarily nested.
For some positive integer k, let 1 > bk > bk−1 > . . . > b1 > 0, be given and let
Q =
{
s ∈ R, z ∈ Zk : s+ zi ≥ bi for i = 1, . . . , k, s ≥ 0
}
. (35)
Then, the following type I mixing inequality is known to be valid for Q (see [19]):
s+ b1z1+
k∑
i=2
(bi − bi−1)zi ≥ bk. (36)
The inequalities s + zi ≥ bi are called base inequalities and note that inequality (36) combines the mixed-
integer rounding inequalities s+ bizi ≥ bi associated with the base inequalities using a “telescopic” sum. We
next derive valid inequalities for X0,u to use as base inequalities in the definition of Q.
Let S′ ⊆ J and i ∈ I be given and let M > n be a fixed constant. Using the fact that for zj ≤ 1,
1− δi − zj ≥ 0, and δi ≤ 1, for all j ∈ Si, we can derive the following valid (base) inequality for conv(X0,u):
1
M
(
u−
∑
j∈S′
zj
)
+ (1 − δi) =
1
M
(
u−
∑
j∈S′\Si
zj
)
+
1
M
∑
j∈S′∩Si
(1− δi − zj) +
1
M
(
M − |S′ ∩ Si|
)
(1− δi)
≥
1
M
(
u−
∑
j∈S′\Si
zj
)
≥
1
M
(
u− |S′ \ Si|
)
.
Moreover, if |S′ \ Sp| ≤ u− 1 for some p ∈ I, then the right-hand side of this valid inequality
1
M
(
u−
∑
j∈S′
zj
)
+ (1− δi) ≥
1
M
(
u− |S′ \ Si|
)
is strictly between 0 and 1 for all i = p, p+1, . . . ,m. Therefore, we can write a set of the form (35) using these
inequalities as the base inequalities where we treat the term 1
M
(u−
∑
j∈S′ zj) as a nonnegative continuous
variable and the term (1 − δi) as an integer variable for all i = p, p+ 1, . . . ,m. Consequently, the resulting
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type I mixing inequality,
1
M
(
u−
∑
j∈S′
zj
)
+
1
M
(
u− |S′ \ Sp|
)
(1− δp)+
1
M
m∑
i=p+1
(
|S′ \ Si−1| − |S
′ \ Si|
)
(1− δi) ≥
1
M
(
u−|S′ \Sm|
)
,
which can be simplified to
1
M
(
u−
∑
j∈S′
zj
)
≥
1
M
(
u− |S′ \ Sp|
)
δp +
1
M
m∑
i=p+1
(
|S′ \ Si−1| − |S
′ \ Si|
)
δi,
is valid for conv(X0,u). After multiplying the inequality by M and rearranging the terms, we obtain the
following valid inequality for conv(X0,u)
∑
j∈S′
zj +
(
u− |S′ \ Sp|
)
δp +
m∑
i=p+1
(
|S′ \ Si−1| − |S
′ \ Si|
)
δi ≤ u. (37)
We next give an inequality description of conv(X0,u) using the mixing inequalities.
Theorem 11. A complete inequality description of conv(X0,u) is given by inequalities (23)-(28) together
with inequalities (37) for all p ∈ I and S′ ⊆ J such that |S′ \ Sp| ≤ u− 1
Proof. Let αT z + βT δ ≤ γ be a facet-defining inequality for conv(X0,u) and note that by Lemma 8 it has
a unique representation up to multiplication. By Lemma 6, we can assume that either α ∈ {0, 1}|J| or
α ∈ {0,−1}|J|. Furthermore, by Lemmas 9 and 10 we have established that if α ≤ 0 (including the case
when α = 0) the inequality αT z + βT δ ≤ γ has to be one of (23)-(28). Therefore, the only remaining case
to consider is when α ∈ {0, 1}|J| and α 6= 0.
Let S¯ := {j ∈ J : αj = 1} and therefore αT z =
∑
j∈S¯ zj . Also remember that ∆
0,u = {δ[0], . . . , δ[m]} where
the first p ∈ I components of δ[p] ∈ {0, 1}m is 1, and the rest are zero. Then by Lemma 4 the following
equations must hold for all δ[p] with p ∈ {0, . . . ,m− 1},
γ −
p∑
i=1
βi = max
{
α¯T z | (z, δ[p]) ∈ X0,u
}
= max
{ ∑
j∈S¯
zj |
∑
j∈J
zj ≤ u; zj = 0, ∀j ∈ Sp;
∑
j∈Sp+1\Sp
zj ≥ 1 , z ∈ {0, 1}
|J|
}
= min
{
u− 1{S¯∩Sp+1\Sp=∅}, |S¯ \ Sp|
}
, (38)
where we define 1A to be 1 if condition A is true, and 0, otherwise. Similarly, for δ
[m], we have
γ −
m∑
i=1
βi = min{u, |S¯ \ Sm|}. (39)
Let S¯i = S¯ ∩ Si for i ∈ I and let ∆1 = S¯1 and ∆i = S¯i \ S¯i−1 for i ∈ {2, . . . ,m}. Note that S¯ =
(S¯ \ Sm) ∪ (∪mi=1∆i). The unique solution to equations (38) and (39) is therefore
γ = min
{
u− 1{∆1=∅}, |S¯|
}
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βi =


min
{
u− 1{∆i=∅}, |S¯ \ Si−1|
}
− min
{
u− 1{∆i+1=∅}, |S¯ \ Si|
}
for 1 ≤ i ≤ m− 1,
min
{
u− 1{∆m=∅}, |S¯ \ Sm−1|
}
− min{u, |S¯ \ Sm|} for i = m.
We now consider 3 cases:
Case 1: |S¯ \ Sm| ≥ u. In this case, |S¯ \ Si| ≥ u also holds for all i ∈ I and
γ = u− 1{∆1=∅},
βi =


1{∆i+1=∅} − 1{∆i=∅}, i ∈ {1, . . . ,m− 1},
−1{∆m=∅}, i = m.
Therefore,
αT z + βT δ =
∑
j∈∆1
zj − 1{∆1=∅}(δ1) +
m−1∑
i=1
[ ∑
j∈∆i+1
zj + 1{∆i+1=∅}(δi − δi+1)
]
+
∑
j∈S¯\Sm
zj
≤
∑
j∈∆1
zj − 1{∆1=∅}(1−
∑
j∈S1
zj
︸ ︷︷ ︸
≤δ1
) +
m−1∑
i=1
[ ∑
j∈∆i+1
zj + 1{∆i+1=∅}
∑
j∈Si+1\Si
zj
︸ ︷︷ ︸
≥δi−δi+1
]
+
∑
j∈S¯\Sm
zj
≤
∑
j∈J
zj − 1{∆1=∅} ≤ u− 1{∆1 = ∅} = γ.
In the first inequality above, we use inequalities (25) and (22) and in the second inequality we use the fact
that if 1{∆i=∅} = 1 then
∑
j∈∆i
zj = 0 for all i ∈ I.
Therefore, all points that satisfy equations (23)-(28) also satisfy αT z + βT δ ≤ γ.
Case 2a: |S¯ \ Sm| ≤ u− 1 and |S¯| ≤ u− 1. In this case, equations (38) and (39) imply
γ = |S¯|, and βi = |S¯ \ Si−1| − |S¯ \ Si| = |∆i|, i ∈ I.
In this case, using inequalities (24) and (28), we can write
αT z + βT δ =
m∑
i=1
[ ∑
j∈∆i
(zj + δi)
]
+
∑
j∈S¯\Sm
zj ≤
m∑
i=1
|∆i|+ |S¯ \ Sm| = |S¯| = γ.
Therefore, all points that satisfy equations (23)-(28) also satisfy αT z + βT δ ≤ γ.
Case 2b: |S¯ \ Sm| ≤ u− 1 and |S¯| ≥ u. Let h := min{i ∈ I : |S¯ \ Si| ≤ u− 1}. In this case,
γ = u− 1{∆1=∅},
βi =


1{∆i+1=∅} − 1{∆i=∅}, i ∈ {1, . . . , h− 1},
u− 1{∆h=∅} − |S¯ \ Sh|, i = h
|S¯ \ Si−1| − |S¯ \ Si| = |∆i|, i ∈ {h+ 1, . . . ,m}.
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Therefore,
αT z + βT δ =
∑
j∈∆1
zj − 1{∆1=∅}(δ1) +
h−1∑
i=1
[ ∑
j∈∆i+1
zj + 1{∆i+1=∅}(δi − δi+1)
]
+
[ ∑
j∈∆h+1
zj + (u− |S¯ \ Sh|)δh
]
+
m∑
j=h+1
[ ∑
j∈∆i+1
zj + |∆i|δi
]
+
∑
j∈S¯\Sm
zj .
≤
∑
j∈∆1
zj − 1{∆1=∅}(1−
∑
j∈S1
zj
︸ ︷︷ ︸
≤δ1
) +
h−1∑
i=1
[ ∑
j∈∆i+1
zj + 1{∆i+1=∅}
∑
j∈Si+1\Si
zj
︸ ︷︷ ︸
≥δi−δi+1
]
+
[ ∑
j∈S¯h+1\Sh
zj + (u− |S¯ \ Sh|)δh
]
+
m∑
j=h+1
[ ∑
j∈∆i+1
zj + |∆i|δi
]
+
∑
j∈S¯\Sm
zj
≤
∑
j∈S¯∪Sh
zj +
(
u− |S¯ \ Sh|
)
δh +
m∑
i=h+1
|∆i|δi − 1{∆1=∅}
≤ u− 1{∆1=∅} = γ
where the last inequality folows from the mixing inequality (37) with S′ = S¯ ∪ Sh and p = h.
3.4 Convex hull description of X l,n
In [16], the authors study the convex hull description of the following set:
{
(x, δ) ∈ {0, 1}|J|+|I| : δi =
∏
j∈Si
xj for i ∈ I, x ∈ PM
}
(40)
where {Si}i∈I is a family of nested subsets of a given set J and PM is the convex hull of incidence vectors
associated with independent sets U of the matroidM = (J,U) defined on the ground set J . Note that if we
let U to be the set of all subsets of J with cardinality at most k for some k ∈ Z+, the constraint x ∈ PM
simply becomes
∑
j∈J xj ≤ k. Consequently, using this matroid in (40) leads to a set very similar to the
one we have been studying. More precisely, taking k = n− l to define the independent sets and replacing xj
with (1− zj) for j ∈ J , gives the set X l,n. Note that due to the complementation of the x variables in (40),
the upper bound on the sum of the x variables becomes a lower bound on the sum of the z variables.
Using the particular matroid described above, we next translate the results from [16] to our context. Re-
member that we use S0 = ∅ and Sm+1 = J for convenience.
Theorem 12 (Fischer, Fischer and McCormick - 2018). Inequalities (23)-(28) together with
∑
j∈S′
zj ≥ (|S
′ ∪ Sp| − n+ l)δp +
m∑
i=p+1
(|S′ ∪ Si| − |S
′ ∪ Si−1|)δi, (41)
for all p ∈ I and S′ ⊂ J that satisfy |S′∪Sp−1| ≤ n− l < |S′∪Sp| give a complete description of conv(X l,n).
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Notice that similar to inequalities (37), inequalities (41) above are also defined for subsets of J and both
(37) and (41) have the term
∑
j∈S′ zj as well as a telescopic sum involving the δ variables. We next show
that (41) can also be derived using the mixing procedure. Let S′ ⊆ J be fixed and let M > n be a given
constant. For any i ∈ I, the following (base) inequality are valid for X l,n:
1
M
∑
j∈S′
zj + (1− δi) ≥
1
M
( ∑
j∈S′∪Si
zj −
∑
j∈Si\S′
zj
)
+
|Si \ S′|
M
(1− δi)
=
1
M
(∑
j∈J
zj −
∑
j∈J\(S′∪Si)
zj
)
+
1
M
∑
j∈Si\S′
(1− zj − δi)
≥
1
M
(l − (n− |S′ ∪ Si|)) + 0 =
|S′ ∪ Si| − n+ l
M
.
When |S′ ∪Sp| ≥ n− l+1, the right-hand side of the inequality is strictly between 0 and 1, and treating the
term 1
M
(
∑
j∈S′ zj) as a nonnegative continuous variable and (1 − δi) as an integer variable, we can apply
type I mixing procedure to the base inequalities for i = p, p+ 1, . . . ,m to obtain
1
M
∑
j∈S′
zj +
|S′ ∪ Sp| − n+ l
M
(1− δp) +
m∑
i=p+1
( |S′ ∪ Si| − |S′ ∪ Si−1|
M
)
(1 − δi) ≥
|S′ ∪ Sm| − n+ l
M
,
which can be rewritten as
1
M
∑
j∈S′
zj −
|S′ ∪ Sp| − n+ l
M
δp −
m∑
i=p+1
( |S′ ∪ Si| − |S′ ∪ Si−1|
M
)
δi ≥ 0.
Multiplying both sides by M and rearranging the terms gives inequality (41). In Section 4 we will discuss
the conditions under which these inequalities are facet-defining for X l,n and in Section 5 we will generalize
these inequalities to the case when the sets in S are not necessarily nested.
We next present our main result:
Theorem 13. Let S = {Si}i∈I be a family of nested sets and assume that u ≥ 2 and l ≤ n− |S|I||. Then,
conv(X l,u) is defined by
(i) inequalities (23)-(28),
(ii) inequalities (37) for all p ∈ I and S′ ⊆ J such that |S′ \ Sp| ≤ u− 1, and,
(iii) inequalities (41) for all p ∈ I and S′ ⊂ J that satisfy |S′ ∪ Sp−1| ≤ n− l < |S′ ∪ Sp|.
Moreover, given a point (z, δ) 6∈ conv(X l,u), a (most) violated inequality can be found in polynomial time.
Proof. Combining Theorems 7, 11 and 12 it follows that conv(X l,u) is given by inequalities (23)-(28) together
with inequalities (37) and (41).
For the second part of the proof, note that there is a polynomial number of inequalities of the form (23)-(28)
and there is an exponential number of mixing inequalities as one can write one for each S′ ⊂ J and p ∈ I.
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However, for each S′ ⊆ J and fixed p ∈ I we can rewrite inequality (37) as
∑
j∈S′∩Sp
zj + uδp +
m∑
i=p+1
∑
j∈S′∩(Si\Si−1)
(zj + δi − δp) +
∑
j∈S′\Sm
(zj − δp) ≤ u. (42)
Given a fractional solution (zˆ, δˆ), let
πj =


zˆj for j ∈ Sp
zˆj + δˆi − δˆp for j ∈ Sm \ Sp
zˆj − δˆp for j ∈ J \ Sm.
Then the left-hand side of (37) is maximized by
S∗p = argmax
Q⊆J
[∑
j∈Q
πj : |Q \ Sp| ≤ u− 1
]
which can be computed greedily by selecting j ∈ J with the largest positive πj values while satisfying the
cardinality constraint. Therefore, to separate from inequalities (37), one only needs to check S′ = S∗p for all
p ∈ I. Similarly, inequalities (41) can be rewritten as
−
∑
S′∩Sp
zj+(|Sp|−n+l)δp+
m∑
i=p+1
(|Si\Si−1|)δi+
m∑
i=p+1
∑
j∈S′∩(Si\Si−1)
(δp−δi−zj)+
∑
j∈S′\Sm
(δp−zj) ≤ 0. (43)
Given a fraction solution (zˆ, δˆ), we now define,
σj =


−zˆj for j ∈ Sp
δˆp − δˆi − zˆj for j ∈ Sm \ Sp
δˆp − zˆj for j ∈ J \ Sm.
(44)
Then the left-hand side of (43) is maximized by
S∗∗p = argmax
Q⊆J
[∑
j∈Q
σj : |Q ∪ Sp−1| ≤ n− l < |Q ∪ Sp|
]
which can again be computed greedily by ordering the indices j ∈ J according to σj values. Alternatively,
one can solve the LP
max
[∑
j∈J
σjxj :
∑
j∈J\Sp−1
xj ≤ n− l− |Sp−1|,
∑
j∈J\Sp
xj ≥ n− l − |Sp| − 1, 1 ≥ x ≥ 0
]
which has a totally unimodular constraint matrix. Consequently, one only needs to check S′ = S∗∗p for all
p ∈ I to separate from inequalities (41).
In [16], the authors show the separation of inequalities (41) can be solved in polynomial time by solving a
submodular minimization problem.
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Remark 14. For the sake of completeness we now consider the case when S is nested but u ≥ 2 or l ≤
n − |S|I|| does not hold. If u = 0, then X
l,u and its convex hull contains a single point. If u = 1, then
δi = 1 −
∑
j∈Si
zj for all i ∈ I. These equations, together with
∑
j∈J zj ≤ 1, and 1 ≥ zj ≥ 0 for j ∈ J
give the convex hull description of X l,u. For the case when l > n− |S|I||, consider S
′ = {Si}i∈I:|Si|≤n−l. In
this case we have δi = 0 for all i with |Si| > n − l, and the multilinear set associated with S ′ falls into the
discussion of Theorem 13.
4 Properties of facet-defining inequalities for the nested case
So far we have presented an inequality description of X l,u for the nested case using the description of
conv(X0,u) developed in Section 3.3 and the description of conv(X l,n) presented earlier in [16]. Not all
inequalities in these exponential-size descriptions are facet-defining and in this section we present necessary
and sufficient conditions for inequality of the form (37) or (41) to be facet-defining.
Theorem 15. Let S be nested and let p ∈ I and S′ ⊆ J be such that |S′ \ Sp| ≤ u − 1. Then, without
loss of generality, the following conditions are necessary for the associated inequality (37) to define a facet
of conv(X l,u):
U1. S′ ⊇ Sp,
U2. |S′ \ Sp−1| ≥ u if p ≥ 2,
U3. |S′| ≥ u+ 1.
Proof. If condition U1 is not satisfied, then replacing S′ with S′ ∪ Sp in inequality (37) leads to a stronger
inequality as zj ≥ 0 for all j ∈ J . Similarly, if condition U2 is not satisfied, then replacing p with p − 1 in
inequality (37) leads to a stronger inequality as δp ≤ δp−1.
If condition U3 is not satisfied, then |S′| ≤ u and
∑
j∈S′
zj +
(
u− |S′ \ Sp|
)
δp +
m∑
i=p+1
(
|S′ \ Si−1| − |S
′ \ Si|
)
δi
=
∑
j∈S′∩Sp
(zj + δp) +
m∑
i=p+1
∑
j∈S′∩(Si\Si−1)
(zj + δi) +
∑
j∈S′\Sm
zj +
(
u− |S′|︸ ︷︷ ︸
≥0
)
δp
≤ |S′ ∩ Sp|+
m∑
i=p+1
|S′ ∩ (Si \ Si−1)|+ |S
′ \ Sm|+ (u − |S
′|) = u,
where the last inequality is implied by the fact that zj ≤ 1 for all j ∈ J and zj + δi ≤ 1 for all j ∈ J ,
i ∈ I. Therefore, if condition U3 is not satisfied then inequality (37) is implied by other valid inequalities.
As conv(X l,u) is full-dimensional, we conclude that conditions U1-U3 are necessary for inequality (37) to
define a facet.
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Theorem 16. Let S be nested and let p ∈ I and S′ ⊆ J be such that |S′ \ Sp| ≤ u − 1. If p < m or
|Sm| < n− l, then conditions U1-U3 together with
U4. S′ ∩ (Sp+1 \ Sp) 6= ∅ if p ≤ m− 1
are sufficient for inequality (37) to define a facet of conv(X l,u).
Proof. (sketch) Assume that S′ ⊆ J and p ∈ I satisfy the conditions above. As S′ ⊇ Sp ⊇ S1, we can assume
S′ = {s1, s2, s3, s4, . . . , s|S′|} where s1 = 1, s2 = 2 and 2 < s3 < s4 < . . . < s|S′|. We first show that the
inequality ∑
j∈S′
zj + (u − |S
′ \ Sp|)δp ≤ u (45)
defines a (n + p − 1)-dimensional face of conv(X l,u) ∩ {(z, δ) : δi = 0, i ∈ {p + 1, . . . ,m}}. Let Q =
{s|S′|−u+1, . . . , s|S′|}. Then Q satisfies |Q| = u ≥ 2 and S
′ \ Sp ⊂ Q ⊆ S′ \ Sp−1. Note that p < m
or |Sm| < n − l implies that |J \ Sp| ≥ l + 1. Let R be a set satisfying S′ \ Sp ⊆ R ⊆ J \ Sp and
|R| = max{l+ 1, |S′ \ Sp|} ∈ [l + 1, u]. Define
R′ =


R, if l + 1 ≤ |S′ \ Sp|(≤ u− 1), i.e., R = S′ \ Sp;
R \ {j0} for some fixed j0 ∈ R \ S′, if l + 1 > |S′ \ Sp|, i.e., R \ S′ 6= ∅.
Then R′ satisfies R′ ⊇ S′ \ Sp and l ≤ |R′| ≤ u− 1. Let T be a set satisfying |T | = u− 1 and T ⊆ S′ \ Sp−1.
Consider points (using Definition 3) associated with the sets
Q, (Q ∪ {1}) \ {j} for j ∈ Q, (Q \ {s|S′|−1, s|S′|}) ∪ {1, j} for j ∈ S
′ \Q \ {1},
R, R \ {j} for j ∈ R \ S′, R′ ∪ {j} for j ∈ J \R \ Sp,
(Q \ {s|S′|}) ∪ {2} if p ≥ 2, T ∪ {ki} for i ∈ {2, . . . , p− 1}.
Note that some of the index sets used for defining the sets above can be empty, in which case the associated
points are not considered. These (n + p) points are feasible and satisfy δi = 0 for i ∈ {p + 1, . . . ,m} (as
(S′ \ Sp) ∩ Sp+1 6= ∅ by assumption U4), and lie on the hyperplane
∑
j∈S′
zj + (u− |S
′ \ Sp|)δp = u.
In the rest of the proof (presented in the Appendix), we first show that these points are affinely independent
and therefore inequality (45) defines a (n + p − 1)-dimensional face of conv(X l,u) ∩ {(z, δ) : δi = 0, i ∈
{p+1, . . . ,m}}. We then lift the coefficients of δp+1, . . . , δm to conclude that inequality (37) is facet-defining.
Remark 17. For the case when p = m and |Sm| = n− l, inequality (37) is facet-defining for conv(X l,u) if
and only if S′ = J .
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Results similar to Theorem 15 and 16 hold for valid inequalities (41) of the polytope conv(X l,n). In [16],
the conditions that |S′ ∪ Sp−1| ≤ n − l and n − l + 1 ≤ |S′ ∪ Sp| are implicitly imposed on the choice of p
based on the rank function associated with the matroid. We next present a stronger characterization of the
necessary conditions for these inequalities to be facet-defining.
Theorem 18. Let S be nested and let p ∈ I and S′ ⊂ J be such that |S′ ∪ Sp−1| ≤ n− l < |S′ ∪ Sp|. Then
the following conditions are necessary for inequality (41) to define a facet of conv(X l,u):
L1. S′ ∩ Sp = ∅;
L2. |S′| ≤ n− l − 1.
Proof. If condition L1 is not satisfied, then replacing S′ with S′ \ Sp in inequality (41) leads to a stronger
inequality as zj ≥ 0 for all j ∈ J . If condition L2 is not satisfied, then |S′| ≥ n − l. By valid inequalities
(25), (28), δp ≤ 1 and
∑
j∈J zj ≥ l,
(|S′ ∪ Sp| − n+ l)δp +
m∑
i=p+1
(
|S′ ∪ Si| − |S
′ ∪ Si−1|
)
δi −
∑
j∈S′
zj
=
(
|S′| − (n− l)︸ ︷︷ ︸
≥0
)
δp + (|Sp \ S
′|)δp +
m∑
i=p+1
(
|Si \ Si−1 \ S
′|
)
δi −
∑
j∈S′
zj
≤ |S′| − (n− l) +
∑
j∈Sp\S′
(1− zj) +
m∑
i=p+1
∑
j∈Si\Si−1\S′
(1− zj)−
∑
j∈S′
zj
= |S′ ∪ Sm| − (n− l)−
∑
j∈S′∪Sm
zj
=
∑
j∈J\(S′∪Sm)
zj + |S
′ ∪ Sm| − (n− l)−
∑
j∈J
zj
≤ |J \ (S′ ∪ Sm)|+ |S
′ ∪ Sm| − (n− l)− l
= 0,
where the first inequality is implied by the fact that δp ≤ 1 and zj + δi ≤ 1, for all j ∈ J , i ∈ I and the
second inequality is implied by the fact that
∑
j∈J zj ≥ l, zj ≤ 1 for all j ∈ J . Therefore, if condition L2
is not satisfied then inequality (41) is implied by other valid inequalities. As conv(X l,u) is full-dimensional,
we conclude that conditions L1 and L2 are necessary for inequality (41) to define a facet.
In [16, Proposition 23], the authors describe three conditions for inequality (41) to be facet-defining for
conv(X l,n). These conditions involve the rank function of the underlying matroid which, when translated to
our context, has rank function
r(S) = min{|S|, n− l}
for each subset S of the ground set J . More precisely, these conditions are
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C1. Inequality
∑
j∈S′ xj ≤ r(S
′) is facet-defining for the set conv{x ∈ {0, 1}|J| :
∑
j∈J xj ≤ n− l},
C2. Set S′ is closed [16, Definition 4] and non-separable [16, Definition 22], meaning
C2a. r(S′) < r(S′ ∪ {j}) for all j ∈ J \ S′
C2b. r(S′) < r(Sa) + r(Sb) for all nonempty Sa ⊂ S′ and Sb = S′ \ Sa
C3. For all i ∈ I, δi has a strictly positive coefficient in (41), i.e.
C3a. p = 1, C3b. |S′ ∪ S1| > n− l and C3c. |S
′ ∪ Si−1| < |S
′ ∪ Si| for all i ∈ {2, . . . ,m}.
Notice that conditions C2a and C2b cannot hold simultaneously unless S′ is equal to the set J or it contains
a single element {j} for some j ∈ J . Also note that condition C1 is satisfied in both cases, i.e. when S′ = J
or |S′| = 1. However, remember that Theorem 18 requires S′ ⊂ J and therefore S′ 6= J . Therefore, the only
remaining possible choices for S′ are S′ = {j} for some j ∈ S′. Finally, condition C3b together with our
starting assumption that |Sm| ≤ n− l implies that m = p = 1, |S1| = n− l and j ∈ J \S1. In conclusion, we
observe that conditions C1-C3 are satisfied only in the narrow case when the family S defining conv(X l,n)
contains a single set S of cardinality n − l. In addition, the set S′ must have cardinality one, containing a
single element j ∈ J \ S.
In the next theorem, we give significantly less restrictive conditions for inequality (41) to be facet-defining
for conv(X l,u).
Theorem 19. Let S be nested and let p ∈ I and S′ ⊂ J be such that |S′ ∪ Sp−1| ≤ n − l < |S′ ∪ Sp|. If
p < m or |Sm| < n− l then conditions L1-L2 together with
L3. Sp+1 \ Sp * S′ if p ≤ m− 1
are sufficient for inequality (41) to define a facet of conv(X l,u).
Proof. (sketch) Assume that S′ ⊆ J and p ∈ I satisfy the conditions above. Then the assumption p < m or
|Sm| < n − l implies that |Sp| < n − l, and S′ 6= ∅ as |S′ ∪ Sp| > n − l. Assume S′ = {s1, . . . , s|S′|} with
s1 < . . . < s|S′|. We first show that the inequality
−
∑
j∈S′
zj + (|S
′ ∪ Sp| − n+ l)δp ≤ 0 (46)
defines a (n+ p− 1)-dimensional face of conv(X l,u) ∩ {(z, δ) : δi = 0, i ∈ {p+ 1, . . . ,m}}.
Let Q = Sp ∪ {s1, s2, . . . , sn−l−|Sp|}. Then Q satisfies |Q| = n − l and Sp ⊂ Q ⊂ Sp ∪ S
′. Let R =
(J \S′\Sp)∪{1, 2, . . . , l+1−|J \S′\Sp|}. Then R satisfies |R| = l+1 ≤ u and (J \S′\Sp)∪{1, 2} ⊆ R ⊆ J \S′
as n − l < |S′ ∪ Sp|. Note that |S′ ∪ Sp−1| ≤ n − l. For i ∈ {1, . . . , p − 1}, we can let Ti denote the first l
elements of J \ S′ \ Si.
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Consider the points (using Definition 3) associated with the sets
R \ {j} for j ∈ R, R, (R \ {1}) ∪ {j} for j ∈ Sp \R, {Ti}i∈{1,...,p−1}
(J \Q \ {s|S′|}) ∪ {j} for j ∈ Q \ Sp, (J \Q \ {j}) ∪ {s1} for j ∈ S
′ \Q \ {s|S′|}, J \Q.
These (n+ p) points are feasible with δi = 0, i ∈ {p+ 1, . . . ,m} (as (J \ S′ \ Sp) ∩ Sp+1 6= ∅ by assumption
L3), and lie on the hyperplane
−
∑
j∈S′
zj + (|S
′ ∪ Sp| − n+ l)δp = 0.
In the rest of the proof (presented in the Appendix), we first show that these points are affinely independent
and therefore inequality (46) defines a (n + p − 1)-dimensional face of conv(X l,u) ∩ {(z, δ) : δi = 0, i ∈
{p + 1, . . . ,m}}. We then lift the coefficients of δp+1, . . . , δm to conclude that inequality (41) is facet-
defining.
Remark 20. For the case when p = m and |Sm| = n− l, inequality (41) is facet-defining for conv(X l,u) if
and only if S′ = {j} for some j ∈ J \ Sm.
5 Valid inequalities when S is not nested
In Section 3, we described inequalities (37) and (41) and showed that together with the standard linearization
and 2-link inequalities they define conv(X0,u) and conv(X l,n), respectively. In this section, we extend these
inequalities to the general case when the sets in S are not necessarily nested.
Notice that since we derived inequalities (37) using the mixing procedure, they are still valid for conv(X l,u)
in the general case, provided that
u− 1 ≥ |S′ \ Sp| ≥ |S
′ \ Sp+1| ≥ . . . ≥ |S
′ \ Sm| (47)
hold. We next generalize inequalities (37) to case when (47) is not satisfied.
Proposition 21. Assume that sets S[1], S[2], . . . , S[t] ∈ S are distinct and let δ[i] denote the δ variable
associated with S[i]. For S
′ ⊆ J , the following inequality is valid for conv(X l,u)
∑
j∈S′
zj +
(
u− |S′ \ S[1]|
)
δ[1] +
t∑
i=2
(
|S′ ∩ S[i] \
i−1⋃
k=1
S[k]|
)
δ[i] ≤ u, (48)
provided that maxi=2,...,t |S′ \ (S[1] ∩ S[i])| ≤ u.
Proof. As the indices of the sets in S are arbitrary, we assume that S[i] = Si for i = 1, . . . , t, without loss of
generality. First note that the following inequality
∑
j∈S′
zj + (u− |S
′ \ S1|)δ1 ≤ u (49)
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is valid for conv(X l,u) as it is implied by
∑
j∈S′ zj ≤ u when δ1 = 0 and
∑
j∈S′ zj ≤ |S
′ \ S1| when δ1 = 1
(and therefore zj = 0 for all j ∈ S1). We will derive inequality (48) by sequential lifting, starting with
inequality (49) and showing that if (48) holds with t replaced by t′ for t′ ∈ {1, 2, . . . , t− 1}, then
∑
j∈S′
zj +
(
u− |S′ \ S1|
)
δ1 +
t′∑
i=2
(
|S′ ∩ Si \
i−1⋃
k=1
Sk|
)
δi ≤ u−
∣∣∣S′ ∩ St′+1 \
t′⋃
k=1
Sk
∣∣∣ (50)
holds for all (z, δ) ∈ X l,u with δt′+1 = 1. This would imply that (48) also holds with t replaced by t′+1. Fix
t′ ∈ {1, . . . , t− 1} and note that for all (z, δ) ∈ X l,u with δt′+1 = 1, we have zj = 0 for j ∈ St′+1. Therefore,
given any arbitrary (z, δ) ∈ X l,u with δt′+1 = 1, we have
∑
j∈S′
zj + (u− |S
′ \ S1|)δ1 +
t′∑
i=2
(
|S′ ∩ Si \
i−1⋃
k=1
Sk|
)
δi
=
∑
j∈S′∩St′+1
zj
︸ ︷︷ ︸
=0
+
∑
j∈S′\(
⋃t′+1
k=1 Sk)
zj +
∑
j∈S′∩S1\St′+1
(zj + δ1) + (u − |S
′ \ (S1 ∩ St′+1)|︸ ︷︷ ︸
≥ 0 by assumption
)δ1
+
t′∑
i=2
[ ∑
j∈S′∩Si\(
⋃i−1
k=1 Sk)\St′+1
(zj + δi) +
(
|S′ ∩ Si ∩ St′+1 \ (
i−1⋃
k=1
Sk)|
)
δi
]
≤ |S′ \ (
t′+1⋃
k=1
Sk)| + u− |S
′ \ S1| +
t′∑
i=2
|S′ ∩ Si \
i−1⋃
k=1
Sk|
= |S′ \ (
t′+1⋃
k=1
Sk)| + u− |S
′ \ (
t′⋃
i=1
Si)| = u− |S
′ ∩ St′+1 \
t′⋃
k=1
Sk|.
We note that inequality (48) reduces to (37) when S is nested by taking t = m− p+1 and S[i] = Sp+i−1 for
i = 1, . . . , t.
Similarly, as we have shown that inequalities (41) can also be derived via mixing, they are valid in the general
case as long as n− l+ 1 ≤ |S′ ∪ Sp| ≤ |S′ ∪ Sp+1| ≤ . . . ≤ |S′ ∪ Sm|. We next extend (41) to a more general
case.
Proposition 22. Assume that sets S[1], S[2], . . . , S[t] ∈ S are distinct and let δ[i] denote the δ variable
associated with S[i]. For S
′ ⊆ J , the following inequality is valid for conv(X l,u)
−
∑
j∈S′
zj +
(
|S′ ∪ S[1]| − n+ l
)
δ[1] +
t∑
i=2
(
|S[i] \ (
i−1⋃
k=1
S[k]) \ S
′|
)
δ[i] ≤ 0, (51)
provided that mini=2,...,t |S′ ∪ (S[1] ∩ S[i])| ≥ n− l.
Proof. Without loss of generality, we assume that S[i] = Si for i = 1, . . . , t. Note that the following inequality
−
∑
j∈S′
zj + (|S
′ ∪ S1| − n+ l)δ1 ≤ 0 (52)
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is valid for conv(X l,u) as it is implied by zj ≥ 0 for all j ∈ S1 when δ1 = 0 and |S′ ∪ S1| −
∑
j∈S′ zj =∑
j∈S′∪S1
(1 − zj) ≤ n − l when δ1 = 1 (and therefore zj = 0 for all j ∈ S1). We will derive (51) by
sequential lifting, starting with inequality (52) and showing that if (51) holds with t replaced by t′ for
t′ ∈ {1, 2, . . . , t− 1}, then
−
∑
j∈S′
zj +
(
|S′ ∪ S1| − n+ l
)
δ1 +
t′∑
i=2
(
|Si \ (
i−1⋃
k=1
Sk) \ S
′|
)
δi ≤ −
∣∣∣St′+1 \ (
t′⋃
k=1
Sk) \ S
′
∣∣∣ (53)
holds for all (z, δ) ∈ X l,u with δt′+1 = 1. This would imply that (51) also holds with t replaced by t′+1. Fix
t′ ∈ {1, . . . , t− 1} and note that for all (z, δ) ∈ X l,u with δt′+1 = 1, we have zj = 0 for j ∈ St′+1. Therefore,
given any arbitrary (z, δ) ∈ X l,u with δt′+1 = 1, we have
−
∑
j∈S′
zj +
(
|S′ ∪ S1| − n+ l
)
δ1 +
t′∑
i=2
(
|Si \ (
i−1⋃
k=1
Sk) \ S
′|
)
δi
=
∑
j∈S′∩St′+1
zj
︸ ︷︷ ︸
=0
−
∑
j∈S′∪St′+1
zj +
[(
|S′ ∪ (S1 ∩ St′+1)| − n+ l︸ ︷︷ ︸
≥0 by assumption
)
δ1 + (|S1 \ S
′ \ St′+1|)δ1
]
+
t′∑
i=2
[(
|Si ∩ St′+1 \ (
i−1⋃
k=1
Sk) \ S
′|
)
δi +
(
|Si \ (
i−1⋃
k=1
Sk) \ S
′ \ St′+1|
)
δi
]
≤−
∑
j∈S′∪St′+1
zj +
[(
|S′ ∪ (S1 ∩ St′+1)| − n+ l
)
+
∑
j∈S1\S′\St′+1
(1− zj)
]
+
t′∑
i=2
[(
|Si ∩ St′+1 \ (
i−1⋃
k=1
Sk) \ S
′|
)
+
∑
j∈Si\(
⋃i−1
k=1 Sk)\S
′\St′+1
(1− zj)
]
=−
∑
j∈S′∪(
⋃t′+1
i=1 Si)
zj + |S
′ ∪ (
t′⋃
i=1
Si)| − n+ l
=−
∑
j∈J
zj +
∑
j∈J\[S′∪(
⋃t′+1
i=1 Si)]
zj + |S
′ ∪ (
t′⋃
i=1
Si)| − n+ l
≤− l +
[
n− |S′ ∪ (
t′+1⋃
i=1
Si)|
]
+ |S′ ∪ (
t′⋃
i=1
Si)| − n+ l
=− |St′+1 \ (
t′⋃
k=1
Sk) \ S
′|.
Inequality (51) reduces to (41) when S is nested by taking t = m− p+ 1 and S[i] = Sp+i−1 for i = 1, . . . , t.
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6 Conclusions
In this paper, we gave a polyhedral characterization of the convex hull of the multilinear set with cardinality
constraints when the multilinear sets have a nested structure. We also gave a family of valid inequalities
in the non-nested case, but these do not necessarily yield the convex hull. In a separate study, we have
obtained a polyhedral characterization of this set when it is defined by only two non-nested multilinear sets,
and observed that the polyhedral structure in this case is significantly more complicated than it is in the
nested case.
See also [15] where Fischer, Fischer and McCormick extend their earlier work on matroids by considering
multilinear terms defined by all subsets of a fixed subset of the ground set instead of nested sets. Note that
all subsets of a set form a proper family by Proposition 2 provided that ∆l,u = ∆0,n, which is one of the
assumptions in [15].
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Appendix
In this section we present the full proofs of Lemma 8 and Theorems 16 and 19.
Proof of Lemma 8
Proof. Given z ∈ {0, 1}n satisfying l ≤
∑
j∈J zj ≤ u, there exists a unique δ such that (z, δ) ∈ X
l,u.
Therefore, given any U ⊆ J with l ≤ |U | ≤ u, we can define the corresponding point vU as follows:
vU = (zU , δU ) ∈ X l,u where zUj =


1, if j ∈ U,
0, otherwise,
and δUi =
∏
j∈Si
(1 − zUj ).
For j = 1, . . . , n let ej ∈ Rn denote the ith unit vector in Rn. In addition, let 0m ∈ Rm denote the vector of
all zeros and for i = 1, . . . ,m let di ∈ Rm denote the vector whose first i components are one and the rest
are zero. We now consider 2 cases:
Case 1: Assume l = 0. In this case, we will argue that the following m + n+ 1 points in conv(X0,u) are
affinely independent:
v{2} =

 e2
0m

 , v{ki+1} =

 eki+1
di

 for i ∈ I, v{1} =

 e1
0m

 , v{1,j} =

 e1 + ej
0m

 for j ∈ J \ {1}.
Clearly these points are in X0,u and together they form the following matrix V ∈ R(m+n)×(m+n+1):
V =


e2 K
1
T
n
0(n−1) | I(n−1)
0m D Om×n

 (54)
where 1∗ ∈ R∗ is a vector/matrix of all ones, 0∗ ∈ R∗ is a vector of all zeros, and, O∗ and I∗, respectively,
denote the matrix of all zeros and the identity matrix of the specified dimension. The ith column of the
matrix K ∈ Rn×m is equal to eki+1, and ith column of D ∈ Rm×n is di. Note that D is an upper triangular
matrix with all ones on and above the diagonal.
To show that the columns of V are affinely independent, we need to argue that the unique solution to the
system of equations:
V λ = 0,
m+n+1∑
t=1
λt = 0 (55)
is λ = 0. Note that the first row of K is all zeros and therefore the first row of V has m + 1 consecutive
zeros followed by n ones. Therefore, the first row of V λ = 0 implies that
∑m+n+1
t=2+m λt = 0 and consequently∑m+1
t=1 λt = 0.
As D is an upper triangular matrix of ones, the last m rows of V λ = 0 implies that
0 =
m+1∑
t=2
λt =
m+1∑
t=3
λt = . . . =
m+1∑
t=m+1
λt = 0
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and therefore λt = 0 for t = 2, . . . ,m+ 1. Moreover,
∑m+1
t=1 λt = 0, implies that λ1 = 0 as well.
As the first m+ 1 components of of λ have to be zero, the first n rows of V λ = 0 now imply that
m+n+1∑
t=m+2
λt = 0, and λt = 0 for t = m+ 3, . . . ,m+ n+ 1.
Using the first equation, we have λm+2 = 0 as well and the columns of V are indeed affinely independent.
Case 2: Assume l ≥ 1. In this case, we let Q = {n− l+1, . . . , n} ⊆ J \Sm where |Q| = l. We now consider
the following m+ n+ 1 points in conv(X l,u):
v{2}∪Q, v{ki+1}∪Q for i ∈ I, v{1}∪Q, v{1,j}∪Q\{n} for j ∈ J \ {1} \Q, v{1}∪Q\{j} for j ∈ Q.
These points form the matrix
V l =


e2 +
∑
i∈Q e
i
K
′
1
T
n
0(n−l−1) I(n−l−1) O(n−l−1)×l
1l
1(l−1)×(n−l−1)
0T(n−l−1)
1l×l − Il
0m D Om×n


where all entries of the first row matrix K′ is zero and D is the upper triangular matrix described in (54).
As in Case 1, we first observe that the first row of V l has m + 1 consecutive zeros followed by n ones and
argue that
∑m+n+1
t=2+m λt = 0 and
∑m+1
t=1 λt = 0. In addition, as the last m rows of V
l are the same as V , we
also conclude that the first m+ 1 components of of λ have to be zero.
Finally, note that the n by n matrix on the upper right corner of V l is nonsingular as adding rows 2 to n− l
of this matrix to the last (nth) row and then subtracting its first row from each one of the last l rows leads
to the matrix: 

1
T
n
0(n−l−1) I(n−l−1) O(n−l−1)×l
0l Ol×(n−l) −Il


Therefore, we conclude that conv(X l,u) is full-dimensional.
Proof of Theorem 16
Proof. Assume that S′ ⊆ J and p ∈ I satisfy the conditions above. As S′ ⊇ Sp ⊇ S1, we can assume
S′ = {s1, s2, s3, s4, . . . , s|S′|} where s1 = 1, s2 = 2 and 2 < s3 < s4 < . . . < s|S′|. We first show that the
inequality ∑
j∈S′
zj + (u − |S
′ \ Sp|)δp ≤ u (56)
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defines a (n + p − 1)-dimensional face of conv(X l,u) ∩ {(z, δ) : δi = 0, i ∈ {p + 1, . . . ,m}}. Let Q =
{s|S′|−u+1, . . . , s|S′|}. Then Q satisfies |Q| = u ≥ 2 and S
′ \ Sp ⊂ Q ⊆ S′ \ Sp−1. Note that p < m
or |Sm| < n − l implies that |J \ Sp| ≥ l + 1. Let R be a set satisfying S′ \ Sp ⊆ R ⊆ J \ Sp and
|R| = max{l+ 1, |S′ \ Sp|} ∈ [l + 1, u]. Define
R′ =


R, if l + 1 ≤ |S′ \ Sp|(≤ u− 1), i.e., R = S′ \ Sp;
R \ {j0} for some fixed j0 ∈ R \ S′, if l + 1 > |S′ \ Sp|, i.e., R \ S′ 6= ∅.
Then R′ satisfies R′ ⊇ S′ \ Sp and l ≤ |R′| ≤ u− 1. Let T be a set satisfying |T | = u− 1 and T ⊆ S′ \ Sp−1.
Consider points (using Definition 3) associated with the sets
Q, (Q ∪ {1}) \ {j} for j ∈ Q, (Q \ {s|S′|−1, s|S′|}) ∪ {1, j} for j ∈ S
′ \Q \ {1}, (57)
R, R \ {j} for j ∈ R \ S′, R′ ∪ {j} for j ∈ J \R \ Sp, (58)
(Q \ {s|S′|}) ∪ {2} if p ≥ 2, T ∪ {ki} for i ∈ {2, . . . , p− 1}. (59)
Note that some of the index sets used for defining the sets in (59) can be empty, in which case the associated
points are not considered but sets in (59) would always contribute p− 1 points in total. These (n+p) points
are feasible and satisfy δi = 0 for i ∈ {p+ 1, . . . ,m} (as (S′ \ Sp) ∩ Sp+1 6= ∅ by assumption U4), and lie on
the hyperplane
∑
j∈S′ zj + (u− |S
′ \ Sp|)δp = u associated with inequality (56).
We next reorder the ({zj}j∈J , δ1, . . . , δp) coordinates of the points in the ordering
({zj}j∈Sp\Q, {zj}j∈Q, {zj}j∈R\Q, {zj}j∈J\(Sp∪Q∪R), δ1, . . . , δp),
and consider the matrix V formed by these reordered coordinates of the (column) points.
Sp−1
Sp
R
S′
J \ S′Q
Figure 1: Reordered zj coordinates in Theorem 16
We would now argue that the unique solution to the system of equations
V λ = 0,
n+p∑
t=1
λt = 0 (60)
is λ = 0. We separately consider two cases, namely p ≥ 2 and p = 1.
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First consider the case when p ≥ 2. If this case, |S′| ≥ u + |Sp−1| ≥ u + 2. Therefore, {1, 2} ∩ Q = ∅. We
look at the matrix Vp formed by the last p rows of V corresponding to the {δi}
p
i=1 coordinates:
Vp =
[
dp−1 Op×(|S′|−1) 1p×(n+1−|S′|) 0p d1 . . . dp−2
]
where di is defined in the proof of Lemma 8. Equations Vpλ = 0 implies λ1 = 0, λn+3 = . . . = λn+p = 0.
Sets in (57) Sets in (58) Sets in (59)
zj : j ∈ J
δi : i ∈ {1, 2, . . . , p}
V¯ \ Vp
Vp
V =
Figure 2: Matrix V in Theorem 16
Therefore, (60) reduces to equations
V¯ λ¯ = 0,
n+2∑
t=2
λt = 0 (61)
where V¯ is matrix formed by columns 2 to n + 2 of V and λ¯ = (λ2, . . . , λn+2)
T . Note that matrix V¯ is of
the form


1
T
|S′|−1
O(|Sp\Q|−1)×|Q| I(|S′\Q|−1)
1|Q|×|Q| − I|Q|
1(|Q|−2)×(|S′\Q|−1)
O2×(|S′\Q|−1)
O(n−|S′|)×(|S′|−1)
O|Sp|×(n+1−|S′|)
1|R|
1|S′\Sp|×|R\S′|
1|R\S′|×|R\S′|−
I|R\S′|
∗
O|J\R\Sp|×(|R\S′|+1) I|J\R\Sp|
0
1
0|S′\Q|−2
1|Q|−1
0n+1−|S′|
Op×(|S′|−1) 1p×(n+1−|S′|) 0p


.
By looking at the first and the last row of V¯ λ¯ = 0 and
∑n+2
t=2 λt = 0, we have λn+2 = 0. It is then easy to
verify that V¯ λ¯ = 0 and λn+2 = 0 imply λ|Q|+2 = . . . = λ|S′| = 0 and λn−|J\R\Sp|+2 = . . . = λn+1 = 0 by
looking at the {zj}j∈S′\Q\{1} and {zj}j∈J\R\Sp coordinates, respectively. The remaining columns of V¯ are
of the form: 

1
T
|Q|
O(|Sp\Q|−1)×|Q|
1|Q|×|Q| − I|Q|
O(n−|S′|)×|Q|
O|Sp|×(|R\S′|+1)
1|R|
1|S′\Sp|×|R\S′|
1|R\S′|×|R\S′|−
I|R\S′|
O|J\R\Sp|×(|R\S′|+1)
Op×|Q| 1p×(|R\S′|+1)


.
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By looking at the z1, {zj}j∈Q∪R, δp coordinates:


1
T
|Q| 0
T
|R\S′|+1
1|Q|×|Q| − I|Q|
O|Q∩Sp|×(|R\S′|+1)
1|R∩Q|×(|R\S′|+1)
O|R\S′|×|Q| 1|R\S′| 1|R\S′|×|R\S′| − I|R\S′|
0T|Q| 1
T
|R\S′|+1


,
we can finally conclude that the unique solution of (61) is λ¯ = 0 as these columns linearly independent.
When p = 1, sets defined in (59) would disappear and the matrix V is of the form:


1
T
|S′|
O(|Sp\Q|−1)×(|Q|+1) I(|S′\Q|−1)
1|Q| 1|Q|×|Q| − I|Q|
1(|Q|−2)×(|S′\Q|−1)
O2×(|S′\Q|−1)
O(n−|S′|)×|S′|
O|Sp|×(n+1−|S′|)
1|R|
1|S′\Sp|×|R\S′|
1|R\S′|×|R\S′|−
I|R\S′|
∗
O|J\R\Sp|×(|R\S′|+1) I|J\R\Sp|
0T|S′| 1
T
n+1−|S′|


.
We get a matrix of the structure similar to the submatrix of V formed from its first n+1 rows and first n+1
columns. We can verify that in this case the columns of V are affinely independent based on the discussion
for the p ≥ 2 case.
Therefore, the given points are affinely independent and inequality (56) defines a (n + p − 1)-dimensional
face of conv(X l,u) ∩ {(z, δ) : δi = 0, i ∈ {p+ 1, . . . ,m}}.
We finish the proof by lifting the coefficients of δp+1, . . . , δm. By validity of (37), the following inequalities
are valid:
|S′ \ Sm′ | − |S
′ \ Sm′+1| ≤ u−max
{∑
j∈S′
zj + (u − |S
′ \ Sp|)δp +
m′∑
i=p+1
(|S′ \ Si−1| − |S
′ \ Si|)δi :
(z, δ) ∈ X l,u, δm′+1 = 1, δi = 0, i > m
′ + 1
}
, m′ = p, . . . ,m− 1.
And the above inequalities hold at equality for the points of (S′ \ Sm′+1) ∪ Qm′ for m′ = p, . . . ,m − 1,
respectively. Here Qm′ = J \S′\Sm′+1 if |J \Sm′+1| ≤ u. Otherwise, we construct Qm′ ⊂ J \S′\Sm′+1 such
that it contains at least one point from Sm′+2 if (S
′\Sm′+1)∩Sm′+2 = ∅ and has cardinality u−|S′\Sm′+1| (≥
1). Set Qm′ ⊆ J \ S′ \ Sm′+1 satisfies
1. |Qm′ | = min{u − |S′ \ Sm′+1|, |J \ S′ \ Sm′+1|}, (this implies |(S′ \ Sm′+1) ∪ Qm′ | ≥ l as either
|(S′ \ Sm′+1) ∪Qm′ | = u, or |(S′ \ Sm′+1) ∪Qm′ | = |J \ Sm′+1| ≥ |J \ Sm| ≥ l,)
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2. ((S′ \ Sm′+1) ∪Qm′) ∩ Sm′+2 6= ∅ if m′ < m− 1.
Sm′+1
(S′ \ Sm′+1) ∪Qm′
Qm′
S′ J \ S
′ \ Sm′+1
Figure 3: Construction of Qm′
In total, we find (n+m) affinely independent points lying on the hyperplane
∑
j∈S′
zj +
(
u− |S′ \ Sp|
)
δp +
m∑
i=p+1
(
|S′ \ Si−1| − |S
′ \ Si|
)
δi = u.
Therefore, inequality (37) is facet-defining.
Proof of Theorem 19
Proof. Assume that S′ ⊆ J and p ∈ I satisfy the conditions above. Then the assumption p < m or
|Sm| < n − l implies that |Sp| < n − l, and S′ 6= ∅ as |S′ ∪ Sp| > n − l. Assume S′ = {s1, . . . , s|S′|} with
s1 < . . . < s|S′|. We first show that the inequality
−
∑
j∈S′
zj + (|S
′ ∪ Sp| − n+ l)δp ≤ 0 (62)
defines a (n+ p− 1)-dimensional face of conv(X l,u) ∩ {(z, δ) : δi = 0, i ∈ {p+ 1, . . . ,m}}.
Let Q = Sp ∪ {s1, s2, . . . , sn−l−|Sp|}. Then Q satisfies |Q| = n − l and Sp ⊂ Q ⊂ Sp ∪ S
′. Let R =
(J \S′\Sp)∪{1, 2, . . . , l+1−|J \S′\Sp|}. Then R satisfies |R| = l+1 ≤ u and (J \S′\Sp)∪{1, 2} ⊆ R ⊆ J \S′
as n − l < |S′ ∪ Sp|. Note that |S′ ∪ Sp−1| ≤ n − l. For i ∈ {1, . . . , p − 1}, we can let Ti denote the first l
elements of J \ S′ \ Si. Consider the points (using Definition 3) associated with the sets
R \ {j} for j ∈ R, R, (R \ {1}) ∪ {j} for j ∈ Sp \R, (63)
(J \Q \ {s|S′|}) ∪ {j} for j ∈ Q \ Sp, (J \Q \ {j}) ∪ {s1} for j ∈ S
′ \Q \ {s|S′|}, J \Q, (64)
Ti for i ∈ {1, . . . , p− 1}. (65)
These (n+ p) points are feasible with δi = 0, i ∈ {p+ 1, . . . ,m} (as (J \ S′ \ Sp) ∩ Sp+1 6= ∅ by assumption
L3), and lie on the hyperplane −
∑
j∈S′ zj + (|S
′ ∪ Sp| − n + l)δp = 0. We reorder the ({zj}j∈J , δ1, . . . , δp)
coordinates of the points in the ordering
({zj}j∈Sp , {zj}j∈J\(Sp∪S′), {zj}j∈S′ , δ1, . . . , δp),
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Sp(⊂ Q)
Sp+1 \ Sp \ S′ Q \ Sp
S′
J \ Sp \ S′(⊂ R)
R ∩ Sp
Figure 4: Reordered zj coordinates in Theorem 19
and consider the matrix V formed by these reordered coordinates of the (column) points.
zj : j ∈ J \ S
′
zj : j ∈ S
′
δi : i ∈ {1, 2, . . . , p}
Sets in (63) Sets in (64) Sets in (65)
V¯
V¯ S
′
Vp
V =
Figure 5: Matrix V in Theorem 19
We will argue that the unique solution to the system of equations
V λ = 0,
n+p∑
t=1
λt = 0 (66)
is λ = 0. First consider matrix Vp formed by the last p rows of V corresponding to the {δi}
p
i=1 coordinates:
Vp =
[
Op×(|J\S′|+1) 1p×|S′| d1 . . . dp−1
]
where di is defined in the proof of Lemma 8. Equations Vpλ = 0 implies λn+2 = . . . = λn+p = 0 and
λ|J\S′|+2 + . . .+ λn+1 = 0. Therefore, (66) reduces to equations
V¯ λ¯ = 0,
n+1∑
t=1
λt = 0
where V¯ is the matrix formed by the first n+1 columns of V and λ¯ = (λ1, . . . , λn+1)
T . Then we write down
the matrix V¯ S
′
formed by rows |J \ S′|+ 1 to |J | of V¯ :
V¯ S
′
=


O|S′|×(|J\S′|+1)
I|S′∩Q|
1
T
|S′\Q|−1
O(|S′∩Q|−1)×(|S′\Q|−1)
0|S′∩Q|
1(|S′\Q|−1)×|S′∩Q|
0T|S′∩Q|
1(|S′\Q|−1)×(|S′\Q|−1) − I(|S′\Q|−1)
1
T
|S′\Q|−1
1|S′\Q|


.
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By looking at {zj}j∈S′\Q and {zj}j∈S′∩Q coordinates, equations V¯
S′ λ¯ = 0 and λ|J\S′|+2 + . . . + λn+1 = 0
imply that λn+2−|S′\Q| = . . . = λn+1 = 0 and λ|J\S′|+2 = . . . = λn+1−|S′\Q| = 0. Therefore, (66) further
reduces to equations
V¯ λ¯ = 0,
|J\S′|+1∑
t=1
λt = 0
where V¯ is the submatrix of V formed from its first |J \ S′| rows and first |J \ S′| + 1 columns and λ¯ =
(λ1, . . . , λ|J\S′|+1)
T . The matrix V¯ is of the form:


1|R∩Sp|×|R∩Sp| − I|R∩Sp| 1|R∩Sp|×|J\S′\Sp| 1|R∩Sp|
0T|Sp\R|
1(|R∩Sp|−1)×|Sp\R|
O|Sp\R|×|R∩Sp| O|Sp\R|×|J\S′\Sp| O|Sp\R| I|Sp\R|
1|J\S′\Sp|×|R∩Sp| 1|J\S′\Sp|×|J\S′\Sp| − I|J\S′\Sp| 1|J\S′\Sp| 1|J\S′\Sp|×|Sp\R|


.
Rows of V¯ with index j ∈ J\S′\Sp together with
∑|J\S′|+1
t=1 λt = 0 imply λ|R∩Sp|+1 = . . . = λ|R| = 0. Rows of
V¯ with index j ∈ Sp \R imply λ|R|+2 = . . . = λ|J\S′|+1 = 0. The rest of rows together with
∑|J\S′|+1
t=1 λt = 0
imply λ1 = . . . = λ|R∩Sp| = 0 and λ|R|+1 = 0. Therefore, the given points are affinely independent and
inequality (62) defines a (n+ p− 1)-dimensional face of conv(X l,u) ∩ {(z, δ) : δi = 0, i ∈ {p+ 1, . . . ,m}}.
We finish the proof by lifting the coefficients of δp+1, . . . , δm. Define Sm+1 = J and δm+1 = 0. By the
validity of (41), for each m′ ∈ {p, p+ 1, . . . ,m− 1}
|S′ ∪ Sm′+1| − |S
′ ∪ Sm′ | ≤ −max{−
∑
j∈S′
zj + (|S
′ ∪ Sp| − n+l)δp +
m′∑
i=p+1
(|S′ ∪ Si| − |S
′ ∪ Si−1|)δi :
(z, δ) ∈ X l,u, δm′+1 = 1, δi = 0, i > m
′ + 1}.
Actually the above inequality holds at equality by taking (z, δ) as the point of (J \ S′ \ Sm′+1) ∪ Lm′ for
m′ = p, . . . ,m − 1, respectively. Here Lm′ ⊂ S′ \ Sm′+1 can be constructed by starting with an element in
Sm′+2 if (J \S′ \Sm′+1)∩Sm′+2 = ∅ and then augmenting it to have cardinality |S′∪Sm′+1|− (n− l) (≥ 1).
Set Lm′ ⊂ S′ \ Sm′+1 satisfies
1. |Lm′ | = |S′ ∪ Sm′+1| − (n− l) = l − |J \ S′ \ Sm′+1|,
2. ((J \ S′ \ Sm′+1) ∪ Lm′) ∩ Sm′+2 6= ∅ if m′ < m− 1.
Sm′+1
(J \ S′ \ Sm′+1) ∪ Lm′
Lm′
S′ J \ S
′ \ Sm′+1
Figure 6: Construction of Lm′
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In total, we find (n+m) affinely independent points lying on the hyperplane
−
∑
j∈S′
zj + (|S
′ ∪ Sp| − n+ l)δp +
m∑
i=p+1
(|S′ ∪ Si| − |S
′ ∪ Si−1|)δi = 0.
Therefore, inequality (41) is facet-defining.
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