The first-order Euler-Maclaurin formula relates the sum of the values of a smooth function on an interval of integers with its integral on the same interval on R. We formulate here the analogue for functions that are just of bounded variation.
Introduction
The first order Euler-Maclaurin formula for a smooth function f : [a, b] → R (a < b in Z) states that
where B 1 (t) = t − 1 2 is the first Bernoulli polynomial. The formula is useful in the approximation of finite sums, and to relate the convergence of generalized integrals with that of numerical series: we refer to [2, 3, 4] for a survey on the subject. Since . The proof of the result is elementary: indeed one can deal with monotonic function, and adapt the same arguments that are involved in the proof of the integral criterion for the convergence of a series with monotonic terms; part of the material arises from the thesis [5] . In the final part of Section 2 we obtain the results that follow the traditional Euler-Maclaurin formula for a smooth function, that is assumed here to be just BV: the approximation of the partial sums of the series
f (k) (n < N ), the existence of the Euler constant with a related asymptotic formula for n k=0 f (k) as n → +∞ and a generalization to BV functions of the integral test for the convergence of a series.
In Section 3 we prove a version of (1.1) based on a partial integration formula for BV functions; in this formula the measure theoretic variation of the function is involved, which may be smaller than the point variation for discontinuous functions, and to deduce (1.1) from it we need to explicit the formula that connects the two variations; this is done in Proposition 3.1.
We are not aware of other formulations of the Euler-Maclaurin formulas for BV functions in the spirit of Theorem 2.1. Instead, the approximation formula for the sum of a series (Corollary 2.5) was established in a more general setting in [6] , [7, 4. 
from which it follows that
Summing the terms of the foregoing inequalities, as k varies between a and b−1, one obtains
Subtracting the term
) from the members of the preceding inequalities one finds
from which the conclusion follows. If f is of bounded variation, let f 1 , f 2 be as in (0.1): since
by subtracting term by term we get
so that 
Proof. It is enough to remark that
and to apply (2.1) with a = n and b = N .
A generalization of the integral criterion for the convergence of a series
Let f : [0, +∞[→ R be locally integrable. We set
Notice that, if f is of bounded variation, then f (∞) := lim x→+∞ f (x) exists and is finite. 
Proof. Given n, N ∈ N with N > n, by Theorem 2.1 we have
Since the limits lim The sufficiency part of the very same criterion thus implies that the limit lim n→+∞ γ f n exists and is finite. Passing to the limit in (2.4) we get
where
An immediate consequence of Theorem 2.4 is the following generalization of the well known integral criterion for the convergence of the series 
Assume that the series
f (k) converges. For every n ∈ N the following approximation holds:
(2.5)
Proof. 1. We know from Theorem 2.4 that the conclusion follows. 2. It follows from (2.2) that for every N ≥ n we have
From Point 1. we know that f is integrable in a generalized sense on [0, +∞[. Passing to the limit for N → +∞ in (2.6) we deduce that ε 1 (n) := lim N →+∞ ε 1 (n, N ) is finite, whence the validity of (2.5).
Remark 2.6. The approximation formula (2.5) was established, for a wider class of functions and with an explicit form of the reminder, in [6] , [7, 4.1.5] by means of Fourier analysis methods.
Asymptotic formulas Theorem 2.7 (Asymptotic formulas).
Let f : [0, +∞[→ R be a function.
If f is of bounded variation, then for every
n ∈ N 0≤k<n f (k) = γ f + n 0 f (x) dx + ε ′ 1 (n), |ε ′ 1 (n)| ≤ pV(f, [n, +∞[).
If f is monotonic and unbounded then for every n ∈ N we have
Proof. 1. From (2.3) we obtain
the conclusion follows.
It follows from Theorem 2.1, together with Remark 2.2, that for every
for n → +∞: the conclusion follows.
3. The Euler-Maclaurin formula for BV functions: a more measure theoretic look
Variation and point variation
A function of locally bounded variation (i.e. of bounded variation on every bounded interval) f : R → R provides a finite signed measure µ f on the σ−algebra of Borel subsets of any subinterval of R on which f is bounded, in particular on any bounded interval. Denoting by f (x − ) (resp. f (x + )) the left (resp. right) limit of f at a point x, the measures of bounded intervals with end-points c < d are:
and for c = d we have µ f {c} = f (c + ) − f (c − ), the jump of f at c. As for every signed measure the total variation measure |µ f | of the Borel set E is
When E is an interval one can prove that the same supremum is obtained if A 1 , . . . , A m range only over subintervals of E, so that, if E is an interval
If f : R → R is locally BV it is convenient to introduce the function
Notice that ρ f (x) equals twice the distance from f (x) to the interval whose end-points are f (x − ), f (x + ). Here is how the pointwise variation of a BV function on a bounded open interval is related to its variation. 
Proof. Given ε > 0 we can find
by the triangular inequality we get
taking limits in the preceding inequality as x ′ k increases to x k and x ′′ k decreases to x k we get
taking suprema on {x 0 , . . . , x m } this easily gives
and ends the proof. 
This proves actually that pV(f, I) and |µ f |(I) coincide for every bounded interval I if and only if f is continuous; thus pV(f, I) gives rise to a measure if and only if f is continuous.
The Euler-Mac Laurin formula
Let f ∈ BV loc (R). The mid-value modification f m for f is the function defined by
The following version of the integration by parts formula for BV functions will be used in the sequel. 
Proof. By following the lines of the proof of [9, Theorem 3 .36] one gets
The result is obtained by summing up term by term the members of the above equalities, and dividing by 2.
The following Euler-Maclaurin formula for the sums .27]; we will use here the mid-value modification of its extension by periodicity β 1 : R → R defined by 
Proof. The proof of Theorem 3.4 goes formally as that of the classical first-order Euler-Maclaurin formula. Clearly β 1 is locally of bounded variation; plainly µ β1 = λ 1 − n∈Z δ n , where λ 1 is the Lebesgue measure. Since (β 1 ) m = β 1 , applying formula (3.1) with g = β 1 we get 
so that
|R| ≤
]a,b[ 
