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Chapter 1
Introduction
The objective of statistical inference is to infer a quantity from observations. A
‘useful’ inference procedure should disclose a certain truth. Intuitively, it sounds
reasonable to wish that, given the existence of a (fixed) underlying truth, the infer-
ence procedure produces approximations closer to the truth, when more informa-
tion is available. Following this intuition, a rigorous theory has been well developed
in the twentieth century, which is now known as the field of asymptotic theory (al-
ternatively, large sample theory). To reflect realistic observational processes, it is
customary to number observations by the natural number N = {1, 2, 3, · · ·}. In
the asymptotic framework, the performance of inferences is studied using various
criteria measuring the ‘accuracy’ of an estimation, when the sample size n tends to
infinity. The behaviour of an inferential procedure by taking the limit as n→∞
is called asymptotics.
The idea in the previous paragraph can be formulated in mathematical lan-
guage as follows. Given a measurable space (X,X ), i.e. the sample space, an
experiment E is a set {Pθ : θ ∈ Θ} of probability distributions indexed by a pa-
rameter family Θ. In practice, the indexation is guided by a model that generates
a probability distribution {Pθ} for each θ ∈ Θ. In this situation, the experiment
is also called a statistical model. For each n ∈ N, the nth observation X(n) is a
random element whose distribution P(n)θ is from an experiment En = {P(n)θ }θ∈Θ.
The term sample and observation are used interchangeably for {X(n)}. Notice
that the experiments are not necessarily identical (as they depend on n), but they
are indexed with the same parameter space, and additionally, each sample X(n)
encodes some information on the same parameter θ. Statistical inference is to
propose an estimate1 θ̂, which only depends on the observations, that is a sensible
approximation to the true parameter θ.
In the general asymptotic framework, the following components are decisive
to the formulation of asymptotics: the parameter space Θ, the experiment En,
and the methodology guiding the inferential process. In this thesis, we will study
the asymptotics of Bayesian nonparametric inference for Gaussian linear models
1In literature, statistical inference is often categorised into estimation and hypothesis testing.
However, we use inference and estimation interchangeably, as hypothesis testing is not touched
in this thesis.
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(GLMs). Admittedly confusing, the term ‘Nonparametric’ actually refers to the
fact that the dimension of the parameter space Θ is infinite. In order to handle
statistical analysis in infinite-dimensional space, a set of mathematical tools, which
differs from the tools used in parametric statistics, is desired. We will provide a
short survey in Chapter 2. The statistical model considered is the Gaussian linear
model (GLM). To be precise, we will study several models, varying in the level of
abstraction and generality, all of which fall into the class of GLMs. The phrase
‘Bayesian’ refers to the methodology that is based on Bayes’ rule. In Chapter 3,
the general framework of GLMs will be outlined and a Bayesian asymptotic result
coping with GLM will also be given.
The rest of the chapter is arranged as follows. First we sketch the character-
istics of parameter spaces used in nonparametric statistics in Section 1.1. Then,
the statistical model considered in this thesis is introduced in Section 1.2. The
Bayesian approach to statistical inference is briefly reviewed in Section 1.3. Af-
ter specifying all the necessary components to formulate a feasible asymptotic
study, we provide in Section 1.4 an overview of the main topics covered in this
thesis. We conclude this chapter with a summary of notation in Section 1.5, and
supplementary notes with references in Section 1.6.
1.1 Infinite-Dimensional Parameter Spaces
To accommodate complex stochastic phenomena, many advanced probabilistic
models have been naturally developed in infinite-dimensional spaces. Meanwhile,
due to the growing capacity of computation and the increasing volume of data
storage, it is also practical to consider inference for models of infinite-dimensional
nature, which leads to the study of nonparametric estimation. The parameter
spaces in parametric inference are essentially finite-dimensional vector spaces, i.e.
Euclidean spaces. Due to its plain structure, it does not raise any concerns that the
chosen space may give rise to complications in the estimation. On the contrary, in
nonparametric statistics, the basic assumption is that the true parameter belongs
to an infinite-dimensional space Θ, whose structure is more involved. For exam-
ple, Lebesgue measure does not extend to infinite-dimensional spaces; closed and
bounded sets are not necessarily compact, etc. Therefore, infinite-dimensional
spaces require more careful examination. In this section, we will introduce the
fundamental concept of smoothness of Hölder and Sobolev types. Other related
notions separability, approximation property and compactness are also important
criteria of nonparametric parameter spaces. A detailed discussion with the em-
phasis on Hilbert spaces can be found in Chapter 2.
In nonparametric statistics, the infinite-dimensional parameter space Θ is often
postulated to be a complete space, i.e. a Banach space. Sometimes, it is also
hypothesised that the space Θ possesses an inner product structure, and hence
Θ is a Hilbert space. The Hilbertian assumption is often driven by underlying
(physical) models, such as the postulates of quantum mechanics. We consider the
following two canonical examples of parameter spaces: on T = [0, 1] ⊂ R, the
space C[0, 1] of continuous functions, and the space L2[0, 1] of square integrable
functions, which has an inner product structure.
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With the index n indicating the growth of information, for a sequence {θ̂n}
of estimates for the parameter θ, it is desirable that d(θ̂n, θ) converges to zero
in probability as n tends to infinity. If the convergence is true for all possible
parameters, then the statistical procedure is (asymptotically) consistent . Without
further assumptions, the convergence rate may be arbitrarily slow, which is not so
useful in practice.
To obtain a reasonable convergence rate, e.g. the polynomial rate n−β with
β ∈ R+, the logarithmic rate log n, etc., a smoothness (or regularity) condition
is required. Briefly, a set {Θs : s ∈ S} of subspaces of a parameter space Θ is
called a smoothness class, if a reasonable convergence rate can be obtained for
certain statistical models, when the parameter is known to belong to Θs. The
index s in Θs symbolises the ‘smoothness’. To illustrate this concept, we use the
two previously mentioned examples C[0, 1] and L2[0, 1].
Hölder Smoothness
Recall that C[0, 1] is the space of continuous functions. For k ∈ N, let Ck[0, 1]
be the space of k-times differentiable (in the classical sense) continuous functions
and C0[0, 1] = C[0, 1]. For a non-integer s, define
Cs[0, 1] :=
f ∈ Cbsc : ‖f‖s := supx,y∈[0,1]:
x 6=y
|fbsc(x)− fbsc(y)|
|x− y|s−bsc <∞
 ,
where bsc is the largest integer strictly smaller than s and fbsc is the bsc-th
derivative. The spaces Cs, s ∈ R+0 are Hölder spaces, which is the canonical
smoothness class for continuous functions.
Continuity plays an important role in the study of inference. The standard
estimator for a Hölder class, the kernel estimator, is constructed by utilising the
continuity property, and consequently the convergence rate also depends on the
Hölder smoothness.
Sobolev Smoothness
Sobolev smoothness is directly related to the concept of (weak) differentiability.
Let D be a bounded domain in Euclidean space Rd. With k ∈ N, the Sobolev
spaces Hk(D), containing the L2(D) functions whose L2-weak derivatives exist up
to the order k, were first introduced to study partial differential equations (PDEs).
Soon it evolved into an important (sub)field in the theory of function spaces, while
maintaining an intimate connection to PDEs. One discovery of great importance is
that the integer indexed Sobolev spaces, in many situations, e.g. certain boundary
conditions being satisfied, can be identified with the domains of the integer powers
of a differential operator that is densely defined, strictly positive, and self-adjoint.
Subsequently, fractional Sobolev spaces can be defined using spectral theory.
With the standard result that the Fourier basis is the eigenbasis of the second
order differential operator on L2[0, 1] with the periodic boundary condition, a
spectral argument leads to the well known Statistician’s Sobolev spaces as follows.
The projection mapping from a function f in L2[0, 1] to its Fourier coefficients
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{fj}j∈N is an isometric isomorphism from L2 to the space `2 of square summable
sequences. In addition, with the singular values {j : j ∈ N} of the second order
differential operator, for s ∈ R+0 , the Sobolev norms admits a form of weighted `2
norms, i.e.
‖f‖2s =
∑
j∈N
j2sf2j ,
in particular, ‖f‖0 = ‖f‖`2 .
In the example L2[0, 1], the Sobolev smoothness is directly linked to an un-
bounded operator (the second differential operator), which induces a scale of Hilbert
spaces with duality relations (see related sections in Chapter 2). Due to the Hilbert
space structure, the typical estimators constructed for L2 are commonly based on
projections. Similar to Hölder class, the achieved convergence rate depends on the
Sobolev smoothness.
In Hölder smoothness and the example of Sobolev smoothness, the index set is
T = [0, 1] for simplicity. As seen in the general description on Sobolev smoothness,
it is often possible to be replaced by a more general setting, e.g. compact metric
spaces, and in particular, closed and bounded domains in Euclidean spaces. When
the domain T ⊂ Rd but not bounded, e.g. T = [0,∞)d, the spaces defined on
T become too ‘big’ to recover the parameter. This difficulty is usually removed
by introducing additional properties to the parameter, for example, periodicity or
tail conditions.
Although having been mentioned separately in the related paragraphs, we want
to stress a fundamental difference between Hölder and Sobolev smoothness. In the
Hölder case, the smoothness is characterised by the local properties of paths of a
function, and the index set may directly influence the properties of functions.
In statistics, Hölder smoothness is usually chosen for the recovery of stochastic
processes whose index sets have straightforward interpretations, such as time,
spatial domains, etc. On the other hand, Sobolev smoothness directly relates to the
duality structure, as in the previous example via weak differentiability, or in general
via an (unbounded) operator. Since probability measures on infinite-dimensional
spaces are usually (if not always) characterised via the topological duals, Sobolev
smoothness serves as a natural stage for studying statistical problems in infinite-
dimensional spaces. In particular, if the underlying space is a Hilbert space,
the full scale of the induced dual spaces admits explicit representations, which
significantly remedies the technicality involved in the development of the theory.
A well known case is the L2 theory in PDEs. In this thesis, we exclusively focus on
the estimation in the smoothness of Hilbertian Sobolev type, i.e. Sobolev spaces
that are also Hilbert spaces.
1.2 Gaussian Linear Models
Arguably, the Gaussian linear model has occupied a central role since the birth
of statistics. Its importance cannot be exaggerated. In this section, we heuristi-
cally introduce a general (nonparametric) Gaussian linear model in Hilbert space
setting. This model provides a common ground for the (more concrete) models
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studied in the subsequent chapters. We will systematically examine the model in
Chapter 3.
Formally, the model can be represented as a very simple additive model,
X(n) = A(n)θ + ξ(n). (1.1)
The parameter of interest is the signal θ. In practice, however, it is often the case
that only a transform of the original signal is observable, because of e.g. the ex-
perimental set-up, etc. A bounded operator A(n), from the parameter space Θ to
another Hilbert space X, is used to characterise the transform (alternatively, for-
ward mapping). The randomness arising in the observational process is modelled
by a stochastic noise ξ(n) with a structure of Gaussian type.
The model consists of three components: the signal θ, the forward mappings
A(n), and the noise ξ(n). Throughout this thesis, the parameter θ is understood
as an infinitely-dimensional object, while the features of A(n) and ξ depend on
observation schemes.
Continuous observation
Continuous observation is often an idealization of experiments. The observation
X(n) is ‘complete’: for example, the entire trajectory of a process, all functionals
on the parameter space, etc. Although in most cases the observation scheme is
unrealistic, the model is fruitful for gaining insight. In this situation, the forward
mapping is set to A(n) = A, see Section 1.2.1 for more information. The noise
structure is more involved, see the subsequent section Section 1.2.2.
Discrete observation
Discrete observation reflects a more realistic situation. We consider the concrete
situation that the image A(Θ) is contained in a function space defined on a domain
D, and noisy samples of the unknown function Af at a finite number of locations,
called design points, in its domain are recorded. The observation Y (n) is a random
vector (Yi)i≤n in Rn, with the coordinates given by
Yi = Af(xi) + zi, i = 1, · · · , n,
where (zi)i≤n is often assumed to be standard Gaussian in Rn. As a consequence,
the forward mappings are A(n) = E(n)A, where E(n) is the evaluation operator at
(deterministic) design points. Alternatively, discrete observation may also refer to
noisy finite-dimensional projections of the signal Af . We do not pursue this direc-
tion. In fact, under mild conditions, the discrete observation on design points can
be translated to finite-dimensional projections, see the relevant chapter Chapter 8.
We are going to describe the forward mapping and the noise below. After that,
we also briefly mention the models that will be investigated in later chapters.
1.2.1 Forward Mapping A
Since our goal is to recover the parameter θ, a procedure to reconstruct θ from
the image Aθ is desired, i.e. to ‘invert’ the forward operator A(n). The methods
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working with noiseless observations (i.e. ξ(n) = 0 almost surely) do not necessarily
remain valid for noisy observations. In fact, most of them break down and modi-
fications are needed. The recovery of θ depends on the following components: the
transform A(n) and the structure of the noise ξ(n). Heuristically, the idea for the
recovery is described as follows. For clarity, the superscript (n) is omitted. The
structure of ξ will determine whether the observations realise in the space X or
are actually certain ‘generalised’ processes over X. An approximate ‘inverse’2 A†
of A would help to recover θ. Assuming that A† is available, formally applying
A† to X, we obtain the sum of A†Aθ and A†ξ. A† would be acceptable if A†Aθ
is a reasonable approximation of θ, while the spread of A†ξ is under control. It is
worth noticing that A† interplays with ξ. Precisely, if A† is linear, the A†ξ has
the covariance3 A†Σ(A†)∗. A desirable ‘inverse’ A† should not amplify the noise
too much. From the heuristics above, we conclude that the combination of the
transform and the noise to a large extent determines the inferential procedure.
1.2.2 Gaussian noise
As already mentioned at the beginning of this section, the noise ξ is directly
related to the observation scheme adopted. For discrete observation, the standard
Gaussian on Euclidean space is well-known and it does not need explanation. On
the other hand, for continuous observation, the noise deserves a closer look.
Consider the case that ξ is a Gaussian random element that lives ‘around’4
X. There are two interpretations to characterise a Gaussian element. When the
underlying space X contains the functions on a domain D, the noise ξ can be
treated as a Gaussian process on the same domain. Alternatively, ξ can also be
viewed as a random element whose law is given by a Gaussian measure on X.
In many situations, they are equivalent and can be translated from one to the
other. Since a large class of the functionals of Wiener process are continuous, it is
customary to consider the process version when Hölder smoothness is considered.
On the other hand, due to the intrinsic Hilbert structure (i.e. reproducing kernel
Hilbert space, alias RKHS), Gaussian measure version is often adopted for Sobolev
smoothness. More details regarding the features of Gaussian elements are given
in Chapter 3.
A Gaussian element ξ in a Hilbert space X is fully characterised by a mean
vector and a covariance operator Σ on X. Similar to real-valued Gaussian variables,
the mean and the covariance operator specify, respectively, the location and the
‘spread’ of the distribution. The noise ξ will always be zero mean in this study.
If Σ is an operator of trace class, the noise ξ is a proper random element in X,
i.e. ξ ∈ X almost surely. Otherwise, ξ is a generalised random element over X,
that means, ξ takes values in an extension of X. One noteworthy example of a
generalised random element is white noise, i.e. Σ = id, where id is the identity
operator on an infinite-dimensional Hilbert space X.
2Precisely, it is the psudoinverse. This concept is only used in this section for heuristics, and
hence we refer to [29] for the detailed treatment.
3A∗ is the adjoint of A, see Definition A.1.
4As we do not specify if ξ takes values in X almost surely.
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1.2.3 Concrete Models
We will examine two types of Gaussian linear models in this thesis. Although the
two types are not completely disjoint from each other and have some overlap, each
of them has its own flavour and interest.
Inverse Problems
We only consider the linear case, i.e. A being a linear operator. When A has
no bounded inverse, which frequently occurs when A has a ‘smoothing’ property,
the (unbounded) A† amplifies the noise ξ. The situation is ill-posed, as small
perturbations (modelled by stochastic noise) in the observation result in a poor
reconstruction, dominated by the noise A†ξ magnified by the unbounded A†. As
a consequence, regularization techniques need to be developed to handle the ill-
posedness of A†. The models satisfying the description above are customarily
considered inverse problems, and the ill-posedness is also known as inverse nature.
To focus on examining the ramifications of ill-posedness, the noise structure is
selected to be a simple form, white noise, which has been widely accepted as a
reasonable choice for nonparametric models, see e.g. [36].
The inverse problem is the main theme of Part II.
Evolution Equations
Stochastic partial differential equations (SPDEs) are broadly applied to model
stochastic (differential) dynamical systems, time dependent processes whose dy-
namics possess differential structures. Due to the involvement of time, they are
also known as evolution equations. A typical form of linear evolution equations is{
dX(t) = [LX(t) + f(t)] dt+B dW (t),
X(0) = u
(1.2)
where L is a differential operator, f is a source term representing the drift, B is
a linear operator, and dW is the differential of a Wiener process. We highlight
the following facts. The state space of X(t) is an infinite-dimensional space; the
process W is as well an infinite-dimensional object, i.e. a vector-valued process;
the drift f is a deterministic driving force of the dynamics; and B dW shapes a
stochastic driving force, which is a well-defined object shown with a vector-valued
stochastic integration theory.
The solution of (1.2) is given by a stochastic version of the variation of param-
eters formula,
X(t) = S(t)u+
∫ t
0
S(t− s)f(s) ds+
∫ t
0
S(t− s)B dW (s), (1.3)
where S(t) is the semigroup generated by the differential operator L.
It is noteworthy that in (1.3), the stochastic noise is still Gaussian (from the
theorem that integration of a deterministic process with respect to a Wiener pro-
cess is a Gaussian process), but no longer ‘white’. The parameters of interest
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in the model (1.2) are the initial condition u and the drift f . The structures of
these two parameters have different levels of similarity to the noise pattern. Hence,
depending on the parameter to estimate, different approaches are more preferable.
The inference for evolution equations is the main subject of Part III.
1.3 Bayesian Methodology
In short, Bayesian methods utilize Bayes’ rule to achieve the goal of inference.
The term Bayesian nonparametrics refers to the Bayesian methods for infinite-
dimensional models. In the Bayesian framework, a prior distribution (a probability
measure) Π is assigned to the parameter θ. As a consequence, the prior induces
a probability measure on the statistical model {Pθ : θ ∈ Θ}, where Pθ is the law
of X given θ. The posterior distribution is the conditional distribution of θ given
X. The Bayesian procedure is identical for both parametric and nonparametric
cases. However, the subtlety of Bayesian nonparametrics is higher, because of
measurability concerns, and it will be considered in a subsequent chapter.
Our perspective on the Bayesian framework is that it offers a universal ap-
proach for nonparametric inference, while there are several issues necessary to ad-
dress in order to obtain reasonable asymptotic results. Since we treat the Bayesian
framework as a methodological device, and we are interested in the asymptotics
of Posterior distributions, our standing is still in the frequentist regime. In other
words, we want to understand the asymptotic performance of Bayesian methods
from a frequentist perspective. In this thesis we solely focus on the goal just men-
tioned, and we have no intention to go further towards the long lasting disputation
about the two regimes of frequentist and Bayesian at the philosophical level.
A more detailed review on Bayesian nonparametrics is given in Chapter 4.
1.4 Overview
This thesis is organized as follows.
In Part I, we prepare the basic elements that will serve as the building blocks
for the later study on Bayesian inference for Gaussian linear models. Chapter 2
deals with the smoothness classes that will be used as the parameter spaces for
the statistical study in the later chapters. Chapter 3 treats Gaussian measures on
Banach spaces, which is the noise structure in all the models considered in this
thesis. Chapter 4 presents the Bayesian nonparametric framework. We explore
the noise structure of Gaussian linear models, with continuous and discrete obser-
vations, using the results from Chapter 3. In particular, we develop a posterior
contraction theorem suitable for Gaussian linear models.
In Part II, we study Bayesian inference for linear inverse problems with Gaus-
sian noise. We consider two types of problems, distinguished by their observation
schemes: continuous and discrete observations, corresponding to the white noise
model and regression model with transformed signals. In Chapter 5, we formally
formulate the smoothing property of the forward operator A, or equivalently, the
ill-posedness of its inverse A†, in the framework introduced in Chapter 2. In
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Chapter 6, we systematically investigate the inverse problem with continuous ob-
servations. For the inverse problem with discrete observations, it is studied with
two approaches. First, in Chapter 7, the inverse problem is studied in a concrete
setting, by levering the Gaussian conjugacy in linear models. Then, in Chapter 8,
we generalise the methodology developed in Chapter 6 to study the regression
model.
In Part III, we study the inference for evolution equations. In Chapter 9, we
present the semigroup approach to SPDEs, and as well introduce the additional
structure suitable for statistical study. Subsequently, in Chapter 10 the Bayesian
approach for the recovery of the parameters of evolution equations is examined.
1.5 Notations
We outline our conventions on the notations used in this work.
• The sets of Natural numbers, real numbers and complex numbers are N =
{1, 2, 3, · · ·} ,R and C, respectively. The imaginary unit is denoted by i.
Special subsets are N0 = {0} ∪ N, R+ = (0,∞) and R+0 = [0,∞). Other
similar notations are defined accordingly.
• Rd vectors and Nd multi-indices are denoted by k = (k1, · · · , kd). When a
multi-index has identical entries, the following convention is adopted: β =
(β, · · · , β) ∈ Rd+. For p ∈ (0,∞], the canonical p-norm (quasi-norm when
p < 1) is defined as |k|p:= (
∑d
i=1 k
p
i )
1/p with the usual modification for the
case p =∞. When p = 2, the norm is the standard Euclidean norm on Rd.
In this situation, the subscript is often omitted and we simply use |·|. The
following convention5 is also used kβ = (kβ1 , · · · , kβd). Partial orders are
denoted by ≤,≥, · · ·. For example, j ≤ k is understood as ji ≤ ki, for all
i = 1, · · · , d.
• Constants are usually designated by capital letters I, J,M,N , etc. Index
sets, domains in Rd, are denoted by Fraktur letters I, J,D, etc.
• Real vector spaces are normally denoted by capital letters H,G,X, Y, etc.,
and their elements by small letters h, g, x, y, etc. Less often, blackboard bold
is also used to designate spaces in the following situations. First, the elements
in the space are customarily denoted by capital letters. One example is the
sample space X, which contains the observations customarily denoted by
X. The other situation is when the letter indicates a particular space, for
example, the reproducing kernel Hilbert space H of a Gaussian measure.
• The symbols .,&,' mean ≤,≥,= up to a positive multiple independent of
n (or another asymptotic parameter). The constant may be stated explicitly
in subscripts, and e.g. .f means that it depends on f .
• For a normed space (E, ‖·‖), the closed unit ball is denoted by U(E) =
{x ∈ E : ‖x‖≤ 1}. Given the topological dual E∗ of E, the duality pair
5Notice its difference with the notation kβ =
∏d
i=1 k
βi
i sometimes appeared in literature.
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is denoted by by 〈·, ·〉 : E∗ × E → R. The same notation is as well used
for inner products on Hilbert spaces. The notation is consistent, since for
real spaces sesquilinear form reduces to bilinear form. If there is a danger of
confusion, subscripts are used.
Consider function spaces consisting of the functions with domain D and
codomain a vector space H. The function spaces are denoted similarly as
for the real-valued case, e.g L2(D;H) the space of square integrableH-valued
functions, i.e. ∫
D
‖f‖2H dx <∞.
For Rd-valued function spaces, the codomain is often omitted.
• General operators are designated by capital calligraphic letters A, T , · · · and
Greek letters Λ,Φ, · · ·, while there are exceptional cases, e.g. the expectation
operator E, identity mapping id, embedding ι, etc.
• Let µ and ν be two measures. If µ is dominated by (i.e. absolutely continuous
to) ν, then it is denoted as µ  ν. If µ  ν and ν  µ, i.e. they are
equivalent measures, then we write µ ∼ ν. Mutual singularity is denoted by
µ ⊥ ν.
• The following abbreviations are used in this thesis.
almost everywhere a.e.
almost sure a.s.
1.6 Notes
Asymptotic statistics, function spaces, are well established research fields and there
exist numerous outstanding references. We only list a very small collection here,
which by no means intends to be complete or exclusive. It is merely based on the
author’s familiarity.
Asymptotic Statistics
While written in 1940s, Cramér’s book [22] still in large captures the essence of
asymptotic theory, and additionally it well reflects the development of asymptotic
theory at the early stage. Le Cam’s noted treatise [66] largely presents the whole
picture of asymptotic methods up to 1980s. Van der Vaart’s textbook [97] is
another standard reference in asymptotic theory, which provides a comprehensive
introduction on the subject and also includes the new developments in 1990s.
The more recent monograph [36] systematically depicts the asymptotic theory in
nonparametric statistics. For the more detailed literature review, we refer to [66]
for results up to 1980s and [36] for nonparametric asymptotics.
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Function Spaces
Functions and function spaces serve as the fundamental element for many mathe-
matical studies, and its own study has become a independent field long time ago.
In this thesis, we do not use any advanced function spaces. Many classical results
of the modern theory of function spaces can be found in [90]. The more recent
contributions are largely collected in the sequel [91, 92, 93, 94] from the same
author.
Separability
One fact which has been less addressed is the separability of parameter space Θ.
A topological space is called separable if it contains a countable, dense subset. The
previous examples of function spaces C[0, 1] and L2[0, 1] are both separable. To
begin with, separability is important in terms of approximation. Since separability
imposes the existence of a countable dense subset, many approximation results
can be stated and proved using induction, without invoking axiom of choice (or
equivalently, Zorn’s lemma). In other words, the induction arguments can be
translated into implementable numerical algorithms. If the underlying space is
nonseparable, it is no longer necessarily true. Additionally, since separability is
one of the fundamental assumptions for the development of probability theory in
Banach spaces (see [67]), it is appropriate to adopt the same notion.
For a separable Hilbert space, there always exists a countable orthonormal
basis. It serves as the a cornerstone for the development of L2 estimation theory.
In general, for an arbitrary separable Hilbert space H, an isometric isomorphism
can be established between H and `2 using projection (see Sobolev smoothness
for example). The separability in Banach spaces is more involved. A separable
Banach space does not necessarily have a (Schauder) basis, while a Banach space
with a Schauder basis is necessarily separable. More importantly, Banach spaces
with Schauder bases also possess approximation property, which roughly means
that elements in the space can be approximated by finite-dimensional subjects.
Bayesian Methodology
The monograph [35] published in 2017 provides an extensive and thoroughly sur-
vey, covering almost all aspects, on the development of Bayesian nonparametrics
up to the publication date. In addition, very comprehensive literature reviews are
given in many places in the book. Therefore, here we simply refer to it for the
reference on Bayesian nonparametrics.
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Part I
Foundations

In Part I, we prepare the material essential to the statistical inference for
Gaussian linear models, which can be represented in the following form
X(n) = A(n)θ + ξ(n). (I.1)
Most of the content are established subjects or relatively recent results but
known by researchers working in the relevant fields. The readers familiar with the
content may skip this part.
In Chapter 2, we survey a Sobolev type of regularity scales that characterises
the smoothness used in this thesis.
In Chapter 3, Gaussian measures on Banach spaces are introduced. Especially,
we collect the properties of Gaussian measures relevant to the statistical study of
Gaussian linear models.
In Chapter 4, we present the framework of Bayesian nonparametric inference.
In particular, we demonstrate a general contraction theorem tailored to Gaussian
linear models with transformed signals.
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Chapter 2
Smoothness Class
Smoothness, also known as regularity, characterises how ‘well’ a function behaves.
A set of function spaces, each of which consists of functions with the same smooth-
ness property, is called a smoothness class. We introduce a scale of smoothness
classes, i.e. smoothness classes that are indexed by an ordered set, that is partic-
ularly suitable for studying Gaussian linear models in Hilbert space framework.
While most of the statements in this chapter are given in a general Hilbert space
setting, they can always be translated to a concrete L2 function space L2(D, µ),
square integrable functions on a domain D with respect to measure µ. When the
underlying domain D is one-dimensional, the smoothness is naturally considered
to be a scalar. In the higher dimensional case, i.e. the dimension of D being
d > 1, a function f ∈ L2(D, µ) does not necessarily behave identically along each
coordinate direction. Hence, the scalar smoothness should as well adapt to the
multi-dimensional nature. In this chapter, we first present the isotropic scale,
that is a class of spaces parametrised by scalar-valued indices. Subsequently, the
concept is generalised to the anisotropic scale, with Rd-valued indices. Studied
later in Part II, the inverse problems are placed in isotropic scales. In contrast,
for evolution equations examined in Part III, it is more adequate to consider the
spatial and temporal regularity of functions separately, and as a consequence,
anisotropic scales are used.
In this chapter, we define smoothness scales, introduce important examples
that will be used as underlying parameter spaces for the later statistical study,
and examine their properties, especially those important for establishing approx-
imation error estimate.
2.1 Smoothness scales
The parameter θ of interest in the Gaussian linear model (I.1) is assumed to be
an element of a Hilbert space H. We embed this space as the space H = H0 in a
‘scale of smoothness classes’, defined as follows.
Definition 2.1 (Smoothness scale). For every s ∈ R the space Hs is an infinite-
dimensional, separable Hilbert space, with inner product 〈·, ·〉s and induced norm
‖·‖s. The spaces (Hs)s∈R satisfy the following conditions:
17
2. Smoothness Class
(i) For s < t the space Ht is a dense subspace of Hs and ‖f‖s. ‖f‖t, for f ∈ Ht.
(ii) For s ≥ 0 and f ∈ H0 viewed as element of H−s ⊃ H0,
‖f‖−s= sup
‖g‖s≤1
〈f, g〉0, f ∈ H0. (2.1)
The notion of scales of smoothness classes is standard in the literature. In the
preceding definition we have stripped it to the bare essentials needed in our gen-
eral result on posterior contraction. Concrete examples, as well as more involved
structures such as Hilbert scales, are introduced in the subsequent section.
Remark 2.2 (Norm duality). The norm duality (2.1) is implied if, for s > 0, the
space H−s can be identified with the dual space H∗s of Hs and the embedding
ι : H0 → H−s is the adjoint of the embedding ι : Hs → H0, after the usual
identification of H0 and its dual space H∗0 . (The three nested spaces H−s ⊃ H0 ⊃
Hs then form a ‘Gelfand triple’.) Indeed, by definition the image ι∗f of f ∈ H0 =
H∗0 under the adjoint ι∗ : H∗0 → H∗s is the map g 7→ (ι∗f)(g) = 〈ιg, f〉0 = 〈g, f〉0
from Hs → R. The norm of this map as an element of H∗s is sup‖g‖s≤1(ι∗f)(g).
The norm duality follows if ι∗f is identified with the element f ∈ H0 ⊂ H−s.
Since every Hs is a Hilbert space, one can also identify H∗s with itself in the
usual way, but this involves the inner product in Hs, and is different from the
identification of H∗s with the ‘bigger space’ H−s.
We assume that the smoothness scale allows good finite-dimensional approxi-
mations, as in the following condition.
Assumption 2.3 (Approximation property). For every j ∈ N and s ∈ (0, S), for
some S > 0, there exists a (j − 1)-dimensional linear subspace Vj ⊂ H0 and a
number δ(j, s) such that δ(j, s)→ 0 as j →∞, and such that
inf
g∈Vj
‖f − g‖0 . δ(j, s) ‖f‖s, (2.2)
‖g‖s . 1
δ(j, s)
‖g‖0, ∀g ∈ Vj . (2.3)
This assumption is also common in the literature on numerical analysis, ap-
proximation theory, and inverse problems, etc. The two inequalities (2.2) and
(2.3) are known as of Jackson and Bernstein type, respectively, see, e.g., [12]. The
approximation property (2.2) shows that ‘smooth elements’ f ∈ Hs are well ap-
proximated in ‖·‖0 by their projection onto a finite-dimensional space Vj , with
approximation error tending to zero as the dimension of Vj tends to infinity. Nat-
urally one expects the numbers δ(j, s) that control the approximation to be de-
creasing in both j and s. In our examples we shall mostly have polynomial depen-
dence δ(j, s) = j−s/d, in the case that H0 consists of functions on a d-dimensional
domain. The stability property (2.3) quantifies the smoothness norm of the pro-
jections in terms of the approximation numbers. Both conditions are assumed up
to a maximal order of smoothness S > 0, and it follows from (2.3) that Vj must
be contained in the space HS .
The following estimates derived from the approximation property are conve-
nient for the later study.
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Lemma 2.4. If Vj is a finite-dimensional space as in Assumption 2.3 such that
(2.2) and (2.3) hold, then, for Pj : H0 → Vj the orthogonal projection onto Vj,
and 0 ≤ s, t < S,
‖f − Pjf‖−t . δ(j, t)δ(j, s)‖f‖s, f ∈ H0, (2.4)
‖g‖s . 1
δ(j, s)δ(j, t)
‖g‖−t, g ∈ Vj . (2.5)
Proof. By the dual norm relation in (ii) of Definition 2.1, and the orthogonality
of f − Pjf to Vj ,
‖f − Pjf‖−t = sup
‖g‖t≤1
〈f − Pjf, g〉0 = sup
‖g‖t≤1
〈f − Pjf, g − Pjg〉0
≤ ‖f − Pjf‖0 sup
‖g‖t≤1
‖g − Pjg‖0,
by the Cauchy-Schwarz inequality. Here ‖f−Pjf‖0. δ(j, s)‖f‖s and ‖g−Pjg‖0.
δ(j, t)‖g‖t, both by (2.2). Inequality (2.4) follows.
For the second inequality we have, for g ∈ Vj ,
‖g‖0= sup
f∈Vj :‖f‖0≤1
〈g, f〉0 . sup
f∈Vj :‖f‖0≤1
‖g‖−t‖f‖t,
again by the dual norm relation. Here we can bound ‖f‖t by ‖f‖0/δ(j, t), with
the help of (2.3). We obtain (2.5) by first bounding ‖g‖s with the help of (2.3)
and next using the preceding display.
The approximation property (2.2) can also be stated in terms of the ‘approxi-
mation numbers’ of the canonical embedding ι : Hs → H0. The jth approximation
number of a general bounded linear operator T : G→ H between normed spaces
is defined as
aj(T : G→ H) = inf
U :RankU<j
sup
f :‖f‖G≤1
‖(T − U)f‖H , (2.6)
where the infimum is taken over all linear operators U : G→ H of rank less than j.
It is immediate from the definitions that the numbers δ(j, s) in (2.2) can be taken
equal to the approximation numbers aj(ι : Hs → H0). The set of approximation
numbers aj(ι : Hs+t → Ht) of the canonical embedding describes many charac-
teristics of the smoothness scale (Hs)s∈R. In particular, Assumption 2.3 implies
that the canonical embedding ι : Hs → H0 is a limit of a sequence of finite rank
operators, and hence is compact. Later we give a brief discussion in Section 2.4.
Example 2.5 (Sobolev classes). The most important examples of smoothness classes
satisfying Definition 2.1 are fractional Sobolev spaces on a bounded domain D ⊂
Rd. For a natural number s ∈ N the Sobolev space of order s can be defined by
Hs(D) = W
s,2(D) :=
{
f ∈ D ′(D) : ‖f‖s:=
∑
|α|≤s
‖Dαf‖L2(D)<∞
}
.
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Here D ′(D) is the space of generalized functions on D (distributions), i.e. the
topological dual space of the space C∞c (D) of infinitely differentiable functions with
compact support in D; the sum ranges over the multi-indices α = (α1, · · · , αd) ∈
({0} ∪ N)d with |α|:= ∑si=1 αi ≤ s; and Dα is the differential operator
Dα :=
∂α1∂α2 · · · ∂αd
∂xα11 x
α2
2 · · · ∂xαdd
.
The definition can be extended to s ∈ R\N in several ways. All constructions are
equivalent to the Besov space Bs2,2(D), see [92, 93].
It is well known that the approximation numbers of the scale of Sobolev spaces
satisfy Assumption 2.3 with δ(j, t) = j−t/d, see [45].
Example 2.6 (Sequence spaces). Suppose (φi)i∈N is a given orthonormal sequence
in a given Hilbert space H, and 1 ≤ bi ↑ ∞ is a given sequence of numbers. For
s ≥ 0, define Hs as the set of all elements f =
∑
i∈N fiφi ∈ H with
∑
i∈N b
2s
i f
2
i <
∞, equipped with the norm
‖f‖s=
(∑
i∈N
b2si f
2
i
)1/2
.
Then H0 = H is embedded in Hs, for every s > 0, and the norms ‖f‖s are
increasing in s. Every space Hs is a Hilbert space; in fact Hs is isometric to
H0 under the map (fi) → (fibsi ), where we have identified the series with their
coefficients for simplicity of notation.
For s < 0, we equip the elements f =
∑
i∈N fiφi of H, where (fi) ∈ `2, with
the norm as in the display, which is now automatically finite, and next define Hs
as the metric completion of H under this norm. The space Hs is isometric to the
set of all sequences (fi)i∈N with
∑
i∈N f
2
i b
2s
i < ∞ equipped with the norm given
on the right hand side of the preceding display, but the series
∑
i∈N fiφi may not
possess a concrete meaning, for instance as a function if H is a function space.
By Parseval’s identity the inner product on H = H0 is given by 〈f, g〉0 =∑
i∈N figi, and the norm duality (2.1) follows with the help of the Cauchy-Schwarz
inequality.
The natural approximation spaces for use in Assumption 2.3 are Vj = Span(φi :
i < j). Inequalities are satisfied with the approximation numbers taken equal to
δ(j, t) = b−tj .
2.2 Hilbert Scale
As we are going to show in this section, two Hilbert spaces such that one is dense
in the other, naturally define a smoothness scale with additional structure, which
is called Hilbert scale. In many applications, the smoothness scales turn out to be
Hilbert scales.
A Hilbert scale is generated by a densely defined unbounded self-adjoint strictly
positive operator Λ : Dom(Λ) ⊂ H0 → H0, with domain Dom(Λ) such that
(a) Dom(Λ) is dense in H0, (i.e. ‘Λ is densely defined’),
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(b) Dom(Λ) = Dom(Λ∗),
(c) 〈Λx, y〉 = 〈x,Λy〉 for all x, y ∈ Dom(Λ), (i.e. ‘Λ is symmetric’),
(d) 〈Λx, x〉 ≥ κ‖x‖2, for all x ∈ Dom(Λ), and some κ > 0.
The set Dom(Λ∗) in (b) is the domain of the adjoint Λ∗ of Λ, which is defined as the
set of all y ∈ H such that the map x 7→ 〈Λx, y〉 from Dom(Λ) to R is continuous (see
Appendix A). Note that this depends on the domain Dom(L), which is considered
part of the definition of Λ and is restricted by (a) only. Together, requirements
(b) and (c) are equivalent to the requirement that Λ be self-adjoint.
The domain of the k-th power of the operator Λ is defined, by induction for
k = 2, 3, . . ., as (with Λ1 = Λ)
Dom(Λk) = {f ∈ Dom(Λk−1) : Λf ∈ Dom(Λ)}, k > 1.
All powers Λk, for k ∈ N, are defined on
H∞ :=
⋂
k∈N
Dom(Λk). (2.7)
It can be shown that H∞ is dense in H0 (Lemma 8.17 in [29]). Next, using spectral
theory, fractional powers Λs can be defined as well on the domain H∞, for every
s ∈ R, through integration with respect to the spectral family (Eλ) of Λ, i.e.
Λs :=
∫
R
λs dEλ =
∫ ∞
κ
λs dEλ.
This allows to define an inner product on H∞ by, for h, g ∈ H∞ and s ∈ R,
〈h, g〉s := 〈Λsh,Λsg〉. (2.8)
Definition 2.7 (Hilbert scale). The Hilbert space Hs is the completion of H∞ with
respect to the norm induced by the inner product 〈·, ·〉s defined in (2.8). The
family (Hs)s∈R is called the Hilbert scale generated by Λ.
The following proposition, adapted from Proposition 8.19 in [29], lists basic
properties of Hilbert scales.
Proposition 2.8. Let Λ be a densely defined unbounded operator satisfying (a)–(d).
Then the Hilbert scale (Hs)s∈R is a smoothness scale in the sense of Definition 2.1,
with ‖f‖s≤ κs−t‖f‖t, for f ∈ Ht, and s < t.
In addition, a Hilbert scale possesses the following properties.
(i) If s ≥ 0, then Hs = Dom(Λs), and H−s is the dual space of Hs, i.e.
H−s = (Hs)∗.
(ii) The following interpolation inequality holds. If f ∈ Ht,
‖f‖s≤ ‖f‖λr ‖f‖1−λt , with λ = (t− s)/(t− r), (2.9)
for −∞ < r < s < t <∞.
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Furthermore, for any s, t ∈ R the operator Λt−s has a unique extension from H∞
to a bounded, self-adjoint operator Λt−s : Ht → Hs, satisfying
(iii) ‖Λt−sf‖s' ‖f‖t, for f ∈ Ht.
(iv) Λt−s = ΛtΛ−s.
(v) (Λs)−1 = Λ−s.
Somewhat abusing notation, we have denoted the extension of Λt−s in the
proposition using the same symbol Λs−t. Taking s = 0 or t = 0, we see that
Λs : Hs → H0 and Λs : H0 → H−s are norm isomorphisms, for every s ∈ R. In
particular, the unbounded densely defined operator Λ : D(Λ) ⊂ H0 → H0 that
generates the scale can be extended to a bounded operator Λ : H1 → H0, by
strengthening the norm on its domain, and also to a bounded operator Λ : H0 →
H−1, by extending its range space and weakening the norm of its range space.
Moreover, the inverse map is a norm isomorphism Λ−1 : H0 → H1, and hence is
certainly bounded as an operator Λ−1 : H0 → H0.
The eigenvalues of Λ−1 are closely connected to the approximation property
in Assumption 2.3.
Proposition 2.9. If Λ−1 : H0 → H0 is compact with eigenvalues λj ↓ 0, then
Assumption 2.3 is satisfied in the Hilbert scale (Hs)s∈R generated by Λ, with
δ(j, t) ' λtj and S = ∞. In fact, there exist linear spaces Vj of dimension j − 1
such that, for s ≥ 0 and t ∈ R,
inf
g∈Vj
‖f − g‖t . δ(j, s) ‖f‖s+t, (2.10)
‖g‖s+t . 1
δ(j, s)
‖g‖t, ∀g ∈ Vj . (2.11)
Proof. Because Λ−1 : H0 → H0 is compact, there exists an orthonormal basis
(φi)i∈N of eigenfunctions in H0. It may be checked that f =
∑
i∈N fiφi has L
sf =∑
i∈N fiλ
−s
i φi, and square norm ‖f‖2s=
∑
i∈N f
2
i λ
−2s
i , provided the latter series
converges. Take Vj equal to the linear span of the first j− 1 eigenfunctions. Then
f−Pjf =
∑
i≥j fiφi and hence ‖f−Pjf‖2t=
∑
i≥j f
2
i λ
−2t
i ≤ λ2sj
∑
i≥j f
2
i λ
−2t−2s
i ≤
λ2sj ‖f‖2s+t, for s, t ≥ 0, and for f ∈ Vj we have ‖f‖2s+t=
∑
i<j f
2
i λ
−2s−2t
i ≤
λ−2sj
∑
i≤j f
2
i λ
−2t
i = λ
−2s
j ‖f‖2t .
The sequence spaces of Example 2.6 are one class of examples of Hilbert scales,
generated by the operator L : (fi) 7→ (fibi). More intricate Hilbert scales arise
from (elliptic) differential operators. These are useful in that they can incorporate
boundary conditions, which are then automatically inherited by a Gaussian prior
attached to such a scale. The following one-dimensional example is simplistic, but
illustrative.
Example 2.10 (Sobolev scales). Consider the one-dimensional negative Laplacian
−∆ = − d
2
dx2
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as an operator on the space C∞c (0, 1) of infinitely often differentiable functions
with compact support in (0, 1), viewed as subset of L2(0, 1), with range space
L2(0, 1). On this domain this operator is not self-adjoint, but it has a self-adjoint
extension (with differentiation interpreted in the sense of distributions) to the
space of all functions f ∈W 2,2(0, 1) satisfying the Dirichlet boundary condition
f(0) = 0 = f(1). (2.12)
(See Theorem 4.23 in [41].) The eigenfunctions of the Laplacian under the Dirichlet
boundary condition are the functions x 7→ sin(jpix), for j ∈ N, with eigenvalues of
the order bj  j−1. The corresponding Hilbert scale can also be described as the
sequence space generated by this orthogonal basis.
Because the Laplacian is a second derivative it is natural to half the scale
parameter, or equivalently use the root negative Laplacian Λ :=
√−∆ as the gen-
erator of the scale (where the root is defined through the spectral decomposition).
The boundary conditions play an important role in defining the scale. Tech-
nically they are needed to create a domain on which the operator is self-adjoint.
An alternative choice to the Dirichlet is the Cauchy boundary condition
f ′(0) = 0 = f(1).
This leads to the sequence scale generated by the eigenfunctions x 7→ cos((j −
1/2)pix), for j ∈ N, and is different from the Dirichlet scale. Again the eigenvalues
of Λ−1 are of the order j−1.
Incidentally, it is shown in [73] that the full Sobolev scale (s ∈ R) of Exam-
ple 2.5 is not a Hilbert scale for any generating operator Λ. Also in that sense the
boundary conditions are essential.
Until now, the Hilbert scales have been constructed from H0 with the help of
a generating operator (Λ,Dom(Λ)). Alternatively, given a dense subset G of H,
the existence of a generating operator Λ with Dom Λ = G is guaranteed, as shown
in the following theorem.
Theorem 2.11. Let G and H be two Hilbert spaces such that G is densely and
continuously embedded into H such that ‖g‖H≤ ‖g‖G for all g ∈ G. Then there
exists a unique operator Λ, which is positive-definite and self-adjoint, and generates
a Hilbert scale (Hs)s∈R such that H1 = G and H0 = H.
Proof. The Λ is constructed using Lemma A.8. The rest is to check that Λ satisfies
the properties of a generating operator.
In Proposition 2.8, a natural duality structure is possessed by Hilbert scales,
i.e. H−s = (Hs)∗, given s ≥ 0. Now we are going to have a closer look at the norm
duality mentioned in Remark 2.2 and its connection to Hilbert scales. First let us
recall a noted duality structure.
Definition 2.12. Let G and H be two Hilbert spaces such that G is a dense subset
of H and the canonical embedding G ↪→ H is continuous. The triplet
G ⊂ H = H∗ ⊂ G∗
is a Gelfand triple, where the subsets are dense in all bigger spaces.
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Remark 2.13. The Gelfand triple is a well-defined object, see Lemma A.7. Its
general version is that the pivot space H is a Hilbert space and the dense space
G is a reflexive Banach space, but for this thesis it is sufficient to only work with
Hilbert spaces.
We further elaborate on how to identify dual spaces with the spaces with
negative indices in Hilbert scales.
Lemma 2.14. Let {Hs}s∈R be a Hilbert scale. For any fixed t > 0 and f ∈ H−t,
the mapping,
J : H−t → (Ht)∗,
(J f)(g) := 〈Λ−2tf, g〉H0 , (2.13)
with the generating operator Λ of {Hs}s∈R, is an isometric isomorphism between
H−t and (Ht)∗.
Proof. It is convenient to recall that Λt : Hs+t → Hs is an isometric isomorphism.
For f ∈ H−t, the map g 7→ 〈f, g〉H−t is a bounded linear functional on Ht, and
therefore by the Riesz representation theorem, there is a unique gf ∈ Ht such that
for all g ∈ Ht,
〈f, g〉H−t = 〈Λ−tf,Λ−tg〉H0 = 〈Λ−2tf, g〉H0 = 〈ΛtΛ−4tf,Λtg〉H0 = 〈gf , g〉Ht ,
where gf = Λ−4tf . Consequently, for any f ∈ H−t and g ∈ Ht,
(J f)(g) = 〈Λ−4tf, g〉Ht = 〈Λ−2tf, g〉H0 .
Conversely, if ` ∈ H∗t is a bounded linear functional on Ht, then again by the
Riesz representation theorem, there is a unique h` ∈ Ht such that
`(h) = 〈h`, h〉Ht = 〈Λ2tf`, h〉H0 ,
where f` = Λ2th` ∈ H−t. Furthermore, since ‖f`‖H−t= ‖h`‖Ht ,
|J (f`)(h)|= |`(h)|≤ ‖h`‖Ht‖h‖Ht= ‖f`‖H−t‖h‖Ht ,
which implies ‖`‖H∗t ≤ ‖f`‖H−t . On the other hand,
`(Λ−2tf`) = 〈h`,Λ−2tf`〉Ht = 〈Λ−tf`,Λ−tf`〉H0 = ‖f`‖2H−t .
Because ‖fl‖H−t= ‖hl‖Ht , the preceding equation implies ‖`‖≥ ‖f`‖H−t .
Combining the results above, we conclude that J : H−t → (Ht)∗ is an isometric
isomorphism.
The connection between Gelfand triples and Hilbert scales is stated in the
following result.
Theorem 2.15. Let (Hs)s∈R be a Hilbert scale. Then, (Hs+t, Hs, Hs−t) is a Gelfand
triple. Conversely, for any Gelfand triple (G,H,G∗), there exists a unique Hilbert
scale (Hs)s∈R such that H1 = G,H0 = H, and H−1 = G∗.
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Proof. Identify the dual space (Hs)∗ of Hs with itself. the first statement follows
the same argument from Lemma 2.14 with
J : Hs−t → (Hs+t)∗,
(J f)(g) := 〈Λ−2tf, g〉Hs .
The second part is a corollary of Theorem 2.11.
2.2.1 Relation to Boundary Conditions
Boundary conditions play an important role in the formulation of multi-dimensional
problems, and Hilbert scales naturally cope with this issue. While for functions
with domain an interval of the real line a boundary condition just concerns the val-
ues at the two endpoints of the interval, on multi-dimensional domains boundary
conditions are a subtle issue. In the latter case the boundary is itself a continu-
ous, possibly multi-dimensional, domain, and the boundary condition will involve
a space of functions defined on the boundary, an infinite-dimensional space. Gen-
erally speaking, Hilbert scales are useful in the sense that the functions in the
Hilbert scale automatically satisfy the boundary condition if L is chosen properly.
It is tightly connected to the Hilbert (L2) theory of elliptic equations.
To see this in more detail, consider the case of a partial differential equation
Lu = f, (2.14)
where L is a second order elliptic differential operator, and u, f : D → R are
functions on a bounded domain D ⊂ Rd with sufficiently regular boundary (so
that trace operators are well-defined). Given f ∈ L2(D), different choices of
the domain Dom(L) of the operator L lead to different realizations of solution
spaces. The closure of L|C∞c (D) as an operator in L2(D) is known as the minimal
realization associated with L, denoted Lmin (c.f., Definition 4.2 in [41]). On
the other hand, the maximal realization, denoted Lmax, has domain of definition
{u ∈ L2(D) : ∃f ∈ L2(D) such that Lu = f weakly} (see Definition 4.1 in [41]).
In the one-dimensional case when D is a bounded interval in R, the domains
Dom(Lmin) and Dom(Lmax) of the two operators differ only by a two-dimensional
space, but when d ≥ 2 the difference is an infinite-dimensional space. Moreover,
the domain Dom(Lmax) of the maximal realization can be larger than the canonical
Sobolev space W 2,2(D), see Example 2.5 for the definition. In this section we also
use
W k,20 (D) = {f ∈W k,2(D) : Dαf |∂D= 0, |α|≤ k − 1}, k = 1, 2, · · · ,
which is the closure of C∞c (D) under W k,2-norm.
In the definition of a Hilbert scale it is assumed that L is self-adjoint, which
requires both the structural property 〈Lx, y〉 = 〈x,Ly〉 and that the domains of L
and its adjoint L∗ be identical. The domain of L∗ is determined by the domain of
L (see Appendix A) and hence the latter must be chosen carefully.
As an example, consider the operator L = −∆, where ∆ is the d-dimensional
Laplacian. Given Dom(Lmin) = W 2,20 (D) (see Theorem 10.19 in [84]), Lmin is too
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small to be self-adjoint. Indeed, by the Green’s identity (only real functions for
simplicity) ∫
D
(−∆u)vdx =
∫
D
u((−∆)†v)dx+
∫
∂D
u∂νv − (∂νu)vdσ,
where (−∆)† is the formal adjoint and ∂ν is the directional derivative in the
direction of outward pointing normal ν to the surface element dσ. This implies that
D(−∆†) ⊇ W 2,2(D) ∩W 1,20 (D) ) W 2,20 (D). On the other hand, Dom(Lmax) ⊃
W 2,2(D) is too big (see Exercise 11.10 in [84] for example). There are several
self-adjoint extensions L of the minimal operator Lmin that represent boundary
conditions. For example, L = −∆ with Dom(Lmin) = W 2,20 (D) has a self-adjoint
extension −∆D with Dom(−∆D) = W 2,2(D) ∩ W 1,20 (D), corresponding to the
Dirichlet condition f |∂D= 0 (Theorem 10.19, [84]). For the Neumann condition
∂f
∂ν |∂D= 0, one may use the variational form of −∆u = f (see Section 10.6.2, [84]),
to show that there exists a self-adjoint extension −∆N with domain Dom(−∆N ) =
W 1,2(D) (Theorem 10.20, [84]).
In the situations given above,
√−∆ can be defined using the spectral mea-
sure of the self-adjoint extension of −∆. Consequently, the Hilbert scale (Hs)s∈R
generated by
√−∆ (see Definition 2.7) is the scale of Sobolev spaces W˜ s,2(D)
of (generalized) functions u ∈ W s,2(D) that satisfy the corresponding boundary
condition. More advanced techniques, such as the pseudo-differential method, are
necessary for more sophisticated boundary conditions, see [41, 55].
It is reasonable to consider Sobolev scales of functions that satisfy bound-
ary conditions, since the existence and uniqueness of the solution of the forward
problem (2.14) is proved by establishing the fact that L is isomorphism between
Sobolev spaces satisfying boundary conditions, see [55]. As an immediate conse-
quence, the isomorphism of the forward operator A = L−1 is clear in the context
of the corresponding inverse problem in form (I.1).
2.3 Smoothness in Higher Dimensions
In this section, we briefly review how to construct Hilbert spaces of functions on
higher dimensional domains. We adopt the convention of notations for multidi-
mensional vectors and multi-indices from Section 1.5.
First we recall some facts about tensor products. Let H1, H2 be two real
separable Hilbert spaces. For each f1 ∈ H1, f2 ∈ H2, define a bilinear form f1⊗f2
acting on H1 ×H2 such as
f1 ⊗ f2(h1, h2) := 〈f1, h1〉H1〈f2, h2〉H2 .
On the set T of finite linear combinations of the bilinear forms defined above, one
can define an inner product
〈f1 ⊗ f2, g1 ⊗ g2〉T = 〈f1, g1〉H1〈f2, g2〉H2 . (2.15)
The tensor product of H1 and H2 is the completion of T under the inner product
defined in (2.15), denoted by H1 ⊗ H2. A tensor product space inherits a base
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from the original spaces. That is, if {ϕi} and {ψj} are orthonormal bases for H1
and H2, then {ϕi ⊗ ψj}i,j is an orthonormal basis for H1 ⊗H2.
We are only interested in the case that H1 and H2 are L2 spaces on Euclidean
domains. The results needed are summarised in the following theorem.
Theorem 2.16 (Theorem II.10, [81]). For i = 1, 2, let (Di, µi) be measure spaces
such that L2(Di, µi) are separable. Then, the following statements hold.
(i) There is a unique isomorphism from L2(D1, µ1) ⊗ L2(D2, µ2) to L2(D1 ⊗
D2, µ1 ⊗ µ2) such that
f ⊗ g 7→ fg.
(ii) Let H˜ be a separable Hilbert space. Then there is a unique isomorphism from
L2(D1, µ1)⊗ H˜ to L2(D1, µ1; H˜) such that
f(x)⊗ h 7→ f(x)h.
(iii) In particular, there is a unique isomorphism from L2(D1 ⊗D2, µ1 ⊗ µ2) to
L2(D1;L
2(D2, µ2)) such that
f(x, y) 7→ (x 7→ f(x, ·)),
and ∫
D1×D2
|f(x, y)|2 dxdy =
∫
D1
‖f(x, ·)‖2L2(D2,µ2) dx.
2.3.1 Multi-dimensional Smoothness
Sobolev spaces on multi-dimensional domains are defined using the general state-
ment from the previous subsection. Throughout this subsection, we assume that
D is a bounded domain in Rd with sufficiently regular boundary, e.g Ck with k ∈ N
larger than the order of L as in Section 2.2.1.
Let H1 be L2([0, T ];R) and H2 be L2(D;R) We will omit the codomain if it is
the real space R. Following from Theorem 2.16,
L2([0, T ];L2(D)) ∼= L2([0, T ]×D) ∼= L2(D)⊗ L2([0, T ]) ∼= L2([0, T ])⊗ L2(D),
Moreover, by Theorem 2.16, if there exist orthonormal bases {ϕi}i∈Nd for L2(D)
and {ψi}i∈N for L2([0, T ]), the tensor orthonormal basis {ϕi ⊗ ψj}(i,j)∈Nd+1 is
an orthonormal basis for L2(D) ⊗ L2([0, T ]). In particular, there exists a unique
isomorphism from H ⊗ L2([0, T ]) to L2([0, T ];L2(D)) so that ϕ ⊗ f(t) 7→ ϕf(t).
As a consequence, for any element f ∈ L2([0, T ];L2(D)), it admits the following
representation
f(x, t) =
∑
(i,j)∈Nd+1
f(i,j)ϕi ⊗ ψj(x, t) =
∑
(i,j)∈Nd+1
f(i,j)ϕi(x)ψj(t),
with
f(i,j) = 〈f(x, t), ϕi ⊗ ψj〉L2(dx×dt) =
∫
[0,T ]
∫
D
f(x, t)ϕi(x) dx ψj(t) dt.
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Introduce DT := D × [0, T ]. The tensor space is isomorphic to the ordinary
space L2(DT ), by the isomorphism statement above. On the other hand, the
series representation above sheds light on how to obtain concrete smoothness scales
centred at L2(DT ).
Consider an arbitrary L2 space L2(D˜) with a bounded domain D˜ ⊂ Rm,m ∈ N.
Since it is a separable Hilbert space, there exists an orthonormal basis {ϕk}k∈Nm .
By abstract Parseval’s identity, any function f in L2(D˜) admits a series expansion
such that f =
∑
k fkϕk in L
2 sense. With a multi-index β = (β1, · · · , βm) ∈ Rm+ ,
an anisotropic smoothness class is defined to be the completion off = ∑
k∈Nm
fkϕk
∣∣∣∣∣ ‖f‖Hβ :=
( ∑
k∈Nm
∣∣∣λβk ∣∣∣2f2k
)1/2
<∞
 , (2.16)
where λk = (λk1 , · · · , λkm) for k ∈ Nm, and
∣∣∣λβk ∣∣∣ = ∣∣∣λβk ∣∣∣
2
=
∑
i≤m
λ2βiki
1/2.
Similarly, the type of smoothness classes above can be introduced to sequence
spaces. Let `2(Nm) with m ∈ N be the m-dimensional square integrable sequence
space, i.e. for any f = {fk}k∈Nm ∈ `2(Nm),
‖f‖`2=
( ∑
k∈Nm
f2k
)1/2
<∞.
The anisotropic ellipsoid hβ with β ∈ Rm+ is the completion of the set f ∈ `2(Nm)
such that, with same {λk}k,
‖f‖hβ=
( ∑
k∈Nm
|λβk |2f2k
)1/2
<∞ (2.17)
under the norm ‖·‖hβ .
The Sequence space is convenient as we often deal with the coefficients. Once
the basis {ϕk}k∈Nm is fixed, given f =
∑
k fkϕk and f˜ = {fk}k∈Nm , we have the
isometry,
‖f‖L2= ‖f˜‖`2 , ‖f‖Hβ= ‖f˜‖hβ .
Remark 2.17. It is worth noting that so far we only assume that {ϕk} is an
orthonormal basis of L2(D) and the smoothness is characterised by weighted `2
norms of the coefficients. In order to establish the connection to canonical Sobolev
spaces, additional requirements are necessary, see the upcoming subsections.
Different types of smoothness might be more suitable for various problems. As
we will see in the study of the inference for evolution equations in Part III, for the
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recovery of an initial condition, a type of spatial smoothness classes is expected,
while for the recovery of a drift term, we need to introduce a proper smoothness
class to describe the space-time regularity. To distinguish the different types of
smoothness, we call a smoothness class isotropic when the smoothness index β
satisfies βi = βj for all i, j ≤ m, or otherwise anisotropic.
It is also convenient to introduce the harmonic mean, which will be used to de-
scribe the ‘balanced’ smoothness of anisotropic Sobolev spaces (see Section 10.4).
For a multi-index β ∈ Rm+ , the harmonic mean is defined as
H(β) := m∑m
i=1(1/βi)
. (2.18)
Below we collect some elementary but useful lemmas related to the harmonic
mean, which will be used mainly in Part III. We restrict to the case that λki '
ki, i = 1, · · · ,m, in (2.16).
Lemma 2.18. Given a multi-index α = (α1, · · · , αm) ∈ Rm+ , if H(α) > m/2, then∑
k∈Nm |kα|−2 is finite.
Proof. Since |kα|2= ∑i≤m k2αii ≥ 1m ∏i≤m k2αi/mi ,∑
k∈Nm
|kα|−2≤m
∑
k∈Nm
∏
i≤m
k−2αi/mm .
Introduce the hypercubes
Cn = {k ∈ Nm : ki . nH(α)/αi , i = 1, · · · ,m},
where the constants are independent from m, i and n. The number of points in
Nm covered by Cn is #Cn ' nm, and consequently #[Cn\Cn−1] ' nm−1. Hence,
the summation can be estimated as,∑
n∈N
∑
k∈[Cn\Cn−1]
∏
i≤m
k
−2αi/m
i '
∑
n∈N
nm−1n−2H(α).
The result immediately follows.
The following elementary lemma entitles us the freedom to choose between
equivalent norms.
Lemma 2.19. Let β = (β1, · · · , βm) ∈ Rm+ and k = (k1, · · · , km) be a multi-index.
Then, with a constant only dependent on m,
|kβ|2=
m∑
i=1
k2βii 'm
(
m∑
i=1
kβii
)2
.
In particular, if β1 = · · · = βm = β > 0, for any q ∈ [0,∞],
|kβ|2'm |k|βq ,
where the constant is between 1 and m.
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Proof. The first equivalence is elementary. The second one is argued as follows.
Recall |·|p is the p-norm on Rd. From power mean inequality one can derive
|v|p≤ |v|r≤ d1/r−1/p|v|p for 0 < r < p. The proof is concluded by applying the
inequality to kβ with β = (β, · · · , β) ∈ Rd+.
The following lemma provides an error estimate on the truncation of a sequence
in an anisotropic Sobolev ellipsoid, which can be easily translated to the projection
in a Sobolev space.
Lemma 2.20. Let PN be the projection of a sequence to the coordinates
{k < N : ki < Ni, i ≤ m}
with N = (N1, · · · , Nm). For f ∈ hβ with λki ' ki, i = 1, · · · ,m,
‖PNf − f‖2`2≤
∑
i≤m
N−2βii
 ‖f‖2hβ .
In particular, when Ni ' nH(β)/(βim), we have
∏
i≤mNi ' n and
‖PNf − f‖`2.m n−H(β)/m‖f‖hβ .
Proof.
‖PNf − f‖2`2≤
∑
i≤m

∑
ki≥Ni
∑
kj∈N:
j≤m
j 6=i
f2k
 =
∑
i≤m
Si.
The items Si can be bounded from above by,∑
ki≥Ni
∑
kj∈N:
j≤m
j 6=i
|kβ|2
N2βii
f2k ≤ N−2βii ‖f‖2hβ .
Using the lemmas above, one can show that the anisotropic smoothness class
is a multi-dimensional version of a smoothness class.
Corollary 2.21. Consider an anisotropic smoothness class defined in (2.16) with
λki ' ki, i = 1, · · · ,m, then it is a (multi-dimensional) smoothness scale in the
following sense.
(i) For s < t, i.e. si ≤ ti for all i ≤ m and si < ti for at least one i ≤ m, the
space Ht is a dense subspace of Hs and ‖f‖s. ‖f‖t, for f ∈ Ht.
(ii) For s ≥ 0, i.e. si ≥ 0 for all i ≤ m, f ∈ H0 can be viewed as element of
H−s ⊃ H0,
‖f‖−s= sup
‖g‖s≤1
〈f, g〉0, f ∈ H0. (2.19)
Furthermore, Assumption 2.3 is satisfied with δ(j, s) ' j−H(s)/m.
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2.4 Approximation Number and Metric Entropy
The jth approximation number of a bounded linear operator T : G→ H between
normed spaces is defined as
aj(T : G→ H) = inf
U :RankU<j
‖T − U‖G→H , (2.20)
where the infimum is taken over all linear operators U : G → H of rank (i.e.,
dimension of the range space) strictly less than j, and the norm on the right is the
operator norm ‖T−U‖G→H= supf :‖f‖G≤1‖(T−U)f‖H . The approximation num-
bers measure the possibility of approximating an operator by simpler operators
of finite-dimensional rank. There is a rich literature on approximation numbers.
The main purpose of the present section is to note their relationship to singu-
lar values and to metric entropy. Metric entropy plays an important role in the
characterization of contraction rates of Bayesian posterior distributions.
If G ⊂ H, we can take T equal to the embedding ι : G → H, and then by
linearity we see that there exists an operator U of rank smaller than j such that
‖f − Uf‖H. aj(ι : G→ H) ‖f‖G, ∀f ∈ G.
If H is a Hilbert space, then the minimizing finite-rank operator U is of course
the orthogonal projection Pj on Vj . However, the approximation numbers also
‘search’ an optimal projection space. If we take G = Hs and H = H0, then the
range space Vj of U satisfies the approximation property (2.2), with the numbers
δ(j, s) taken equal to the approximation numbers aj(ι : Hs → H0).
The approximation number is an example of an s-number, as introduced in
[76]. In general s-numbers are defined as maps T 7→ (sj(T ))j∈N, attaching to every
operator T a sequence of nonnegative numbers sj(T ), satisfying certain axiomatic
properties. In general, approximation numbers attached to operators T : H → H
are the ‘largest’ possible s-numbers, but on Hilbert spaces there is only one s-
number: all s-numbers are the same (see 2.11.9 in [77]). Because the singular
values are also s-numbers, the latter unicity yields the important relation that the
approximation numbers of operators on Hilbert spaces are equal to their singular
values. Recall here that the singular values of a compact operator T : G→ H are
the roots of the eigenvalues of the self-adjoint operator T ∗T : G→ G.
The finite-rank approximations U that (nearly) achieve the infimum in the
definition of the approximation numbers for different j are not a-priori ordered.
However, in many cases there exists a basis (φi)i∈N such that the projections on
the linear span of the first j − 1 basis elements achieve the infimum. For Sobolev
spaces e.g. spline bases, the Fourier basis, or wavelet bases are all ‘optimal’ in
this sense (see [18, 79]).
Approximation numbers are strongly connected to metric entropy. In the lit-
erature the connection is usually made through the notion of ‘entropy numbers’,
which are defined as follows. The j-th entropy number ej(T ) of an operator
T : G → H is defined as the infimum of the numbers ε > 0 so that the image
T (UG) ⊂ H of the unit ball UG in G can be covered by 2j−1 balls of radius ε in
31
2. Smoothness Class
H; or more formally, with UH the unit ball in H,
ej(T ) = inf
{
ε > 0 : T (UG) ⊂
2j−1⋃
i=1
(hi + εUH), for some h1, . . . , h2j−1 ∈ H
}
.
The function j 7→ ej(T ) is roughly the inverse function of the metric entropy of
T (UG) relative to the metric induced by ‖·‖H . Recall that the metric entropy of a
metric space (U, d) is the logarithm of the covering number N(ε, U, d), which is the
minimal number of d-balls of radius ε > 0 needed to cover the space U . Presently
we consider the metric entropy H(ε, T ) = logN(ε, T (UG), ‖·‖H) of T (UG) under
the metric of H. Roughly we have that
N(ε, T (UG), ‖·‖H) ' 2j−1, if ej(T ) ' ε.
If we use the logarithm at base 2, then the map ε 7→ H(ε, T ) is approximately
inverse to the map j 7→ ej(T ).
Now it is proved in [26] that for any operator T : G → H between Hilbert
spaces with infinite-dimensional ranges:
ej+1(T ) ≤ 2aJ+1(T ) ≤ 2
√
2eJ+2(T ),
for any natural numbers j, J satisfying:
j log 2 ≥ 2
J∑
i=1
log
3ai(T )
aJ+1(T )
.
As shown in [26] this relationship between entropy numbers and approximation
numbers may be solved to derive the entropy number from the approximation
numbers in many cases.
The following lemma gives one example, important to the present thesis.
Lemma 2.22 (Metric entropy). For a smoothness scale (Hs)s∈R satisfying (2.2)
with δ(j, s) = j−s/d, and s > 0 and t ≥ 0,
logN(ε, {f ∈ Hs : ‖f‖s≤ 1}, ‖·‖−t) ∼ ε−d/(s+t). (2.21)
Proof. By (2.5) the approximation number aj(ι : Hs → H−t) is of the order
δ(j, s)δ(j, t) = j−(s+t)/d. It is shown in [26] that the entropy numbers ej(ι : Hs →
H−t) are of the order j−(s+t)/d. By the preceding reasoning this can be inverted
to obtain the order of the metric entropy of the image of the unit ball in H−t.
Similarly, the results attained above can be extended to the multi-dimensional
scale as follows.
Lemma 2.23. Let hβ(Nm) be a Sobolev ellipsoid given in (2.17). When β > 0,
i.e. βi > 0, for all 1 ≤ i ≤ m, then both the approximation number and entropy
number of the canonical embedding ι : hβ(Nm)→ `2(Nm) are of the order
aj(ι : hβ → `2) ' ej(ι : hβ → `2) ' j−H(β)/m.
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Proof. Let PN be the truncation of a sequence to {k < N : ki < Ni, i ≤ m} with
N = (N1, · · · , Nm). From Lemma 2.20, for the truncation at n coefficients, i.e.∏
i≤mNi ' n, the minimal projection error
‖PNf0 − f0‖`2.d n−H(β)/m‖f‖hβ
is achieved when Ni are balanced, i.e. Ni ' nH(β)/(βim) for all i ≤ m. This
estimate leads to the upper bound of the approximation number
an(ι : hβ → `2) .d n−H(β)/m.
Taking a sequence whose only nonzero entry is 1 and its multi-index satisfies
ki ' nH(β)/(βim) for 1 ≤ i ≤ d, it is also straightforward to show that
an(ι : hβ → `2) & n−H(β)/m.
Then by the uniqueness of s-number on Hilbert spaces, we conclude that the
entropy number is of the same order as the approximation number.
Corollary 2.24 (Metric entropy). Under the same assumption in Lemma 2.23, the
metric entropy is given by, as ε ↓ 0,
H(ε, ι) := logN
(
ε, {f ∈ hβ : ‖f‖hβ≤ 1}, ‖·‖`2
)
∼ ε−m/H(β).
Proof. The proof is same as Lemma 2.22 and hence is omitted.
In a similar way it is possible to invert approximation numbers that are not of
the polynomial form j−s/d. There are many examples of this type, for instance,
involving additional logarithmic terms, or exponentially decreasing rates. We defer
the related discussion until Chapter 10 in Part III.
2.5 Notes
Hilbert scales
Hilbert scales and the relate concepts such as Gelfand triples have been studied be
many authors from various fields with different motivations. The Gelfand triples
were introduced in [32] to study the theory of generalised functions1. The idea
of scales of function spaces can be traced back to Krein’s work, [62, 63], whose
main focus was on the interpolation theory of linear operators. In [28], rigged
Hilbert space was studied under another name ‘Sobolev towers’ in the context of
operator semigroups. In the field of stochastic analysis, Hilbert scales can be found
in Hida’s analysis of white noise functionals (as known as generalised stochastic
processes) [47], and it is also used to construct the solution spaces in some studies
of stochastic partial differential equations [48, 85]. Its application in regularization
theory can be found e.g. in Chapter 8 of [29]. For the application in physics, we
refer to the survey paper [31].
1We would like to point out that [32] contains a flaw as addressed by the translator. On the
bottom of page 122, the translator raised a concern on the proof of spectral theorem of normal
operators in rigged Hilbert spaces. The correct proof is given in [40].
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Compactness
Compared to separable spaces mentioned in the Section 1.6, the elements in a
compact space can be estimated by a finite dimensional approximation but yet
retaining reasonable accuracy. This property is important for any estimation pro-
cedure. [50] systematically describes the connections between compactness and
statistical estimation. Applications can be found in [51, 52], which are also re-
lated to Part III of this thesis.
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Chapter 3
Gaussian Analysis
The study of Gaussian distributions has been an active field since the first invention
of the normal distribution by Gauss in the nineteenth century. By generalizing
the elementary concepts of mean and covariance of a Gaussian distribution to
vector spaces, it leads to the study of Gaussian measure on vector spaces. The
importance of Gaussian measure cannot be overstated. One classical example is
Brownian motion, investigated by Wiener in the first half of the twentieth century,
which is the central achievement in the development of stochastic processes. In
1940s and 1950s, several attempts to develop stochastic integration theory with
Brownian motion as the integrator resulted in the well known Ito and Stratonovich
calculus, which were later generalized to more general integrators such as Lévy
process. In seventies, Malliavin in his celebrated seminal work established the
stochastic version of the calculus of variation, now known as Malliavin calculus.
Gaussian analysis is also of great importance in applications. In 1973, Black
and Scholes published the famous Black-Scholes formula, which revived the math-
ematical study of financial market using Gaussian models, which can be traced
back to Bachelier’s work in 1900. Since then, the stochastic differential equation
driven by Wiener process has been a fundamental tool to construct many market
models, see e.g. [86].
First, in Section 3.1 we give an overview on measures on Banach spaces. Gaus-
sian measures are introduced in Section 3.2. We also briefly discuss how to radonify
cylindrical Gaussian measures in Section 3.3.
In this chapter, we always consider the following situation, unless explicitly
stating otherwise. Let (E, ‖·‖) be a separable Banach space. Denote its (topologi-
cal) dual space by E∗ with the (canonical) duality pair by 〈·, ·〉 : E∗×E → R, i.e.
〈x∗, x〉 := x∗(x), and its Borel σ-algebra by B(E) (or simply B).
3.1 Probability Measures on Banach Spaces
A Gaussian measure can be defined at different levels of generality. While it is
standard to consider locally convex topological space as the working space when
studying Gaussian measures, it is sufficient for us to only consider Gaussian mea-
sure on separable Banach spaces. Actually, we even only use the results of Gaussian
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measures on Hilbert spaces, but it does not require many extra efforts to state the
theory in Banach spaces. Since completeness is standard, we explain in short the
reason for imposing separability. First, since the parameter space Θ is separable
and the transform operator A is bounded, A(Θ) is necessarily separable, because
separability is topologically invariant. Therefore, it is reasonable to only consider
the case that A(Θ) embeds in another separable space. Consequently, it is suffi-
cient to define the Gaussian noise in a separable space. Second, when introducing
Gaussian priors, the parameter space Θ is also assumed to be separable. Hence,
separable Banach spaces are sufficient to serve our purposes.
We first consider some properties of general probability measures on vector
spaces. The following type of probability measures is of special interest to us, as
many theorems below use it as a premise.
Definition 3.1 (Radon measure). A finite Borel measure µ on a Hausdorff topo-
logical space E is a Radon measure if
µ(B) = sup{µ(K) : K ⊂ B, K compact},
for each B ∈ B(E).
Due to the following result, we will always deal with Radon measures.
Theorem 3.2 (Theorem 3.1, Chapter II, [96]). Every Borel probability measure on
a Polish space, i.e. a complete separable metric space, is a Radon measure.
When considering a probability measure, the σ-algebra has great influence on
the properties of the probability. The following remark explains why it is always
sufficient to consider Borel σ-algebra.
Remark 3.3 (Choice of σ-algebra). Strictly speaking, probability measures on a
vector space E are defined with the cylindrical σ-algebra C (E) generated by
the cylindrical sets of E (see Section 3.3), the smallest σ-algebra such that all
continuous functionals in E∗ are measurable. However, for a Féchet space F ,
C (F ) = B(F ). Since all separable Banach spaces are Féchet, there is no need to
distinguish C and B in our setting. See Appendix A.3 in [8].
Fourier transform is a useful tool for showing the uniqueness of measures.
Lemma 3.4 (Uniqueness of measures by Fourier transform (Lemma 7.13.5, [9])).
For a measure µ on (E,C ), its Fourier transform, also known as characteristic
functional, µ̂ is defined by
µ̂ : E∗ → C, µ̂(f) =
∫
E
ei f(x) µ(dx).
Two measures on C are identical, if they have same Fourier transform. In partic-
ular, it is true for Radon measures.
For a random element in an infinite-dimensional Banach space E, the most
fundamental concepts, mean and covariance, are defined as linear actions on the
dual space E∗. While, topological support is also important for measures on vector
spaces, on the contrary to measures on Euclidean spaces.
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Definition 3.5. Let µ be a probability measure on (E,B) such that E∗ ⊂ L2(µ).
The mean is an element aµ in the algebraic dual (E∗)′ of E∗ satisfying
aµf =
∫
E
f(x)µ(dx).
The covariance operator Cµ : E∗ → (E∗)′ is given by
Cµ(f)(g) :=
∫
E
[f(x)− aµ(f)][g(x)− aµ(g)]µ(dx). (3.1)
The topological support of µ is the smallest closed set Sµ ∈ E such that
µ(E\Sµ) = 0.
Remark 3.6. The general definition of mean and covariance is given by replacing
E by a locally convex topological space and B by the σ-algebra generated by
cylindrical sets, see Section II.3 and III.2 in [96].
Similar to the finite-dimensional case, the existence of mean and covariance
relies on certain moment conditions. Let the law of X be µ on E. The pth-weak
moment of X is given by
mp(X) := sup
f∈U(E∗)
∫
E
|〈f, x〉|p µ(dx), (3.2)
where U(E∗) is the unit ball of E∗, and E‖X‖p is the pth-strong moment . The
criteria for the existence of mean and covariance are given as follows.
Lemma 3.7. Let X be a random element on E with distribution µ.
(i) If µ is Borel measurable and E‖X‖ <∞, then aµ is an element of X.
(ii) If µ is Radon and m2(X) <∞, then Cµ(E∗) ⊂ E.
(iii) If µ is Radon and E‖X‖2 < ∞, then in addition to (ii), Cµ : E∗ → E is
nuclear, i.e. it admits the representation,
Cµf =
∑
j∈N
κj 〈f, aj〉 bj ,
where {aj}, {bj} are sequences in E such that ‖aj‖= ‖bj‖= 1 for j ∈ N, and
{κj} is a real sequence such that
∑
j∈N|κj |<∞.
Proof. The statement (i) is Lemma 2.1 in [100], and the rest are Theorem 2.1 and
2.3 in chapter III, [96].
Some properties of the covariance operator Cµ are summarised in the following
lemma.
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Lemma 3.8 (Factorization of covariance operators.). Let µ be a Radon probability
measure with finite second order strong moment. The covariance operator Cµ :
E∗ → E, given by
Cov(f(X), g(X)) = 〈f, Cµg〉 , f, g ∈ E∗,
is symmetric, i.e.
〈f, Cµg〉 = 〈g, Cµf〉 , f, g ∈ E∗,
positive1, i.e. Var f = 〈f, Cµf〉 ≥ 0 for all f ∈ E∗.
In addition, there exists a Hilbert space H and a bounded linear operator S :
E∗ → H with its dual S∗ : H → (E∗)∗, whose range is S∗(H) ⊂ E, such that the
following factorization holds,
Cµ = S∗S.
In particular, Cµ(E∗) = S∗(H).
Proof. The factorization is Lemma 1.1 and 1.2 in chapter III, [96]. The rest are
immediate consequences from the definition.
In Lemma 3.8, the factorization is not unique in the following sense. If there
exists another Hilbert space H˜ and an isometry U : H → H˜, then Cµ can as well
be factorized as Cµ = S˜∗S˜ with
S˜ = US : E∗ → H˜ and S˜∗ = S∗U−1 : H˜ → E∗.
We will see in the next Section 3.2, that for Gaussian measures there is a natural
choice of H. However, the factorization offers additional flexibility in terms of
calculation, see also Section 3.3.
3.2 Gaussian Measures
The Gaussianity of a random element on Banach space E is characterised by
the continuous functionals in E∗. Due to Remark 3.6, it is sufficient to consider
measures on B.
Definition 3.9 (Gaussian measure). A probability measure γ on (E,B) is called
Gaussian if, for any f ∈ E∗, the induced measure γ◦f−1 is a Gaussian distribution
on R. A random element X in E is Gaussian if its law is Gaussian.
Directly from the definition, the quantity E‖X‖p is finite for p = 1, 2. Conse-
quently m2(X) also exists. Because of Lemma 3.7, for X, its mean aγ of X is an
element of E and the mapping aγ : E∗ → E is bounded. If aγ = 0, we say it is a
centred (i.e. zero mean) Gaussian measure. In addition, the covariance operator
is given by a symmetric positive nuclear operator Cγ : E∗ → E.
As an analogy to finite-dimensional Gaussian distributions, one may conjecture
that the Gaussian measures on vector spaces are as well uniquely determined by
its mean and covariance. It turns out to be true due to the lemma below, taken
from Proposition 2.8, Chapter IV, [96].
1To be precise, it is positive semi-definite or nonnegative definite. However, we use the term
‘positive’ for brevity, and strictly positive if 〈f, Cµf〉 > 0 for any f 6= 0.
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Lemma 3.10 (Fourier transform and uniqueness of Gaussian measures). For a
Gaussian measure γ on E with mean aγ and covariance operator Cγ , its Fourier
transform is given by
γ̂(f) = exp(i f(aγ)− 1
2
〈f, Cγf〉).
As shown in Lemma 3.10, the Fourier transform of Gaussian measures only
involves the pair (aγ , Cγ). Then by Lemma 3.4, Gaussian measures are completely
determined by its mean and covariance. Henceforth, we will use the notation
NE(aγ , Cγ) to denote a Gaussian measure on E with mean aγ and covariance
operator Cγ . In addition, the following corollary is an immediate consequence of
Lemma 3.10.
Before starting investigating fine properties of the covariance structure, we
collect two celebrated inequalities demonstrating the fundamental properties of
Gaussian measures, i.e. isoperimetric inequality and exponential tail property.
For the detailed discussion, we refer to Section 3.1 in [67].
Lemma 3.11. Let the law of X be a Gaussian measure γ on a separable Banach
space E.
(i) Borell’s inequality. With σ = m2(X) given in (3.2), we have
P
(∣∣∣∣ ‖X‖−E‖X‖ ∣∣∣∣ > t) ≤ 2 exp{− t22σ2
}
.
(ii) Exponential tail (Fernique). There exists a positive constant α such that∫
E
eα‖x‖
2
γ(dx) <∞.
3.2.1 Covariance Structure
We are going to look closely on the covariance structure of a Gaussian measure
NE(αγ , Cγ). The following two subspaces of E∗ and E respectively play an im-
portant role in shaping the Gaussian covariance structure.
From the definition, ‖f‖L2(γ) is finite for all f ∈ E∗. Hence we can introduce
the following definitions.
Definition 3.12 (Reproducing kernel Hilbert space & Cameron-Martin space). For
a Gaussian measure γ on a separable Banach space E, define an embedding
J : E∗ → L2(γ), f 7→ f − aγf, (3.3)
which is continuous because of the finite moments.
(i) The reproducing kernel Hilbert space (RKHS) of the measure γ is defined as
the closure of J (E∗) in L2(γ), denoted by E∗γ , which self is a Hilbert space
equipped with L2(γ) inner product.
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(ii) The Cameron-Martin space is a subspace in E defined as
Hγ :=
{
h ∈ E : |h|Hγ<∞
}
,
where
|h|Hγ := sup
{
f(h) : f ∈ E∗, ‖J (f)‖L2(γ)≤ 1
}
. (3.4)
Remark 3.13 (Gaussian covariance operator). Consider the following extension of
the covariance operator Cγ to E∗γ ,
Kγ : E∗γ → E ⊂ (E∗)′,
(Kγf)(g) =
∫
E
f(x)[g(x)− aγg] γ(dx), f ∈ E∗γ , g ∈ E∗. (3.5)
Notice that, if γ is centred, Kγ is just the continuous extension to E∗γ by bounded
linear transform theorem (Theorem I.7, [81]). In the case of general Gaussian
measures, for any f ∈ E∗, Kγf coincides with Cγ(f − aγf) (the original one
defined in (3.1)), where f − aγf ∈ E∗γ , as elements in (E∗)
′
, although f is not
necessarily in E∗γ if aγf 6= 0. From now on, for a Gaussian measure, γ the operator
Kγ is understood as in the extension of Cγ as in (3.5).
Notice that the elements in E∗γ are centred by the mapping J . The following
lemma shows that in fact they are also Gaussian.
Lemma 3.14. Let the law of X be a Gaussian measure γ. For arbitrary f ∈ E∗γ ,
f(X) is a centred Gaussian random variable with variance
E(f(X))2 =
∫
E
f2 dγ = ‖f‖2L2(γ).
Proof. It follows from the fact that the limit of a Gaussian sequence converging
in probability is Gaussian. For the detail, see Lemma 2.2.8, [8].
The usage of the term RKHS is not consistent in literature: it may refer to
both E∗γ and Hγ . But this does not really cause any troubles in practice, as in fact
E∗γ and Hγ are almost mutually replaceable, as shown in the Lemma 3.15 below.
Lemma 3.15. Let γ be a Gaussian measure on a separable Banach space E. An
element h ∈ E belongs to Hγ if and only if h = Kγ ĥ for some functional ĥ ∈ E∗γ .
In addition,
|h|Hγ= ‖ĥ‖L2(γ). (3.6)
Consequently, Kγ : E∗γ → Hγ is an isometric isomorphism and Hγ = Kγ(E∗γ) is a
Hilbert space equipped with the inner product
〈h1, h2〉Hγ := 〈ĥ1, ĥ2〉L2(γ), (3.7)
where Kγ ĥi = hi, for i = 1, 2.
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Proof. suppose |h|Hγ<∞. Define a linear mapping
Φh : E
∗ → R, f 7→ [J f ](h).
It is well-defined, since |Φhf |≤ ‖J f‖L2(γ)|h|Hγ from the definition (3.4), which
also implies that Φh is continuous with respect to L2(γ) norm. Then by BLT
theorem (Lemma A.4), there is a continuous extension of Φh to E∗γ , denoted with
the same symbol. Consequently, by Riesz representation theorem, there exists an
element ĥ in E∗γ such that Φhf = 〈f, ĥ〉L2(γ), for all f ∈ E∗γ . In particular, for
f ∈ E∗,
f(h) = Φhf =
∫
E
(J f)ĥ dγ = f(Kγ ĥ).
Using the double dual norm (Lemma A.5), we conclude h = Kγ ĥ, and
|h|Hγ= sup{f(h) : f ∈ E∗, ‖J f‖L2(γ)≤ 1} = ‖ĥ‖L2(γ). (3.8)
Conversely, assume h = Kγ ĥ for some ĥ ∈ E∗γ . Then, for all f ∈ E∗,
|f(h)|= |〈J f, ĥ〉L2(γ)|≤ ‖J (f)‖L2(γ)‖ĥ‖L2(γ),
which implies |h|Hγ<∞.
The isometry (3.6) follows from (3.8). Since isometry implies injectivity, the
claim that Hγ equipped with (3.7) is a Hilbert space follows from Lemma A.11.
As its name implies, the Cameron-Martin space is indeed a Hilbert space. Due
to Lemma 3.15, we use the term RKHS for both Hγ and E∗γ . In most situations, it
does not lead to confusions. Otherwise, we will explicitly specify whether RKHS
is a subspace of E or E∗γ .
Known from Lemma 3.8, the covariance operator can be factorized with an
operator mapping E∗ to a Hilbert space. Again due to Lemma 3.15, a natural
choice E∗γ surfaces for the Gaussian measure γ.
Corollary 3.16 (Canonical factorization of Gaussian covariance operators). For a
Gaussian measure γ on E, its covariance operator Cγ admits the following factor-
ization Cγ = J ∗J , where J is the embedding of E∗ to E∗γ defined in (3.3), and
J ∗ = Kγ , i.e. the extension of Cγ to E∗γ given in (3.5).
The RKHS contains large information on the Gaussian measure. We present
several results with different flavours below. The proofs can be found in Section
2.4 and 3.2, [8].
Seemingly contradictory, the size of RKHS Hγ can be both small and big at
the same time.
Proposition 3.17. Let γ be a Gaussian measure on E. If dimE = ∞, then Hγ
only has zero measure, i.e. γ(Hγ) = 0. On the other hand, the topological support
of γ is the closure Hγ of Hγ in E. In particular, if γ is a nondegenerate Gaussian
measure, i.e. the topological support of γ is the whole space E, Hγ is dense in E.
Furthermore, the unit ball U(Hγ) = {h ∈ Hγ : |h|Hγ≤ 1} is compact in E, which
implies the embedding Hγ
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Gaussian measures are not so relevant to the underlying space E, but rather
determined by its RKHS, shown as follows.
Proposition 3.18. Let γ be a Gaussian measure on E. If E is continuously embed-
ded another Banach space E˜, If γ is considered to be a Gaussian measure on E˜,
the Cameron-Martin space is still Hγ . Let µ be another Gaussian measure on E.
If Hγ = Hµ and |h|Hγ= |h|Hµ for all h ∈ Hγ , then γ = µ.
The absolute continuity of measures is especially important for statistical study,
since it implies a density, which is often desirable for the construction of statistics
such as likelihood ratios, etc. For Gaussian measures, this is closely related to
RKHS. Consider a Gaussian random element X with distribution γ. The distri-
bution of the vector X + h with h ∈ E is defined by
γh(B) = γ(B − h), B ∈ B(E).
We call γh the shift of γ in the direction h. A shift is admissible if γh  γ. The
proposition below shows that Hγ is exactly the set of admissible shifts.
Proposition 3.19 (Cameron-Martin). Let γ be a Gaussian measure on E and Hγ
be its RKHS. Consider the shifted measure γh = γ(· − h).
If h ∈ Hγ , then γ ∼ γh, and the Radon-Nikodym density is given by
dγh
dγ
(x) = exp
(
ĥ(x)− 1
2
|h|2Hγ
)
, (3.9)
where Kγ ĥ = h; otherwise γ ⊥ γh.
The density (3.9) is also known as Cameron-Martin formula. Combining the
above Proposition 3.19 with Lemma 3.10, we conclude that if h ∈ Hγ , then
aγh = aγ + h.
Kullback-Leibler(KL) divergence is an important quantity used to quantify the
discrepancy between probability measures, which is defined as
DKL (P;Q) :=
∫
E
log
dP
dQ
dP, (3.10)
where P and Q are two probability measures on E. KL divergence is of great
importance to Bayesian nonparametric inference, as it is used to characterise a set
around the truth, whose probability mass has a direct implication on the contrac-
tion rate of the posterior distribution (see Section 4.3). For Gaussian measures, it
can be calculated using RKHS norm, as shown in the lemma below.
Lemma 3.20 (Kullback-Leibler divergence of Gaussian measures). Let γ be a cen-
tred Gaussian measure on E, and h, g be two elements from Hγ . Consider the
shifted measures γh = γ(· − h) and γg = γ(· − g). The KL divergence between γh
and γg is given by
DKL (γh; γg) =
1
2
|h− g|2Hγ .
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Proof. From Lemma 3.15, Kγ : E∗γ → Hγ is an isometric isomorphism. Because γ
is centred, i.e. aγ = 0, in particular we have
|f |2Hγ= ‖f̂‖2L2(γ)= 〈f̂ ,Kγ f̂〉E∗γ×Hγ .
Hence we have h = Kγ ĥ and g = Kγ ĝ. Then it follows from Proposition 3.19,
dγh
dγg
(x) =
dγh/dγ
dγg/dγ
(x) = exp
(
ĥ(x)− 1
2
|h|2Hγ−ĝ(x) +
1
2
|g|2Hγ
)
.
Consequently,
DKL (γh; γg) =
∫
E
log
dγh
dγg
dγh =
∫
E
ĥ(x)− ĝ(x) dγh − 1
2
|h|2Hγ+
1
2
|g|2Hγ
=E ĥ− E ĝ − 1
2
〈ĥ, ĥ〉L2(γ) +
1
2
〈ĝ, ĝ〉L2(γ)
=
1
2
[
〈ĥ,Kγ ĥ〉E∗γ×Hγ − 〈ĝ,Kγ ĥ〉E∗γ×Hγ + 〈ĝ,Kγ ĝ〉L2(γ)
]
=
1
2
〈ĥ− ĝ,Kγ(ĥ− ĝ)〉E∗γ×Hγ =
1
2
|h− g|2Hγ ,
where we use
∫
E
ĥ(x) dγh = E ĥ = ĥ(h) = 〈ĥ,Kγ ĥ〉E∗γ×Hγ directly from the defini-
tion.
Remark 3.21. All the results stated in Section 3.2 can be generalised to the Radon
Gaussian measures on a locally convex topological space E. See Chapter 3 in [8]
for the details. In particular, we mention that Proposition 3.19 and Lemma 3.20
remain valid with E being a locally convex topological space, e.g RN.
3.2.2 Examples
We now present several examples of Gaussian elements.
Example 3.22 (Standard Gaussian measure on RN). Let γn be the standard Gaus-
sian measures on R. Then the measure
γ =
⊗
n∈N
γn
is centred Gaussian on E = RN. Furthermore, E∗γ ' `2 and Hγ = `2. For the
proof, see Example 2.3.5 in [8].
Although at the first glance, Example 3.22 seems to be quite specific, it is the
‘only’ centred Radon Gaussian measure on locally convex spaces (in particular
Banach spaces) in the sense that there always exists an isomorphism between it
and another centred Radon Gaussian measure on a Banach space (see Theorem
3.4.4, [8]).
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Example 3.23 (Gaussian measures on Hilbert spaces). Let (H, 〈·, ·〉) be a separable
Hilbert space and we identify H∗ with H. For simplicity, we consider the zero
mean case. Let C be an covariance operator. Then by spectral theorem of self-
adjoint compact operators, there exists an orthonormal basis ϕk diagonalising C,
i.e. Cϕk = κkϕk. In particular,
∑
k κk < ∞, since C is nuclear. Due to the
diagonalisation, a Gaussian element X in H with distribution NH(0, C), admits
the representation
X =
∑
k
√
κkϕkξk,
where {ξk} is a sequence of i.i.d. NR(0, 1) random variables. This representation is
known as Karhunen-Loève expansion. Conversely, the representation also defines
a Gaussian measure on H.
Now we identify the RKHS H of γ using the canonical factorisation of C (see
Corollary 3.16). The closure of J (H∗) follows from explicit calculations,
J (H∗) = H∗γ =
{
f : f(h) = 〈f, h〉H , ‖J (f)‖2L2(γ):=
∑
k
(
√
κkfk)
2 <∞
}
.
Then, using Lemma 3.15, we obtain
Hγ =
{
h ∈ H : |h|2H=
∑
k
(
hk√
κk
)2
<∞
}
,
by applying change of variables.
Remark 3.24. A Gaussian measure on Hilbert space can be connected to a Hilbert
scale (see Section 2.2). Using the notations from the previous example, define
Λ = C−1/2 using spectral theorem on the domain Dom Λ = Hγ , which is dense in
X. Let {Hs}s∈R be the Hilbert scale generated by Λ with H0 = H. Then, we
have H1 = Hγ and H−1 = H∗γ . Furthermore, Λ−2 : H−1 → H1 is an isometric
isomorphism. In fact, Λ−2 is the extension Kγ of covariance operator C, c.f.
Lemma 3.15.
Next we consider the Gaussian measure induced by Gaussian processes. Recall
that a random process is a family {Xt}t∈T of random elements indexed a parameter
set T, defined on a common probability space (Ω,P). A process is Gaussian if
(Xt1 , · · · , Xtn) is a Rn-valued Gaussian random element, for any {t1, · · · , tn} ⊂ T.
Similar to Gaussian measures, the property of Gaussian processes are completely
determined by the expectation EXt, t ∈ T and covariance Cov(Xs, Xt), s, t ∈ T.
Example 3.25 (Classical Wiener measure). Wiener process Wt on [0, 1] is charac-
terised by
EWt = 0, Cov(Ws,Wt) = s ∧ t,
for s, t ∈ [0, 1]. It is well know that Wt is almost surely in E = C[0, 1], the
Banach space of continuous functions on [0, 1], equipped with supremum norm
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‖f‖E= sup0≤x≤1|f(x)|. The dual space E∗ is the space of sign measures of finite
variation on [0, 1], with duality given by
〈µ, f〉E∗×E :=
∫
[0,1]
f dµ.
Consider W = W(·) as a random element in E. It is obvious EW = 0. In addition,
Cov(〈µ,W 〉, 〈ν,W 〉) = E
∫
[0,1]2
W (s)W (t)µ(ds)ν(dt)
=
∫
[0,1]2
EW (s)W (t)µ(ds)ν(dt) =
∫
[0,1]2
s ∧ t µ(ds)ν(dt) = 〈µ,Kν〉,
where
(Kν)(s) =
∫
[0,1]
s ∧ t ν(dt).
It can be shown that the operator K is indeed a covariance operator for the centred
Gaussian measure on E = C[0, 1] induced by Wiener process on [0, 1].
The result in Example 3.25 can be extended to general Gaussian processes with
continuous paths as follows. Let E = C(T;R), where T is a compact metric space,
equipped with the supremum norm. Then the dual space E∗ is again given by
〈ϕµ, f〉E∗×E :=
∫
T
f dµ,
where µ is a signed measure with finite variation |µ|(E) = ‖ϕµ‖ (see Chapter 6,
[83]). For a Gaussian process Xt with EXt = a(t) and Cov(Xs, Xt) = k(s, t),
the distribution of X = X(·) is a Gaussian measure on E with expectation a and
covariance operator
(Kν)(s) =
∫
T
k(s, t) ν(dt).
Conversely, every Gaussian measure on E induces a continuous Gaussian pro-
cess on its dual space E∗.
Example 3.26 (Gaussian process induced by Gaussian measures). A Gaussian mea-
sure γ on a separable Banach space E always induces a continuous Gaussian pro-
cess on the dual space E∗. Since E is separable, the unit ball U(E∗) of its dual is
metrizable for the weak* topology on σ(E∗, E) (where E is considered as a subset
of the double dual E∗∗ of E). Denote by (zk) a weak dense sequence in U(E∗).
For x in E, we have ‖x‖ = supk|zk(x)|. Consider each f in U(E∗) as a Gaussian
random variable on (E, γ). This defines a weak* continuous Gaussian process,
since for each x in E, the map f 7→ f(x) is weak* continuous.
As usual, the situation becomes more transparent, when the underlying space
is a Hilbert space.
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Example 3.27 (Gaussian process indexed by Hilbert space). Let X be a centred
Gaussian random element on H with covariance operator C. Denote the functional
〈h, ·〉H by `h. The covariance
Cov `h(X)`g(X) = 〈h, Cg〉H = K(h, g).
Hence, {W (h) := 〈h,X〉H , h ∈ H} is a Gaussian process indexed by H with
covariance function K(h, g) = 〈h, Cg〉H . From the previous example, the process
{W (h)}h∈H is a (weak-)continuous Gaussian process on H.
3.3 Radonification of Cylindrical Measures
In this section we continue the study of the relations between Gaussian measures
and processes. We are interested in the following Gaussian process, which is of
great importance in statistics.
Definition 3.28 (Isonormal process). An isonormal process (also known white noise
process) {W (h) : h ∈ H} indexed by a Hilbert space H is a stochastic process
such that:
(i) W (h1), · · · ,W (hn) are jointly centred Gaussian for all h1, · · · , hn ∈ H;
(ii) Cov(W (h),W (g)) = 〈h, g〉H .
Analogous to Example 3.23, the isonormal process on H can be constructed
using series representation. Let {ϕk} be an orthonormal basis on H and {ξk} be
a sequence of i.i.d. NR(0, 1) random variables. Then the process
W (h) :=
∑
k
ξk〈ϕk, h〉 (3.11)
is isonormal. However, it does not induce a genuine Gaussian measure as the
covariance operator C = id is not nuclear if dimH =∞.
We are going to demonstrate that the ‘measure’ induced by an isonormal pro-
cess can be extended to a larger space such that it becomes an authentic measure,
which is known as Radonification. To show this, we first introduce the following
concepts.
The cylindrical sets in a Banach space E with its dual E∗ has the following
form
C = {x ∈ E : (f1(x), · · · , fn(x)) ∈ C0}, fi ∈ E∗,
where C0 ∈ B(Rn) is a base of C. A nonnegative additive function ν is a cylindrical
measure on E if for every continuous linear operator P : E → Rn, the set function
ν ◦ P−1 : B 7→ ν(P−1(B))
on the algebra A (E) of cylindrical sets is countably additive. Fourier transform
of a cylindrical measure ν is defined similarly to the one of measures,
ν̂(f) =
∫
R
ei t ν ◦ f−1(dt), f ∈ E∗.
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Now we see that an isonormal process from Definition 3.28 induces a cylindrical
Gaussian measure.
Example 3.29 (Cylindrical Gaussian measure on Hilbert space). Let H be an
infinite dimensional separable Hilbert space. For all cylindrical sets C in the form
C = P−1(C0), where P is an orthogonal projection onto a n-dimensional subspace
En of E, define
ν(C) = γn(C0),
where γn is the standard Gaussian measure on En (identified with Rn). The
set function ν is called the canonical cylindrical Gaussian measure on E, whose
Fourier transform is
ν̂(f) = e−
1
2‖f‖2H .
It is straightforward from the definition that an isonormal process induces ν on
E.
We recall a general result on radonification of Gaussian measures, known as
Sazonov’s theorem (see Theorem 3.4, [13]).
Theorem 3.30 (Sazonov). Let H,G be two Hilbert space and ν be the canoni-
cal cylindrical Gaussian measure on H. A bounded operator T : H → G is γ-
radonifying if the push forward ν ◦ T −1 on G is a genuine Gaussian measure. We
have, T : H → G is γ-radonifying if and only if T is a Hilbert-Schmidt operator.
We outline one application of Theorem 3.30 to diagonalisable operators. The
main motivation for this is to cover the white noise. A bounded operator Q :
H → H is called diagonalisable, if with an orthonormal basis {ϕk}k∈N for H, for
all f ∈ H,
Qf =
∑
k∈N
qkfkϕk with fk = 〈f, ϕk〉H .
Let Q : H → H be a self-adjoint, positive definite, and diagonalisable operator on
H with a basis {ϕk}k∈N. If Q is of trace class, i.e.∑
k∈N
〈Qϕk, ϕk〉H =
∑
k∈N
‖Q1/2ϕk‖2H<∞,
it is the covariance of a centred Gaussian measure. On the other hand, if Q is
not of trace class, i.e.
∑
k∈N qk = ∞, it cannot be the covariance of a Gaussian
distribution on H. However, as in Example 3.27, it defines a centred Gaussian
process {W (h) : h ∈ H} with covariance function
Cov(W (h),W (g)) = 〈h,Qg〉H .
Denote
H = Q1/2(H) =
{
f =
∑
k
fkϕk : |f |H:= ‖Q−1/2f‖H<∞
}
,
which is a Hilbert space with the inner product 〈·, ·〉H = 〈Q−1/2·,Q−1/2·〉H (by
Lemma A.11). By restricting the previous process to H, the new process {W (h) :
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h ∈ H} is isonormal on H, whose distribution is equivalent to the cylindrical
measure on H.
Notice that {ek = Q1/2ϕk : k ∈ N} forms a complete orthonormal basis of H.
Introduce an inner product 〈·, ·〉X on H such that,
〈ej , ek〉X := wjwkδjk,
where the weights {wk}k∈N satisfy
∑
k∈N w
2
k <∞ and δjk is the Kronecker delta.
For example, any sequence of weights that converges to zero faster than a square
root rate, i.e. wk  k−1/2 as k goes to infinity, satisfies the previous condition of
summability. Let X be the closure of H under the norm introduced by the inner
product above. Then the embedding ι : H ↪→ X is Hilbert-Schmidt. Further-
more, because Q is diagonalised with {ϕk}, it is easy to examine that H ⊂ X.
Consequently, by Theorem 3.30, there is a centred Gaussian measure with the
covariance operator ιQι∗ on X, with the Cameron-Martin space H. In particular,
the technique discussed above is applicable to the white noise. Moreover, since
the identity operator is diagonalisable with any orthonormal basis, we have the
freedom to choose the most convenient one to work with.
Example 3.31 (White noise process). Let H = L2(D) with a bounded domain
D ⊂ Rd. Let ξ : D → R be a Gaussian process such that E ξ(s)ξ(t) = δ(s − t),
where δ is the Dirac delta function. Let 〈ξ, u〉 := ∫
D
ξ(s)u(s) ds, where ξ(s)ds is
understood in the distributional sense. We have
E〈ξ, u〉〈ξ, v〉 =
∫
D
∫
D
u(s)v(t)E[ξ(s)ξ(t)] dsdt =
∫
D
u(t)v(t) dt = 〈u, v〉L2 ,
for u, v ∈ L2(D). Therefore, the Gaussian process ξ is isonormal on L2(D). By
the results in this section, while ξ is not a L2-valued Gaussian process, it can be
realised in a space G such that the embedding of L2(D) to G is Hilbert-Schmidt,
and the stochastic integral
∫
D
ξ(t)f(t) dt is well-defined. In particular,∫
D
ξ(s)1{si≤ti:1≤i≤d} ds1 · · · dsd =
∏
i≤d
ti
and
E〈ξ,1{r≤s}〉〈ξ,1{r≤t}〉 =
∏
i≤d
si ∧ ti.
Consequently,
∫ t
0
ξ(s) ds is the Brownian sheet, which is often stated as white noise
is the (distributional) derivative of Brownian motion. See also Section 4.1.5 in [23].
3.4 Notes
For a systematic (and more general) treatment on Gaussian measures, we refer
to [8]. Radonification of a cylindrical Gaussian measure can also be stated in the
framework of nuclear spaces, in which Minlos’ theorem is used as the major tool,
see [47]. The fields of white noise analysis, generalised stochastic processes were
originated from this approach. A closely related object is the abstract Wiener
space, see [74] for details.
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Chapter 4
Bayesian Nonparametrics for Gaussian
Linear Models
In this chapter, we survey some basic facts of Bayesian nonparametrics, retrieved
from [35]. In addition, we present a general contraction results for the Gaussian
linear model with a transformed drift.
4.1 Bayesian Nonparametrics
4.1.1 Bayes’ Rule
As mentioned in Section 1.3, Bayes’ rule on infinite-dimensional spaces requires
special care on measurability concerns. In this section, we sketch Bayes’ rule in
infinite-dimensional spaces. For more details, see Section 1.3 in [35].
The Bayesian procedure can be described in the following steps. First, the
statistician seeks for a prior distribution Π to apply on the parameter space (Θ,S ),
where S is a σ-algebra. Then, given θ, each element Pθ in the statistical model
{Pθ : θ ∈ Θ} becomes a regular conditional distribution on the sample space
(X,X ). That means, the mapping Θ ×X 3 (θ,A) 7→ Pθ(A) ∈ [0, 1] is a (proba-
bility) kernel from Θ to X, i.e.
(i) with fixed θ, A 7→ Pθ(A) is a probability measure on X,
(ii) and with fixed A, θ 7→ Pθ(A) is S -measurable.
Therefore, the pair (X, θ) has a well-defined joint distribution
P(X ∈ A, θ ∈ B) =
∫
B
Pθ(A) dΠ(θ)
on the product space (X × Θ,X × S ). Consequently, the (Bayesian) marginal
distribution of X is given by
P(A) =
∫
Pθ(A) dΠ(θ), A ∈X ,
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and the posterior distribution, the conditional distribution of θ given X, is
Π(B | X) = P(θ ∈ B | X), B ∈ S .
Remark 4.1. The posterior distribution is always well-defined, by Kolmogorov’s
definition. That means, Π(θ | X) is a measurable function of X such that, for
a fixed B ∈ S and any A ∈ X , E[Π(θ | X)1{X ∈ A}] = P(X ∈ A, θ ∈ B).
However, to obtain a regular version of the conditional distribution, the size of
the space (Θ,S ) cannot be too big. One sufficient condition is that Θ is a Polish
space, i.e. a complete separable metric space, and S is the Borel σ-algebra.
It is noteworthy that the posterior distribution Π(· |X) is unique up to null sets
under the Bayesian marginal distribution. For a faithful Bayesian, this does not
cause any problems, since it is believed that the Bayesian marginal distribution
generates the data. However, in the case that the Bayesian framework is treated
as an inference method, a ‘true’ distribution P0 generating the data X is not
necessary identical to the Bayesian marginal distribution, and hence they do not
have the same null sets. This phenomenon leads to indefiniteness of the posterior
distribution. The pathological circumstance above is related to misspecification
and can be excluded by the following condition,
P0 
∫
Pθ dΠ(θ).
When the statistical model E = {Pθ : θ ∈ Θ} is dominated by a σ-finite
measure µ, the Radon-Nikodym derivative provides densities pθ related to the
dominating measure µ such that (x, θ) 7→ pθ(x) is measurable. Then, the density
version of Bayes’ formula is given by
Π(B | X) =
∫
B
pθ(X) dΠ(θ)∫
pθ(X) dΠ(θ)
. (4.1)
4.1.2 Bayesian Asymptotics
For a given Bayesian inferential procedure, i.e. estimating a parameter using
the posterior distribution generated by Bayes’ rule and a prior on the parameter
space, its statistical performance can be evaluated in the asymptotic framework.
Specifically, the following frequentist concepts are used to characterise posteriors.
For a sequence of experiments E = {X(n),X (n),P(n)θ : θ ∈ Θ}, consider a
prior Π on the Borel-algebra B(Θ), and fix a version Πn(· | X(n)) of its posterior
distribution, i.e. any given choice of a regular condition distribution of θ given
X(n) (see Remark 4.1), which is referred to as the posterior.
The asymptotic consistency for Bayesian procedures is defined as follows.
Definition 4.2 (Consistency). The posterior Πn(· | X(n)) is (weakly) consistent at
θ0 ∈ Θ if, for every neighbourhood U of θ0, in P(n)θ0 probability,
Πn(U
c | X(n))→ 0, as n→∞,
and it is strongly consistent if the convergence above is P(n)θ0 -almost surely.
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The concept of contraction is useful for quantifying the speed that the posterior
concentrates around the truth.
Definition 4.3 (Contraction rate). Suppose that the parameter space Θ is equipped
with a pseudo-metric d(·, ·). A sequence εn is a posterior contraction rate at the
parameter θ0 if
Πn
(
θ : d(θ, θ0) ≥Mnεn | X(n)
)
→ 0, as n→∞,
in P(n)θ0 , for arbitrarily slow Mn →∞.
Definition 4.3 requires some clarifications. First, the sequence εn is a rate
rather than the rate, since any sequence decreasing slower also satisfies the defi-
nition. Certainly the fastest decaying sequence εn is of interest, but it may not
be tractable in general. Therefore, εn is actually an upper bound for a targeted
rate,but we will refer to it as the rate, with an abuse of terminology. In addition,
due to the inaccessibility of minimal rates, we are satisfied with the result that
the contraction rates are comparable (matching or close to) some benchmarks, for
which a frequently used example is the optimal rate in minimax sense.
For statistical models in infinite-dimensional spaces, it is often the case that
the unbounded sequence Mn can be replaced by a sufficiently large constant M ,
which gives a slightly stronger result. On the other hand, for parametric models,
the unboundedness is required in order to obtain the regular rate n−1/2. In this
thesis, in all chapters we consider the strong version of Definition 4.3, i.e. M being
a fixed constant, except in Chapter 7.
Some point estimators naturally emerge from the posterior distribution. An
example is the centre of the smallest ball containing at least posterior mass 1/2.
Another one is the posterior mean. For further details, see Section 8.1 in [35].
In the Bayesian approach, credible sets are used to quantify uncertainty, whose
counterpart in frequentist framework is confidence regions.
Definition 4.4 (Credible set). Fix a constant 1− γ ∈ (0, 1). A subset Cn(X(n)) of
Θ is a credible set for θ of credibility level 1− γ if
Πn
(
θ ∈ Cn(X(n)) | X(n)
)
≥ 1− γ,
and the frequentist coverage of credible sets is given by
Pθ
(
θ ∈ Cn(X(n))
)
.
It is logical to consider the sets capturing most of the posterior mass while
retaining a reasonable size at the same time. For example, if the posterior is
unimodal, a ball centred at its mode can be considered as a credible set. Credibility
is not the main focus of this thesis, but we will touch it in Chapter 7.
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4.2 Gaussian Linear Models
In Section 1.2, we have already mentioned the following model,
X(n) = A(n)θ + ξ(n).
In this section, we formally define the model, using the elements introduced in
Chapters 2 and 3.
There are two components in the model: the transformed signal A(n)θ and
the noise ξ(n), and our interest is the original signal θ. Different combinations of
A(n) and ξ(n) leads to separate models. The choice of A highly depends on the
problem under investigation. In Part II, A is a forward mapping with smoothing
property, related to inverse problems, and in Part III, two items from the solution
mapping of evolution equations are represented as A. In the present chapter, we
only assume that A : Θ → G is a bounded linear operator, from the parameter
space Θ to another Hilbert space G, both of which are separable, and our focus is
on the interpretation of noise. We are going to discuss two types of noise related
to different observation schemes.
4.2.1 Continuous Observation
We consider the following Gaussian linear model with continuous observations.
For n ∈ N, let
A(n) = A and ξ(n) = 1√
n
ξ,
i.e.
X(n) = Aθ + 1√
n
ξ. (4.2)
The forward operator is independent of the experiment sequence, while the noise
ξ(n) is a fixed Gaussian element ξ scaled by 1/
√
n, representing more information
collected as n → ∞. The observation is called continuous if we record the entire
signal Aθ in G with noise ξ. Using the duality structure of Hilbert space G, the
complete signal trajectory Aθ is equivalent to (〈Aθ, g〉G : g ∈ G). Concerning
the noise, the conventional framework in statistics is Gaussian processes indexed
by space G, which will be illustrated below. We conclude the discussion with a
formula of the Kullback-Leibler distance between two observations with different
signals Aθ.
In our measurement model the observation X(n) will be a stochastic process
(X(n)(w) : w ∈ G) such that
X(n)(w) = 〈Aθ, w〉G + 1√
n
ξ(w), w ∈ G, (4.3)
where ξ = (ξ(w) : w ∈ G) is a Gaussian process defined as follows. Let Q : G→ G
be a bounded self-adjoint positive-definite operator. With the inner product 〈·, ·〉G
and norm ‖·‖G on G, we consider the noise ξ to be a Gaussian process indexed
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by the Hilbert space G such that, for every h, g ∈ G, ξ(h) is Gaussian with zero
mean, i.e. E ξ(h) = 0, and
E ξ(h)ξ(g) = 〈h,Qg〉G. (4.4)
By abuse of notation, we also call Q the covariance operator of the Gaussian
process ξ.
The processes X(n) and ξ are viewed as measurable maps in the sample space
RG, with its product σ-field. Statistical sufficiency considerations show that the
observation can also be reduced to the vector (X(n)(w1), X(n)(w2), . . .), which
takes values in the sample space RN, for any orthonormal basis (wi)i∈N of G. The
coordinates X(n)(wi) of this vector are random variables with normal distributions
such that
EX(n)(wi) = 〈Aθ, wi〉G, E
(
X(n)(wi)
)2
=
1
n
‖Q1/2wi‖2G,
with covariance Cov
(
X(n)(wi), X
(n)(wj)
)
= 〈wi,Qwj〉G given by (4.4). If the
basis (wi)i∈N is also orthogonal with respect to the inner product induced by Q,
i.e. 〈wi,Qwj〉G = 0 if i 6= j, then the variables ξ(w1), ξ(w2), . . . are stochastically
independent normal variables. In this case, (X(n)(w1), X(n)(w2), . . .) is known as
the Gaussian sequence model in statistics, albeit presently the ‘drift function’ Aθ
involves the operator A. See [11, 50] and references therein. In the rest of this
thesis, we will consider the following cases.
(i) In Part II, Q = id on G. ξ is an isonormal process on G and cannot be
realised as a proper element of G. However, (4.3) makes perfect sense and
(4.4) corresponds to E ξ(h)ξ(g) = 〈h, g〉G, the defining equation of isonormal
process. We take G = id(G).
(ii) In Part III, Q 6= id on G. The covariance structure of ξ is characterised by
Q. If Q is of trace class, then ξ induces a centred Gaussian measure on G,
whose RKHS is G = Q1/2(G) equipped with norm |h|G= ‖Q−1/2h‖G. Con-
sequently, (4.2) defines a Borel mapping X(n) into G, and the interpretation
X(n)(g) = 〈X(n), g〉G leads to (4.3). Otherwise, if Q is not of trace class, the
same argument from the white noise case applies.
In both cases, the law of X(n) is dominated by ξ/
√
n is equivalent to Aθ ∈
Q1/2(G) = G. So we assume RanA ⊂ Ran(Q1/2). Moreover, the Kullback-
Leibler distance is given in the lemmas below. For the proper Gaussian case, it is
a direct consequence of Lemma 3.20.
Lemma 4.5. Let ξ be a proper centred Gaussian on a Hilbert space G with G being
the RKHS. Let γg1 , γg2 be the law of
X1 = g1 + ξ and X2 = g2 + ξ
respectively. Then, we have
Eg1
[
log
dγg1
dγg2
]
=
1
2
‖g1 − g2‖2G and Varg1
[
log
dγg1
dγg2
]
= ‖g1 − g2‖2G,
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where the subscript g1 denotes that the integrals are calculated with respect to
measure γg1 .
For the white noise case, it requires more elaboration. We consider the obser-
vations in the sequence model.
Lemma 4.6. For θ = (θ1, θ2, . . .) let Pθ be the distribution of the random element
(Z1 + θ1, Z2 + θ2, . . .) in R∞ for Z1, Z2 . . . i.i.d. mean-zero normal variables with
variance σ2. If θ ∈ `2, then Pθ is absolutely continuous relative to P0 with log
likelihood
log
dPθ
dP0
(X1, X2, . . .) =
1
σ2
∞∑
i=1
θiXi − 1
2σ2
∞∑
i=1
θ2i ,
where the first series converges almost surely and in second mean. The expectation
and variance of this variable are
Eθ
[
log
dPθ
dP0
]
=
1
2σ2
∞∑
i=1
θ2i and Varθ
[
log
dPθ
dP0
]
=
1
σ2
∞∑
i=1
θ2i .
Proof. That the series converges in L2 is clear from the fact that θ ∈ `2; the almost
sure convergence next follows from the Itô-Nisio theorem. The expectation and
variance of the right side are easy to compute as limits.
Write Σ∞ for the right side of the display, and Σn for the expression obtained
by replacing the infinite sums by the sums from 1 to n. Thus Σn → Σ∞ almost
surely. Since E0 e2Σn = e
∑n
i=1 θ
2
i /σ
2
is uniformly bounded in n, it follows that eΣn
is uniformly integrable and hence converges in mean to eΣ∞ . In particular, the
mean of the latter variable is 1, the mean of the former variables.
It follows that the Borel measure on R∞ defined by B 7→ E0 1B(X)eΣ∞ is a
probability measure. For every Borel set B it is the limit of E0 1B(X)eΣn , which
is Pθ(B) if B depends only on the first n coordinates, as eΣn is the density of the
distribution of (Z1 + θ1, . . . , Zn + θn) with respect to its distribution at θ = 0.
Since the Borel σ-field on R∞ is generated by the algebra of all cylinder sets, it
follows that Pθ and the measure B 7→ E0 1B(X)eΣ∞ agree.
Recall that a bounded operator Q : H → H is called diagonalisable, if with an
orthonormal basis {ϕk}k∈N for H, for all f ∈ H,
Qf =
∑
k∈N
qkfkϕk with fk = 〈f, ϕk〉H .
The last result can be easily extended to the case of diagonalisable operators.
Corollary 4.7. Let Zk in Lemma 4.6 be independent mean-zero normal variables
with variance σ2k such that supk σk <∞. Then, the same result holds with
log
dPθ
dP0
(X1, X2, . . .) =
∞∑
i=1
θi
σ2i
Xi − 1
2
∞∑
i=1
θ2i
σ2i
,
and
Eθ
[
log
dPθ
dP0
]
=
1
2
∞∑
i=1
θ2i
σ2i
and Varθ
[
log
dPθ
dP0
]
=
∞∑
i=1
θ2i
σ2i
.
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4.2.2 Discrete Observation
In practice, it is rare that complete information can be acquired from measure-
ments, and only partial observations can be gathered. It is often designated by
a natural number n, representing the amount of observations having been made.
We consider the following type of partial observation. Let G be the space L2(D)
of square integrable functions on a bounded domain D ⊂ Rd with d ∈ N. Instead
of observing the entire trajectory of Aθ in G, we observe the process at the design
points, a set Dn = {xi}i≤n ⊂ D. To formalise the description, let
A(n) = E(n)A, ξ(n) = (zi)i≤n,
where E(n) : G → Rn is the evaluation operator at design points, and (zi)i≤n is
the standard Gaussian in Rn. The observation X(n) is a random vector (Xi)i≤n
in Rn, with the coordinates given by
Xi = (Aθ)(xi) + zi, i = 1, · · · , n,
where zi are i.i.d standard Gaussian variables.
In literature (e.g. [42]), the majority of discrete observations refers to the afore-
mentioned type. While, less frequently, it may address the continuous observations
being truncated, e.g. only the first n entries of the infinite vector (X(n)(wk))k∈N.
We do not follow this convention, but it is often equivalent to the discrete observa-
tions at design points, with regularity assumptions on the signal Aθ. For example,
in Section 8.1, we will also present a concrete construction that the observation at
design points implies the truncated continuous observation.
Connection to white noise model
We are going to give some heuristics to link the regression to the white noise
model. Since only the observation is relevant, the shorthand notation g = Aθ
is used. We assume that there exists a partition {Di : 1 ≤ i ≤ n} of D such
that the subdomains are mutually disjoint and of equal volume volDi ' 1/n, and
furthermore each subdomain Di contains only one design point xi.
The observations in white noise can be reduced to the projections on a or-
thonormal basis {vk}k∈N of L2(D). If the basis functions are continuous as well
as the drift function g, the projection can be approximated by the Riemann sum-
mation, ∫
D
g(x)v(x) dx ≈
n∑
i=1
g(xi)v(xi) volDi.
Recall volDi ' 1/n. By plugging in the noisy observations from regression, the
noise is
n∑
i=1
zi
v(xi)
n
∼ NR
(
0,
1
n
n∑
i=1
v(xi)
2 volDi
)
.
On the other hand, from Example 3.31,
1√
n
ξ(v) =
1√
n
∫
D
ξ(t)v(t) dt ∼ NR
(
0,
1
n
∫
D
v(x)2 dt
)
.
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Both of the noises are centred and their variances are asymptotically equal.
Remark 4.8 (Continuity). It is noteworthy that the assumption on the continuity
of both drift g and the test function v is crucial. As we will see in the subsequent
Chapter 7 and Chapter 8, the drift Af needs to possess certain smoothness, which
corresponds to the minimal requirement on securing continuity.
The heuristics above shows that the regression model converges to the contin-
uous model in a certain sense, while more data are gathered. However, conversely,
the point evaluations of white noise model does not lead to a regression model.
This is because point evaluation is only defined for continuous functions, but the
while noise ξ is only distribution-valued (see Example 3.31). One cannot talk
about the values of ξ evaluated at points.
4.3 Bayesian Contraction for Gaussian Linear Models
In this section we present a general theorem on the posterior contraction for linear
problems in the following form. First we introduce the smoothness class. Let
(Θ, 〈·, ·〉) be a separable Hilbert space. Given a set S in a finite dimensional
ordered space (e.g. Rm, m ∈ N), assume that there exists a smoothness scale
{Θs, 〈·, ·〉s}s∈S with Θ0 = Θ, such that for s < t, the induced norm ‖·‖t is strictly
stronger than ‖·‖s and Θt ⊂ Θs. We consider the observation scheme as introduced
in Section 4.2.1, a transform Aθ of θ in G with Gaussian process ξ indexed by G,
X(n) = Aθ + 1√
n
ξ. (4.5)
Let ξ be a centred Gaussian process indexed by a separable Hilbert space G with
covariance operator Q. Assume that A : Θ → G is a bounded linear operator
satisfying
RanA ⊂ H := Q1/2(G),
whereH is a Hilbert space equipped with the induced inner product (see Lemma A.11),
〈·, ·〉H := 〈Q−1/2·,Q−1/2·〉G.
We will only consider the non-degenerate case, i.e. H is dense in G. To link the
spaces G and Θ, we introduce the following assumption.
Assumption 4.9. The family {Rn}n∈N of linear reconstruction operatorsRn : H→
Θ satisfies the following properties.
(i) With jn →∞, let {Wjn}n∈N be a sequence of subspaces of G such that, for
all n ∈ N,
dimWjn = jn, Wjn ⊂Wjn+1 , Wjn ∈ H,
and the kernel (i.e. the null space) of Rn is W⊥jn .
(ii) Let ρn be a monotonically nondecreasing sequence which may go to infinity
as n→∞. Rn satisfies
‖Rn‖G;Θ' ρn. (4.6)
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(iii) For s ∈ S, let {δ(jn, s)}s∈I be a family of monotonically decreasing functions
such that δ(jn, s) ↓ 0 as n→∞, for all s ∈ S. We assume
‖RnAθ − θ‖Θ≤ δ(jn, s)‖θ‖s (4.7)
holds, for θ ∈ Θs, s ∈ S.
We form the posterior distribution Πn(· | X(n)) as in (4.1), given a prior Πn on
the space Θ = Θ0 and an observation X(n), whose conditional distribution given
θ is determined by the model (4.5). We study this random distribution under the
assumption that X(n) follows the model (4.5) for a given ‘true’ function θ = θ0,
which we assume to be an element of Θβ in a given smoothness class (Θs)s∈S.
The result is based on an extension of the testing approach of [35] to the
parameter inference of (4.5). The recovery problem is handled with the help of
the reconstruction family from Assumption 4.9. We note that the reconstruction
family only appears as a tool to state and derive a posterior contraction rate. In
our context it does not enter into the solution of the linear problem, which is
achieved through the Bayesian method.
Clearly the reconstructed signal θ(n) = RnAθ is an approximation to θ, which
will be better for increasing n, but increasingly complex, when ρn is unbounded.
The following theorem uses ρn that balances approximation to complexity, where
the complexity is implicitly determined by a testing criterion.
Theorem 4.10. Assume θ0 ∈ Θβ with β ∈ Rm+ such that AΘβ ⊂ H.
For εn ↓ 0 such that nε2n →∞, suppose Assumption 4.9 holds with
jn ≤ cnε2n, (4.8)
where c is a positive constant. In addition, for ηn ≥ εn, assume
ηn ≥ ρnεn, (4.9)
ηn ≥ δ(jn, β). (4.10)
Let θ(n) denote a reconstruction estimator RnAθ to θ. Consider prior proba-
bility distributions Π on Θ satisfying
Π(θ : Aθ ∈ H) = 1, (4.11)
Π(θ : ‖Aθ −Aθ0‖H< εn) ≥ e−nε2n , (4.12)
Π(θ : ‖θ(n) − θ‖0> ηn) ≤ e−4nε2n . (4.13)
Then the posterior distribution in the model (4.5) contracts at the rate ηn at θ0,
i.e. for a sufficiently large constant M we have Πn(θ : ‖θ−θ‖0> Mηn | X(n))→ 0,
in probability under the law of X(n) given by (4.5) with θ = θ0.
The conditions in Theorem 4.10 deserve some explanations.
The desirable structure of priors is characterised by eqs. (4.11) to (4.13). Since
we only consider dominated models in Gaussian noise, (4.11) assures the validity
of the density version (4.1) of Bayes’ formula. (4.12) is the prior mass condition,
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that is, a set around the truth should have sufficient probability mass at most
exponentially decay with nε2n. The last condition (4.13) states a requirement
on the prior related to the testing approach via the constructed signals. It says
that the prior mass on a set, whose elements, even without noise, cannot be
accurately reconstructed quantified by ηn, should have prior mass upper bounded
by a negative exponential of nε2n.
The final contraction rate is determined with the constraints eqs. (4.8) to (4.10).
The first (4.8) can be interpreted as a consideration that the reconstruction should
be capped by the available information, indicated by nε2n. The second constraint
(4.9) shows the cost to recover the original signal θ from the transform A, and
the last one (4.10) simply states the fact that the rate cannot be faster than the
recovery rate for noiseless signals.
We conclude this section with proving the main theorem of this section.
Proof of Theorem 4.10. Using Lemma 4.5, Lemma 4.6, and Corollary 4.7 from
Section 4.2.1, the Kullback-Leibler divergence and variation between the distribu-
tions of X(n) under two functions θ and θ0 are
n‖Aθ −Aθ0‖2H/2 and n‖Aθ −Aθ0‖2H.
Therefore the neighbourhoods Bn,2(θ0, ε) in (8.19) of [35] contain the ball {θ ∈
Θ : ‖Aθ −Aθ0‖H≤ ε}. By assumption (4.12) this has prior mass at least e−nε2n .
Because the quotient of the left sides of (4.12) and (4.13) is o(e−2nε
2
n), the
posterior probability of the set {f : ‖θ(n)−θ‖0> ηn} tends to zero, by Theorem 8.20
in [35].
By a variation of Theorem 8.22 in [35] it is now sufficient to show the existence
of tests τn such that, for some M > 0,
P(n)θ0 τn → 0, sup
θ:‖θ−θ0‖0>Mηn,
‖θ(n)−θ‖0≤ηn
P(n)θ (1− τn) ≤ e−4nε
2
n .
Indeed, in the case that the prior mass condition (8.20) in Theorem 8.22 of
[35] can be strengthened to (8.22), as is the case in our setup in view of (4.12),
it suffices to verify (8.24) only for a single value of j. Furthermore, we can apply
Theorem 8.22 with the metrics dn(x, y) = ‖x − y‖0εn/ηn in order to reduce the
restriction dn(θ, θn,0) > Mεn to ‖θ − θ0‖0> Mηn.
Let {ek}k≤jn be an G-orthonormal basis of Wjn , and denote the G-orthogonal
projection onto Wjn by
Pjn : G→Wjn ⊂ H.
By slight abuse of notation, define the projection Pjn of process ξ onto Wjn by
Pjnξ :=
∑
i≤jn
ξ(ek)ek,
where ξ(ek) is a zero-mean Gaussian random variable with covariance 〈ek,Qek〉G.
Pjnξ is a proper Gaussian element in the finite-dimensional space Wjn , because
58
4.3. Bayesian Contraction for Gaussian Linear Models
each ξ(ek) is Gaussian. Furthermore, notice that for any u, v ∈ H,
E〈Pjnξ, u〉〈Pjnξ, v〉 =E
∑
k≤jn
ξ(ek)〈u, ek〉
∑
l≤jn
ξ(el)〈v, el〉

=
∑
k,l≤jn
〈u, ek〉〈v, el〉〈ek,Qel〉G
=〈Pnu,QPnv〉G.
Since Pn = P∗n, Pjnξ is a centred Gaussian with covariance PjnQP∗jn . Thus, the
following expression makes sense,
PjnX(n) = PjnAθ +
1√
n
Pjnξ.
Besides, because of the first property in Assumption 4.9, we have
f (n) = RnAf = Rn ◦ PjnAf, ∀f ∈ Θ.
Now we claim that
Rn ◦ PjnX(n) = θ(n) +
1√
n
Rn ◦ Pjnξ (4.14)
is a well-defined Gaussian random element in Θ. It suffices to show the noise
Rn ◦ Pjnξ is a proper random element in Θ. Denote Rn ◦ Pjn by R̂n. Since
E‖R̂nξ‖2Θ = Trace(RnPjnQPjnR∗n) = Trace
[
(RnPjnQ1/2)(RnPjnQ1/2)∗
]
=‖RnPjnQ1/2‖2HS=
∑
k≤jn
‖RnPjnQ1/2ek‖2≤ ‖Rn‖2
∑
k≤jn
‖Pjn(Q1/2ek)‖2
.jnρ2n,
where we use the properties of Schatten norms (see Proposition A.19 and Proposi-
tion A.20), and the fact that ‖Pjn(Q1/2ek)‖≤ ‖Q1/2ek‖G≤ ‖Q1/2‖. The preceding
inequality shows that R̂nX(n) is indeed a proper random element in Θ. In addi-
tion, the weak second moment of the variable R̂nξ is
sup
‖θ‖0≤1
E〈θ, R̂nξ〉2Θ = sup‖θ‖0≤1
〈θ,RnPjnQPjnR∗nθ〉Θ
= sup
‖θ‖0≤1
‖Q1/2PjnR∗nθ‖2G= ‖Q1/2PjnR∗n‖2Θ;G
=‖RnPjnQ1/2‖2G;Θ= ‖Rn‖2G;Θ‖PjnQ1/2‖2' ρ2n,
where the last inequality follows from the boundedness of Pjn and Q1/2, and
Assumption 4.9.
The first inequality shows that the first moment E‖R̂nξ‖0 of the variable
‖R̂nξ‖0 is bounded above by
√
jnρn. By Borell’s inequality (see Lemma 3.11),
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applied to the Gaussian random variable R̂nξ in Θ0, we see that there exist posi-
tive constants a and b such that, for every t > 0,
P
(
‖R̂nξ‖0> t+ a
√
jnρn
)
≤ e−bt2/ρ2n .
With t = 2
√
nηn/
√
b, for ηn and εn satisfying (4.9) and (4.10) this yields, for some
a1 > 0,
P
(
‖R̂nξ‖0> a1
√
nηn
)
≤ e−4nε2n . (4.15)
We apply this to bound the error probabilities of the tests
τn = 1{‖R̂nX(n) − θ0‖0≥M0ηn}, (4.16)
where M0 is a given constant, to be determined.
Under θ0, the decomposition (4.14) is valid with θ = θ0, and hence R̂nX(n) −
θ0 = n
−1/2R̂nξ+θ(n)0 −θ0. By the triangle inequality it follows that τn = 1 implies
that n−1/2‖R̂nξ‖0≥M0ηn − ‖θ(n)0 − θ0‖0. By (4.7), the assumption that f0 ∈ Hβ
implies that ‖θ(n)0 − θ0‖0≤M1δ(jn, β), for some M1, which is further bounded by
M1ηn, by assumption (4.10). Hence the probability of an error of the first kind
satisfies
P(n)θ0 τn ≤ P
( 1√
n
‖R̂nξ‖0≥ (M0 −M1)ηn
)
.
For M0 −M1 > a1, the right side is bounded by e−4nε2n , by (4.15).
Under θ the decomposition (4.14) gives that R̂nX(n) − θ0 = n−1/2R̂nξ +
θ(n) − θ0. By the triangle inequality τn = 0 implies that n−1/2‖R̂nξ‖0≥ ‖θ(n) −
θ0‖0−M0ηn. For θ such that ‖θ − θ0‖0> Mηn and ‖θ − θ(n)‖0≤ ηn, we have
‖θ(n) − θ0‖0≥ (M − 1)ηn. Hence the probability of an error of the second kind
satisfies
P(n)θ (1− τn) ≤ P
( 1√
n
‖R̂nξ‖0≥ (M − 1−M0)ηn
)
,
For M − 1−M0 > a1, this is bounded by e−4nε2n , by (4.15).
We can first choose M0 large enough so that M0−M1 > a1, and next M large
enough so that M − 1−M0 > a1, to finish the proof.
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Part II
Inverse Problems

In Part II, under the Bayesian framework, we study the statistical linear inverse
problem, i.e. the Gaussian linear model of the following form,
Y (n) = A(n)f + ξ(n),
where the operator A(n) has no bounded inverse. The investigation is conducted
focusing on the following aspects. First, we study the problem in a general frame-
work, which in particular covers the singular value decomposition framework1.
Second, we are interested in a unified evaluation procedure for the posterior con-
traction of priors, both conjugate and non-conjugate. Lastly, we consider the
inference of inverse problems with discrete observations.
This part is organised as follows. In Chapter 5, we formulate the inverse
problem in the smoothness scales from Chapter 2. In particular, we introduce the
Galerkin projection method, which serves as an important tool in demonstrating
posterior contractions. After the problem has been properly stated, in Chapter 6
we study the continuous model contaminated by the white noise, in which the
posterior contractions are obtained using a variant of the general testing approach
(Theorem 4.10), without invoking any conjugacy. The rest of the chapters in
this part tackle the inverse problem with discrete observations from two angles.
Chapter 7 utilises the Gaussian conjugacy in linear models to study the posterior
performance, and Chapter 8 extends the results obtained in Chapter 6 to the
regression model.
1See the discussion in Section 5.4 and the definition in Section 7.1.
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Chapter 5
Linear Inverse Problems
5.1 Introduction
In a statistical inverse problem one observes a noisy version of a transformed signal
Af and wishes to recover the unknown parameter f . In Part II, we consider linear
inverse problems with different observation schemes. The continuously observed
model is the white noise model in the given form,
Y (n) = Af + 1√
n
ξ, (5.1)
where A : H → G is a known bounded linear operator between separable Hilbert
spaces H and G, and ξ is a stochastic ‘noise’ process, which is multiplied by the
scalar ‘noise level’ n−1/2. The white noise model represents a limiting case (in an
appropriate sense) of the inverse regression model
Yi = (Af)(xi) + zi, i = 1, · · · , n, (5.2)
where zi are independent standard normal random variables. Insights gained in
inverse problems in the white noise model shed light on the behaviour of statistical
procedures in the inverse regression model, which is the one encountered in actual
practice, as the signal f can be typically observed only on a discrete grid of
points. Both models belong to the form of Gaussian linear models introduced
in Section 4.2,
Y (n) = A(n)f + ξ(n),
where A(n) = A in the white noise case and A(n) = E(n)A with evaluation operator
E(n) in the regression case (see Section 4.2.1 and Section 4.2.2). In this chapter,
we explore the structure of operator A, and in the subsequent chapters in Part II
we study the relevant statistical models.
The problem is to infer f from the observation Y (n). To this purpose we
assume that the forward operator A is injective, but we shall be interested in
the case that the inverse A−1, defined on the range of A is not continuous (or
equivalently the range of A is not closed in G). The problem of recovering f
from Y (n) is then ill-posed, and regularization methods are necessary in order to
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‘invert’ the operator A. These consist of constructing an approximation to A−1,
with natural properties such as boundedness and whose domain includes the data
Y (n), and applying this to Y (n). By the discontinuity of the inverse A−1, the noise
present in the observation is necessarily multiplied, and regularization is focused
on balancing the error in the approximation to A−1 to the size of the magnified
noise, in order to obtain a solution that is as close as possible to the true signal
f . In this article we study this through the convergence rates of the regularized
solutions to a true parameter f , as n→∞, i.e. as the noise level tends to zero. In
particular, we consider contraction rates of posterior distributions resulting from
a Bayesian approach to the problem.
It is also possible to consider the model (5.1) with a noise variable ξ that takes
its values inside the Hilbert space G. In Section 6.7 we briefly note some results
on this ‘coloured noise’ model, but our main focus is the white noise case.
The chapter is organized as follows. In Section 5.2 we introduce in greater de-
tail our setup along with the assumptions that will be used in this part. We also
present some examples for illustration. Then, an estimator, particularly suitable
for the framework of inverse problems introduced in the former section, is con-
structed in Section 5.3. We conclude this short chapter with notes and comments
in Section 5.4.
5.2 Inverse Nature
The forward operator A in the model (5.1) and (5.2) is a bounded linear operator
A : H → G between the separable Hilbert spaces H and G, and is assumed to
be smoothing. The following assumption makes this precise. This assumption is
satisfied in many examples and is common in the literature (for instance [19, 38,
71]).
Recall the concept of smoothness scales from Chapter 2. In Definition 2.1 the
space H is embedded as H = H0 in the smoothness scale (Hs)s∈R and hence has
norm ‖·‖0.
Assumption 5.1 (Smoothing property of A). For some γ > 0 the operator A :
H−γ → G is injective and bounded and, for every f ∈ H0,
‖Af‖' ‖f‖−γ . (5.3)
Example 5.2 (SVD). If the operator A : H → G is compact, then the positive
self-adjoint operator A∗A : H → H possesses a countable orthonormal basis of
eigenfunctions φi, which can be arranged so that the corresponding sequence of
eigenvalues λi decreases to zero. If A is injective, then all eigenvalues, whose roots
are known as the singular values of A, are strictly positive. Suppose that there
exists γ > 0 such that
λi ' i−2γ . (5.4)
If we construct the smoothness classes (Hs)s∈R from the basis (φi)i∈N and the
numbers bi = i as in Example 2.6, then (5.3) is satisfied.
Indeed, we can write A in polar decomposition as Af = U(A∗A)1/2f , for a
partial isometry U : Ran(A) → G, and then have Af = U∑i fi√λiφi, so that
‖Af‖= ‖∑i fii−γφi‖0' ‖f‖−γ .
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Thus constructions using the singular value decomposition of A can always be
accommodated in the more general setup described in the preceding.
For more interesting illustrations of the preceding setup, consider linear differ-
ential equations of the form
Du(x) = f(x), x ∈ D ⊂ Rd,
where D is a differential operator. Under appropriate boundary conditions, the
solution u can often be expressed in terms of the Green’s function associated with
D, through a kernel operator
u(x) =
∫
D
k(x, t)f(t) dt =: Af(x). (5.5)
The operator A typically lifts a function f ∈ L2 to a Sobolev space of functions,
as in Example 2.5. The ill-posedness surfaces when one observes the state u with
noise (which deteriorates the smoothness), and tries to recover the source function
f . For illustration we include two concrete examples from the literature.
Example 5.3 (Poisson equation). The following example can be found in Sec-
tions 10.4 and 11.2 in [44]. Let (Hs)s∈R be the periodic Sobolev spaces of (gen-
eralized) functions satisfying the boundary condition f(0) = f(1) = 0. Consider
the following boundary problem,
u′′ :=
d2u
dx2
= −f, f ∈ H0,
with the Dirichlet boundary condition: u(0) = u(1) = 0. The unique solution
u ∈ H2 is given by
u(x) = Af(x) =
∫ 1
0
k(x, t)f(t) dt,
where
k(x, t) =
{
(1− x)t, if x ≥ t,
(1− t)x, otherwise.
The operator A : H0 → H0 is Hilbert-Schmidt and hence compact, and therefore
has no bounded inverse. On the other hand the inverse exists as bounded operator
A−1 : H2 → H0, and is given by A−1f = −f ′′.
When D ⊂ R, the Sobolev norm is equivalent to ‖f‖2= ‖f‖0+‖f ′′‖0 (Page
217 in [10]). Since (Af)′′ = f , we have ‖f‖0≤ ‖Af‖2= ‖Af‖0+‖(Af)′′‖0≤
(‖A‖+1)‖f‖0, i.e ‖Af‖2'A ‖f‖0.
Since the kernel is symmetric, A is self-adjoint. Besides, A is an isomorphism
between H2 and H0 as shown above. Hence
‖Af‖0= sup
‖h‖0≤1
|〈h,Af〉0|= sup
‖h‖0≤1
|〈Ah, f〉0|'A sup
‖h‖2≤1
|〈h, f〉0|= ‖f‖−2,
by norm duality argument, for all f ∈ H0. This shows that (5.3) holds with γ = 2.
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Example 5.4 (Symm’s equation [57]). Consider the Laplace equation ∆u = 0 in a
bounded set Ω ⊂ R2 with boundary condition u = g on the boundary ∂Ω. The
singular layer potential, a boundary integral
u(x) = − 1
pi
∫
∂Ω
h(y) ln|x− y| ds(y), x ∈ Ω,
solves the boundary value problem if and only if the density h, belonging to the
space C(∂Ω) of continuous functions on ∂Ω, solves Symm’s equation
− 1
pi
∫
∂Ω
h(y) ln|x− y| ds(y) = g(x), x ∈ ∂Ω. (5.6)
Assume the boundary ∂Ω has a parametrization of the form {ρ(s), s ∈ [0, 2pi]}, for
some 2pi-periodic analytic function ρ : [0, 2pi] → R2 such that |ρ˙(s)|> 0 for all s.
Then Symm’s equation takes the following form,
Af(z) := − 1
pi
∫ 2pi
0
log|ρ(z)− ρ(s)| f(s) ds = g(ρ(z)), z ∈ [0, 2pi],
where f(s) = h(ρ(s))|ρ˙(s)|. As shown in Theorem 3.18 from [57], the operator A
satisfies (5.3), with γ = 1 and (Hs)s∈R being periodic Sobolev spaces on [0, 2pi].
The following example is an inverse problem in Hilbert scales (see Section 2.2).
Example 5.5 (Abel operator). For a given kernel function K : (0, 1) × (0, 1) → R
and α ∈ (0, 1], consider the operator A : L2(0, 1)→ L2(0, 1) given by
Af(x) =
1
Γ(α)
∫ x
0
(x− s)α−1K(x, s)f(s) ds.
ForK = 1 this gives the classical Abel operator. Under mild smoothness conditions
on K, it is shown in [39], Theorem 1, that A is smoothing (i.e. (5.3) holds) of order
γ = 1 for the Sobolev scale generated by the root negative Laplacian under the
Cauchy boundary condition, described in Example 2.10.
In the Bayesian setup we model a function through a prior. When a true
function is known to satisfy certain boundary conditions, as in many problems in-
volving differential forward operators, we can incorporate these in the by choosing
an appropriate generating operator. For an operator A defined in terms of the
Laplacian and the same boundary conditions the smoothing condition (5.3) will
be satisfied. The following is a another example of a pair of Λ and A.
Example 5.6 (Volterra operator). Consider the operatorA : L2((0, 1)2)→ L2((0, 1)2)
on functions f : (0, 1)2 → R on the unit square satisfying the differential equation
Dx,yAf = f, Dx,y = ∂
2
∂x∂y
.
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We can render the solution of the equation unique by imposing boundary condi-
tions. Two solutions are given by
Af(x, y) =
∫ x
0
∫ y
0
f(s, t) ds dt,
A0f(x, y) = Af(x, y)−
∫ 1
0
Af(x, t) dt−
∫ 1
0
Af(s, y) ds+
∫ 1
0
∫ 1
0
Af(s, t) ds dt.
The first satisfies the boundary conditions Af(x, 0) = Af(0, y) = 0, while the
second is obtained from the first by subtracting its projection on the set of all
functions of the form (x, y) 7→ g1(x) + g2(y), which forms the kernel of the differ-
ential operator. Other boundary conditions will still give different versions of the
operator.
We claim that A0 is smoothing of order γ = 1 for the Hilbert scale generated
by the root Λ of D2x,y with Dirichlet boundary condition, while A is smoothing
relative to the scale of L combined with Cauchy boundary condition.
The scale under the Dirichlet boundary condition is generated by the orthog-
onal system of eigenfunctions ek,l : (x, y) 7→ sin(kpix) sin(lpiy), for (k, l) ∈ N2,
the tensor product of the basis of the one-dimensional Dirichlet-Laplacian as in
Example 2.10, with corresponding eigenvalues are k2l2pi4. By explicit calculation
Aek,l(x, y) = 1
klpi2
[cos(kpix) cos(lpiy)− cos(kpix)− cos(lpiy) + 1],
A0ek,l(x, y) = 1
klpi2
cos(kpix) cos(lpiy).
The functions (x, y) 7→ cos(kpix) cos(lpiy), for (k, l) ∈ (N∪{0})2 form an orthogonal
basis of L2((0, 1)2). We conclude that for f =
∑
k,l fk,lek,l,
‖Af‖2 '
∑
k,l
f2k,l
k2l2
+
∑
k
(∑
l
fk,l
kl
)2
+
∑
l
(∑
k
fk,l
kl
)2
+
(∑
k,l
fk,l
kl
)2
,
‖A0f‖2 '
∑
k,l
f2k,l
k2l2
' ‖f‖2−1,
where ‖·‖−1 refers to the scale of Λ with Dirichlet boundary condition. The first
equation shows that the operator A is not smoothing in this scale, but in general
satisfies ‖Af‖& ‖f‖−1.
On the other hand, the Cauchy boundary condition generates the system of
eigenfunctions (x, y) 7→ cos((k−1/2)pix) cos((l−1/2)piy), for (k, l) ∈ N2. These can
be seen to be also the eigenfunctions of A∗A, and hence the smoothing property
of A fits the SVD framework, as in Example 5.2.
The two versions A and A0 possess the same inverse operator, namely the dif-
ferential operator Dx,y used for their definitions. This suggests that from the point
of view of reconstructing f in the inverse problem it should not matter whether
one is provided with a noisy version of either Af or A0f as input data, seem-
ingly contradicting the fact that the operators are smoothing in different scales.
This paradox may be resolved by considering A or A0 as maps into the quotient
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space L2((0, 1)2)/N(Dx,y), where N denotes the kernel of the operator. The map
f 7→ [Af ] = [A0f ] into the class of Af in this quotient space is injective and
can be shown to be appropriately smoothing (see (5.10)-(5.11)), and consequently
both scales can be used with both operators (cf. Remark 5.7).
Remark 5.7. For all our purposes the smoothing condition (5.3) can be relaxed to
(5.10)-(5.11). This relaxation covers the situation where there exists an operator
A0 that satisfies (5.3) and is a ‘version’ of A in that the two operators possess a
common inverse, such as when A and A0 are defined to solve a differential equation
with different boundary conditions. Lemma 5.9 shows that the relaxed version of
the smoothing condition is then satisfied by the map f 7→ [Af ] of f in the class
of Af in the quotient space G/R(A−A0).
5.3 Galerkin Projection
In this section we collect some (well known) results on the Galerkin method.
Consider a scale of smoothness classes (Hs)s∈R as in Definition 2.1. Let A :
H → G be an injective bounded operator between separable Hilbert spaces, and
let Vj be a finite-dimensional subspace of H. The Galerkin solution f (j) ∈ Vj to
the image Af of an element f is defined as the element in Vj such that Af (j) is
equal to the orthogonal projection of Af onto the image space Wj = AVj . Thus,
if Qj : G → Wj denotes the orthogonal projection onto Wj , then the Galerkin
solution can be written as
f (j) = RjAf, for Rj = A−1Qj ,
where the inverse A−1 is well defined on the linear subspace Wj .
If the operators RjA are uniformly bounded with respect to j, then the con-
vergence rate ‖f (j)− f‖0 of the Galerkin solution to f is known to be of the same
order as the distance ‖Pjf − f‖0 of f to its projection on Vj . (See Section 3.2 and
Theorem 3.7 in [57], or the proof below.) In particular, if f ∈ Hs and Vj satisfies
(2.2), then the convergence rate is given by δ(j, s).
In order to control the stochastic noise term ξ in the observation schemes (5.1)
and (5.2), it is necessary also to control the norms of the operators Rj . The
following lemma summarizes the properties of the Galerkin projection needed in
the proof of our main result.
Lemma 5.8. If Vj is a finite-dimensional space as in Assumption 2.3 such that
(2.2) and (2.3) hold, and A : H0 → G is a bounded linear operator satisfying
‖Af‖0' ‖f‖−γ for every f ∈ H0, then the norms of the operators Rj : G → H0
and RjA : H0 → H0 satisfy
‖Rj‖ .A 1
δ(j, γ)
, (5.7)
‖RjA‖ .A 1. (5.8)
Furthermore, for f ∈ Hs the Galerkin solution f (j) ∈ Vj to Af satisfies
‖f (j) − f‖0.A δ(j, s) ‖f‖s. (5.9)
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Proof. For g ∈ G we have Rjg ∈ Vj and hence by (2.5),
‖Rjg‖0. 1
δ(j, γ)
‖Rjg‖−γ' 1
δ(j, γ)
‖ARjg‖0= 1
δ(j, γ)
‖Qjg‖0,
since ARjg = Qjg. Because ‖Qjg‖0≤ ‖g‖0, we conclude that ‖Rj‖. 1/δ(j, γ).
By definition f (j) = RjAf , and RjA acts as the identity on Vj . Therefore
f (j) − Pjf = RjA(f − Pjf), and hence
‖f (j) − Pjf‖0≤ ‖Rj‖ ‖A(f − Pjf)‖0' ‖Rj‖ ‖f − Pjf‖−γ≤ ‖Rj‖ δ(j, γ)‖f‖0,
by (2.4). By the preceding paragraph ‖Rj‖ δ(j, γ) . 1, so that the right side is
bounded above by ‖f‖0. By the triangle inequality
‖RjAf‖0= ‖f (j)‖0≤ ‖f (j) − Pjf‖0+‖Pjf − f‖0+‖f‖0. ‖f‖0,
in view of the preceding display and the fact that ‖Pjf − f‖0≤ ‖f‖0. This shows
that ‖RjA‖. 1.
Finally, since f (j) − f = (RjA− I)(f − Pjf), we have that
‖f (j) − f‖0= ‖(RjA− I)(f − Pjf)‖0≤ (‖RjA‖+1)‖f − Pjf‖0.
Inequality (5.9) follows by the boundedness of ‖RjA‖ and (2.2).
As is clear from the proof, the smoothing assumption ‖Af‖' ‖f‖−γ can be
relaxed to the pair of inequalities
‖Af‖ . ‖f‖−γ , f ⊥ Vj , (5.10)
‖Af‖ & ‖f‖−γ , f ∈ R(Rj). (5.11)
This helps to cover cases in which the smoothing condition is satisfied for a mod-
ification of the operator A, but not A itself, for example a modification taking
different boundary conditions of a differential operator into account.
We introduce a modified Galerkin solution to Af to cover such a case. Let
A0,A : H → G be injective bounded operators between separable Hilbert spaces
that possess a common inverse in the sense of existence of a linear map B : D(B) ⊂
G→ H with domain D(B) containing the linear span of the ranges of A0 and A
such that that BA0 = I = BA. For simplicity of notation, write B = A− = A−0 .
Intuitively, for the inverse problem, taking A0f or Af as input data should be
equivalent. However, it may be that A0 is smoothing in a given scale (Hs)s∈R,
whereas A is not. In that case we reconstruct as follows. Assume that Φ = A−A0
has closed range, and let PΦ : G→ G be the orthogonal projection onto this range.
Now let Qj : G→ G be the orthogonal projection onto the finite-dimensional space
(I − PΦ)AVj , and set
f (j) = RjAf, for Rj = A−Qj(I − PΦ). (5.12)
Thus after removing the “irrelevant part” of Af that does not influence the inver-
sion, we project onto the finite-dimensional space (I−PΦ)AVj of similarly cleaned
functions Af with f ∈ Vj , and finally invert.
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Lemma 5.9. If Vj is a finite-dimensional space as in Assumption 2.3 such that
(2.2) and (2.3) hold, and A0,A : H0 → G are bounded linear operators with
common inverse satisfying ‖A0f‖' ‖f‖−γ for every f ∈ H0, then the operators
Rj : G → H0 and RjA : H0 → H0 and f (j) = RjAf as in (5.12) satisfy (5.7),
(5.8), and (5.9).
Proof. The operator [A] : H → G/Φ(H) mapping f ∈ H into the class of Af
in the quotient space G/Φ(H) is one-to-one, since [Af ] = 0 implies Af ∈ R(Φ)
and hence f = BAf = 0, since BΦ = 0. Identifying [g] ∈ G˜ := G/Φ(H) with the
function (I−PΦ)g with norm ‖[g]‖G˜= ‖(I−PΦ)g‖G, we see that RjAf as in (5.12)
is actually the Galerkin solution to [A]f . It suffices to show that [A] : H → G˜
is smoothing in the sense of (5.10). Now ‖[Af ]‖G˜= ‖(I − PΦ)A0f‖G≤ ‖A0f‖G'
‖f‖−γ , for every f ∈ H. Furthermore, for every f such that A0f ⊥ R(Φ), the
inequality is an equality. This is true for f = Rjg, since A0Rjg = Qj(I − PΦ)g ∈
(I − PΦ)AVj .
5.4 Notes
Statistical Inverse Problems
The study of statistical (nonparametric) linear inverse problems was initiated by
Wahba in 1970s in [101]. The 1990s paper [24] used wavelet shrinkage methods,
while around 2000, the authors of [17] investigated (5.1) in the linear partial dif-
ferential equations setting, while a systematic study of Gaussian sequence models
was presented in [16]. A review of work until 2008 is given in [15]. The con-
nection of regularization methods to the Bayesian approach was recognized early
on. However, the study of the recovery properties of posterior distributions was
started only in [59, 60]. A review of the Bayesian approach to inverse problems,
with many examples, is given in [88].
Much of the existing work on statistical inverse problems is based on the sin-
gular value decomposition (SVD) of the operator A; see, e.g., [15]. When A is
compact, the operator A∗A, where A∗ is the adjoint of A, can be diagonalized
with respect to an orthonormal eigenbasis, with eigenvalues tending to zero. The
observation Y (n) can then be reduced to noisy observations on the Fourier coeffi-
cients of Af in the eigenbasis, which are multiples of the Fourier coefficients of f ,
and the problem is to recover the latter. In the frequentist setup thresholding or
other regularization methods can be applied to reduce the weight of estimates on
coefficients corresponding to smaller eigenvalues, in which the noise will overpower
the signal. In the Bayesian setup one may design a prior by letting the Fourier
coefficients be (independent) random variables, with smaller variances for smaller
eigenvalues. These singular value methods have several disadvantages, as pointed
out in [19, 24]. First, the eigenbasis functions might not be easy to compute. Sec-
ond, and more importantly, these functions are directly linked to the operator A,
and need not be related to the function space (smoothness class) that is thought
to contain the true signal f . Consequently, the parameter of interest f may not
have a simple, parsimonious representation in the eigenbasis expansion, see [24].
Furthermore, it is logical to consider the series expansion of the signal f in other
bases than the eigenbasis, for instance, in the situation that one can only measure
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noisy coefficients of the signal f in a given basis expansion, due to a particular
experimental setup. See [37, 70] for further discussion.
Deterministic Inverse Problems
There is a rich literature on inverse problems. The case that the noise ξ is a
bounded deterministic perturbation, has been particularly well studied, and var-
ious general procedures and methods to estimate the convergence rates of regu-
larized solutions have been proposed. See the monographs [29, 57]. The case of
stochastic noise is less studied, but is receiving increasing attention.
Inverse Problems in Scales and Bayesian Approach
A canonical example are Sobolev spaces, with the operator A being an integral
operator. This Sobolev space setup with wavelet basis was investigated in [19, 24].
In deterministic inverse problems, a more general setup, considering A that acts
along nested Hilbert spaces, Hilbert scales, was initiated by Natterer in [71] and
further developed in, amongst others, [46, 69, 70]. In the Bayesian context Hilbert
scales were used in [30], under the assumption that the noise ξ is a proper Gaussian
element in G, and in [1], but under rather intricate assumptions. The second
question, to allow priors that are not conjugate, can also be answered under the
condition of A. In the linear inverse problem Gaussian priors are easy, as they lead
to Gaussian posterior distributions, which can be studied by direct means. Most
of the results on Bayesian inverse problems fall in this framework [1, 30, 59, 60],
exceptions being [80] and [58].
Generalized Random Elements
An alternative method to give a rigorous interpretation to white noise ξ, is to
embed G into a bigger space in which ξ can be realized as a Borel measurable
map, or to think of ξ as a cylindrical process. See e.g., [87]. For G a set of
functions on an interval, one can also realize ξ as a stochastic integral relative to
Brownian motion, which takes its values in the ‘abstract Wiener space’ attached
to G.
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Chapter 6
Inverse Problems with Continuous
Observations in Smoothness Scales
6.1 Introduction
In this chapter, we study the following linear inverse problem in white noise,
Y (n) = Af + 1√
n
ξ, (6.1)
where A is characterised in Section 5.2, and ξ is an isonormal Gaussian process
(see Definition 3.28 and Section 4.2.1).
This chapter is organised as follows. We present a general posterior contraction
theorem in Section 6.2, which is based on a testing approach using the estima-
tor from Section 5.3. The result does not depend on any conjugacy of priors.
Then, the general theorem is applied to two examples of priors: series priors in
Section 6.3 and Gaussian priors in Section 6.4. Since the simple Gaussian prior
is not fully adaptive, we introduce Gaussian mixture priors to obtain adaptation
in Section 6.5. It is noteworthy that the priors are defined in terms of the scale,
rather than the operator. In other words, the operator and the prior are assumed
related, but only indirectly, through the scale. In this arrangement, priors can be
chosen directly related to common bases (e.g., splines or wavelets bases) and func-
tion spaces, rather than to the operator through its singular value decomposition.
Section 6.6 contains the proofs. we conclude this chapter with the discussion of
several extensions of the present work in Section 6.7.
6.2 General Result
In this section we present a general theorem on posterior contraction. We form the
posterior distribution Πn(· | Y (n)) as in (4.1), given a prior Π on the space H = H0
and an observation Y (n), whose conditional distribution given f is determined by
the model (6.1). We study this random distribution under the assumption that
Y (n) follows the model (6.1) for a given ‘true’ function f = f0, which we assume
to be an element of Hβ in a given smoothness scale (Hs)s∈R, as in Definition 2.1.
75
6. Inverse in Smoothness Scales: Continuous Observations
The result is based on an extension of the testing approach of [35] to the
inverse problem (6.1). The inverse problem is handled with the help of the Galerkin
method, which is a well known strategy in numerical analysis to solve the operator
equation y = Af for f , in particular for differential and integral operators. The
Galerkin method has several variants, which are useful depending on the properties
of the operator involved. Here we use the least squares method, which is of general
application; for other variants and background, see e.g., [57]. In Section 5.3 we
have given a self-contained derivation of the necessary inequalities, exactly in our
framework. We note that the Galerkin method only appears as a tool to state
and derive a posterior contraction rate. In our context it does not enter into the
solution of the inverse problem, which is achieved through the Bayesian method.
LetWj = AVj ⊂ G be the image underA of a finite-dimensional approximation
space Vj linked to the smoothness scale (Hs)s∈R as in Assumption 2.3, and let
Qj : G → Wj be the orthogonal projection onto Wj . If A : H → G is injective,
then A is a bijection between the finite-dimensional vector spaces Vj and Wj ,
and hence for every f ∈ H there exists f (j) ∈ Vj such that Af (j) = QjAf . The
element f (j) is called the Galerkin solution to Af in Vj . By the projection theorem
in Hilbert spaces it is characterized by the property that f (j) ∈ Vj together with
the orthogonality relations
〈Af (j), w〉0 = 〈Af, w〉0, w ∈Wj . (6.2)
The idea of the Galerkin inversion is to project the (complex) object Af onto the
finite-dimensional spaceWj , and next find the inverse image f (j) of the projection,
in the finite-dimensional space Vj , as in the diagram:
H0 3 f A−−−−→ Af ∈ G
Qj
y
Vj 3 f (j) A
−1
←−−−− QjAf ∈Wj
Clearly the Galerkin solution to an element f ∈ Vj is f itself, but in general f (j)
is an approximation to f , which will be better for increasing j, but increasingly
complex. The following theorem uses a dimension j = jn that balances approxi-
mation to complexity, where the complexity is implicitly determined by a testing
criterion.
Theorem 6.1. For smoothness classes (Hs)s∈R as in Definition 2.1, assume that
‖Af‖0' ‖f‖−γ for some γ > 0, and let f (j) denote the Galerkin solution to Af
relative to linear subspaces Vj associated to (Hs)s∈R as in Assumption 2.3. Let
f0 ∈ Hβ for some β ∈ (0, S), and for ηn ≥ εn ↓ 0 such that nε2n →∞, and jn ∈ N
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such that jn →∞, and some c > 0, assume
jn ≤ cnε2n, (6.3)
ηn ≥ εn
δ(jn, γ)
, (6.4)
ηn ≥ δ(jn, β). (6.5)
Consider prior probability distributions Π on H0 satisfying
Π(f : ‖Af −Af0‖< εn) ≥ e−nε2n , (6.6)
Π(f : ‖f (jn) − f‖0> ηn) ≤ e−4nε2n . (6.7)
Then the posterior distribution in the model (6.1) contracts at the rate ηn at f0, i.e.
for a sufficiently large constant M we have Πn(f : ‖f − f0‖0> Mηn | Y (n)) → 0,
in probability under the law of Y (n) given by (6.1) with f = f0.
Proof. The Kullback-Leibler divergence and variation between the distributions
of Y (n) under two functions f and f0 are given by n‖Af −Af0‖2/2 and twice this
quantity, respectively. (E.g., Lemma 8.30 in [35].) Therefore the neighbourhoods
Bn,2(f0, ε) in (8.19) of [35] contain the ball {f ∈ H0 : ‖Af − Af0‖≤ ε}. By
assumption (6.6) this has prior mass at least e−nε
2
n .
Because the quotient of the left sides of (6.6) and (6.7) is o(e−2nε
2
n), the poste-
rior probability of the set {f : ‖f (jn) − f‖0> ηn} tends to zero, by Theorem 8.20
in [35].
By a variation of Theorem 8.22 in [35] it is now sufficient to show the existence
of tests τn such that, for some M > 0,
P
(n)
f0
τn → 0, sup
f :‖f−f0‖0>Mηn,
‖f(jn)−f‖0≤ηn
P
(n)
f (1− τn) ≤ e−4nε
2
n .
Indeed, in the case that the prior mass condition (8.20) in Theorem 8.22 of [35]
can be strengthened to (8.22), as is the case in our setup in view of (6.6), it
suffices to verify (8.24) only for a single value of j. Furthermore, we can apply
Theorem 8.22 with the metrics dn(f, g) = ‖f − g‖0 εn/ηn in order to reduce the
restriction dn(θ, θn,0) > Mεn to ‖f − f0‖0> Mηn.
Fix any orthonormal basis (ψ¯i)i<j of Wj = AVj and define
Y¯j =
∑
i<j
Y
(n)
ψ¯i
ψ¯i =
∑
i<j
〈Af, ψ¯i〉ψ¯i + 1√
n
∑
i<j
ξψ¯i ψ¯i
= QjAf + 1√
n
ξ¯j ,
where ξ¯j :=
∑
i<j ξψ¯i ψ¯i. The latter is a “standard normal vector in the finite-
dimensional space Wj”: because (ξψ¯i)i<j are i.i.d. standard normal variables, the
variable 〈ξ¯j , w〉 =
∑
i<j ξψ¯i〈ψ¯i, w〉 is N(0, ‖Qjw‖2)-distributed, for every w ∈ G.
Let the operator Rj : G 7→ Vj be defined as Rj = A−1Qj , where A−1 is
the inverse of A, which is well defined on the range Wj = AVj of Qj . Then by
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definition RjAf is equal to the Galerkin solution f (j) to Af . By the preceding
display Rj Y¯j is a well-defined Gaussian random element in Vj , satisfying
Rj Y¯j = f
(j) +
1√
n
Rj ξ¯j . (6.8)
The variable Rj ξ¯j is a Gaussian random element in Vj with strong and weak
second moments
E‖Rj ξ¯j‖20 ≤ ‖Rj‖2E‖ξ¯j‖2= ‖Rj‖2E
∑
i<j
ξ2ψ¯i = ‖Rj‖2(j − 1) .
j
δ(j, γ)2
,
sup
‖f‖0≤1
E〈Rj ξ¯j , f〉20 = sup
‖f‖0≤1
E〈ξ¯j , R∗jf〉2 = sup
‖f‖0≤1
‖QjR∗jf‖2≤ ‖R∗j‖2.
1
δ(j, γ)2
.
In both cases the inequality on ‖Rj‖= ‖R∗j‖ at the far right side follows from (5.7).
The first inequality shows that the first moment E‖Rj ξ¯j‖0 of the variable
‖Rj ξ¯j‖0 is bounded above by
√
j/δ(j, γ). By Borell’s inequality (e.g. Lemma 3.1
in [67] and subsequent discussion), applied to the Gaussian random variable Rj ξ¯j
in H0, we see that there exist positive constants a and b such that, for every t > 0,
Pr
(
‖Rj ξ¯j‖0> t+ a
√
j
δ(j, γ)
)
≤ e−bt2δ(j,γ)2 .
For t = 2
√
nηn/
√
b and ηn, εn and jn satisfying (6.3), (6.4) and (6.5) this yields,
for some a1 > 0,
Pr
(
‖Rjn ξ¯jn‖0> a1
√
nηn
)
≤ e−4nε2n . (6.9)
We apply this to bound the error probabilities of the tests
τn = 1{‖Rjn Y¯jn − f0‖0≥M0ηn}, (6.10)
where M0 is a given constant, to be determined.
Under f0, the decomposition (6.8) is valid with f = f0, and hence Rj Y¯j −f0 =
n−1/2Rj ξ¯j+f
(j)
0 −f0. By the triangle inequality it follows that τn = 1 implies that
n−1/2‖Rjn ξ¯jn‖0≥ M0ηn − ‖f (j)0 − f0‖0. By (5.9) the assumption that f0 ∈ Hβ
implies that ‖f (j)0 − f0‖0≤ M1δ(j, β), for some M1, which at j = jn is further
bounded by M1ηn, by assumption (6.5). Hence the probability of an error of the
first kind satisfies
P
(n)
f0
τn ≤ Pr
( 1√
n
‖Rjn ξ¯jn‖0≥ (M0 −M1)ηn
)
.
For M0 −M1 > a1, the right side is bounded by e−4nε2n , by (6.9).
Under f the decomposition (6.8) gives that Rj Y¯j − f0 = n−1/2Rj ξ¯j + f (j) −
f0. By the triangle inequality τn = 0 implies that n−1/2‖Rjn ξ¯jn‖0≥ ‖f (jn) −
f0‖0−M0ηn. For f such that ‖f − f0‖0> Mηn and ‖f − f (jn)‖0≤ ηn, we have
‖f (jn) − f0‖≥ (M − 1)ηn. Hence the probability of an error of the second kind
satisfies
P
(n)
f (1− τn) ≤ Pr
( 1√
n
‖Rjn ξ¯jn‖0≥ (M − 1−M0)ηn
)
,
78
6.2. General Result
For M − 1−M0 > a1, this is bounded by e−4nε2n , by (6.9).
We can first choose M0 large enough so that M0−M1 > a1, and next M large
enough so that M − 1−M0 > a1, to finish the proof.
Inequality (6.6) is the usual prior mass condition for the ‘direct problem’ of
estimating Af (see [33]). It determines the rate of contraction εn of the posterior
distribution of Af to Af0. The rate of contraction ηn of the posterior distribution
of f is slower due to the necessity of (implicitly) inverting the operator A. The
theorem shows that the rate ηn depends on the combination of the prior, through
(6.7), and the inverse problem, through the various approximation rates.
Remark 6.2. It would be possible to obtain the theorem as a corollary of Theorem
2.1 in [58]. We would take the sets Sn in the latter high-level result equal to the
sets {f : ‖f (jn) − f‖0> ηn} appearing in (6.7). To verify the conditions of [58] for
this choice, most of the preceding proof would be needed. Since the next theorem
appears not to be a consequence of this approach, and its proof uses the preceding
proof, we have given a direct proof instead.
The theorem applies to a true function f0 that is ‘smooth’ of order β (i.e.,
f0 ∈ Hβ). For a prior that is constructed to give an optimal contraction rate for
multiple values of β simultaneously, the theorem may not give the best result. The
following theorem refines Theorem 6.1 by considering a mixture prior of the form
Π =
∫
Πτ dQ(τ), (6.11)
where Πτ is a prior on H, for every given ‘hyperparameter’ τ running through
some measurable space, and Q is a prior on this hyperparameter. The idea is to
adapt the prior to multiple smoothness levels through the hyperparameter τ .
Theorem 6.3. Consider the setup and assumptions of Theorem 6.1 with a prior of
the form (6.11). Assume that (6.3), (6.4), (6.5) and (6.6) hold, but replace (6.7)
by the pair of conditions, for numbers ηn,τ and C > 0 and every τ ,
Πτ (f : ‖f − f0‖0< 2ηn,τ ) ≤ e−4nε2n , ∀τ with ηn,τ ≥ Cηn, (6.12)
Πτ (f : ‖f (jn) − f‖0> ηn,τ ) ≤ e−4nε2n . (6.13)
Then the posterior distribution in the model (6.1) contracts at the rate ηn at f0, i.e.
for a sufficiently large constant M we have Πn(f : ‖f − f0‖0> Mηn | Y (n)) → 0,
in probability under the law of Y (n) given by (6.1) with f = f0.
Proof. We take the parameter of the model as the pair (f, τ), which receives the
joint prior given by f | τ ∼ Πτ and τ ∼ Q. With abuse of notation, we denote
this prior also by Π. The likelihood still depends on f only, but the joint prior
gives rise to a posterior distribution on the pair (f, τ), which we also denote by
Πn(· | Y (n)), by a similar abuse of notation.
By (6.11) and eqs. (6.12) and (6.13),
Π((f, τ) : ηn,τ ≥ Cηn, ‖f − f0‖0< 2ηn,τ ) ≤ e−4nε2n ,
Π((f, τ) : ‖f (jn) − f‖0> ηn,τ ) ≤ e−4nε2n .
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In view of (6.6) and Theorem 8.20 in [35], the posterior probabilities of the two
sets in the left sides tend to zero. As in the proof of Theorem 6.1, we can apply
a variation of Theorem 8.22 in [35] to see that it is now sufficient to show the
existence of tests τn such that, for some M ≥ 2C,
P
(n)
f0
τn → 0, sup
(f,τ):‖f−f0‖0>Mηn∨2ηn,τ ,
‖f(jn)−f‖0≤ηn,τ
P
(n)
f (1− τn) ≤ e−4nε
2
n .
(Note that Mηn ∨ 2ηn,τ = Mηn if ηn,τ < Cηn and M ≥ 2C.) We use the tests
defined in (6.10), as in the proof of Theorem 6.1. The latter proof shows that the
tests are consistent. We adapt the bound on the power, as follows.
By the triangle inequality τn = 0 implies that, for (f, τ) with ‖f − f0‖0>
Mηn ∨ 2ηn,τ and ‖f (jn) − f‖0≤ ηn,τ ,
n−1/2‖Rjn ξ¯jn‖0 ≥ ‖f (jn) − f0‖0−M0ηn ≥ ‖f − f0‖0−‖f (jn) − f‖0−M0ηn
≥Mηn ∨ 2ηn,τ − ηn,τ −M0ηn ≥ (M/2−M0)ηn.
Hence by (6.9) the probability of an error of the second kind is bounded by e−4nε
2
n ,
for M sufficiently large that M/2−M0 > a1.
In a typical application of the preceding theorem the priors Πτ for τ such that
ηn,τ ≥ Cηn will be the priors on ‘rough’ functions, with ‘intrinsic’ contraction rate
ηn,τ slower than ηn. These ‘bad’ priors do not destroy the overall contraction rate,
because they put little mass near the true function f0, by condition (6.12). It is
necessary to address these priors explicitly in the conditions, because they will
typically fail the approximation condition (6.7), which must be relaxed to (6.13).
A further generalization might be to allow the truncation levels jn to depend on
τ , but this will not be needed for our examples.
Inspection of the proof shows that the posterior probability of the sets {τ :
ηn,τ & Cηn} tends to zero. This means that the posterior correctly disposes of
the models that are ‘too rough’, for the given true function f0. In general there is
no similar protection against models that are too smooth, but this does not affect
the contraction rate.
6.3 Random Series Priors
Suppose that {φi}i∈N is an orthonormal basis of H = H0 that gives optimal
approximation relative to the scale of smoothness classes (Hs)s∈R in the sense
that the linear spaces Vj = Span{φi}i<j satisfy Assumption 2.3. Consider a prior
defined as the law of the random series
f =
M∑
i=1
fiφi, (6.14)
where M is a random variable in N independent from the independent random
variables f1, f2, . . . in R.
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Condition 6.4 (Random series prior). (i) The probability density function pM
of M satisfies, for some positive constants b1, b2,
e−b1k . pM (k) . e−b2k, ∀k ∈ N.
(ii) The variable fi has density p(·/κi)/κi, for a given probability density p on
R and a constant κi > 0 such that, for some C > 0 and w > 0, α, β0 > 0,
p(x) & e−C|x|w , (6.15)
i−β0/d(log i)−1/w . κi . iα. (6.16)
Priors of this type were studied in [4, 80], and applied to inverse problems in
the SVD framework in [80] (see Section 3.1 of the latter paper for discussion). For
Gaussian variables fj and degenerate M the series (6.14) is a Gaussian process,
and has been more widely studied, but we focus here on the non-Gaussian case.
Since the basis (φi)i∈N used in the prior is linked to the smoothness class (Hs)s∈R,
rather than to the operator A, the prior is not restricted to the SVD framework.
Of course, in the theorem below we do require the operator to be smoothing in
the same smoothness scale, thus maintaining a link between prior and operator.
The assumption on the density pM is mild and is satisfied, for instance, by
the Poisson distribution. The assumption on the density p is mild as well, and
is satisfied by many distributions with full support in R, including the Gaussian
and Laplace distributions. The parameter β0 in (6.16) must be a lower bound on
the smoothness of the true parameter f0. Apart from this, condition (6.16) is also
very mild, and allows the scale parameters κi to tend both to zero or to infinity.
The preceding random series prior is not conjugate to the inverse problem
(6.1). In general the resulting posterior distribution will not have a closed form
expression, but must be computed using simulation, such as Markov chain Monte
Carlo, or approximated using an optimisation method, such as variational ap-
proximation. However, the contraction rate of the posterior distribution can be
established without the help of an explicit expression for the posterior distribution,
as shown in the following theorem.
Theorem 6.5 (Random Series Prior). Let (φi)i∈N be an orthonormal basis of H0
such that the spaces Vj = Span{φi}i<j satisfy Assumption 2.3 with δ(j, s) = j−s/d
relative to smoothness classes (Hs)s∈R as in Definition 2.1. Assume that ‖Af‖'
‖f‖−γ for some γ > 0, and let f0 ∈ Hβ for some β ∈ (0, S). Then, for the
random series prior defined in (6.14) and satisfying Condition 6.4 with β0 ≤ β,
and sufficiently large M > 0, for τ = (β + γ)(1 + 2γ/d)/(2β + 2γ + d),
Πn
(
f : ‖f − f0‖0> Mn−β/(2β+2γ+d)(log n)τ | Y (n)
) P (n)f0→ 0.
The rate n−β/(2β+2γ+d) is known to be the minimax rate of estimation of a
β-regular function on a d-dimensional domain, in an inverse problem with inverse
parameter γ (see, e.g., [19]). The assumption that δ(j, s) = j−s/d places the setup
of the theorem in this setting, and hence the rate of contraction obtained in the
preceding theorem is the minimax rate up to a logarithmic factor. The rate is
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adaptive to the regularity of β of the true parameter, which is not used in the
construction of the prior, apart from the assumption that β ≥ β0. (See [34] and
Chapter 10 in [35] for general discussion of adaptation in the Bayesian sense.)
The proof of the theorem is deferred to Section 6.6; it will be based on Theo-
rem 6.1.
Example 6.6 (Wavelet basis). Let p be a standard normal density, pM a standard
Poisson probability mass function, and set the scaling parameters κi equal to 1
(no scaling).
Consider an S-regular orthonormal wavelet basis {φj,k} for the space of square-
integrable functions on the d-dimensional torus (0, 2pi]d. We can renumber the
index (j, k) into N by ordering the basis functions by their multiresolution levels,
2jd + k, and next construct the random series prior (6.14).
An S-regular orthonormal wavelet basis is known to correspond to the scale
of Sobolev spaces up to smoothness level S. Therefore, by Theorem 6.5, the
contraction rate of the posterior distribution is n−β/(2β+2γ+d) times a logarithmic
factor whenever the operator is smoothing relative to the Sobolev scale and the
true function f0 belongs to the Sobolev space of order β, for β0 ≤ β < S. Thus
the posterior distributions are adaptive up to a logarithmic factor to the scale of
Sobolev spaces of orders between β0 and S.
For increasing β ≥ S the rate given by the theorem still improves. However,
the ‘regularity’ β defined by the scale (Hs)s∈R may then not coincide with the
Sobolev scale.
6.4 Gaussian Priors
If the function f in (6.1) is equipped with a Gaussian prior, then the corresponding
posterior distribution will be Gaussian as well. Furthermore, the posterior mean
will then be equal to the solution found by the method of Tikhonov-type regular-
ization (see e.g. [30, 59, 88]). Although this allows to study the posterior mean
and the full posterior distribution by direct methods, in this section we derive the
rate of posterior contraction from the general result Theorem 6.1. An advantage
of this approach is that the proof can be extended to mixtures of Gaussian priors.
Taking mixtures is important to obtain optimal recovery rates for true functions
of different smoothness levels. See Section 6.5.
A Gaussian prior on the Hilbert space H = H0 is determined by a mean, which
we shall take equal to zero, and a covariance operator. To connect the prior to
a smoothness scale (Hs)s∈R as defined in Definition 2.1, it is natural to assume
that the latter forms a Hilbert scale, which may be viewed a smoothness scale with
additional structure. For reference we include a short summary on Hilbert scales.
Extended discussions of Hilbert scales in the context of regularization theory can
be found e.g. in Chapter 8 of [29], and a general treatment of the subject in [62].
Centred Gaussian distributions on a separable Hilbert space correspond bijec-
tively to covariance operators. By definition a random variable F with values in
H0 is Gaussian if 〈F, g〉0 is normally distributed, for every g ∈ H0, and it has zero
mean if these variables have zero means. The variances of these variables can then
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be written as
E〈F, g〉20 = 〈Cg, g〉0,
for a linear operator C : H0 → H0, called the covariance operator. A covari-
ance operator C is necessarily self-adjoint, nonnegative, and of trace class, i.e.,∑
i∈N〈Cφi, φi〉 < ∞, for some (and then every) orthonormal basis (φi)i∈N of H0;
and every operator with these properties generates a Gaussian distribution.
In the setting of a Hilbert scale (Hs)s∈R generated by the operator L it is
natural to choose a Gaussian prior with covariance operator of the form L−2α,
for some α > 0. If L−1 has eigenvalues λj , then this operator is of trace class if∑
j∈N λ
−2α
j < ∞. Thus α must be chosen big enough for the Gaussian prior to
exist as a ‘proper’ prior on H0. For instance, if λj ' j−1/d, then every choice
α > d/2 yields a proper prior.
This leads to the following theorem on posterior contraction rates for Gaussian
priors, the proof of which is given in Section 6.6.
Theorem 6.7 (Gaussian Prior). Consider a Hilbert scale (Hs)s∈R generated by
an operator L as in the preceding such that L−1 : H0 → H0 is compact with
eigenvalues λj satisfying λj ' j−1/d. Suppose the operator A : H0 → G satisfies
‖Af‖' ‖f‖−γ , assume that f0 ∈ Hβ, for some β > 0, and let the prior be zero-
mean Gaussian with covariance operator L−2α, for some α > d/2. Then the
posterior distribution satisfies, for sufficiently large M > 0,
Πn
(
f : ‖f − f0‖0> Mn−((α−d/2)∧β)/(2α+2γ) | Y (n)
) P (n)f0→ 0.
If F is distributed according to the prior in the preceding theorem, then LsF
is also zero-mean Gaussian distributed, with covariance operator L2s−2α, which
has eigenvalues j−(2α−2s)/d. For s < α − d/2, this operator is of trace class and
hence LsF is a proper random variable in H0. In other words, the distribution of
F gives probability 1 to L−sH0 = Hs, for every s < α − d/2. The prior in the
preceding theorem can therefore be interpreted as being ‘almost’ of regularity α−
d/2. The rate n−((α−d/2)∧β)/(2α+2γ) is therefore comparable to the rate obtained
in Theorem 3.5 in [80] and Theorem 4.1 in [59] (without scaling parameter), except
that the parameter α in the latter references is denoted presently by α− d/2.
An improvement of the present theorem is that the covariance operator of the
Gaussian prior is not directly linked to the operator A, but only weakly so by
(5.3). For example, we may construct a prior by a random series (see Theorem
I.23 in Appendix I.6, [35]), in any basis corresponding to the smoothness scale.
We illustrate this below by using the wavelet basis for an inverse problem given by
a differential operator, after first noting that the singular value setup is covered
as well.
Example 6.8 (SVD). The scale of smoothness classes constructed in Example 2.6
and Example 5.2 is the Hilbert scale attached to the operator L given by Lf =∑
i∈N bifiφi defined on the domain of functions f =
∑
i∈N fiφi, with
∑
i∈N b
2
i f
2
i <
∞. Under assumption (5.4) this operator can also be expressed as L = (A∗A)−1/(2γ),
and depends on the operator A through its eigenfunctions. A Gaussian prior with
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covariance operator L−2α corresponds to modelling the coefficients fi relative to
the basis φi as independent zero-mean normal variables Fi with variances b−2αi .
This follows, because in that case E〈F, g〉20 =
∑
i∈N b
−2α
i g
2
i = 〈L−2αg, g〉20, for every
g ∈ H0.
Thus in this case the prior coincides with the ones in the literature studied
under the SVD framework, e.g. [59, 60]. In the present more general setting
L need not be directly linked to A, except that the operator must possess the
smoothing property Assumption 5.1.
Example 6.9 (Sobolev scales, wavelet prior). Let {φj,k}(j,k)∈Λ, be an S-regular
orthonormal wavelet basis in L2(T), on T := (0, 2pi]. Let fj,k =
∫
T f(x)φj,k(x) dx
be the wavelet coefficients of a function f . By Parseval’s identity, the map U :
f 7→ {fj,k} is a unitary operator U : L2(T)→ `2(Λ). The multiplication operator
m : {fj,k} 7→ {2jfj,k} on `2(Λ) has s-th power given by ms : {fj,k} 7→ {2jsfj,k}.
Then L := U∗mU has s-th power Ls := U∗msU and generates a Hilbert scale
(Hs)s∈R. For f ∈ Hs, we have
‖f‖2Hs(T)=
∞∑
j=0
22js
2j−1∑
k=0
f2j,k.
This norm can be shown to be equivalent to the standard Sobolev norm, for
0 ≤ s < S.
The Gaussian prior with covariance operator L−2α can be represented by a
random series of the form
F =
∑
(j,k)∈Λ
Fj,kφj,k,
where Fj,k ∼ N (0, 2−2jα) are independent random variables. This prior corre-
sponds to the Hilbert scale, but does not refer to an operator A. For instance, the
eigenbasis of the operator in Example 5.4 is the Fourier basis (see [57]), and not
the wavelet basis. Thus we have constructed a Gaussian prior that is not related
to the eigenbasis, but attains the same contraction rate.
It may be noted that the scale (Hs)s∈R is well defined for every s ∈ R, and
with the preceding prior Theorem 6.7 is applicable to the full scale, and gives a
contraction rate relative to the scale, which is optimal when β = α−d/2. However,
the scale agrees with the Sobolev scale only for β < S, and hence the optimality is
in the Sobolev sense only if β < S. This restriction is typical when working with
an approximation scheme such as wavelets or splines. One can of course choose a
suitably large value of S, or may mix over multiple wavelet bases, as in the next
section.
As mentioned in Section 6.1, there are many works on Bayesian inverse prob-
lems with Gaussian priors. The setup of the preceding theorem is similar to [1, 30],
arguably closer to [1]. While we mainly treat the white noise case, our results can
be extended to cover the noise structure in [1], and hence also cover the model
in [30]. On the other hand, we differ from [1] in the following sense. First, un-
like Assumption 3.1 in [1], our characterization of the smoothing property of the
operator A, i.e. Assumption 5.1, is simple, and in principle, our setup can also
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be extended to severely ill-posed problems, see Section 6.7. Second, our proof
strategy is different, as we do not use Gaussian conjugacy, which is the main tool
in [1]. This also allows us to obtain posterior contraction rates for non-conjugate
priors in Section 6.3, and for Gaussian mixtures in Section 6.5.
6.5 Gaussian Mixtures
The posterior contraction rate resulting from a zero-mean Gaussian prior with
covariance operator L−2α, as considered in Section 6.4, is equal to the minimax rate
n−β/(2β+2γ+d) (see [19]) only when α − d/2 = β, i.e., when the prior smoothness
α−d/2 matches the true smoothness β. By mixing over Gaussian priors of varying
smoothness the minimax rate can often be obtained simultaneously for a range of
values β (cf. [61], [98], [89]). In this section we consider mixtures of the mean-
zero Gaussian priors with covariance operators τ2L−2α over the ‘hyperparameter’
τ . Thus the prior Π is the distribution of τF , where F is a zero-mean Gaussian
variable in H0 with covariance operator L−2α, as in Section 6.4, and τ is an
independent scale parameter. The variable 1/τa may be taken to possess a Gamma
distribution for some given 0 < a ≤ 2, or, more generally, should satisfy the
following mild condition.
Condition 6.10. The distribution Q of τ has support [0,∞) and satisfies{
− logQ((t, 2t)) . t−2, as t ↓ 0,
− logQ((t, 2t)) . td/(α−d/2), as t→∞.
Theorem 6.11 (Gaussian mixture prior). Consider a Hilbert scale (Hs)s∈R gener-
ated by an operator L as in the preceding such that L−1 : H0 → H0 is compact with
eigenvalues λj satisfying λj ' j−1/d. Suppose the operator A : H0 → G satisfies
‖Af‖' ‖f‖−γ , assume that f0 ∈ Hβ, for some β ∈ (0, α], and let the prior be a
mixture of the zero-mean Gaussian distributions with covariance operators τ2L−2α
over the parameters τ equipped with a prior satisfying Condition 6.10, for some
α > d/2. Then the posterior distribution satisfies, for sufficiently large M > 0,
Πn
(
f : ‖f − f0‖0> Mn−β/(2β+2γ+d) | Y (n)
) P (n)f0→ 0.
The proof is given in Section 6.6.
6.6 Proofs
6.6.1 Proof of Theorem 6.5
The theorem is a corollary to Theorem 6.1 and uses arguments as in the proof of
Proposition 3.2 in [80].
First we determine εn to satisfy the prior mass condition (6.6) of the direct
problem. Let Pj be the projection onto the linear span of the first j − 1 basis
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elements φi. By the assumption on A and the triangle inequality, for any in ∈ N,
‖Af −Af0‖ . ‖f − f0‖−γ. ‖f − Pinf0‖−γ+‖Pinf0 − f0‖−γ
. ‖f − Pinf0‖−γ+δ(in, γ)δ(in, β)‖f0‖β , (6.17)
by (2.4), if 0 ≤ β, γ < S. Here δ(in, γ)δ(in, β) = i−(γ+β)/dn ' εn if in ' ε−d/(γ+β)n .
By the orthogonality of the basis (φi), the function φj is orthogonal to the space
Vj spanned by (φi)i<j . Hence Pjφj = 0, so that ‖φj‖−γ≤ δ(j, γ)‖φj‖0. j−γ/d,
for every j, by (2.4). Consequently, for f =
∑in−1
i=1 fiφi ∈ Vin and f0 =
∑
i f0,iφi,
by the triangle inequality,
‖f − Pinf0‖−γ.
in−1∑
i=1
|fi − f0,i|i−γ/d.
It follows that there exists a constant a > 0 such that
Π(f : ‖f − Pinf0‖−γ< aε) ≥ Π
(
((fi),M) :
in−1∑
i=1
|fi − f0,i|i−γ/d < ε,M = in − 1
)
≥
in∏
i=1
Π
(
fi : |fi − f0,i|< ε i
γ/d
in
)
Π(M = in − 1)
≥
in∏
i=1
∫ ε iγ/d/(κiin)
0
p
(
x+
f0,i
κi
)
dx e−b1in ,
in view of Condition 6.4. By (6.15) of the latter assumption, the integral
∫ r
0
p(x+
µ) dx is bounded below by a constant times re−C(r+|µ|)
w
. It follows that for ε
such that ε iγ/d/(κiin) ≤ 1, for i ≤ in, the preceding display is lower bounded by
a multiple of
εin
[ in∏
i=1
iγ/d
κiin
]
exp
[
−C
in∑
i=1
(
1 +
|f0,i|
κi
)w]
e−b1in .
By (6.16), we have iγ/d/κi & (1/i)γ/d−α, which is bounded below by 1 if γ/d −
α ≥ 0 and by (1/in)α−γ/d otherwise, and hence always by (1/in)α. This shows
that the first term in square brackets is bounded below by (a2/iα+1n )in , for some
a2 > 0. Since f0 ∈ Hβ , by assumption, the norm duality (2.1) gives that |f0,i|=
|〈f0, φi〉0|≤ ‖f0‖β‖φi‖−β. i−β/d. Together with (6.16) this gives that |f0,i|/κi .
i(β0−β)/d(log i)1/w ≤ (log i)1/w, whence minus the exponent in the second term
in square brackets is bounded by a multiple of in(1 + (log in)1/w)
w. We conclude
that there exists a constant a3 > 0 such that
Π(f : ‖f − Pinf0‖−γ< aε) ≥ εine−a3in log ine−b1in ,
for every ε > 0 such that ε iγ/d/(κiin) ≤ 1, for every i ≤ in. Since iγ/d/κi .
i(γ+β0)/d(log i)1/w, again by (6.16), a sufficient condition for the latter is that
ε i
(γ+β0)/d
n (log in)/in ≤ 1.
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Combining this with (6.17), we see that (6.6) is satisfied for εn such that there
exists in with
i−(γ+β)/dn . εn, in log in . nε2n, εni(γ+β0)/dn (log in) ≤ in.
This leads to the rates
εn ' (log n/n)(β+γ)/(2β+2γ+d), in ' (n/log n)d/(2β+2γ+d).
(The third requirement is easily satisfied and remains inactive.) We can choose a
sufficiently large proportionality constant in ' when defining εn, so that (6.6) is
satisfied for εn, since the left and right sides of (6.6) are increasing and decreasing
in εn, respectively.
Since the Galerkin projection f (j) is equal to f itself if f ∈ Vj , we have that
‖f (jn) − f‖0= 0 for the random series f =
∑M
i=1 fiφi if M < jn. By (ii) of
Condition 6.4 it follows that, for some b′2 > 0 and every ηn > 0,
Π(f : ‖f (jn) − f‖0> ηn) ≤ Π(M ≥ jn) ≤ e−b′2jn .
Hence (6.7) is satisfied for jn = nε2n/(4b′2). Thus we choose
jn ' nd/(2β+2γ+d)(log n)(2β+2γ)/(2β+2γ+d),
with a sufficiently large constant in '. Then (6.3) is satisfied and it remains to
solve ηn from (6.4) and (6.5). This leads to the inequalities
ηn ≥ εnjγ/dn ' n−β/(2β+2γ+d)(log n)(1+2γ/d)(β+γ)/(2β+2γ+d),
ηn ≥ j−β/dn ' n−β/(2β+2γ+d)(log n)−β(2β+2γ)/((2β+2γ+d)d).
The rate is the maximum of the rates at the right hand sides, which coincides with
the first rate. This concludes the proof.
6.6.2 Proof of Theorem 6.7
The theorem is a corollary to Theorem 6.1. The main tasks are to determine εn
satisfying the prior mass condition (6.6) of the direct problem, and next to identify
ηn from the prior mass condition (6.7) and the other conditions.
The first task is achieved in the following lemma.
Lemma 6.12. Under the assumptions of Theorem 6.7, for f0 ∈ Hβ, as ε ↓ 0,
− log Π(f : ‖Af −Af0‖< ε) .
{
ε−d/(α+γ−d/2), if d/2 < α ≤ β + d/2,
ε−(2α−2β)/(β+γ), if α > β + d/2.
(6.18)
Proof. Since by assumption ‖Af − Af0‖' ‖f − f0‖−γ , the probability in the
left side is the decentered small ball probability Π(f : ‖f − f0‖−γ< aε) of the
Gaussian random variable F distributed according to the prior and viewed as
map into H−γ ⊃ H0, for some a > 0. Because F has covariance operator L−2α as
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a map in H0, its reproducing kernel Hilbert space (or Cameron-Martin space) H
(which does not depend on its range space) is equal to the range of L−α under the
norm ‖L−αh‖H= ‖h‖0 (see e.g., Example I.14 of [35]). Since L−α : H0 → Hα is
a norm isometry, by (iii) of Proposition 2.8, this is the Hilbert space Hα with its
natural norm ‖·‖α. The left side of (6.18) is therefore up to constants equivalent
to
inf
h∈Hα:‖h−f0‖−γ<ε
‖h‖2α− log Π(‖f‖−γ< ε). (6.19)
See [64, 65, 99], or Section 11.2, in particular, Proposition 11.19 in [35].
By (2.4) ‖Pjf0 − f0‖−γ. δ(j, γ)δ(j, β)‖f0‖β , which is bounded above by ε for
j ' ε−d/(β+γ). Thus for this value of j the first term in (6.19) is bounded above
by
‖Pjf0‖α.
{
‖Pjf0‖β , if α ≤ β,
1/δ(j, α− β)‖Pjf0‖β , if α > β
by (2.11). Here ‖Pjf0‖β≤ ‖Pjf0 − f0‖β+‖f0‖β≤ (δ(j, 0) + 1)‖f0‖β , by (2.10). It
follows that the contribution of the decentering in (6.19) is of order 1 if α ≤ β and
is bounded above by a term of order ε−2(α−β)/(β+γ) if α > β.
By Lemma 2.22, the metric entropy logN(ε, {f ∈ Hα : ‖f‖α≤ 1}, ‖·‖−γ) is of
the order ε−d/(α+γ). Hence, by [64] (see Lemma 6.2 in [100]),
− log Π(‖f‖−γ< ε) ' ε−d/(α+γ−d/2).
Finally, the assertion of the lemma follows from discussion by cases.
It follows that (6.6) is satisfied for
εn ≥ n−(β∧(α−d/2)+γ)/(2α+2γ). (6.20)
The next step of the proof is to bound the prior probability in (6.7).
Lemma 6.13. Under the assumptions of Theorem 6.7, there exist a, b > 0, such
that for every j ∈ N and t > 0,
Π(f : ‖f (j) − f‖0> t+ aj1/2−α/d) ≤ e−bt2j2α/d .
Proof. We have f (j) − f = (RjA − I)f , for Rj = A−1Qj . Therefore, the prob-
ability on the left concerns the random variable (RjA − I)F , if F is a variable
distributed according to the prior Π. Since F is zero-mean normal with covari-
ance operator L−2α, this variable is zero-mean Gaussian with covariance operator
(RjA − I)L−2α(RjA − I)∗. We shall compute the weak and strong second mo-
ments of the variable (RjA− I)F , and next apply Borell’s inequality for the norm
of a Gaussian variable to obtain the exponential bound.
Because 〈(RjA − I)F, g〉0 = 〈F, (RjA − I)∗g〉0 is zero-mean Gaussian with
variance ‖L−α(RjA − I)∗g‖20= ‖(RjA − I)∗g‖2−α, the weak second moment of
(RjA− I)F is given by
sup
‖g‖0≤1
E〈(RjA− I)F, g〉20 = sup
‖g‖0≤1
‖(RjA− I)∗g‖2−α.
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By the norm duality (2.1), the right side is equal to
sup
‖g‖0≤1
sup
‖f‖α≤1
〈f, (RjA− I)∗g〉20 ≤ sup
‖f‖α≤1
‖(RjA− I)f‖20. δ(j, α)2.
in view of (5.9).
The strong second moment of the Gaussian variable (RjA−I)F is equal to the
trace of its covariance operator. As Trace(S∗S) =
∑
i‖Sφi‖2=
∑
i
∑
j〈Sφi, φj〉2 =∑
i‖S∗φi‖2, for any orthonormal basis (φi) and operator S, we have
E‖(RjA− I)F‖20=
∑
i∈N
‖(RjA− I)L−αφi‖20.
For the orthonormal basis of eigenfunctions of L−1 and Vj the span of the first
j−1 of these eigenfunctions, as in Proposition 2.9, L−αVj ⊂ Vj , and hence (RjA−
I)L−αφi vanishes for i < j. For i ≥ j the latter element is the difference g(j)−g of
the Galerkin solution g(j) to g = L−αφi. Therefore, by (5.9) the preceding display
is bounded above by a multiple of∑
i≥j
δ(i, α)2‖L−αφi‖2α=
∑
i≥j
δ(i, α)2‖φi‖20. j1−2α/d,
where we used the estimate
∑
i>j i
−b ≤ j1−b/(b− 1), for b > 1.
Since the first moment of ‖(RjA − I)F‖0 is bounded by the root of its sec-
ond moment, the lemma follows by Borell’s inequality (see e.g. Lemma 3.1 and
subsequent discussion in [67]).
For t2 = 4nε2n/(bj
2α/d
n ) and j = jn the bound in the preceding lemma becomes
e−4nε
2
n . Hence (6.7) is satisfied for
ηn &
√
nεnj
−α/d
n + j
1/2−α/d
n .
Here we choose εn the minimal solution that satisfies the direct prior mass con-
dition (6.6), given in (6.20). Next we solve for ηn under the constraints (6.4) and
(6.5). The first of these constraints, jn ≤ nε2n, shows that the first term on the
right side of the preceding display always dominates the second term. Therefore,
we obtain the requirements jn ≤ nε2n and
ηn ≥
√
nn−(β∧(α−d/2)+γ)/(2α+2γ)j−α/dn ,
ηn ≥ n−(β∧(α−d/2)+γ)/(2α+2γ)jγ/dn ,
ηn ≥ j−β/dn .
Depending on the relation between α and β + d/2, two situations need to be
discussed separately.
(i) α ≤ β+d/2. We choose jn ' nd/(2α+2γ) = nε2n and then see that the first two
requirements in the preceding display both reduce to ηn ≥ n−(α−d/2)/(2α+2γ),
while the third becomes ηn ≥ n−β/(2α+2γ) and becomes inactive.
(ii) α > β + d/2. We choose jn ' nd/(2α+2γ) ≤ nε2n, and then see that all three
requirements reduce to ηn ≥ n−β/(2α+2γ).
Finally, we apply Theorem 6.1 to complete the proof.
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6.6.3 Proof of Theorem 6.11
Let Πτ denote the zero-mean Gaussian distribution on H with covariance operator
τ2L−2α (where α > d/2).
Lemma 6.14. Under the assumptions of Theorem 6.11, for f0 ∈ Hβ and β ≤ α,
as ε ↓ 0,
− log Πτ (f : ‖Af −Af0‖< ε) . 1
τ2
(
1
ε
)(2α−2β)/(β+γ)
+
(τ
ε
)d/(α+γ−d/2)
.
Lemma 6.15. Under the assumptions of Theorem 6.11, for f0 ∈ Hβ and β ≤ α,
as ε ↓ 0,
− log Πτ (f : ‖f‖0< ε) &
(τ
ε
)d/(α−d/2)
.
Lemma 6.16. Under the assumptions of Theorem 6.11, there exist a, b > 0 such
that, for every j ∈ N and x, τ > 0,
Πτ (f : ‖f (j) − f‖0> τx+ τaj1/2−α/d) ≤ e−bx2j2α/d
Proofs. The proof of the first lemma follows the same lines as the proof of Lemma 6.12,
except that now the Cameron-Martin space of the measure Πτ on H−γ is Hα
equipped with the norm ‖·‖H= 1τ ‖·‖α rather than its natural norm. The second
lemma follows similarly, but considers the centered probability only. The third
lemma is immediate from Lemma 6.13 as Πτ is the law of τF , for F the Gaussian
variable with the law Π as in the latter lemma, and the map f 7→ f (j) − f is
linear.
As preparation for the proof of Theorem 6.11, we first show that the minimax
rate can be obtained by a Gaussian prior with the deterministic scaling, dependent
on β, given by
τn = n
(α−d/2−β)/(2β+2γ+d). (6.21)
Theorem 6.17. Assume the conditions on the Hilbert scale, the forward operator
A and the true parameter f0 in Theorem 6.7 hold. Suppose that the priors Π are
zero-mean Gaussian with covariance operators τ2nL−2α with τn as given in (6.21)
and α > d/2. Then for β ≤ α, the posterior distribution satisfies, for sufficiently
large M > 0,
Πn
(
f : ‖f − f0‖0> Mn−β/(2β+2γ+d) | Y (n)
) P (n)f0→ 0.
Proof. The theorem is a corollary to Theorem 6.1. The proof follows the same
lines as the proof of Theorem 6.7. By Lemma 6.14, inequality (6.6) is satisfied for
εn & n−(β+γ)/(2β+2γ+d).
By Lemma 6.16, inequality (6.7) is satisfied for
ηn & τn(
√
nεnj
−α/d
n + j
1/2−α/d
n ).
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We choose jn ' nε2n, and the minimal solution εn = n−(β+γ)/(2β+2γ+d) to the
second last display. It is then straightforward to verify that (6.4), (6.5) and (6.7)
are satisfied for ηn ' n−β/(2β+2γ+d).
Theorem 6.11 is a corollary of Theorem 6.3, with the choices
ηn ' n−β/(2β+2γ+d), εn ' n−(β+γ)/(2β+2γ+d),
jn ' nε2n = nd/(2β+2γ+d).
Conditions (6.3), (6.4), and (6.5) are satisfied for these choices. It remains to
verify (6.6), and eqs. (6.12) and (6.13).
For ease of notation, for the moment, define ηn and εn as in the preceding
display, with exact equality (i.e., with the constant set equal 1). Let τn be the
‘optimal’ scaling rate defined in (6.21).
Verification of (6.6). For τ ' τn and ε ' εn as given and β ≤ α, both terms
in the right side of Lemma 6.14 are of the order nε2n. The lemma yields, for
τn ≤ τ ≤ 2τn and some constant a1 > 0,
− log Πτ (f : ‖Af −Af0‖< εn) ≤ a1nε2n.
This shows that
Π(f : ‖Af −Af0‖< εn) =
∫ ∞
0
Πτ (f : ‖Af −Af0‖< εn) dQ(τ)
≥ e−a1nε2nQ(τn, 2τn).
If α− d/2 < β, then τn → 0, and Condition 6.10 on Q gives that
− logQ(τn, 2τn) . τ−2n = n(2β−2α+d)/(2β+2γ+d) ≤ nd/(2β+2γ+d) = nε2n,
if β ≤ α. If 0 < β < α− d/2, then τn →∞, and Condition 6.10 on Q gives that
− logQ(τn, 2τn) . τd/(α−d/2)n = n(d(α−d/2−β)/(α−d/2)(2β+2γ+d))
≤ nd/(2β+2γ+d) = nε2n.
Finally if α − d/2 = β, then τn = 1 and Q(τn, 2τn) & 1. Thus in all three
cases Q(τn, 2τn) is bounded below by a power of e−nε
2
n . Combining this with
the preceding, we see that Π(f : ‖Af − Af0‖≤ εn) ≥ e−a2nε2n , for some positive
constant a2, which we can take bigger than 1. Then (6.6) is satisfied for εn equal
to
√
a2 times the current εn.
Verification of (6.12). Lemma 6.15 gives that
Πτ (f : ‖f − f0‖0< 2ηn,τ ) ≤ Πτ (f : ‖f‖0< 2ηn,τ ) ≤ e−a3(τ/ηn,τ )d/(α−d/2) ,
for some constant a3. This is bounded above by e−4a2nε
2
n if
ηn,τ = 2a4τ n
(d/2−α)/(2β+2γ+d) = 2a4τ ηn/τn,
for a sufficiently small constant a4 > 0.
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Verification of (6.13). Choosing x = a4ηn/τn = ηn,τ/(2τ) in Lemma 6.16, we
see that the left side of (6.13) is bounded above by e−4a2nε
2
n if jn satisfies
aj1/2−α/dn ≤ a4ηn/τn, and ba24(ηn/τn)2j2α/dn ≥ 4a2nε2n.
Both inequalities become equalities for jn of the order jn ' nd/(2β+2γ+d), as
indicated at the beginning of the proof. Since 1/2−α/d < 0 and 2α/d > 0, the left
side of the first inequality is decreasing in jn and the left side of second inequality
is increasing. Thus both inequalities are satisfied for jn = a5nd/(2β+2γ+d) and a
sufficiency large constant a5.
Finally we choose εn and jn in Theorem 6.3 equal to
√
a2 and a5 times the
orders indicated at the beginning of the proof. Then (6.3) is satisfied, and (6.4)
and (6.5) are satisfied if ηn is chosen of the indicated order times a sufficiently
large constant.
6.7 Discussion and Comments
In this section we comment on the present setup and discuss directions in which
the results in this chapter can be extended.
Coloured Noise
We have examined the case that the noise ξ in model (6.1) is white noise. Statistical
estimation in the case that the noise is a proper centred Gaussian random element
inG, as studied in [30], is easier in terms of minimax rates (if in both cases the noise
is scaled to the same unit), as this would imply that the noise is less variable. By
inspection of our proofs one sees that the concentration inequalities that drive the
testing criterion remain valid if the covariance operator of the noise is bounded
above by the identity, as is assumed in [1, 7]. As a consequence, the proof of
Theorem 6.1 goes through and the theorem remains valid, as do the corollaries in
the later sections. However, for truly coloured noise the result may be suboptimal,
as one may expect a faster posterior contraction rate, which will incorporate the
decrease of the noise variance in certain directions. The methods of the present
chapter can be adapted to this case as long as the covariance operator fits the
scale of smoothness classes, as in [30]. A sharp result in full generality may be
difficult to attain, as it will be the outcome of the interaction of the directions of
decrease in the noise, the true parameter and the prior.
Approximation Numbers of Embeddings
In the corollaries to the main result we have assumed that the approximation
numbers δ(j, s) of the canonical embedding ι : Hs → H0 are of polynomial order
j−s/d. This order matches the approximation numbers of Sobolev spaces on d-
dimensional, bounded domains, and seems common. Other decay rates do arise,
e.g., an exponential rate in severely ill-posed problems (as in the heat equation
considered in [60]), or a logarithmic rate (as in [14]). The general Theorem 6.1
remains valid, but its corollaries must be adapted. For Gaussian priors in loga-
rithmic or exponential scales, this is relatively straightforward using the general
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theory of approximation numbers, which relates these to singular values and metric
entropy. Some results can be found in Section 10.4.
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Chapter 7
Inverse Problems with Discrete
Observations: Gaussian Conjugacy
7.1 Introduction
Linear inverse problems have been studied since long in the statistical and numer-
ical analysis literature; see, e.g., [3, 7, 15, 16, 19, 24, 56, 57, 101], and references
therein. Emphasis in these works has been on the signal-in-white noise model,
Y = Af + εW, (7.1)
where the parameter of interest f lies in some infinite-dimensional function space,
A is a linear operator with values in a possibly different space, W is white noise,
and ε is the noise level. Applications of linear inverse problems include, e.g.,
computerized tomography, see [72], partial differential equations, see [54], and
scattering theory, see [20].
Arguably, in practice one does not have access to a full record of observations
on the unknown function f as in the idealised model (7.1), but rather one indirectly
observes it at a finite number of points. This statistical setting can be conveniently
formalised as follows: let the signal of interest f be an element in a Hilbert space
H1 of functions defined on a compact interval [0, 1]. The forward operator A
maps f to another Hilbert space H2. We assume that H1, H2 are subspaces of
L2([0, 1]), typically collections of functions of certain smoothness as specified in
the later sections, and that the design points are chosen deterministically,{
xi =
i
n
}
i=1,···,n
. (7.2)
Assuming continuity of Af and defining
Yi = Af(xi) + ξi, i = 1, · · · , n, (7.3)
with ξi i.i.d. standard Gaussian random variables, our observations are the pairs
(xi, Yi)i≤n, and we are interested in estimating f . A prototype example we think
of is the case when A is the solution operator in the Dirichlet problem for the heat
equation acting on the initial condition f ; see Example 7.8 below for details.
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Model (7.3) is related to the inverse regression model studied e.g. in [5] and [6].
Although the setting we consider is somewhat special, our contribution is arguably
the first one to study from a theoretical point of view a nonparametric Bayesian
approach to estimation of f in the inverse problem setting with partial observations
(see [35] for a monographic treatment of modern Bayesian nonparametrics). In
the context of the signal-in-white noise model (7.1), a nonparametric Bayesian
approach has been studied thoroughly in [59] and [60], and techniques from these
works will turn out to be useful in our context as well. Our results will deal
with derivation of posterior contraction rates and study of asymptotic frequentist
coverage of Bayesian credible sets. A posterior contraction rate can be thought
of as a Bayesian analogue of a convergence rate of a frequentist estimator, cf. [33]
and [35]. Specifically, we will show that as the sample size n → ∞, the posterior
distribution concentrates around the ‘true’ parameter value, under which data have
been generated, and hence our Bayesian approach is consistent and asymptotically
recovers the unknown ‘true’ f . The rate at which this occurs will depend on
the smoothness of the true parameter and the prior and the ill-posedness degree
of the problem. Correct combinations of these values lead to optimal posterior
contraction rates (up to logarithmic factors). Furthermore, a Bayesian approach
automatically provides uncertainty quantification in parameter estimation through
the spread of the posterior distribution, specifically by means of posterior credible
sets. We will give an asymptotic frequentist interpretation of these sets in our
context. In particular, we will see that the frequentist coverage will depend on
a combination of smoothness of the true parameter and the prior, and the ill-
posedness of the problem. Oversmoothing priors lead to zero coverage, while
undersmoothing priors produce highly conservative results.
The chapter is organized as follows: in Section 7.2, we give a detailed descrip-
tion of the problem, introduce the singular value decomposition and convert the
model (7.3) into an equivalent truncated sequence model that is better amenable
to our theoretical analysis. We show how a Gaussian prior in this sequence model
leads to a Gaussian posterior and give an explicit characterisation of the latter.
Our main results on posterior contraction rates and Bayesian credible sets are
given in Section 7.3, followed by simulation examples in Section 7.4 that illustrate
our theoretical results. Section 7.5 contains the proofs of the main theorems, while
the technical lemmas used in the proofs are collected in Section 7.6.
7.1.1 Notation
The notational conventions we use in this work are the following: definitions are
marked by the := symbol; |·| denotes the absolute value and ‖·‖H indicates the
norm related to the space H; 〈·, ·〉H is understood as the canonical inner product
in the inner product space H; subscripts are omitted when there is no danger of
confusion; N (µ,Σ) denotes the Gaussian distribution with mean µ and covariance
operator Σ; subscripts Nn and NH may be used to emphasize the fact that the
distribution is defined on the space Rn or on the abstract spaceH; Cov(·, ·) denotes
the covariance or the covariance operator, depending on the context
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7.2 Sequence model
7.2.1 Singular value decomposition
We impose a common assumption on the forward operator A from the literature
on inverse problems, see, e.g., [3], [7] and [15].
Assumption 7.1. Operator A is injective and compact.
It follows that A∗A is also compact and in addition self-adjoint. Hence, by the
spectral theorem for self-adjoint compact operators, see [21], we have a represen-
tation A∗Af =
∑
k∈N a
2
kfkϕk, where {ϕk} and {ak} are the eigenbasis on H1 and
eigenvalues, respectively, (corresponding to the operator A∗A), and fk = 〈f, ϕk〉
are the Fourier coefficients of f . This decomposition of A∗A is known as the
singular value decomposition (SVD), and {ak} are also called singular values.
It is easy to show that the conjugate basis ψk := Aϕk/ak of the orthonormal
basis {ϕk}k is again an orthonormal system in H2 and gives a convenient basis for
RanA, the range of A in H2. Furthermore, the following relations hold (see [3]),
Aϕk = akψk, A
∗ψk = akϕk. (7.4)
Recall a standard result (see, e.g., [44]): a Hilbert space H is isometric to `2,
and Parseval’s identity ‖f‖2`2 :=
∑
k|fk|2= ‖f‖2H holds; here fk are the Fourier
coefficients with respect to some known and fixed orthonormal basis.
We will employ the eigenbasis {ϕk} of A∗A to define the Sobolev space of
functions. This will define the space in which the unknown function f resides.
Definition 7.2. We say f is in the Sobolev space Sβ with smoothness parameter
β ≥ 0, if it can be written as f = ∑∞k=1 fkϕk with fk = 〈f, ϕk〉, and if its norm
‖f‖β :=
(∑∞
k=1 f
2
kk
2β
)1/2 is finite.
Remark 7.3. The above definition agrees with the classical definition of the Sobolev
space if the eigenbasis is the trigonometric basis, see, e.g., [95]. With a fixed basis,
which is always the case in this article, one can identify the function f and its
Fourier coefficients {fk}. Thus, we use Sβ to denote both the function space and
the sequence space. For example, it is easy to verify that S0 = `2 (correspondingly
S0 = L2), Sβ ⊂ `2 for any nonnegative β, and Sβ ⊂ `1 when β > 1/2.
Recall that Af =
∑
aifiψi. Then we have Af ∈ Sβ+p if ak  k−p, and
Af ∈ S∞ := ∩k∈NSk, if ak decays exponentially fast. Such a lifting property
is beneficial in the forward problem, since it helps to obtain a smooth solution.
However, in the context of inverse problems it leads to a difficulty in recovery of
the original signal f , since information on it is washed out by smoothing. Hence,
in the case of inverse problems one does not talk of the lifting property, but of
ill-posedness, see [15].
Definition 7.4. An inverse problem is called mildly ill-posed, if ak  k−p as k →∞,
and extremely ill-posed, if ak  e−ksp with s ≥ 1 as k → ∞, where p is strictly
positive in both cases.
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In the rest of the article, we will confine ourselves to the following setting.
Assumption 7.5. The unknown true signal f in (7.3) satisfies f ∈ Sβ ⊂ H1 for
β > 0. Furthermore, the ill-posedness is of one of the two types in Definition Def-
inition 7.4.
Remark 7.6. As an immediate consequence of the lifting property, we have H2 ⊂
H1.
We conclude this section with two canonical examples of the operator A.
Example 7.7 (mildly ill-posed case: Volterra operator [59]). The classical Volterra
operator A : L2[0, 1]→ L2[0, 1] and its adjoint A∗ are
Af(x) =
∫ x
0
f(s) ds, A∗f(x) =
∫ 1
x
f(s) ds.
The eigenvalues, eigenfunctions of A∗A and the conjugate basis are given by
a2i =
1
(i− 1/2)2pi2 ,
ϕi(x) =
√
2 cos((i− 1/2)pix),
ψi(x) =
√
2 sin((i− 1/2)pix),
for i ≥ 1.
Example 7.8 (extremely ill-posed case: heat equation [60]). Consider the Dirichlet
problem for the heat equation:
∂
∂t
u(x, t) =
∂2
∂x2
u(x, t), u(x, 0) = f(x),
u(0, t) = u(1, t) = 0, t ∈ [0, T ],
(7.5)
where u(x, t) is defined on [0, 1]× [0, T ] and f(x) ∈ L2[0, 1] satisfies f(0) = f(1) =
0. The solution of (7.5) is given by
u(x, t) =
√
2
∞∑
k=1
fke
−k2pi2t sin(kpix) =: Af(x),
where {fk} are the coordinates of f in the basis {
√
2 sin(kpix)}k≥1.
For the solution map A, the eigenvalues of A∗A are e−k
2pi2t, the eigenbasis and
conjugate basis coincide and ϕk(x) = ψk(x) =
√
2 sin(kpix).
7.2.2 Equivalent formulation
In this subsection we develop a sequence formulation of the model (7.3), which
is very suitable for asymptotic Bayesian analysis. First, we briefly discuss the
relevant results that provide motivation for our reformulation of the problem.
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In Examples 7.7 and 7.8, the sine and cosine bases form the eigenbasis. In fact,
the Fourier basis (trigonometric polynomials) frequently arises as an eigenbasis for
various operators, e.g. in the case of differentiation, see [27], or circular deconvo-
lution, see [16]. For simplicity, we will use Fourier basis as a primary example
in the rest of the article. Possible generalization to other bases is discussed in
Remark 7.10.
Restriction of our attention to the Fourier basis is motivated by its special
property: discrete orthogonality. The next lemma illustrates this property for the
sine basis (Example 7.8).
Lemma 7.9 (discrete orthogonality). Let {ψk}k∈N be the sine basis, i.e.
ψk(x) =
√
2 sin(kpix), k = 1, 2, 3, · · · .
Then:
(i.) Discrete orthogonality holds:
〈ψj , ψk〉d := 1
n
n∑
i=1
ψj(i/n)ψk(i/n) = δjk, j, k = 1, · · · , n− 1. (7.6)
Here δjk is the Kronecker delta.
(ii.) Fix l ∈ N. For any fixed 1 ≤ k ≤ n−1 and all j ∈ {ln, ln+1, · · · , (l+1)n−1},
there exits only one k¯ ∈ {1, 2, . . . , n − 1} depending only on the parity of l,
such that for j˜ = ln+ k¯, the equality
|〈ψj˜ , ψk〉d|= 1 (7.7)
holds, while 〈ψj˜ , ψk〉d = 0 for all j˜ = ln+k˜ such that k˜ 6= k¯, k˜ ∈ {1, 2, . . . , n−
1}.
Remark 7.10. For other trigonometric bases, discrete orthogonality can also be
attained. Thus, the conjugate eigenbasis in Example 7.7 is discretely orthogonal
with design points {(i − 1/2)/n}i=1,···,n. We refer to [2] and references therein
for details. With some changes in the arguments, our asymptotic statistical re-
sults still remain valid with such modifications of design points compared to (7.2).
We would like to stress the fact that restricting attention to bases with discrete
orthogonality property does constitute a loss of generality. However, there exist
classical bases other than trigonometric bases that are discretely orthogonal (pos-
sibly after a suitable modification of design points). See, for instance, [78] for an
example of Lagrange polynomials.
Motivated by the observations above, we introduce our central assumption on
the basis functions.
Assumption 7.11. Given the design points {xi}i=1,···,n in (7.2), we assume the con-
jugate basis {ψk}k∈N of the operator A in (7.3) possesses the following properties:
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(i.) for 1 ≤ j, k ≤ n− 1,
〈ψj(x), ψk(x)〉d := 1
n
n∑
i=1
ψj(xi)ψk(xi). = δjk
(ii.) For 1 ≤ k ≤ n − 1 and j ∈ {ln, · · · , (l + 1)n − 1} with fixed l ∈ N, there
exits only one j˜ = ln + k¯, such that 0 < |〈ψj˜ , ψk〉d|< M, where M is a
fixed constant, and k¯ depends on the parity of l only. For other j 6= j˜,
|〈ψj , ψk〉d|= 0.
Using the shorthand notation
f =
∑
j
fjϕj =
n−1∑
j=1
fjϕj +
∑
j≥n
fjϕj =: f
n + fr,
we obtain for k = 1, · · · , n− 1 that
Uk =
1
n
n∑
i=1
Yiψk(xi) = 〈Afn, ψk〉d + 〈Afr, ψk〉d + 1
n
n∑
i=1
ξiψk(xi)
=akfk +Rk +
1√
n
ζk,
(7.8)
where
Rk := Rk(f) = 〈Afr, ψk〉d, ζk := 1√
n
n∑
i=1
ξiψk(xi).
By Assumption 7.11, we have
|Rk|= |〈Afr, ψk〉d|≤
∑
j≥n
aj |fj ||〈ψj , ψk〉d|=
∞∑
l=1
aln+k¯|fln+k¯|, (7.9)
which leads to (via Cauchy-Schwarz)
R2k(f) ≤ (
∞∑
l=1
a2ln+k¯(ln+ k¯)
−2β)‖f‖2β .
Hence, for a mildly ill-posed problem, i.e. ak  k−p, the following bound holds,
uniformly in the ellipsoid {f : ‖f‖β≤ K},
sup
f :‖f‖β≤K
R2k(f) .
∞∑
l=1
(ln)−2β−2p = n−2(β+p)
∞∑
l=1
l−2(β+p) (7.10)
n−2(β+p) = o(1/n),
for any 1 ≤ k ≤ n− 1 when β + p > 1/2.
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If the problem is extremely ill-posed, i.e. ak  e−ksp, we use the inequality
R2k(f) ≤
∑
j≥n
aj |fj |
2 ≤ (∑
j≥n
a2j )‖fr‖2.
Since aj  exp(−pjs) ≤ exp(−pj), it follows that
∑
j≥n a
2
j is up to a constant
bounded from above by exp(−2pn). Hence
sup
f :‖f‖β≤K
R2k(f) . exp(−2pn) 1/n. (7.11)
In [59], [60], the Gaussian prior Π = ⊗i∈NN (0, λi) is employed on the coor-
dinates of the eigenbasis expansion of f . If λi = ρ2ni−1−2α, the sum
∑
i∈N λi =
ρ2n
∑
i∈N i
−1−2α is convergent, and hence this prior is the law of a Gaussian element
in H1.
In our case, we consider the same type of the prior with an additional constraint
that only the first n − 1 components of the prior are non-degenerate, i.e. Π =
(⊗i<nN (0, λi))× (⊗i≥nN (0, 0)), where λi is as above. In addition, we assume the
prior on f is independent of the noise ζk, k = 1, · · · , n − 1, in (7.8). With these
assumptions in force, we see Π(Rk = 0) = 1, for k = 1, · · · , n − 1. Furthermore,
the posterior can be obtained from the product structure of the model and the
prior via the normal conjugacy,
Π(f |Un) = ⊗k∈NN (fˆk, σ2k), (7.12)
with fˆk =
nakλk1{k<n}
na2kλk + 1
Uk, σ
2
k =
λk1{k<n}
na2kλk + 1
.
We also introduce
fˆ = E(f |Un) = (E(fk|Uk)) = (fˆk)k∈N = (bkUk)k∈N, (7.13)
where bk =
nakλk1{k<n}
na2kλk+1
. We conclude this section with a useful fact that will be
applied in later sections:
fˆk = bkUk = bk
(
akfk +Rk +
ζk√
n
)
= Efˆk + τkζk, (7.14)
where Efˆk = akbkfk + bkRk and τk = bk/
√
n.
7.3 Main results
7.3.1 Contraction rates
In this section, we determine the rate at which the posterior distribution concen-
trates on shrinking neighbourhoods of the ‘true’ parameter f0 as the sample size
n grows to infinity.
Assume the observations in (7.3) have been collected under the parameter
value f0 =
∑
k∈N f0,kϕk. Thus our observations (Uk)k<n given in (7.8) have the
law ⊗k<nN (akf0,k + Rk, 1/n). We will use the notation Πn(·|U) to denote the
posterior distribution given in (7.12).
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Theorem 7.12 (Posterior contraction: mildly ill-posed problem). If the problem is
mildly ill-posed as ak  k−p with p > 0, the true parameter f0 ∈ Sβ with β > 0,
and furthermore β + p > 1/2, by letting λk = ρ2nk−1−2α with α > 0 and any
positive ρn satisfying ρ2nn→∞, we have, for any K > 0 and Mn →∞,
sup
‖f0‖β≤K
Ef0Πn (f : ‖f − f0‖H1≥Mnεn|Un)→ 0,
where
εn = εn,1 ∨ εn,2 = (ρ2nn)−β/(2α+2p+1)∧1 ∨ ρn(ρ2nn)−α/(2α+2p+1). (7.15)
In particular,
(i.) if ρn = 1, then εn = n−(α∧β)/(2α+2p+1);
(ii.) if β ≤ 2α+ 2p+ 1 and ρn  n(α−β)/(2β+2p+1), then εn = n−β/(2β+2p+1);
(iii.) if β > 2α+ 2p+ 1, then for every scaling ρn, εn  n−β/(2β+2p+1).
Thus we recover the same posterior contraction rates as obtained in [59], at
the cost of an extra constraint β+ p > 1/2. The frequentist minimax convergence
rate for mildly ill-posed problems in the white noise setting with ε = n−1/2 is
n−β/(2β+2p+1), see [15]. We will compare our result to this rate. Our theorem
states that in case (i.) the posterior contraction rate reaches the frequentist opti-
mal rate if the regularity of the prior matches the truth (β = α) and the scaling
factor ρn is fixed. Alternatively, as in case (ii.), the optimal rate can also be at-
tained by proper scaling, provided a sufficiently regular prior is used. In all other
cases the contraction rate is slower than the minimax rate. Our results are similar
to those in [59] in the white noise setting. The extra constraint β + p > 1/2 that
we have in comparison to that work demands an explanation. As (7.10) shows,
the size of negligible terms Rk(f0) in (7.8) decreases as the smoothness β+p of the
transformed signal Af0 increases. In order to control Rk, a minimal smoothness
of Af0 is required. The latter is guaranteed if p+ β ≥ 1/2, for it is known that in
that case Af0 will be at least continuous, while it may fail to be so if p+β < 1/2,
see [95].
Remark 7.13. The control on Rk(f0) from (7.9) depends on the fact that the
eigenbasis possesses the properties in Assumption 7.11. If instead of Assump-
tion 7.11 (ii.) one only assumes |〈ψj , ψk〉|≤ 1 for any k ≤ n − 1 and j ≥ n, the
constraint on the smoothness of Af0 has to be strengthened to β + p ≥ 1 in order
to obtain the same results as in Theorem 7.12, because the condition β + p ≥ 1
guarantees that the control on Rk(f0) in (7.10) remains valid.
Now we consider the extremely ill-posed problem. The following result holds.
Theorem 7.14 (Posterior contraction: extremely ill-posed problem). Let the prob-
lem be extremely ill-posed as ak  e−pks with s ≥ 1, and let the true parameter
f0 ∈ Sβ with β > 0. Let λk = ρ2nk−1−2α with α > 0 and any positive ρn satisfying
ρ2nn→∞. Then
sup
‖f0‖β≤K
Ef0Πn (f : ‖f − f0‖H1≥Mnεn|Un)→ 0,
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for any K > 0 and Mn →∞, where
εn = εn,1 ∨ εn,2 =
(
log(ρ2nn)
)−β/s ∨ ρn (log(ρ2nn))−α/s . (7.16)
In particular,
(i.) if ρn = 1, then εn = (log n)−(α∧β)/s,
(ii.) if n−1/2+δ . ρn . (log n)(α−β)/s for some δ > 0, then εn = (log n)−β/s.
Furthermore, if λk = exp(−αks) with α > 0, the following contraction rate is
obtained: εn = (log n)−β/s.
Since the frequentist minimax estimation rate in extremely ill-posed problems
in the white noise setting is (log n)−β/s (see [15]), Theorem 7.14 shows that the
optimal contraction rates can be reached by suitable choice of the regularity of
the prior, or by using an appropriate scaling. In contrast to the mildly ill-posed
case, we have no extra requirement on the smoothness of Af0. The reason is
obvious: because the signal is lifted to S∞ by the forward operator A, the term
(7.11) converges to zero exponentially fast, implying that Rk(f0) in (7.8) is always
negligible.
7.3.2 Credible sets
In the Bayesian paradigm, the spread of the posterior distribution is a common
measure of uncertainty in parameter estimates. In this section we study the fre-
quentist coverage of Bayesian credible sets in our problem.
When the posterior is Gaussian, it is customary to consider credible sets cen-
tered at the posterior mean, which is what we will also do. In addition, because
in our case the covariance operator of the posterior distribution does not depend
on the data, the radius of the credible ball is determined by the credibility level
1− γ and the sample size n. A credible ball centred at the posterior mean fˆ from
(7.13) is given by
fˆ +B(rn,γ) := {f ∈ H1 : ‖f − fˆ‖H1≤ rn,γ}, (7.17)
where the radius rn,γ is determined by the requirement that
Πn(fˆ +B(rn,γ)|Un) = 1− γ. (7.18)
By definition, the frequentist coverage or confidence of the set (7.17) is
Pf0(f0 ∈ fˆ +B(rn,γ)), (7.19)
where the probability measure is the one induced by the law of Un given in (7.8)
with f = f0. We are interested in the asymptotic behaviour of the coverage (7.19)
as n→∞ for a fixed f0 uniformly in Sobolev balls, and also along a sequence fn0
changing with n.
The following two theorems hold.
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Theorem 7.15 (Credible sets: mildly ill-posed problem). Assume the same as-
sumptions as in Theorem 7.12 hold, and let β˜ = β∧ (2α+2p+1). The asymptotic
coverage of the credible set (7.17) is
(i.) 1, uniformly in {f0 : ‖f0‖β≤ 1}, if ρn  n(α−β˜)/(2β˜+2p+1);
(ii.) 1, for every fixed f0 ∈ Sβ, if β < 2α + 2p + 1 and ρn  n(α−β˜)/(2β˜+2p+1);
c, along some fn0 with supn‖fn0 ‖β< ∞, if ρn  n(α−β˜)/(2β˜+2p+1) (any c ∈
[0, 1)).
(iii.) 0, along some fn0 with supn‖fn0 ‖β<∞, if ρn  n(α−β˜)/(2β˜+2p+1).
Theorem 7.16 (Credible sets: extremely ill-posed problem). Assume the setup of
Theorem 7.14. Then if λk = ρ2nk−1−2α with α > 0 and any positive ρn satisfying
ρ2nn→∞, the asymptotic coverage of the credible set (7.17) is
(i.) 1, uniformly in {f0 : ‖f0‖Sβ≤ 1}, if ρn  (log n)(α−β)/2;
(ii.) 1, uniformly in f0 with ‖f0‖β≤ r with r small enough;
1, for any fixed f0 ∈ Sβ,
provided the condition ρn  (log n)(α−β)/s holds;
(iii.) 0, along some fn0 with supn‖fn0 ‖β<∞, if ρn . (log n)(α−β)/s.
Moreover, if λk = e−α
s
with α > 0 and any positive ρn satisfying ρ2nn → ∞,
the asymptotic coverage of the credible set (7.17) is
(iv.) 0, for every f0 such that |f0,i|& e−cis/2 for some c < α.
For the two theorems in this section, the most intuitive explanation is offered
by the case ρn ≡ 1. The situations (i.), (ii.) and (iii.) correspond to α < β,
α = β and α > β, respectively. The message is that the oversmoothing prior
((iii.) in Theorem 7.15 and (iii.), (iv.) in Theorem 7.16) leads to disastrous
frequentist coverage of credible sets, while the undersmoothing prior ((i.) in both
theorems) delivers very conservative frequentist results (coverage 1). With the
right regularity of the prior (case (ii.)), the outcome depends on the norm of the
true parameter f0. Our results are thus similar to those obtained in the white
noise setting in [59] and [60].
7.4 Simulation examples
In this section we carry out a small-scale simulation study illustrating our theo-
retical results. Examples we use to that end are those given in Subsection 7.2.1.
These were also used in simulations in [59] and [60].
In the setting of Example 7.7, we use the following true signal,
f0(x) =
∞∑
i=1
f0,iϕi(x) with f0,k = k−3/2 sin(k). (7.20)
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It is easy to check that f0 ∈ S1.
In the setup of Example 7.8, the initial condition is assumed to be
f0(x) = 4x(x− 1)(8x− 5). (7.21)
One can verify that in this case
f0,k =
8
√
2(13 + 11(−1)k)
pi3k3
,
and f0 ∈ Sβ for any β < 5/2.
First, we generate noisy observations {Yi}i=1,···,n from our observation scheme
(7.3) at design points xi =
i−1/2
n in the case of Volterra operator, and xi = i/n in
the case of the heat equation. Next, we apply the transform described in (7.8) and
obtain transformed observations {Ui}i=1,···,n−1. Then, by (7.12), the posterior of
the coefficients with the eigenbasis ϕi is given by
fk|Un ∼ N
(
nakλk1{k<n}
na2kλk + 1
Uk,
λk1{k<n}
na2kλk + 1
)
.
Figures 7.1 and 7.2 display plots of (estimated) 95% L2-credible bands for
different sample sizes and different priors. For all priors we assume ρn ≡ 1, and use
different smoothness degrees α, as shown in the titles of the subplots. In addition,
the columns from left to right corresponds to 103, 104 and 105 observations. The
(estimated) credible bands are obtained by generating 1000 realizations from the
posterior and retaining 95% of them that are closest in the L2-distance to the
posterior mean.
Two simulations reflect several similar facts. First, because of the difficulty due
to the inverse nature of the problem, the recovery of the true signal is relatively
slow, as the posteriors for the sample size 103 are still rather diffuse around the true
parameter value. Second, it is evident that undersmoothing priors (the top rows
in the figures) deliver conservative credible bands, but still capture the truth. On
the other hand, oversmoothing priors lead to overconfident, narrow bands, failing
to actually express the truth (bottom rows in the figures). As already anticipated
due to a greater degree of ill-posedness, recovery of the initial condition in the
heat equation case is more difficult than recovery of the true function in the case
of the Volterra operator. Finally, we remark that qualitative behaviour of the
posterior in our examples is similar to the one observed in [59] and [60]; for larger
samples sizes n, discreteness of the observation scheme does not appear to have a
noticeably adversary effect compared to the fully observed case in [59] and [60].
105
7. Gaussian Conjugacy Inverse: Discrete Observations
Figure 7.1: Realizations of the posterior mean (red) and 950 of 1000 draws from
the posterior (colored thin lines) with smallest L2 distance to the posterior mean.
From left to right columns, the posterior is computed based on sample size 103, 104
and 105 respectively. The true parameter (black) is of smoothness β = 1 and given
by coefficients f0,k = k−3/2 sin(k).
7.5 Proofs
7.5.1 Proof of Lemma 7.9
This proof is a modification of the one of Lemma 1.7 in [95]. With the following
temporary definitions a := eipi
j
n and b := eipi
k
n , using Euler’s formula, we have
〈ψj , ψk〉d =− 1
2n
n∑
s=1
(as − a−s)(bs − b−s)
=− 1
2n
n∑
s=1
[
(ab)s − (a/b)s − (a/b)−s + (ab)−s] ,
=− 1
2n

n∑
s=1
(ab)s︸ ︷︷ ︸
A
−
n∑
s=1
(a/b)s︸ ︷︷ ︸
B
−
n∑
s=1
(a/b)−s︸ ︷︷ ︸
C
+
n∑
s=1
(ab)−s︸ ︷︷ ︸
D
 .
(7.22)
Furthermore,
ab = eipi
j+k
n ,
a
b
= eipi
j−k
n .
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Figure 7.2: Realizations of the posterior mean (red) and 950 of 1000 draws from
the posterior (colored thin lines) with smallest L2 distance to the posterior mean.
From left to right columns, the posterior is computed based on sample size 103, 104
and 105 respectively. The true parameter (black) is of smoothness β for any
β < 5/2 and given by (7.21).
Observe that when ab 6= 1, we have
A =
ab(1− (ab)n)
1− ab , D =
1− (ab)−n
ab− 1 , A+D =
ab(1− (ab)n)− (1− (ab)−n)
1− ab .
Similarly, if a/b 6= 1,
B + C =
(a/b)(1− (a/b)n)− (1− (a/b)−n)
1− (a/b) .
We fix 1 ≤ k ≤ n− 1 and discuss different situations depending on j.
(I.) 1 ≤ j ≤ n− 1 and j + k 6= n.
Since n 6= j+ k < 2n, we always have ab = eipi j+kn 6= 1, and the terms A and
D can be calculated as above. Similarly, since −n < j−k < n, a/b = 1 only
when j = k. Moreover, j + k and j − k have the same parity, and so j = k
is only possible if j + k is even.
(i.) j + k is even.
In this case, (ab)n = 1. This leads to A = D = 0.
Further, if j = k, we have a/b = b/a = 1 and B = C = n. Otherwise, if
j 6= k, we have a/b 6= 1 and (a/b)n = 1 = (b/a)n (since j − k is even),
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and so
B =
a/b(1− (a/b)n)
1− a/b = 0, C = 0,
which implies (7.22) equals 1.
(ii.) j + k is odd. We have (ab)n = (a/b)n = −1, which results in A+D =
B + C = −2, and so (7.22) equals 0.
(II.) 1 ≤ j < n and j + k = n. We have ab = −1. Arguing as above, if n is odd,
A+D = −2 and B + C = −2. If n is even, A = D = 0 and B = C = nδjk.
The remaining cases follow the same arguments, and hence we omit the (lengthy
and elementary) calculations.
(III.) j = ln with l ∈ N.
It can be shown that A+D = B + C always holds.
(IV.) j ∈ {ln+ 1, · · · , (l + 1)n− 1}.
When l is even, one obtains 〈ψj , ψk〉d = δj˜k, where j˜ = j − ln. Otherwise,
for odd l, 〈ψj , ψk〉d = −δj˜k where j˜ = (l + 1)n− j.
7.5.2 Proof of Theorem 7.12
In this proof we use the notation ‖·‖= ‖·‖H1= ‖·‖`2 . To show
sup
‖f0‖β≤K
Ef0Πn (f : ‖f − f0‖≥Mnεn|Un)→ 0,
we first apply Markov’s inequality,
M2nε
2
nΠn
(
f : ‖f − f0‖2≥M2nε2n|Un
) ≤ ∫ ‖f − f0‖2 dΠn(f |Un).
From (7.12) and the bias-variance decomposition,∫
‖f − f0‖2 dΠn(f |Un) = ‖fˆ − f0‖2+‖σ‖2,
where σ = (σk)k is given in (7.12). Because σ is deterministic,
Ef0 [Πn (f : ‖f − f0‖≥Mnεn|Un)] ≤
1
M2nε
2
n
(
Ef0‖fˆ − f0‖2+‖σ‖2
)
.
Since Mn → ∞ is assumed, it suffices to show that the terms in brackets are
bounded by a constant multiple of ε2n uniformly in f0 in the Sobolev ellipsoid.
Using (7.14), we obtain
Ef0‖fˆ − f0‖2= ‖Ef0 fˆ − f0‖2+‖τ‖2= ‖Ef0 fˆ − fn0 ‖2+‖fr0 ‖2+‖τ‖2,
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where τ = (τk)k given in (7.14) and
fn0 =(f0,1, · · · , f0,n−1, 0, · · ·),
fr0 =(0, · · · , 0, f0,n, f0,n+2, · · ·).
We need to obtain a uniform upper bound over the ellipsoid {f0 : ‖f0‖β≤ K} for
‖Ef0 fˆ − fn0 ‖2+‖fr0 ‖2+‖τ‖2+‖σ‖2. (7.23)
We have
‖Ef0 fˆ − fn0 ‖2=
n−1∑
k=1
(
na2kλk
na2kλk + 1
f0,k +
nakλk
na2kλk + 1
Rk − f0,k
)2
.
n−1∑
k=1
1
(na2kλk + 1)
2 f
2
0,k︸ ︷︷ ︸
A1
+n sup
k<n
R2k
n−1∑
k=1
na2kλ
2
k
(na2kλk + 1)
2︸ ︷︷ ︸
A2
, (7.24)
and
‖fr0 ‖2=
∑
k≥n
f20,k, ‖τ‖2=
n−1∑
k=1
na2kλ
2
k
(na2kλk + 1)
2 = A2, ‖σ‖2=
n−1∑
k=1
λk
na2kλk + 1
.
Recall that we write (7.15) as εn = εn,1∨ εn,2. The statements (i.)–(iii.) follow by
elementary calculations. Specifically, in (ii.) the given ρn is the best scaling, as it
gives the fastest rate. From [59] (see the argument below (7.3) on page 21), A1 is
bounded by a fixed multiple of (εn,1)2, and ‖τ‖2, ‖σ‖2 are bounded by multiples
of (εn,2)2. Hence, to show that the rate is indeed (7.15), it suffices to show that
n supk≤nR
2
kA2 and ‖fr0 ‖2 can be bounded by a multiple of (εn)2 uniformly in the
ellipsoid {f0 : ‖f0‖β≤ K}. Since A2 = ‖τ‖2, to that end it is sufficient to show
that supk<n nR2k = O(1), and that ‖fr0 ‖2= O(εn)2.
Since f0 ∈ Sβ , we have the following straightforward bound,
‖fr0 ‖2≤ n−2β
∑
k≥n
f20,kk
2β ≤ n−2β‖f0‖2β. n−2β ,
which is uniform in {f0 : ‖f0‖β≤ K}. By comparing to the rates in the statements
(ii.)–(iii.), it is easy to see that n−2β is always negligible with respect to ε2n.
Proving supk≤n nR2k = O(1) is equivalent to showing supk≤nR
2
k = O(1/n);
but the latter has been already proved in (7.10). Notice that we actually obtained
a sharper bound supk≤n nR2k = o(1) than the one necessary for our purposes in
this proof. However, this sharper bound will be used in the proof of Theorem 7.15.
By taking supremum over f0, we thus have
sup
‖f0‖Sβ≤K
(
‖Ef0 fˆ − fn0 ‖2+‖fr0 ‖2
)
. ε2n + n−2β . ε2n, (7.25)
with which we conclude that up to a multiplicative constant, (7.23) is bounded by
ε2n uniformly over the ellipsoid sup‖f0‖β≤K . This completes the proof.
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7.5.3 Proof of Theorem 7.14
We start by generalizing Theorem 3.1 in [60]. Following the same lines as in the
proof of that theorem and using Lemma 7.17, 7.18, 7.19, 7.20 in Section 7.6 of
the present paper instead of analogous technical results in [60], the statement of
Theorem 3.1 in [60] can be extended from s = 2 to a general s ≥ 1, for which the
posterior rate is given by (7.16), or εn = εn,1 ∨ εn,2 in short.
In our model, we again obtain (7.23) and also that a fixed multiple of (εn,1)2
is an upper bound of A1, and that ‖τ‖2, ‖σ‖2 can be bounded from above by fixed
multiples of (εn,1)2.
Now as in the proof of Theorem 7.12 in Section 7.5.2, we will show that
sup‖f0‖β≤K(‖Ef0 fˆ − fn0 ‖2+‖fr0 ‖2) can be bounded by a fixed multiple of (εn)2
by proving that supk≤n nR2k = O(1). By (7.11), n(Rk)
2 . exp(−2pn)n, and the
righthand side converges to zero. Therefore,
sup
‖f0‖β≤K
(
‖Ef0 fˆ − fn0 ‖2+‖fr0 ‖2
)
. εn.
Parts (i.) and (ii.) of the statement of the theorem are obtained by direct substi-
tutions, using the fact that log n n. Notice that if ρn & (log n)(α−β)/s, the rate
εn deteriorates and is dominated by the second term in (7.16).
For the case λk = exp(−αks), the argument follows the same lines as in Section
5.1 in [60], and our arguments above.
7.5.4 Proof of Theorem 7.15
The proof runs along the same lines as the proof of Theorem 4.2 in [59]. We will
only show the main steps here.
In Section 7.2.2, we have shown that the posterior distribution is⊗k∈NN (fˆk, σ2k),
the radius rn,γ in (7.17) satisfies PXn(Xn < r2n,γ) = 1 − γ, where Xn is a
random variable distributed as the square norm of an ⊗k∈NN (fˆk, σ2k) variable.
Let T = (τ2k )k∈N. Under (7.8), the variable fˆ is distributed as NH1(Ef0 fˆ , T ) :=
⊗k∈NN (Ef0 fˆk, τ2k ). Hence the coverage (7.19) can be rewritten as
PWn(‖Wn + Ef0 fˆ − f0‖H1≤ rn,γ), (7.26)
where Wn ∼ NH1(0, T ). Denote Vn = ‖Wn‖2H1 and observe that one has in distri-
bution
Xn =
∑
1≤i<n
σ2iZ
2
i , Vn =
∑
1≤i<n
τ2i Z
2
i
for {Zi} independent standard Gaussian random variables with
σ2i =
λi
na2iλi + 1
, τ2i =
na2iλ
2
i
(na2iλi + 1)
2
.
By the same argument as in [59], one can show that the standard deviations
of Xn and Vn are negligible with respect to their means,
EXn  ρ2n(ρ2nn)−2α/(2α+2p+1), EVn  ρ2n(ρ2nn)−2α/(2α+2p+1), (7.27)
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and the difference of their means,
E(Xn − Vn)  ρ2n(ρ2nn)−2α/(2α+2p+1).
Since Xn ≥ Vn, the distributions of Xn and Vn are asymptotically separated, i.e.
P(Vn ≤ vn ≤ Xn)→ 1 for some vn, e.g. vn = E(Vn +Xn)/2. Since r2n,γ are 1− γ
quantiles of Xn, we also have P(Vn ≤ r2n,γ(1 + o(1)))→ 1. In addition, by (7.27),
r2n,γ  ρ2n(ρ2nn)−2α/(2α+2p+1).
Introduce
Bn := sup
‖f0‖β.1
‖Ef0 fˆ − f0‖H1= sup
‖f0‖β.1
(
‖Ef0 fˆ − fn0 ‖H1+‖fr0 ‖H1
)
. (7.28)
It follows from the arguments for (7.10) in the proof of Theorem 7.12 that
Bn . εn,1 ∨
(√
nRεn,2
)
,
where R = supk<nRk . n−(p+β). Now apply the argument on the lower bound
from Lemma 8.1 in [59] (with q = β, t = 0, u = 2α + 2p + 1, v = 2, N = ρ2nn) to
obtain that Bn & εn,1. Thus we have
εn,1 . Bn . εn,1 ∨
(√
nRεn,2
)
.
We consider separate cases. In case (i.), substituting the corresponding ρn
into the expression of εn,1 and εn,2, we have εn,1  εn,2. By (7.10), Bn .
εn,1 ∨ (
√
nRεn,2) εn,2  rn,γ . This leads to
P(‖Wn + Ef0 fˆ − f0‖H1≤ rn,γ) ≥P(‖Wn‖H1≤ rn,γ −Bn)
=P(Vn ≤ r2n,γ(1 + o(1)))→ 1 (7.29)
uniformly in the set {f0 : ‖f0‖β. 1}.
In case (iii.), the given ρn leads to εn,1  εn,2 and consequently Bn  rn,γ .
Hence,
P(‖Wn + Ef0 fˆn − fn0 ‖H1≤ rn,γ) ≤ P(‖Wn‖H1≥ Bn − rn,γ)→ 0,
for any fn0 (nearly) attaining the supremum.
In case (ii.), we have Bn  rn,γ . If β < 2α + 2p + 1, by Lemma 8.1 in [59]
the bias Ef0 fˆ − f0 at a fixed f0 is of strictly smaller order than Bn. Following the
argument of case (i.), the asymptotic coverage can be shown to converge to 1.
For existence of a sequence along which the coverage is c ∈ [0, 1), we only give
a sketch of the proof here; the details can be filled in as in [59].
The coverage (7.26) with f0 replaced by fn0 tends to c, if for bn = Ef0 fˆn − fn0
and zc a standard normal quantile,
‖Wn + bn‖2H1−E‖Wn + bn‖2H1
sd‖Wn + bn‖2H1
 N (0, 1), (7.30)
r2n,γ − E‖Wn + bn‖2H1
sd‖Wn + bn‖2H1
→ zc, (7.31)
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Since Wn is centred Gaussian NH1(0, T ), (7.31) can be expressed as
r2n,γ − EVn −
∑n−1
i=1 b
2
n,i√
varVn + 4
∑n−1
i=1 τ
2
i,nb
2
n,i
→ zc. (7.32)
Here {bn,i} has exactly one nonzero entry depending on the smoothness cases
β ≤ 2α+ 2p+ 1 and β > 2α+ 2p+ 1. The nonzero entry, which we call bn,in , has
the following representation, with dn to be yet determined,
b2n,in = r
2
n,γ − EVn − dn sdVn.
Since r2n,γ ,EVn and r2n,γ−EVn have the same order and sdVn is of strictly smaller
order, one can show that the lefthand side of (7.32) is equivalent to
dn sdVn√
varVn + 4τ2in,n(r
2
nγ − EVn)(1 + o(1))
,
for bounded or slowly diverging dn. Then (7.32) can be obtained by discussing
different smoothness cases separately, by a suitable choice of in, dn.
To prove the asymptotic normality in (7.30), the numerator can be written as
‖Wn + bn‖2H1−E‖Wn + bn‖2H1=
∑
i
τ2i,n(Z
2
i − 1) + 2bn,inτin,nZin .
Next one applies the arguments as in [59].
7.5.5 Proof of Theorem 7.16
This proof is almost identical to the proof of Theorem 2.2 in [60]. We supply the
main steps.
Following the same arguments as in the proof of Theorem 7.15, we obtain
EXn  ρ2n(log(ρ2nn))−2α/s  sdXn  ρ2n(log(ρ2nn))−1/(2s)−2α/s,
EVn  ρ2n(log(ρ2nn))−1/s−2α/s  sdVn,
as in the proof of Theorem 2.2 in [60]. This leads to
r2n,γ  ρ2n(log(ρ2nn))−2α/s,
and furthermore,
P(Vn ≤ δr2n,γ) = P
(
Vn − EVn
sdVn
≤ δr
2
n,γ − EVn
sdVn
)
→ 1,
for every δ > 0.
Similar to Theorem 7.15, the bounds on the square norm Bn (defined in (7.28))
of the bias are known: upper bound from the proof of Theorem 7.14, and lower
bound from Lemma 7.17,
εn,1 . Bn . εn,1 ∨
(√
nRεn,2
)
,
where εn,1, εn,2 are given in (7.16), and
√
nR satisfies the bound (7.11).
In case (i.), Bn  rn,γ , and hence (7.29) applies. The rest of the results can
be obtained in a similar manner.
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7.6 Auxiliary lemmas
The following lemmas are direct generalisations of the case s = 2 in the Appendix
of [60] to a general s. They can be easily proved by simple adjustments of the
original proofs in [60], and we only state the results.
Lemma 7.17 (Lemma 6.1 in [60]). For q ∈ R, u ≥ 0, v > 0, t + 2q ≥ 0, p > 0,
0 ≤ r < pv and s ≥ 1,
sup
‖f‖Sq≤1
∞∑
i=1
f2i i
−te−ri
s
(1 +Ni−ue−pis)v
 N−r/p(logN)−t/s−2q/s+ru/ps,
as N →∞.
In addition, for any fixed f ∈ Sq,
Nr/p(logN)t/s+2q/s−ru/ps
∞∑
i=1
f2i i
−te−ri
s
(1 +Ni−ue−pis)v
→ 0,
as N →∞.
Lemma 7.18 (Lemma 6.2 in [60]). For t, u ≥ 0, v > 0, p > 0, 0 < r < vp and
s ≥ 1, as N →∞,
∞∑
i=1
i−te−ri
s
(1 +Ni−ue−pis)v
 N−r/p(logN)−t/s+ru/ps.
If r = 0 and t > 1, while other assumptions remain unchanged,
∞∑
i=1
i−te−ri
s
(1 +Ni−ue−pis)v
 (logN)(−t+1)/s.
Lemma 7.19 (Lemma 6.4 in [60]). Assume s ≥ 1. Let IN be the solution in i to
Ni−ue−pi
s
= 1, for u ≥ 0 and p > 0. Then
IN ∼
(
1
p
logN
)1/s
Lemma 7.20 (Lemma 6.5 in [60]). Let s ≥ 1. As K →∞, we have
(i.) for a > 0 and b ∈ R, ∫ K
1
eax
s
xb dx ∼ 1
as
eaK
s
Kb−s+1;
(ii.) for a, b,K > 0, ∫ ∞
K
e−ax
s
x−b dx ≤ 1
as
e−aK
s
K−b−s+1.
113

Chapter 8
Inverse Problems with Discrete
Observations in Smoothness Scales
In this chapter, we continue the study in Chapter 6. In practice one usually does
not have access to a ‘continuous’ observation Y , but only records noisy samples
of the unknown function Af at a finite number of locations in its domain. This
is the situation that we consider in the present chapter. To cope with discrete
observations, we consider the operator A introduced in Section 5.2 with a specified
domain. Assume that A : H → G is a linear mapping from a Hilbert space H into
a pre-Hilbert space G = L2(D) of square-integrable functions g : D → Rd on a
bounded domain D ⊂ Rd. Then, the observation is formed as follows. For a given
set of design points
Dn := {x1, . . . , xn} ⊂ D. (8.1)
we observe the vector Y n = (Y1, . . . , Yn) defined by
Yi = Af(xi) + Zi, i = 1, · · · , n, (8.2)
with Zi i.i.d. standard normal random variables. We wish to estimate f from the
observations (xi, Yi)1≤i≤n.
This chapter extends results for the white noise model obtained in Chapter 6 to
the case of discrete observations. Although we repeat some necessary definitions,
we refer to the mentioned chapter for further examples and discussion. This chap-
ter is organized as follows. Section 8.1 demonstrates a procedure to reconstruct
continuous signals from discrete observations. With the help of the just mentioned
reconstruction procedure and the projection method from Section 5.3, we present
a general contraction theorem for the regression model in Section 8.2. Then, the
same priors considered in Chapter 6 are studied: series priors and Gaussian priors
in Section 8.3 and Section 8.4, respectively. In addition, Gaussian mixture pri-
ors are introduced to obtain adaptation in Section 8.5. In the end, Section 8.6
contains the proofs.
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8.1 Signal Reconstruction
The sampling scheme (8.2) collects discrete data, but the operator A acts on a
continuous function, which we wish to estimate on its full domain. In this section
we describe an interpolation technique that maps discrete signals to the continuous
domain. A similar technique has been used in the context of proving asymptotic
equivalence of the white noise model and nonparametric regression; see [82] and
the references therein. The assumptions are also inspired by the theory from the
field of numerical analysis, see [12].
The range space G of the operator A : H → G is a collection of functions
g : D → R, equipped with a pre-inner product 〈·, ·〉. The design points (8.1) give
rise to a “discrete” semi-inner product and semi-norm on G given by
〈g, h〉n := 1
n
n∑
i=1
g(xi)h(xi) ‖g‖n:=
√√√√ 1
n
n∑
i=1
g2(xi).
(The notation ‖·‖n clashes with the notation ‖·‖s for the norms of the smoothness
scales, but this should not lead to confusion as n will never appear as smoothness
level.)
For every n ∈ N we fix an n-dimensional subspace W˜n ⊂ G with two properties.
Assumption 8.1 (Interpolation).
(i) There exist constants 0 < C1 < C2 <∞, independent of n, such that
C1‖w‖≤ ‖w‖n≤ C2‖w‖, w ∈ W˜n. (8.3)
(ii) For every g ∈ G the unique element Ing of W˜n that interpolates g at the
design points, i.e. Ing(xi) = g(xi), for every i = 1, . . . , n, satisfies, for every
s in some interval (sd, Sd),
‖Ing − g‖. δd(n, s)‖g‖s. (8.4)
Condition (8.3) requires that the discrete and continuous norms be equiva-
lent on the subspace W˜n, whereas (8.4) ensures that the subspaces W˜n have good
approximation properties under discretization for smooth functions. In this condi-
tion ‖·‖s are the norms of a smoothness scale (Gs)s∈R as in Definition 2.1, in which
the space G is embedded as G = G0, and the approximation numbers δd(n, s) will
often be the same as the approximation rates δ(n, s) in Assumption 2.3. However,
the approximation (8.4) is typically not true for every smoothness level s > 0, but
only for s in a range (sd, Sd). For instance, for Sobolev scales the lower bound sd
is typically equal to d/2 for d the dimension of the domain D of the functions in
G, and the upper bound Sd is the regularity of the basis elements used to define
the scale.
Condition (8.3) implies that the set W˜n is also n-dimensional over the design
points, so that the interpolation Ing indeed exists and is unique. In Lemma 8.3 it
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will be seen to be also the orthogonal projection of g ∈ G onto W˜n ⊂ G relative
to the discrete inner product 〈·, ·〉n.
Fix an arbitrary orthonormal basis e1,n, . . . , en,n of W˜n relative to the discrete
inner product 〈·, ·〉n, and given the discrete data (Y1, . . . , Yn) as in (8.2), define
Y (n) =
n∑
i=1
1
n
n∑
j=1
Yjei,n(xj) ei,n. (8.5)
This embeds the discrete data as a ‘continuous signal’ into the space W˜n ⊂ G.
If the observations satisfy (8.2), then the continuous observation Y (n) can be
decomposed as
Y (n) =
n∑
i=1
〈Af, ei,n〉nei,n + 1
n
n∑
j=1
Zj
n∑
i=1
ei,n(xj) ei,n = InAf + 1√
n
ξ(n),
where ξ(n) is a Gaussian random variable with values in the space in W˜n. Loosely
speaking, as n → ∞ the operators In should tend to the identity operator, and
the mean of the signal Y (n) should become more representative of the full signal
Af . As shown in the following lemma the noise ξ(n) remains bounded as n→∞.
Lemma 8.2. The variable ξ(n) defined in the preceding display is a Gaussian ran-
dom element in W˜n ⊂ G with mean zero. Under (8.3) its covariance operator is
up to multiplicative constants that do not depend on n bounded below and above by
the orthogonal projection Q˜n : G → W˜n relative to the continuous inner product
〈·, ·〉.
Proof. For g ∈ G we can write 〈ξ(n), g〉 = n−1/2∑nj=1 Zj∑ni=1 ei,n(xj)〈ei,n, g〉.
Clearly the expectation of this variable vanishes, while the variance is given by
Var〈ξ(n), g〉 = 1
n
n∑
j=1
( n∑
i=1
ei,n(xj)〈ei,n, g〉
)2
=
1
n
n∑
k=1
n∑
l=1
n∑
j=1
ek,n(xj)〈ek,n, g〉el,n(xj)〈el,n, g〉
=
n∑
k=1
n∑
l=1
〈ek,n, el,n〉n〈ek,n, g〉〈el,n, g〉 =
∥∥∥ n∑
k=1
〈ek,n, g〉ek,n
∥∥∥2n.
The right side is the square of the norm ‖gn‖ of the vector gn = (g1,n, . . . , gn,n)
of continuous coefficients gj,n = 〈g, ek,n〉 of g relative to the discrete basis. The
orthogonal projection Q˜ng of g onto W˜n relative to the continuous inner product
can be written in terms of the discrete basis e1,n, . . . , en,n as Q˜ng =
∑n
i=1 αiei,n,
for α = (α1, . . . , αn)T = Σ−1n g and Σn the Gram matrix (〈ei,n, ej,n〉). Hence
‖Q˜ng‖2= αTΣnα = gTnΣ−1n gn. Because Σn is bounded above and below by a
multiple of the identity, by Lemma 8.3 below, it follows that ‖Q˜ng‖' ‖gn‖.
Lemma 8.3. Suppose that (8.3) holds. Then
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(i) For every g ∈ G the function Ing is the orthogonal projection of g onto
W˜n ⊂ G relative to the discrete inner product 〈·, ·〉n.
(ii) C1‖Ing‖≤ ‖g‖n≤ C2‖Ing‖, for every g ∈ G.
(iii) The Gram matrix (〈ei,n, ej,n〉)i,j=1..n of any basis e1,n, . . . , en,n of W˜n that
is orthonormal relative to the discrete inner product 〈·, ·〉n is bounded below
and above by the identity, up to multiplicative constants that do not depend
on n.
Proof. For an arbitrary orthonormal basis e1,n, . . . , en,n of W˜n relative to the dis-
crete inner product 〈·, ·〉n, the matrix (ej,n(xi))i,j=1..n has orthogonal columns of
Euclidean length
√
n and hence can be represented as
√
nO for an orthogonal
matrix O. The interpolation in W˜n of a function g at the design points is the
function
∑n
j=1 αjej,n with the coefficients α = (α1, . . . , αn)
T satisfying
√
nOα =
(g(xi))i=1..n. The unique solution to the latter equation is α = (1/
√
n)OT (g(xi))i=1..n,
which can be seen to be equal to (〈g, ei,n〉n)i=1..n. Thus the interpolation is indeed
the orthogonal projection Ing =
∑n
i=1〈g, ei,n〉nei,n.
As the functions g and Ing coincide at the design points, clearly ‖g‖n= ‖Ing‖n,
for any g ∈ G, and this is equivalent to the continuous norm ‖Ing‖n, by (8.3).
To prove the third statement note that the square discrete and continuous
norms of
∑n
i=1 αiei,n are given by α
Tα and αTΣα, respectively, for Σ the Gram
matrix of the basis functions ei,n relative to the continuous inner product. By
(8.3) these norms are proportional and hence the eigenvalues of Σ are bounded
from below and above.
The following two examples exhibit suitable discretization spaces, both with
equidistant design points.
Example 8.4 (Trigonometric Polynomials). This example is adapted from Section
2.3 in [82]. Let D = Td = (0, 1]d, for d ∈ N, and consider the set of n = md design
points Dn = {k/m}k∈{1,···,m}d , for a given odd natural number m. In this case,
the Fourier system with i =
√−1,
ek(x) = e
i2pi〈k,x〉Rd , k = (k1, · · · , kd) ∈ Zd,
is not only orthonormal in the continuous space L2(Td), but also with respect to
the discrete inner product 〈·, ·〉n, i.e.
〈ej , ek〉n =
{
1, if jl ≡ kl mod m,∀l ∈ {1, · · · , d},
0, otherwise.
(8.6)
The scale of isotropic Sobolev spaces Hs(Td) is defined in terms of the Fourier
coefficients fk =
∫
Td
f(x)ek(x) dx of functions f ∈ L2(Td), as (for |k| any norm
on Rd)
Hs(T
d) :=
{
f ∈ L2(Td) : ‖f‖2Hs :=
∑
k∈Zd
(1 + |k|)2s|fk|2<∞
}
.
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For smoothness levels s ∈ N, this norm is equivalent to the canonical Sobolev
norm
∑
|l|1≤s‖Dlf‖L2(Td).
The spaces Vj obtained as the linear span of the basis elements, ordered suit-
ably, satisfy Assumption 2.3. Due to (8.6), the space W˜n = Span{ek : |k|∞≤
(m− 1)/2} satisfies (8.3) with C1 = C2 = 1.
As noted in [82], the following estimates hold for f ∈ Hs(TD),
‖f −Qnf‖L2 . n−s/d‖f‖Hs ,
‖Qnf − Inf‖ .d n−s/d‖f‖Hs . if s > d/2.
Here Qn is the orthogonal projection on W˜n. Consequently (8.4) is fulfilled for
s > sd = d/2.
Example 8.5 (Wavelets). This example is adapted from Section 3.3 in [82]. LetD =
Td = (0, 1]d, for d ∈ N, and consider the design points Dn = {k2−j}k∈{1,···,2j}d ,
where n = 2jd for some j ∈ N. We consider a multiresolution analysis {Vj}j≥0
on L2(Td) obtained by periodization and tensor products. Let φ˜ be a standard
orthonormal scaling function of an S-regular multiresolution analysis for L2(R),
with compact support in [S − 1, S]. In particular, the polynomial exactness con-
dition is satisfied:
∑
k∈Z k
qφ˜(x− k)− xq is a polynomial of maximal degree q − 1
for q ∈ [0, S − 1]. As shown in [82], the functions
ej,k(x1, . . . , xd) =
∑
m∈Zd
2jd/2
d∏
i=1
φ˜(2jxi − ki + 2jmi),
are well defined and form an orthonormal basis in L2(Td). Furthermore, for W˜n :=
Vj = Span{ej,k | k ∈ {1, · · · , 2j}d} with n = 2jd ≥ 2S − 1, conditions (8.3) is
satisfied with constants C1, C2 that depend only on φ˜. Moreover, for the functions
ej,k belong to the Besov space Bs2,2(T), for s < S, and, for every f in this Besov
space and d/2 < s < S,
‖f − Inf‖L2. n−s/d‖f‖Bs2,2 .
Thus (8.4) is satisfied, with the smoothness scale (Hs)s∈R taken equal to the
canonical Sobolev spaces (i.e. Besov spaces Bs2,2) on Td.
Other examples of suitable discretization spaces are provided by orthogonal
polynomials, for instance the systems of Legendre, Chebyshev, or Jacobi polyno-
mials, etc., for suitably chosen design points. First, (Hs(T))s∈R being canonical
Sobolev spaces on T = (0, 1] satisfies Assumption 2.3 This is due to the standard
Sturm-Liouville theory (see 5.2 in [12]): the polynomials form infinitely differen-
tiable orthogonal bases in L2(T). Second Assumption 8.1 is satisfied with Gaussian
quadrature points as design points (Section 5.3 in [12]). These results can be ex-
tended to the multivariate domains by using tensor products. See Chapter 5 in
[12] for more information.
119
8. Inverse in Smoothness Scales: Discrete Observations
8.2 General Contraction Rates
In this section we present a general theorem on posterior contraction. We form the
posterior distribution Πn(· | Y n) as in (4.1), given a prior Π on the space H = H0
and an observation Y n = (Y1, . . . , Yn), whose conditional distribution given f is
determined by the model (8.2). We study this random distribution under the
assumption that Y n follows the model (8.2) for a given ‘true’ function f = f0,
which we assume to be an element of Hβ in a given smoothness scale (Hs)s∈R, as
in Definition 2.1.
The theorem is stated in terms of the Galerkin solution to the continuous in-
verse problem, which is defined as follows. (See e.g., [57] for a general introduction
to the Galerkin method and Section 5.3 for a self-contained derivation of the nec-
essary inequalities, exactly in our framework.) Let Wj = AVj ⊂ G be the image
under the operator A of a finite-dimensional approximation space Vj linked to the
smoothness scale (Hs)s∈R as in Assumption 2.3, and let Qj : G → Wj be the
orthogonal projection ontoWj . If A : H → G is injective, then A is a bijection be-
tween the finite-dimensional vector spaces Vj and Wj , and hence for every f ∈ H
there exists f (j) ∈ Vj such that Af (j) = QjAf . The element f (j) is called the
Galerkin solution to Af in Vj , and is an approximation to f that is more accurate,
but also more complex, for larger j.
In our current setting we have no access to the continuous function Af , but
must reconstruct f from the discrete approximation to Anf , for An = InA, and In
the interpolation operator defined in Section 8.1. Thus we shall use the Galerkin
solution f (j,n) = A−1QjAnf to the interpolation Anf of the discrete signal. This
discrete Galerkin solution is illustrated in the following diagram
H 3 f An=InA−−−−−→ Anf ∈ W˜n ⊂ G
Qj
y
H ⊃ Vj 3 f (j,n) A
−1
←−−−− QjAnf ∈Wj ⊂ G
In this scheme the space W˜n, used to construct the continuous interpolation, may
or may not be equal to Wn = AVn. Setting it equal to Wn simplifies the scheme,
but then the interpolation properties in Assumption 8.1 must be verified for AVn.
Theorem 8.6. For smoothness classes (Hs)s∈R as in Definition 2.1, assume that the
opeartor A : H0 → G satisfies ‖Af‖' ‖f‖−γ , for some γ > 0. Let f (j,n) denote the
discrete Galerkin solution to Anf = InAf relative to linear subspaces Vj associated
to (Hs)s∈R as in Assumption 2.3 and interpolation spaces W˜n satisfying (8.3)-(8.4)
from Assumption 8.1. Let f0 ∈ Hβ and Af0 ∈ Gβ+γ for some β ∈ (sd−γ, Sd−γ),
and for ηn ≥ εn ↓ 0 such that nε2n →∞, and jn ∈ N such that jn →∞, and some
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c > 0, assume
jn ≤ cnε2n, (8.7)
ηn ≥ εn
δ(jn, γ)
, (8.8)
ηn ≥ δ(jn, β) ∨ δd(n, β + γ)
δ(jn, γ)
. (8.9)
Consider prior probability distributions Π on H0 satisfying
Π(f ∈ H : ‖Af −Af0‖n< εn) & e−nε2n , (8.10)
Π(f ∈ H : ‖f (jn,n) − f‖> ηn) . e−4nε2n . (8.11)
Then the posterior distribution in the model (8.2) contracts at the rate ηn at f0, i.e.
for a sufficiently large constant M we have Πn(f : ‖f −f0‖> Mηn | Y1, . . . , Yn)→
0, in probability if Y1, . . . , Yn follow (8.2) with f = f0.
Proof. The Kullback-Leibler divergence and variation between the (multivariate-
normal) distributions of (Y1, . . . , Yn) under two functions f and f0 are given by
n‖Af − Af0‖2n/2 and twice this quantity, respectively. Therefore the neighbour-
hoods Bn,2(f0, εn) in (8.19) of [35] contain the balls {f ∈ H : ‖Af −Af0‖n≤ εn}.
By assumption (8.10) this has prior mass at least exp(−nε2n).
Because the quotient of the left sides of (8.11) and (8.10) is o(exp(−2nε2n)),
the posterior probability of the set {f : ‖f (jn,n) − f‖> ηn} tends to zero, by
Theorem 8.20 in [35].
By a variation of Theorem 8.22 in [35] it is now sufficient to show the existence
of tests τn such that, for some M > 0,
P
(n)
f0
τn → 0, sup
‖f−f0‖>Mηn,
‖f(jn,n)−f‖≤ηn
P
(n)
f (1− τn) ≤ e−4nε
2
n .
Define the operator Rj : G 7→ Vj by Rj = A−1Qj , where Qj : G → Wj is the
orthogonal projection onto Wj = AVj and A−1 is the inverse of A (restricted to
Wj). Then we shall employ the tests
τn = 1{‖RjnY (n) − f0‖≥M0ηn}, (8.12)
where M0 is a given constant, to be determined.
By definition f (j,n) = RjAnf is equal to the discrete Galerkin solution to Anf .
For Y (n) defined in (8.5) we have
RjY (n) = RjAnf + 1√
n
Rjξ(n) = f (j,n) + 1√
n
Rjξ(n). (8.13)
The variable Rjξ(n) = RjQjξ(n) is a centered Gaussian random element in Vj
with strong and weak second moments
E‖Rjξ(n)‖2 ≤ ‖Rj‖2E‖Qjξ(n)‖2. ‖Rj‖2j . j
δ(j, γ)2
,
sup
‖f‖≤1
E〈Rjξ(n), f〉2 = sup
‖f‖≤1
E〈ξ(n),R∗jf〉2G . sup
‖f‖≤1
‖R∗jf‖2G≤ ‖R∗j‖2.
1
δ(j, γ)2
.
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In both cases the inequality on ‖Rj‖= ‖R∗j‖ at the far right side follows from (5.7),
and we also use that, by Lemma 8.2, the covariance operator of ξ(n) is bounded
above by a multiple of the projection onto W˜n, and hence the identity, so that the
covariance operator of Qjξ(n) is bounded above by a multiple of Qj .
The first inequality shows that the first moment E‖Rjξ(n)‖ of the variable
‖Rjξ(n)‖ is bounded above by
√
j/δ(j, γ). By Borell’s inequality (e.g. Lemma 3.1
in [67] and subsequent discussion), applied to the Gaussian random variableRjξ(n)
in H0, we see that, there exist positive constants a and b such that, for every t > 0,
Pr
(
‖Rjξ(n)‖> t+ a
√
j
δ(j, γ)
)
≤ e−bt2δ(j,γ)2 .
For t = 2
√
nηn/
√
b and ηn, εn and jn satisfying (8.7), (8.8) and (8.9) this yields,
for some a1 > 0,
Pr
(
‖Rjnξ(n)‖> a1
√
nηn
)
≤ e−4nε2n . (8.14)
We apply this to bound the two error probabilities of the tests τn.
Under f0 the decomposition (8.13) is valid with f = f0, and hence RjY (n) −
f0 = n
−1/2Rjξ(n) + f (j,n)0 − f0. By the triangle inequality it follows that τn = 1
implies that n−1/2‖Rjnξ(n)‖≥ M0ηn − ‖f (j,n)0 − f0‖. By the triangle inequality
followed by (5.7) and (8.4), and (5.9),
‖f (j,n)0 − f0‖≤‖Rj‖ ‖InAf0 −Af0‖+‖RjAf0 − f0‖
.δd(n, β + γ)
δ(jn, γ)
‖Af0‖β+γ+δ(jn, β)‖f0‖β≤M1ηn,
by assumption (8.9). Hence the probability of an error of the first kind satisfies
P
(n)
f0
τn ≤ Pr
( 1√
n
‖Rjnξ(n)‖≥ (M0 −M1)ηn
)
,
For M0 −M1 > a1, the right side is bounded by e−4nε2n , by (8.14).
Under f the decomposition (8.13) gives that RjY (n) − f0 = n−1/2Rjξ(n) +
f (j,n) − f0. By the triangle inequality τn = 0 implies that n−1/2‖Rjnξ(n)‖≥
‖f (jn,n) − f0‖−M0ηn. For f such that ‖f − f0‖> Mηn and ‖f − f (jn,n)‖≤ ηn, we
have ‖f (jn,n) − f0‖≥ (M − 1)ηn. Hence the probability of an error of the second
kind satisfies
P
(n)
f (1− τn) ≤ Pr
( 1√
n
‖Rjnξ(n)‖≥ (M − 1−M0)ηn
)
,
For M − 1−M0 > a1, this is bounded by e−4nε2n , by (8.14).
We can first choose M0 large enough so that M0−M1 > a1, and next M large
enough so that M − 1−M0 > a1, to finish the proof.
The theorem has a similar form as Theorem 6.1 obtained in Chapter 6 in the
case of observation of a continuous signal (in white noise). Some interpretations
of the theorem from the previous chapter are also applicable to the current one.
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For completeness, we repeat them here. Inequality (8.10) is the usual prior mass
condition for the ‘direct problem’ of estimating Af at the design points (see [33]).
It determines the rate of contraction εn of the posterior distribution of Af to Af0
relative to the discrete seminorm ‖·‖n. The rate of contraction ηn of the posterior
distribution of f is slower due to the necessity of (implicitly) inverting the operator
A. The theorem shows that the rate ηn depends on the combination of the prior,
through (8.11), and the inverse problem, through the various approximation rates.
The factor δd(n, β+γ)/δ(jn, γ) in (8.9), which arises from having discrete observa-
tions only, will typically be negligible relative to δ(jn, β). The Galerkin projection
f (j,n) in (8.11) now incorporates the errors of both inversion and discretisation.
Same adaptation by mixture priors (c.f. Theorem 6.11) can also be achieved.
The following theorem refines Theorem 8.6 by considering a mixture prior of the
form
Π =
∫
Πτ dQ(τ), (8.15)
where Πτ is a prior on H, for every given ‘hyperparameter’ τ running through
some measurable space, and Q is a prior on this hyperparameter. The idea is to
adapt the prior to multiple smoothness levels through the hyperparameter τ .
Theorem 8.7. Consider the setup and assumptions of Theorem 8.6 with a prior
of the form (8.15). Assume that (8.7), (8.8), (8.9) and (8.10) hold, but replace
(8.11) by the pair of conditions, for numbers ηn,τ and C > 0 and every τ ,
Πτ (f : ‖f − f0‖< 2ηn,τ ) ≤ e−4nε2n , ∀τ with ηn,τ ≥ Cηn, (8.16)
Πτ (f : ‖f (jn,n) − f‖> ηn,τ ) ≤ e−4nε2n . (8.17)
Then the posterior distribution in the model (8.2) contracts at the rate ηn at f0, i.e.
for a sufficiently large constant M we have Πn(f : ‖f −f0‖> Mηn | Y1, . . . , Yn)→
0, in probability if Y1, . . . , Yn follow (8.2) with f = f0.
Proof. We take the parameter of the model as the pair (f, τ), which receives the
joint prior given by f | τ ∼ Πτ and τ ∼ Q. With abuse of notation, we denote
this prior also by Π. The likelihood still depends on f only, but the joint prior
gives rise to a posterior distribution on the pair (f, τ), which we also denote by
Πn(· | Y n), by a similar abuse of notation.
By (8.15) and eqs. (8.16) and (8.17),
Π((f, τ) : ηn,τ ≥ Cηn, ‖f − f0‖< 2ηn,τ ) ≤ e−4nε2n ,
Π((f, τ) : ‖f (jn,n) − f‖> ηn,τ ) ≤ e−4nε2n .
In view of (8.10) and Theorem 8.20 in [35], the posterior probabilities of the two
sets in the left sides tend to zero. As in the proof of Theorem 8.6, we can apply
a variation of Theorem 8.22 in [35] to see that it is now sufficient to show the
existence of tests τn such that, for some M ≥ 2C,
P
(n)
f0
τn → 0, sup
(f,τ):‖f−f0‖>Mηn∨2ηn,τ ,
‖f(jn,n)−f‖≤ηn,τ
P
(n)
f (1− τn) ≤ e−4nε
2
n .
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(Note that Mηn ∨ 2ηn,τ = Mηn if ηn,τ < Cηn and M ≥ 2C.) We use the tests
defined in (8.12), as in the proof of Theorem 8.6. The latter proof shows that the
tests are consistent. The bound on the power can be adapted same as in the proof
of Theorem 6.11, and hence the detail is omitted here.
In a typical application of the preceding theorem the priors Πτ for τ such that
ηn,τ ≥ Cηn will be the priors on rough functions, with ‘intrinsic’ contraction rate
ηn,τ slower than ηn. These ‘bad’ priors do not destroy the overall contraction rate,
because they put little mass near the true function f0, by condition (8.16). It is
necessary to address these priors explicitly in the conditions, because they will
typically fail the approximation condition (8.11), which must be relaxed to (8.17).
In Theorem 8.6 and Theorem 8.7, it is sufficient for the operator A to satisfy
the following two properties: lifting property ‖Af‖' ‖f‖−γ with some γ > 0 and
Af0 ∈ Gβ+γ if f0 ∈ Hβ . However, when analysing particular priors, the afore-
mentioned conditions on A may not be strong enough for verifying the conditions
(8.10) and (8.11), while they can be verified with the following condition, which
is stronger but often satisfied in practice, e.g. Example 5.4. More examples can
be found in [57].
Assumption 8.8 (Smoothing property of A). For some γ > 0 the operator A :
Hs−γ → Gs is injective and bounded for every s ≥ 0, and, for every f ∈ H0∩Hs−γ ,
‖Af‖s' ‖f‖s−γ . (8.18)
8.3 Random Series Priors
In this section we study the performance of the random series prior from Section 6.3
to the inverse regression model (8.2). We briefly recall the set-up of the prior and
the further details are referred to Section 6.3.
Suppose that {φi}i∈N is an orthonormal basis of H = H0 that gives optimal
approximation relative to the scale of smoothness classes (Hs)s∈R in the sense
that the linear spaces Vj = Span{φi}i<j satisfy Assumption 2.3. Consider a prior
defined as the law of the random series
f =
M∑
i=1
fiφi, (8.19)
where M is a random variable in N independent from the independent random
variables f1, f2, . . . in R.
Condition 8.9 (Random series prior). (i) The probability density function pM
of M satisfies, for some positive constants b1, b2,
e−b1k . pM (k) . e−b2k, ∀k ∈ N.
(ii) The variable fi has density p(·/κi)/κi, for a given probability density p on
R and a positive constant κi such that, for some C > 0 and 0 < v < w <∞,
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β0 > 0 and α > 0,
e−C|x|
w . p(x) . e−C|x|v , (8.20)
i−β0/d . κi . iα. (8.21)
The same contraction rate is obtained for the random series prior in the inverse
regression model. The discussion on the result is referred to the discussion of
Theorem 6.5.
Theorem 8.10 (Random Series Prior). Let (φi)i∈N be an orthonormal basis of H0
such that the spaces Vj = Span{φi}i<j satisfy Assumption 2.3 with δ(j, t) = j−t/d
relative to smoothness classes (Hs)s∈R as in Definition 2.1 and sufficiently large
t to be specified. Suppose that Assumption 8.1 holds with δd(n, s) = n−s/d, the
operator A satisfies Assumption 8.8, and let f0 ∈ Hβ for some β ∈ (0, S] and
β + γ > sd. Then, for the random series prior defined in (8.19) and satisfying
Condition 8.9 with β0 ≤ β, and sufficiently large M > 0, for τ = (β + γ)(1 +
2γ/d)/(2β + 2γ + d),
Πn
(
f : ‖f − f0‖0> Mn−β/(2β+2γ+d)(log n)τ | Y (n)
) P (n)f0→ 0.
8.4 Gaussian Priors
In this section we study the posterior contractions of Gaussian priors in the inverse
regression model (8.2). Recall the definition of a Gaussian prior from Section 6.4.
Centred Gaussian distributions on a separable Hilbert space correspond bijectively
to covariance operators. By definition a random variable F with values in H0 is
Gaussian if 〈F, g〉0 is normally distributed, for every g ∈ H0, and it has zero mean
if these variables have zero means. The variances of these variables can then be
written as
E〈F, g〉20 = 〈Cg, g〉0,
for a linear operator C : H0 → H0, called the covariance operator. A covari-
ance operator C is necessarily self-adjoint, nonnegative, and of trace class, i.e.,∑
i∈N〈Cφi, φi〉 < ∞, for some (and then every) orthonormal basis (φi)i∈N of H0;
and every operator with these properties generates a Gaussian distribution.
In the setting of a Hilbert scale (Hs)s∈R generated by the operator L it is
natural to choose a Gaussian prior with covariance operator of the form L−2α,
for some α > 0. If L−1 has eigenvalues λj , then this operator is of trace class if∑
j∈N λ
−2α
j < ∞. Thus α must be chosen big enough for the Gaussian prior to
exist as a ‘proper’ prior on H0. For instance, if λj ' j−1/d, then every choice
α > d/2 yields a proper prior.
This leads to the following theorem on posterior contraction rates for Gaussian
priors, the proof of which is given in Section 8.6.
Theorem 8.11 (Gaussian Prior). Consider a Hilbert scale (Hs)s∈R generated by
an operator L as in the preceding such that L−1 : H0 → H0 is compact with
eigenvalues λj satisfying λj ' j−1/d. Suppose that Assumption 8.1 holds with
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δd(n, s) = n
−s/d, the operator A : H0 → G satisfies Assumption 8.8, f0 ∈ Hβ,
for some β > 0 such that β + γ > sd, and let the prior be zero-mean Gaussian
with covariance operator L−2α, for some α > (d − γ) ∨ d/2. Then the posterior
distribution satisfies, for sufficiently large M > 0,
Πn
(
f : ‖f − f0‖0> Mn−((α−d/2)∧β)/(2α+2γ) | Y (n)
) P (n)f0→ 0.
The results are comparable to Theorem 6.7, and hence we refer to Section 6.4
for the discussion.
8.5 Gaussian Mixtures
The posterior contraction rate resulting from a zero-mean Gaussian prior with co-
variance operator L−2α, as considered in Section 8.4, is equal to the minimax rate
n−β/(2β+2γ+d) (see [19]) only when α − d/2 = β, i.e., when the prior smoothness
α− d/2 matches the true smoothness β. As shown in Section 6.5, by mixing over
Gaussian priors of varying smoothness the minimax rate can often be obtained
simultaneously for a range of values β. In this section we consider the same mix-
ture of the mean-zero Gaussian priors with covariance operators τ2L−2α over the
‘hyperparameter’ τ , from Section 6.5. Thus the prior Π is the distribution of τF ,
where F is a zero-mean Gaussian variable in H0 with covariance operator L−2α, as
in Section 8.4, and τ is an independent scale parameter satisfying Condition 6.10.
We repeat the condition below for the reader’s convenience.
Condition 8.12. The distribution Q of τ has support [0,∞) and satisfies{
− logQ((t, 2t)) . t−2, as t ↓ 0,
− logQ((t, 2t)) . td/(α−d/2), as t→∞.
Theorem 8.13 (Gaussian mixture prior). Consider a Hilbert scale (Hs)s∈R gener-
ated by an operator L as in the preceding such that L−1 : H0 → H0 is compact with
eigenvalues λj satisfying λj ' j−1/d. Suppose the operator A : Hs → Gs+γ satis-
fies Assumption 8.8, assume that f0 ∈ Hβ, for some (d/2 − γ) ∨ 0 < β ≤ α, and
let the prior be a mixture of the zero-mean Gaussian distributions with covariance
operators τ2L−2α over the parameters τ equipped with a prior satisfying Condi-
tion 8.12, for some α > (d−γ)∨d/2. Then the posterior distribution satisfies, for
sufficiently large M > 0,
Πn
(
f : ‖f − f0‖0> Mn−β/(2β+2γ+d) | Y (n)
) P (n)f0→ 0.
The proof is given in Section 8.6.
126
8.6. Proofs
8.6 Proofs
8.6.1 Proof of Theorem 8.10
The theorem is a corollary to Theorem 8.6. We shall verify the conditions with
εn ' (log n/n)(β+γ)/(2β+2γ+d), jn ' nd/(2β+2γ+d)(log n)(2β+2γ)/(2β+2γ+d).
Let Pj be the orthogonal projection of H on the linear span of the first j− 1 basis
elements φj , and define an additional sequence of integers by
in ' (n/log n)d/(2β+2γ+d).
By the orthogonality of the basis (φi), the function φj is orthogonal to the space
Vj spanned by (φi)i<j . Hence Pjφj = 0, so that ‖φj‖−s≤ δ(j, s)‖φj‖0. j−s/d,
for every j and s ≥ 0, by (2.4). The same estimate is also true for 0 < −s < S,
directly by assumption (2.3). Therefore, by the triangle inequality, we have
‖f‖s.
∑
j
|fj |js/d, if f =
∑
j
fjφj .
Furthermore, since f0 ∈ Hβ by assumption, the norm duality (2.1) gives that
|f0,i|= |〈f0, φi〉0|≤ ‖f0‖β‖φi‖−β. i−β/d.
First we verify the prior condition (8.10) of the direct problem. By Lemma 8.3,
‖Af−Af0‖n' ‖In(Af−Af0)‖. By several applications of the triangle inequality,
since β + γ ∈ (sd, Sd) and ‖Af‖β+γ' ‖f‖β ,
‖In(Af−Af0)‖≤ ‖InAf −Af‖+‖InAf0 −Af0‖+‖Af −Af0‖
. δd(n, β + γ)(‖f‖β+‖f0‖β) + ‖f − Pinf0‖−γ+‖f0 − Pinf0‖−γ
. δd(n, β + γ)‖f − Pinf0‖β+‖f − Pinf0‖−γ
+ δd(n, β + γ)(‖Pinf0‖β+‖f0‖β) + δ(in, γ)δ(in, β)‖f0‖β ,
by (2.4). The last term is of the order δ(in, γ)δ(in, β) = i
−(γ+β)/d
n ' εn, while the
second last term is bounded above by δd(n, β+ γ)(‖f0‖/δ(in, β) + ‖f0‖β) εn, if
β + γ > d/2.For f =
∑in−1
i=1 fiφi ∈ Vin the sum of the first two terms is bounded
above by
δd(n, β + γ)
in−1∑
i=1
|fi − f0,i|iβ/d +
in−1∑
i=1
|fi − f0,i|i−γ/d .
in−1∑
i=1
|fi − f0,i|i−γ/d.
Same as shown in Section 6.6.1, the right side of this equation is bounded above
by εn with prior probability at least e−nε
2
n/2. Since also Π(M = in−1) ≥ e−b1in ≥
e−nε
2
n/2, it follows that (8.10) is satisfied.
Next we verify (8.11). Since Π(M ≥ jn) ≤ e−b′2jn ≤ e−4nε2n , by Condition 8.9,
we may intersect the event in (8.11) with the event M < jn. For M < j the
random series f =
∑M
i=1 fiφi is contained in Vj and the Galerkin approximation
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RjAf of f is exact. Since f (j,n) = RjInAf , the triangle inequality followed by
(8.4) give, for s+ γ ∈ (sd, Sd),
‖f (j,n) − f‖ ≤ ‖RjInAf −RjAf‖+‖RjAf − f‖
≤ δd(n, s+ γ)
δ(j, γ)
‖f‖s+‖RjAf − f‖
≤ δd(n, s+ γ)
δ(j, γ)δ(j, s)
‖f‖+0,
if f ∈ Vj , by (2.3), for s such that f ∈ Hs. We conclude that it suffices to prove
that
Π
(jn−1∑
i=1
f2i > η
2
n(jn/n)
2γ+2s
)
≤ e−4nε2n .
With the given choices of ηn and jn, for some a ∈ R,
η2n(jn/n)
2γ+2s = n(4(s+γ)(β+γ)−2dβ)/(2β+2γ+d)(log n)a.
For sufficiently large s this is an arbitary high power of n. We have that
E
jn−1∑
i=1
f2i '
jn−1∑
i=1
κ2i . j2α+1n .
E
∣∣∣jn−1∑
i=1
(f2i − E f2i )
∣∣∣ .
√√√√jn−1∑
i=1
κ4i . j2α+1/2n .
By the tail bound on the density p we further have that the ψv/2 Orlicz norm of
f2i is bounded above by κ2i . Therefore,∥∥∥jn−1∑
i=1
(f2i − E f2i )
∥∥∥
ψv/2
.
{
j
2α+1/2
n + (log jn)
2/v maxi<jn κ
2
i , if v ≤ 2,
j
2α+1/2
n + (
∑
i<jn
κ2qi )
1/q, if 2 < v ≤ 4,
where q is conjugate to v/2. In both cases the first term j2α+1/2n dominates. So
provided
n(4(s+γ)(β+γ)−2dβ)/(2β+2γ+d)(log n)a & j2α+1n
we can first center
∑jn−1
i=1 f
2
i at mean zero, and next bound the tail of the centered
variable with the help of the Orlicz norm. This will give a bound of the type
1/ψv/2
(n(4(s+γ)(β+γ)−2dβ)/(2β+2γ+d)(log n)a
j
2α+1/2
n
)
.
Under the preceding display the quotient is a positive power nt of n times a
logarithmic factor and we obtain a bound of the form
e−(n
t)v/2 .
Here t can be arbitrarily large by choosing s large. So condition (8.11) holds
provided s can be chosen sufficiently large in the interpolation inequality.
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8.6.2 Proof of Theorem 8.11
The theorem is a corollary to Theorem 8.6. The main tasks are to determine
εn satisfying the prior mass condition (8.10) of the direct problem, and next to
identify ηn from the prior mass condition (8.11) and the other conditions.
Similar to the proof of Theorem 8.10, the prior mass condition (8.10) is de-
composed into different components, which will be studied separately. Recall that
by Lemma 8.3, ‖Af −Af0‖n' ‖In(Af −Af0)‖. By triangle inequality, we have
‖In(Af −Af0)‖≤ ‖InAf −Af‖+‖InAf0 −Af0‖+‖Af −Af0‖.
In the preceding display, the last term is same as the prior mass condition for
white noise model and has been studied in Section 6.6.2. We recall the result in
the following lemma.
Lemma 8.14 (Lemma 6.12). Under the assumptions of Theorem 8.11, for f0 ∈ Hβ,
as ε ↓ 0,
− log Π(f : ‖Af −Af0‖< ε) .
{
ε−d/(α+γ−d/2), if d/2 < α ≤ β + d/2,
ε−(2α−2β)/(β+γ), if α > β + d/2.
Hence, It follows that Π(f : ‖Af −Af0‖0< εn/2) ≥ e−nε2n with
εn ≤
{
2d/(2α+2γ)n−(α+γ−d/2)/(2α+2γ), if d/2 < α ≤ β + d/2,
2(2α−2β)/(2α+2γ)n−(β+γ)/(2α+2γ), if α > β + d/2.
The conditions of εn given above can be further simplified into
εn ≥ C2d/(2γ+d)n−(β∧(α−d/2)+γ)/(2α+2γ), (8.22)
where 2d/(2γ+d) < 2 is independent of α and β and C will be determined below.
Since β+γ > d/2 = sd, we have ‖InAf0−Af0‖≤ δd(n, β+γ)‖f0‖β' n−(β+γ)/d.
Therefore, by selecting a sufficiently large constant C in the preceding display
such that the right hand side of (8.22) is upper bounded by εn, we obtain that
Π(f : ‖InAf0 −Af0‖+‖Af −Af0‖0< εn) ≥ e−nε2n .
Using a basic probability property, P (A ∩ B) = P (A) + P (B) − P (A ∪ B) ≥
P (B)− P (Ac),
Π(f : ‖InAf −Af‖+‖InAf0 −Af0‖+‖Af −Af0‖0< εn)
≥Π(f : ‖InAf0 −Af0‖+‖Af −Af0‖0< εn/2, ‖InAf −Af‖< εn/2)
≥Π(f : ‖InAf0 −Af0‖+‖Af −Af0‖0< εn/2)−Π(f : ‖InAf −Af‖≥ εn/2)
≥e−nε2n −Π(f : ‖InAf −Af‖≥ εn/2).
Since the prior of f is a centred Gaussian distribution with covariance operator
L−2α, f is in Hs almost surely for s < α− d/2. Consequently, Af ∈ Gs+γ almost
surely. Since α is chosen in the range α > (d− γ)∨ d/2, which implies α+ γ > d,
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and consequently there exists an s satisfying d/2 = sd < s+ γ < Sd. Hence, (8.4)
holds and we have
‖InAf −Af‖≤ δd(n, s+ γ)‖f‖s= δd(n, s+ γ)‖Lsf‖0.
It leads to
Π(f : ‖InAf −Af‖≥ εn/2) ≤ Π
(
f : ‖Lsf‖≥ εn
2δd(n, s+ γ)
)
.
Therefore, it suffices to show that, for the transformed centred Gaussian random
variable LsF with covariance operator L−2(α−s) (where F is centred Gaussian
with covariance L−2α),
Π(‖F‖> rn) < e−nε2n ,
where rn = εn2δd(n,s+γ) and εn is as given in (8.22).
For F , Since E‖F‖2= ∑i∈N i−α−sd/2 < ∞, the first moment of E‖F‖ is also
bounded by Jensen’s inequality. In particular, the upper bound of E‖F‖ is inde-
pendent of n. The weak second moment is given by
σ = sup
‖h‖0≤1
E〈F, h〉20 = sup
‖h‖0≤1
‖h‖2−(α−s).
By the norm duality (2.1), the right side is equal to
sup
‖h‖0≤1
sup
‖f‖α−s≤1
〈f, h〉20 ≤ sup
‖f‖α−s≤1
‖f‖20≤ 1.
Then by Borell’s inequality, when rn > E‖F‖,
Π(‖F‖> rn) ≤Π(‖F‖−E‖F‖> rn − E‖F‖)
≤e− (rn−E‖f‖)
2
2σ2 ≤ e−rn(rn−E‖F‖)  e−nε2n ,
where we use the fact that nε2n  rn →∞ since δd(n, s) ' n−s/d and s+γ > d/2.
Combining above results, we have shown that the (8.10)
Π(f ∈ H : ‖Af −Af0‖n< εn) ≥ 1
2
e−nε
2
n
is satisfied with εn given in (8.22).
The next step of the proof is to bound the prior probability in (8.11). The
following lemma is a modification of Lemma 8.2 in [43].
Lemma 8.15. Under the assumptions of Theorem 8.11, there exist a, b > 0, such
that for every j ∈ N and t > 0,
Π(f : ‖f (j) − f‖0> t+ aj1/2−α/d) ≤ e−bt2j2α/d .
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Proof. We have f (j) − f = (RjAn − I)f , for Rj = A−1Qj and An = InA.
Therefore, the probability on the left concerns the random variable (RjAn −
I)F , if F is a variable distributed according to the prior Π. Since F is zero-
mean normal with covariance operator L−2α, this variable is zero-mean Gaussian
with covariance operator (RjAn − I)L−2α(RjAn − I)∗. We shall apply Borell’s
inequality to obtain the exponential bound, after computing the weak and strong
second moments of the variable (RjAn − I)F .
Because 〈(RjAn − I)F, g〉0 = 〈F, (RjAn − I)∗g〉0 is zero-mean Gaussian with
variance ‖L−α(RjAn − I)∗g‖20= ‖(RjAn − I)∗g‖2−α, the weak second moment of
(RjAn − I)F is given by
sup
‖g‖0≤1
E〈(RjAn − I)F, g〉20 = sup
‖g‖0≤1
‖(RjAn − I)∗g‖2−α.
By the norm duality (2.1), the right side is equal to
sup
‖g‖0≤1
sup
‖f‖α≤1
〈f, (RjAn − I)∗g〉20 ≤ sup
‖f‖α≤1
‖(RjAn − I)f‖20
.
(
δ(n, α+ γ)
δ(j, γ)
+ δ(j, α)
)2
. δ(j, α)2,
when δ(j, s) = j−s/d, n j and (5.9).
The strong second moment of the Gaussian variable (RjAn − I)F is equal to
the trace of its covariance operator. As
Trace(S∗S) =
∑
i
‖Sφi‖2=
∑
i
∑
j
〈Sφi, φj〉2 =
∑
i
‖S∗φi‖2= ‖S‖2HS ,
we have
E‖(RjInA− I)F‖2= ‖(I −RjnInA)L−α‖2HS
≤‖Rjn‖2‖In − I : Gα+γ → G0‖2HS‖A‖2
+‖(I −RjnA) : Hα → H0‖2HS‖L−α : H0 → Hα‖2
.(A,L)‖Rjn‖2‖In − I : Gα+γ → G0‖2HS+‖(I −RjnA) : Hα → H0‖2HS , (8.23)
where the first inequality is because of an elementary application of triangle in-
equality and a norm estimation of the operators in Hilbert spaces (see Proposi-
tion A.20).
In the following argument we will use some results from approximation num-
ber (and more generally s-number) in Hilbert spaces. The necessary material is
collected below, and for the detail we refer to Section 2.4. Recall that the lth
approximation number of a bounded linear operator T : X → Y between normed
spaces is defined as
al(T : G→ H) = inf
U :RankU<l
‖T − U‖X→Y
where the infimum is taken over all linear operators U : X → Y of rank (i.e.,
dimension of the range space) strictly less than j, and the norm on the right is the
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operator norm ‖T−U‖X→Y = supf :‖f‖X≤1‖(T−U)f‖Y . Approximation number is
in fact an example of a more general concept called s-numbers, which also include
singular values. We will use the following fact: on Hilbert spaces there is only
one s-number, i.e. singular value and approximation number are identical to each
other.
Introduce a temporary notation S := (I −RjnA) : Hα → H0, whose operator
norm is ‖S : Hα → H0‖. j−α/dn by (5.9). Since I : Hα → H0 is compact
and RjnA is of finite rank, S is compact as well. Hence it has singular values
sl = al((I − RjnA) : Hα → H0), and in particular, the first singular value is
bounded by its operator norm, i.e. s1 . j−α/dn . Since al(I : Hα → H0) ' δ(l, α)
(see the discussion following (2.6)), we have
al(S : Hα → H0) & δ(jn + l, α),
which is because that the infimum on the right hand side is taken with all operators
with rank less than jn + l, while on the left hand side there is a fixed part RjnA
and the infimum is only taken over the operators with rank less than l. On the
other hand, with the operator U = Rjn+lA−RjnA of rank l, we have
al(S : Hα → H0) ≤ ‖I −RjnA− U‖. δ(jn + l, α).
Combining the previous inequalities, we obtain
sl = al(S : Hα → H0) ' δ(jn + l, α),
which leads to
‖(I −RjnA) : Hα → H0‖2HS=
∞∑
l=1
(jn + l)
−2α/d =
∞∑
l=jn+1
l−2α/d ≤ j1−2α/dn ,
where we used the estimate
∑
i>jn
i−b ≤ j1−bn /(b− 1) for b > 1.
With the same argumentabove,
‖In − I : Gα+γ → G0‖2HS≤ n1−2(α+γ)/d.
Since α + γ > d/2, jn ≤ nε2n < n and ‖Rjn‖. 1/δ(jn, γ) = j−γ/dn , the first term
in (8.23) is of order strictly smaller than the second term.
Since the first moment of ‖(RjAn − I)F‖0 is bounded by the root of its sec-
ond moment, the lemma follows by Borell’s inequality (see e.g. Lemma 3.1 and
subsequent discussion in [67]).
For t2 = nε2n/(4bj
2α/d
n ) the bound in the preceding lemma becomes e−4nε
2
n .
Hence (8.11) is satisfied for
ηn &
√
nεn/j
α/d
n + j
1/2−α/d
n .
Here we choose εn the minimal solution that satisfies the direct prior mass condi-
tion (8.10), given in (8.22). Next we solve for ηn under the constraints , (8.8) and
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(8.9). The first of these constraints, jn ≤ nε2n, shows that the first term on the
right side of the preceding display always dominates the second term. Therefore,
we obtain the requirements jn ≤ nε2n and
ηn ≥
√
nn−(β∧(α−d/2)+γ)/(2α+2γ),
ηn ≥ n−(β∧(α−d/2)+γ)/(2α+2γ)jγ/dn ,
ηn ≥ j−β/dn .
Depending on the relation between α and β + d/2, two situations need to be
discussed separately.
(i) α < β+d/2. We choose jn ' nd/(2α+2γ) = nε2n and then see that the first two
requirements in the preceding display both reduce to ηn ≥ n−(α−d/2)/(2α+2γ),
while the third becomes ηn ≥ n−β/(2α+2γ) and becomes inactive.
(ii) α > β + d/2. We choose jn ' nd/(2α+2γ) ≤ nε2n, and then see that all three
requirements reduce to ηn ≥ n−β/(2α+2γ).
Finally apply Theorem 8.6 to complete the proof.
8.6.3 Proof of Theorem 8.13
Let Πτ denote the zero-mean Gaussian distribution on H with covariance oper-
ator τ2L−2α (where α > d/2). The following lemmas are the counterparts of
Lemmas 6.14 to 6.16.
Lemma 8.16. Under the assumptions of Theorem 8.13, for f0 ∈ Hβ and (d/2 −
γ) ∨ 0 < β ≤ α, as ε ↓ 0,
− log Πτ (f : ‖Af −Af0‖< ε) . 1
τ2
(
1
ε
)(2α−2β)/(β+γ)
+
(τ
ε
)d/(α+γ−d/2)
.
Lemma 8.17. Under the assumptions of Theorem 8.13, for f0 ∈ Hβ and (d/2 −
γ) ∨ 0 < β ≤ α, as ε ↓ 0,
− log Πτ (f : ‖f‖0< ε) &
(τ
ε
)d/(α−d/2)
.
Lemma 8.18. Under the assumptions of Theorem 8.13, there exist a, b > 0 such
that, for every j ∈ N and x, τ > 0,
Πτ (f : ‖f (j) − f‖0> τx+ τaj1/2−α/d) ≤ e−bx2j2α/d
Proofs. The proofs are identical to the one in Section 6.6.3, and hence they are
omitted.
As preparation for the proof of Theorem 8.13, we first show that the minimax
rate can be obtained by a Gaussian prior with the deterministic scaling, dependent
on β, given by
τn = n
(α−d/2−β)/(2β+2γ+d). (8.24)
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Theorem 8.19. Assume the conditions on the Hilbert scale, the forward operator
A and the true parameter f0 in Theorem 8.11 hold. Suppose that the priors Π are
zero-mean Gaussian with covariance operators τ2nL−2α with τn as given in (8.24)
and α > (d− γ)∨ d/2. Then for (d/2− γ)∨ 0 < β ≤ α, the posterior distribution
satisfies, for sufficiently large M > 0,
Πn
(
f : ‖f − f0‖0> Mn−β/(2β+2γ+d) | Y (n)
) P (n)f0→ 0.
Proof. The theorem is a corollary to Theorem 8.6. The proof follows the same
lines as the proof of Theorem 8.11. By Lemma 8.16, inequality (8.10) is satisfied
for
εn & n−(β+γ)/(2β+2γ+d).
By Lemma 8.18, inequality (8.11) is satisfied for
ηn & τn(
√
nεnj
−α/d
n + j
1/2−α/d
n ).
We choose jn ' nε2n, and the minimal solution εn = n−(β+γ)/(2β+2γ+d) to the
second last display. It is then straightforward to verify that (8.8), (8.9) and (8.11)
are satisfied for ηn ' n−β/(2β+2γ+d).
Theorem 8.13 is a corollary of Theorem 8.7, with the choices
ηn ' n−β/(2β+2γ+d), εn ' n−(β+γ)/(2β+2γ+d),
jn ' nε2n = nd/(2β+2γ+d).
Conditions (8.7), (8.8), and (8.9) are satisfied for these choices. It remains to
verify (8.10), and (8.17)–(8.16).
For ease of notation, for the moment, define ηn and εn as in the preceding
display, with exact equality (i.e., with the constant set equal 1). Let τn be the
‘optimal’ scaling rate defined in (8.24).
Verification of (8.10). For τ ' τn and ε ' εn as given and β ≤ α, both terms
in the right side of Lemma 8.16 are of the order nε2n. The lemma yields, for
τn ≤ τ ≤ 2τn and some constant a1 > 0,
− log Πτ (f : ‖Af −Af0‖< εn) ≤ a1nε2n.
This shows that
Π(f : ‖Af −Af0‖< εn) =
∫ ∞
0
Πτ (f : ‖Af −Af0‖< εn) dQ(τ)
≥ e−a1nε2nQ(τn, 2τn).
If α− d/2 < β, then τn → 0, and Condition 8.12 on Q gives that
− logQ(τn, 2τn) . τ−2n = n(2β−2α+d)/(2β+2γ+d) ≤ nd/(2β+2γ+d) = nε2n,
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if β ≤ α. If 0 < β < α− d/2, then τn →∞, and Condition 8.12 on Q gives that
− logQ(τn, 2τn) . τd/(α−d/2)n = n(d(α−d/2−β)/(α−d/2)(2β+2γ+d))
≤ nd/(2β+2γ+d) = nε2n.
Finally if α − d/2 = β, then τn = 1 and Q(τn, 2τn) & 1. Thus in all three
cases Q(τn, 2τn) is bounded below by a power of e−nε
2
n . Combining this with the
preceding, we see that Π(f : ‖Af − Af0‖n≤ εn) ≥ e−a2nε2n , for some positive
constant a2, which we can take bigger than 1. Then (8.10) is satisfied for εn equal
to
√
a2 times the current εn.
Verification of (8.16). Lemma 8.17 gives that
Πτ (f : ‖f − f0‖0< 2ηn,τ ) ≤ Πτ (f : ‖f‖0< 2ηn,τ ) ≤ e−a3(τ/ηn,τ )d/(α−d/2) ,
for some constant a3. This is bounded above by e−4a2nε
2
n if
ηn,τ = 2a4τ n
(d/2−α)/(2β+2γ+d) = 2a4τ ηn/τn,
for a sufficiently small constant a4 > 0.
Verification of (8.17). Choosing x = a4ηn/τn = ηn,τ/(2τ) in Lemma 8.18, we
see that the left side of (8.17) is bounded above by e−4a2nε
2
n if jn satisfies
aj1/2−α/dn ≤ a4ηn/τn, and ba24(ηn/τn)2j2α/dn ≥ 4a2nε2n.
Both inequalities become equalities for jn of the order jn ' nd/(2β+2γ+d), as
indicated at the beginning of the proof. Since 1/2−α/d < 0 and 2α/d > 0, the left
side of the first inequality is decreasing in jn and the left side of second inequality
is increasing. Thus both inequalities are satisfied for jn = a5nd/(2β+2γ+d) and a
sufficienty large constant a5.
Finally we choose εn and jn in Theorem 8.7 equal to
√
a2 and a5 times the
orders indicated at the beginning of the proof. Then (8.7) is satisfied, and (8.8)
and (8.9) are satisfied if ηn is chosen of the indicated order times a sufficiently
large constant.
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Part III
Evolution Equations

Heuristically speaking, a stochastic evolution equation in infinite dimensions
describes a stochastic dynamical1 system (a random process) whose trajectory
(path) is in an infinite dimensional space. It naturally arises when the states of
the dynamical system are infinite dimensional. Infinite dynamical systems perva-
sively exist in many quantitative fields. Examples of infinite dimensional evolution
equations include population dynamics from biology, time dependent field equa-
tions emerged from physics, evolution of financial instruments such as the term
structure of interest rates, whose details can be found in the introduction chap-
ters in [23, 85]. Stochastic evolution equations are often used interchangeably2
with stochastic partial differential equations (SPDEs), and we will also adopt this
convention.
In this part, our goal is to use the Bayesian nonparametric approach to recover
the parameters in the model, which is formally defined in Section 9.5, under the
small noise asymptotic regime. That is, for t ∈ [0, T ], as n goes to infinity, we
continuously observe the solution X(t) of the SPDE{
dX(n)(t) + LX(n)(t) dt = f(t) dt+ 1√
n
B dW (t)
X(n)(0) = u ∈ H , (III.1)
where u is the initial condition. We will address that the parameter estimations of
SPDEs are usually inverse problems, to which the general mechanism developed in
Section 4.3 can be applied with some modifications. Consequently, the contraction
rates are obtained for the recovery of the initial condition u and the drift f . For
the purpose of streamlining the arguments, we only work with Gaussian priors,
however it is noteworthy that the proof does not rely on any properties of the prior
on conjugacy or Gaussianity, and hence, in principle, the method is applicable to
other types of priors as well, such as random series priors.
The part is organized as follows. In Chapter 9, we introduce the necessary
mathematical components to formalize the model (III.1). After that, we study
the Bayesian statistical inference for SPDE in Chapter 10. The recovery of the
initial condition u is examined Section 10.1, and the recovery of drift f is studied
in Section 10.2.
1Differential dynamical system.
2Although arguably stochastic evolution equation is a broader term than SPDE.
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Chapter 9
Linear Evolution Equations
Stochastic partial differential equations (SPDEs) provide a powerful toolkit to
study dynamical systems with stochastic nature. In the last few decades, it has
gained much interest due to the wide range of applications in physics and finance.
One way to study SPDEs is using the theory of linear evolution equations in
infinite-dimensional spaces. This analytical approach treats dynamical systems
as vector-valued ordinary differential functions, whose state spaces are function
spaces. In this chapter we collect the basic results from this approach. For a
detailed treatment on the subject, we refer to the standard reference [23] and the
more recent monographs [68, 85].
First we recall some standard definitions from stochastic processes. Fix a
probability space (Ω,F ,P), and a positive number T <∞.
Definition 9.1. With an index set I ⊂ R+0 , a filtration {Ft}I is a family of sub
σ-algebras of F such that Fs ⊂ Ft if s < t. The following conditions are known
as the usual conditions.
(i) Completeness: A ∈ F0, for all A ∈ F such that P(A) = 0.
(ii) Right continuity: Ft = Ft+ := ∩s∈I:s>tFs, for all t ∈ I.
A filtration that satisfies the usual conditions is also called normal.
Definition 9.2. Let (E, ‖·‖) be a separable Banach space. An E-valued process
{M(t) : t ≥ 0} on (Ω,F ,P) with filtration {Ft}0≤t≤T is a Ft-martingale if
(i) E‖M(t)‖<∞, for all t ≥ 0,
(ii) M(t) is Ft-measurable for all t ≥ 0,
(iii) and E(M(t)|Fs) = M(s) almost surely in P, for all 0 ≤ s ≤ t <∞.
In addition, denote the space of all E-valued continuous square integrable
martingales byM2T (E), which is a Banach space equipped with the norm
‖M‖M2T := sup
t∈[0,T ]
(E‖M(t)‖2)1/2 = (E‖M(T )‖2)1/2.
For the proof, see, e.g. Proposition 3.10, [23].
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9.1 Q-Wiener Processes
The characteristic differing stochastic evolution systems from the deterministic
ones is the appearance of stochastic noise. As the state of the system is infinite
dimensional, the noise is also expected to be infinite dimensional. Q-Wiener pro-
cesses, a generalization of classical Wiener processes to vector-valued processes,
will be used to model the infinite dimensional noise.
Let U be a separable infinite-dimensional Hilbert space, and Q ∈ L(U) be a
bounded linear operator on U satisfying, for any u, v ∈ U,
(i) nonnegative: 〈Qu, u〉 ≥ 0,
(ii) symmetric: 〈Qu, v〉 = 〈u,Qv〉,
(iii) nuclear: TraceQ <∞.
Definition 9.3. On the probability space (Ω,F ,P), a (standard) Q-Wiener process
is a U -valued process {W (t) : t ∈ [0, T ]} satisfying
(i) W (0) = 0,
(ii) W is continuous almost surely in P,
(iii) W has independent increments, i.e.
W (t1),W (t2)−W (t1), · · · ,W (tn)−W (tn−1),
are independent, for all 0 ≤ t1 < · · · tn ≤ T ,
(iv) for all 0 ≤ s ≤ t ≤ T , W (t)−W (s) is distributed as a centred Gaussian on
U with covariance operator (t− s)Q.
Q is called the covariance operator of Q-Wiener process.
Remark 9.4. For a Q-Wiener process {W (t) : t ∈ [0, T ]}, there always exists a
normal filtration {Ft}0≤t≤T such that:
1. W (t) is adapted to {Ft}0≤t≤T , i.e. W (t) is Ft-measurable for all 0 ≤ t ≤ T ,
2. and W (t)−W (s) is independent of Fs for all 0 ≤ s ≤ t ≤ T .
See Proposition 2.1.13 in [68].
Similar to the Karhunen-Loève expansion of Gaussian elements, the Q-Wiener
process has a concrete representation.
Proposition 9.5 (Presentation of Q-Wiener Process). Let {ei}i∈N be the eigenfunc-
tions of Q with the corresponding eigenvalues {qi}i∈N. A U -valued process W (t)
is Q-Wiener if and only if there exists a sequence of independent ordinary Wiener
processes {Wi : i ∈ I} with I = {i : qi > 0} on (Ω,F ,P) such that
W (t) =
∑
i∈I
√
qieiWi(t), t ∈ [0, T ], (9.1)
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which converges in L2(P), and always has a P-a.s. continuous version, i.e.
P[W (t) ∈ C([0, T ], U)] = 1.
Proof. See Proposition 2.1.10 in [68].
9.2 Stochastic Integrals in Hilbert Spaces
AH-valued stochastic integral with respect toWQ(t) can be developed in a similar
manner as for the scalar valued ordinary stochastic integral. We outline the con-
struction of the integral and summarize a few useful results. A detailed treatment
can be found in Chapter 2 in [68] and Section 4.2 & 4.3 in [23].
Similar to ordinary stochastic integrals, the construction relies on a space of
martingales and a class of elementary processes. Recall that the space M2T (H)
of all H-valued continuous square integrable martingales {M(t) : t ∈ [0, T ]} is a
Banach space equipped with the norm
‖M‖M2T := sup
t∈[0,T ]
(E‖M(t)‖2)1/2 = (E‖M(T )‖2)1/2.
The standard machinery to construct stochastic integrals can be summarised
as follows.
(I) For a class E of elementary processes, define a linear mapping
Int : E 3 Φ→
∫ t
0
Φ(s) dW (s) =: Φ ·W (t),
which is an element inM2T (H).
(II) Find a norm on E such that Int : E →M2T (H) is an isometry. SinceM2T (H)
is complete, Int is extended to the abstract completion E of E . Furthermore,
an explicit representation is found for E .
(III) Further extend the integral to local martingale by localization.
For completeness of the exposition, we also discuss some detail on the pro-
cedure. The readers familiar with ordinary stochastic integrals will immediately
notice the similarity. Fix a probability space (Ω,F ,P) with a normal filtration,
and denote dt ⊗ P by PT , where dt is the Lebesgue measure. Let WQ be the
Q-Wiener process introduced in Section 9.1. In this section, L(U,H) denotes the
space of the bounded operators from U to H.
(I) An L(U,H)-valued process Φ(t), t ∈ [0, T ] with normal filtration is elementary
if
Φ(t) =
k−1∑
m=0
Φm 1(tm,tm+1](t), t ∈ [0, T ],
for some 0 < t0 < · · · < tk = T , Φm : Ω → L(U,H) is Ftm -measurable with
respect to the strong Borel σ-algebra on L(U,H), 0 ≤ m ≤ k − 1, and each
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Φm takes only a finite number of values in L(U,H). The stochastic integral of
elementary processes is defined by
Int(Φ)(t) :=
∫ t
0
Φ(s) dW (s) :=
k−1∑
m=0
Φm(W (tm+1 ∧ t)−W (tm ∧ t)), t ∈ [0, T ],
and it belongs toM2T (H).
(II) Recall that for Φ ∈ L(U,H), Φ ◦ Q1/2 is a Hilbert-Schmidt operator in
S2(U,H) (see Section A.3). The previous stochastic integral satisfies the following
Itô isometry,∥∥∥∥∫ ·
0
Φ(s) dW (s)
∥∥∥∥2
M2T
= E
(∫ T
0
‖Φ(s) ◦ Q1/2‖2HS ds
)
=: ‖Φ‖2T . (9.2)
Notice that ‖·‖T is only a semi-norm on E , and two elementary processes belonging
to one equivalent class are not necessarily PT -a.e. equal, because the equivalence
only occurs on Q1/2(U) PT -a.e.
Because of the Itô isometry,
Int : (E , ‖·‖T )→ (M2T , ‖·‖M2T )
is an isomorphism, and consequently there uniquely exists an isometric extension
of mapping Int to the abstract completion E¯ of E with respect to ‖·‖T .
Now we prepare for the explicit presentation of E¯ . Let U0 := Q1/2(U), which
is a Hilbert space with the induced inner product 〈·, ·〉0 := 〈Q−1/2·,Q−1/2·〉 (see
Lemma A.11). We denote the space of all Hilbert-Schmidt operators 1 from U0 to
H by L02, which is a separable Hilbert space equipped with the norm
‖Φ‖2L02= ‖ΦQ
1/2‖2HS= Trace[(ΦQ1/2)(ΦQ1/2)∗]. (9.3)
In particular, the space L(U,H) can be embedded into L02 by restricting the domain
of operators to U0. Let L(U,H)0 = {T |U0 : T ∈ L(U,H)} denote the space of the
restricted operators. Then, L(U,H)0 ⊂ L02 and
‖Φ‖T=
[
E
∫ T
0
‖Φ(s)‖2L02 ds
]1/2
,
for Φ ∈ E .
The final claim is that E¯ is given by
N 2W (0, T ;H) :={Φ : [0, T ]× Ω→ L02 | Φ is predictable and ‖Φ‖T<∞}
=L2([0, T ]× Ω, dt⊗ P;L02),
which we also write N 2W (H) and N 2W for brevity. It is not difficult to see E ⊂ N 2W .
In addition, because N 2W is in fact a Bochner space (see Section 1.2.b in [49]), it
is complete. The preceding claim is proved by showing that E is a dense subset of
N 2W (Proposition 2.3.8 in [68]).
1The consistent notation is SU2 with U = Q1/2(U). Here we adopt the conventional notations
from the SPDE literature.
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(III) The integrals can be further extended to local martingales with the follow-
ing class of integrands,
NW (0, T ;H) :=
{
Φ : [0, T ]× Ω→ L02 | Φ is predictable and
P
(∫ T
0
‖Φ(s)‖2L02 ds <∞
)
= 1
}
.
The detail is omitted here, since we will only consider the martingale case. We
only remark that the obvious relation N 2W (0, T ;H) ⊂ NW (0, T ;H), and some re-
sults below will be stated with the more general space.
Following the procedure described above, the isometric extension of Int to N 2W ,
Int : Φ ∈ N 2W 7→
∫ t
0
Φ(s) dWQ(s), t ∈ [0, T ],
defines the stochastic integral.
Remark 9.6. Notice that the stochastic integral is defined with a class of pre-
dictable processes. However, in this thesis we will only consider the case of deter-
ministic integrands.
Not surprisingly, the H-valued stochastic integral shares many similar prop-
erties as the ordinary stochastic integral. For example, the integration is inter-
changeable with other linear operations, as stated in Lemma 9.7 below.
Lemma 9.7 (Lemma 2.4.1 in [68]). Let Φ ∈ NW (H) and T ∈ L(H, H˜), where H˜ is
another separable Hilbert space. Then the process T Φ(t), t ∈ [0, T ], is an element
of NW (H˜), and
T
(∫ T
0
Φ(s) dW (s)
)
=
∫ T
0
T (Φ(s)) dW (s)
P-almost surely.
In addition, the stochastic integral also admits a series representation, as in
the following lemma.
Lemma 9.8 (Proposition 2.4.5 in [68]). If Φ ∈ N 2W (H), then∫ t
0
Φ(s) dW (s) =
∑
i∈N
√
qi
∫ t
0
Φ(s)(ei) dWi(s), t ∈ [0, T ],
P-almost surely, where qi, ei,Wi are as in Proposition 9.5 and the sum on the
right-hand side converges in L2(P) and realises in C([0, T ], U) almost surely.
For the detailed properties of stochastic integrals, we refer to Section 2.4 in
[68] and Section 4.3 in [23].
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9.3 Extension of Stochastic Integrals
In the previous section, we have developed the integration theory under the con-
dition that the covariance Q is a trace class operator. In this section we are going
to relax the condition, and consequently, the class of integrators of the stochastic
integral is extended.
9.3.1 Cylindrical Wiener Process
We first extend the H-valued Wiener process.
Recall that the Wiener process in Section 9.1 admits the representation
W (t) =
∑
k∈N
√
qkWk(t)ek, t ∈ [0, T ],
where {ek}k∈N is an orthonormal basis for U0 = Q1/2(U) and Wk(t), k ∈ N, are
independent real-valued Wiener processes. The convergence of the series in L2(P)
is due to the fact that the inclusion U0 ⊂ U is Hilbert-Schmidt (see Proposition
2.1.10, [68]).
Now let Q be an operator satisfying the properties in Section 9.1 but not
necessarily nuclear, that is, TraceQ = ∑k qk < ∞ is not required. Let U0 =
Q1/2(U) with the induced inner product and {ek}k∈N be an orthonormal basis
for U0. Let U1 be another Hilbert space such that there exists a Hilbert-Schmidt
embedding J : U0 → U1.
Remark 9.9. The space U1 always exists. For example, let U1 = U and define
J : U0 → U, f 7→
∑
k∈N
ρk〈f, ek〉Uek,
with a sequence {ρk}k∈N such that
∑
k ρ
2
k <∞. Then, J is injective and Hilbert-
Schmidt, c.f. Section 3.3.
Then, there exists a Wiener process on the larger Hilbert space U1, associated
with the previously introduced Q.
Proposition 9.10. Under the previously introduced condition, define Q1 := JJ ∗.
Then, Q1 is nonnegative, symmetric and nuclear. The series
W (t) =
∑
k∈N
Wk(t)J ek, t ∈ [0, T ],
converges inM2T (U1) and defines Q1-Wiener process on U1. Furthermore,
Q1/21 (U1) = J (U0),
and for all u0 ∈ U0,
‖u0‖0= ‖Q−1/21 J u0‖1=: ‖J u0‖Q1/2(U1),
i.e. J : U0 → Q1/2(U1) is an isometry.
The process {W (t) : t ∈ [0, T ]} introduced in Proposition 9.10 is called a
cylindrical Wiener process with covariance Q in U (while it does not realise in U).
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9.3.2 Stochastic Integral with Cylindrical Wiener Process
Let W (t) be a cylindrical Wiener process with covariance Q as previously intro-
duced. Known from Section 9.2, a process Φ(t) is integrable with respect to W (t)
if it is predictable, Φ(t) ∈ L2(Q1/21 (U1), H) for all t ∈ [0, T ], and
P
(∫ T
0
‖Φ(s)‖2
L2(Q1/21 (U1),H)
ds <∞
)
= 1.
We adopt all the notations from Proposition 9.10 and recall Q1/21 (U1) = J (U0).
Then by the polarisation identity, for all u, v ∈ U0,
〈J u,J v〉Q1/21 (U) = 〈u, v〉0,
which implies that J ek is an orthonormal basis for Q1/21 (U1). Consequently, we
have
Φ ∈ L02 = L2(Q1/2(U), H)⇐⇒ Φ ◦ J−1 ∈ L2(Q1/21 (U1), H),
because
‖Φ‖2L02=
∑
k
〈Φek,Φek〉 =
∑
k
〈Φ◦J−1J ek,Φ◦J−1J ek〉 = ‖Φ◦J−1‖2L2(Q1(U0),H).
Then, for the cylindrical process W (t), the integral can be defined as∫ t
0
Φ(s) dW (s) :=
∫ t
0
Φ(s) ◦ J−1 dW (s), t ∈ [0, T ].
Apparently, the previously defined stochastic integral holds with the same class of
integrands from Section 9.2. Therefore, the stochastic integral has been extended
to cylindrical Wiener processes.
We end this section with several remarks. First, the integral is actually inde-
pendent from the space U1. This is because the Itô isometry (9.2) together with
(9.3) is independent from the bigger space U1. Second, when TraceQ < ∞, we
can simply take J to be the identity map id : U0 → U , and then the defini-
tion coincides with the integral developed Section 9.2. In both statements above,
the important fact is that the stochastic integral is uniquely defined with the
space Q1/2(U)(= Q1/21 (U1)), which is the reproducing kernel Hilbert space of the
Gaussian measure NU (0,Q) (the radonified Gaussian measure NU1(0,Q1), see
Section 3.3).
9.4 Deterministic Evolution Equations
We start with introducing the dynamical systems without noise. Let H be a
separable Hilbert space. An evolution equation in H is given by{
u′(t) + Lu(t) = f(t),
u(0) = u0 ∈ H,
(9.4)
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where u : [0, T ] → H is a H-valued function, L : D(L) ⊂ H → H is a linear
operator, unbounded in general, with a dense domain D(L) in H, and u′(t) is the
strong derivative of u(t), i.e.
u′(t) = lim
h→0
u(t+ h)− u(t)
h
,
where the limit is taken in the topology of H.
The existence and uniqueness of (9.4) with the initial condition U0 is known as
the deterministic abstract (nonhomogeneous) Cauchy problem. It can be answered
in the language of C0-semigroup theory. When L is a infinitesimal generator of a
C0-semigroup S(·) in H and U0 ∈ Lp([0, T ];H), p ∈ [1,∞], the strict solution u of
problem (9.4), i.e. a function u that belongs to W 1,p([0, T ];H) ∩ Lp([0, T ];D(L))
and satisfies (9.4), is given by the following variation of constant formula,
u(t) = S(t)U0 +
∫ t
0
S(t− s)f(s) ds. (9.5)
See Chapter 4 in [75] for the details.
9.5 Solutions of SPDEs
We now formally define the model (III.1). Assume that all Hilbert spaces in this
section are separable. Recall the model
dX(t) + LX(t) dt = f(t) dt+ 1√
n
B dWQ(t), (9.6)
with the initial condition X(0) = u ∈ H.
The items in (9.6) are defined as follows. f : [0, T ] → H is a H-valued mea-
surable function, L : D(L) ⊂ H → H is a densely defined unbounded linear
operator, B : U → H is a linear operator, WQ is a Q-Wiener process, and u is a
deterministic vector in H.
One key component in the development of SPDE is the stochastic integral
with respect to Q-Wiener process in Hilbert spaces, covered in Section 9.2. In
addition, some language of functional analysis is also standard in this field. To
ease the reading effort, we collect the minimal material on the syntax of functional
analysis in Appendix A.
Concrete examples covered by the above model are the parabolic evolution
equations in a bounded domain D ⊂ Rd with a smooth boundary ∂D, with time
interval [0, T ]. Time-space domain and boundary is denoted by DT := [0, T ]×D
and ΓT := [0, T ]×∂D respectively. Let L be a strongly elliptic differential operator
of order 2m. That is, given
L(x,D) =
∑
|k|1≤2m
ak(x)D
k,
where k = (k1, · · · , kd) are multi-indices, and Dk := Dk1x1 · · ·Dkdxd , its principle part
L(x,D)′ = ∑|k|1=2m ak(x)Dk satisfies
(−1)mL(x, z)′ ≥ c|z|2m.
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We are going to introduce the assumptions which guarantee the unique exis-
tence of a solution for the model (9.6). We start with the items characterizing the
deterministic dynamics.
Suppose f ∈ L2([0, T ];H), where H is a Hilbert space of functions defined on a
compact domain D ⊂ Rd. Assume that there exists a densely defined positive self-
adjoint operator, Λ : D(Λ) ⊂ H → H that has an eigensystem, i.e. eigenfunctions
{ϕk}k∈Nd with corresponding eigenvalues {λk}k∈Nd .
Remark 9.11 (Index of eigensystem). By Proposition 5.12 in [84], the existence
of eigensystem is equivalent to the existence of purely discrete spectrum. Hence
the index set can be chosen N. Instead, we use Nd to make the formula more
naturally fit later use, and occasionally we switch back to N, e.g. when using
spectral integral representation as in the next paragraph.
If L is a positive function g(Λ) of the operator Λ, L admits a spectral integral
representation in terms of the spectral measure Eλ of Λ, i.e. for any h ∈ D(L),
Lh = g(Λ)h =
∫
f(λ) dEλh =
∫ ∞
0
f(λ) dEλh,
where the last equality is due to the positivity of L. Because of Remark 9.11,
upon reindexing, the spectral integral can be written into the series form,∫ ∞
0
g(λ) dEλh =
∑
k∈Nd
g(λk)〈ϕk, h〉ϕk.
We will mainly use the spectral integral form in the latter text as it slightly short-
ens the notation. By Theorem 6.14 in [84], −L generates a strongly continuous
contraction semigroup S(t), 0 ≤ t < ∞, which also admits a spectral integral
representation, i.e.
e−tL := S(t) =
∫ ∞
0
e−tg(λ)Eλ =
∑
k∈Nd
e−tg(λk)〈ϕk, ·〉ϕk. (9.7)
The discussion above can be summarized as follows.
Assumption 9.12. We impose the following conditions on the model (9.6). The
function f is in L2([0, T ];H), where H is a Hilbert space of functions defined on
a compact domain D ⊂ Rd. There exists a densely defined positive self-adjoint
operator, Λ : D(Λ) ⊂ H → H that has an eigensystem, i.e. eigenfunctions
{ϕk}k∈Nd with corresponding eigenvalues {λk = |k|1}k∈Nd . Furthermore, the op-
erator L = Λ(ν) is a function of Λ defined via the eigensystem, i.e. for all ϕk,
Lϕk =
(
d∑
i=1
kνi
)
ϕk =: `kϕk,
where the constant ν ∈ N.
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Remark 9.13. Recall |·|p is the p-norm on Rd. From Lemma 2.19, for any q ∈
[0,∞],
`k = |`ν |1'd |kν |2'd |k|νq ,
where the constant is universally between 1 and d. We will frequently use this
equivalence in the subsequent sections.
Now we move to the stochastic part. To facilitate the statistical investiga-
tion, we impose the following relationship between the operator L characterizing
the deterministic dynamics and the operators B and Q expressing the stochastic
propagation.
Assumption 9.14. Let {λk, ϕk}k∈Nd and {qk, ek}k∈Nd be the eigensystems of Λ and
Q, respectively. In addition to Assumption 9.12, we assume that the operator B
in (9.6) is linear2 from U to H and is diagonalized by {ek;ϕk}, i.e. for all k ∈ Nd,
Bek = bkϕk. Furthermore, we assume that for the eigenvalues bk, qk and λk, the
following conditions hold:
(i) Initial condition. With a positive constant d/2 < µ <∞,
b2kqk
`k
'd |k|−2µ. (9.8)
(ii) Drift. The operator B is bounded and with p = µ − ν/2 ≥ 0, where µ is
given in (i),
b2kqk 'd |k|−2p, (9.9)
where the involved constant is independent of k.
Remark 9.15. The case (ii) in Assumption 9.14 is a consequence of (i) and As-
sumption 9.12. Situation (i) can be relaxed to b2kqk/`k being bounded from above
and below by a polynomial decay of |k|. This will not affect the results for the
recovery of initial condition, because the severe ill-posedness induces exponential
decay, see Section 10.3.1. However, for the recovery of the drift, the rate will then
depend on both of the upper and lower bounds. To simplify the exposition, we
confine ourselves to the special case (9.9).
Under Assumption 9.14, with ‖T‖2
L02
= Trace[TQ1/2(TQ1/2)∗], we have∫ T
0
‖S(t)B‖2L02 dt
=
∫ T
0
Trace[S(t)BQB∗S∗(t)] dr =
∑
i∈Nd
b2i qi
2`i
(1− e−2`iT )
≤
∑
i∈Nd
b2i qi
`i
'd
∑
k∈Nd
|k|−2µ'
∑
j∈N
∑
|k|1=j
j−2µ
'
∑
j∈N
((
j + d
d
)
−
(
j + d− 1
d
))
j−2µ '
∑
j∈N
jd−1−2µ <∞. (9.10)
2Not necessarily bounded.
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We now introduce the concept of solutions to SPDEs. According to Theo-
rem 5.4 in [23], under Assumption 9.12 and the assumption that the semigroup
S(t) satisfies (9.10), the unique analytical3 weak solution of (9.6) is given by the
stochastic variation of constant formula, for t ∈ [0, T ],
X(t) = S(t)u+
∫ t
0
S(t− s)f(s) ds+ 1√
n
∫ t
0
S(t− s)B dWQ(s). (9.11)
Remark 9.16. (9.11) is defined as the mild solution of (9.6), see page 161 in [23].
However, under Assumption 9.12 and (9.10), the weak solution and mild solution
coincide (Theorem 6.7, [23]). For SPDEs, there are several concepts of solutions,
which are not always equivalent. For details, we refer to the relevant sections in
[23] and Appendix G in [68].
Using the covariance formula given in Theorem 5.2 in [23], the covariance of
the stochastic integral is given by
TraceCov
(∫ t
0
S(t− s)B dWQ(s)
)
= Trace
(∫ t
0
S(t− s)BQB∗S∗(t− s)ds
)
=
∑
k∈Nd
b2kqk
2`k
1− e−2`kT
e2`kT
≤
∑
k∈Nd
b2kqk
`k
<∞,
under Assumption 9.14. As a consequence, the stochastic component in the weak
solution is a proper Gaussian process in H. This is in contrast to the well-known
white noise model, which is almost surely not in H.
Now we discuss the series representation of (9.11). Let {ϕi}i∈Nd be the or-
thonormal basis of H from assumption 9.12. Under Assumptions 9.12 and 9.14,
the three items in (9.11) can be represented as follows.
Since u ∈ H, we have
u =
∑
k∈Nd
ukϕk, and S(t)u =
∑
k∈Nd
e−t`kukϕk.
Since L2([0, T ];H) ∼= H ⊗ L2([0, T ];R) (see Section 2.3.1), the drift term can be
written in the form of f(t) =
∑
k∈Nd ϕkfi(t). Consequently,∫ t
0
S(t− s)f(s) ds =
∑
k∈Nd
ϕk
∫ t
0
e−`k(t−s)fk(s) ds.
Regarding the stochastic integral in (9.11), by Lemma 9.8, it admits the following
representation ∑
k∈Nd
bk
√
qk√
n
ϕk
∫ t
0
e−`k(t−s) dWk(s), (9.12)
where Wk, k ∈ Nd, are independent standard real-valued Wiener processes.
3It means that the notion ‘weak’ is in the PDE sense.
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In summary, (9.11) admits the series representation
X(n)(t) =
∑
k∈Nd
X
(n)
k (t)ϕk (9.13)
with
X
(n)
k (t) = e
−t`kuk +
∫ t
0
e−(t−s)`kfk(s) ds+
bk
√
qk√
n
∫ t
0
e−(t−s)`k dWk(s),
where uk ∈ R and fk ∈ L2[0, T ] are from
u =
∑
k∈Nd
ukϕk and f(t) =
∑
k∈Nd
ϕkfk(t)
respectively, and Wk are independent Wiener process on [0, T ].
9.6 Notes
Assumption 9.14 imposes constraints on the structure of the stochastic integral,
which is necessary to obtain solutions as H-valued processes. Consider the follow-
ing example. Recall that the (negative) Laplacian −∆ in Rd has eigenvalues λk
of the order |k|2. As a consequence, a stochastic heat equation with space-time
white noise, i.e. U = H and B = Q = I, does not have a H-valued weak solution
when the underlying domain is not one-dimensional. In general, in order to ob-
tain a regular (H-valued) solution, the regularity property of the composition of
S(t)BQ1/2 needs to compensate the deterioration with growth of dimensions.
On the other hand, the requirement on B andQ to obtain well defined statistics
is not as restrictive as to obtain unique solutions. While the solution to (9.6) only
exists in a larger space than H, meaningful statistics for the terms S(t)u and∫ t
0
S(t− s)f(s) ds of interest still can be obtained, see [51] for the detail.
In the end, the Q-Wiener process on U might be considered superfluous, as
the stochastic integral can always be treated as
∫ t
0
S(t − s) dW˜ (s), where W˜ is a
Q˜ = BQB∗-Wiener process on H.
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Chapter 10
Bayesian Inference for Linear Evolution
Equations
To prepare the main focus of this chapter, the inference for linear evolution equa-
tions, we first recall some key results from Chapter 9. In this chapter, we always
assume the following condition, in which we choose a concrete but widely appli-
cable example for H.
Condition 10.1. With H = L2(D), Assumption 9.12 and Assumption 9.14 are
satisfied.
A stochastic linear evolution equation is given by{
dX(t) + LX(t) dt = f(t) dt+ 1√
n
B dWQ(t)
X(0) = u ∈ H , (10.1)
where u is the initial condition and f : [0, T ] → H is the drift. Under Condi-
tion 10.1, the mild solution of (10.1) exists and is given by
X(t) = S(t)u+
∫ t
0
S(t− s)f(s) ds+ 1√
n
∫ t
0
S(t− s)B dWQ(s). (10.2)
Furthermore, since the functions u and f in (10.1) admit the following represen-
tations,
u(x) =
∑
k∈Nd
ukϕk(x), and f(x, t) =
∑
k∈Nd
fk(t)ϕk(x),
where {ϕk}k∈Nd is the eigenbasis of L. The solution (10.2) admits a series repre-
sentation
X(n)(t) =
∑
k∈Nd
X
(n)
k (t)ϕk, (10.3)
whose coefficients are real-valued processes
X
(n)
k (t) = e
−t`kuk +
∫ t
0
e−(t−s)`kfk(s) ds+
bk
√
qk√
n
∫ t
0
e−(t−s)`k dWk(s), (10.4)
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where Wk(t) are independent standard Wiener processes, and the other constants
are from the aforementioned assumptions.
In this chapter, we investigate the Bayesian approach to the recovery of the
parameters u and f in (10.1). In Section 10.1, we study the recovery of initial
condition u and in Section 10.2 we investigate the inference for drift f . In each
section, we start with introducing a Gaussian prior that is tailored to the problem.
Then, the contraction rates are proved using the general framework developed in
Chapter 4. It is worthwhile to mention that our proofs do not rely on the conjugacy
nor other Gaussian properties of the prior. The contraction rates for other priors
can also be obtained using the same argument, namely verifying the conditions in
Theorem 4.10.
10.1 Recovery of the Initial condition
In this section, suppose that all other parameters except the initial condition u are
known. With no loss of generality, we can assume that f(t) = 0, for all t ∈ [0, T ].
Condition 10.2 (Observation of Final Value). Fix T > 0. For n ∈ N, we observe
the solution X(n)(T ) of (10.1) at time T , i.e.
X(n)(T ) = S(T )u+
1√
n
∫ T
0
S(T − s)B dWQ(s). (10.5)
10.1.1 Spatial Gaussian Priors
Since the operator L governs the spatial status of the evolution system, it is natural
to consider a smoothness class that adapts to the structure of L = Λ(ν).
Centred Gaussian distributions on a separable Hilbert space correspond bijec-
tively to covariance operators. By definition a random variable F with values in
H is Gaussian if 〈F, g〉 is normally distributed, for every g ∈ H, and it has zero
mean if these variables have zero means. The variances of these variables can then
be written as
E〈F, g〉2 = 〈Cg, g〉,
for a linear operator C : H → H, called the covariance operator. A covari-
ance operator C is necessarily self-adjoint, nonnegative, and of trace class, i.e.,∑
k∈Nd〈Cϕk, ϕk〉 < ∞, for some (and then every) orthonormal basis (ϕk)k∈Nd of
H; and every operator with these properties generates a Gaussian distribution.
Since the spatial regularity is characterized by isotropic Sobolev spaces Hs,
we introduce the following Gaussian priors, which are fully adapted to the spatial
smoothness.
Given a multi-index α = (α, · · · , α) ∈ Rd+, a spatial Gaussian prior is the law
of
u =
∑
k∈Nd
ukϕk, with uk
independent∼ NR
(
0, |kα|−2) . (10.6)
From Lemma 2.18, we conclude that α > d2 guarantees a ‘proper’ Gaussian prior
on H.
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10.1.2 Contraction Rate for Initial Condition
The observation (10.5) given in Condition 10.2 can be rewritten as a general linear
problem,
X(n) = Au+ ξ√
n
,
where
A = S(T ), ξ =
∫ T
0
S(T − s)B dWQ(s),
and ξ is a proper Gaussian random element in H with the covariance operator
Σ =
∫ T
0
S(T − r)BQB∗S(T − r) dr =
∑
k∈Nd
σ2k〈ϕk, ·〉ϕk,
with
σ2k :=
b2kqk
2`k
(
1− e−2`kT ) ' b2kqk
2`k
. (10.7)
Because of Assumption 9.14, we have
‖u‖2Hξ=
∑
k∈Nd
u2k
σ2k
'
∑
k∈Nd
|k|2µu2k, (10.8)
which implies Hξ = Hµ.
Notice that due to (9.7) and Assumption 9.12, the operatorA = S(T ) possesses
a smoothing property and the recovery of u from (10.5) is in fact an inverse
problem. By applying a general contraction result (Theorem 4.10) for inverse
problems, modified from Theorem 3.1 in [43], the contraction rate of the spatial
Gaussian prior from Section 10.1.1 for the recovery of initial condition u from
(10.5) is obtained in the following theorem.
Theorem 10.3 (Gaussian Prior for the Initial Condition Recovery).
With s = (s, · · · , s) ∈ Rd, s > 0, let {Hs}s be the isotropic smoothness class intro-
duced in Section 2.3.1 with the orthonormal basis {ϕk}k∈Nd from Assumption 9.12
and with λki = ki, i = 1, · · · , d. Consider the prior given in Section 10.1.1 with
α > (ν + d)/2, and X(n) be given in (10.5). For any u0 ∈ Hβ with β > 0, the
posterior distribution satisfies, for sufficiently large M > 0,
Πn
(
u : ‖u− u0‖L2> M(log n)−s | X(n)
)
→ 0
in P(n)u0 , with
s =
1
ν
[(
α− ν + d
2
)
∧ β
]
.
The contraction rate is of logarithmic order, because of the exponential smooth-
ing property of the semigroup S(T ). Similar phenomenon has also been discovered
in the recovery of the initial condition in white noise, c.f. [60] and Chapter 7. A
noteworthy observation is that the rate obtained in Theorem 10.3 is identical to the
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rate for the white noise case, see e.g. Theorem 7.14. In other words, the ‘smoother’
noise in (10.5), which in contrary to the white noise realises as a proper Gaussian
element, does not lead to a faster rate. This is because the extreme ill-posedness
from ‘inverting’ S(T ) predominantly resolves the logarithmic rate, and any noise
with RKHS Hµ with µ ∈ R+ will not improve the order of the rate.
10.2 Recovery of the Drift
In this section, suppose that all other parameters except the drift
f : [0, T ]→ H
are known. With no loss of generality, we can assume that u = 0.
Condition 10.4 (Indirect Observation of Drift Term). Fix T > 0. For n ∈ N, we
observe continuously the solution X(n)(t) of (10.1) for 0 ≤ t ≤ T , i.e.
X(n)(t) =
∫ t
0
S(t− s)f(s) ds+ 1√
n
∫ t
0
S(t− s)B dWQ(s). (10.9)
10.2.1 Spatial-Temporal Gaussian Priors
For the recovery of drift terms, the priors necessarily need to sit in the function
space L2([0, T ];H), where H = L2(D). Since L2([0, T ];H) ∼= H ⊗ L2([0, T ];R) ∼=
L2(DT ), one may introduce a Gaussian prior on the space L2(DT ) following
the same procedure in the previous paragraphs. However, as mentioned in Sec-
tion 2.3.1, it may be of interest to distinguish the smoothness in each spatial and
temporal directions.
We introduce zero Gaussian priors on L2([0, T ];H) using series expansion. In
order to do that, we fix an orthonormal basis {ψk}k of L2([0, T ]).
From Section 2.3.1, recall that given the orthonormal basis {ψl}l∈N of L2([0, T ];R),
{ϕ˜k,l}(i,j)∈Nd×N = {ϕk ⊗ ψl}(i,j)∈Nd×N
is an orthonormal basis of L2([0, T ];H), of which any function f(x, t) admits the
representation∑
(k,l)∈Nd×N
fk,lϕk(x)ψl(t) with ‖{fk}‖`2(Nd+1)=
∑
k∈Nd+1
f2k <∞.
Given a multi-index α = (α1, · · · , αd+1) ∈ Rd+1+ and β∗ = (p, · · · , p, 0) ∈ Rd+1+ ,
the spatial-temporal Gaussian prior is the law of
f(x, t) =
∑
(k,l)∈Nd×N
fk,lϕ˜k,l(x, t) =
∑
(k,l)∈Nd×N
fk,lϕk(x)ψl(t), (10.10)
with
fk
independent∼ NR
(
0, |kβ∗ |−2|kα|−2) ,
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i.e. fk are independent zero mean Gaussian random variables with variances
|kβ∗ |−2|kα|−2=
1 +∑
i≤d
k2pi
−2 ∑
i≤d+1
k2αii
−2.
By Lemma 2.18, when H(α) > (d + 1)/2, the prior has sample paths that are
Hβ∗ -valued almost surely.
We conclude this section with the following remark. Using the basis con-
structed above, the function fk of (10.3) can also be expressed as
fk(t) =
∑
l∈N
fk,lψl(t).
10.2.2 Contraction Rate for Drift Recovery
In this section we study the performance of Bayesian methods in the recovery of
the drift term f ∈ L2([0, T ];H). As shown in Condition 10.4, i.e. (10.9)
X(n)(t) =
∫ t
0
S(t− s)f(s) ds+ 1√
n
∫ t
0
S(t− s)B dWQ(s),
the noise is a vector-valued Gaussian process, whose RKHS is determined by the
operator-valued Kernel S(t− s). This imposes a challenging technicality, as some
analytical tools such as the operator version of Mercer theorem is required in order
to obtain a workable structure of RKHS. However, a unique characteristic of the
observation under discussion is that the same (operator-valued) integral kernel
k(t, s) = S(t − s) is applied to both the drift and the noise. This property offers
us a workaround to avoid the aforementioned difficulty: whitening the process. To
be specific, by a proper transform of the signal, we will show that the observation
(10.9) along its spatial basis is statistically equivalent to a sequence version of the
white noise model (Section 10.3.2.1), the latter of which can be further related to a
Gaussian (d+1)-dimensional sequence model (Section 10.3.2.2). As a consequence,
the problem is reduced to standard nonparametric estimation without inverse
nature, which is a multi-dimensional problem because the underlying space-time
domain is a compact set in Rd+1.
Now we show the contraction rates of the Gaussian prior Section 10.2.1 in the
recovery of a Drift term.
Theorem 10.5 (Gaussian Prior for the Drift Recovery).
Let β∗ = (p, · · · , p, 0) ∈ Rd+1+ . For any f0 ∈ Hβ with β > β∗, where Hβ is an
anisotropic smoothness class defined in Section 2.3.1 with the orthonormal basis
{ϕk ⊗ ψl}(i,j)∈Nd×N such that {ϕk}k∈Nd from Assumption 9.12, an orthonormal
basis {ψl}l∈N of L2([0, T ]), and λki = ki, i = 1, · · · , d + 1. Let the prior be zero-
mean spatial-temporal Gaussian proposed in Section 10.2.1 with H(α) > (d+1)/2,
and X(n) be the observations in the form of (10.9). The posterior distribution
satisfies, for sufficiently large M > 0,
Πn
(
f : ‖f − f0‖Hβ∗> Mn−s | X(n)
) P (n)f0→ 0,
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where
s =
(H(α)− (d+ 1)/2
2H(α)
)
∧
(
1
2 + 2 supi≤d+1
(αi−βi)∨0
βi
)
.
In particular, when αi =
2H(β)+d+1
2H(β) βi for each 1 ≤ i ≤ d+ 1, the two items in the
expression of s above are balanced and
s =
H(β)
2H(β) + d+ 1 .
Remark 10.6. The contraction rate is given in the norm of smoothness class Hβ∗ .
With a proper choice of the basis functions, such as Fourier basis, the space Hβ∗
can be connected to certain type of multidimensional Sobolev spaces.
10.3 Proofs
10.3.1 Proofs in Section 10.1
The theorem is a corollary to Theorem 4.10. The main tasks are to determine
εn satisfying the prior mass condition (4.12) of the direct problem, and next to
identify ηn from the prior mass condition (4.13) and the other conditions.
The first task is achieved in the following lemma.
Lemma 10.7. For f0 ∈ Hs, the prior Π from Section 10.1.1, as ε ↓ 0,
− log Π(f : ‖Af −Af0‖Hξ< ε) .
(
log
1
ε
)r
, (10.11)
where
r =
(
2
α− β
ν
)
∨
(
ν + d
ν
)
.
Remark 10.8. Since ν ∈ N from Assumption 9.12 and d ∈ N, r > 1.
Proof. The probability in the left side is the decentred small ball probability Π(g :
‖g − g0‖Hξ< aε) of the Gaussian random variable G = AF distributed according
to the prior under the linear transform A. Symbolically we denote the covariance
operator (which is diagonal) of F by ΛF . Due to the property of Gaussian measure,
the random element G is also a centred Gaussian random element in H with the
covariance operator
AΛFA∗ : h =
∑
k∈Nd
hkϕk 7→
∑
k∈Nd
e−2T |k
ν ||kα|−2hkϕk. (10.12)
The RKHS HG of G is given byg = ∑
k∈N
gkϕk ∈ H : ‖g‖=
∑
k∈Nd
e2T |k
ν ||kα|2g2k <∞
 . (10.13)
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It is convenient to work with the following norm of HG,
‖g‖2HG :=
∑
k∈Nd
e2T |k|
ν |k|2αg2k,
which is equivalent to the norm in (10.13).
Recall (10.8), we have Hξ = Hµ (as sets) and ‖h‖Hξ' ‖h‖Hµ . Due to the
exponential smoothing property of A, for any f ∈ H and s ∈ Rd+, we have
Af ∈ Hs. Hence Pr(G ∈ Hξ) = 1. Hence the distribution of G can be considered
as a Gaussian measure on Hξ with RKHS HG.
The left side of (10.11) is therefore up to constants equivalent to
inf
g∈HG:‖g−g0‖Hξ<ε
‖g‖2HG− log Π(‖g‖Hξ< ε). (10.14)
See [64, 65, 99], or Section 11.2, in particular, Proposition 11.19 in [35].
Let Pj be the H0-orthonormal projection to the j basis {ϕk}|k|∞≤j1/d . Since
A and Pj commute, using Remark 9.13, we have
‖PjAf0 −Af0‖2Hξ
=
∑
|k|∞≥j1/d
e−2T`k |k|2µf20,k 'd
∑
|k|∞≥j1/d
e−2T |k|
ν |k|2(µ−β)(|k|2βf20,k)
.d exp
(
−2Tjν/d
)
j−2(β−µ)/d‖f0‖2β , (10.15)
and hence ‖PjAf0 − Af0‖Hξ is bounded above by ε for j 'T (− log ε)d/ν . By
substituting this value of j into
‖PjAf0‖2HG=
∑
|k|∞≤j1/d
|k|2αf20,k .d
∑
|k|∞≤j1/d
|k|2α−2β |k|2βf20,k
≤ j2 (α−β)∨0d ‖f0‖2β ,
we conclude that the first term in (10.14) is bounded above by (− log ε)2α−βν ∨0.
For the second term in (10.14), by Corollary 10.15, the metric entropy
logN(ε, {g ∈ HG : ‖g‖HG≤ 1}, ‖·‖Hξ) ' (− log ε)(ν+d)/ν .
Hence, by [64] (see Lemma 6.2 in [100]),
− log Π(‖Af‖Hξ< ε) '
(
log
1
ε
)(ν+d)/ν
.
Finally, the assertion of the lemma follows from combining the above results.
It follows that (4.12) is satisfied for any εn such that
e−(log
1
εn
)r ≥ e−nε2n ,
where r > 1 is given in the lemma above. Let x = − log εn. The preceding display
can be rewritten into
2
r
xe
2
r x = x∗ex
∗ ≤ 2
r
n1/r.
The following lemma is useful for the proof.
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Lemma 10.9. Let W (x) be the Lambert W function, i.e. the inversion of the
mapping [e−1,∞) 3 x 7→ xex. We have, when x→∞,
W (x) ∼ log x− log log x.
Proof. From the identity x = W (x)eW (x), W (x) is an increasing function with
respect to x and W (e) = 1. In addition, we also have the following identities,
W (x) = log
(
x
W (x)
)
and W (x) + logW (x) = log x.
From now on only consider the case x > e. The second relation in the last display
implies that W (x) < log x. Hence,
W (x) = log
(
x
W (x)
)
> log
(
x
log x
)
= log x− log log x.
On the other hand,
W (x) = log
 x
log
(
x
W (x)
)
 < log
 x
log
(
x
log x
)
 = log x− log log x+ log log log x.
Since log log x log log log x as x→∞, the proof is complete.
The asymptotic expansion of the LambertW function implies that x such that
x =
r
2
W
(
2
r
n1/r
)
∼ log
√
n
(log n)r/2
satisfies the last inequality above. Consequently, (4.12) is satisfied with
εn ' (log n)
r/2
√
n
, (10.16)
Now we construct the reconstruction operator Rn : H → H. For g ∈ H, we
consider the following truncation regularizer,
Rng :=
∑
|k|∞<j1/dn
eT`kgkϕk, (10.17)
where jn → ∞ as n → ∞. Consequently, from Assumption 9.12, with some
positive constant c, we have
‖Rn‖= sup
|k|∞<j1/dn
exp (|kν |T ) = ecjν/dn T , (10.18)
and (4.6) is satisfied with ρn = ecj
ν/d
n T .
Besides, for u0 =
∑
k∈Nd u0,kϕk ∈ Hβ, by Lemma 2.20, we have
‖RnAu0 − u0‖2=
∑
|k|∞≥j1/dn
u20,k .d j−2β/dn ‖u0‖2Hβ . (10.19)
The next step of the proof is to bound the prior probability in (4.13).
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Lemma 10.10. Let Rn be given as (10.17) and the corresponding jn = j. There
exist a, b > 0, such that for every j ∈ N and t > 0,
Π(f : ‖RnAf − f‖0> t+ aj1/2−α/d) ≤ e−bt2j2α/d .
Proof. Let f (n) = RnAf . Therefore, the probability on the left concerns the
random variable (RnA− I)F , if F is a variable distributed according to the prior
Π. Since F is zero-mean normal with a covariance operator symbolically denoted
by ΛF , this variable is zero-mean Gaussian with covariance operator (RnA −
I)ΛF (RnA− I)∗. We shall compute the weak and strong second moments of the
variable (RnA−I)F , and next apply Borell’s inequality for the norm of a Gaussian
variable to obtain the exponential bound.
Since
(RnA− I)F = −
∑
|k|∞≥j1/d
Fkϕk
with Fk
i.i.d.∼ NR(0, |kα|−2), we have
〈(RnA− I)F, g〉 = −
∑
|k|∞≥j1/d
Fkgk,
for arbitrary g =
∑
k∈Nd gkϕk. Then, the weak second moment of (RnA− I)F is
given by
sup
‖f‖0≤1
E〈(RnA− I)F, f〉2 ≤ sup∑
k f
2
k≤1
∑
|k|∞>j1/d
|kα|−2f2k ' j−2α/d.
The strong second moment of the Gaussian variable (RnA− I)F is
E‖(RnA− I)F‖2 =
∑
|k|∞≥j1/d
|k|−2α.
In the proof of Lemma 2.18, we have shown that for the hypercubes
Cn = {k ∈ Nd : ki . n1/d, i = 1, · · · , d},
the increment Cn\Cn−1 covers index points of the order nd−1. Hence, the strong
second moment can be bounded by∑
|k|∞≥j1/d
|k|−2α≤d
∑
l≥j1/d
∑
k∈[Cl\Cl−1]
∏
i≤d
k
−2α/d
i '
∑
l≥j1/d
ld−1−2α ≤ j(d−2α)/d,
where we used the estimate
∑
i>j i
−b ≤ j1−b/(b− 1), for b > 1.
Since the first moment of ‖(RnA − I)F‖0 is bounded by the root of its sec-
ond moment, the lemma follows by Borell’s inequality (see e.g. Lemma 3.1 and
subsequent discussion in [67]).
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Let t2 = 4nε2n/(bj
2α/d
n ). Then, t & j1/2−α/dn , due to the constraint (4.8), i.e.
jn . nε2n. Substituting t into Lemma 10.10,
Π(f : ‖RnAf − f‖20> 4nε2n/(bj2α/dn )) ≤ e−4nε
2
n ,
which together with (10.16) implies
ηn & j−α/dn (log n)r/2.
In addition, the constraints eqs. (4.9) and (4.10) impose
ηn & eTcj
ν/d
n
(log n)r/2√
n
,
ηn & j−β/dn ,
where the right-hand side of the inequalities are given by (10.18) and (10.19).
We need to determine jn in order to solve for ηn. Since d/ν < r, (log n)d/ν 
nε2n. Hence, we can choose jn = c˜d/ν(log n)d/ν . nε2n, with c˜ such that c˜T c < 1/2.
Substituting jn into the preceding constraints leads to
ηn & (log n)−
2α−ν−d
2ν ,
ηn & n−(
1
2−c˜T c)(log n)r/2,
ηn & (log n)−β/ν .
The second inequality above is negligible compared to the other two. The theorem
follows from Theorem 4.10.
10.3.2 Proofs in Section 10.2
The major step of the proof can be summarized as follows.
(1) Section 10.3.2.1. Consider the sequence of scalar processes {X(n)k }k∈Nd from
(9.13). Using a sequence of transforms {Tk}Nd , the sequence of processes
{X(n)k }k∈Nd is whitened in time.
(2) Section 10.3.2.2. The signal f to recover is also isometrically transformed
into f˜ . The transformed observation can be expressed with a Gaussian
sequence,
X˜
(n)
k,l = fk,l +
1√
n
ξ˜k,l ∈ R, (k, l) ∈ Nd × N,
where the covariance structure of ξ˜k,l is determined by the operators B and
Q.
(3) Section 10.3.2.3. As the final preparation for the proof of Theorem 10.5, we
establish a posterior contraction rate for the multi-dimensional white noise
model.
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(4) Section 10.3.2.4 Using the result obtained in Section 10.3.2.3, and an iso-
metric property possessed by the prior and the noise ξ˜, we finally conclude
the proof of Theorem 10.5.
Recall that the eigenbasis {ϕk}k∈Nd of L is an orthonormal basis in space
and {ψk}k∈N is an orthonormal basis in time, and denote their tensor product by
{ϕ˜k,l = ϕk ⊗ ψl}(k,l)∈Nd×N.
10.3.2.1 Whitening Ornstein-Uhlenbeck processes
Due to (9.13), the observation (10.9) is equivalent to the following (functional)
sequence model, for k ∈ Nd, we observe
X
(n)
k (t) =
∫ t
0
e−`k(t−s)fk(s) ds+
bk
√
qk√
n
∫ t
0
e−`k(t−s) dWk(s), (10.20)
in the product space (L2([0, T ];R))Nd with the product measure
⊗
k∈Nd(µWk),
where µWk are the probability measures induced by the processes Wk given in
(9.12), which are mutually independent Wiener processes.
Notice that the real-valued processes X(n)k (t) is Ornstein-Uhlenbeck processes.
We are going to convert them into the standard white noise model, and start with
introducing a useful function together with its inverse. For λ > 0 and t ∈ [0, T ],
define
ϑ(t) =
log(2λt+ 1)
2λ
and ϑ−1(t) =
eλt − 1
2λ
, (10.21)
where ϑ−1 is well-defined since ϑ : [0, T ) → R+ is bijective. With function ϑ, we
can define the following transform
(T g)(t) := √2λt+ 1(g ◦ ϑ)(t), t ∈ [0, ϑ(T )], (10.22)
for any continuous function g on [0, T ].
Using the newly defined transform T , the noise can be whitened as follows.
Lemma 10.11. Let W (t) be a Brownian motion, i.e. a standard real-valued Wiener
process, and ϑ(t) be given in (10.21). If
ξ(t) =
∫ t
0
e−λ(t−s) dW (s),
then (T ξ)(t) = √2λt+ 1(ξ ◦ ϑ)(t) is a Brownian motion.
Proof. The process M(t) = eλtξ(t) is a continuous martingale whose quadratic
variation is
[M ]t =
∫ t
0
e2λs ds =
e2λt − 1
2λ
= ϑ−1(t).
Consequently, M ◦ ϑ(t) is a continuous martingale with
[M ◦ ϑ]t = [M ]ϑ(t) = t.
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Therefore,
M ◦ ϑ(t) = eλϑ(t)ξ ◦ ϑ(t) = √2λt+ 1(ξ ◦ ϑ)(t)
is a Brownian motion.
Similarly, the transform (10.22) can be applied to the deterministic integral.
Lemma 10.12. Assume f ∈ L2[0, T ]. Let
F (t) =
∫ t
0
e−λ(t−s)f(s) ds
and f˜(u) be the transform of function f such that
f˜(u) =
f ◦ ϑ(u)√
2λu+ 1
. (10.23)
Then, the following statements hold.
(i) (T F )(t) = √2λt+ 1(F ◦ ϑ)(t) = ∫ t
0
f˜(u) du.
(ii) If {ψk}k is an orthonormal basis for L2[0, T ], then,∫ ϑ(T )
0
ψ˜kψ˜l du = δkl and
∫ ϑ(T )
0
f˜ ψ˜k du =
∫ T
0
fψk du.
Proof. Since f ∈ L2, F is continuous. The first statement follows from
(T F )(t) =√2λt+ 1
∫ ϑ(t)
0
e−λ(ϑt−s)f(s) ds
s=ϑ(u)
=
√
2λt+ 1e−λϑ(t)
∫ t
0
eλϑ(u)f ◦ ϑ(u)ϑ′(u) du
=
∫ t
0
f ◦ ϑ(u) 1
λ
(eλϑ(u))′ du =
∫ t
0
f ◦ ϑ(u)√
2λu+ 1
du,
where (·)′ denotes the ordinary derivative.
The next statement is obtained by changing variables. The first equation
follows from∫ ϑ(T )
0
ψ˜kψ˜l du =
∫ ϑ(T )
0
ψk(ϑ(u))ψl(ϑ(u))
2λu+ 1
du
s=ϑ(u)
=
∫ T
0
ψk(s)ψl(s) ds = δkl.
The same argument also applies to the second one.
Applying the transform T defined in (10.22) to
X(t) =
∫ t
0
e−λ(t−s)f(s) ds+ c
∫ t
0
e−λ(t−s) dW (s), t ∈ [0, T ],
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we obtain
X˜(t) := T X(t) =
∫ t
0
f˜(s) ds+ cW˜ (t), t ∈ [0, ϑ(T )],
where f˜ is given in (10.23) and W˜ (t) is a Brownian motion.
Now given an orthonormal basis {ψl}l∈N of L2[0, T ], we can form, for l ∈ N,∫ ϑ(T )
0
ψ˜l dX˜(s) =
∫ T
0
f(s)ψl(s) ds+ c
∫ ϑ(T )
0
ψ˜l dW˜ = fl + czl, (10.24)
where zl are i.i.d. standard Gaussian.
10.3.2.2 Complete Sequence Model
Now consider the independent signals X(n)k as given in (10.20). Define Tk as the
transform (10.22) from the previous section, with λ = `k and ck = (
√
qkbk)/
√
n.
Then, we can transform the signals into
X˜
(n)
k (t) := TkX(n)k (t) =
∫ t
0
f˜k(s) ds+ ckW˜k(t), (10.25)
where W˜k(t) are independent Brownian motions. Because of (10.24), we can form
observations
X˜
(n)
k,l = fk,l +
bk
√
qk√
n
zk,l ∈ R, (k, l) ∈ Nd × N,
where zk,l
i.i.d.∼ N (0, 1). In fact, these are the observations of the coordinates of
the following multidimensional Gaussian sequence model,
X˜(n) = f˜ +
1√
n
ξ˜, (10.26)
where f˜ = {fk,l}(k,l)∈Nd×N ∈ `2(Nd × N) are the coefficients of f in the series
representation with basis {ϕk ⊗ ψl}k∈Nd,l∈N and ξ˜ = {ξ˜k,l}(k,l)∈Nd×N is a random
vector in RNd+1 whose entries are independent zero mean Gaussian random vari-
ables with variance
(∑
i≤d k
p
i
)−2
. This variance is determined by the decay of
bk
√
qk under Assumption 9.14.
10.3.2.3 Gaussian Posterior Contraction for Multi-dimensional White Noise
Model
In this subsection, as the final preparation for proving Theorem 10.5, we prove
the posterior contraction rate of the equivalent prior of Section 10.2.1 on sequence
spaces, for a simple Gaussian sequence model. To be precise, we consider the
following situation.
Let α ∈ Rm+ be a multi-index. Consider a prior as the law of F = {Fk}k∈Nm ,
where Fk are independent centred real Gaussian random variables with variance
|kα|−2. We impose H(α) > m/2 so that the prior are almost surely realised in the
space `2(Nm).
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Lemma 10.13. Consider the observation is given by the multi-dimensional white
noise model,
X
(n)
k = fk +
1√
n
zk, for k ∈ Nm, (10.27)
where zk are independent standard Gaussian random variables. If true parameter
f0 = {f0,k}k∈Nm ∈ hβ, where hβ is a Sobolev ellipsoid defined in Section 2.3.1
equipped with norm (2.17), then the Gaussian prior above behaves, as ε ↓ 0,
− log Π(f : ‖f − f0‖`2< ε) . ε−r1 ∨ ε−r2 (10.28)
with
r1 = 2 sup
i≤m
(αi − βi) ∨ 0
βi
and r2 =
m
H(α)−m/2 .
Proof. Notice that the RKHS HF of the prior F is hα ⊂ `2. The left side of
(10.28) is up to constants equivalent to
inf
f∈hα:‖f−f0‖`2<ε
‖f‖2hα− log Π(‖f‖`2< ε). (10.29)
See [64, 65, 99], or Section 11.2, in particular, Proposition 11.19 in [35].
Let PN be the truncation of a sequence to {k < N : ki < Ni, i ≤ m}
with N = (N1, · · · , Nm). Applying Lemma 2.20, we obtain ‖PIf0 − f0‖`2≤ ε, if
Ni & ε−1/βi for all i ≤ m.
Taking Ni ' ε−1/βi , i ≤ m, an upper bound on the first term in (10.28) is
obtained as,
‖PNf0‖2HF =
∑
k<N
|kα|2f20,k ≤
∑
k<N
∑
i≤m
k2βii k
2(αi−βi)∨0
i
 f20,k
.d
∑
k<N
|kβ |2
∑
i≤m
k
2(αi−βi)∨0
i
 f20,k ≤
∑
i≤m
N
2(αi−βi)∨0
i
 ‖f0‖2hβ
'
∑
i≤m
ε
− 2(αi−βi)∨0βi ‖f0‖2hβ≤ d ε− supi≤m
2(αi−βi)∨0
βi ‖f0‖2hβ
For the second term (small ball probability) in (10.28), by Corollary 2.24, the
metric entropy logN(ε, {f ∈ hβ : ‖f‖hβ≤ 1}, ‖·‖`2) is of the order ε−m/H(α).
Hence, under the condition H(α) > d/2, by [64] (see Lemma 6.2 in [100]),
− log Π(‖f‖`2< ε) ' ε−
m
H(α)−m/2 .
According to equations (1.2) nd (1.3) in [99], the minimal εn satisfying
− log Π(f : ‖f − f0‖`2< εn) . nε2n
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is the posterior contraction rate of the Gaussian prior considered in this section.
By direct calculation, it can be shown that when for all 1 ≤ i ≤ m,
αi =
(
2H(β) +m
2H(β)
)
βi,
the rates r1 and r2 in (10.28) are balanced to r1 = r2 = m/H(β) and the posterior
contraction rate reaches the minimax rate (see [53]), i.e.
εn ' n−
H(β)
2H(β)+m .
10.3.2.4 Proof of Theorem 10.5
After the long preparation, the proof of Theorem 10.5 simply follows from assem-
bling all the results obtained up to now.
Recall {ϕ˜k,l}(k,l)∈Nd×N = {ϕk ⊗ψl}(k,l)∈Nd×N is a fixed basis of L2(DT ), satis-
fying the assumptions in Section 9.5. For a function f in L2(DT ), its coefficients
in the basis {ϕ˜k,l}(k,l)∈Nd×N are denoted by f˜ = {fk,l}(k,l)∈Nd×N. Recall that for
the norms ‖·‖L2 , ‖·‖Hβ , ‖·‖`2 , ‖·‖hβ from Section 2.3, we have the isometries
‖f‖L2= ‖f˜‖`2 , ‖f‖Hβ= ‖f˜‖hβ ,
implying that it is sufficient to show the convergence of the coefficients in the
sequence space.
Consider the change of variables f̂ = {|kβ∗ |fk,l}(k,l)∈Nd×N. The model (10.26)
can be rewritten into,
X̂
(n)
k,l = f̂k,l +
1√
n
zk,l, for k ∈ k, l}(k,l)∈Nd×N,
where zk,l are independent standard Gaussian random variables. Notice that the
prior of f induces a prior of f̂ in `2(Nd × N). Therefore, using Lemma 10.13, we
obtain the posterior contraction rate of the induced prior in ‖·‖`2(d+1).
For the preceding change of variables, an isometry ‖f̂‖`2= ‖f˜‖hβ∗ holds, given
f˜ is in hβ∗ . The isometry implies that rates of f̂ relative to ‖·‖`2 can be translated
to the rates of f˜ relative to ‖·‖hβ∗ . Consequently, the result can be translated to
the rate in ‖·‖Hβ∗ and the proof is complete.
10.4 Entropy Number with Non-Polynomial Rates
In Section 2.4, we have shown the estimate of metric numbers of the embedding
ι : Hs+t → Ht with the scale. The same argument can be applied to ι : H˜ → Ht
where H˜ is another Hilbert space contained in the smoothness class {Ht}t, see the
lemma below.
Lemma 10.14. Given HG from (10.13) and the isotropic Sobolev spaces {Hs}s∈R
defined in Section 2.3.1. Then for the canonical embedding ι : HG → Hs, when j
is large enough, the entropy number is of the order
e−c1j
ν/(ν+d) ≤ ej(ι : HG → Hs) ≤ e−c2jν/(ν+d) , (10.30)
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where c1, c2 are universal positive constants.
Proof. The proof follows the same argument from Section 2.4 (also see the Ap-
pendix B in [43]). The singular values of ι : HG → Hs are of order e−Tjν/dj−(α−s)/d,
for which the upper bound is obtained using the same argument in (10.15) and
the lower bound is obtained by taking the unit vector ϕk such that ki ' j1/d.
Consequently, the approximation numbers aj(ι : HG → Hs) have the same order.
In particular, aj(ι : HG → Hs) = O(e−Tjν/d). By the second example in Section
3 of [103], we obtain the final statement of the lemma.
Because ε 7→ H(ε, ι) is the inverse mapping of j 7→ ej(ι), we obtain the corollary
below.
Corollary 10.15 (Metric entropy). The metric entropy of the unit ball of HG, given
in (10.13), in isotropic Sobolev spaces {Hs}s∈R is given by
H(ε, ι) := logN
(
ε, {g ∈ HG : ‖g‖HG≤ 1}, ‖·‖Hs
)
∼
(
log
1
ε
) ν+d
ν
,
as ε ↓ 0.
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Appendix A
Mathematical Tools
In this appendix we collect the mathematical elements, mainly from operator the-
ory, that serve as the underlying language and building blocks for this thesis. They
are from well established fields and can be found in textbooks and monographs.
Hence, results will be present, and proofs are referred to the literature.
Operators are ubiquitous in this thesis, as one main component of the Gaussian
linear model, the transform A, is an operator. In particular, compact operators
is of great importance, which is demonstrated by the following examples. First,
the ill-posedness in a large class of linear inverse problems is characterised as the
compactness of transform operators. Second, a Gaussian measure is a proper
probability measure (instead of a generalised stochastic process) only when its
covariance operator is of trace class, which is necessarily compact. Third, an
element in a compact space can be well approximated by a finite-dimensional
subspace, and the error estimate is closely related to the compactness. Besides the
aforementioned cases, there are other places where the compactness is leveraged.
In this section, we collect the necessary information on operator theory, with
special attention to compact operators. All the materials are standard and can be
found in many textbooks, e.g. [102].
First let us summarize the common notations for operators. Let X,Y be
normed spaces over the field R. A linear operator T from X to Y is a linear
mapping from the domain of T , i.e. a subspace of X denoted by Dom T , into Y .
The image of T is called range, i.e. Ran T = T (Dom T ) = {T f : f ∈ Dom T }. A
linear operator from X to R is a linear functional. The notation T : X → Y is
understood as Dom T = X and Ran T ⊆ Y , unless the domain is given explicitly.
An operator is injective precisely when T f = 0 implies f = 0. For an injective
operator, the inverse T −1 of T is given by
Dom T −1 = Ran T , T −1g = f, for g = T f ∈ Ran T .
The space of bounded linear operators form X to Y is denoted as B(X,Y ), i.e.
B(X,Y ) :=
{
T : X → Y | linear and ‖T ‖X→Y := sup
h∈X:‖h‖≤1
‖T h‖Y<∞
}
,
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where ‖·‖X→Y is the operator norm and ‖·‖ may be used if no danger. If X = Y ,
we write L(X).
Definition A.1 (Adjoints). LetX,Y be Banach spaces. The adjoint T ∗ of a densely
defined (not necessarily bounded) linear operator T : X → Y is the operator
uniquely determined by
T ∗y∗ = x∗,
〈y∗, Tx〉 = 〈x∗, x〉 , ∀x ∈ Dom T .
An densely defined operator S : X → X is self-adjoint if DomS = DomS∗ and
〈Sh, g〉 = 〈h,S∗g〉, for all h, g ∈ DomS.
Remark A.2. If X and Y are Hilbert spaces, the dual spaces X∗ and Y ∗ can be
identified with the original space by Riesz representation theorem. If the operator
T : X → Y is bounded, then the definition above is equivalent to the standard
definition of adjoints on Hilbert spaces, that there exists a unique operator T ∗ :
Y → X such that
〈T x, y〉Y = 〈x, T ∗y〉X ,
for all x ∈ X and y ∈ Y .
Definition A.3 (Positivity). An operator T on a Hilbert space is called positive,
denoted by T ≥ 0, if 〈T h, h〉 ≥ 0, for all h ∈ Dom T . For two positive operators
S, T , we write S ≥ T if DomS ⊂ Dom T and S −T ≥ 0 on DomS. We also write
S = T if S ≥ T and T ≥ S.
If the above properties hold up to independent constants, then we use the
notations S . T and S ' T .
A.1 Miscellaneous Lemmas
In this section, we collect a few useful lemmas.
The following lemma is known the bounded linear transform (BLT) theo-
rem,(see Theorem I.7, [81]).
Lemma A.4 (BLT theorem). Let T be a bounded linear operator from (X, ‖·‖X)
to a complete normed space Y . Then there exists a unique bounded extension T˜
of T from the completion of X under ‖·‖X to Y .
The following lemma is a direct consequence of Hahn-Banach theorem.
Lemma A.5. Given a normed space (E, ‖·‖) with its topological dual E∗, the fol-
lowing holds
‖x‖= sup
f∈U(E∗)
|〈f, x〉|.
Using positivity, we have another characterisation of operator norms on Hilbert
spaces.
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Lemma A.6. Let T be an positive element in B(H). Then,
‖T ‖= sup
‖x‖≤1
〈T x, x〉.
The following result provides the soundness to Gelfand triples.
Lemma A.7. Let G and H be two Banach spaces such that G is a dense subset of
H, and the embedding ι : G→ H, g 7→ g is continuous. Then, the following hold.
(i) The inclusion mapping ι˜ : H∗ → G∗, ` 7→ `|G, where `|G is the restriction
of ` to set G, is continuous. In particular,
〈`, g〉H∗×H = 〈`|G, g〉G∗×G, ∀` ∈ H∗, ∀g ∈ G. (A.1)
(ii) H∗ is dense in G∗, if G is reflexive.
In particular, if H is a Hilbert space and G is reflexive, we have
G ⊂ H = H∗ ⊂ G∗.
Proof. First we show the continuity of ι˜. Notice that for all g ∈ G, ‖g‖H. ‖g‖G,
because of the continuity of ι. For any ` ∈ H∗, we have
|`(g)|. ‖h‖H‖g‖G.
Let ˜`be the restriction of ` to the subset G ⊂ H. Then, ˜`∈ G∗ such that
˜`(g) = `(g), ∀g ∈ G, (A.2)
and
‖˜`‖G∗≤ ‖`‖X∗ , ∀` ∈ H∗.
In addition, ˜`= 0 implies ` = 0. This is because of (A.2) and the density of G in
H. Hence the inclusion mapping ι˜ : ` → ˜` is injective and continuous, and (A.1)
holds.
Now we are going to show that H∗ is dense in G∗ by contradiction. If the
statement is not true, then the closure of H∗ in G∗ is a proper closed subspace
of G∗. By Hahn-Banach theorem, there exists a non-zero functional ϕg ∈ (G∗)∗
such that ϕg(˜`) = 0 for all ˜`∈ ι˜(H∗) ⊂ G∗. Because of reflexivity, the functional
can be identified with an element g ∈ G, such that ϕg(˜`) = ˜`(g) = 0, for all˜` ∈ ι˜(H∗) ⊂ G∗. Due to (A.1), `(g) = 0, for all ` ∈ H∗. Since g ∈ G ⊂ H, it
implies that g = 0, which contradicts to ϕg 6= 0.
An embedding of Hilbert spaces naturally gives rise to an isometric isomor-
phism, which is useful in several occasions in this thesis. Meanwhile, it also shares
some similar flavour of Lemma A.7.
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Lemma A.8. Assume that Hilbert space H is a dense subspace of Hilbert space X
such that ‖h‖H≥ ‖h‖X , for all h ∈ H, and let the canonical embedding be
ι : H → X, h 7→ h.
Then,
U = (ιι∗)−1/2 : DomU ⊂ X → X,
where DomU = H, is an isometric isomorphism, i.e. ‖Uh‖X= ‖h‖H .
Proof. This proof is adopted from Theorem IV.1.12, [63].
Since ι is compact, so is S = ιι∗. Furthermore, S : X → X is self-adjoint
and positive, and RanS ⊂ H. We can define a self-adjoint operator T = S−1 on
domain Dom T = RanS ⊂ H, such that
〈h, g〉H = 〈T h, g〉X , (A.3)
for all h ∈ Dom T and g ∈ H.
Using spectral theorem, define an operator U = (T )1/2, whose domain DomU
is the closure of Dom T with respect to the norm
‖Uh‖X=
√
〈T h, h〉X = ‖h‖H .
The domain DomU a closed set in H. We are going to show in fact DomU = H by
contradiction. Assume DomU ( H. Then by Hahn-Banach theorem, there exists
an element h0 ∈ H such that 〈g, h0〉H = 0 for all g ∈ DomU , and in particular,
all g ∈ Dom T . Due to (A.3), we have 〈Ug, h0〉X = 0, for all g ∈ DomU . Since
RanU = X, we conclude that h0 = 0, which leads to a contradiction.
A.2 Pseudo-Inverse
Let H be a Hilbert space and G be a normed space.
Definition A.9. Let T ∈ B(H,G), and Ker T = {h ∈ H | T h = 0}. The pseudo-
inverse is defined as:
T −1 := (T |(Ker T )⊥)−1 : T ((Ker T )⊥) = T (H)→ (Ker T )⊥,
which is bijective by construction.
Remark A.10. For g ∈ T (H), one can let T −1g ∈ H be the solution of operator
equation T h = g with the minimal norm. This gives an equivalent definition of
pseudo-inverse.
When T has a genuine inverse, it induces a inner product on its image, as
shown in the following lemma.
Lemma A.11. Suppose that T : H → G is an injective linear operator. Then, the
range T (H) : Ran T ⊂ G of T is a Hilbert space equipped with the inner product
〈x, y〉T (H) :=
〈T −1x, T −1y〉
H
, x, y ∈ T (H). (A.4)
In addition, T : H → T is bounded and its adjoint is T ∗ = T −1.
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Proof. Since T is injective, the inner product given above is well-defined. Let {xn}
be a Cauchy sequence in T . Then xn = T hn with hn ∈ H and {hn} is Cauchy as
well because ‖hm − hn‖H= ‖xm − xn‖T . Since H is Hilbert, there exists a h such
that hn → h. Therefore, there exists a vector x = T h ∈ T and
‖hn − h‖H= ‖xn − x‖T→ 0, as n→∞.
The boundedness and the adjoint follow directly from the construction.
The previous lemma has the following implications on the pseudo-inverse.
Corollary A.12. Let T ∈ B(H) and T −1 be the pseudo-inverse of T . Then, the
following statements hold.
(i) T (H) is an Hilbert space equipped with the inner product induced by T given
in (A.4).
(ii) If {ek}k is an orthonormal basis of (Ker T )⊥, then {T ek}k is an orthonormal
basis for the Hilbert space T (H) in (i).
The proof of the following lemma is given in Proposition C.0.5, [68].
Lemma A.13. Let H1, H2 and G be Hilbert spaces, and let T1 ∈ B(H1, G) and
T2 ∈ B(H2, G). If ‖T ∗1 g‖1= ‖T ∗2 g‖2 for all g ∈ G, then for all
g ∈ Ran T1 = Ran T2,
we have ‖T −11 g‖1= ‖T −12 g‖2.
Proposition A.14. Let T ∈ B(H,G) and Q = T T ∗ ∈ B(G). Then, for all
g ∈ RanQ1/2 = Ran T ,
we have ‖Q−1/2g‖= ‖T −1g‖H .
Proof. Since Q is self-adjoint, the square root is defined via the spectral theorem.
Furthermore, for all g ∈ G, we have∥∥∥(Q1/2)∗g∥∥∥2 = ∥∥∥Q1/2g∥∥∥2 = 〈g,Qg〉 = ‖T ∗g‖H .
The rest follows from the previous lemma.
A.3 Compact Operators
Let H,G be two Hilbert spaces. We denote the inner product of H by 〈·, ·〉H , or
simply 〈·, ·〉 when there is no confusion.
Definition A.15 (Compact operators). An operator T : H → G is compact if for
any bounded sequence {hn} in H, the sequence {T hn} in G contains a convergent
subsequence. The space of compact operators in L(H,G), equipped with the
operator norm, is denoted by S∞(H,G).
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If T : H → G is an compact operator, then T ∗T is compact, self-adjoint,
and non-negative, i.e. 〈T ∗T h, h〉 ≥ 0 for all h ∈ H. The absolute value of T
is defined with the equality |T |= (T ∗T )1/2, where (T ∗T )1/2 is the unique non-
negative square root of T ∗T (see Theorem 7.4 in [102]). The positive eigenvalues
of |T | are called the singular values of T . In fact, singular values {sj(T )} encode
great information about the operator T .
Theorem A.16 (Singular Value Decomposition (Theorem 7.6, [102])). Let T : H →
G be a compact operator and {sj} denote the (possibly finite) non-decreasing se-
quence of the singular values of T . There exists orthonormal sequence (hj) from
H and (gj) from G such that for all h ∈ H and g ∈ G,
T h =
∑
j
sj〈h, hj〉gj , T ∗g =
∑
j
sj〈g, gj〉hj ,
|T |h =
∑
j
sj〈h, hj〉hj , |T ∗|g =
∑
j
sj〈g, gj〉gj .
The (hj) and (gj) are the eigenvectors of |T | and |T ∗|, respectively. In particular,
T , |T |, T ∗ and |T ∗| have the same singular values.
With the help of singular values, we can define the following spaces of operators.
Definition A.17 (Schatten Class). For a compact operator T : H → G, the p-
Schatten norm, p ∈ [1,∞), is defined with its singular values {sj(T )},
‖T ‖p:=
∑
j
|sj(T )|p
1/p .
We denote by Sp(H,G) the set of compact operators with finite p-Schatten norm.
Remark A.18. It is not difficult to show that ‖T ‖∞= s1(T ) from the definition.
The p-Schatten norms are authentic norms satisfying the triangle inequality.
Sp spaces are similar to Lp spaces. For example, the spaces Sp are Banach spaces
and in particular, S2 is a Hilbert space. A version of the Hölder inequality also
holds in Sp spaces. These properties are summarised in the following propositions.
Proposition A.19 (Lemma 10 and 14, XI.9, [25]). Let 1 ≤ p ≤ p′ ≤ ∞ and let
1/p+ 1/q = 1.
(i) For T ,U ∈ Sp, we have ‖T + U‖p≤ ‖T ‖p+‖U‖p.
(ii) Sp is complete under the norm ‖·‖p. S2 is an inner product space.
(iii) Sp ⊂ Sp′ and ‖h‖p≥ ‖h‖p′ , if h ∈ Sp.
(iv) For T ∈ Sp and U ∈ Sq, then ‖T U‖1≤ ‖T ‖p‖U‖q.
Proposition A.20 (Theorem 7.8, [102]).
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(i) If T ∈ Sp and U ∈ Sq (p, q ∈ [1,∞)) and 1/r = 1/p+ 1/q, then
‖T U‖r≤ 21/r‖T ‖p‖U‖q.
(ii) If T ∈ L(H1, H2) and U ∈ Sp(H0, H1) , then
‖T U‖p≤ ‖T ‖‖U‖p.
For T ∈ Sp(H1, H2) and U ∈ L(H0, H1), the corresponding assertion also
holds.
Schatten class contains two important sets of compact operators.
• S2(H,G) is identical to the set of Hilbert-Schmidt operators. Namely, for
any Hilbert-Schmidt operator T : H → G,
‖T ‖2= ‖T ‖HS :=
∑
i∈I
‖T ϕi‖2G<∞,
where {ϕi}i∈I is an orthonormal basis in H.
• S1(H,G) is identical to the set of trace class operators. Namely, for any
operator T : H → G of trace class, we have
‖T ‖1= Trace T :=
∑
i∈I
〈
√
T ∗T ϕi, ϕi〉H <∞,
where {ϕi}i∈I is an orthonormal basis in H.
The two equalities above are obvious. Since the Hilbert-Schmidt norm and trace
are both independent of the basis {ϕi}i∈I , the equalities are obtained by taking
the basis to be the eigenbasis of |T |. Furthermore, the following can be derived
directly from (iii) in the previous proposition,
‖T ‖≤ ‖T ‖HS= ‖T ∗‖HS≤ Trace T ,
where the equality of Hilbert-Schmidt norms can be found in Theorem 6.9 in [102].
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Summary
This dissertation studies the Asymptotics of Bayesian nonparametric inference for
Gaussian linear models. The models are in the form of
Observations = Transformed signal
e.g. a smoothed parameter
+ Gaussian noise,
and the goal is to recover the original signal using Bayesian methods.
In Part I we collect the materials that are essential for the development of
this thesis. In particular, we provide theory for the transformed-signal-in-noise
model. The goal is to estimate the (original) signal with as few assumptions on
the parameter space as possible, and to recover the signal with fast rates. The
parameter (i.e., signal) is assumed to possess a certain level of smoothness, which
will be quantified in this part of the thesis. The noise structure of the statistical
model is also of importance, because it largely determines the difficulty of the
recovery problem. To recover the signal we will employ Bayesian methods, which
are formally defined in Chapter 4.
In Chapter 2 smoothness classes are introduced to quantify the measure of
regularity of the parameter space. As first example we consider smoothness scales.
A smoothness scale {Hs}s∈R is a collectionof Hilbert spaces Hs that are nested
by their norms, and this collection has an additional property which is referred
to as a norm duality. A particular interesting subclass of smoothness scales are
Hilbert scales. A Hilbert scale is a smoothness scale where the index s naturally
defines a generating operator. The resulting generating operator establishes a
link between the Hilbert scale and the covariance operator of Gaussian priors and
the Gaussian noise. Another type of a smoothness class is used to describe the
anisotropic smoothness in higher dimensions, which are used to study stochastic
evolution equations, see Part III. We also define approximation numbers, which
describe the approximation properties of the smoothness classes, and connect them
to metric entropies.
In Chapter 3 we formally introduce Gaussian measures in infinite dimensional
spaces. Before doing so, we first review general probability measures on Banach
spaces. Once Gaussian measures are formally defined, we show that they have
desirable properties. Of particular interest is the covariance structure of Gaussian
measures, which we demonstrate with several examples. In addition, we also
briefly discuss cylindrical measures and radonification in this chapter.
In Chapter 4 we formally introduce Bayesian inference in infinite dimensional
spaces. First Bayes’ rule on general function spaces is defined, and the basic
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concepts of asymptotic analysis such as consistency and contraction rates are in-
troduced. Bayes rule naturally induces an estimation procedure, which will be
applied to Gaussian linear models. In particular, we consider the case with con-
tinuous, and the case with discrete observations. This chapter concludes with a
general theorem on posterior contraction rates, which provides the general ap-
proach throughout this thesis.
Part II investigates linear inverse problems with Gaussian noise, which allows
us to use the theory developed for Gaussian linear models. In the setting of inverse
problems, one observes a smoothed signal contaminated by noise. The smooth-
ing makes the problem difficult, and naive methods to recover the unsmoothed
signal become inappropriate, because the noise dominates due to the inverse op-
erator. One way to overcome this problem is by regularising the inverse operator,
which can be accomplished by using Bayesian methods. In this part we investi-
gate inverse problems under two observation schemes: continuously and discretely
observed inverse problems, which are commonly known as the white noise model
and regression.
Chapter 5 serves as an introduction to linear inverse problems. These prob-
lems are introduced both heuristically and mathematically rigorously, and several
examples are given. This chapter concludes with the Galerkin method, a relatively
general projection method, which is a simple but convenient tool for demonstrating
contraction rates for inverse problems used in the remainder of this part.
In Chapter 6, we study the asymptotic performance of Bayesian nonparametric
methods for linear inverse problems with continuous observations. A general the-
orem for continuously observed inverse problems is proved by modifying the proof
of the general theorem on contraction rates that is derived in Chapter 4. In general
adaptivity is not guaranteed. The additional conditions necessary for adaptivity
are given in the second theorem in this chapter. The first theorem is then used to
study the performance of two types of priors: random series priors and Gaussian
priors. Random series priors lead to posteriors that contract at the minimax rate,
up to a logarithmic factor, whereas Gaussian priors are in general suboptimal. To
improve on the latter case, we introduce a Gaussian mixture prior, by setting a
hyperprior on Gaussian priors, resulting in a procedure that is both adaptive and
optimal in the minimax sense, which is shown with the second general theorem in
this chapter.
Chapter 7 is our first attempt to tackle discretely observed inverse problems,
by using Gaussian conjugacy in linear problems. The word ‘discretely’ refers to the
fact that the observations are only recorded at certain points, in contrast to the
continuous case, where the entire trajectory is observed. A sequence formulation
for discretely observed inverse problems is derived based on the singular value de-
composition of the smoothing operator. The main results include the contraction
rates, and the credible sets for mildly and extremely ill-posed inverse problems.
The results are further exemplified by simulations.
Chapter 8 is our second effort to analyse the discretely observed inverse prob-
lems. In this chapter, we use the results of Chapter 6 to examine the model of
interest. For this we consider a signal reconstruction technique that builds contin-
uous trajectories by interpolating discrete points, for which we also derive error
estimates. This is followed by extending the general theorems from Chapter 6
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that are valid for inverse problems with continuous observations to the discretely
observed models. This leads to derivation for the contraction rates of random
series priors, Gaussian priors, and Gaussian mixtures.
Part III studies the Bayesian nonparametric inference for stochastic evolution
equations. The state space of the stochastic evolution equation is assumed to
be infinite-dimensional and this dynamical system is assumed to be affected by
a random noise process. In this part the dynamics are assumed to be driven
by a deterministic component described by a linear partial differential equation,
and a stochastic component described by additive space-time Gaussian noise. This
model can be considered as a lifting of the white noise model to infinite-dimensional
state space. The goal in this part is to derive theory for Bayesian inference con-
cerning the drift and initial condition of the evolution equations.
Chapter 9 provides a general overview of stochastic evolution equations. We
start with defining Q-Wiener processes, a generalisation of Brownian motion to
infinite-dimensional space. These Q-Wiener processes allow us to formulate a
class of stochastic integrals in Hilbert spaces, which is extended to a larger class of
integrands. These integrals combined with the theory of deterministic evolution
equations are then used to define stochastic evolution equations formally. We also
demonstrate that the solutions to these equations can be represented by stochastic
processes.
Chapter 10 studies the asymptotic performance of Gaussian priors in the recov-
ery of the initial conditions and drifts of stochastic evolution equations. To obtain
the results on posterior contraction, we modify the general approach established in
Chapter 4. For the recovery of initial conditions, we introduce a spatial Gaussian
prior and derive the rate at which the posterior distribution concentrates around
the true initial condition. This task can be viewed as a generalisation of the ex-
tremely ill-posed problem from Chapter 7. The recovery of the drift component
using Bayesian methods is also investigated for which we construct another type
of Gaussian priors. These priors are developed to identify the anisotropic smooth-
ness of signals in higher dimensions. A crucial insight is that we can apply a
transformation to the observations so the model is converted into a multi-indexed
Gaussian sequence model. This allows us to derive results for the contraction
rates.
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Samenvatting
In dit proefschrift wordt de theorie achter het asymptotische gedrag van Bayesi-
aanse inferentie voor niet-parametrische Gaussische lineaire modellen ontwikkeld.
De modellen hebben de vorm van
Observaties = Getransformeerde signaal
zoals een gladgestreken parameter
+ Gaussische ruis,
en het doel is om het originelt signaal te reconstrueren met behulp van de Bayesi-
aanse methoden.
In Deel I beschrijven we de benodigde concepten voor het ontwikkelen van de
theorie in dit proefschrift. In het bijzonder richten we ons op de theorie voor
het getransformeerde-signaal-in-ruis model. Het doel is om het (originele) signaal
terug te schatten met zo min mogelijke aannames op de parameter ruimte, en met
een hoge convergentiesnelheid. Aangenomen wordt dat de parameter (signaal)
aan bepaalde gladheidsvoorwaarden voldoet, welke gekwantificeerd worden in het
eerste gedeelte van dit proefschrift. De ruisstructuur van het statistisch model
is ook van belang, omdat het een grote invloed heeft op de moeilijkheid van het
schattingsprobleem. Voor het schatten gebruiken we Bayesiaanse methoden, welke
formeel gedefinieerd worden in Hoofdstuk 4.
In Hoofdstuk 2 worden gladheidsklassen geïntroduceerd om de mate van reg-
ulariteit van de parameterruimte te kwantificeren. Een eerste gladheidsklasse die
we bespreken zijn zogeheten gladheidsschalen. Een gladheidsschaal {Hs}s∈R is
een collectie van Hilbertruimtes Hs die op basis van de normen is genest, en welke
voldoet aan een zogeheten norm dualiteit. Een bijzonder subklasse van gladheidss-
chalen zijn Hilbertschalen. Een Hilberschaal is een gladheidsschaal waarbij de in-
dex s op natuurlijke wijze een genererende operator definieert. Met de resulterende
genererende operator kan er een link gelegd worden tussen de Hilbertschaal en de
covariantie operator van Gaussische a priori verdelingen en Gaussische ruis. Een
ander type gladheidsklasse dat aan bod komt in dit hoofdstuk wordt gebruikt om
de anisotropische gladheid in hogere dimensies te beschrijven. Deze laatste glad-
heidsklasse wordt gebruikt om stochastische evolutie vergelijkingen te bestuderen
in Hoofdstuk III. We definiëren ook benaderingsgetallen die de benaderingseigen-
schappen van gladheidsklassen beschrijven, en we relateren deze aan metrische
entropiën.
In Hoofdstuk 3 geven we een formele beschrijving van Gaussische maten in
oneindig dimensionale ruimtes. Eerst geven we een overzicht van kansmaten op
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Banachruimtes in het algemeen. Nadat we Gaussische maten formeel hebben
gedefinieerd, laten we zien dat ze gunstige eigenschappen hebben. Van bijzonder
belang is de covariantie structuur van Gaussische maten, wat we benadrukken
met een aantal voorbeelden. Daarnaast geven we ook een kort overzicht van
cylindrische maten en radonificatie in dit hoofdstuk.
In Hoofdstuk 4 geven we een formele beschrijving van Bayesiaanse inferentie in
oneindig dimensionale ruimtes. Hiervoor introduceren we de regel van Bayes voor
algemene functieruimtes, en we bespreken de basisconcepten van de asymptotiek
zoals consistentie en convergentiesnelheid. De regel van Bayes leidt tot een natu-
urlijke schattingsprocedure, welke we toepassen op Gaussische lineaire models. We
zullen in het bijzonder geïnteresseerd zijn in het geval met continue observaties,
en het geval met discrete observaties. Het hoofdstuk wordt afgesloten met een
algemene stelling over a posteriori convergentiesnelheden met een algemene be-
wijsmethode welke de basis vormt voor soortgelijke resultaten in de rest van dit
proefschrift.
In Deel II richten we op lineaire inverse problemen met Gaussische ruis, waar-
voor de theorie van Gaussische lineaire modellen toepasbaar is. In dit geval ob-
serveren we een gladgestreken signaal dat verontreinigd is door ruis. Door het
gladstrijken van het signaal wordt het schatten bemoeilijkt. De naïeve benadering
resulteert in slechte schattingen van het origineel signaal, doordat de ruis opge-
blazen wordt door de inverse operator. Een oplossing is om de inverse operator
te regulariseren, wat op natuurlijke wijze gedaan kan worden met de Bayesiaanse
methode. In dit gedeelte van de proefschrift bestuderen we inverse problemen voor
twee observatieregimes: Continu en discreet geobserveerde inverse problemen die
ook bekend staan als het witte ruis model en regressie.
In Hoofdstuk 5 worden lineaire inverse problemen heuristisch en wiskundig
rigoureus beschreven. Om het geheel tastbaar te maken geven we ook enkele voor-
beelden. In dit hoofdstuk wordt ook de relatief algemene projectie van Galerkin
belicht, omdat we hiermee vrij gemakkelijk convergentiesnelheden voor inverse
problemen kunnen afleiden zoals beschreven is in de rest van Deel II.
In Hoofdstuk 6 beschrijven we het asymptotisch gedrag van niet-parametrische
Bayesiaanse methoden toegepast op lineaire inverse problemen met continue ob-
servaties. Een algemene stelling voor continu geobserveerde inverse problemen
wordt bewezen door een aanpassing in het bewijs van de algemene stelling over
convergentiesnelheden dat afgeleid is in Hoofdstuk 4. In het algemeen is adap-
tiviteit niet gegarandeerd, want daar zijn extra condities voor nodig welke afgeleid
en beschreven zijn in de tweede stelling in dit hoofdstuk. De eerste stelling wordt
gebruikt om het asymptotisch gedrag van twee Bayesiaanse procedures te bestud-
eren: De procedure op basis van a priori verdelingen die beschreven zijn als geran-
domiseerde reeksen, en de procedure op basis van Gaussische a priori verdelingen.
De a priori verdelingen die beschreven worden als gerandomiseerde reeksen resul-
teren in a posteriori verdelingen die, op een vermenigvuldiging met een logaritmis-
che factor na, convergeren met de minimax convergentiesnelheid. De Gaussische
a priori verdelingen leiden echter tot a posteriori verdelingen die met een subopti-
male convergentiesnelheid krimpen. Om het laatste geval te verbeteren introduc-
eren wij mengvormen van Gaussische a priori verdelingen, door een hogere orde a
priori verdeling te kiezen op de Gaussische a priori verdelingen, wat resulteert in
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een procedure die adaptief en optimaal is in de minimax zin. Dit laatste wordt
bewezen met behulp van de tweede stelling van dit hoofdstuk.
In Hoofdstuk 7 beschrijven we onze eerste aanpak van discreet geobserveerde
inverse problemen. Dit doen we door gebruik te maken van de Gaussische con-
jugatie eigenschap in lineaire problemen. Hier wordt “discreet” gebruikt om aan
te geven dat de observaties alleen op discrete punten zijn gemeten, terwijl in het
continu geval het gehele pad geobserveerd is. Een reeksformulering van de discreet
geobserveerde inverse problemen is afgeleid op basis van een singulierewaardenont-
binding van de gladstrijkende operator. De hoofdresultaten beschrijven de conver-
gentiesnelheden en de a posteriori plausibele verzamelingen voor milde en extreem
singuliere inverse problemen. De resultaten worden geïllustreerd met simulaties.
In Hoofdstuk 7 beschrijven we onze tweede aanpak van discreet geobserveerde
inverse problemen. In dit hoofdstuk gebruiken we de resultaten van Hoofdstuk 6
om het model te bestuderen. Hiervoor gebruiken we een signaalreconstructi-
etechniek dat continue paden construeert door de discrete punten te interpoleren,
waarvoor de interpolatiefout ook geschat kan worden. We veralgemeniseren dan
de stelling van Hoofdstuk 6, welke alleen geldt voor inverse problemen met con-
tinue observaties, zodat het ook toepasbaar is op discrete geobserveerde inverse
problemen. Dit resulteert in convergentiesnelheden voor a priori verdelingen die
beschreven worden als gerandomiseerde reeksen, Gaussische a priori verdelingen,
en mengvormen van Gaussische a priori verdelingen.
In Deel III richten we ons op niet-parametrisch Bayesiaanse inferentie voor
stochastische evolutie vergelijkingen. Er wordt aangenomen dat de toestand-
sruimte van de stochastische evolutie vergelijking oneindig dimensionaal is, en
dat de bijbehorende dynamische systeem beïnvloed wordt door een ruisproces. In
dit gedeelte wordt er van uitgegaan dat de dynamica gedreven wordt door een
deterministische component die beschreven wordt door een lineaire partiële dif-
ferentiaalvergelijking, en een stochastische component die beschreven wordt door
een additieve Gaussische ruis over zowel de toestandsruimte als de tijdsdimensie.
Dit model kan gezien worden als een bevordering van het witte ruis model naar
een oneindig dimensionale toestandsruimte. Het doel in dit gedeelte van de proef-
schrift is om theorie te ontwikkelen voor Bayesiaanse inferentie voor de driftterm
en de beginwaarden van de evolutie vergelijkingen.
In Hoofdstuk 9 geven we een algemene overzicht van stochastische evolu-
tie vergelijkingen. Eerst definiëren we Q-Wienerprocessen, een veralgemeniser-
ing van Brownse beweging naar oneindig dimensionale ruimtes. Met deze Q-
Wienerprocessen kunnen we een klasse van stochastische integralen over Hilbertru-
imtes beschrijven, welke daarna ook veralgemeniseerd wordt zodat het toepas-
baar is op een grotere klasse van integranden. Deze integralen gecombineerd met
de theorie van deterministische evolutie vergelijkingen worden dan gebruikt om
stochastische evolutie vergelijkingen formeel te definiëren. We laten ook zien
dat de oplossingen van deze vergelijkingen gerepresenteerd kunnen worden als
stochastische processen.
In Hoofdstuk 10 beschrijven we het asymptotisch gedrag van de Bayesiaanse
schattingsprocedure voor de beginwaarden en de driftterm van de stochastische
evolutie vergelijkingen op basis van Gaussische a priori verdelingen. Om con-
vergentiesnelheden af te leiden passen we de algemene aanpak die beschreven is
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in Hoofdstuk 4 aan. Om de beginwaarden te schatten construeren we een type
spatiële Gaussische a priori verdelingen, waarvoor we ook de snelheid kunnen aflei-
den waarmee de a posteriori verdelingen zich concentreert om de ware beginwaar-
den. Dit schattingsprobleem kan gezien worden als een veralgemenisering van het
extreme singuliere inverse probleem dat beschreven wordt in Hoofdstuk 7. Voor
de Bayesiaanse schattingsprocedure van de driftterm construeren we een ander
type Gaussische a priori verdelingen. Deze a priori verdelingen zijn ontwikkeld om
de anisotropische gladheid van signalen in hoger dimensies te identificeren. Een
cruciaal punt is dat we de observaties dusdanig kunnen transformeren zodat het
model geconverteerd wordt in een multi-index Gaussische reeks model. Met dit
inzicht kunnen we de convergentiesnelheden afleiden.
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