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Resumen 
 
Pese a que existen estudios que caracterizan la calidad de un enlace IEEE 802.15.4 en base a 
parámetros proporcionados por las capas físicas y MAC, existe escasa literatura acerca de su 
aplicación al encaminamiento en redes IEEE 802.15.4 con topología mesh. Este documento 
presenta un estudio de métricas de encaminamiento alternativas a la métrica clásica 
denominada “número de saltos” para el protocolo de encaminamiento nst-AODV, diseñado 
para redes de sensores IEEE 802.15.4 con topología mesh. En particular, se ha considerado 
una métrica diseñada para maximizar la tasa de entrega de paquetes de un camino. El 
estudio incluye experimentos realizados en un entorno real. Para la recolección y análisis de 
datos de interés para obtener los resultados de los mismos, se ha desarrollado una 
herramienta capaz de capturar datos procedentes de un puerto USB y mostrarlos al usuario 
con una interfaz amigable. 
 
 
 
 
 
 
  
 
Overview 
 
Although there are studies that remark the quality of a IEEE 802.15.4 connection, based on 
parameters which are provided by the physical  and MAC layers, there is few literature 
related to the application of the routing of IEEE 802.15.4  networks with mesh topology. 
This document presents a study of routing metrics which are an alternative to the classical 
metrics named “number of hops” for the nst-AODV routing protocol, designed to sensors 
IEEE 802.15.4 networks with mesh topology. Particularly, it has been considered a metrics 
designed to maximize the packet delivery rate. The study also includes experiments done in 
a real environment.  For compilation and analysis of interesting data to obtain the results 
their selves, it has been developed a new tool able to capture data which com from an USB 
port and show these results to the users in a friendly interface. 
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CAPÍTULO 1. INTRODUCCION 
 
1.1 Motivación 
 
Existe actualmente un auge a nivel de investigación y de interés de la industria 
en el campo de las redes de sensores. Se espera que el interfaz IEEE 802.15.4 
posibilite un gran abanico de aplicaciones para este tipo de redes, incluyendo 
entornos domóticos, urbanos, industriales, médicos, medio ambiental, etc. 
 
Una de las topologías que define IEEE 802.15.4 es la denominada topología 
mesh que requiere un protocolo de encaminamiento para la transmisión de 
datos de un origen a un destino. Existen estudios que sugieren la optimización 
del rendimiento del protocolo de encaminamiento empleando métricas 
alternativas al clásico número de saltos. Por otra parte la literatura existente a 
este respecto en el área de IEEE 802.15.4 es escasa. 
 
Y por lo que hace referencia a la motivación personal, la atracción por la 
tecnología inalámbrica en redes de sensores y sus aportaciones a la domótica, 
a la seguridad, a la prevención de incendios, inundaciones, etc., ha tenido un 
papel muy importante en la decisión. También me ha motivado especialmente 
la programación en entornos UNIX y la posibilidad de implementar los 
conocimientos de encaminamiento obtenidos a lo largo de estos 3 últimos 
años. 
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1.2 Objetivos 
 
El objetivo principal de este Trabajo Final de Carrera (TFC), es la evaluación y 
estudio de las posibilidades de un protocolo de enrutamiento ya implementado 
en un PFC por Pere Salvatella denominado nst-AODV, que es una adaptación 
del protocolo Ad-hoc On-demand Distance Vector (AODV) para ser usado en 
dispositivos limitados en proceso, memoria, en batería y con alta movilidad. 
 
En primer lugar, se debe migrar el protocolo nst-AODV a la plataforma Telos 
rev.B (Telosb), que es la que se empleará en este TFC, puesto que fue 
diseñado para plataformas Micaz también del mismo fabricante, de Crossbow.  
 
Principalmente, se pretende estudiar el uso de métricas alternativas a la 
empleada en la versión original del protocolo nst-AODV, basada en el menor 
número de saltos hasta el destino. En particular, se plantea tener en cuenta 
parámetros como el Link Quality Indication (LQI) proporcionado por la interfaz 
radio. 
 
Se estudiará el impacto del uso de tal parámetro en la métrica de 
encaminamiento a través de parámetros de rendimiento como el porcentaje de 
paquetes entregados, el número de saltos de las rutas en cada caso. 
 
Finalmente, otro objetivo implícito en el proyecto es desarrollar un mecanismo 
para la captación de los datos que se desea de los nodos empleados en las 
pruebas. 
 
 
1.3 Estructura 
 
Este trabajo final de carrera se ha dividido en 8 capítulos. Pero a su vez en 5 
grandes bloques. EL primero sería el compuesto por los capítulos  2 y 3 donde 
se hace una introducción a las redes inalámbricas multisalto generales y luego 
se profundiza un poco más en las redes multisalto de sensores o dispositivos 
limitados. El segundo gran bloque se compondría por el capítulo 4 donde de 
nuevo se da una visión general de las métricas en el campo de las redes 
multisalto MANET y se profundiza en las métricas para las redes LoWPAN. En 
tercer lugar tenemos el capítulo 5 donde se describen las plataformas hardware 
y software existentes como las de nueva creación para este proyecto. Otro gran 
apartado sería la creación del Software USBShark implementado par al captura 
de datos a través del puerto serie. Y en el  último bloque el capítulo 8 donde se 
muestran y se estudian las métrica implementadas para el testeo sobre nst-
AODV y Telosb concluyendo con unas conclusiones y líneas futuras. 
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CAPÍTULO 2. TECNOLOGIA RADIO IEEE 802.15.4 
 
Este capítulo describe la tecnología radio empleada por los dispositivos del 
entorno de pruebas de este proyecto.  
 
 
2.1 Introducción 
 
La tecnología radio 802.15.4, es la especificación de la capa física y capa MAC 
para redes de sensores de bajo coste, como los Telosb utilizados en este TFC. 
Se espera que esta tecnología posibilite un amplio abanico de aplicaciones que 
no necesiten anchos de banda grandes y que permita el ahorro de energía en 
dispositivos que se caracterizan por sus limitadas capacidades de proceso o 
memoria. Algunos de los entornos de estos dispositivos, pueden ser la 
domótica, control industrial, monitorización medioambiental, control en 
agricultura, sensado médico,... 
 
IEEE 802.15.4 define dos tipos de  dispositivos: FFD (Full Function Device) y 
RFD (Reduced Function Device). Los dispositivos FFD pueden operar en tres 
modos: como coordinador de PAN (Personal Area Network), como coordinador 
o como dispositivo, mientras que los RFD están pensados para aplicaciones  
muy simples.  Estos nodos se pueden trabajar en diferentes topologías como 
puede ser la mesh, donde todos los dispositivos funcionan de encaminadores y 
donde se ve la necesidad de un protocolo de encaminamiento de manera mas 
clara, en topología en estrella donde solo los nodos centrales actúan como 
enrutadores de los demás nodos simples y por último están las topologías 
híbridas como se muestra en la Fig. 2.1. 
 
 
 
 
 
Fig. 2.1 Modelos de topología 
 
 
 
A continuación presentaremos unas descripciones de la capa física y de control 
de acceso al medio definidas por esta tecnología. 
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2.2 Modo de funcionamiento 
 
En el estándar IEEE 802.15.4 se indican dos modos de funcionamiento, el 
funcionamiento en modo beaconless y en modo beacon. 
  
El funcionamiento del modo beacon está definido para redes donde existe uno 
o varios coordinadores en la red los cuales se encargan de transmitir beacons 
cada cierto tiempo para sincronizar los dispositivos que se encuentran dentro 
de su red, permitiendo en caso de necesidad una latencia mínima para 
aquellos dispositivos que necesiten tener este parámetro garantizado 
(transmisión con beacons y un tiempo de acceso garantizado). 
  
El funcionamiento del modo beaconless se define para las ad-hoc o mesh 
donde existe comunicación entre todos sin la necesidad de intervención de un 
coordinador que los sincronice. 
 
 
2.3 Capa Física 
 
En las especificaciones IEEE 802.15.4 se definen a nivel físico 27 canales de 
comunicación en tres rangos de frecuencias distintos dentro de la banda ISM 
(ver Fig. 2.2), 16 Canales en la banda de 2.4GHz, 10 Canales en la banda de 
915 MHz y  1 Canal en 868 MHz. 
 
 
 
 
 
Fig. 2.2 Canales disponibles en la capa física del 802.15.4.1 
 
 
 
                                                           
1 Imagen extraida de las especificaciones Zigbee/IEEE 802.15.4 proporcionadas por la universidad de Berkley 
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A diferencia del canal 868 MHz, que se usa exclusivamente en Europa a una 
tasa de datos de 20 kbps y de la banda de los 915 MHz, usada en EEUU a una 
tasa de 40 kbps, la banda de 2.4 GHz está disponible en todo el mundo y opera 
a la velocidad nominal de 250 kbps. 
 
 
Las modulaciones definidas en 802.15.4 son 2, BPSK y O-QPSK. La primera 
usada en el canal 868 MHz con una tasa de chip de 300 por segundo y en la 
banda de los 915 MHz con una tasa de chip de 600 cada segundo y la segunda 
en la banda de 2450 MHz. Opcionalmente podemos usar también las 
modulaciones ASK y O-QPSK para las bandas 868/915 MHz. En la siguiente 
figura  (Fig. 2.3) se muestran diversas de estas características de la capa física. 
 
 
 
Física 
(MHz) 
Banda de 
frecuencia 
(MHz) 
Parámetros de 
propagación 
Parámetros de los datos 
Velocidad 
de Chip 
(kchip/s) 
Modulación 
Velocidad 
de bit 
(kb/s) 
Velocidad de 
símbolo 
(ksimbolos/s) 
Símbolos 
868/915 
 
868-868.6 
 
300 BPSK 20 20 Binario 
 
902-928 
 
600 BPSK 40 40 Binario 
868/915 
(Opcional) 
 
868-868.6 
 
400 ASK 250 12.5 
20-bits 
PSSS 
 
902-928 
 
1600 ASK 250 50 5-bit PSSS 
868/915 
(Opcional) 
 
868-868.6 
 
400 O-QPSK 100 25 
16-ary 
Ortogonales 
 
902-928 
 
1000 O-QPSK 250 62.5 
16-ary 
Ortogonales 
2450 
 
2400-
2483.5 
 
2000 O-QPSK 250 62.5 
16-ary 
Ortogonales 
 
Fig. 2.3 Resumen de las características de la capa Física (PHY) 
 
 
 
Las características que proporciona la capa PHY son la activación y 
desactivación del transceptor radio, la detección de energía, el indicador de 
calidad del enlace (LQI, Link Quality Indicator), la selección de canal, el CCA 
(Clear Channel Assessment) y la transmisión y recepción de paquetes a través 
del medio físico. 
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Las redes IEEE 802.15.4 ofrecen direcciones de 16 o 64 bits, permiten 
topologías mesh o en estrella  y su ancho de banda depende de la frecuencia 
en la que se esté trabajando. 
 
 
2.4 Capa Control de Acceso al Medio 
 
La capa MAC en IEEE 802.15.4, nos proporciona herramientas para poder 
controlar la gestión de beacons, acceso a los canales, la gestión de GTS (time 
slots garantizados o Guaranteed Time Slots), envío o no de tramas de 
reconocimiento ACK, asociación y disociación. 
 
En comparación con la capa de control de acceso al medio de Bluetooth, 
vemos que carece de muchas funcionalidades y 26 primitivas de servicio en 
802.15.4 frente a las 131 que ofrece la tecnología vecina de Bluetooth. 
 
Esta capa nos proporciona 4 tipos de trama diferentes: trama de Beacon, de 
datos, ACK y trama de comandos. A continuación mostramos las dos usadas 
en este TFC, trama de datos (ver Fig. 2.4) y la estructura de la trama de 
confirmación (ver Fig. 2.5) 
 
 
 
 
Fig. 2.4 Estructura de la trama de datos2 
 
 
 
 
Fig. 2.5 Estructura de la trama de reconocimiento (ACK) 3 
                                                           
2 Referencia extraida del estandar IEEE 802.15.4 Wireless Medium Access Control (MAC) and Physical Layer (PHY) 
Specifications for Low-Rate Wireless Personal Area Networks (WPANs) 
 
3 Referencia extraida del estandar IEEE 802.15.4 Wireless Medium Access Control (MAC) and Physical Layer (PHY) 
Specifications for Low-Rate Wireless Personal Area Networks (WPANs) 
14  Trabajo Final de Carrera 
El formato general de una trama MAC se puede observar en la 
Fig. 2.6, la trama MAC es denominada unidad de datos de protocolo MAC 
(MPDU) y está compuesta de una cabecera MAC (MHR), unidad de servicio de 
datos (MSDU) y la cola MAC. El primer campo de la cabecera de la MAC es el 
campo de control de trama. Este indica el tipo de trama MAC que se esta 
transmitiendo, se especifica el formato del campo de dirección, y controla las 
recepciones. En resumen, el campo de control de la trama especifica la 
estructura del resto de la trama y su contenido. 
 
 
 
 
Fig. 2.6 Formato de trama IEEE 802.15.4 
 
 
El campo de datos es de longitud variable; sin embargo, el conjunto de la trama 
MAC (MPDU) no excederá nunca los 127 bytes de longitud, la información 
contenida en el “payload” es independiente del tipo de trama. Finalmente, la 
capa física añade 6 bytes a los 127 que conforman la MPDU. 
 
Otro campo en la trama MAC es el número de secuencia y la trama de chequeo 
de secuencia (Frame Check Sequence). El número de secuencia está en la 
cabecera de la MAC junto al acuse de las tramas previamente transmitidas. La 
transmisión es considerada exitosa, en modo fiable, solo cuando la trama de 
acuse contiene el mismo número de secuencia que la trama previamente 
transmitida. El FCS ayuda a verificar la integridad de la trama MAC. El FCS en 
la trama MAC IEEE 802.15.4 es de 2 bytes calculados con el código de 
redundancia cíclica CRC. 
 
Las redes LoWPAN, dependiendo de la configuración de red, utilizan el CSMA-
CA (Carrier Sense Multiple Acces – Collision Avoidance) ranurado, en redes 
beacon o CSMA-CA no ranurado, en redes beaconless. 
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CAPÍTULO 3. REDES INÁLAMBRICAS MULTISALTO. 
 
 
3.1 Introducción. 
 
En este capítulo se presentan los diferentes tipos de redes inalámbricas 
multisalto existentes y la problemática relativa al tema que tratamos, el 
encaminamiento, así como una breve descripción de cada una de ellas para 
poder entender algunos conceptos básicos. Nos centraremos en las redes 
802.15.4 y haremos un pequeño resumen de este protocolo. 
 
 
3.2 Definición de conceptos y clasificación de redes. 
 
Las redes inalámbricas multisalto, o redes mesh, están formadas por nodos 
que están conectados entre sí, mediante alguna tecnología sin hilos, de modo 
que ellos hacen la función de encaminadores de los paquetes de datos, de los 
nodos que no tienen conexión directa con el destino. Dentro de las redes mesh 
se pueden diferenciar dos grandes grupos, redes mesh con infraestructura y 
redes mesh sin infraestructura. 
 
Las redes mesh con infraestructura, un ejemplo es bluetooth, nos encontramos 
con dos tipos de nodos, los nodos activos o encaminadotes y los nodos 
pasivos, donde solo los nodos activos son capaces de enrutar la información 
hacia su destino, mientras que los pasivos se limitan a enviar y recibir datos. El 
problema que nos encontramos en este tipo de redes es la poca movilidad que 
le podemos dar a los nodos, ya que si alguno de ellos deja de tener conexión 
directa con el coordinador de la red, no podrá enviar ni recibir información, a 
pesar que el nodo destino esté dentro de su radio de cobertura. Lo mismo 
pasaría si el nodo activo dejase de funcionar, los nodos pasivos se quedaría 
fuera de la red. A favor, tenemos que el gasto de energía de los dispositivos 
pasivos es muy bajo, ya que solo el nodo activo es el encargado de enrutar la 
informaron. 
 
En redes mesh sin infraestructura, todos los nodos son nodos activos, por lo 
que la perdida de enlace con alguno de ellos no supone la exclusión de otros 
nodos a la red. Los nodos son capaces de saber y elegir la mejor ruta hacia el 
destino de todos los caminos posibles. La redundancia de caminos es otro 
punto importante de este tipo de redes. Éstas redes son las denominadas 
redes ad-hoc o Mobile Ad-hoc Network  (MANET). 
 
En este trabajo final de carrera, nos vamos a centrar en la rede mesh sin 
infraestructura y mas concretamente en el caso particular de las redes de 
sensores, también conocidas como también LoWPANs (Low-power Wireless 
Personal Area Networks). 
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3.3 Redes MANET 
 
Las redes MANET o ad-hoc tienen un origen militar de principios de los años 
70, con el proyecto Packet Radio Networks (PRNETs). Con la reciente carrera 
tecnológica, el gran interés que han despertado las redes inalámbricas y la 
progresiva reducción del tamaño de los dispositivos, la investigación de estos 
tipos de redes ha pasado a estar presentes en ámbitos académicos y 
científicos. 
 
Las características más relevantes de las redes ad-hoc, son: 
 
• Topología variable: en redes ad-hoc, se asume que una mayoría de los 
nodos son móviles, desplazándose libremente, desapareciendo de zona de 
cobertura de unos dispositivos y formando nuevos enlaces con nuevos 
nodos vecinos. Por lo que si un nodo formaba parte de una ruta, la red 
mesh ha de ser capaz de redescubrir una nueva ruta. 
 
• Dispositivos con capacidad limitada: debido a la naturaleza móvil de este 
tipo de redes, los dispositivos que la forman, han de ser portátiles y ligeros, 
características que restringen, cada vez menos, el hardware y software que 
lo componen. 
 
• Enlaces inalámbricos: la comunicación en este tipo de redes se lleva a cabo 
de una manera inalámbrica, caracterizadas por anchos de banda reducidos 
y más propensos a errores que los enlaces cableados. 
 
• Baterías limitadas: debido a esta limitación, para un buen uso de estas, las 
transmisiones son de baja potencia y de alcances limitados. 
 
Entre los puntos de interés de este tipo de redes encontramos su facilidad de 
despliegue, auto-configuración. Entre sus desafíos principales está la creación 
de rutas optimizadas para la comunicación en cada situación. 
 
 
3.4 Redes LoWPAN 
 
3.4.1 Características y problemáticas de las redes LoWPAN 
 
 
Dentro de la definición de IEEE 802.15.4, se encuentran las redes MANET, que 
son la que no necesitan de infraestructuras y dentro de las redes sin 
infraestructura las Low-power Wireless Personal Area Networks (LoWPAN), 
que poseen unas características determinadas, como son dispositivos de bajo 
coste, de capacidades y velocidad reducidas. Estas redes cumplen el estándar 
IEEE 802.15.4, el cual veremos más detalladamente en próximos apartados. 
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Las características que se definen en el RFC4919 sobre las LoWPAN son las 
siguientes: 
 
1. El reducido tamaño de los paquetes. Ya que el tamaño límite de la capa 
física es de 127 bytes, el máximo tamaño que podemos utilizar en la 
capa de control de acceso al medio (MAC) es de 102 octetos. 
 
2. Soporte tanto para direcciones MAC de 16 bits como para direcciones 
IEEE de 64 bits. 
 
3. Anchos de banda limitados. Ver Fig. 3.4.1. 
 
4. Las redes han de soportar topologías mesh y de estrella. 
 
5. Bajo consumo, ya que muchos de estos aparatos trabajarán con 
baterías. 
 
6. Bajo coste. Estos dispositivos alcanzan costes bajos, debido a su bajo 
nivel de proceso, baja memoria,…  
 
7. Se prevé desplegar un gran número de dispositivos durante la vida de 
esta tecnología. 
 
8. Normalmente, la localización de los dispositivos no estará definida, por la 
moda de trabajar en modo ad-hoc. En muchas ocasiones los dispositivos 
estarán  situados en zonas poco accesibles. Adicionalmente los 
dispositivos, podrán ser movidos de sus sitios. 
 
9. Los dispositivos de las LoWPANs suelen ser poco fiables por diferentes 
razones, como pueden ser, fallos en la conectividad, perdida de batería, 
manipulación física,… 
 
10. En muchos entornos, los dispositivos conectados a las LoWPANs, 
duermen durante largos periodos de tiempo con tal de ahorrar batería, y 
no se pueden comunicar entre si durante estos periodos de ahorro. 
 
 
3.4.2 Iniciativas de estandarización 
 
La estandarización en el ámbito de las redes LoWPAN e llevada a cabo por el 
grupo de trabajo 6LoWPAN cuyo objetivo principal es intentar proporcionar los 
mecanismos necesarios con el fin que una red 802.15.4 pueda ser visto como 
un enlace IPv6. Esto requieres muchas cosas, incluyendo la fragmentación de 
los paquetes para que puedan ir en tramas 802.15.4, el enrutamiento a través 
de la red de sensores, etc. Han conseguido la publicación de 2 RFCs uno que 
trata sobre la problemática que se presentan en estos tipos de redes 
(RFC 4919) y otro sobre la transmisión de paquetes IPv6 sobre redes IEEE 
802.15.4 (RFC 4944). 
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Por otra parte, recientemente, el grupo de trabajo ROLL,  se dedica al estudio 
de los protocolos de encaminamiento a nivel IP de la redes de baja potencia, 
redes de sensores 802.15.4 incluidas. Este grupo tiene publicados en  borrador 
los requerimientos del enrutado en entornos domésticos (draft-ietf-roll-home-
routing-reqs), industriales (draft-ietf-roll-indus-routing-reqs) y urbanos (draft-ietf-
roll-urban-routing-reqs). 
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CAPÍTULO 4. ENCAMINAMIENTO EN REDES 
INALAMBRICAS MULTISALTO 
 
4.1 Introducción 
 
El encaminamiento en redes inalámbricas multisalto es un desafío importante, 
debido a incertidumbre de la propagación radio. Otro tema a tener en cuenta 
cuando hablamos de este tipo de redes son las limitadas prestaciones en 
cuanto a ancho de banda, batería y capacidad de proceso, entre otras, que 
tienen las redes de sensores. Por lo que los protocolos actuales que son 
válidos en redes cableadas, no lo son válidos para las redes sin hilos. 
 
En este capítulo analizaremos el encaminamiento en redes MANET, 
deteniéndonos en las estandarizaciones y propuestas actuales en el ámbito de 
redes LoWPAN. 
 
Finalmente veremos las métricas utilizadas por los protocolos de 
encaminamiento en redes inalámbricas multisalto. 
 
 
4.2 Encaminamiento en redes MANET 
 
El propósito del WG MANET de la IETF, es estandarizar unos protocolos de 
routing IP, tanto para redes inalámbricas sea de topología estática o dinámica. 
 
Este grupo de trabajo, se divide en dos líneas de desarrollo de protocolos de 
encaminamiento: 
 
• Reactive MANET Protocol (RMP) o protocolos MANET reactivos. 
• Proactivo MANET Protocol (PMP) o protocolos MANET proactivos. 
 
Cabe destacar que este grupo de trabajo, está prestando especial atención al 
el protocolo OSPF-MANET y trabajan conjuntamente con otros grupos de 
trabajo como OSPF WG y organismos como IRTF para su óptima adaptación 
en este tipo de redes. 
 
 
4.2.1 Clasificación 
 
De las múltiples clasificaciones posibles que se pueden definir para los 
protocolos de routing para redes MANET, seguiremos las propuestas por el 
grupo de trabajo IETF MANET. Como hemos visto en la introducción de este 
capítulo, podemos clasificar los protocolos de routing en protocolos proactivos, 
reactivos e introduciremos un tercer grupo derivado de los anteriores que 
denominaremos protocolos híbridos. 
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4.2.1.1 Proactivos 
 
Los protocolos de encaminamiento proactivos, son los que tratan de tener 
actualizada la información necesaria para la creación y mantenimiento de las 
rutas, de manera que siempre tengan una ruta hacia cada destino. Los cambios 
de topología desencadenan una serie de mensajes de control para la 
reestructuración y/o creación de  las nuevas rutas. Esto implica un overhead 
considerable en la red si se trata de una red en la que los nodos se encuentran 
en movimiento y por tanto modifican la topología de la red a la que pertenecen. 
 
Como principales ejemplos de protocolos proactivos estandarizados por el WG 
MANET se encuentra OLSR (Optimized Link State Routing Protocol) que 
actualmente se encuentra en su segunda versión, el TBRPF (Topology 
dissemination Based on Reverse-Path Forwarding) como RFC 3684. 
 
OLSR se basa en el estado del enlace. Tras intercambio de paquetes HELLO a 
los nodos vecinos que incorporan información de sus vecinos, cada integrante 
de la red tiene información suficiente para hacerse una visión completa de la 
red y poder definir el encaminamiento más óptimo. Este protocolo provoca un 
overhead de paquetes HELLO cada vez que se ve obligado a redescubrir a sus 
vecinos. 
 
TBRPF se trata también de un protocolo de encaminamiento que se basa en el 
estado del enlace, calculando un árbol cuya raíz es un nodo origen que genera 
caminos a todos los nodos alcanzables de la red. Si no hay cambios en la red, 
el overhead con este protocolo, desminuye considerablemente, ya que se 
envían información diferencial del estado de la red. 
 
4.2.1.2 Reactivos 
 
A diferencia de los protocolos proactivos, los protocolos reactivos, únicamente 
crean una ruta hacia el destino cuando es necesario enviar un paquete de 
datos. En tal caso se inicia el proceso de descubrimiento de rutas y este 
termina cuando se ha logrado alcanzar el destino de la forma más óptima 
(según la métrica implementada) o cuando el destino es inalcanzable. En 
comparación con los preactivos hay un notable aumento de la latencia, puesto 
que se debe considerar el tiempo de descubrimiento de la ruta, pero por otra 
parte, no hay necesidad de generar mensajes de control por la red para el 
mantenimiento de rutas.  
 
Hay dos protocolos publicados como RFC experimental, que son: 
 
• AODV  (RFC 3561) 
• DSR   (RFC 4728) 
 
Actualmente i heredando características de los dos, se prepara un nuevo 
protocolo reactivo que se plantea ara ser publicado como “RFC Standard 
Track”, su nombre es DYMO. También hay se puede observar una 
desaceleración en la creación y desarrollo tanto de protocolos de 
encaminamiento existente, como e propuesta actuales. 
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Con el protocolo AODV, cuando un nodo ha de establecer comunicación con 
otro nodo de la red que no tiene en su tabla de rutas, inicia el descubrimiento 
de ruta hasta el destino. El funcionamiento se basa en el envío de paquetes 
Route Request (RREQ) en broadcast, preguntando por una ruta hacia el 
destino, los nodos vecinos reciben el paquete y comprueban mediante números 
de secuencia si ya habían recibido o no el paquete. Si el paquete no había sido 
recibido, lo reenvía en y crea la ruta inversa por la que devolver una respuesta 
hacia la fuente. El paquete RREP (Route Replay), es el que genera un 
dispositivo de la red al recibir un paquete RREQ con destino él mismo o un 
nodo intermedio que conozca la ruta hacia el destino (mecanismo indirect 
reply). Los nodos envían las respuestas RREP a los nodos a través de la ruta 
inversa generada previamente. La ruta se establece una vez  el paquete RREP 
llega al nodo que generó el primer paquete RREQ, el que inició el 
descubrimiento de ruta. 
 
Una vez establecida la ruta, esta sigue vigente durante un periodo de tiempo 
configurable. Este periodo se define ya que en una red MANET no se puede 
asegurar que un nodo no cambie su posición invalidando rutas creadas 
previamente. Para el mantenimiento de las rutas, hay definidos varios 
mecanismos, entre ellos el envío periódico de paquetes HELLO para confirmar 
la presencia de nodos vecinos, o el uso de mecanismos de capa 2, es decir, 
aprovechar ACKs de capa 2, etc., cuando sea posible. 
 
Cuando se detecta la rotura de un enlace, las rutas se invalidan mediante los 
paquetes Route Error (RERR). Estos mensajes de error se envían cuando un 
nodo deja de recibir paquetes HELLO de algún nodo vecino implicado en una 
ruta. Este paquete RERR, llegará hasta el nodo que originó el descubrimiento 
de ruta para que, si es necesario, vuelva a empezar con el proceso de 
descubrimiento de ruta. 
 
La característica principal de DSR es que el encaminamiento se realiza desde 
el origen incluyendo en una cabecera los nodos que este paquete deberá 
atravesar para llegar a su destino. Estos nodos han sido elegidos, tras proceder 
al descubrimiento de la ruta. 
 
DYMO se puede entender como una evolución de AODV, ya que ofrece una 
adaptación más rápida frente a redes dinámicas con un overhead y una 
utilización menor de la red que en el caso de AODV. 
 
 
4.2.1.3 Híbridos 
 
Los protocolos de encaminamiento híbridos, combinan características de los 
protocolos de encaminamiento proactivos y características de protocolos de 
encaminamiento reactivos. Haciendo mucho mas adaptables estos protocolos 
en ciertos escenarios. 
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4.2.1.4 Multicast 
 
Dentro de las aportaciones del grupo de estudio MANET de la IETF, también es 
destacable el protocolo de encaminamiento multicast Simplified Multicast 
Forwarding (SMF). Su funcionamiento es similar a OLSR y TBRPF, pero 
adaptando de manera más eficiente los diseños de inundación en la red 
MANET, aplicando reenvíos de paquetes IP multicast. 
 
4.3 Encaminamiento en redes LoWPAN 
 
 
4.3.1 Introducción 
 
Los protocolos de routing MANET no están específicamente adaptados a las 
limitaciones de las redes LoWPAN, donde los recursos de batería, capacidad 
computacional y ancho de banda son particularmente limitados. Por esta razón, 
los mecanismos de routing para las redes LoWPAN pueden basarse en 
protocolos de routing MANET adaptados, o bien en protocolos nuevos. 
 
 
4.3.2 Propuestas estándar 
 
En el seno del 6LoWPAN WG, existe un documento Internet Draft [6] que 
especifica los requisitos para los protocolos de routing en entornos LoWPAN. 
Como por ejemplo: 
 
• El diseño de un protocolo de encaminamiento para redes LoWPAN debe 
minimizar los requerimientos computacionales y complejidad algorítmica. 
• Los estados de encaminamiento deben de ser minimizados. 
• Los procedimientos de reparación y mantenimiento de rutas así como el 
descubrimiento de nodos vecino, etc., no debe aumentar el consumo de 
energía. 
• Deben existir mecanismos de sincronización e hibernación para ahorrar 
energía. 
• Se han de soportar flujos punto a punto, punto a multipunto y multipunto 
a punto. 
• Han de aceptar cambios de topología dinámicos. 
• Escalable. 
• Han de implementar mecanismos de seguridad basados en AES. 
• Evitar la fragmentación  de las tramas a nivel físico. 
• Hacer uso de mecanismos de capas inferiores para detectar roturas de 
enlace con los vecinos evitando envío de tramas HELLO con el 
correspondiente ahorro de energía. 
• Soporte para direcciones de 16 bits y 64 bits entre otros. 
• Minimizar el consumo utilizando caminos que lo optimizan, evitando 
retransmisiones. Utilizando indicadores como el LQI para encontrar rutas 
mas fiables. 
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En el pasado, han existido propuestas de adaptación del protocolo AODV que 
no han prosperado. En la actualidad el grupo de trabajo ROLL de IETF está 
trabajando en el área de encaminamiento en redes de sensores en general. 
Por el momento solo han publicado documentos borradores de requerimientos 
en diferentes ámbitos como la domestica, la industrial, urbano... 
 
 
4.3.3 Otras propuestas 
 
Existen propuestas no estandarizadas de protocolos de routing en redes 
LoWPAN variantes de AODV. Las versiones mas destacadas son TinyAODV 
de la mano de los desarrolladores de TinyOS, AODVbis, AODVjr y la 
implementación utilizada en este proyecto Not So Tiny–AODV (nst-AODV), 
desarrollada por Pere Salvatella en su PFC. 
 
El protocolo TinyAODV al ser una versión reducida de AODV, su dinámica 
principal es la misma que la ya comentada del AODV. Cuando un nodo desea 
transmitir un paquete a otro integrante de la red y no tiene la entrada en su 
tabla de direcciones, inicia el proceso de descubrimiento, con un máximo de 3 
intentos. En este caso tan sólo el nodo destino podrá generar el paquete de 
respuesta RREP tras recibir el RREQ. TinyAODV, está pensado para redes de 
sensores estáticos, aún así, implementa un mecanismo para detectar roturas 
de enlaces a partir de la ausencia de ACKs de la capa 2, LLN (Link Layer 
Notification), el cual no viene activado por defecto. El nodo que detecta la 
rotura del enlace, envía hacia atrás un paquete RERR hacia el origen de la 
comunicación. Para el proceso de descubrimiento, si se descubre más de una 
ruta hacia el destino, se elige una en base en el menor número de saltos que 
ha de efectuar el paquete de datos, lo que denominaremos, métrica de número 
de saltos o MIN_HOP. 
 
La implementación nst-AODV es una versión mejorada de TinyAODV. Esta 
versión de AODV, fue desarrollada por el grupo de redes móviles sin hilos del  
Departamento de Ingeniería Telemática de la UPC e implementada por Pere 
Salvatella en su PFC. El objetivo de este protocolo es proporcionar a las redes 
de sensores un protocolo intermedio a la complejidad del AODV y la sencillez 
del Tiny-AODV, a la vez que aportar algunas soluciones en escenarios cuya 
topología es especialmente dinámica. Para empezar, proporciona un 
mecanismo de LLN activado por defecto e incorpora funciones de respuesta 
indirecta y reparaciones locales definidas en AODV y que TinyAODV no 
implementa. A diferencia del tinyAODV, los paquetes de datos que implican un 
descubrimiento de la ruta, no se descartan, sino que son almacenados en un 
buffer hasta haber completado la ruta. Una transmisión consta de tres 
reintentos, si no se ha podido enviar con éxito un paquete en esos 3 reintentos, 
el paquete es almacenado para ser enviado mas tarde o eliminado tras un 
tiempo prudencial. Las colas o buffers implementados, son colas FIFO y 
disponemos de 2, una para los paquetes recibidos y otro para los paquetes a 
enviar. La métrica de encaminamiento es la misma que la implementada en 
AODV y TinyAODV: métrica basada en número de saltos. 
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4.4 Estado del arte de métricas de encaminamiento en 
redes multisalto 
 
Un punto muy importante dentro de cualquier propuesta de estrategia de 
encaminamiento e la métrica utilizada en dichos protocolos. Desde siempre la 
métrica base para la mayoría de protocolos de encaminamiento ha sido el 
número de saltos desde el origen hacia el destino, tanto para redes cableadas 
como inalámbricas. Pero se puede pensar que para redes sin cables donde los 
enlaces no se pueden caracterizar como estables, dada su variabilidad en el 
tiempo, este tipo de métrica puede no ser la óptima. En redes wireless el 
camino más corto no tiene por qué ser el más fiable ni el más rápido, teniendo 
en cuenta que en estas redes nos podemos encontrar con diferentes tipos de 
enlace, cada uno con sus características (velocidad de transmisión, 
perdidas…). Por estas razones se puede plantear elegir un camino con mayor 
número de saltos, pero una calidad de camino superior a otro con un número 
menor de saltos. 
 
En primer lugar presentamos ejemplos de métricas para redes inalámbricas 
multisalto en general y a continuación tratamos las propuestas existentes para 
redes LoWPAN. 
4.4.1 Propuestas para redes inalámbricas multisalto en general 
 
La métrica RTT, propuesta por Adya [1] se basa en la medida del round trip 
delay en paquetes prueba unicast entre nodos vecinos. Esta métrica mide  
varios aspectos de la calidad del enlace. Si un nodo o su vecino están  
ocupados, los paquetes experimentarán retrasos y  el RTT aumentará. Si otros 
nodos vecinos están ocupados, los paquetes también experimentarán retrasos 
debido a la contención de los canales, aumentando también el RTT. Por otra 
parte, si el enlace entre dos nodos  tiene pérdidas, el mecanismo ARQ del 
802.11 tendrá que retransmitir los paquetes. RTT es una métrica que depende 
de la carga4. Esta métrica tiene algunas desventajas, como por ejemplo el 
aumento de overhead para medir el RTT. 
  
La métrica PktPair [2] se basa en la medida del retardo entre un par de 
paquetes de prueba (el primero de menor longitud que el segundo) enviados a 
los nodos vecinos. Como en el caso anterior,  se miden también varios 
aspectos de calidad del enlace. Si debido a una tasa de pérdidas alta hay que 
retransmitir mediante ARQ, el retardo aumentará. Si el enlace tiene poco ancho 
de banda, el segundo paquete tardará más tiempo  en atravesar el enlace y 
esto incrementará el retardo. En este caso, los overheads son mayores que 
para el caso de RTT pero por contra la self-interence es menor.  
 
La métrica Expected Transmisión Count (ETX) propuesta por De Couto [3] se 
basa en la medida de la tasa de pérdidas de los paquetes broadcast entre 
pares de nodos vecinos. Una de las  ventajas de ETX es que reduce el 
                                                           
4 fenómeno denominado como  self-interference 
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overhead puesto que cada nodo realiza un broadcast de los paquetes de 
prueba en lugar de un unicast.  
  
A partir de varios experimentos, como conclusión se expone que la métrica con 
la que mejores resultados se obtiene cuando todos los nodos son estacionarios 
es la ETX, y que RTT y PktPair no proporcionan un buen comportamiento 
debido a que son sensitivos a la carga y por ello sufren  self-interference.  
 
Existen otras métricas que pretenden considerar explícitamente la interferencia 
que genera cada nodo. Algunos ejemplos son: ILA [ ], iAWARE [ ] y MIC [ ]. 
4.4.2 Propuestas para redes LoWPAN 
 
Existen pocas propuestas de métricas de encaminamiento para redes IEEE 
802.15.4, y en particular, que sugieran como emplear el LQI en la métrica. 
 
Hay una implementación reducida del protocolo  Adaptative Demand-Driven 
Multicast Routing (ADMR), llamada TinyADMR, para sensores basados en el 
chip radio CC2420 que usen el sistema operativo TinyOS. En esta 
implementación presentan una nueva métrica que estima el Path Delivery Ratio 
(PDR)  total a partir de una medida en cada salto del LQI que proporcionan 
internamente los CC2420.  
 
Las métricas propuestas: MAX-LQI, PATH-DR y ETX. En la métrica MAX-LQI el 
receptor intenta encontrar el camino menos restrictivo. El objetivo del estudio 
es maximizar el PDR, pero para usar directamente el camino con el mejor PDR 
primero se ha de medir el Link Delivery Ratio (LDR)   en cada salto del camino, 
lo que requiere múltiples intercambios de mensajes entre los nodos vecinos. 
Empíricamente los autores han demostrado que hay una alta correlación entre 
el LQI y el LDR en cada enlace,  y mediante el modelo encontrado, una 
aproximación lineal por trozos, mapean el LQI a LDR: el LQI de los paquetes 
recibidos es usado para predecir el LDR del salto anterior. Con todo esto 
producen la métrica PATH-DR, que selecciona el camino a partir del LDR 
estimado:   
 
 
 
 
Los autores realizan pruebas en una red formada por 30 sensores, y en la 
presentación de los resultados, la métrica PATH-DR es la que obtiene el mayor 
PDR, con casi un valor del 80.5 %  en todos los caminos y una mediana de 
92.4%. MAX-LQI también tiene un buen rendimiento, con una PDR mediana de 
79.6%, mientras que la peor métrica es  la del mínimo número de saltos, con 
una mediana de tan sólo 60.7%. Las métricas PATH-DR y MAX-LQI podrían 
alcanzan una mayor robustez manteniendo múltiples caminos pero a cambio de 
un mayor overhead. Además han comprobado que la métrica PATH-DR es muy 
estable, y que MAX-LQI y la del número mínimo de saltos son más variables.  
( 4.4-1) 
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La otra métrica considerada en este artículo y es la Expected Transmission 
Count (ETX). ETX se define como: 
 
 
 
 
 
Donde LDRf (l) y LDRr (l) son los LDR  hacia delante (forward) y hacia atrás 
(reverse) del enlace l. Esta métrica está pensada para protocolos de 
encaminamiento que realizan confirmación y retransmisión enlace a enlace. 
Por esta razón, al final del artículo se acaba descartando esta métrica como 
interesante para la implementación.  
 
Tal y como muestra la literatura científica al respecto, en redes wireless puede 
no resultar óptimo utilizar  la métrica del mínimo número de saltos debido a las 
propias  características del medio de transmisión radio. Estudios demuestran 
que una intensidad alta de señal implica una pérdida de paquetes baja, pero no 
a la inversa, ya que una intensidad baja de señal no es sinónimo de una 
probabilidad de pérdidas alta. Tras diversos estudios se ha ido perfilando la 
necesidad de que métricas basadas en la calidad del enlace puedan optimizar 
el encaminamiento hacia un destino. En este apartado se han nombrado las 
métricas más importantes estudiadas hasta el momento, algunas de ellas 
aplicadas en entornos ad-hoc multicast en redes de sensores (MAX-LQI, 
PATH-DR y ETX), otras aplicadas en redes inalámbricas multisalto estáticas 
(ETX, RTT y PaktPair), incluso métricas basadas en la relación señal a ruido. 
Todas ellas tienen sus ventajas y desventajas, y lo que es más importante, su 
funcionamiento dependerá del  entorno en el cual se apliquen. El entorno de 
este proyecto no se corresponde totalmente con ninguno de los analizados 
puesto que se va a trabajar en un entorno de redes de sensores y algoritmos 
de encaminamiento unicast, pero de cada uno de ellos pueden extraerse ideas 
y referencias para nuestra posterior definición de métricas. Para acabar este 
capítulo cabe destacar que, de las métricas mencionadas se decidió 
implementar y evaluar la métrica PATH-DR. 
( 4.4-1) 
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CAPÍTULO 5. CARACTERIZACIÓN DEL ENTORNO DE 
PRUEBAS 
 
 
5.1 Introducción 
 
En capítulos anteriores hemos estudiado el estado del arte de las tecnologías y 
conceptos que conciernen al encaminamiento de redes IEEE 802.15.4. 
 
Este capítulo lo dedicaremos a la caracterización de la plataforma hardware y 
software utilizadas para evaluar el rendimiento de la métrica PATH-DR, en 
comparación con la métrica MIN_HOP. 
 
 
5.2 Plataforma Hardware 
 
La plataforma hardware utilizada como nodo de red IEEE 802.15.4 es un 
dispositivo desarrollado y distribuido por la University of California at Berkeley y 
Crossbow Technology Inc, denominada Telos rev.B. La Fig. 5.2.1 muestra una 
fotografía de esta plataforma. 
 
 
 
 
Fig. 5.2.1 Dispositivo Telosb rev. B 
 
Las características principales de este dispositivo, también denominado mote 
son: 
 
• Transceptor IEEE 802.15.4 
• Compatibilidad global con las bandas ISM (2.4 hasta 2.4835 GHz) 
• Velocidades de 250 kbps 
• Antena integrada en la placa base 
• Microcontrolador MSP430 de 8 MHz con 10 kB de RAM 
• Bajo consumo 
• Memoria flash externa de 1MB 
• Programación y recolección de datos por USB 
• Sensores varios integrados. Luz, temperatura y humedad. 
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• Opera con TinyOS 1.1.11 o superior 
La elección de esta plataforma frente a otras, ha sido principalmente su interfaz 
USB, que nos facilita la recopilación de datos a través de un bus conectado al 
PC5 y su chip radio CC2420 Chipcon products de Texas Instruments, que nos 
proporciona un indicador de la calidad del enlace (LQI Link Quality Indicador). 
Otro de los motivos es la posibilidad de ser utilizado con el sistema operativo 
TinyOS de libre distribución y diseñado para ser utilizados en dispositivos de 
bajo coste. 
 
 
5.2.1 Telos rev. B 
 
La familia Telos así como otros motes, monta el Chipcon CC2420, ya que 
cumple con la normativa IEEE 802.15.4. A continuación mostramos una tabla 
que incluye las especificaciones relevantes para este proyecto, proporcionadas 
por el fabricante. 
 
 
 
 
Fig. 5.2.2 Especificaciones extraídas del Dataste del mote Telos rev. B 
 
 
Los motes Telosb utilizan una plataforma estándar, la TPR2420CA mostrada 
en la Fig. 5.2.3. 
 
                                                           
5 El hecho de constituir la plataforma de desarroyo “de facto” para los entornos citados 
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Fig. 5.2.3 Diagrama de bloques TPR2420CA 
 
 
Como transceptor RF se usa el chip CC2420, que utiliza la banda de 2.4 GHz 
con velocidades de 250 kbps, empleando una transmisión DSSS a 2 Mchips 
con una modulación O-QPSK . De los dos mecanismos de acceso al medio, 
CC2420 bajo TinyOS utiliza el modo beaconless, el modo beacon no viene 
implementado, pero existe una comunidad, open-ZB, que ha desarrollado  una 
capa de red capaz de trabajar en modo beacon. 
  
 
5.3 Plataforma Software 
 
En este apartado describiremos las principales características de los 
principales elementos software del proyecto: el sistema operativo TinyOS, el 
lenguaje de programación Desc y la implementación de nst-AODV. 
 
 
5.3.1 TinyOS y NesC 
 
TinyOS, es un Sistema Operativo diseñado para sistemas embebidos. Su 
estructura se basa en la utilización de componentes. Este tipo de estructura, es 
muy útil para los sistemas embebidos con recursos limitados, ya que permite la 
reutilización de los diferentes componentes, tanto los propios del SO como los 
implementados por el desarrollador. 
 
TinyOS utiliza un nivel intermedio por encima de las capas física y MAC, la 
capa AM (Active Message), permitiendo la comunicación con la capa de 
Routing, tal y como se muestra en la Fig. 5.3.1: 
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Fig. 5.3.1 Nivel Intermedio AM 
 
 
Gracias a esta capa, la comunicación entre la capa de routing y la capa MAC, 
se hace de una manera sencilla e intuitiva, ya que la capa AM entrega un 
paquete de datos a la capa MAC del cual en esta capa se extraerá información 
necesaria como puede ser la dirección a la que va el paquete de datos, los bits 
de control de trama, a que PAN va dirigida,… En la siguiente Fig. 5.3.2 
mostramos como la capa AM se encapsula dentro del campo de datos de la 
trama IEEE 802.15.4: 
 
 
 
 
Fig. 5.3.2 Encapsulado del paquete AM dentro de la trama 802.15.4. 
 
 
El SO elegido, TinyOS 1.x, ya que los protocolos a optimizar y probar, están 
desarrollados para dicha plataforma. Aunque en un primer momento se planteó 
la utilización de TinyOS 2.x, pero a pesar que los desasarrolladores de ambas 
plataformas digan que son 100% compatibles, encontramos algunos cambios 
que suponían muchas horas de adaptación de código de los protocolos a la 
otra plataforma. 
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Para crear aplicaciones para TinyOS, se hace uso del lenguaje de 
programación nesC, que es una variante del lenguaje C, pero con la 
peculiaridad de que está diseñado para sistemas embebidos con limitada 
capacidad como los sensores Telosb.  
 
El diseño de este lenguaje, está basado en un núcleo multihilo simple y 
eficiente, con tres tipos de abstracciones: eventos, tareas y comandos. Los 
eventos son llamadas hacia arriba, es decir, de un componente de más bajo 
nivel a componentes de un nivel más alto, para comunicar algún evento, como 
puede ser la recepción de un mensaje. Los comandos, a diferencia de los 
eventos son llamadas hacia abajo, o lo que es lo mismo, utilizar funciones que 
nos proporcionan otros módulos que se encuentran por debajo nuestro, los que 
a su Vds. nos pueden enviar eventos, siempre y cuando estén programados e 
implementados. Y finalmente tenemos las tareas, que son trozos de código que 
son ejecutados asincronamente cuando el procesador queda libre y no hay 
tareas ni eventos que ejecutar, ya que los eventos tienen máxima prioridad 
para el procesador. El uso del procesador se reparte entre 3 colas FIFO se 
tratara, una de prioridad máxima para los eventos, otra de media prioridad para 
los comandos y por último una de baja prioridad para las tareas. 
 
En NesC, existen 3 tipos de componentes, los módulos, las configuraciones y 
las interfaces. Los componentes, proporcionan y utilizan las interfaces, que son 
las uniones entre módulos en este caso hacia abajo, son los comandos que 
proporcionan dichos módulos para que otros módulos los implementen. En las 
interfaces, se declaran dichos comandos que pueden ser implementados de 
cada módulo. Los módulos, contienen el código del programa y es donde se 
implementas las interfaces, mientras que en la configuración se encargan de 
enlazar las interfaces de los componentes entre sí, lo que se denomina wiring. 
 
La ventaja principal del wiring es la fácil reutilización del código y la gran 
portabilidad del nuestro programa a diferentes plataformas.  
 
Para la compilación de módulos, nesC hace uso de librerías y compiladores 
cruzados sólo disponibles para sistema Unix, por lo que es necesario la 
utilización de un sistema Unix o un emulador de unix para Windows como es 
Cygwin. Ha sido muy útil para el proyecto el empleo de una distribución Linux 
basada en Xubuntu con todo lo necesario para poder desarrollar y compilar 
para Telosb y TinyOS (XUBUNTOS), esta aportación llegó cunado 
empezábamos a tener problemas con la configuración de una Ubuntu para 
dicha tarea. 
 
 
5.3.2 NST-AODV 
 
Tras la visión general de nst-AODV en apartados anteriores, en este apartado 
se va a describir la implementación de este protocolo. 
 
Actualmente NST-AODV puede funcionar bajo nodos MICA2 (chip CC1000) y 
MICAz (chip CC2420). Los módulos más importantes que forman la aplicación 
son los siguientes: 
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• AODV_Core.nc: éste es uno de los principales módulos del programa. Se 
encarga de realizar el proceso de descubrimiento de rutas (envío / 
recepción de RREQ / RREP) y de la reparación de rutas (envío / recepción 
de RERR), así como de determinar la validez de las mismas. 
 
• Para ejecutar estas funciones se comunica con el módulo AODV_Tables. 
También es el responsable de gestionar los números de secuencia. 
 
• AODV_Tables.nc: este módulo gestiona las tres tablas que mantiene cada 
nodo. Estas tablas son la de rutas AODV_Route_Table), encargada de 
almacenar las rutas hacia los destinos, la de RREQs 
(AODV_Route_Cache), que evita el reenvío innecesario de los mensajes de 
descubrimiento de ruta ya recibidos y por tanto bucles, y finalmente la tabla 
de paquetes broadcast (AODV_Data_Cache), por el mismo motivo que la 
anterior. 
 
• AODV_PacketForwarder.nc: entre las tareas de este módulo, destaca la del 
envío y recepción los mensajes una vez la ruta se ha establecido de origen 
a destino. 
 
• SingleHopManagerM.nc: este módulo se encarga de las comunicaciones a 
un salto. 
 
• SimpleQueueM y BufferQueueM: estos dos módulos implementan los 
buffers de espera que permiten evitar la pérdida de mensajes cuando la ruta 
falla o en el proceso de descubrimiento. 
 
En esta implementación de NST-AODV, el formato de los paquetes y el tamaño 
en bytes de los diferentes campos es el siguiente: 
 
 
 
  33 
 
 
Fig. 5.3.3 Formatos de los Mensajes NST-AODV 
 
 
Cuando un nodo quiere enviar un mensaje a un destino, el primer paso que 
sigue es llamar a la función de envío SendMHopMsg, que encola el mensaje en 
BufferQueue. El paquete permanece en este buffer hasta que el módulo haya 
realizado las posibles tareas que tiene pendientes. Cuando éstas se han 
finalizado, el módulo AODV_PacketForwarder se encarga de verificar si existe 
una ruta en las tablas del nodo consultando al módulo AODV_Tables. Si no 
existe, el módulo AODV_Core comenzaría el proceso de descubrimiento 
enviando RREQs en modo broadcast controlado. Cuando algún nodo, ya sea el 
destino final o un nodo intermedio mediante indirect reply, responde al RREP y 
éste llega al origen, se crea la ruta y se notifica a AODV_PacketForwarder para 
que envíe el mensaje. En este punto, AODV_PacketForwarder envía el 
mensaje a SimpleQueue, que dispondrá de tres intentos de envío. Si los tres 
intentos fallaran, el nodo empezaría un proceso de reparación local para buscar 
una ruta hacia el destino. 
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CAPÍTULO 6. OBTENCION DE DATOS A TRAVES DEL 
PUERTO SERIE (USB) 
 
Otro reto que se planteó durante el transcurso del proyecto era la captación de 
los datos de los dispositivos conectados al PC a través del puerto serie USB. 
Una posible solución proporcionada por el equipo de la Universidad de Berkley, 
es la aplicación Listen, una aplicación desarrollada en java la cual hace uso de 
una variable del sistema llamada MOTECOM, la cual hemos de crear con el 
valor del puerto y la velocidad del mismo en el que se encuentra el mote telosb.  
 
El inconveniente principal de este método, es que solo se puede leer de un 
dispositivo a la vez, ya que hacemos uso de la variable del sistema y solo 
puede adquirir un valor a la vez, y en nuestro caso necesitamos poder adquirir 
datos de cualquiera de los 60 motes instalados en el laboratorio, ver Fig. 7.2.2, 
por lo que de descartó esta solución. 
 
Otra solución que plantean la comunidad de TinyOS, es utilizar la aplicación 
SerialForwarder implementada al igual que Listen, en Java. Esta otra solución, 
nos permite la captación de los datos de un puerto serie en concreto y su 
posterior envío mediante sockets a un puerto UDP en concreto. 
 
 
 
 
Fig. 6.1 Aplicación SerialForwarder de TinyOS 
 
 
Como podemos observar en la pantalla de configuración del SerialForwarder, le 
indicamos de qué puerto deseamos obtener los datos y contra que puerto 
TCP/IP los queremos lanzar. Este método nos permite obtener y lanzar datos 
de cuantos puertos deseemos, simplemente se ha de ejecutar tantas 
aplicaciones SerialForwarder como nodos queramos monitorizar. Por este 
motivo, se descartó esta opción ya que se cree inviable el tener que abrir cada 
vez 60 aplicaciones SerialForwarder, una por sensor, y configurar cada vez el 
puerto serie y puerto TCP, con la consiguiente modificación en la aplicación 
que lea de dichos sockets. 
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Tras mucho meditar una solución y siendo conscientes de la dedicación que iba 
a requerir, decidimos implementar nosotros mismos una aplicación que 
mezclara la posibilidad de capturar de varios puertos serie (USB en nuestro 
caso) como el SerialForwarder, y poder mostrar los datos directamente desde 
java como Listen, evitando así la utilización de socket UDP, pero de forma mas 
visual y sencilla de manejar que ambos programas. A raíz de todas están 
necesidades, se creó la aplicación USBShark, cuyo nombre hace honor al 
popular Wireshark. 
 
 
6.1.1 Desarrollo de USBShark 
 
El desarrollo de esta aplicación planteaba diferentes problemas iniciales, como 
controlar desde Java los puertos serie, de qué manera se han de mostrar los 
datos al usuario, que posibilidad hay de guardar capturas realizadas, de que 
modo se exportan los datos para ser utilizados, y otros mucho que iremos 
comentando en este apartado. 
 
Tras analizar las librerías Java de las que hace uso tanto SerialForwarder como 
Listen, la librería de Sun Microsystems Java Communications, y ver que sus 
desarrolladores habían dejado de implementarla y de darle soporte, decidimos 
utilizar la librería RXTXcomm, que sí que está respaldada por un equipo en 
activo bajo licencia GNU. Además, esta librería, proporciona clases como 
CommPortEnumerator, muy útil en el momento de saber cuantos dispositivos 
hay conectados a la máquina a través del puerto serie (USB) y puerto paralelo, 
ya que devuelve un objeto CommPortIdentifier por puerto serie utilizado. 
 
Haciendo uso de toda la programación existente por parte del equipo de 
TinyOS, con sus clases y objetos implementados para la detección de errores y 
unidades de datos corruptas, y de la librería RXTXComm, se obtuvo un 
programa capaz de saber que puertos estan ocupados y lanzar un hilo de 
ejecución para cada uno de ellos, leyendo y pasando al proceso que lo ha 
ejecutado las tramas lanzadas por los motes a través del puerso serie USB, 
despreciando las tramas corruptas y otras informaciones procedientes del USB 
no relacionadas con el proyecto ni los motes, como eran las coordenadas del 
ratón USB, carcteres tecleados en el teclado USB… 
 
A continuación, en la Fig. 6.2, se muestra un diagráma de bloques en el que se 
ve la relación entre las diferentes clases utilizadas. 
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Fig. 6.2 Diagrama de dependencias de las clases utilizadas en USBShark 
 
 
Podemos observar como desde la clase principal, GUI, se hace uso tanto de 
las diferentes vistas que crean la interfaz de usuario como son las JtreePacket, 
SuperCellRender y ModeloX, como de las necesarias para comunicarse con las 
interfaces Serial para listar todos puertos USB en uso, UsbList en caso de 
trabajar con pocos dispositivos, y Motelist de la Clase Listados6 para cuando 
trabajamos con muchos puertos USB. Y como el objeto Packet es usado por 
todas estas clases para extraer la información a mostrar. También como se 
hace uso de las clases proporcionadas por el equipo de TinyOS PacketSource 
y BuilSource por nuestro hilo SerialReader, el cual será lanzado una vez por 
cada USB que se desee leer al mismo tiempo. 
 
                                                           
6 Parte cedida por Carlos Barrera, para optimizar los recursos del sistema al listar los puertos USB ocupados. Solo 
válido bajo Linux o emuladores como Cygwin. 
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Fig. 6.3 Diagrama de asociación entre clases de USBShark 
 
En la Fig. 6.3, podemos ver las asociaciones entre clases del software 
implementado USBShark, y como el objeto Printer hace uso de un cronometro, 
para printar la diferencia de tiempos entre paquetes, y de un objeto 
SerialReader para leer los datos que provienen del USB y pasarle al ModeloX 
la información necesaria de cada paquete. También se observa como la clase 
GUI hace uso de múltiples objetos ModeloX, uno por cada paquete leído y se lo 
pasa a las clases JTreePacket, Packet, JFramePV y JTexHex, para mostrar los 
datos de los paquetes en las diferentes visiones disponibles. 
 
6.1.2 Interfaz de usuario 
 
Otra cuestión era la presentación de los datos al usuario. Buscando programas 
similares, de recolección de tramas ethernet, decidimos seguir la estética de 
presentación de datos del conocido capturador de tráfico ethernet Wireshark, 
anteriormente conocido como Ethereal. 
 
Podemos distinguir tres tipos de visualizaciones del mismo paquete en la 
pantalla principal, así como un pequeño menú situado en la parte superior del 
formulario. 
 
El programa USBShark muestra una captura de datos por pantalla como puede 
verse en la Fig. 6.4. 
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Fig. 6.4 Presentación final de USBShark 
 
 
Como podemos observar, sigue bastante la estética y la forma de presentar los 
datos de su modelo Ethereal, conteniendo en una primera pantalla principal dos 
formas de mostrar la información de cada paquete. 
 
Una tabla que contiene:  
 
• Nº Packet: un número secuencial de paquete referenciando siempre al 
primero recibido. 
 
• Time: la diferencia de tiempo con respecto a la recepción del primer 
paquete. 
 
• Devide Port: el puerto del que hemos capturado dicha información. 
 
• Packet Description; que como su nombre bien indica, se trata de una 
breve descripción del paquete. 
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En la otra división de la pantalla principal, podemos ver el paquete 
decompuesto en formato de árbol, pudiendo así explorar los distintos campos y 
contenido del paquete. 
 
Para obtener un mayor detalle de la información sobre uno de los paquetes 
capturados, hemos de clickar dos veces sobre la fila en la que se encuentra 
dicho paquete, para obtener una ventana que nos muestra más al detalle la 
información contenida en dicho paquete. 
 
 
 
 
Fig. 6.5 Vista detalle de un paquete en USBShark. 
 
 
La vista detalle de una trama capturada por nuestro software, se divide en dos 
partes. La primera es una vista en formato de árbol desplegadle igual que la 
que teníamos en la pantalla principal y la segunda vista es el formato 
hexadecimal del contenido del paquete explorado. 
 
Estos tres formatos de visualización de la información correspondiente a las 
tramas, es totalmente configurable por un programador, con unas simples e 
40  Trabajo Final de Carrera 
intuitivas modificaciones de las diferentes clases Java correspondientes a cada 
vista.  
 
 
6.1.3 Almacenamiento de la información capturada con USBShark 
 
Otra de las necesidades era poder conservar estos datos obtenidos mediante 
USBShark. A este reto se le dieron 2 soluciones: 
 
 
1. La de guardar directamente la tabla como objeto Java: 
 
Esta opción es muy útil si deseamos ver la información de nuevo en el 
programa. Recupera todos los paquetes, como si los hubiera capturado de 
nuevo, pudiendo acceder a las vistas de árbol, hexadecimal y en la tabla.  
 
 
2. La de exportar a un archivo CSV la información deseada: 
 
Con este método, podremos utilizar los datos obtenidos desde cualquier 
hoja de cálculo como puede ser MS Excel y OpenOffice Calc entre otras. El 
formato es muy simple, como su nombre indica Comma Separated Values 
(CSV), simplemente hemos de guardar la información que queramos 
separar por columnas entre comas y cada salto de línea es una fila. 
 
 
6.1.4 Personalización de USBShark 
 
EL software USBShark, se ha hecho muy personalizable, para que sea de 
ayuda para otros proyectos que se puedan realizar en el mismo laboratorio de 
IEEE 802.15.4. Pretendemos que el programa sea adaptable y modificable 
según las necesidades de otros desarrolladores/investigadores. A continuación 
explicaremos brevemente como modificar la visualización de cada una de las 
vistas. 
 
Primero de todo, hay que mencionar que hay un objeto Packet por cada 
paquete de datos recibido desde el puerto serie. A este objeto, le podemos 
pedir que nos devuelva parámetros como la descripción del paquete, de qué 
puerto viene, etc. y, por supuesto, todo esto es modificable por el usuario con 
unos mínimos conocimientos de programación (ver Anexo II). 
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CAPÍTULO 7. OPTIMIZACIÓN Y EVALUACIÓN DE 
PATH-DR 
 
 
7.1 Introducción 
 
En este CAPÍTULO 7 presentamos la implementación de las diferentes 
métricas a evaluar con el protocolo nst-AODV, los experimentos realizados, los 
resultados obtenidos y las conclusiones del estudio realizado. 
 
Las métricas implementadas y probadas son las del menor número de saltos 
(MIN_HOP), que viene por defecto ya implementado en el protocolo nst-AODV 
y la métrica de elección de ruta por mayor probabilidad de entrega de paquetes 
(PATH-DR). 
 
 
7.2 Caracterización de un enlace 802.15.4 
 
En el punto 4.4, podemos ver como la calidad del enlace adquiere una mayor 
importancia en cuanto a las métricas de las nuevas propuestas de protocolos 
de encaminamiento. Por lo que en este capítulo nos centraremos en 
caracterizar la calidad de los enlaces mediante el indicador proporcionado por 
el fabricante del chip radio CC2420 que es el que monta los sensores Telosb 
con los que se ha realizado el proyecto. 
 
 
7.2.1 Indicadores LQI y RSSI 
 
LQI y RSSI son dos indicadores, que nos proporciona el nivel físico y el nivel 
MAC IEEE 802.15.4, que permiten caracterizar un enlaces. 
 
En la trama IEEE 802.15.4 se define un campo FCS (Frame Check Sequence) 
ver Fig. 5.3.2, que consta de dos bytes, dedicado a la corrección de errores en 
la recepción del mismo, paso que es opcional en la programación de una 
aplicación. Cada vez que un mote recibe una trama, TinyOS reemplaza estos 
dos bytes para pasar a la capa MAC, en esos dos bytes, los valores LQI y RSSI 
como se muestra en la Fig. 7.2.1. El RSSI, medido sobre los primeros ocho 
símbolos que siguen al SFD (ver 
Fig. 2.6), ocupará el primer byte del FCS. El bit más significativo del segundo 
byte corresponde al CRC, que indica si la trama recibida es correcta. Y por 
último, los 7 bits menos significativos del segundo byte del FCS se reemplazan 
con el LQI, que se basa en un muestreo de la tasa de error de los primeros 
ocho símbolos de la cabecera de la trama recibida de la capa PHY (campo 
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longitud). Este muestreo genera un valor de correlación dentro del rango 
[50,110]. Donde del valor de LQI 50 se asocia a una mala calidad del enlace y 
un valor de 110 en el LQI, sería una calidad de enlace máxima. 
 
El valor del LQI representa la correlación de los primeros ocho símbolos que 
van después del campo de comienzo de trama (SFD, Start Frame Delimiter 
 
 
 
 
Fig. 7.2.1 Formato de la trama que se le pasa a la capa MAC. 
 
 
El valor de RSSI lo podemos encontrar en el registro del chip con el nombre de 
RSSI_VAL en formato complemento a 2. Y es calculado mediante la media de 
los 8 primeros símbolos recibidos, por lo que se recalcula cada 128 µs. Los 
valores de las potencias recibidas siempre tendrán signo negativo ya que el 
rango de potencias de transmisión del chip CC2420 va de –25 dBm a 0 dBm. 
Para obtener el valor real de potencia recibida, se usará la fórmula: 
 
PRX = RSSI_VAL + RSSI_OFFSET [dBm]  ( 7.2-1) 
 
Donde según especificaciones del fabricante del chip, nos indica usar un valor 
de offset igual a – 45. 
 
Una vez visto todo lo relacionado con los rangos de valores de los parámetros 
LQI y RSSI, se procede a diseñar un plan de pruebas para estudiar su 
comportamiento en términos de calidad de enlace. El escenario para realizar 
tales pruebas consta de 60 dispositivos Telosb ubicados en una cuadrícula de 
madera, a partir de ahora grid, con una separación entre ellos de 90 cm., 
situados en las intersecciones. Cada nodo está conectado mediante USB a un 
PC basado en Linux (XUBUNTOS) y con el software desarrollado en este TFC 
y en el de Carlos Barrera que simplificaba considerablemente la localización de 
dispositivos en el grid y la programación masiva y controlada de los 
dispositivos, donde se ejecuta USBShark para la captura y visualización de los 
datos de interés. En la siguiente figura (Fig. 7.2.2) vemos una representación 
del grid que se encuentra suspendido a una altura de 2,5 m del suelo. Se han 
hecho todas las pruebas de caracterización alrededor de las 16:00-19:00, y con 
personal en el laboratorio, factores que han podido influir en la calidad del 
enlace. También podemos ver una foto del grid en la Fig. 7.2.3. 
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Fig. 7.2.2 Representación del grid montado en el laboratorio. 
 
 
 
 
Fig. 7.2.3 Representación del grid montado en el laboratorio. 
 
 
Se ha realizado un programa para los motes, específico para esta prueba, el 
cual se encarga de enviar en broadcast un paquete que es recibido por todos 
los nodos y el cual no necesita confirmación (ACK). Este paquete, consta de 
tres campos, uno llamado seqNum de 2 bytes de longitud, que usamos para 
enviar una secuencia de paquetes enviados por el emisor, y otros dos de 1 
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byte, llamados RSSI y LQI, respectivamente, que rellenaremos en el receptor 
justo antes de enviar esta información por el puerto serie con tal de recolectar 
los datos. Tal y como se muestra en la  
Fig. 7.2.4. 
 
 
 
 
Fig. 7.2.4 Formato de los datos para la caracterización del enlace radio. 
 
 
Este paquete de datos, encapsulado por supuesto sobre 802.15.4, se envía 
cada 100 ms, con un total de 1000 transmisiones. Para la realización de estas 
pruebas, se ha procedido a poner el chip en modo sin confirmación de tramas  
(noAutoACK) y en canal de transmisión 26, ya que es el más alejado de las 
frecuencias utilizadas por IEEE 802.11, como puede verse en la Fig. 7.2.5. 
 
 
 
 
Fig. 7.2.5 Espectro de frecuencias 802.15.4 vs 802.11 
 
 
7.3 Métrica PATH-DR 
 
E anteriores proyectos realizados por el Grupo de Redes Inalámbricas de la 
UPC, se había realizado un trabajo preliminar en esta línea pero en escenarios 
 
2 bytes 1 byte 1 byte 
numSeq rssi lqi 
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poco representativos y poco fiables para su correcta evaluación. Se desea 
reproducir la evaluación sobre el grid montado en el laboratorio esperando 
resultados más fiables y representativos. 
 
La métrica PATH-DR creemos que puede ser una métrica adecuada para las 
redes de sensores IEEE 802.15.4. Esta métrica trata de maximizar la 
probabilidad de entrega de paquetes por la ruta escogida. A continuación 
estudiaremos la capacidad de predecir el PDR de un camino para con los 
valores proporcionados por el chip radio CC2420, LQI y/o RSSI. Previamente, 
caracterizaremos el comportamiento de un enlace con la distancia, en términos 
de LQI y RSSI. 
 
 
7.3.1 Caracterización de un enlace según la distancia 
 
En la figura siguiente se muestran los valores de LQI medios obtenidos en la 
prueba representando una gráfica en función de la distancia (Fig. 7.3.1). Para 
esta prueba el emisor estaba situado en una de las esquinas del grid y los 
receptores fueron los dispositivos situados en la misma fila a distancias 
múltiples de 90 cm. 
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Fig. 7.3.1 LQI medio según la separación entre motes. 
 
 
En la Fig. 7.3.1, podemos observar que la tendencia del valor de LQI con la 
distancia tiene una ligera tendencia a decrecer, pero el decrecimiento no es 
monótono. Esto puede ser debido a fenómenos como el multicamino e 
interferencia externa 
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Fig. 7.3.2 RSSI medio según la separación entre motes. 
 
 
Y en la Fig. 7.3.2, muestra la potencia media recibida por cada nodo en función 
de la distancia, en pasos de 90 cm. Como podemos observar el RSSI 
disminuye con la distancia, esta vez de una forma más clara que el LQI. Sin 
embargo, posiblemente por algunas de las razones ya apuntadas, el RSSI 
medio no decrece monótonamente con la distancia. 
 
 
7.3.2 Relación LQI – LDR 
 
A continuación extraeremos la relación entre LQI y LDR en un enlace. Para ello 
se han utilizado los 60 nodos instalados en el laboratorio. Al igual que antes, el 
nodo emisor estaba situado en una de las esquinas del grid, la potencia de 
transmisión era de -25 dBm y los paquetes eran enviados cada 500 ms para 
evitar una posible perdida de paquetes en el momento de recolectar datos 
desde el PC. Las pruebas se hicieron entre las 16:00 y las 18:00 y con gente 
en el laboratorio. 
 
La prueba se ha realizado cuatro veces con el emisor en una esquina distinta 
en cada caso. Cada valor extraído de (LDR, LQI) ha sido obtenido a partir de 
1000 transmisiones. 
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Fig. 7.3.3 Relación entre LQI y el porcentaje de paquetes entregados. 
 
En la Fig. 7.3.3 resultante de las pruebas, podemos observar una gran 
concentración de puntos en la zona de 100% Link Delibery Ratio (LDR), 
concretamente 165 de un total de 236 muestras (59 motes receptores  y un 
mote emisor en cada una de las 4 pruebas) y 8 puntos en la zona de entrega 
de paquetes 0%. Parece que se puede relacionar el LDR con el LQI promedio 
con una aproximación de la gráfica por  5 rectas con pendientes diferentes (ver 
Fig. 7.3.4). 
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Fig. 7.3.4 Simplificación de la Fig. 7.3.3 en 5 rectas con pendientes diferentes. 
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Esta simplificación de la gráfica es necesaria debido a los escasos recursos 
disponibles en los dispositivos Telosb, hay que tratar de minimizar los cálculos 
y evitar operaciones costosas. 
 
 
1=y       ∈x [50, 62]  ( 7.3-1) 
 
11
4340
11
70
−= xy      ∈x  [62, 73]  ( 7.3-2) 
 
2
79
2
3
−= xy      ∈x  [73, 91]  ( 7.3-3) 
 
3
200
3
1
+= xy      ∈x  [91, 100]  ( 7.3-4) 
 
100=y      ∈x  [100, 110] ( 7.3-5) 
 
También hemos sacado una gráfica paralela a la anterior, con la desviación 
obtenida en cada una de las medias mostradas. Tras ver la Fig. 7.3.5, se puede 
observar la inestabilidad de los valores de LQI que se presentan las zonas 
comprendidas entre valores de 60 y 100. 
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Fig. 7.3.5 Desviación estándar de los valores medios de LQI obtenidos en las 
pruebas. 
 
 
  49 
Esto se debe a que el LQI tiene una variabilidad en el tiempo, suponemos que 
debido a fenómenos que se escapan a nuestro control como el multicamino, los 
rebotes, etc. A continuación veremos una serie de gráficas (Fig. 7.3.6, Fig. 
7.3.7, Fig. 7.3.8, Fig. 7.3.9) de enlaces estáticos con diferentes LDR medios, de 
los cuales hemos representado la progresión del LQI a lo largo del tiempo. 
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Fig. 7.3.6 Variación del LQI con el tiempo en un enlace con LDR medio de 
13.7%. 
 
 
 
LQI de un enlace estático con LDR 48%
50
60
70
80
90
100
110
0 100 200 300 400 500 600 700 800 900 1.000
Paquete
LQ
I
 
 
Fig. 7.3.7 Variación del LQI con el tiempo en un enlace con LDR medio de 
48%. 
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LQI de un enlace estático con LDR 77,4%
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Fig. 7.3.8 Variación del LQI con el tiempo en un enlace con LDR medio de 
77.4%. 
 
LQI de un enlace estático con LDR 100%
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Fig. 7.3.9 Variación del LQI con el tiempo en un enlace con LDR medio de 
100%. 
 
 
Se puede ver una alta variabilidad del LQI en enlaces de calidad media lo que 
puede dar lugar a una inestabilidad de rutas. 
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7.3.3 Relación RSSI – LDR 
 
A continuación extraeremos la relación entre el RSSI y LDR en un enlace.  
Para ello se han utilizado los mismos datos y pruebas realizadas en el apartado 
7.3.2. 
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Fig. 7.3.10 Relación RSSI con el porcentaje de entrega de paquetes. 
 
 
Observando la Fig. 7.3.10 vemos que los puntos están concentrados en la zona 
de LDR 100% con potencias que van desde -86 dBm a los -60 dBm. Se puede 
observar que a partir de los -70 dBm tenemos todo las entregas alrededor del 
100% LDR y que la mayoría de muestras están por debajo de ese valor. La 
gráfica LDR-RSSI obtenida no nos permite obtener ninguna relación entre esto 
dos valores, por lo que se descarta para la implementación de la métrica 
PATH-DR. 
 
 
7.3.4 Implementación de PATH-DR 
 
Una vez caracterizado el enlace en cuanto a probabilidad de entrega de 
paquetes según el LQI medido en el enlace y descartando el uso del parámetro 
RSSI, procedemos a plasmar esto en el protocolo nst-AODV. Los cambios más 
significativos a realizar han sido crear la función convertLQItoLDR, que nos 
permite pasar de un valor LQI del enlace, a una probabilidad de entrega de 
paquete tal y como se ha calculado en apartados anteriores, y así elegir la 
mejor ruta. Otro cambio significativo, es la eliminación del tratamiento del 
paquete una vez ha alcanzado su Time To Live (TTL) especificado. Con la 
versión por defecto de nst-AODV, a los 7 saltos de un paquete RREQ, el 
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paquete era eliminado, pero con la métrica PATH-DR esto no es necesario, ya 
que nos da igual en número de saltos que de un paquete, cosa que nos trajo 
problemas que ya veremos mas adelante. 
 
El funcionamiento del descubrimiento de ruta con la métrica PATH-DR de la 
siguiente manera, cuando se recibe el RREQ, se obtiene el valor del parámetro 
LQI de la interfaz radio y se le pasa a la función convertLqiToLdr, que se 
encarga de verificar que el valor esté dentro del rango válido de 50 a 110 y de 
mapear el valor obtenido al LDR correspondiente según la linealización por 
trozos explicada anteriormente, retornando el LDR obtenido. Este LDR aplica al 
último salto del mensaje, por lo que hay que extraer el campo metric (PDR 
acumulado hasta el salto anterior) y multiplicar los dos valores para obtener la 
métrica actualizada. El proceso a nivel de código es multiplicar los dos valores, 
dividirlos por 100 y redondear ya que se dispone de un solo byte para enviar tal 
información. Al redondear, nos encontramos que un valor próximo al 0, se 
redondea a 0 lo que nos puede llevar a caso puntuales críticos si trabajamos en 
redes con calidad de enlace media o baja. 
 
Para el ejemplo crítico representado en la Fig. 7.3.11 donde el PDR resultante 
acumulado es de 0, se ha decidido que para no descartar la ruta, si es la única 
que encontramos no tiene sentido descartarla por poca probabilidad de entrega 
que tenga, que siempre que se calcule el PDR a culminado por ruta, si el 
resultado es 0, se sustituirá por 1, siendo descartada la ruta siempre que 
tengamos una con mejor PDR acumulado y aceptada la ruta si es el único 
descubrimiento obtenido. Para ver al detalle la métrica implementada, se puede 
consultar el código añadido en el Anexo III.  
 
 
 
 
Fig. 7.3.11 Ejemplo crítico de PDR 
 
 
 
7.3.5 Pruebas y resultados 
 
Con tal de comparar y estudiar las dos métricas comentadas para el protocolo 
de enrutamiento nst-AODV, la habitual y definida en el estándar de AODV que 
es la del mínimo numero de saltos MIN_HOP, y una basada en la calidad de 
los enlaces PATH-DR y programada siguiendo los pasos del apartado anterior. 
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7.3.5.1 Escenario para las pruebas 
 
En lo referente a los dispositivos, la configuración ha sido: los ACK a nivel radio 
activados y la potencia de transmisión 0x02 (para este nivel de potencia, el 
fabricante no facilita una conversión a dBm) para forzar que un flujo deba 
atravesar caminos de mas de un salto. Por lo que se refiere al nodo transmisor, 
se han definido una serie de flujos representados en la siguiente Fig. 7.3.12, 
siendo en todos los casos el nodo TX el emisor (marcado en 
rojo) y el resto de nodos (marcados en verde) el receptor. Las pruebas se 
han hecho con un único flujo simultáneo en la red en todo momento. 
 
 
 
Fig. 7.3.13 Coordenadas definidas en el Grid 
 
 
La mecánica de todas las pruebas es el envío por parte del emisor de un total 
de 1000 paquetes de datos hacia un solo destino en el cual se recogerán los 
siguientes datos de los paquetes recibidos: el PDR que estima el protocolo nst-
AODV en base a sus descubrimientos de ruta, el número de saltos que ha 
realizado y la cantidad de paquetes recibidos. Con estos datos y con el número 
de paquetes recibidos compararemos ambas métricas sobre el mismo 
protocolo en base a: PDR y numero medio de saltos. Además, para evaluar la 
capacidad de la métrica PATH-DR de predecir el PDR del camino, extraemos el 
PDR medido medio. 
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Las pruebas se realizaron por separado para evitar colisiones de paquetes de 
diferentes flujos, y las condiciones externas en el momento de hacer las 
pruebas eran parecidas a las de las de caracterización solo que con una 
temperatura mas elevada debido al cambio de estación, pero con el número 
aproximado de personas trabajando en el laboratorio y sobre horas parecidas, 
de 17:00 a 20:00. Aunque en ocasiones había pruebas que se demoraban 
hasta pasadas las 22:00. Tras realizar cada prueba, era necesario el reseteo 
de las tablas de encaminamiento de cada mote, pero gracias una vez más al 
software desarrollado por Carlos Barrera se podían hacer con un solo clic. 
 
Cabe destacar la tediosidad de las pruebas, ya que se detectaron problemas 
de funcionamiento en la implementación original de nst-AODV que hubo que 
resolver. 
 
 
 
7.3.5.2 Resultados de las pruebas 
 
Tras realizar las pruebas indicadas en el apartado anterior, se ha procedido a 
completar la Tabla 1 mostrando las diferencias de los saltos dados por cada 
paquete por cada métrica, el PDR medio estimado por el protocolo nst-AODVy 
el porcentaje de paquetes recibidos. 
 
 
Tabla 1 Comparación entre los flujos con métricas MIN_HOP y PATH-DR 
Flujo7 HOPS PDR 
 saltos PDR Tasa entrega saltos PDR Tasa entrega 
1 1,00 79 100,00% 1,41 94,25 100,00% 
2 3,34 67,25 86,60% 3,65 71,17 88,08% 
3 2,82 77,57 96,37% 2,00 92,72 100,00% 
4 2,76 81,53 87,71% 2,74 85,26 96,64% 
5 2,71 65,04 86,24% 3,00 85,72 86,40% 
6 3,29 59,84 47,69% 3,38 72,13 84,11% 
7 3,52 46,88 64,40% 3,31 86,06 87,71% 
8 3,46 53,53 56,43% 4,09 63,74 91,48% 
9 5,38 39,96 10,33% 5,54 70,77 57,95% 
 
Tabla 2 Comparación entre las métricas MIN_HOP y PATH-DR 
Saltos 
HOPS 
Saltos 
PDR 
PDR 
medio 
HOPS 
PDR 
medio 
PDR 
% Entrega 
HOPS 
% Entrega 
PDR 
3,14 3,23 63,40 80,20 70,40 88,00 
 
 
                                                           
7 Se referencia el nodo receptor según indica la figura XXX. 
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En la Tabla 1 de resultados, podemos observar que en media de todos los 
flujos, las transmisiones efectuadas con la métrica MIN_HOP, tienen un 
número medio de saltos inferior a los realizados con la métrica PATH-DR. 
Como era de esperar, las transmisiones efectuadas con la métrica PATH-DR 
han mantenido  una tasa de entrega superior a las transmisiones efectuadas 
con la métrica MIN_HOPS. Así como un número de salto y un PDR de 
descubrimiento de ruta mayor con la métrica PATH-DR que con la MIN_HOP. Y 
en la Tabla 2 vemos las medias de todas las transmisiones confirmando lo que 
se muestra con las transmisiones individuales. 
 
Por otra parte el PDR medio en el caso de la métrica PATH-DR ha sido en 
muchos casos capaz de predecir el porcentaje de entrega de paquetes. Se 
decidió hacer otras pruebas con menos nodos y con una mayor potencia de 
transmisión (-25 dBm), para ver el comportamiento de ambas métricas en un 
entorno donde los enlaces son de una calidad buena y por consiguiente de LQI 
poco variable en tiempo, como se muestra en la Fig. 7.3.5 con la desviación 
estándar de este valor. 
 
 
 
 
 
Fig. 7.3.14 Escenario y flujos para las pruebas con potencia -25dBm 
 
 
 
La tabla que a continuación mostramos ( 
 
Flujo 1 
Flujo 4 
Flujo 2 
Flujo 3 
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Tabla 3) es la correspondiente a los flujos definidos en el nuevo escenario y 
con los nuevos flujos como se muestra en la Fig. 7.3.14. 
 
 
 
Tabla 3 Resultados con el nuevo escenario y potencia de -25 dBm. 
 Métrica MIN_HOP Métrica PATH-DR 
 Nº 
medio 
de 
saltos 
PDR 
medio 
(%) 
Entrega 
paquetes 
(%) 
Nº 
medio 
de 
saltos 
PDR 
medio 
(%) 
Entrega 
paquetes 
(%) 
Flujo 1 1.95 98.11 100 3.55 35.91 100 
Flujo 2 1 100 99.9 1.2 91.48 100 
Flujo 3 1 100 100 1.31 99.51 100 
Flujo 4 1.13 76.28 99.8 2.16 97.34 100 
 
 
 
 
Tabla 4 Comparación entre las métricas MIN_HOP y PATH-DR 
Saltos 
HOPS 
Saltos 
PDR 
PDR 
medio 
HOPS 
PDR 
medio 
PDR 
% Entrega 
HOPS 
% Entrega 
PDR 
1,27 2,05 81,06 93,59 99,92 100 
 
 
 
En este caso, observamos como, dadas las buenas condiciones de calidad de 
los enlaces, el comportamiento de las dos métricas evaluadas es 
prácticamente el mismo, y con poco margen para su mejora. En este caso, la 
métrica MIN_HOP sigue minimizando el número de saltos, lo cual es 
ventajoso en términos de consumo de energía. Este resultado pone de 
manifiesto el compromiso que existe entre maximización de tasa de entrega 
(que puede suponer emplear caminos con más saltos) y minimización de 
energía consumida (en base a minimizar el número de saltos) 
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CAPÍTULO 8. CONCLUSIONES Y LINEAS FUTURAS 
 
 
8.1 Conclusiones 
 
El auge existente a nivel de investigación y de interés de la industria en el 
campo de las redes de sensores, espera que el interfaz IEEE 802.15.4 
posibilite un gran abanico de aplicaciones. 
 
En este trabajo se ha realizado una revisión del estado del arte en el área del 
encaminamiento en redes inalámbricas multisalto en general, particularizando 
para las redes IEEE 802.15.4. 
 
Pese a que existen estudios que caracterizan la calidad de un enlace IEEE 
802.15.4 en base a parámetros proporcionados por las capas físicas y MAC, 
existe escasa literatura acerca de su aplicación al encaminamiento en redes 
IEEE 802.15.4 con topología mesh. Este documento presenta un estudio de 
métricas de encaminamiento alternativas a la métrica clásica denominada 
MIN_HOP para el protocolo de encaminamiento nst-AODV. En particular la 
métrica seleccionada ha sido PATH-DR, diseñada para maximizar la tasa de 
entrega de paquetes de un camino. 
 
Se ha realizado experimentos en un gris de 60 sensores IEEE 802.15.4 para 
comparar el rendimiento de las dos métricas consideradas. En el transcurso de 
las diferentes pruebas de testeo de las métricas, se ha podido observar que las 
transmisiones efectuadas con la métrica PATH-DR han mantenido  una tasa de 
entrega superior a las transmisiones efectuadas con la métrica MIN_HOPS. Así 
como un número de salto y un PDR de descubrimiento de ruta mayor con la 
métrica PATH-DR que con la MIN_HOP, ya que lo que intenta PATH-DR es 
encontrar una ruta con mayor probabilidad de entrega de tramas sin tener en 
cuenta el número de nodos que atraviesa. En situaciones de calidad de enlaces 
muy buena, y caminos con pocos saltos, la tasa de entrega de ambas métricas 
se equipara. En este caso, resulta interesante la métrica MIN_HOP, por 
minimizar el consumo de energía. 
 
Para la recolección y análisis de datos de interés para obtener los resultados 
de los mismos, se ha desarrollado una herramienta capaz de capturar datos 
procedentes de un puerto USB y mostrarlos al usuario con una interfaz 
amigable. 
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8.2 Líneas futuras 
 
En cuanto a líneas futuras, hubiera sido interesante ampliar el estudio con: 
 
• Ampliación de los escenarios de pruebas en términos de número de 
flujos, topologías empleadas, etc. 
 
• Consideración de  la evaluación de métricas distintas, como por ejemplo, 
la métrica empleada en ZigBee. 
 
• Combinación del indicador RSSI y el indicador LQI en el procesod e 
descubrimiento de ruta. 
 
• Ampliación del software USBShark con funcinalidades como obtención 
de gráficas, optimización de los filtros de captura, etc. 
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 Anexo I Código USBShark 
 
GUI.java
package tinyos.telosb; 
 
import java.awt.*; 
import java.awt.event.ActionEvent; 
import java.awt.event.ActionListener; 
import java.awt.event.KeyEvent; 
import java.awt.event.MouseAdapter; 
import java.awt.event.MouseEvent; 
import java.awt.event.MouseListener; 
import java.awt.event.WindowAdapter; 
import java.awt.event.WindowEvent; 
import java.io.File; 
import java.io.FileInputStream; 
import java.io.FileNotFoundException; 
import java.io.FileOutputStream; 
import java.io.IOException; 
import java.io.ObjectInputStream; 
import java.io.ObjectOutputStream; 
import java.io.PrintStream; 
import java.util.Iterator; 
 
import javax.swing.*; 
import javax.swing.border.BevelBorder; 
import javax.swing.border.Border; 
import javax.swing.event.AncestorEvent; 
import javax.swing.event.AncestorListener; 
import javax.swing.event.MenuEvent; 
import javax.swing.event.MenuListener; 
import javax.swing.event.TableModelEvent; 
import javax.swing.event.TableModelListener; 
import javax.swing.table.DefaultTableModel; 
import javax.swing.table.TableColumn; 
import javax.swing.table.TableColumnModel; 
import javax.swing.table.TableRowSorter; 
import javax.swing.tree.DefaultMutableTreeNode; 
import javax.swing.tree.DefaultTreeModel; 
import javax.swing.tree.TreeNode; 
 
import Listados.Motelist; 
 
 
 
public class GUI extends JFrame { 
 
 private Motelist motelist; 
 private Thread[] th; 
 private Thread _th; 
  
// *************************** 
   private JPanel contentPane; 
   private JPanel jPanel_Msg; 
   private JPanel jPanel_Dev; 
   private JPanel jPanel_Dev_NORTH; 
   private JPanel jPanel_Dev_CENTER; 
   private JPanel jPanel_Dev_SOUTH; 
   private JPanel jPanel_Treeview; 
   private JComboBox comboBox_dev; 
   private JScrollPane jScrollPane1; 
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   private JScrollPane jScrollPane2; 
    
   private JSplitPane splitter2; 
   private JSplitPane splitter; 
   private JButton reScan_dev; 
   private JButton StartReading; 
   private JButton ClearTable; 
   private JButton setFilter; 
   private JButton cleanFilter; 
   private JTextField Filter; 
   private JLabel nstFilterLabel; 
   private JCheckBox nstPTError; 
   private JCheckBox nstPTRreq; 
   private JCheckBox nstPTRrep; 
   private JCheckBox nstPTData; 
   private JCheckBox NOnstPT; 
   private Icon USBIcon; 
   private Icon filterImage; 
   private Icon cleanImage; 
   public int capture = 0; 
   private JTable jTableMsg; 
   private ModeloX tablemodelo; 
   private TableRowSorter<ModeloX> sorter; 
   private JMenu DevMenu; 
   private JMenu FileMenu; 
   private JMenu GraphMenu; 
   private Border border1; 
        private Packet _packet; 
   private JTreePacket jtp; 
    
 public GUI() { 
  // TODO Auto-generated constructor stub 
  enableEvents(AWTEvent.WINDOW_EVENT_MASK); 
     try { 
       jbInit(); 
     } 
     catch(Exception e) { 
       e.printStackTrace(); 
     } 
 } 
 
 private void jbInit(){ 
   
  contentPane = (JPanel) this.getContentPane(); 
      
  border1 = BorderFactory.createCompoundBorder( 
       BorderFactory.createBevelBorder( 
        
 BevelBorder.LOWERED,Color.white,Color.white, 
         new Color(124, 124, 124),new Color(178, 
178, 178)), 
        
 BorderFactory.createEmptyBorder(0,5,0,5)); 
 
//   Panel de dispositivos (devices) 
      
     jPanel_Dev = new JPanel(); 
     jPanel_Dev_NORTH = new JPanel(new 
FlowLayout(FlowLayout.LEADING)); 
     jPanel_Dev_CENTER = new JPanel(new 
FlowLayout(FlowLayout.LEADING)); 
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     jPanel_Dev_SOUTH = new JPanel(new 
FlowLayout(FlowLayout.TRAILING)); 
     jPanel_Dev.setLayout(new BorderLayout()); 
     jPanel_Dev.add(jPanel_Dev_NORTH, BorderLayout.NORTH); 
     jPanel_Dev.add(jPanel_Dev_CENTER, BorderLayout.CENTER); 
     jPanel_Dev.add(jPanel_Dev_SOUTH, BorderLayout.SOUTH); 
      
     comboBox_dev = new JComboBox(); 
     toFillUp(comboBox_dev); 
      
      
     Filter = new JTextField(); 
     Filter.setEditable(true); 
     Filter.setText(""); 
     Filter.setFont(new Font(Font.SERIF, Font.BOLD, 20)); 
     Filter.setPreferredSize(new Dimension(450,30)); 
      
     filterImage = new ImageIcon("images/filtro.gif", "Start 
Capture"); 
     setFilter = new JButton(filterImage); 
     setFilter.setText("Filter"); 
     setFilter.addActionListener(new 
java.awt.event.ActionListener() { 
       public void actionPerformed(ActionEvent e) { 
        
sorter.setRowFilter(RowFilter.regexFilter(Filter.getText()));  
       } 
     }); 
     cleanImage = new ImageIcon("images/clean.gif", "Clear 
Filter"); 
     cleanFilter = new JButton(cleanImage); 
     cleanFilter.setText("Clear filter"); 
     cleanFilter.addActionListener(new 
java.awt.event.ActionListener() { 
       public void actionPerformed(ActionEvent e) { 
           
        Filter.setText(""); 
        nstPTError.setSelected(false); 
        nstPTRreq.setSelected(false); 
        nstPTRrep.setSelected(false); 
        nstPTData.setSelected(false); 
        NOnstPT.setSelected(false); 
       } 
     }); 
      
      
     jPanel_Dev_CENTER.add(Filter); 
     jPanel_Dev_CENTER.add(setFilter); 
     jPanel_Dev_CENTER.add(cleanFilter); 
      
     nstFilterLabel = new JLabel("nstAODV Options:   "); 
     nstPTRreq = new JCheckBox("Route Request "); 
     nstPTRrep = new JCheckBox("Route Reply "); 
     nstPTError = new JCheckBox("Route Error "); 
     nstPTData = new JCheckBox("Data "); 
     NOnstPT = new JCheckBox("No nstAODV Packet"); 
      
     jPanel_Dev_SOUTH.add(nstFilterLabel); 
     jPanel_Dev_SOUTH.add(nstPTRreq); 
     jPanel_Dev_SOUTH.add(nstPTRrep); 
     jPanel_Dev_SOUTH.add(nstPTError); 
     jPanel_Dev_SOUTH.add(nstPTData); 
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     jPanel_Dev_SOUTH.add(NOnstPT); 
      
     USBIcon = new ImageIcon("images/USBCapture.gif", "Start 
Capture"); 
   
     StartReading = new JButton(USBIcon); 
     StartReading.setText("Start Capture"); 
     StartReading.addActionListener(new 
java.awt.event.ActionListener() { 
       public void actionPerformed(ActionEvent e) { 
        switch (capture){ 
        case 0: 
         StartReading.setText("Stop Capture "); 
         StartReading (); 
         capture = 1; 
         break; 
        case 1: 
         StartReading.setText("Start Capture"); 
         capture = 0; 
         StopReading (); 
         break; 
        } 
       } 
     }); 
      
     ClearTable = new JButton(cleanImage); 
     ClearTable.setText("Clear Table"); 
     ClearTable.addActionListener(new 
java.awt.event.ActionListener() { 
       public void actionPerformed(ActionEvent e) { 
        tablemodelo.setRowCount(0); 
       } 
     }); 
      
     jPanel_Dev_NORTH.add(StartReading); 
     jPanel_Dev_NORTH.add(ClearTable); 
      
//  Panel de MSG 
     //TABLA JTABLE  
      
     String[] titulos = {"N Packet","Time","Device Port","Packet 
Description..."}; 
     tablemodelo = new ModeloX(titulos,0); 
     sorter = new TableRowSorter<ModeloX>(tablemodelo); 
 
     jTableMsg = new JTable(tablemodelo); 
      
     TableColumnModel colModel = jTableMsg.getColumnModel(); 
     for (int eger=0; eger< jTableMsg.getColumnCount(); eger ++){ 
      TableColumn column = colModel.getColumn(eger); 
         column.setCellRenderer(new SuperCellRender()); 
     } 
      
     jTableMsg.setRowSorter(sorter); 
     jTableMsg.setFont(new java.awt.Font("DialogInput", 0, 13)); 
     jTableMsg.setAutoscrolls(true); 
     jTableMsg.setBorder(border1); 
     jTableMsg.setDebugGraphicsOptions(0); 
     jTableMsg.setDoubleBuffered(false); 
     jTableMsg.setAutoCreateColumnsFromModel(true); 
     jTableMsg.setCellSelectionEnabled(true); 
     jTableMsg.setColumnSelectionAllowed(false); 
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     jTableMsg.setShowGrid(false); 
     
jTableMsg.getColumnModel().getColumn(3).setPreferredWidth(300); 
     
jTableMsg.getColumnModel().getColumn(1).setPreferredWidth(7); 
     
jTableMsg.getColumnModel().getColumn(0).setPreferredWidth(5); 
      
     jTableMsg.addMouseListener(new MouseAdapter(){ 
       
   public void mouseClicked(MouseEvent e) { 
    _packet = 
(Packet)jTableMsg.getValueAt(jTableMsg.getSelectedRow(), 0); 
    //System.out.println("ROW "+ 
jTableMsg.getSelectedRow()); 
   
 jScrollPane2.setViewportView(jtp.getTree(_packet)); 
     
    if (e.getClickCount() == 2){ 
     JFramePV frame = new JFramePV("Frame 
802.15.4 (ZigBee) : " + _packet.getCount() + " :: " + 
_packet.getDescription() + ".",  
       _packet); 
     frame.setVisible(true); 
    } 
   }    
    
     });    
      
     jPanel_Msg = new JPanel(); 
     jPanel_Msg.setLayout( new BorderLayout() ); 
      
     jtp = new JTreePacket(); 
      
     jPanel_Treeview = new JPanel(); 
     jPanel_Treeview.setLayout( new BorderLayout() ); 
      
     jScrollPane1 = new JScrollPane() { 
 
   private static final long serialVersionUID = 1L; 
   public void setColumnHeaderView(Component view) {} // 
work around 
       
     }; 
      
     
jScrollPane1.setHorizontalScrollBarPolicy(JScrollPane.HORIZONTAL_SCROL
LBAR_AS_NEEDED); 
     jScrollPane1.setColumnHeader( null ); 
  jScrollPane1.setAutoscrolls(true); 
  jScrollPane1.setViewportView(jTableMsg); 
    
     jScrollPane2 = new JScrollPane() { 
 
      private static final long serialVersionUID = 1L; 
      public void setColumnHeaderView(Component view) {} // work 
around 
  
     }; 
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jScrollPane2.setHorizontalScrollBarPolicy(JScrollPane.HORIZONTAL_SCROL
LBAR_AS_NEEDED); 
     jScrollPane2.setColumnHeader( null ); 
     jScrollPane2.setAutoscrolls(true); 
     jScrollPane2.setViewportView(jtp.getBlank()); 
      
//  Panel Principal 
     this.setSize(new Dimension(700, 650)); 
     this.setTitle("Snifer TinyOS-1.x by Raul Gimenez ::TFC::"); 
      
     JMenuBar menuBar = new JMenuBar(); 
     DevMenu = new JMenu("Devices"); 
     DevMenu.addMenuListener(new MenuListener(){ 
 
   public void menuCanceled(MenuEvent arg0) { 
    //System.out.println(arg0.toString()); 
     
   } 
 
   public void menuDeselected(MenuEvent arg0) { 
    //System.out.println(arg0.toString()); 
     
   } 
 
   public void menuSelected(MenuEvent arg0) { 
   // System.out.println(arg0.toString()); 
    toFillUp(comboBox_dev); 
    toFillUp(DevMenu); 
     
   } 
       
     }); 
     DevMenu.setMnemonic(KeyEvent.VK_F);     
 
     FileMenu = new JMenu("File"); 
      
//     // File->New, N - Mnemonic 
     JMenuItem Open = new JMenuItem("Open"); 
     Open.addActionListener(new ActionListener(){ 
 
   public void actionPerformed(ActionEvent arg0) { 
    JFileChooser jfc = new JFileChooser(); 
    jfc.showOpenDialog(new JFrame("Abriendo 
archivitos...")); 
    try { 
     loadJTable( jfc.getSelectedFile() ); 
    } catch (Exception e) {System.out.println("No 
puedo abrir el archivo: " + e.getMessage());} 
   } 
       
     }); 
     JMenuItem Save = new JMenuItem("Save"); 
     Save.addActionListener(new ActionListener(){ 
 
   public void actionPerformed(ActionEvent arg0) { 
    JFileChooser jfc = new JFileChooser(); 
    jfc.showSaveDialog(new JFrame("Guardando 
archivitos...")); 
    try { 
     saveJTable( jfc.getSelectedFile() ); 
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    } catch (Exception e) {System.out.println("No 
puedo guardar el archivo: " + e.getMessage());} 
   } 
       
     }); 
      
     FileMenu.add(Open); 
     FileMenu.add(Save); 
      
     GraphMenu = new JMenu("Graphs"); 
     JMenuItem Test1 = new JMenuItem("Test1 - 1"); 
     Test1.addActionListener(new ActionListener(){ 
 
   public void actionPerformed(ActionEvent arg0) { 
     
//     Stream to write file 
    FileOutputStream fout;   
    PrintStream ps; 
    try 
    { 
        // Open an output stream 
        fout = new FileOutputStream ("Test1.csv"); 
 
        // Print a line of text 
        ps = new PrintStream(fout); 
         
        ps.println("Device path, time, lqi, rssi"); 
        for (int eger=0; eger< 
tablemodelo.getRowCount(); eger ++){ 
      Packet P = (Packet) 
tablemodelo.getValueAt(eger, 0); 
         ps.println(P.getDevide() + ", " + 
P.getTime() + ", "+ P.getLQIInt() + ", " + P.getRSSIInt() + ", " + 
P.getSeqTest1()); 
     } 
 
        // Close our output stream 
        fout.close();   
    }catch (Exception e){} 
     
   } 
     }); 
      
     JMenuItem TestHOPS = new JMenuItem("Test AODV HOPS"); 
     TestHOPS.addActionListener(new ActionListener(){ 
 
   public void actionPerformed(ActionEvent arg0) { 
     
//     Stream to write file 
    FileOutputStream fout;   
    PrintStream ps; 
    try 
    { 
        // Open an output stream 
        fout = new FileOutputStream 
("TestPDR.csv"); 
 
        // Print a line of text 
        ps = new PrintStream(fout); 
         
        ps.println("Device path, time, HOPS, PDR, 
Num.seq."); 
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        for (int eger=0; eger< 
tablemodelo.getRowCount(); eger ++){ 
      Packet P = (Packet) 
tablemodelo.getValueAt(eger, 0); 
         ps.println(P.getDevide() + ", " + 
P.getTime() + ", " + P.getHOPSInt() + ", " + P.getPDRInt() + ", " + 
P.getSeqTestHOPS() ); 
     } 
 
        // Close our output stream 
        fout.close();   
    }catch (Exception e){} 
     
   } 
     }); 
     GraphMenu.add(Test1); 
     GraphMenu.add(TestHOPS); 
      
     menuBar.add(FileMenu); 
     menuBar.add(DevMenu); 
     menuBar.add(GraphMenu); 
      
     this.setJMenuBar(menuBar); 
      
     contentPane.setLayout(new BorderLayout()); 
     contentPane.setMaximumSize(new Dimension(2147483647, 
2147483647)); 
     contentPane.setMinimumSize(new Dimension(504, 519)); 
     contentPane.setPreferredSize(new Dimension(700, 650)); 
      
     splitter = new JSplitPane(JSplitPane.VERTICAL_SPLIT); 
     splitter.setDividerLocation(0.5); 
     splitter.setContinuousLayout(true); 
     splitter.setOneTouchExpandable(true); 
      
     splitter2 = new JSplitPane(JSplitPane.VERTICAL_SPLIT); 
     splitter2.setDividerLocation(400); 
     splitter2.setContinuousLayout(true); 
     splitter2.setOneTouchExpandable(true); 
         
         
     jPanel_Msg.add(BorderLayout.CENTER, jScrollPane1); 
     jPanel_Msg.add(BorderLayout.PAGE_START, 
jTableMsg.getTableHeader()); 
      
     jPanel_Treeview.add(BorderLayout.CENTER, jScrollPane2); 
      
     splitter2.setTopComponent(jPanel_Msg); 
     splitter2.setBottomComponent(jPanel_Treeview); 
      
     splitter.setTopComponent(jPanel_Dev); 
        splitter.setBottomComponent(splitter2); 
         
        contentPane.add(BorderLayout.CENTER , splitter); 
 
 } 
 /** 
  * @param args 
  */ 
 public static void main(String[] args) { 
  // TODO Auto-generated method stub 
  BootSplash b = new BootSplash(); 
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  JWindow frame = new JWindow(); 
  JLabel copyrt = new JLabel("Telosb USB SNIFER - Copyright 
2007/2008", 
          JLabel.CENTER); 
  frame.getContentPane().setBackground(Color.WHITE); 
  frame.getContentPane().setLayout(new BorderLayout()); 
  frame.getContentPane().add(copyrt, BorderLayout.SOUTH); 
  frame.getContentPane().add(b, BorderLayout.CENTER); 
      
     Dimension screen = 
Toolkit.getDefaultToolkit().getScreenSize(); 
     int x = (screen.width - b.getWidth()) / 2; 
     int y = (screen.height - b.getHeight()) / 2; 
     frame.setBounds(x, y, b.getWidth(), b.getHeight()); 
      
    // ((JComponent) 
frame.getContentPane()).setBorder(BorderFactory.createLineBorder(Color
.CYAN, 3)); 
     frame.pack(); 
     frame.setVisible(true); 
      
  GUI mainFrame = new GUI(); 
  mainFrame.addWindowListener(new WindowAdapter() { 
            public void windowClosing(WindowEvent e) { 
             System.out.println("Cerrando aplicacin...!"); 
                System.exit(0); 
            } 
        }); 
   
  try { 
   Thread.sleep(2500); 
  } catch (InterruptedException e1) { 
   // TODO Auto-generated catch block 
   e1.printStackTrace(); 
  } 
  frame.setVisible(false); 
  frame = null; 
     mainFrame.pack(); 
     mainFrame.setVisible(true); 
 
 } 
  
 private void toFillUp(JComboBox x){ 
   
  motelist = new Motelist(); 
  Iterator i = motelist.getIterator(); 
  String portIdx; 
   
  x.removeAllItems(); 
   
  x.addItem("NONE"); 
  while ( i.hasNext() ){ 
    
   portIdx = (String) i.next(); 
   System.out.println( "serial@" + portIdx + ":telosb"); 
   x.addItem(portIdx); 
   
  } 
  x.addItem("ALL"); 
 } 
  
 private void toFillUp(JMenu x){ 
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  motelist = new Motelist(); 
  Iterator i = motelist.getIterator(); 
  String portIdx; 
   
  x.removeAll(); 
 
  while ( i.hasNext() ){ 
    
   portIdx = (String) i.next(); 
   System.out.println( "serial@" + portIdx + ":telosb"); 
   x.add(new JMenuItem(portIdx) ); 
   
  } 
 } 
  
 private void StartReading (){ 
 
  th = new Thread[comboBox_dev.getItemCount() - 1]; 
 
  Printer p = new Printer(jTableMsg); 
   
  for (int eger = 1; eger < comboBox_dev.getItemCount()-1; 
eger ++ ){ 
   
   String i = (String) comboBox_dev.getItemAt(eger); 
   th[eger] = new Test (i, p ); 
   th[eger].start(); 
  } 
 
   
 } 
  
 private void StopReading (){ 
   
  for (int eger = 1; eger < th.length; eger ++ ){ 
   th[eger].interrupt(); 
  } 
 } 
 
 private void resume(){ 
  for (int eger = 1; eger < th.length; eger ++ ){ 
   th[eger].resume(); 
  } 
 } 
 private void saveJTable(File _f) throws FileNotFoundException, 
IOException{ 
   
  ObjectOutputStream salida=new ObjectOutputStream(new 
FileOutputStream(_f)); 
     salida.writeObject(new Integer(tablemodelo.getRowCount()) ); 
      
  for (int eger=0; eger< tablemodelo.getRowCount(); eger ++){ 
   salida.writeObject(tablemodelo.getValueAt(eger, 0)); 
  } 
   
  salida.close(); 
 } 
  
 private void loadJTable(File _f) throws FileNotFoundException, 
IOException, ClassNotFoundException{ 
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  resetTable(); 
 
  ObjectInputStream entrada=new ObjectInputStream(new 
FileInputStream(_f)); 
  Integer _eger=(Integer) entrada.readObject(); 
        
  for (int eger = _eger; eger > 0; eger --){ 
   Packet _p = (Packet) entrada.readObject(); 
      tablemodelo.addPacket(_p);   
  } 
 
       entrada.close(); 
 } 
 
 private void resetTable() { 
   tablemodelo.setRowCount(0); 
 } 
} 
 
 
BootSplash.java 
package tinyos.telosb; 
 
import java.awt.Dimension; 
import java.awt.Graphics; 
import java.awt.Image; 
 
import javax.swing.ImageIcon; 
import javax.swing.JPanel; 
 
class BootSplash extends JPanel { 
 
   private Image img; 
 
   public BootSplash() { 
      this(new ImageIcon("images/USBShark.gif").getImage()); 
    } 
   public BootSplash(String img) { 
     this(new ImageIcon(img).getImage()); 
   } 
 
   public BootSplash(Image img) { 
     this.img = img; 
     Dimension size = new Dimension(img.getWidth(null), 
img.getHeight(null)); 
     setPreferredSize(size); 
     setMinimumSize(size); 
     setMaximumSize(size); 
     setSize(size); 
     setLayout(null); 
   } 
 
   public void paintComponent(Graphics g) { 
     g.drawImage(img, 0, 0, null); 
   } 
 
 } 
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JFramePV.java 
package tinyos.telosb; 
 
import java.awt.BorderLayout; 
import java.awt.Component; 
import java.awt.Dimension; 
import javax.swing.JFrame; 
import javax.swing.JPanel; 
import javax.swing.JScrollPane; 
import javax.swing.JSplitPane; 
import javax.swing.JTextArea; 
import javax.swing.JTree; 
 
public class JFramePV extends JFrame{ 
  
 private JPanel contentPane; 
 private JScrollPane jScrollPane1; 
 private JPanel contentTree; 
 private JScrollPane jScrollPane2; 
 private JPanel contentHex; 
 private JSplitPane splitPane; 
 private JTextArea textHex; 
 private JTree tree; 
  
 private JTreePacket jtp; 
 private JTextHex jth; 
 private Packet _packet; 
  
 public JFramePV (String s, Packet _packet){ 
  super(s); 
  this._packet = _packet; 
  jpInit(); 
 } 
  
 private void jpInit(){ 
   
  jtp = new JTreePacket(); 
  tree = jtp.getTree(_packet); 
  jth = new JTextHex(_packet); 
 
  jScrollPane1 = new JScrollPane() { 
   private static final long serialVersionUID = 1L; 
   public void setColumnHeaderView(Component view) {}   
     }; 
     
jScrollPane1.setHorizontalScrollBarPolicy(JScrollPane.HORIZONTAL_SCROL
LBAR_AS_NEEDED); 
     jScrollPane1.setColumnHeader( null ); 
  jScrollPane1.setAutoscrolls(true); 
  jScrollPane1.setViewportView(tree); 
   
     jScrollPane2 = new JScrollPane() { 
      private static final long serialVersionUID = 1L; 
      public void setColumnHeaderView(Component view) {} 
     }; 
     
jScrollPane2.setHorizontalScrollBarPolicy(JScrollPane.HORIZONTAL_SCROL
LBAR_AS_NEEDED); 
     jScrollPane2.setColumnHeader( null ); 
     jScrollPane2.setAutoscrolls(true); 
     jScrollPane2.setViewportView(jth); 
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  contentTree = new JPanel(); 
  contentTree.setLayout( new BorderLayout() ); 
  contentHex = new JPanel(); 
  contentHex.setLayout( new BorderLayout() ); 
  contentTree.add(BorderLayout.CENTER, jScrollPane1); 
  contentHex.add(BorderLayout.CENTER, jScrollPane2); 
   
  splitPane = new JSplitPane(JSplitPane.VERTICAL_SPLIT); 
  splitPane.setDividerLocation(200); 
  splitPane.setContinuousLayout(true); 
  splitPane.setOneTouchExpandable(true); 
   
  splitPane.setTopComponent(jScrollPane1); 
        splitPane.setBottomComponent(jScrollPane2); 
   
  contentPane = (JPanel) this.getContentPane(); 
  contentPane.setLayout(new BorderLayout()); 
  contentPane.add(BorderLayout.CENTER , splitPane); 
  this.setSize(new Dimension(600,400)); 
 
 } 
 
} 
 
 
JTreePacket.java 
package tinyos.telosb; 
 
import javax.swing.JTree; 
import javax.swing.tree.DefaultMutableTreeNode; 
import javax.swing.tree.DefaultTreeModel; 
 
public class JTreePacket { 
 
 private JTree _tree; 
 private Packet p; 
  
 public JTreePacket ( ){ 
   
 } 
 public JTree getTree(Packet p){ 
  this.p = p; 
  BuildPacket(); 
  return _tree; 
 } 
 public JTree getBlank(){ 
  DefaultMutableTreeNode frame = new 
DefaultMutableTreeNode("Zigbee Frame 802.15.4"); 
        DefaultTreeModel modelo = new DefaultTreeModel(frame); 
        _tree = new JTree(modelo); 
        _tree.setExpandsSelectedPaths(true); 
  return _tree; 
 } 
 private void BuildPacket(){ 
 
  DefaultMutableTreeNode frame = new 
DefaultMutableTreeNode("Zigbee Frame 802.15.4 :: " + p.getTypeString() 
); 
        DefaultTreeModel modelo = new DefaultTreeModel(frame); 
 
         
        // Construccion de los datos del arbol 
74  Trabajo Final de Carrera 
        DefaultMutableTreeNode _frame_tinyos = new 
DefaultMutableTreeNode("FRAME :: TOS_Msg -> mote with a CC2420 radio, 
" + 
          "MicaZ, Telos rev.A, Telos rev.B, ..."); 
        DefaultMutableTreeNode nstAODV = new 
DefaultMutableTreeNode("nstAODV SingleHop Details: "); 
        modelo.insertNodeInto(_frame_tinyos, frame, 0); 
         
        if (p.getType() != Packet.TEST1_TYPE) { 
         modelo.insertNodeInto(nstAODV, frame, 1); 
        } 
         
        DefaultMutableTreeNode _frame_tinyos_lenght = new 
DefaultMutableTreeNode("Length: " + p.getLengthInt() + " Bytes of 
DATA. ( " 
          + p.getLegnthString() + " )" ); 
        DefaultMutableTreeNode _frame_tinyos_fcfhi = new 
DefaultMutableTreeNode("Fcfhi: " + p.getFcfhiInt() + "  ( " + 
p.getFcfhiString() + " )"); 
        DefaultMutableTreeNode _frame_tinyos_fcflo = new 
DefaultMutableTreeNode("Fcflo: " + p.getFcfloInt() + "  ( " + 
p.getFcfloString() + " )"); 
        DefaultMutableTreeNode _frame_tinyos_dsn = new 
DefaultMutableTreeNode("DSN: " + p.getDsnInt() + "  ( " + 
p.getDsnString() + " )"); 
        DefaultMutableTreeNode _frame_tinyos_destPAN = new 
DefaultMutableTreeNode("Destination PAN: " + p.getDestPANString()  
          + "  ( " + p.getDestPANInt() + " )"); 
        DefaultMutableTreeNode _frame_tinyos_addr = new 
DefaultMutableTreeNode("Destination adress: " + p.getDestAddrString() 
+ "  ( " +  
          + p.getDestAddrInt() +" )"); 
        DefaultMutableTreeNode _frame_tinyos_type = new 
DefaultMutableTreeNode("Type Frame: nstAODV - " + p.getTypeString()); 
        DefaultMutableTreeNode _frame_tinyos_group = new 
DefaultMutableTreeNode("Group: " + p.getGroupString()); 
         
        modelo.insertNodeInto(_frame_tinyos_lenght, _frame_tinyos, 0); 
        modelo.insertNodeInto(_frame_tinyos_fcfhi, _frame_tinyos, 1); 
        modelo.insertNodeInto(_frame_tinyos_fcflo, _frame_tinyos, 2); 
        modelo.insertNodeInto(_frame_tinyos_dsn, _frame_tinyos, 3); 
        modelo.insertNodeInto(_frame_tinyos_destPAN, _frame_tinyos, 
4); 
        modelo.insertNodeInto(_frame_tinyos_addr, _frame_tinyos, 5); 
        modelo.insertNodeInto(_frame_tinyos_type, _frame_tinyos, 6); 
        modelo.insertNodeInto(_frame_tinyos_group, _frame_tinyos, 7); 
         
 //SINGLE HOP DETAILS 
        DefaultMutableTreeNode src = new DefaultMutableTreeNode("FROM 
:  " + p.getnstSourceString() + "  ( " + p.getnstSource() + " )"); 
        DefaultMutableTreeNode seq = new 
DefaultMutableTreeNode("SEQUENCE :  " + p.getnstSeqString() + "  ( " + 
p.getnstSeq() + " )"); 
         
        modelo.insertNodeInto(src, nstAODV, 0); 
        modelo.insertNodeInto(seq, nstAODV, 1); 
    
//      Multi Hop DETAILS 
             //FALTA IMPLEMENTAR..... 
// 
        switch (p.getType()){ 
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        case Packet.RREQUEST_TYPE: 
          
         DefaultMutableTreeNode RREQ = new 
DefaultMutableTreeNode("Route Request to :  " + 
p.getnstRRQDestString()); 
         modelo.insertNodeInto(RREQ, nstAODV, 2); 
          
         DefaultMutableTreeNode rrq_Src = new 
DefaultMutableTreeNode("SOURCE :  "  
           + p.getnstRRQSrcString() + " ( " + 
p.getnstRRQSrc() + " )"); 
            DefaultMutableTreeNode rrq_Dest = new 
DefaultMutableTreeNode("DESTINATION :  "  
              +  p.getnstRRQDestString() + " ( " + 
p.getnstRRQDest() + " )"); 
            DefaultMutableTreeNode rrq_ID = new 
DefaultMutableTreeNode("ROUTE REQUEST ID :  "  
              +  p.getnstRRQIDString() + " ( " + 
p.getnstRRQID() + " )"); 
            DefaultMutableTreeNode rrq_srcSeq = new 
DefaultMutableTreeNode("SOURCE SEQUENCE :  " 
              +  p.getnstRRQSrcSeqString() + " ( " + 
p.getnstRRQSrcSeq() + " )"); 
            DefaultMutableTreeNode rrq_destSeq = new 
DefaultMutableTreeNode("DEST SEQUENCE :  " 
              +  p.getnstRRQDestSeqString() + " ( " + 
p.getnstRRQDestSeq() + " )"); 
            DefaultMutableTreeNode rrq_metric = new 
DefaultMutableTreeNode("METRIC :  " 
              +  p.getnstRRQMetricString() + " ( " + 
p.getnstRRQMetric() + " )"); 
            DefaultMutableTreeNode rrq_flag = new 
DefaultMutableTreeNode("FLAG :  " 
              +  p.getnstRRQFlagString() + " ( " + 
p.getnstRRQFlag() + " )"); 
          
            modelo.insertNodeInto(rrq_Src, RREQ, 0); 
            modelo.insertNodeInto(rrq_Dest, RREQ, 1); 
            modelo.insertNodeInto(rrq_ID, RREQ, 2); 
            modelo.insertNodeInto(rrq_srcSeq, RREQ, 3); 
            modelo.insertNodeInto(rrq_destSeq, RREQ, 4); 
            modelo.insertNodeInto(rrq_metric, RREQ, 5); 
            modelo.insertNodeInto(rrq_flag, RREQ, 6); 
             
            break; 
             
        case Packet.RREPLY_TYPE: 
          
         DefaultMutableTreeNode RREP = new 
DefaultMutableTreeNode("Route Reply to :  " + 
p.getnstRRepDestString()); 
         modelo.insertNodeInto(RREP, nstAODV, 2); 
          
         DefaultMutableTreeNode rrep_Src = new 
DefaultMutableTreeNode("SOURCE :  "  
           + p.getnstRRepSrcString() + " ( " + 
p.getnstRRepSrc() + " )"); 
            DefaultMutableTreeNode rrep_Dest = new 
DefaultMutableTreeNode("DESTINATION :  "  
              +  p.getnstRRepDestString() + " ( " + 
p.getnstRRepDest() + " )"); 
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            DefaultMutableTreeNode rrep_destSeq = new 
DefaultMutableTreeNode("DEST SEQUENCE :  " 
              +  p.getnstRRepDestSeqString() + " ( " + 
p.getnstRRepDestSeq() + " )"); 
            DefaultMutableTreeNode rrep_metric = new 
DefaultMutableTreeNode("METRIC :  " 
              +  p.getnstRRepMetricString() + " ( " + 
p.getnstRRepMetric() + " )"); 
            DefaultMutableTreeNode rrep_flag = new 
DefaultMutableTreeNode("FLAG :  " 
              +  p.getnstRRepFlagString() + " ( " + 
p.getnstRRepFlag() + " )"); 
          
            modelo.insertNodeInto(rrep_Src, RREP, 0); 
            modelo.insertNodeInto(rrep_Dest, RREP, 1); 
            modelo.insertNodeInto(rrep_destSeq, RREP, 2); 
            modelo.insertNodeInto(rrep_metric, RREP, 3); 
            modelo.insertNodeInto(rrep_flag, RREP, 4); 
             
            break; 
             
        case Packet.ERROR_TYPE: 
          
         DefaultMutableTreeNode RER = new 
DefaultMutableTreeNode("Route ERROR to :  " + 
p.getnstRRepDestString()); 
         modelo.insertNodeInto(RER, nstAODV, 2); 
          
         DefaultMutableTreeNode rer_Dest = new 
DefaultMutableTreeNode("DESTINATION :  "  
              +  p.getnstRERDestString() + " ( " + 
p.getnstRERDest() + " )"); 
            DefaultMutableTreeNode rer_destSeq = new 
DefaultMutableTreeNode("DEST SEQUENCE :  " 
              +  p.getnstRERDestSeqString() + " ( " + 
p.getnstRERDestSeq() + " )"); 
          
            modelo.insertNodeInto(rer_Dest, RER, 0); 
            modelo.insertNodeInto(rer_destSeq, RER, 1); 
             
            break; 
         
        case Packet.TEST1_TYPE: 
         DefaultMutableTreeNode TEST1 = new 
DefaultMutableTreeNode("TEST 1 PACKET TYPE"); 
         modelo.insertNodeInto(TEST1, frame, 1); 
          
         DefaultMutableTreeNode test1src = new 
DefaultMutableTreeNode("Sequence number :  "  
              +  p.getSeqTest1()); 
            DefaultMutableTreeNode test1rssi = new 
DefaultMutableTreeNode("RSSI :  " 
              +  p.getRSSIInt() + " ?- Offset CC2420 (-45) = 
" + (p.getRSSIInt() )); 
            DefaultMutableTreeNode test1lqi = new 
DefaultMutableTreeNode("LQI :  " 
              +  p.getLQIInt()); 
          
            modelo.insertNodeInto(test1src, TEST1, 0); 
            modelo.insertNodeInto(test1rssi, TEST1, 1); 
            modelo.insertNodeInto(test1lqi, TEST1, 2); 
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        default: 
       break; 
        } 
         
        _tree = new  JTree(modelo); 
        _tree.setExpandsSelectedPaths(true); 
 
 } 
} 
 
 
Packet.java.java 
package tinyos.telosb; 
 
import java.io.Serializable; 
 
public class Packet implements Serializable{ 
  
 static final byte ERROR_TYPE = 0x0F;  
 static final byte RREPLY_TYPE = 0x0E; 
 static final byte RREQUEST_TYPE = 0x0D; 
 static final byte DATA_TYPE = 0x09; 
 static final byte TEST1_TYPE = 0x07; 
 static final byte TEST_HOPS = 0x05; 
  
 private byte[] packetByte; 
 private Integer Count; 
 private Float time; 
 private String device; 
 
 public Packet(byte[] b) { 
  this.packetByte = b; 
 } 
  
 public byte[] getPacket(){ 
  return packetByte; 
 } 
  
 public String getPacketString(){ 
   
  return byteToString(this.packetByte); 
 } 
  
 public byte getType(){ 
  return packetByte[8]; 
 } 
  
 public String getTypeByteString(){ 
  return Integer.toHexString(packetByte[8]); 
 } 
  
 public String getTypeString(){ 
  switch ( packetByte[8] ){ 
  case ERROR_TYPE: 
   return "ERROR"; 
  case RREPLY_TYPE: 
   return "ROUTE REPLY"; 
  case RREQUEST_TYPE: 
   return "ROUTE REQUEST"; 
  case DATA_TYPE: 
   return "DATA"; 
  case TEST1_TYPE: 
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   return "TEST1 TYPE"; 
  } 
  return "UNKNOW TYPE"; 
 } 
 
 public byte getLength(){ 
  return packetByte[0]; 
 } 
  
 public int getLengthInt(){ 
  return (int) packetByte[0] & 0xff; 
 } 
  
 public String getLegnthString(){ 
  return Integer.toHexString(packetByte[0] & 
0xff).toUpperCase(); 
 } 
  
 public byte[] getFrameControl(){ 
  return new byte[]{ packetByte[1], packetByte[2] }; 
 } 
  
 public String getFrameControlString(){ 
  return byteToString ( new byte[]{ packetByte[1], 
packetByte[2] } ); 
 } 
  
 public byte getSeqNumber(){ 
  return packetByte[3]; 
 } 
  
 public String getSeqNumberString(){ 
  return Integer.toHexString(packetByte[3] & 
0xff).toUpperCase(); 
 } 
 
 public byte[] getDestPAN(){ 
  return new byte[]{packetByte[4],packetByte[5]}; 
 } 
  
 public String getDestPANString(){ 
  return byteToString(new 
byte[]{packetByte[4],packetByte[5]}); 
 } 
  
 public int getDestPANInt(){ 
  return byteArrayToInt(new 
byte[]{packetByte[4],packetByte[5]}, 0); 
 } 
 
 public byte[] getDestAddr(){ 
  return new byte[]{packetByte[6],packetByte[7]}; 
 } 
  
 public String getDestAddrString(){ 
  return byteToString(new 
byte[]{packetByte[6],packetByte[7]}); 
 } 
 public int getDestAddrInt(){ 
  return byteArrayToInt(new 
byte[]{packetByte[6],packetByte[7]}, 0); 
 } 
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 public byte getGroup(){ 
  return packetByte[9]; 
 } 
  
 public String getGroupString(){ 
  return Integer.toHexString(packetByte[9] & 0xff); 
 } 
  
 public byte[] getData(){ 
  byte[] b = null; 
  for(int i = 10; i< packetByte.length; i++){ 
   b[i-10] = packetByte[i]; 
  } 
  return b; 
 } 
  
 public byte[] getPacketByte(){ 
  return this.packetByte; 
 } 
  
 public String getDataString(){ 
  return "HOLA CARACOLA"; 
 } 
  
 public void setCount(int eger){ 
  this.Count = new Integer(eger+1); 
 } 
  
 public Integer getCount(){ 
  return this.Count; 
 } 
  
 public void setTime(float _flo){ 
  this.time = new Float(_flo/1000); 
 } 
  
 public Float getTime(){ 
  return time; 
 } 
  
 public void setDevice(String s){ 
  this.device = s; 
 } 
  
 public String getDevide(){ 
  return device; 
 } 
  
 public String getFcfhiString(){ 
  return Integer.toHexString(packetByte[1] & 
0xff).toUpperCase(); 
 } 
  
 public int getFcfhiInt(){ 
  return (int) packetByte[1] & 0xff; 
 } 
  
 public String getFcfloString(){ 
  return Integer.toHexString(packetByte[2] & 
0xff).toUpperCase(); 
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 } 
  
 public int getFcfloInt(){ 
  return (int) packetByte[2] & 0xff; 
 } 
  
 public String getDsnString(){ 
  return Integer.toHexString(packetByte[3] & 
0xff).toUpperCase(); 
 } 
  
 public int getDsnInt(){ 
  return (int) packetByte[3] & 0xff; 
 } 
  
 public byte getnstSource(){ 
  return packetByte[10]; 
 } 
  
 public int getnstSourceInt(){ 
  return (int) packetByte[10] & 0xff; 
 } 
  
 public String getnstSourceString(){ 
  return Integer.toHexString(packetByte[10] & 0xff); 
 } 
  
 public String getnstSeqString(){ 
  return Integer.toHexString(packetByte[11] & 0xff); 
 } 
  
 public int getnstSeq(){ 
  return (int) packetByte[11] & 0xff; 
 } 
  
 public String getnstMHMSrcString(){ 
  return Integer.toHexString(packetByte[12] & 0xff);  
 } 
  
 public int getnstMHMSrc(){ 
  return (int) packetByte[12] & 0xff; 
 } 
  
 public String getnstMHMDestString(){ 
  return Integer.toHexString(packetByte[13] & 0xff); 
 } 
  
 public int getnstMHMDest(){ 
  return (int) packetByte[13] & 0xff; 
 } 
  
 public String getnstMHMAppString(){ 
  return Integer.toHexString(packetByte[14] & 0xff); 
 } 
  
 public int getnstMHMApp(){ 
  return (int) packetByte[14] & 0xff; 
 } 
  
 public String getnstMHMLenghtString(){ 
  return Integer.toHexString(packetByte[15] & 0xff); 
 } 
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 public int getnstMHMLenght(){ 
  return (int) packetByte[15] & 0xff; 
 } 
  
 public String getnstMHMSeqString(){ 
  return Integer.toHexString(packetByte[16] & 0xff); 
 } 
  
 public int getnstMHMSeq(){ 
  return (int) packetByte[16] & 0xff; 
 } 
  
 public String getnstMHMTtlString(){ 
  return Integer.toHexString(packetByte[17] & 0xff); 
 } 
  
 public int getnstMHMTtl(){ 
  return (int) packetByte[17] & 0xff; 
 } 
  
 public String getnstMHMFlagString(){ 
  return Integer.toHexString(packetByte[18] & 0xff); 
 } 
  
 public int getnstMHMFlag(){ 
  return (int) packetByte[18] & 0xff; 
 } 
  
 public String getnstRRQDestString(){ 
  return Integer.toHexString(packetByte[12] & 0xff); 
 } 
  
 public int getnstRRQDest(){ 
  return packetByte[12] & 0xff; 
 } 
  
 public String getnstRRQSrcString(){ 
  return Integer.toHexString(packetByte[13] & 0xff); 
 } 
  
 public int getnstRRQSrc(){ 
  return packetByte[13] & 0xff; 
 } 
  
 public String getnstRRQIDString(){ 
  return byteToString(new byte[]{packetByte[14], 
packetByte[15]}); 
 } 
  
  
 public int getnstRRQID(){ 
  return byteArrayToInt(new byte[]{packetByte[14], 
packetByte[15]}, 0); 
 } 
  
 public String getDescription(){ 
  if (this.getType() == this.ERROR_TYPE )  
   return "[ERROR TYPE PACKET] from: "  
    + this.getnstSourceString() + " to: " + 
this.getDestAddrString(); 
  else if (this.getType() == this.RREPLY_TYPE )  
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   return "[ROUTE REPLY TYPE PACKET] from: "  
    + this.getnstSourceString() + " to: " + 
this.getDestAddrString(); 
  else if (this.getType() == this.RREQUEST_TYPE )  
   return "[ROUTE REQUEST PACKET] from: " + 
this.getnstSourceString()  
     + " to: " + this.getDestAddrString(); 
  else if (this.getType() == this.DATA_TYPE )  
   return "[DATA TYPE PACKET] from: " + 
this.getnstSourceString()  
     + " to: " + this.getDestAddrString() + 
"DATA : " + this.getDataString(); 
  else if (this.getType() == this.TEST1_TYPE) 
   return "[TEST1] " 
     + " RSSI: " + ( this.getRSSIInt() ) + 
"dBm <-->  LQI: " + this.getLQIInt() + " :: Seq " + getSeqTest1(); 
  else if (this.getType() == this.TEST_HOPS) 
   return "[TEST HOPS] " 
     + " Saltos: " + ( this.getHOPSInt() ) + " 
| PDR: " + this.getPDRInt() + " | Seq " + getSeqTestHOPS(); 
   
  else return "UNKNOW PACKET"; 
 } 
 
 public String getnstRRQSrcSeqString(){ 
  return byteToString(new byte[]{packetByte[16], 
packetByte[17]}); 
 } 
 
 public int getnstRRQSrcSeq(){ 
  return byteArrayToInt(new byte[]{packetByte[16], 
packetByte[17]}, 0); 
 } 
  
 public String getnstRRQDestSeqString(){ 
  return byteToString(new byte[]{packetByte[14], 
packetByte[15]}); 
 } 
  
  
 public int getnstRRQDestSeq(){ 
  return byteArrayToInt(new byte[]{packetByte[14], 
packetByte[15]}, 0); 
 } 
  
 public String getnstRRQMetricString(){ 
  return Integer.toHexString(packetByte[20] & 0xff); 
 } 
  
 public int getnstRRQMetric(){ 
  return packetByte[20] & 0xff; 
 } 
  
 public String getnstRRQFlagString(){ 
  return Integer.toHexString(packetByte[21] & 0xff); 
 } 
  
 public int getnstRRQFlag(){ 
  return packetByte[21] & 0xff; 
 } 
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 public String getnstRRepDestString(){ 
  return Integer.toHexString(packetByte[12] & 0xff); 
 } 
  
 public int getnstRRepDest(){ 
  return packetByte[12] & 0xff; 
 } 
  
 public String getnstRRepSrcString(){ 
  return Integer.toHexString(packetByte[12] & 0xff); 
 } 
  
 public int getnstRRepSrc(){ 
  return packetByte[12] & 0xff; 
 } 
  
 public String getnstRRepDestSeqString(){ 
  return byteToString(new byte[]{packetByte[14], 
packetByte[15]}); 
 } 
 
 public int getnstRRepDestSeq(){ 
  return byteArrayToInt(new byte[]{packetByte[14], 
packetByte[15]}, 0); 
 } 
  
 public String getnstRRepMetricString(){ 
  return Integer.toHexString(packetByte[16] & 0xff); 
 } 
  
 public int getnstRRepMetric(){ 
  return packetByte[16] & 0xff; 
 } 
  
 public String getnstRRepFlagString(){ 
  return Integer.toHexString(packetByte[17] & 0xff); 
 } 
  
 public int getnstRRepFlag(){ 
  return packetByte[17] & 0xff; 
 } 
  
 public String getnstRERDestString(){ 
  return Integer.toHexString(packetByte[12] & 0xff); 
 } 
  
 public int getnstRERDest(){ 
  return packetByte[12] & 0xff; 
 } 
  
 public String getnstRERDestSeqString(){ 
  return byteToString(new byte[]{packetByte[13], 
packetByte[14]}); 
 } 
 
 public int getnstRERDestSeq(){ 
  return byteArrayToInt(new byte[]{packetByte[13], 
packetByte[14]}, 0); 
 } 
  
  
 /* TEST1 PACKET TYPE 
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  *  
  */ 
  
 public int getSeqTest1(){ 
  return byteArrayToInt(new byte[]{packetByte[13], 
packetByte[12]}, 0); 
 } 
  
 public int getRSSIInt(){ 
  return Byte.valueOf(packetByte[12]).intValue() - 45; 
  //return ((packetByte[12] & 0xff)); 
 } 
  
 public int getLQIInt(){ 
  return packetByte[13] & 0xff; 
 } 
  
 /* TEST HOPS PACKET TYPE 
  *  
  */ 
  
 public int getSeqTestHOPS(){ 
  return byteArrayToInt(new byte[]{packetByte[13], 
packetByte[12]}, 0); 
 } 
  
 public int getPDRInt(){ 
  return Byte.valueOf(packetByte[11]).intValue(); 
  //return ((packetByte[12] & 0xff)); 
 } 
  
 public int getHOPSInt(){ 
  return packetByte[10] & 0xff; 
 } 
   
 /* FUNCIONES VARIAS 
  *  
  */ 
 private String byteToString (byte[] b){ 
  String bs = ""; 
 
  for (int i = 0; i < b.length; i++){ 
  
    
   if (b[i] >=0 && b[i] < 16) 
       bs = bs + "0"; 
   bs = bs + Integer.toHexString(b[i] & 
0xff).toUpperCase(); 
   bs = bs + " "; 
  } 
  return bs; 
 } 
 
 private static int byteArrayToInt(byte[] b, int offset) { 
  StringBuilder armador = new StringBuilder(); 
  armador.append("0x"); 
  for (int i = 0; i < b.length; i++) { 
   if (b[i] >=0 && b[i] < 16) 
       armador.append("0"); 
   armador.append(Integer.toHexString( b[i] & 0xff) ); 
        } 
        return Integer.decode(armador.toString()).intValue(); 
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    } 
} 
 
 
Printer.java 
package tinyos.telosb; 
import javax.swing.JTable; 
import javax.swing.table.DefaultTableModel; 
 
public class Printer { 
  
 private JTable jTable1; 
 private boolean firstTime = true; 
 private ModeloX model; 
 private Crono c; 
 private int line; 
  
 public Printer( JTable j){ 
  this.jTable1 = j; 
  this.line = 0; 
  this.model = (ModeloX) jTable1.getModel(); 
 } 
 
 public synchronized void append (byte[] b, String s){ 
  
  if (firstTime) { 
    
   c = new Crono(); 
   firstTime = false; 
  } 
  Long _long = new Long( c.time() ) ; 
  float _flo = _long.floatValue(); 
  model.addRow(new Object[]{ new Integer (line+1) , new Float 
(_flo/1000), s,  parseByte( b )}); 
 jTable1.scrollRectToVisible(jTable1.getCellRect(jTable1.getRowCo
unt(),0,true)); 
 line ++; 
 } 
  
 public synchronized void appendPacket (Packet p, String s){ 
   
  if (firstTime) { 
    
   c = new Crono(); 
   firstTime = false; 
  } 
  Long _long = new Long( c.time() ) ; 
  float _flo = _long.floatValue(); 
 
  p.setCount(line); 
  p.setTime(_flo); 
  p.setDevice(s); 
   
  model.addPacket(p); 
 jTable1.scrollRectToVisible(jTable1.getCellRect(jTable1.getRowCo
unt(),0,true)); 
  line ++; 
 } 
  
 private String parseByte (byte[] b){ 
  String bs = ""; 
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  for (int i = 0; i < b.length; i++){ 
  
    
   if (b[i] >=0 && b[i] < 16) 
       bs = bs + "0"; 
   bs = bs + Integer.toHexString(b[i] & 
0xff).toUpperCase(); 
   bs = bs + " "; 
 
  } 
 
  return bs; 
 } 
  
  
} 
 
 
Test.java 
package tinyos.telosb; 
 
import java.io.*; 
import java.util.*; 
import net.tinyos.message.Dump; 
import net.tinyos.packet.BuildSource; 
import net.tinyos.packet.PacketSource; 
import net.tinyos.util.PrintStreamMessenger; 
 
public class Test extends Thread{ 
 
 private static String portIdx; 
 private String Source; 
 private Printer printer; 
  
 public Test (String s, Printer p){ 
  Source = s; 
  this.printer = p; 
 } 
  
 public void run(){ 
   
  PacketSource reader = 
BuildSource.makePacketSource("serial@" + Source + ":telosb"); 
  System.out.println(reader.getName()); 
 
  try { 
        
   reader.open(null);   
    
   for (;;) { 
        
        Packet p = new Packet(packet); 
        printer.appendPacket(p, Source); 
         
     } 
   } 
   catch (IOException e) { 
       System.err.println("Error on " + reader.getName() 
+ ": " + e); 
   } 
 } 
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} 
 
 
JTexhHex.java 
package tinyos.telosb; 
 
import java.awt.Font; 
import javax.swing.JTextArea; 
 
public class JTextHex extends JTextArea{ 
  
 private byte[] b; 
 private String bs; 
  
 public JTextHex(Packet p){ 
  super(); 
  this.b = p.getPacketByte(); 
 
  this.setEditable(false); 
  bs = ""; 
            double l = b.length/7; 
  l = Math.ceil( l ); //redondeo entero hacia rriba 
   
  for (int eger = 0; eger< l+1; eger++){ 
  
   if (eger <= 1) bs = bs + "00"+ 7*eger + "h\t"; 
   else if (eger  <= 256) bs = bs +"0" + 7*eger + "h\t"; 
    
   for (int eger_ = 0; eger_<7; eger_++){ 
    if (eger*7+eger_ == b.length) break; 
    if (b[eger*7+eger_] >=0 && b[eger*7+eger_] < 
16) bs = bs + "0"; 
    bs = bs + Integer.toHexString(b[eger*7+eger_] & 
0xff).toUpperCase(); 
    bs = bs + " ";  
   } 
   bs = bs +"\n"; 
  } 
  this.setText(bs); 
  this.setFont(new Font( "Helvetica",Font.BOLD,18 ) ); 
 } 
 
} 
 
 
ModeloX.java 
package tinyos.telosb; 
 
import javax.swing.table.DefaultTableModel; 
 
public class ModeloX extends DefaultTableModel{ 
  
 public ModeloX (String[] s, int i){ 
  super ( s, i ); 
 } 
  
 public void addPacket(Packet p){ 
  this.addRow(new Object[]{ p, p, p, p}); 
 } 
  
 public boolean isCellEditable(int row, int column) 
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    { 
        return false; 
    } 
 
 public byte getPacketType(Integer integer) { 
   
  Packet _p = (Packet) this.getValueAt(integer, 0); 
  return _p.getType(); 
 } 
} 
 
 
SuperCellRender.java 
package tinyos.telosb; 
 
import javax.swing.JComponent; 
import javax.swing.JTable; 
import javax.swing.table.DefaultTableCellRenderer; 
import java.awt.Component; 
import java.awt.Color; 
 
public class SuperCellRender extends DefaultTableCellRenderer { 
 
 public Component getTableCellRendererComponent(JTable table, 
Object value, 
   boolean isSelected, boolean hasFocus, int row, int 
column) { 
 
  Component comp = super.getTableCellRendererComponent(table, 
value, 
    isSelected, hasFocus, row, column); 
 
  switch (column) { 
  case 0: 
   this.setText(((Packet) value).getCount().toString()); 
   break; 
  case 1: 
   this.setText(((Packet) value).getTime().toString()); 
   break; 
  case 2: 
   this.setText(((Packet) value).getDevide()); 
   break; 
  case 3: 
   this.setText(((Packet) value).getDescription()); 
  } 
 
  if (((Packet) value).getType() == Packet.ERROR_TYPE) { 
   comp.setBackground(Color.BLACK); 
   comp.setForeground(new Color(255, 95, 95)); 
   comp.setBackground(Color.BLACK); 
   comp.setForeground(new Color(255, 95, 95)); 
  } 
 
  else if (((Packet) value).getType() == 
Packet.RREQUEST_TYPE) { 
 
   comp.setBackground(new Color(214, 231, 255)); 
   comp.setForeground(Color.BLACK); 
  } 
  else if (((Packet) value).getType() == Packet.RREPLY_TYPE) 
{ 
   comp.setBackground(new Color(193, 194, 255)); 
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   comp.setForeground(Color.BLACK); 
  } 
  else if (((Packet) value).getType() == Packet.DATA_TYPE) { 
   comp.setBackground(new Color(214, 231, 255)); 
   comp.setForeground(Color.BLACK); 
  } 
  else if (((Packet) value).getType() == 5) { 
   comp.setBackground(new Color(214, 231, 255)); 
   comp.setForeground(Color.BLACK); 
  } 
  return comp; 
 } 
 
} 
 
 
UsbList.java 
package tinyos.telosb; 
 
import gnu.io.CommPortIdentifier; 
import gnu.io.PortInUseException; 
import gnu.io.SerialPort; 
 
import java.util.*; 
 
public class UsbList { 
 
 private CommPortIdentifier portId; 
 private Vector usbList; 
 private Enumeration portList; 
 private int Count; 
 private SerialPort serialPort; 
 public static final int INT_USB = 1; 
  
 public UsbList (){ 
  portList = null; 
  usbList = new Vector(); 
 } 
  
 public Iterator getList(){ 
   
  Count = 0; 
   
  portList = CommPortIdentifier.getPortIdentifiers(); 
  while (portList.hasMoreElements()){ 
    
   portId = (CommPortIdentifier) portList.nextElement(); 
    
   if ( portId.getPortType() == 
CommPortIdentifier.PORT_SERIAL ) { 
    System.out.println("Found Device on: " + 
portId.getName()); 
    usbList.addElement(portId.getName()); 
    Count ++; 
   } 
  } 
  return usbList.iterator(); 
   
 } 
  
public Iterator getList(int type){ 
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  Count = 0; 
  portList = CommPortIdentifier.getPortIdentifiers(); 
   
      while (portList.hasMoreElements()){ 
    
portId = (CommPortIdentifier) portList.nextElement(); 
   if ( portId.getPortType() == 
CommPortIdentifier.PORT_SERIAL ) { 
    
    System.out.println("Found Device on: " + 
portId.getName()); 
    usbList.addElement(portId.getName()); 
    Count ++; 
   } 
  } 
  return usbList.iterator(); 
 } 
 public int Count(){ 
  return Count; 
 } 
} 
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Anexo II Personalización de USBShark 
 
 
 
 
 
Fig. 8.2.1 Personalización de Packet.java 
 
 
Estos métodos que estamos personalizando, són los que llamaremos mas 
tarde para mostrar la información de los paquetes. 
 
 
1 Personalización de la vista tabla, archivo SuperCellRender.java: 
 
La clase SuperCellRender, es la encargada de escribir en las celdas de la 
tabla, por lo que con el siguiente código, definimos que es lo que queremos 
mostrar en cada columna, fijese que las columnas las numerámos desde el 0 
hasta el 3: 
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Fig. 8.2.2 Personalización de la información a mostrar por columnas. 
 
A continución veremos como colorear la celda a nuestro gusto: 
 
 
 
 
 
Fig. 8.2.3 Personalización del color de las celdas. 
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Tras de hacer las comprobaciones que creamos oportunas al paquete de 
datos, podemos colorear tanto el fondo de la celda con comp.setBackground, 
como el texto que hay en ella conel método comp.setForeground. Los colores 
se definen según el estándar RGB en Color(RRR,GGG,BBB), donde R es la 
cantidad de rojo, G es la cantidad de verde y B es la cantidad de azul, y todos 
ellos en un a escala del 0 al 255. 
 
 
2 Personalización de la vista en arbol, archivo jTreePacket.java: 
 
Lo que debemos hacer en este punto, es tener un aidea clara de la estructura 
que queremos que tenga nuestro paquete cunado sea visualizado en forma de 
arbol, que características colgaran de quien, etc. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8.2.4 Personalización de la vista Arbol. 
 
Y definir un objeto DefaultMutableTreeNode con el texto que queremos que 
salga y anidarlos correctamente con modelo.insertNodeInto(modeloaInsertar, 
modeloPadre, posición). 
 
3 Personalización de la exportación de datos, archivo GUI.java: 
Dentro de la clase principal del progama (GUI), podemos personalizar la la 
exportación de datos obtenidos y almacenados temporalmente en la tabla: 
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Fig. 8.2.5 Personalización de la exportación de datos a un archivo csv. 
 
Como hemos explicado en el punto anterior, simplemente tenemos que ir 
escribiendo la información que queramos separar por columnas estre comas y 
cada salto de línea es una nueva fíla. Todo ello lo haremos con el objeto 
PrinterStream. 
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Anexo III Archivos del código nst-AODV 
modificado 
 
AODV_Core.nc 
#define INDIRECT    0 
  
 module AODV_Core { 
 provides { 
  interface StdControl as Control; 
  interface ReactiveRouter; 
  command uint16_t getAODVseqNum(); 
  command uint8_t convertLqiToLdr (uint8_t lqi); 
    
 } 
 uses { 
  interface SendMsg   as SendRreq; 
  interface ReceiveMsg  as ReceiveRreq; 
  interface SendMsg   as SendRreply; 
  interface ReceiveMsg  as ReceiveRreply; 
  interface SendMsg   as SendRerr; 
  interface ReceiveMsg  as ReceiveRerr; 
 
  interface Payload2; 
  interface Timer; 
  interface SingleHopMsg; 
 
  interface AODV_Route; 
  interface AODV_Cache; 
   
  interface Leds; 
 } 
} 
 
implementation { 
 TOS_Msg msgBuf1, msgBuf2, msgBuf3; 
 TOS_MsgPtr rreqMsg; 
 TOS_MsgPtr rReplyMsg; 
 TOS_MsgPtr rErrMsg; 
 
 uint8_t rreqTaskPending; 
 uint8_t rreplyTaskPending; 
 uint8_t rerrTaskPending; 
 
 uint8_t localRepair; 
 
 uint8_t rreqNumTries; 
 uint8_t rreplyNumTries; 
 uint8_t rerrNumTries; 
 
 bool sendPending; 
 
 wsnAddr rReplyDest; 
 
 uint16_t mySeq;      //destination 
sequence number for LOCAL NODE 
 uint16_t rreqID;   
  
 uint8_t ownFlag; 
 uint8_t rreqs; 
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 uint8_t rreps; 
 
 
 command result_t Control.init() { 
  rreqMsg  = &msgBuf1; 
  rReplyMsg = &msgBuf2; 
  rErrMsg  = &msgBuf3; 
 
  rreqTaskPending  = TASK_DONE; 
  rreplyTaskPending = TASK_DONE; 
  rerrTaskPending  = TASK_DONE; 
 
  sendPending = FALSE; 
  localRepair =INVALID_NODE_ID; 
   
  rreqNumTries  = 0; 
  rreplyNumTries = 0; 
  rerrNumTries  = 0; 
  mySeq      = 0;    
  rreqID     = 0; 
  rreqs = 0; 
  rreps = 0; 
 
  rReplyDest  = INVALID_NODE_ID; 
   
  call AODV_Cache.deleteCache(); 
  call Leds.init(); 
  return SUCCESS; 
 } 
 
 command result_t Control.start() { 
  return call Timer.start(TIMER_REPEAT, RETRY_INTERVAL); 
 } 
 
 command result_t Control.stop() { 
  return call Timer.stop(); 
 } 
  
 task void sendRreq() { 
  // Bloq send msg 
  if (!sendPending){ 
   sendPending = TRUE; 
   if (call 
SendRreq.send(TOS_BCAST_ADDR,AODV_RREQ_HEADER_LEN, rreqMsg)==SUCCESS) 
{ 
    //call Leds.greenToggle(); 
    // Correctly sent 
    return; 
   } 
  } 
  rreqNumTries++; 
 
  sendPending = FALSE; 
   
  // We check if we spent all tries allowed 
  if (rreqNumTries > AODVR_NUM_TRIES){ 
   // drop the packet 
   rreqTaskPending = TASK_DONE; 
  }else{ 
   // retry 
   rreqTaskPending = TASK_REPOSTREQ; 
  } 
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 } 
 
  
 
 task void sendRerr(){ 
  // Bloq send msg 
  if (!sendPending){ 
   sendPending = TRUE; 
   if (call SendRerr.send(TOS_BCAST_ADDR, 
AODV_RERR_HEADER_LEN, rErrMsg)==SUCCESS) { 
    //call Leds.redToggle(); 
    // Correctly sent 
    return; 
   } 
  } 
   
  sendPending = FALSE; 
   
  rerrNumTries++; 
   
  // We check if we spent all tries allowed 
  if (rerrNumTries > AODVR_NUM_TRIES){ 
   // drop the packet 
   rerrTaskPending = TASK_DONE; 
  }else{ 
   // retry 
   rerrTaskPending = TASK_REPOSTREQ; 
  } 
 } 
 
 task void sendRreply(){ 
  // Bloq send msg 
  if (!sendPending){ 
   sendPending = TRUE; 
   if (call SendRreply.send(rReplyDest, 
AODV_RREPLY_HEADER_LEN, rReplyMsg)==SUCCESS) { 
    //call Leds.yellowToggle(); 
    // Correctly sent 
    return; 
   } 
  } 
  rreplyNumTries++; 
  sendPending = FALSE; 
   
  // We check if we spent all tries allowed 
  if (rreplyNumTries > AODVR_NUM_TRIES){ 
   // drop the packet 
   rreplyTaskPending = TASK_DONE; 
  }else{ 
   // retry 
   rreplyTaskPending = TASK_REPOSTREQ; 
  } 
 } 
 
 command wsnAddr ReactiveRouter.getNextHop(wsnAddr dest){ 
#if BS 
  if (dest == TOS_UART_ADDR){ 
   return (TOS_UART_ADDR); 
  } 
#endif 
 
  if (dest == TOS_LOCAL_ADDRESS){ 
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   return TOS_LOCAL_ADDRESS; 
  } 
 
  if (dest == (uint8_t)TOS_BCAST_ADDR){ 
   return (uint8_t)TOS_BCAST_ADDR; 
  } 
   
  return call AODV_Route.getNextHop(dest); 
  }  
 
 command result_t ReactiveRouter.generateLocalRepair(wsnAddr 
dest, wsnAddr src){ 
  uint8_t length; 
  uint8_t seqNum; 
  AODV_Rreq_MsgPtr msg = call Payload2.linkPayload(rreqMsg, 
&length); 
 
  mySeq++; 
  rreqID++; 
 
 
  if(src == dest) { 
   // that should not happen.. but we set it just in 
case 
   return FAIL; 
  } 
 
  
  localRepair = src; 
  
  if(rreqTaskPending == TASK_DONE){ 
   rreqTaskPending = TASK_PENDING; 
    
   rreqNumTries = 0; 
    
   seqNum = call AODV_Route.getRouteSeqNum(call 
AODV_Route.getRouteIndex(dest,TRUE));  
   if (seqNum == INVALID_INDEX){ 
    seqNum = 0; 
   } 
    
   msg->dest       = dest; 
   msg->src        = src; 
   msg->rreqID     = LOCAL_REPAIR; 
   msg->srcSeq     = mySeq; 
   msg->destSeq    = seqNum+1; 
   msg->metric[0]  = call AODV_Route.getRoutePdr(call 
AODV_Route.getRouteIndex(msg->src,TRUE)); 
   msg->flag  = ownFlag; 
    
   //we include the message into cache table 
   call AODV_Cache.updateCache(msg->dest,msg->src, 
TOS_LOCAL_ADDRESS, LOCAL_REPAIR, msg->destSeq, msg->metric[0], 
ownFlag); 
    
       post sendRreq(); 
       return SUCCESS; 
  }else { 
   // Error task pending 
      return FAIL; 
  } 
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  return SUCCESS; 
 } 
 
 
 command result_t ReactiveRouter.generateRoute(wsnAddr dest, 
uint8_t flag){ 
  uint8_t length; 
  uint8_t seqNum; 
  AODV_Rreq_MsgPtr msg = call Payload2.linkPayload(rreqMsg, 
&length); 
   
  localRepair = INVALID_NODE_ID; 
   
  if (dest == AODV_SET_FLAG){ 
   return SUCCESS; 
  } 
   
  mySeq++; 
  rreqID++; 
  if (rreqID==LOCAL_REPAIR){ 
   rreqID++; 
  } 
   
  if(rreqTaskPending == TASK_DONE){ 
   rreqTaskPending = TASK_PENDING; 
    
   rreqNumTries = 0; 
    
   seqNum = call AODV_Route.getRouteSeqNum(call 
AODV_Route.getRouteIndex(dest,TRUE));  
   if (seqNum == INVALID_INDEX){ 
    seqNum = 0; 
   } 
    
   msg->dest       = dest; 
   msg->src        = TOS_LOCAL_ADDRESS; 
   msg->rreqID     = rreqID; 
   msg->srcSeq     = mySeq; 
   msg->destSeq    = seqNum+1; 
   msg->metric[0]  = 100; 
   msg->flag  = ownFlag; 
    
   call AODV_Cache.updateCache(msg->dest,msg->src, 
TOS_LOCAL_ADDRESS, msg->rreqID, msg->destSeq, 0 /*msg->metric[0]*/, 
ownFlag); 
   if(dest == TOS_LOCAL_ADDRESS ) { 
   // that should not happen.. but we set it just in 
case 
    return FAIL; 
   }else{ 
    post sendRreq(); 
   } 
       return SUCCESS; 
  }else { 
       return FAIL; 
  } 
  } 
 
  command result_t ReactiveRouter.SendRouteErr(wsnAddr dest){ 
  uint8_t length; 
  AODV_Rerr_MsgPtr msg = call Payload2.linkPayload(rErrMsg, 
&length); 
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  call AODV_Cache.deleteCache(); 
   
  // we check for pending tasks 
  if(rerrTaskPending == TASK_DONE){ 
   rerrTaskPending = TASK_PENDING; 
   if(dest == TOS_LOCAL_ADDRESS ) { 
   // that should not happen.. but we set it just in 
case 
    return FAIL; 
   }else{ 
    // Create RerrMsg. 
    msg->dest = dest; 
    msg->destSeq  = call 
AODV_Route.getRouteSeqNum(call AODV_Route.getRouteIndex(dest, TRUE)) + 
1; 
    
    // Delete routeTable for node_id 
    call AODV_Route.RemoveRoute(dest);  
    
    // Posting  sendErr 
    post sendRerr(); 
   } 
   return SUCCESS; 
      }else{ 
   //route pending 
   return FAIL; 
  } 
     
  } 
  
 command result_t ReactiveRouter.invalidateRoute(wsnAddr dest){ 
  call AODV_Cache.deleteCache(); 
  return call AODV_Route.invalidateRoute(dest); 
 } 
 
 event result_t SendRreq.sendDone(TOS_MsgPtr sentBuffer, bool 
success) { 
  sendPending = FALSE; 
   
  // checking correct sent event 
  if (success){ 
   rreqTaskPending = TASK_DONE; 
  }else{ 
   if (rreqNumTries > AODVR_NUM_TRIES){ 
    rreqTaskPending = TASK_DONE; 
   }else{ 
    rreqTaskPending = TASK_REPOSTREQ; 
   } 
  } 
   
  return SUCCESS; 
 } 
 
 
 event result_t SendRerr.sendDone(TOS_MsgPtr sentBuffer, bool 
success) { 
  sendPending = FALSE; 
   
  // checking correct sent event 
  if (success){ 
   rerrTaskPending = TASK_DONE; 
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  }else{ 
   if (rerrNumTries > AODVR_NUM_TRIES){ 
    rerrTaskPending = TASK_DONE; 
   }else{ 
    rerrTaskPending = TASK_REPOSTREQ; 
   } 
  } 
   
  return SUCCESS; 
 } 
  
 event TOS_MsgPtr ReceiveRreq.receive(TOS_MsgPtr receivedMsg) { 
  //link rreq msg 
   
  uint8_t length, index2; 
  uint8_t ldr, newMetricForReply; 
 
  float metricValue; 
 
  AODV_Rreq_MsgPtr rreq_msg = call 
Payload2.linkPayload(receivedMsg, &length); 
  AODV_Rreq_MsgPtr rreqToSend = call 
Payload2.linkPayload(rreqMsg, &length); 
  AODV_Rreply_MsgPtr rreply_msg = call 
Payload2.linkPayload(rReplyMsg, &length); 
   
  ldr = call convertLqiToLdr(receivedMsg->lqi); 
  if (ldr == 0) { /* lqi no vlido */ 
   return receivedMsg; 
  } 
  else{ 
   metricValue = (rreq_msg->metric[0] * ldr )/100; 
   newMetricForReply = floor(metricValue); 
  /* muy baja prob. de recepcin -> descartamos ruta */ 
   if (newMetricForReply == 0){ 
    return receivedMsg; 
   } 
  } 
/* 
// we check for maximum number of hops. If its ok we update that 
field. 
  if(rreq_msg->metric[0] > AODV_MAX_METRIC){ 
   return receivedMsg; 
  }else{ 
   rreq_msg->metric[0]++; 
  } 
*/ 
  // check cache for previous reception of data 
  if(call AODV_Cache.checkCache(rreq_msg->src, rreq_msg-
>rreqID, newMetricForReply) == FAIL){ 
   call Leds.yellowToggle(); 
   return receivedMsg; 
  } 
   
  call AODV_Cache.updateCache(rreq_msg->dest,rreq_msg->src, 
call SingleHopMsg.getSrcAddress(receivedMsg), rreq_msg->rreqID, 
rreq_msg->destSeq, newMetricForReply, rreq_msg->flag | ownFlag); 
   
   
  //check final destination 
 #if BS 
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  if((rreq_msg->dest == TOS_UART_ADDR) || (rreq_msg->dest == 
TOS_LOCAL_ADDRESS)){  
 #else 
  if(rreq_msg->dest == TOS_LOCAL_ADDRESS){  
 #endif 
   mySeq++; 
 
   // local repair must be indicated 
   if (rreq_msg->rreqID == LOCAL_REPAIR){ 
    rreq_msg->destSeq = LOCAL_REPAIR; 
   }else{ 
    if (rreq_msg->destSeq == 0) { 
     rreq_msg->destSeq = mySeq; 
    } 
    
    if(rreq_msg->destSeq >= mySeq ) { 
     // Update of seq number. 
     mySeq = rreq_msg->destSeq+1; 
    }else if ((rreq_msg->destSeq < mySeq) && 
(rreq_msg->destSeq!=0)){ 
     // old msg, as we have sequence number of 
higher value 
     call Leds.redToggle(); 
     //return receivedMsg; 
    } 
   } 
 
   // rreply msg generated 
 
    if(rreplyTaskPending == TASK_DONE){ 
    rreplyTaskPending = TASK_PENDING; 
    rreplyNumTries = 0; 
    rReplyDest = call 
SingleHopMsg.getSrcAddress(receivedMsg); 
     
    rreply_msg->dest    = rreq_msg->dest; 
    rreply_msg->src    = rreq_msg->src; 
    rreply_msg->destSeq   = mySeq; 
    rreply_msg->metric[0]  = 
newMetricForReply; 
    rreply_msg->flag    = ownFlag | 
rreq_msg->flag; 
     
    // Update route info 
    call AODV_Route.updateRouteInfo(rreq_msg->src, 
rReplyDest, mySeq, newMetricForReply, mySeq, rreq_msg->flag | 
ownFlag); 
     
 
    //Posting task sendRreply 
    post sendRreply();       
       }else{ 
    // Error pending task 
    call Leds.greenToggle(); 
 
    return receivedMsg; 
   } 
 }else{ 
   // message will be resent to radio as its destination 
is not local. 
   if(rreq_msg->src == TOS_LOCAL_ADDRESS) { 
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    // that should not happen.. but we set it just 
in case 
    return receivedMsg; 
   } 
 
 
  // If there's some route in local route tables we reply. 
   if (call AODV_Route.getNextHop(rreq_msg->dest) != 
INVALID_NODE_ID){ 
    // rreply data generated 
 
    
 
    if(rreplyTaskPending == TASK_DONE){ 
     rreplyTaskPending = TASK_PENDING; 
     rreplyNumTries = 0; 
     
     rReplyDest = call 
SingleHopMsg.getSrcAddress(receivedMsg); 
     index2 = call 
AODV_Route.getRouteIndex(rreq_msg->dest, TRUE); 
     
     rreply_msg->dest    = rreq_msg-
>dest; 
     rreply_msg->src    = rreq_msg-
>src; 
     rreply_msg->destSeq    = 
call AODV_Route.getRouteSeqNum(index2); 
      
     rreply_msg->metric[0]   = 
floor (((call AODV_Route.getRoutePdr(index2))* 
newMetricForReply)/100); 
     rreply_msg->flag    = ownFlag | 
rreq_msg->flag | INDIRECT_FLAG; 
     
     // Update route info 
     call AODV_Route.updateRouteInfo(rreq_msg-
>src, rReplyDest, rreq_msg->destSeq, newMetricForReply, mySeq, 
rreq_msg->flag | ownFlag); 
 
     //Posting task sendRreply 
     post sendRreply();       
     return receivedMsg; 
    } 
   }else{ 
 
   
  
        if(rreqTaskPending == TASK_DONE){ 
     rreqTaskPending = TASK_PENDING; 
     rreqNumTries = 0; 
     
     rreqToSend->dest    = rreq_msg-
>dest; 
     rreqToSend->src    = rreq_msg-
>src; 
     rreqToSend->rreqID  = rreq_msg-
>rreqID; 
     rreqToSend->srcSeq   = rreq_msg-
>srcSeq; 
     rreqToSend->destSeq   = rreq_msg-
>destSeq; 
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     rreqToSend->metric[0]  = 
newMetricForReply; 
     rreqToSend->lqi1   = 
receivedMsg->lqi; 
     rreqToSend->flag   = rreq_msg-
>flag | ownFlag; 
    
     // Posting task  
     post sendRreq();  
     
    } 
   } 
  #if BS 
  } 
  #else 
  } 
  #endif 
   
  return receivedMsg; 
  } 
 
 event result_t SendRreply.sendDone(TOS_MsgPtr sentBuffer, bool 
success) { 
  sendPending = FALSE; 
   
  if (success){ 
   rreplyTaskPending = TASK_DONE; 
  }else{ 
   if (rreplyNumTries > AODVR_NUM_TRIES){ 
    rreplyTaskPending = TASK_DONE; 
   }else{ 
    rreplyTaskPending = TASK_REPOSTREQ; 
   } 
  } 
  return SUCCESS; 
 } 
  
  event TOS_MsgPtr ReceiveRreply.receive(TOS_MsgPtr receivedMsg) { 
  uint8_t length; 
  AODV_Rreply_MsgPtr msg = call 
Payload2.linkPayload(receivedMsg, &length); 
   
   
   
  // Update routeTable info  with reverse route to 
destination 
  call AODV_Route.updateRouteInfo(msg->dest, call 
SingleHopMsg.getSrcAddress(receivedMsg), msg->destSeq, msg-
>metric[0],mySeq, msg->flag | ownFlag); 
#if BS 
  if(msg->src == TOS_LOCAL_ADDRESS || msg->src == 
TOS_UART_ADDR){ 
#else 
  if(msg->src == TOS_LOCAL_ADDRESS){ 
#endif 
   // we reached final destination 
    
   // we anounce to AODV_PacketForwarder of route 
generated 
   signal ReactiveRouter.routeGenerated(msg->dest); 
  }else{ 
   // local reapir function just arrives here 
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   if (localRepair != INVALID_NODE_ID){ 
     signal ReactiveRouter.routeGenerated(msg-
>dest); 
     localRepair = INVALID_NODE_ID; 
     return receivedMsg; 
   } 
    
   if (rreplyTaskPending == TASK_DONE){ 
    rreplyTaskPending = TASK_PENDING; 
     
    // we search a final destination 
    rReplyDest = call 
AODV_Route.getReverseRoute(msg->src); 
     
    // Update routeTable info to the source 
node 
    call AODV_Route.updateRouteInfo(msg->src, 
rReplyDest, msg->destSeq, call AODV_Route.getReversePdr(msg->src), 
mySeq, msg->flag | ownFlag); 
     
    if (rReplyDest == INVALID_NODE_ID){ 
     // Error when searching for reply route 
     rreplyTaskPending = TASK_DONE; 
    }else{ 
      
     rreplyNumTries = 0; 
     msg->flag = msg->flag | ownFlag; 
     memcpy(rReplyMsg, receivedMsg, 
sizeof(TOS_Msg)); 
      
     post sendRreply(); 
    }    
   } 
  #if BS 
  } 
  #else 
  } 
  #endif 
  return receivedMsg; 
 } 
 
  event TOS_MsgPtr ReceiveRerr.receive(TOS_MsgPtr receivedMsg) { 
  uint8_t length; 
  AODV_Rerr_MsgPtr msg = call 
Payload2.linkPayload(receivedMsg, &length); 
   
  // We delete cache of message to asure that new RREQ will 
be accepted. 
  call AODV_Cache.deleteCache(); 
   
  // we have any route affected ? 
  if (msg->dest == TOS_LOCAL_ADDRESS){ 
   if ((call AODV_Route.getRouteIndex(msg->dest, TRUE) 
== INVALID_INDEX)){ 
    // there aren't any affected routes. 
    return receivedMsg; 
   } 
   call AODV_Route.RemoveRoute(msg->dest);  
  }else{ 
   if ((call AODV_Route.getRouteIndex(msg->dest, TRUE) 
!= INVALID_INDEX)){ 
    if(rerrTaskPending == TASK_DONE){ 
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     rerrTaskPending = TASK_PENDING; 
    
     // Delete routeTable for node_id 
     call AODV_Route.RemoveRoute(msg->dest);  
    
     // Posting  sendErr 
     memcpy(rErrMsg, receivedMsg, 
sizeof(TOS_Msg)); 
     post sendRerr(); 
    
     return receivedMsg; 
        }else{ 
     //error taskPending    
     return receivedMsg; 
    } 
   }else{ 
     //error taskPending    
     return receivedMsg; 
    } 
 
       } 
 return receivedMsg;   
} 
 
  event result_t Timer.fired() { 
  // we post pending task each RETRY_TIME 
    if(rreplyTaskPending == TASK_REPOSTREQ){ 
   rreplyTaskPending = TASK_PENDING; 
   rreplyNumTries++; 
   post sendRreply(); 
    } 
   
    if(rerrTaskPending == TASK_REPOSTREQ){ 
   rerrTaskPending = TASK_PENDING; 
   rerrNumTries++; 
   post sendRerr(); 
    } 
   
    if(rreqTaskPending == TASK_REPOSTREQ){ 
   rreqTaskPending = TASK_PENDING; 
   rreqNumTries++; 
   post sendRreq(); 
    } 
  return SUCCESS; 
  }     
  
 command uint16_t getAODVseqNum(){ 
  return mySeq; 
 } 
 
 command uint8_t convertLqiToLdr (uint8_t lqi){ 
//RAULRAULRAUL 
 
                float ldrDec; 
                uint8_t _ldr; 
 
                if ((lqi < 50) || (lqi > 110)){ 
                        _ldr = 0;  /*invalido ldr*/ 
                }else{ 
                        if (lqi <= 62){ 
                                ldrDec = 1; 
                        } 
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                        else if (lqi <= 73){ 
                                ldrDec = (70/11*lqi)-(4340/11); 
                        } 
                        else if (lqi <= 91){ 
                                ldrDec = (3/2*lqi)-(79/2); 
                        } 
                        else if (lqi <= 97){ 
                                ldrDec = (1/3*lqi)+(200/3); 
                        } 
                        else { 
                                ldrDec = 100; 
                        } 
                        _ldr = floor(ldrDec); 
                } 
                return _ldr; 
        } 
 
} 
 
 
AODV_PacketForwarder.nc 
module AODV_PacketForwarder { 
  provides { 
   interface StdControl as Control; 
    
      interface SendMHopMsg[uint8_t app]; 
      interface Receive[uint8_t app]; 
      interface Intercept[uint8_t app];  
      interface Intercept as PromiscuousIntercept[uint8_t app];  
       
   interface AODVMsg; 
      interface MultiHopMsg; 
    
   interface Payload2 as AODVPayload; 
  } 
  uses { 
      interface SendMsg   as SingleHopSend; 
    
      interface ReceiveMsg  as SingleHopReceive;  //from 
radio to AODV 
   interface ReceiveMsg  as UARTReceiveMsg;  
 //from UART to AODV 
 
      interface Payload2   as SingleHopPayload; 
   interface MyQueue   as FindRouteQueue; 
    
   interface Timer    as DiscoveryTimer; 
  //timer to wait for replies 
      
      interface SingleHopMsg; 
      interface ReactiveRouter; 
   interface AODV_Cache; 
    
   interface Leds; 
  } 
} 
 
implementation { 
 
 ////////////////////////////////// VARIABLES 
////////////////////////////////////////////////////// 
  //RAUL 
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  TestHopsMsg *ptrmsg; 
  uint16_t aux_len; 
  uint8_t ldr; 
  inline uint8_t convertLqiToLdr (uint8_t lqi); 
 
 // Variables that store information about the current msg 
  TOS_Msg   msg_buf;     
  TOS_MsgPtr  send_msg;   
 uint8_t   sendIntent;   
 uint8_t   lastFailed; 
 
 // Variables that control the global program 
 uint8_t aodv_seqnum;    
 bool   route_repairing;  
 bool   sendPending;    
 uint8_t myFlag; 
  
 //////////////////////////////// FUNCIONS 
///////////////////////////////////////////////////////// 
 // 
 // it returns one pointer to the aodv msg inside the TOS_Msg 
 // 
  inline AODV_MsgPtr getAODVPtr(TOS_MsgPtr msg) { 
    AODV_MsgPtr aodv_ptr; 
  uint8_t length; 
  aodv_ptr = call SingleHopPayload.linkPayload(msg, &length); 
    return aodv_ptr; 
  } 
 
 // 
 // init of variables 
 // 
 void initVar(){ 
  atomic{ 
   send_msg     = &msg_buf; 
   route_repairing = FALSE; 
   sendPending   = FALSE; 
   sendIntent    = 0; 
   aodv_seqnum   = 0;   
   lastFailed   = 0xfe; 
  } 
 } 
 
 //////////////////////////// AODVPAYLOAD 
////////////////////////////////////////////////////////// 
 command void * AODVPayload.linkPayload(TOS_MsgPtr msg, uint8_t 
*len) { 
  AODV_MsgPtr aodvMsg; 
  uint8_t length; 
  aodvMsg = call SingleHopPayload.linkPayload(msg, &length); 
  *len = length - AODV_HEADER_LEN; 
  return aodvMsg->data; 
 }  
 
 //////////////////////////// STDCONTROL 
/////////////////////////////////////////////////////////// 
 
  command result_t Control.init() { 
  initVar(); 
  call Leds.init(); 
    return SUCCESS; 
  } 
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  command result_t Control.start() { 
   
  return SUCCESS; 
  } 
 
  command result_t Control.stop() { 
  return SUCCESS; 
  } 
 
 /////////////////////////// MULTIHOPMSG /// i /// AODVMSG 
///////////////////////////////////////// 
 // 
 // Acces to differnte fields of the message 
 // 
 // AODVHEADER: < [(src) (dest) (app) (length)] (seq) (ttl) 
(flag) > 
  command wsnAddr MultiHopMsg.getSource(TOS_MsgPtr msg) { 
    return getAODVPtr(msg)->mhop.src; 
  } 
 
  command wsnAddr MultiHopMsg.getDest(TOS_MsgPtr msg) { 
    return getAODVPtr(msg)->mhop.dest; 
  } 
 
  command uint8_t MultiHopMsg.getApp(TOS_MsgPtr msg) { 
    return getAODVPtr(msg)->mhop.app; 
  } 
 
  command uint8_t MultiHopMsg.getLength(TOS_MsgPtr msg) { 
    return getAODVPtr(msg)->mhop.length; 
  } 
 
  command uint8_t AODVMsg.getSequenceNum(TOS_MsgPtr msg) { 
    return getAODVPtr(msg)->seq; 
  } 
  
  command uint8_t AODVMsg.getTTL(TOS_MsgPtr msg) { 
    return getAODVPtr(msg)->routeHops; 
  } 
 
 command uint8_t AODVMsg.getFlag(TOS_MsgPtr msg){ 
  return getAODVPtr(msg)->flag; 
 } 
 
  command uint8_t AODVMsg.getNext(TOS_MsgPtr msg) { 
    return call SingleHopMsg.getDestAddress(msg); 
  } 
 
 ////////////////////////////// COMUNICATION 
///////////////////////////////////////////////////////////////////// 
  default event result_t Intercept.intercept[uint8_t app](TOS_MsgPtr 
m, void *payload, uint16_t len) { 
  return SUCCESS; 
  } 
 
  default event result_t PromiscuousIntercept.intercept[uint8_t 
app](TOS_MsgPtr m, void *payload, uint16_t len) { 
    return SUCCESS; 
  } 
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  default event TOS_MsgPtr Receive.receive[uint8_t app](TOS_MsgPtr m, 
void *payload, uint16_t len) { 
    return NULL; 
  } 
 
  command void * SendMHopMsg.getBuffer[uint8_t app](TOS_MsgPtr msg, 
uint16_t *len) { 
    AODV_MsgPtr aodv_ptr; 
  uint8_t len2; 
    aodv_ptr = call SingleHopPayload.linkPayload(msg, &len2); 
    *len = (uint16_t)(len2 - AODV_HEADER_LEN); 
    return aodv_ptr->data; 
  }  
 
 
 ////////////////////////////////// TASKS 
///////////////////////////////////////////////////////// 
 // 
 // 
 // Task that sends the message. First searches for a route and 
then it sends the message. In case of 
 // error we put this on the queue buffer and it inits route 
discovery functionality. 
 // If we have reached the maximum number of tries.. we drop the 
packet and signal event senddone. If 
 // we are on route_repairing then we move new incoming packets 
to msg queue 
  
 // Previous declaration of seguentMsg(); 
 void seguentMsg(); 
  
 task void enviarMsg(){ 
  AODV_MsgPtr aodv_msg  = getAODVPtr(send_msg); 
  uint8_t appDest    = aodv_msg->mhop.app; 
  uint8_t msgDest    = aodv_msg->mhop.dest; 
  uint8_t msgSrc    = aodv_msg->mhop.src; 
  uint8_t nextHop; 
   
  // if that a Base Station then TOS_LOCAL message it's 
forwarded to UART 
  #if BS   
  if ((msgDest == (uint8_t)TOS_LOCAL_ADDRESS) ||(msgDest == 
(uint8_t)TOS_UART_ADDR)){ 
   if (call SingleHopSend.send(TOS_UART_ADDR, 
(uint8_t)aodv_msg->mhop.length + AODV_HEADER_LEN, send_msg) == 
SUCCESS){ 
    // sent correctly to UART. 
    return; 
   } 
  } 
  #endif 
 
  nextHop =  call ReactiveRouter.getNextHop(msgDest); 
 
  if (nextHop != INVALID_NODE_ID){ 
   if (nextHop != TOS_LOCAL_ADDRESS){ 
    if (call SingleHopSend.send(nextHop, 
(uint8_t)aodv_msg->mhop.length + AODV_HEADER_LEN, send_msg) == 
SUCCESS){ 
      
     return; 
    }else{ 
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     sendPending=FALSE; 
    } 
   } 
  } 
 
  // we check for maximum number of retries. 
  if (sendIntent >= MAX_INTENTS_GLOBAL){ 
#if BS 
   if (msgSrc == (uint8_t)TOS_LOCAL_ADDRESS || aodv_msg-
>mhop.src == (uint8_t)TOS_UART_ADDR){ 
#else 
   if (msgSrc == (uint8_t)TOS_LOCAL_ADDRESS){ 
#endif 
     
    if ((msgDest != (uint8_t)TOS_BCAST_ADDR) && 
(nextHop != INVALID_NODE_ID) && (msgDest != 
(uint8_t)TOS_LOCAL_ADDRESS)){ 
     // sending routeError message 
     call 
ReactiveRouter.SendRouteErr(msgDest); 
    } 
 
    if ((msgDest != (uint8_t)TOS_BCAST_ADDR)&& 
(msgDest != (uint8_t)TOS_LOCAL_ADDRESS)){ 
     // sending routeError message 
     call 
ReactiveRouter.SendRouteErr(msgDest); 
    } 
     
    if (signal 
SendMHopMsg.sendDone[appDest](send_msg, FAIL)!= SUCCESS){ 
     // sending sendDone incorrectly 
    } 
   }else{ 
    if (msgDest != (uint8_t)TOS_BCAST_ADDR){ 
     // enviem el routeError message 
     call 
ReactiveRouter.SendRouteErr(msgDest); 
    }     
   } 
  }else{ 
   // update number of tries and send data 
   sendIntent++; 
    
   if(call FindRouteQueue.enQueue(send_msg, 
sendIntent)!=SUCCESS){ 
    signal SendMHopMsg.sendDone[appDest](send_msg, 
FAIL); 
   }else{ 
    // init route discovery 
    route_repairing = TRUE; 
     
    // we change flag considering source node or 
relay node (local repair) 
    if(msgSrc == TOS_LOCAL_ADDRESS){ 
     // complete repair of route 
     call 
ReactiveRouter.generateRoute(msgDest, SRC_REPAIR); 
    }else{ 
     // local repair 
     call 
ReactiveRouter.generateLocalRepair(msgDest, msgSrc); 
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    } 
     
    call DiscoveryTimer.start(TIMER_ONE_SHOT, 
DISCOVERY_PERIOD); 
   } 
  } 
   
  send_msg = NULL; 
  sendIntent = 0; 
  sendPending = FALSE; 
   
  // posting task to send the following message 
  seguentMsg(); 
 } 
 
 task void buidarCua(){ 
  if (!sendPending){ 
   sendPending=TRUE; 
  }else{ 
   return; 
  } 
   
  // We take the next message in buffer and the number of 
current tries 
  send_msg = call FindRouteQueue.getNext(&sendIntent); 
   
  if (send_msg == NULL){ 
   // no more messages on buffer 
   sendPending = FALSE; 
   return; 
  } 
   
  // we send message 
  if (!route_repairing){ 
   post enviarMsg(); 
  } 
 } 
 
 void seguentMsg(){ 
  if (route_repairing){ 
   return; 
  } 
  if (sendPending){ 
   return; 
  } 
  
  // post task to get next message 
  post buidarCua(); 
 } 
  
 //////////////////////////////// COMUNICACIONS 
//////////////////////////////////////////////// 
 // 
 // Send a mesage to 'dest'  
 // 
  //command result_t SendMHopMsg.sendTTL[uint8_t app](uint16_t dest, 
uint8_t len, TOS_MsgPtr msg, uint8_t ttlfield){ 
 command result_t SendMHopMsg.sendTTL[uint8_t app](uint16_t dest, 
uint8_t len, TOS_MsgPtr msg, uint8_t flagfield){ 
  AODV_MsgPtr aodv_msg = getAODVPtr(msg); 
  //call Leds.greenOn(); 
  if (dest==TOS_LOCAL_ADDRESS){ 
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   return FAIL; 
  } 
   
  if (aodv_msg->mhop.app == AM_ID_DEBUG){ 
   app = AM_ID_DEBUG; 
  } 
 
  // we assign flag to message when creating route 
  myFlag=flagfield; 
  //call ReactiveRouter.generateRoute(AODV_SET_FLAG, 
flagfield); 
   
  aodv_seqnum++; 
   
  // we fill header AODV_Msg fields 
    aodv_msg->mhop.src    = (wsnAddr) TOS_LOCAL_ADDRESS; 
    aodv_msg->mhop.length  = (uint8_t) len; 
    aodv_msg->mhop.dest   = (wsnAddr) dest; 
    aodv_msg->mhop.app    = app;     
   
    aodv_msg->seq      = aodv_seqnum; 
  //aodv_msg->ttl      = DEFAULT_TTL;  
  aodv_msg->flag     = flagfield; 
   
  // it's broadcast msg? 
  if (aodv_msg->mhop.dest ==  (uint8_t)TOS_BCAST_ADDR){ 
   call AODV_Cache.updateCacheData(dest, aodv_msg-
>mhop.src, aodv_msg->mhop.app, aodv_msg->seq, aodv_msg->flag); 
  }   
 
  if ((!sendPending) && (!route_repairing)){ 
   sendIntent   = 0; 
   sendPending  = TRUE; 
   send_msg    = msg; 
   post enviarMsg(); 
  }else{ 
   if (call FindRouteQueue.enQueue(msg,0) == FAIL){ 
   } 
  } 
  return SUCCESS; 
 } 
 
 // 
 // To forward messages to node 'dest' 
 // 
  command result_t SendMHopMsg.forwardTTL[uint8_t app](TOS_MsgPtr 
msg){ 
  AODV_MsgPtr aodv_msg = getAODVPtr(msg); 
 
  if (aodv_msg->mhop.dest==TOS_LOCAL_ADDRESS){ 
   return FAIL; 
  } 
 
   
  // it's broadcast msg? 
  if (aodv_msg->mhop.dest ==  (uint8_t)TOS_BCAST_ADDR){ 
   call AODV_Cache.updateCacheData(aodv_msg->mhop.dest, 
aodv_msg->mhop.src, aodv_msg->mhop.app, aodv_msg->seq, aodv_msg-
>flag); 
  }   
 
  if ((!sendPending) && (!route_repairing)){ 
114  Trabajo Final de Carrera 
   sendIntent   = 0; 
   sendPending  = TRUE; 
   send_msg    = msg; 
   post enviarMsg(); 
  }else{ 
   call FindRouteQueue.enQueue(msg,0); 
  } 
  return SUCCESS; 
 } 
 
 
 // 
 // event signaling sendDone 
 // 
 event result_t SingleHopSend.sendDone(TOS_MsgPtr sentBuffer, 
result_t success) { 
  uint8_t appDest   = getAODVPtr(sentBuffer)-
>mhop.app; 
   
  sendPending = FALSE; 
 
  //if (appDest == AM_ID_DEBUG){ 
  // appDest = AM_ID_DEBUG2; 
  //}  
 
  // it's local or forwarded? 
#if BS 
  if (getAODVPtr(sentBuffer)->mhop.src != TOS_LOCAL_ADDRESS 
&& getAODVPtr(sentBuffer)->mhop.src != TOS_UART_ADDR){ 
#else 
  if (getAODVPtr(sentBuffer)->mhop.src != TOS_LOCAL_ADDRESS){ 
#endif 
   //call Leds.redToggle(); 
   if (((success == FAIL) || !(sentBuffer->ack)) && 
(sentBuffer->addr != TOS_BCAST_ADDR)){ 
    // Invalidate route 
    lastFailed = sentBuffer->addr; 
     
    call 
ReactiveRouter.invalidateRoute((wsnAddr)sentBuffer->addr); 
    
    // we put the msg on buffer 
    if (call FindRouteQueue.enQueue(sentBuffer, 
sendIntent) != SUCCESS){ 
     call 
ReactiveRouter.SendRouteErr((wsnAddr)sentBuffer->addr); 
     route_repairing=FALSE; 
    } 
   } 
   post buidarCua();  
   return SUCCESS; 
  } 
   
  // it has been correctly sent?. 
  if (((success == FAIL) || !(sentBuffer->ack)) && 
(sentBuffer->addr != TOS_BCAST_ADDR)){ 
   // Invalidate route 
   //call Leds.greenToggle(); 
   call 
ReactiveRouter.invalidateRoute((wsnAddr)sentBuffer->addr); 
    
   // we put the msg on buffer 
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   sendIntent++; 
    
   if (call FindRouteQueue.enQueue(sentBuffer, 
sendIntent) != SUCCESS){ 
    call 
ReactiveRouter.SendRouteErr((wsnAddr)sentBuffer->addr); 
    if (signal 
SendMHopMsg.sendDone[appDest](sentBuffer, FAIL) != SUCCESS){ 
     // error on sending sendDone 
     post buidarCua();      
     return FAIL; 
    } 
   } 
 
  }else if (sentBuffer->addr == TOS_BCAST_ADDR){ 
   if (signal SendMHopMsg.sendDone[appDest](sentBuffer, 
success) != SUCCESS){ 
    return FAIL;     
   } 
    
  }else{ 
    
   if (signal SendMHopMsg.sendDone[appDest](sentBuffer, 
success) != SUCCESS) { 
    return FAIL;     
   } 
  } 
   
  // Next message on buffer ////ATENCIO!!!!!!!!!!!!!!!!!!!! 
  post buidarCua(); 
  return SUCCESS; 
 } 
 
 // 
 //  Signaling to upper layers that this message has been sent 
 // 
  default event result_t SendMHopMsg.sendDone[uint8_t app](TOS_MsgPtr 
sentBuffer, result_t success) { 
    return SUCCESS; 
  } 
  
 // We receive UART messsages 
 // 
 // 
 event TOS_MsgPtr UARTReceiveMsg.receive(TOS_MsgPtr msg){ 
    TOS_MsgPtr retmsg   = msg; 
  AODV_MsgPtr aodv_msg  = getAODVPtr(msg); 
  uint8_t appDest    = aodv_msg->mhop.app; 
   
  // modify some parameters that UART maybe won't do.  
  msg->crc = 1; 
  msg->ack = 1; 
  // update seq num 
  aodv_seqnum++; 
   
  // check final dest 
    if ((msg->addr == (wsnAddr) TOS_LOCAL_ADDRESS) || (msg->addr == 
(wsnAddr) TOS_BCAST_ADDR)) { 
   retmsg = signal Receive.receive[appDest](msg, 
aodv_msg->data, aodv_msg->mhop.length); 
    } 
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  // Application will return NULL if it wants that message to 
be forwarded 
  if (retmsg != NULL){ 
   if ((!sendPending) && (!route_repairing)){ 
    sendIntent   = 0; 
    sendPending  = TRUE; 
    send_msg    = msg; 
    post enviarMsg(); 
   }else{ 
    call FindRouteQueue.enQueue(msg,0); 
   } 
    
  } 
  return retmsg;  
 } 
 
 // 
 // Reception of new message 
 // 
 event TOS_MsgPtr SingleHopReceive.receive(TOS_MsgPtr msg){ 
  
      TOS_MsgPtr retmsg   = msg; 
      AODV_MsgPtr aodv_msg  = getAODVPtr(msg); 
  uint8_t appDest    = aodv_msg->mhop.app; 
  uint8_t nodeDest   = aodv_msg->mhop.dest; 
#if BS   
  uint8_t k; 
#endif 
  if (aodv_msg->mhop.dest == aodv_msg->mhop.src){ 
   return FAIL; 
  } 
 
  // update ttl field 
//  aodv_msg->ttl--; 
//RAUL 
                ptrmsg =  call SendMHopMsg.getBuffer[APP_ID_WSN](msg, 
&aux_len); 
                ldr = convertLqiToLdr(msg->lqi); 
                if (ptrmsg->nhop==0) { 
                    ptrmsg->pdr = 0x64; //100 en decimal  
                } 
ptrmsg->nhop++; 
                ptrmsg->pdr = (ptrmsg->pdr * ldr )/100; 
                //ptrmsg->pdr = msg->lqi; 
 
  //call Leds.redToggle(); 
  // is bcast ? 
  if (aodv_msg->mhop.dest == (uint8_t)TOS_BCAST_ADDR){ 
   if(call AODV_Cache.checkCacheData(aodv_msg-
>mhop.dest, aodv_msg->mhop.src, aodv_msg->mhop.app, aodv_msg->seq) == 
FAIL){ 
    return NULL; 
   }else{ 
    call AODV_Cache.updateCacheData(aodv_msg-
>mhop.dest, aodv_msg->mhop.src, aodv_msg->mhop.app, aodv_msg->seq, 
aodv_msg->flag); 
   }   
  } 
 
#if BS 
  // to receive message from UART 
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  if((msg->addr == TOS_UART_ADDR) ||  (nodeDest == 
(uint8_t)TOS_UART_ADDR) ||  (nodeDest == (uint8_t)TOS_BCAST_ADDR)) { 
   if (aodv_msg->mhop.app == AM_ID_DEBUG){ 
    k = aodv_msg->data[0]; 
    k++; 
    aodv_msg->data[0] = k; 
    aodv_msg->data[k]= TOS_LOCAL_ADDRESS; 
   }    
   return signal Receive.receive[appDest](msg, aodv_msg-
>data, (uint16_t)aodv_msg->mhop.length); 
  } 
#endif 
   
  // the destination is local 
    if ((msg->addr == TOS_LOCAL_ADDRESS) || (msg->addr == 
TOS_BCAST_ADDR)) { 
   // signal promiscuous intercept  
      if (signal Intercept.intercept[appDest](msg, aodv_msg->data, 
(uint16_t)aodv_msg->mhop.length) == SUCCESS) { 
    if(nodeDest == (wsnAddr) TOS_LOCAL_ADDRESS || 
nodeDest ==(wsnAddr) TOS_BCAST_ADDR) {  
     retmsg = signal 
Receive.receive[appDest](msg, aodv_msg->data, (uint16_t)aodv_msg-
>mhop.length); 
     if ((retmsg == NULL) || (nodeDest != 
(wsnAddr) TOS_BCAST_ADDR)){ 
      // message used 
      return NULL; 
     } 
    } 
     
    // debug message to new route followed for the 
information sent 
    if (aodv_msg->mhop.app == AM_ID_DEBUG){ 
     aodv_msg->data[0] = aodv_msg->data[0] +1; 
     aodv_msg->data[aodv_msg->data[0]]= 
TOS_LOCAL_ADDRESS; 
    } 
     
    // we try sending message to multihop 
destination  
    if ((!sendPending) && (!route_repairing)){ 
     sendIntent   = 0; 
     sendPending  = TRUE; 
     send_msg    = msg; 
     post enviarMsg(); 
    }else{ 
     call FindRouteQueue.enQueue(msg,0); 
    } 
   } 
    } else { 
   signal PromiscuousIntercept.intercept[appDest](msg, 
aodv_msg->data, (uint16_t)aodv_msg->mhop.length); 
    } 
  return NULL; 
 } 
 
 
  event result_t ReactiveRouter.routeGenerated(wsnAddr destination) { 
 if (route_repairing == TRUE){ 
   // ONLY FOR USING WHEN TIMER IS ON. 
   route_repairing = FALSE; 
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   seguentMsg(); 
  } 
  return SUCCESS; 
  }  
  
 //////////////////////////////////// TIMERS 
/////////////////////////////////////////////// 
 // 
 // Timer to wait until we consider there's no route between 
nodes. 
 // 
 event result_t DiscoveryTimer.fired() { 
  if (route_repairing){ 
   route_repairing = FALSE; 
   seguentMsg(); 
  } 
  return SUCCESS; 
 } 
 
//RAUL 
        inline uint8_t convertLqiToLdr (uint8_t lqi){ 
 
                float ldrDec; 
                uint8_t _ldr; 
 
                if ((lqi < 50) || (lqi > 110)){ 
                        _ldr = 0;  /*invalido ldr*/ 
                }else{ 
                        if (lqi <= 62){ 
                                ldrDec = 1; 
                        } 
                        else if (lqi <= 73){ 
                                ldrDec = (70/11*lqi)-(4340/11); 
                        } 
                        else if (lqi <= 91){ 
                                ldrDec = (3/2*lqi)-(79/2); 
                        } 
                        else if (lqi <= 97){ 
                                ldrDec = (1/3*lqi)+(200/3); 
                        } 
                        else { 
                                ldrDec = 100; 
                        } 
                        _ldr = floor(ldrDec); 
                } 
                return _ldr; 
        } 
} 
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Anexo IV Ejemplos de uso de nesC 
 
• Ejemplo de wiring: 
 
Si tenemos un programa que hace uso de un módulo propio de la plataforma 
hardware, plataforma1, que nos proporciona las interfaces leerTemperatura y 
leerHumedad, en el archivo de configuración MiprogramaC.nc tendrémos una 
línea talque así: 
 
 
Miprograma.leerTemperatura -> plataforma1.leerTemperatura 
Miprograma.leerHumedad -> plataforma1.leerHumedad 
 
 
Y la única modificación que haría falta al pasar nuestro progama a otra 
plataforma hardware, plataforma2, sería cambiar estas líneas del archivo de 
configuración, dejando algo como: 
 
 
Miprograma.leerTemperatura -> plataforma2.leerTemperatura 
Miprograma.leerHumedad -> plataforma2.leerHumedad 
 
 
A continuación se exponent las dos aplicaciones en nesC que se han utilizado 
para las pruebas, la primera es la de caracterización del enlace y la segunda 
corresponde a las pruebas realizadas con la optimización del protocolo nst-
AODV con las diferentes métricas. 
 
• Uso de la aplicación Listen: 
 
• Hacemo uso de la aplicación motelist para ver que dispositivos se 
encuentran conectados a la máquina: 
 
 
 
 
• Tras comprobar que dispositivos se encuentran conectados al sistema 
inicializamos la variable de sistema MOTECOM: 
 
 
 
 
• Ejecutamos la aplicación Listen y empezamos a ver como por la salida 
estandar se van printando los paquetes enviados por el USB : 
 
 
telosb@telosb-desktop:~$ motelist 
Reference  Device           Description 
---------- ---------------- --------------------------------------------- 
XBQEJ1EF   /dev/ttyUSB0     XBOW Crossbow Telos Rev.B 
 
telosb@telosb-desktop:~$ export MOTECOM=serial@/dev/ttyUSB0:telosb 
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telosb@telosb-desktop:~$ java net.tinyos.tools.Listen 
serial@/dev/ttyUSB0:57600: resynchronising 
00 00 00 00 00 00 0 
00 00 00 00 00 00 0 
00 00 00 00 00 00 0 
00 00 00 00 00 00 0 
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Anexo V Aplicación para la caracterización del 
medio radio. 
 
PingC.nc 
includes PingMsg; 
 
configuration PingC 
{ 
} 
implementation 
{ 
  components Main 
           , PingM 
    , TimerC 
    , GenericComm 
    , LedsC 
    , CC2420RadioC  
    ; 
   
  Main.StdControl -> GenericComm; 
  Main.StdControl -> TimerC; 
  Main.StdControl -> PingM; 
   
  enum { 
    TIMER_ID0 = unique("Timer"), 
    TIMER_ID1 = unique("Timer"), 
  }; 
 
   
  PingM.Timer0 -> TimerC.Timer[TIMER_ID0]; 
  PingM.Timer1  -> TimerC.Timer[TIMER_ID1]; 
  PingM.SendMsg -> GenericComm.SendMsg[AM_PINGMSG]; 
  PingM.ReceiveMsg -> GenericComm.ReceiveMsg[AM_PINGMSG]; 
  PingM.Leds -> LedsC.Leds; 
  PingM.CC2420Control -> CC2420RadioC.CC2420Control; 
} 
 
 
PingM.nc 
includes PingMsg; 
includes Timer; 
 
module PingM 
{ 
  provides interface StdControl; 
  uses interface Timer as Timer0; 
  uses interface Timer as Timer1; 
  uses interface SendMsg; 
  uses interface ReceiveMsg; 
  uses interface Leds; 
  uses interface CC2420Control; 
} 
implementation 
{ 
  TOS_Msg m_msg; 
  TOS_MsgPtr p_msg; 
  PingMsg_t* pingmsg; 
  int m_int; 
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  bool m_sending; 
 
  command result_t StdControl.init() 
  { 
    m_int = 0; 
    m_sending = FALSE; 
    pingmsg = (PingMsg_t*)m_msg.data; 
    p_msg = &m_msg; 
    call Leds.init(); 
    call CC2420Control.SetRFPower(3);  
    call CC2420Control.TunePreset(26); 
    call CC2420Control.disableAutoAck(); 
    return SUCCESS; 
  } 
 
  command result_t StdControl.start() 
  { 
    if (TOS_LOCAL_ADDRESS == 1) { 
      call Timer0.start(TIMER_REPEAT, 100); 
      call Timer1.start(TIMER_REPEAT, 1000); 
    } 
    return SUCCESS; 
  } 
 
  command result_t StdControl.stop() 
  { 
    return SUCCESS; 
  } 
 
  event result_t Timer0.fired() 
  {       
      call Leds.redToggle(); 
      pingmsg->seq = m_int+1; 
      pingmsg->lqi = 5; 
      pingmsg->rssi = 4; 
      if (call SendMsg.send(TOS_BCAST_ADDR, sizeof(PingMsg_t), p_msg)) 
{ 
       m_int++; 
      } 
 
      if (m_int >= 1000) call Timer0.stop(); 
 
    return SUCCESS; 
  } 
 
  event result_t Timer1.fired() 
  { 
     call Leds.greenToggle(); 
     return SUCCESS; 
  } 
 
  event result_t SendMsg.sendDone( TOS_MsgPtr msg, result_t success ) 
  { 
    return SUCCESS; 
  } 
 
  event TOS_MsgPtr ReceiveMsg.receive( TOS_MsgPtr msg ) 
  { 
    m_int++;  
    call Leds.greenToggle(); 
         
// send to UART 
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        call Leds.yellowToggle(); 
        pingmsg->seq = (uint16_t) m_int; 
        pingmsg->rssi = msg->strength; 
        pingmsg->lqi = msg->lqi; 
        call SendMsg.send(TOS_UART_ADDR, sizeof(PingMsg_t), p_msg); 
     
    return msg; 
  } 
 
} 
 
 
Makefile 
PLATFORMS = telos  
COMPONENT ?= PingC 
include $(MAKERULES) 
CFLAGS += -DCC2420_DEF_RFPOWER=1 
 
 
 
PingMsg.h 
enum 
{ 
  AM_PINGMSG = 7, 
  AM_COMAND = 23, 
}; 
 
typedef struct PingMsg  
{ 
  uint16_t seq; 
  uint8_t rssi; 
  uint8_t lqi; 
} PingMsg_t; 
 
typedef struct PingCommReq 
{ 
  uint8_t req_number; 
  uint8_t command; 
  uint8_t addr; 
} PingReq_t; 
 
typedef struct PingCommResp 
{ 
  uint8_t req_number; 
  uint16_t resp; 
}PingRes_t; 
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Anexo VI Aplicación para el testeo de las métricas. 
 
 
Acces.nc 
includes WSNMsg; 
includes AODV; 
includes HOPSMsg; 
 
 
configuration Acces { 
} 
 
implementation { 
  components Main, LedsC, AccesM, TimerC, GenericComm as Comm, 
CC2420RadioC,  
  AODV 
  ; 
 
  Main.StdControl   -> AccesM; 
 // Main.StdControl  -> AODV.Control; 
 // Main.StdControl  -> Comm.Control; 
   
  AccesM.AODV           -> AODV.Control;        
  AccesM.Comm        -> Comm.Control; 
  AccesM.Leds   -> LedsC; 
  AccesM.MultiHopMsg  -> AODV; 
  AccesM.CC2420Control -> CC2420RadioC; 
  
  AccesM.AODVMsg   ->    AODV.AODVMsg; 
 
  AccesM.Receive   -> AODV.Receive[APP_ID_WSN];  
  AccesM.SendMHopMsg   -> AODV.SendMHopMsg[APP_ID_WSN]; 
  AccesM.Send    -> Comm.SendMsg[AM_HOPSMSG]; 
  AccesM.Timer    -> TimerC.Timer[unique("Timer")];  
  AccesM.DelayTimer             -> TimerC.Timer[unique("Timer")]; 
} 
 
 
AccesM.nc 
includes WSNMsg; 
includes HOPSMsg; 
includes AODV; 
 
module AccesM { 
 provides { 
  interface StdControl as Control; 
 } 
 uses { 
                interface StdControl as Comm; 
  interface Leds; 
            interface Receive; 
  interface SendMHopMsg; 
  interface StdControl as AODV; 
  interface MultiHopMsg; 
  interface Timer as Timer; 
            interface Timer as DelayTimer; 
  interface SendMsg as Send; 
  interface CC2420Control; 
  interface AODVMsg; 
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   } 
} 
 
#include <stdlib.h> 
 
implementation { 
 
    TOS_Msg data; 
    TestHopsMsg *msg2UART = (TestHopsMsg *)data.data; 
     
    TOS_Msg msgbuf; 
    TOS_MsgPtr msgptr; 
 
    TestHopsMsg *ptrmsg; 
    uint16_t len; 
     
    uint16_t _nPacket = 0; 
    uint16_t seq = 0; 
     
    bool start = FALSE;  
    int countDelay = 0;  
    bool m_sending; 
  uint8_t lon = 0; 
  
 command result_t Control.init() { 
  call Leds.init(); 
  call Comm.init(); 
  call AODV.init(); 
  msgptr = &msgbuf; 
 return SUCCESS; 
 } 
 
 
 command result_t Control.start() { 
  call AODV.start(); 
  call Comm.start(); 
  call Leds.greenOn(); 
  call Leds.yellowOff(); 
  call Leds.redOff(); 
            call CC2420Control.SetRFPower(3); 
            call CC2420Control.TunePreset(25); 
            call Timer.start(TIMER_REPEAT, INTERVAL); 
            call DelayTimer.start(TIMER_REPEAT, 1000); 
  _nPacket = 0x0000 && 0xffff; 
  return SUCCESS; 
 } 
 
 
 command result_t Control.stop() { 
  call AODV.stop(); 
  call Comm.stop(); 
  call Timer.stop(); 
 return SUCCESS; 
 } 
 
void task send(){ 
                ptrmsg =  call SendMHopMsg.getBuffer(msgptr, &len); 
                ptrmsg->nhop=0x00; 
                ptrmsg->pdr=0x64; 
                ptrmsg->nPacket = seq; 
                call SendMHopMsg.sendTTL(TO,sizeof(TestHopsMsg), 
msgptr,0); 
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                call Leds.redToggle();  
 }  
 
 
void task sendPC(){ 
  call Send.send(TOS_UART_ADDR, sizeof(TestHopsMsg), &data); 
                call Leds.yellowToggle(); 
        } 
  
 event result_t SendMHopMsg.sendDone(TOS_MsgPtr sentmsg, result_t 
success){ 
                return SUCCESS; 
 } 
  
 event TOS_MsgPtr Receive.receive(TOS_MsgPtr msg,void 
*eso,uint16_t longitud) { 
  TestHopsMsg *dades =  call SendMHopMsg.getBuffer(msg, 
&len); 
   
                call Leds.yellowToggle(); 
   
  msg2UART->nhop =  dades->nhop; 
  msg2UART->pdr = dades->pdr; 
                msg2UART->nPacket = _nPacket++; 
   
  post sendPC(); 
   
 return msg; 
 } 
  
 event result_t Send.sendDone(TOS_MsgPtr msg, result_t success){ 
    return SUCCESS; 
   } 
   
 event result_t Timer.fired(){ 
            if (TO != 0 && start){ 
                call Leds.greenOff(); 
                call Leds.redToggle(); 
                seq++; 
  if (seq > 1000) return SUCCESS; 
  post send(); 
            }else{ 
                call Leds.greenToggle(); 
            } 
 return SUCCESS; 
 } 
 
        event result_t DelayTimer.fired(){ 
            if(DELAY>countDelay++){ 
                call Leds.yellowOn(); 
                start = FALSE; 
                return SUCCESS; 
            }else{ 
                call Leds.yellowOff(); 
                start = TRUE; 
                return SUCCESS; 
           } 
        } 
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HOPSMsh.h 
typedef struct TestHopsMsg { 
  uint8_t  nhop;  
  uint8_t  pdr; 
  uint16_t  nPacket; 
} TestHopsMsg; 
  
enum { 
  AM_HOPSMSG = 5 
} 
 
 
Makefile 
VALID_PLATFORMS = telos telosa telosb tmote 
VALID_TARGETS = $(VALID_PLATFORMS) clean help 
ifeq ($(filter $(VALID_TARGETS),$(MAKECMDGOALS)),) 
$(error ERROR: Invalid platform!  Valid platforms: $(VALID_PLATFORMS)) 
endif 
 
ifdef INT 
LOCAL_DEFINES += -DINTERVAL=$(INT) 
else 
LOCAL_DEFINES += -DINTERVAL=500 
endif 
 
ifdef TO 
LOCAL_DEFINES += -DTO=$(TO) 
else 
LOCAL_DEFINES += -DTO=0 
endif 
 
ifdef DELAY 
LOCAL_DEFINES += -DDELAY=$(DELAY) 
else 
LOCAL_DEFINES += -DDELAY=0 
endif 
 
ifdef PACKETS 
LOCAL_DEFINES += -DPACKETS=$(PACKETS) 
else 
LOCAL_DEFINES += -DPACKETS=1000 
endif 
 
COMPONENT = Acces 
CFLAGS += -DTOSH_DATA_LENGTH=112 
 
PFLAGS += $(LOCAL_DEFINES) 
PFLAGS += -I%T/../contrib/nst-AODV/tos/interfaces -I%T/../contrib/nst-
AODV/tos/system  
PFLAGS += -I%T/../contrib/nst-AODV/tos/lib/aodv 
PFLAGS += -I%T/../contrib/nst-AODV/tos/lib/cc2420radio  
 
include $(MAKERULES) 
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programAll.sh 
#/sbin/bash! 
make reinstall.1 telosb bsl,/dev/ttyUSB45 
make reinstall.2 telosb bsl,/dev/ttyUSB44 
make reinstall.3 telosb bsl,/dev/ttyUSB42 
make reinstall.4 telosb bsl,/dev/ttyUSB43  
make reinstall.5 telosb bsl,/dev/ttyUSB25 
make reinstall.6 telosb bsl,/dev/ttyUSB24 
make reinstall.7 telosb bsl,/dev/ttyUSB49 
make reinstall.8 telosb bsl,/dev/ttyUSB47 
make reinstall.9 telosb bsl,/dev/ttyUSB48 
make reinstall.10 telosb bsl,/dev/ttyUSB46 
make reinstall.11 telosb bsl,/dev/ttyUSB26 
make reinstall.12 telosb bsl,/dev/ttyUSB27 
make reinstall.13 telosb bsl,/dev/ttyUSB41 
make reinstall.14 telosb bsl,/dev/ttyUSB40 
make reinstall.15 telosb bsl,/dev/ttyUSB39  
make reinstall.16 telosb bsl,/dev/ttyUSB38  
make reinstall.17 telosb bsl,/dev/ttyUSB23 
make reinstall.18 telosb bsl,/dev/ttyUSB22 
make reinstall.19 telosb bsl,/dev/ttyUSB21 
make reinstall.20 telosb bsl,/dev/ttyUSB18 
make reinstall.21 telosb bsl,/dev/ttyUSB19  
make reinstall.22 telosb bsl,/dev/ttyUSB20 
make reinstall.23 telosb bsl,/dev/ttyUSB0 
make reinstall.24 telosb bsl,/dev/ttyUSB5 
make reinstall.25 telosb bsl,/dev/ttyUSB31 
make reinstall.26 telosb bsl,/dev/ttyUSB29 
make reinstall.27 telosb bsl,/dev/ttyUSB30 
make reinstall.28 telosb bsl,/dev/ttyUSB28 
make reinstall.29 telosb bsl,/dev/ttyUSB7 
make reinstall.30 telosb bsl,/dev/ttyUSB6 
make reinstall.31 telosb bsl,/dev/ttyUSB17 
make reinstall.32 telosb bsl,/dev/ttyUSB14 
make reinstall.33 telosb bsl,/dev/ttyUSB16 
make reinstall.34 telosb bsl,/dev/ttyUSB15 
make reinstall.35 telosb bsl,/dev/ttyUSB3 
make reinstall.36 telosb bsl,/dev/ttyUSB4 
make reinstall.37 telosb bsl,/dev/ttyUSB11 
make reinstall.38 telosb bsl,/dev/ttyUSB10 
make reinstall.39 telosb bsl,/dev/ttyUSB9 
make reinstall.40 telosb bsl,/dev/ttyUSB8 
make reinstall.41 telosb bsl,/dev/ttyUSB1 
make reinstall.42 telosb bsl,/dev/ttyUSB2 
make reinstall.43 telosb bsl,/dev/ttyUSB35 
make reinstall.44 telosb bsl,/dev/ttyUSB33 
make reinstall.45 telosb bsl,/dev/ttyUSB34 
make reinstall.46 telosb bsl,/dev/ttyUSB32 
make reinstall.47 telosb bsl,/dev/ttyUSB13 
make reinstall.48 telosb bsl,/dev/ttyUSB12 
make reinstall.49 telosb bsl,/dev/ttyUSB54 
make reinstall.50 telosb bsl,/dev/ttyUSB53 
make reinstall.51 telosb bsl,/dev/ttyUSB52 
make reinstall.52 telosb bsl,/dev/ttyUSB55 
make reinstall.53 telosb bsl,/dev/ttyUSB36 
make reinstall.54 telosb bsl,/dev/ttyUSB37 
make reinstall.55 telosb bsl,/dev/ttyUSB59 
make reinstall.56 telosb bsl,/dev/ttyUSB57 
make reinstall.57 telosb bsl,/dev/ttyUSB58 
make reinstall.58 telosb bsl,/dev/ttyUSB56 
make reinstall.59 telosb bsl,/dev/ttyUSB50 
make reinstall.60 telosb bsl,/dev/ttyUSB51 
