A a large number of neurons with massive connectivity among them. Local connectivity among the neurondnodes (computing elements) being very high and the storage of information being distributed, the approach is claimed to be highly robust and can be applied even when information is ill-defined andor defective/partial or noisy. If some of the components fail to work, the other components adjust themselves (during iterative learning) in such a manner that the output is not deteriorated much. As an NN-based system consists of a large number of components, the possibility of some of its components (nodes or links) to fail to work is very high. Here lies the necessity of investigating the performance of an NN-based system under failure of some of its components. In the present work an attempt is made to provide a model for studying the robustness or ruggedness under component failure of NN-based systems empirically. This is done by damaging some of the nodes and/or links of a system and studying the change in its performance. The failure process is viewed as a pure death process. For our investigation we made a set of assumptions about the failure process. Incidentally, these assumptions led the failure process follow Poisson model. In this context we mention that Poisson distribution is often used to model different failure processes; but for all failure processes it may not be applicable. Under this model, the nodes and/or links to be damaged are chosen randomly. The time instants (i.e., when a damage occurs) are determined by drawing random samples from the appropriate probability distribution [8], [9].
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I. I N T R O D U C T I
O N neural network (NN) [1]- [7] based system consists of A a large number of neurons with massive connectivity among them. Local connectivity among the neurondnodes (computing elements) being very high and the storage of information being distributed, the approach is claimed to be highly robust and can be applied even when information is ill-defined andor defective/partial or noisy. If some of the components fail to work, the other components adjust themselves (during iterative learning) in such a manner that the output is not deteriorated much. As an NN-based system consists of a large number of components, the possibility of some of its components (nodes or links) to fail to work is very high. Here lies the necessity of investigating the performance of an NN-based system under failure of some of its components. In the present work an attempt is made to provide a model for studying the robustness or ruggedness under component failure of NN-based systems empirically. This is done by damaging some of the nodes and/or links of a system and studying the change in its performance. The failure process is viewed as a pure death process. For our investigation we made a set of assumptions about the failure process. Incidentally, these assumptions led the failure process follow Poisson model. In this context we mention that Poisson distribution is often used to model different failure processes; but for all failure processes it may not be applicable. Under this model, the nodes and/or links to be damaged are chosen randomly. The time instants (i.e., when a damage occurs) are determined by drawing random samples from the appropriate probability distribution [8], [9] .
Though the model is valid, in general, for any NN-based information processing system (supervised and unsupervised), the problem of image segmentation and object extraction (unsupervised system) is considered here for an extensive demonstration of the validity of the model. Three different algorithms [lo]-[ 121 which extract compact object regions from noisy environments using Hopfield's associative memory, Gibbs random field, and a self-organizing multi-layer NN are chosen for this purpose.
To demonstrate the utility of the proposed failure model, performance of these algorithms is evaluated in terms of percentage of pixels correctly classified. Outputs are evaluated in four different situations: i) no damage, ii) damaging only nodes, iii) damaging only links, and iv) damaging both nodes and links simultaneously. The simulation study is done on various noisy versions of a synthetic image using different amounts and sequences of damaging. Note that the measurement of robustness is problem dependent. For example, if an NN is used in an optimization problem, its robustness may be evaluated computing the difference between the values of the objective function with and without component failure.
The rest of the article is organized as follows. In Section 11, the theories of modeling and sampling of component failures in neural networks are described. Section 111 involves application of the theory to a network. Section IV provides the implementation methodology and simulation results. Concluding remarks are given in Section V.
II. MODELING AND SAMPLING OF FAILURES IN A NEURAL NETWORK
A. Modeling of Failures
Let us consider a neural network system with N components, where a component could be a node (processor) or a link. During the operation of the network some of its components may fail. We make the following assumptions about the failure process:
i) The system has N identical components at the time instant t = 0 (when the operation of the network starts).
ii) If a component fails, it fails forever (no repair or replacement). iii) Failure of components occurs at the average rate of p per unit time.
iv) The probability of an event occurring between time t and t + h depends only on the length of h, i.e., the probability does not depend on either the number of events that has occurred up to time t or the specific value of x. Hence, if R is a random number drawn from uniform [0, 11, then x = F-'(R) is a random sample from the pdf f(x).
Therefore, sampling from any distribution can be done using the following simple method having two steps.
Step I : Generate a random number R in [0, 11 and assign it to F ( x ) .
Step 2: Solve for x from R = F ( z ) .
The above sampling method is known as method of inversion.
Sampling from Exponential Distribution: For an exponential distribution the pdf is
of t, i.e., the probability density function has stationary increments. v) The probability of a failure during a very small interval of time h is positive but less than one, i.e., not certain. vi) At most one failure can occur during a very small interval of time h. Let p , ( t ) be the probability that the system has n components active at time instant t, i. 
I'
If the random number drawn is then
and Thus we see that p , (t) is a truncated Poisson distribution with mean pt.
If f ( t ) is the probability density function (pdf) of the inter-failure time (i.e., time interval between two successive failures), then it can be shown that for the earlier Poisson failure process, f ( t ) is given by
Thus, when the failure process is governed by a Poisson distribution, the inter-failure time is then described by an exponential distribution (3) with expected value (mean)
1
The last step is possible because if R is a random number on [0, 13 then so is (1 -R) and we can replace (1 -R ) by R for convenience. It has been established before that if the failure process is described by a Poisson distribution, then the time between the occurrence of failures (interfailure time) must follow the corresponding exponential distribution. Thus to simulate the component failure process described by the Poisson distribution with mean pt, over a time period [O,T], all one has to do is to sample the corresponding exponential distribution with mean l / p as many times as necessary until the sum of the corresponding exponential random samples generated exceeds T for the first time. It can further be explained as follows.
Suppose R, is the ith random sample drawn from uniform [OJI, then is the ith sample from the exponential distribution (3). Therefore
B. Sampling
To simulate the failure process, one needs to draw random ing the exact algorithm, let us first consider the general strategy for sampling from any distribution.
gives the time instant when the ith (component) failure occurs. 
ROBUSTNESS EVALUATION OF NEURAL NETWORKS
In any system components may fail with passage of time. In the case of NN-based systems the components are the neurons/nodes and links. So in such systems, some of the neurons or links or both may get damaged over time. NNbased information processing systems are normally claimed to It can be easily shown that the random variable y = F ( x ) is uniformly distributed over [0, 11, regardless of the distribution be robust under components failure as the NN architectures involve massive processing elements and connectivity among them (mostly with a few redundant components). The systems are also supposed to be noise insensitive and suitable for ill-defined/partial information.
The robustness of a neural network system can be investigated under three different situations:
failure of only nodes, failure of only links, and failure of both nodes and links. We have already seen in Section 11-A that if the components are identical and failures are independent, then the interfailure time follows an exponential distribution. Therefore, while considering failures of only nodes or only links, we can use exponential distribution (3) to draw samples for interfailure time. Section 11-B discusses how to compute the time instant Ti of the ith failure, but does a d mention about the selection of the node (link) to damage at that instant Ti. Since all nodes (or all links) are assumed to be identical, one can select a node (to be damaged) randomly in such a manner that each node (link) has an equal chance of being selected.
The situation becomes a little more complicated when both nodes and links are allowed to fail. A node failure effectively disables several links connected to it. On the other hand, failure of a set of links may effectively disable a node. Some of the assumptions stated in Section 11-A are not valid, if we consider both nade and link failures together, because the set of components are not identical and failure of one component may cause effective failure of another. We propose to investigate the system under the following two simplifying situations.
Case I: Do not differentiate between nodes and links, i.e., treat either of them as a component. The damaging process is then viewed to follow 8 single Poisson distribution.
Case ZZ: Nodes and links are treated as two different components. The damaghg process will then be governed by two different Poisson distributions, one for the nodes and the other for the links. No interdependence between the two distributions is assumed.
The components (nodes/linRs) which are getting damaged can be chosen randomly. When we are damaging only one type of component (i.e., either node or link), the easiest way to select a component is to assign a unique number to each component and use random numbers in such a way that each node has an equal chance of inclusion. If an already selected component reappears, then one has to ignore that drawing. When one is damaging both nodes and links together the selection process will be as follows depending on the previously mentioned two cases. In the present study we have chosen a 3 x 3 neighborhood.
Here, since the number of neighbors is fixed (S), the input value to a neuron lies in the domain [-8,8] . A polynomial function
defined over the finite domain [ -8,8] is used as an inputloutput transfer function. The weights and input biases are given in such a way that the network self-organizes to form compact clusters. The dynamics is similar to that of Hopfield's model.
Algorithm2 [ZZ]:
A modified version (both architecture wise and neuron characteristic wise) of Hopfield's model is used to determine the maximum aposterior probability (MAP) estimate of a scene from a noise corrupted realization (modeled by Gibbs random field). Here also, a single neuron is assigned to every pixel, and it is connected only to all of its nearest neighbors. The energy function of the network was designed This algorithm is based on the integration of the concept of fuzzy sets and neural network models by incorporating various fuzziness measures in a multi-layer (one input, one hidden, and one output layer in the present investigation) network for object extraction. The architecture is a feedforward one with back propagation of error and is used as an unsupervised classifier. Each neuron is connected to the corresponding neuron in the previous layer and to its neighbors. There also exists a feedback path from the output to the input layer. The status of neurons in the output layer is described as a fuzzy set. A fuzziness measure [13] of this set is used as a measure of error of the system (instability of the network).
The input value (Vi) to the ith neuron in any layer [except the input layer] is vi = wijvj j where Wij is the connection strength between the ith neuron of one layer and jth neuron of the previous layer. j can either belong to the neighborhood of i or j = i of the previous layer. A sigmoidal transfer function is then applied to get the output status of the neurons in this layer. These outputs are then fed as input to the next layer. Starting from the input layer, this way the input pattern is passed on to the output layer and the corresponding output states are calculated. The output value of each neuron lies in [0, 11. After the weights have been adjusted properly, the output of the neurons in the output layer is fed back to the corresponding neurons in the input layer for the next pass. The iteration (updating of weights) continues until the network stabilizes, i.e., the error value (measure of fuzziness) becomes negligible. When the network stabilizes the output status of the neurons in the output layer becomes either zero or one. The neurons having output value zero constitutt .)ne group and those having output value one constitute the other group.
In the present investigation, the quadratic index of fuzziness [13] is used as the error measure. Accordingly, the weight updating rule becomes for the output layer and for hidden layers, where 6 k = -constant. and q is a proportionality
B. Method of Implementation and Experimental Results
To demonstrate the utility of the proposed failure model described in Section II, a computer simulation study has been done on the three-object extraction algorithms described in Section IV-A. The only parameter for Poissodexponential distribution, namely the mean rate ,U, is estimated as follows.
(Note that since these object extraction algorithms are unsupervised, failures occur only during updation of weights andor output status of the neurons.) Implementation Details: Suppose a single-layer network has C components and requires T seconds for I iterations on a monoprocess system. Then for parallel implementation, Now if the ith component is to be damaged at a time Ti, and Ti falls in lcth iteration, then for the kth and subsequent iterations assume the ith component as damaged. Since the instants or moments of damaging are chosen randomly, both the iteration number and the number of iterations that are taking part in the damaging process vary from simulation to simulation. For a multilayer (m-layer, say) neural network, let there be C components per layer, and it requires T seconds for stabilization. (Bypassing it may be mentioned that if the multilayer neural network implements a supervised system, the stabilization time T includes both training phase and testing phase.) The ith (i > 1) layer can work only after (i -1)th layer has finished its task. Since there exists a feedback path from the output to the input layer, the output layer may be considered to be the predecessor of the input layer, i.e., the input layer can work (except the starting moment) only after the output layer has completed its operation. Thus parallel implementation can be done only in the C components in a layer. Between layer operations are always sequential. Hence, the total time required for parallel implementation of such a system is TP = 5. Average stabilization time T for parallel implementation on VAX-8650 computer of Algorithms 1, 2, and 3 is found to be 45.78 milli seconds (ms), 45.78 ms, and 22.89 ms, respectively, in the present experiment.
The performances evaluation criterion used in the present investigation is described in the next section. 
C. Perfomnce Evaluation
By performance of an algorithm we mean the quality of the output it produces. The quality of the outputs can be measured either by visual inspection or by quantitative evaluation. Quantitative evaluation is possible (correctly) only if the actual output (target) is known. Percentage of pixels correctly classified is considered to be a quantitative index of performance. Let N I be the number of pixels that actually belong to object, but are classified as background pixels by an algorithm, and N2 be the number of background pixels that are labeled as object pixels; then the percent of pixels correctly classified (pcc) by the algorithm is given as pcc = ( 1 --y;) x 100.
Results and Discussions:
The present simulation study is done for all the three different object extraction algorithms (described in Section IV-A) using three different noisy versions (e.g., CY =lo, 20, 32) of a synthetic image of size 128 x 128 (Fig. 1) . So there are 128 x 128 nodes in each layer of the network architectures used for this purpose.
Through a series of experiments (see [lo]-[12]) it was found that if for a node, the number of neighbors is four (secondorder connectivity), the output becomes more noise sensitive than that when eight neighbors (third-order neighborhood) are used. For higher order (>3) connectivity, improvement in performance is seen to be negligible compared to that of the third order connectivity. In other words, increasing connectivity after third-order increases the redundancy in links.
More over, since it is extremely difficult to find out the optimal architecture for such a neighborhood information-based system (e.g., one needs to test the utility, for a certain goal of the net, of each node and link for all possible combinations with other nodes and links), we considered, for the sake of simplicity, a third-order connectivity (symmetric eight neighbor connection). Note that the network may have some redundant links, although it does not have any redundant node. N -( 0 , a 2 ) i.i.d. noise. The experiment is done under the following four conditions: 1) without damaging nodes or links, 2) damaging nodes only, 3) damaging links only, and 4) damaging nodes and links both. Investigation has been done with 2%, 5%, and 10% of component failures for different sequences of damaging. Again, in each case 10 simulations (corresponding to different sequences of damaging) were performed. The dispersion of the obtained pcc values (collected after 50 iterations) was found to be much less. The average percentages of pixels correctly (Tables 111-IV, Tables I-XI. Tables I-IV correspond to Algorithm 1, while  Tables VI-VI11 correspond to Algorithm 2 and Tables IX-XII  ccorrespond to Algorithm 3. In Tables 111, VII, But when a large number of nodes and links are damaged some of the initial mislabeling fail to be corrected, thereby deteriorating the performance. This, possibly, is the reason of deterioration in the results of the Algorithm 3. Since the performance is not hampered that much even when a large number of nodes andor links are damaged, the algorithms can be said to be robust to a great extent. It may be mentioned here that for links, it is not possible to make comments on whether the architecture, even after cutting some of the links, had redundancy or not. The deterioration of the output only indicates that some of the nonredundant (useful) links are lost. Whether a link or a node is redundant or not at some instant of time depends on the'organization (presence of active nodes and links) of the net at that instant.
The original image is corrupted by adding
Note that the percentage of pixels correctly classified can accurately be calculated only after the network is converged (i.e., the status of neurons is either -1 and one, or zero and one). While the network is in operation the output status is not binary. To compute the pcc value in such an intermediate stage, one can choose the middle most value of the range of continuous output as the threshold and assign the status as -1 (or zero) for those neurons having output less than the threshold and as one for those neurons having output greater than the threshold. Fig. 2 shows, as an illustration, the variation of pcc (averaged over 10 different simulations as in the tables) computed using the above scheme with iteration when the image in Fig. l(c) is used as input. Here 5% damage of links and nodes was done treating them as separate components. As expected, pcc value decreases with increase of component failure, whereas it is constant when there is no damage.
V. CONCLUSION
Robustness with respect to component failure is one of the most important characteristics of NN-based information processing systems. No result has been suggested (as far as the knowledge of the authors go) to date in support of this claim. Present work investigated this feature. This is performed by damaging some of the nodes andor links and studying the performance of the system. The damaging process is viewed as a pure death process. A set of assumptions is made about the failure process which, incidentally, led the failure process follow Poisson model.
To demonstrate the utility of the model developed, we considered three different image segmentation algorithms which employ Hopfield's net, Gibbs random field, and a selforganizing multi-layer neural network for extracting compact object regions from noisy environments. Robustness of these NN-based algorithms is evaluated under different amount of noises and damaging. Performance is seen to be satisfactory even when a high percentage of nodesflinks are damaged. This, in turn, establishes the utility of the robustness evaluation model in addition to examining the performances of some segmentation algorithms.
We mention here that the convergence time of electronic implementation of Hopfield's network is of the order of milliseconds. Therefore, not many components can fail during a single run of the net. In the present investigation also, the convergence time for parallel implementation on a digital platform is also of the order of milli seconds. The percentage of failure of components is considered here to be very high just to investigate the performance of the systems even under such a severe damage. Since the failure process is random, it is difficult to predict at what time a component will fail. Thus even if a single component fails during the operation of a network for which the convergence time is of the order of milli seconds, we can check the robustness of the system with respect to that component.
