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Analysis of algorithms is the branch of algorithmic theory where specific problems 
are studied by determining upper bounds on the complexity of the problem by analysing 
proposed solutions in combination with attempts of proving lower bounds within specific 
computational models. In general the results are not fully decisive; there remains a 
gap between the best obtained algorithm and the best known lower-bound, or the two 
bounds agree but the lower-bound only holds for a more restricted computational model. 
Complexity theory aims for a more fundamental insight in the problem of computational 
effectability and intractability by abstracting away the machine model and measuring 
computational costs up to the rather crude measure of being equally expensive up-to a 
polynomial overhead. 
As an independent subject in computer science, analysis of algorithms finds its roots in 
the still uncompleted series of books The Art of Computer Programming by D.E. Knuth, 
the first three volumes of which appeared between 1968 and 1973. The first book entirely 
dedicated to this subject is the by now classic textbook by A.V. Aho, J.E. Hopcroft and 
J.D. Ullman, The Design and Analysis of Algorithms, which appeared in 1974. Since the 
subject has been one of the main topics on the research agenda of computer science and 
contributions to its development have been flooding the various research journals and 
prestigious conferences. Also it has found its way into the base curriculum of virtually 
all institutions where computer science is being taught. 
Rawlins’ book represents a first introduction into the theory. One of the main problems 
is to explain to the uninitiated reader the notion of complexity as such and to learn how 
something can be told at all within a realm of an unbounded number of problem 
instances, possible machines, conceivable algorithms, and potential alternative solutions 
waiting to be discovered. Also the idea of choosing for a specific problem a specific 
measure of complexity, appropriate for the problem, and the awareness of what is shown 
by such an analysis and, even more important, what such an analysis fails to prove, is 
hard to get across to the uninitiated reader. 
A second problem has to do with the development of the required mathematical tools. 
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In general, analysing an algorithm yields a recurrence equation which has to be solved 
or estimated in order to produce the complexity bound we are looking for. In Rawlins’ 
book the mathematics required for solving these recurrences is developed together with 
the algorithms for which these techniques are applied (at least during the first part of 
the book). So the book is suitable for being used during the early part of undergraduate 
study, since it doesn’t require any previous experience to mathematics, algorithms of 
complexity theory. The price to be paid for this self-containedness is that the book 
doesn’t get very far into the theory. In fact it is surprising to see how little the book 
in fact gets beyond what is contained in the early chapters of the Aho, Hopcroft and 
Ullman text from the early seventies. 
After explaining the problem of analysis of algorithms the next three chapters are 
dedicated to the classic problems of searching, selecting and sorting. The remaining three 
chapters representing the second part of the book are of a more encyclopedic nature; 
subjects are being touched on, without deep exploration of the algorithms involved and 
also without proving the core results. The subjects being dealt with are elementary graph 
algorithms, number theoretic problems with their use for cryptography, and, finally, a 
very informal introduction into untractability and complexity theory (as usual the author 
feels he can’t get away without at least mentioning the notion of PIP-completeness). 
Evidently in the latter chapters the author mentions subjects which are not included 
in the Aho, Hopcroft and Ullman book for the very simple reason that public key 
cryptography and interactive proofs still had to be discovered in 1974, but the amount 
of information being provided hardly exceeds the level of a popular scientific journal 
for highschool students. 
In my overall appreciation I think that these two parts of the book should be treated 
separately. The first four chapters indeed cover an amount of material in a fully self- 
contained way, and it seems likely that the student may learn something useful. On the 
other hand I know from personal experience that the subjects covered by these chapters 
did not require more than five hours in the introductory computer science course I used 
to give for a class of undergraduates. The last three chapters are far too diverse, and 
encyclopedic, and the lack of validation of the facts claimed makes it less suitable for 
teaching, assuming that the purpose of teaching is not just to inform but also to explain. 
By way of example, I consider the exhibition of the notion of NP-completeness without 
even touching on the idea of the master reduction in the proof of the Cook-Levin result 
a major weakness. Again my personal experience as a teacher tells me that filling this 
gap isn’t that hard and time consuming at all. 
As seems to become usual in contemporary textbooks for undergraduates, the book 
suffers from a number of “soft” features. Explain the simple things and hide the difficult 
parts in the problems seems to be a recurrent pattern. The book has a wide margins 
for storing icons and pause breaks, pointing to those places where the author wants the 
student to think or just to skip the “hard’ mathematics. At the end of each chapter the 
author lists the concepts, tools and formula’s developed during this chapter. I always 
was told not to use spurious footnotes; an advice which is particularly appropriate 
against the inclusion of quotations from (predominantly Anglo-Saxon) literature and 
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wisecracks which interrupt reading and understanding. The author has included a large 
number of remarks on the history of mathematics and computation theory. Cartoon 
illustrations and questionable jokes complete the picture. It may be the case that your 
reviewer is gradually becoming an ultra-conservative who will never buy the wisdom of 
contemporary pedagogical insights, but let’s be fair: not my style and far too elementary. 
I therefore can’t recommend this book for classroom use. 
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The book presents algebraic and state-based specification techniques based on the 
language COLD-K. It explains the constructs offered by that language and illustrates 
very well how to use them. 
The language COLD-K, developed at the Philips Research Laboratories in Eindhoven 
within the ESPRIT project 432 (METEOR) mainly by H.B.M. Jonkers, differs from 
other specification languages like OBJ, CLEAR amd Act-one. COLD-K is not based 
on the initial algebra approach. It is based on loose semantics and partial algebras. 
There is a special definedness operation but many of the language constructs deal with 
definedness and undefinedness in an implicit way. The language for writing assertions 
is the first-order predicate logic with the additional possibility of inductive predicate 
and function definitions. This requires that no junk and no confusion axioms have to be 
specified explicitly. COLD-K does not offer constructs for higher-order functions. 
The advantage of COLD-K with respect o the algebraic specification languages like 
OBJ is that it unifies algebraic and state-based techniques. 
State-based specifications are semantically based on the states as algebras approach. 
The intuition behind it is a state machine where algebras are associated to the states 
in such a way that the signature of the algebras is fixed for all states. Since each state 
has its own algebra associated with it, it is possible to have variable sorts, predicates 
and functions. Operations on states or more precisely state transition relations are ex- 
pressed by procedures. The atomic concepts of a state-based specification that make up 
a so-called class-signature may be divided into sort, predicate, function and procedure 
definitions. Forgetting the procedure definitions yields the signature of the algebras as- 
sociated with the states. In this semantically richer situation first-order predicate logic 
with inductive definitions is not sufficient to express assertions. Based on the Algo- 
