Absfruct--Simulated annealing is a computational heuristic for obtaining approximate solutions to combinatorial optimization problems. It is used to construct good source codes, error-correcting codes, and spherical codes. For certain sets of parameters codes that are better than any other known in the literature are found.
I. INTRODUCTION A NNEAL, as defined in Webster's New Collegiate Dictionary, means: 1) to heat (as glass) in order to fix laid-on colors, and 2) to heat and then cool (as steel or glass) usually for softening and making less brittle.
The cooling stage of annealing is usually done slowly to reduce the number of defects in the crystal structure (as steel) and to minimize the potential energy stored in the molecular configuration (as glass). A fundamental question in statistical mechanics concerns whether the system solidifies in the limit of low temperature, and if it does, whether it forms a crystalline solid or a glass. Motivated by a subtlety in numerical integration, the Metropolis algorithm [l] has often been used to simulate numerically the annealing process to gain an understanding of the ground-state configuration.
A typical combinatorial optimization problem seeks the minimum of a given objective (or cost) function of many variables. The variables are subject to intertwining constraints, and they interact with each other in complicated ways not unlike the molecules in a physical system. By appropriately defining an effective temperature for the multivariable system and imitating the physical annealing process, researchers have sought to solve a diverse collection of problems, with varying degrees of success. Kirkpatrick [2] first investigated the use of simulated annealing in connection with the physical design of com-puters. He found the technique useful for solving VLSI layout and partitioning problems. More recently, researchers have compared simulated annealing with other heuristic techniques for NP-complete problems [5] . At present, simulated annealing provides the best heuristic algorithm for the graph partitioning problem, but extensive fine tuning has failed to make it the method of choice for graph coloring or the traveling salesman problem [3] . Johnson et al. [4] have investigated the interplay among local search, neighborhood structure, and combinatorial optimization problems.
The successes of simulated annealing have resulted in a surge of interest in the method. Many evaluations of the technique and its application to diverse areas are in progress [6]- [8] . In this paper we use simulated annealing to construct good source codes, error-correcting codes, and spherical codes. We have rediscovered many optimal or near-optimal source codes. For several parameter sets we have found constant-weight error-correcting codes that are better than any previous such code. We have also obtained spherical codes better than those constructed by an ad hoc method analogous to apple peeling. If we conceptualize codewords as repelling molecules, then the analogy between a code with good distance properties and a molecule structure with low potential energy is apparent. This may account for our success here. A more sophisticated attempt to explain the success of simulated annealing in a diverse variety of problems can be found in [2] .
The rest of the paper is organized into four sections. In Section II we describe the coding problems we investigate. In Section III we present our simulated annealing algorithm. In Section IV we summarize the results obtained from computer experiments with the algorithm, including a few record-breaking codes. In Section V we conclude the paper by remarking on the advantages and disadvantages of the algorithm.
A detailed explanation of the intuition behind the simulated annealing method can be found in [2] or in many recent papers. We shall not include one here.
II. THE DESIGN OF GOOD CODES
In a communication system (Fig. 1) To be precise, the source code we study here is a set of M binary n-tuples s= {X1,X2,.",xM} c {OJ}".
The rate of the code S is R = (l/n) log M. (All logarithms in this paper are base two.) Let B" = (0, l}" denote the set of all n-tuples. The distortion of a source code is the following quantity:
where the Hamming distance d,(x, y) between two binary n-tuples is the number of bit positions where they differ. A binary n-tuple is encoded to its nearest neighbor in S. The distortion is the average number of erroneous bits in encoding a random n-tuple. When S is used in a communication system, it can encode a random binary source with rate R and average distortion 6. A desirable property of a source code is a small distortion. Given the length n and the size M, the construction of a source code with minimum distortion is a very difficult problem. The can be used, but it often gets stuck in a local optimum and fails to find a minimum-distortion code. An exhaustive search algorithm would have to check all 2" i 1 M possible codes, a practical impossibility even for small values of n and M. For example, if n = 7 and M = 16, then about 128 i 1 16 z 1020
codes would need to be checked. However, we shall see in the next section how simulated annealing can be used to find an optimum or near-optimum source code without doing an exhaustive search.
The channel code (error-correcting code) we study here is also a set of binary n-tuples c= {-q,-%~~~r~M} with rate R = (l/n) log M. Each member x E C is called a codeword. The minimum distance of C'is When the channel code is used in a communication system, up to d,,/2 transmission errors can be eradicated. A desirable property of a channel code is a large minimum distance dmi,. The Hamming weight of a binary n-tuple x is the number of ones in x. In this paper we restrict ourselves to constant-weight codes where all codewords have the same Hamming weight. An important number in the theory of error-correcting codes is A(n, d, w)-the maximum size of a constant-weight code of length n, minimum distance d or more, and constant codeword weight w.
The constants A(n, d, w) In the next section we shall see how simulated annealing is used to raise this lower bound to 18 and to help narrow other gaps.
Another channel code we study is the spherical code. A spherical code is a set of real vectors @ = {xi, x2, * . . , xm} on the surface of a unit sphere in n-dimensional Euclidean space R". The minimum separating angle of a spherical code is flmin = min cos-l (x + y)
x, YE@ X#Y where x . y is the inner (dot) product of x and y. Spherical codes have important applications to transmission over the Gaussian channel [15] and to many other areas [16] , [17] . A desirable property of a spherical code is to have a large minimum separating angle. An important number is M( n, B)-the maximum number of vectors of a spherical code in n dimensions having a minimum separating angle greater than or equal to 19. The case 13 = r/3 is particularly interesting. The number M(n, n/3), called the kissing number, is the maximum number of nonoverlapping unit balls in n-dimensional space that can touch a given unit ball simultaneously. The determination of the kissing numbers has a long and fascinating history [18]-[20] , culminating in the resolution of M(8,7r/3) = 240 and M(24, r/3) = 196 560. Other kissing numbers beyond 'three dimensions remain undecided.
Generally, M(n, 0) is very difficult to determine, save for a few trivial cases. In the next section we shall see how
simulated annealing can be used to produce interesting lower bounds for M(n, 8). These results may not improve upon existing lower bounds for particular values of n and 8. For example, simulated annealing has not yielded any improvement on existing lower bounds on the kissing numbers. However, the technique can be used to generate reasonable lower bounds for general values of n and 6' rather quickly.
III. THE SIMULATEDANNEALINGALGORITHM
We use the simulated annealing algorithm outlined in Fig. 2 to find good source codes, constant-weight codes, and spherical codes in our experiments. Our algorithm is similar to those simulated annealing algorithms used in other applications, such as those in [2] . Initially, we choose a random code and a sufficiently high temperature. The outer loop decreases the temperatures until a series of stable code configurations has been seen; the inner loop perturbs the code until a prescribed number of energy drops occurs (not necessarily in a row), or too many iterations. After each perturbation, if the energy is decreased, we adopt the new code; if the energy is increased, we adopt the new code with probability exp(-AE/T).
The temperature T is a control parameter of the algorithm. At high temperatures, exp (-AE/T) is invariably close to one for positive AE. Therefore, we almost always adopt the new code. At low temperatures exp (-A E/T) is close to zero for large A E, so we are not likely to adopt a new code which greatly increases the energy function. The initial temperature is set sufficiently high. For source codes we used Tititid = 10 . length in our experiments. For constant-weight codes and spherical codes we use Tititial = 1000. The energy function E is chosen to steer the code transfiguration in the general direction of reduced objective function. For source codes the energy function E is set to be the distortion 6(S), the objective function. For constant-weight codes we choose
where k is a constant. As the simulated annealing process proceeds, the codewords have a tendency to repel each other, thus increasing the minimum distance. We do not choose the minimum distance as the energy function because it depends on only a pair of codewords; changes not involving any minimum-distance codeword pair would not be reflected in the energy function. The choice of an energy function different from the objective function is not an uncommon practice in simulated annealing [2] . We will comment on this later. We often use k = 2 in the computation. Other values of k and even other energy functions have been examined experimentally without noticeable improvement.
To perturb a code, we randomly select a codeword and randomly "jiggle" it, i.e., change one or two bits. The initial code has M codewords, each of which is an all-zero n-tuple (a very bad code indeed). We have tried other random initial codes with similar results because the allzero initial code gets randomized very quickly at high temperatures.
The temperature is lowered in geometric series, i.e., T + aT. Typically, we choose the constant CY > 0.9. For source codes the temperature is lowered when the number of acceptances or rejections exceeds code size . (1 + 0.1 . code size/T). The initial temperature is set at around 10 . length. The algorithm terminates when the temperature drops below 0.01 * length, or when five consecutive temperature stages produce no change in the code. For constant-weight codes and spherical codes we decrease the temperature when several (three to five) energy drops have occurred, or several hundred iterations. The initial temperature is chosen to be 1000, and we terminate the algorithm manually when we see a stable code configuration.
If we had chosen the minimum distance as the energy function, perturbations not involving any minimum-distance codeword pair would have resulted in no change in the energy function and hence would be adopted with probability one. This would have resembled a random walk. We feel that distance variations between every codeword pair should be reflected in the energy function. Experimental success seems to vindicate our decision. We have also tried the energy function E = Cf[dH(x, y)], where f(e) is a concave function with a single minimum at the desired minimum distance. We attempted this energy function because in the cases where A(n, d, w) is determined, the distance profile of the optimum codes tends to be a convex function with a single maximum at the desired distance. However, this energy function converged more slowly than our original choice in the experiments we have performed.
For the spherical code the simulation algorithm is essentially identical. The energy function is chosen to be E = c [cd (X y)] -f xfysc Note that cos-1 (X . y) is the separating angle between the two vectors. For each perturbation we jiggle a random codeword on the spherical surface. Preliminary simulations have been performed on source codes, constant-weight codes, and spherical codes. The results are summarized in the following. Due to the nature of the simulated annealing algorithm, the codes in each parameter set are not exhaustively searched. Only a small portion of all possible codes are examined. We have also limited the CPU time spent in a simulation run to a few hours. The full power of the algorithm is not explored. The results obtained here demonstrate the potential power, not the ultimate limit, of the simulated annealing algorithm.
Source Codes
Simulations were performed on source codes with lengths ranging from six to ten and sizes varying from eight to 32. The resulting distortion is equal to or near the Hamming lower bound (Table I ). The total number of iterations run ranges from 300 to 3000 for each set of parameters. Thus simulated annealing proves useful in finding good source codes, at least for the ranges of'parameters tested.
For critical comparison we ran a greedy version of the algorithm in which we start with a low initial temperature. This modification has the effect of taking only the code transfigurations which reduce distortion. For n = 7, m = 119 16, and about 200 iterations we got stuck with a code having a distortion lo-20 percent above minimum in eight out of ten runs. Fig. 3 illustrates the history of a single run of our algorithm which successfully finds a source code of length seven, rate 4/7, and distortion l/8 which meets the Hamming lower bound. (This gives the result indicated in the second row of Table I .) The horizontal axis corresponds to the temperature, and the vertical axis corresponds to the distortion per bit, i.e., S(C)/length. The figure should be read from right to left because we proceed from high temperatures to low temperatures. Although we started out with the code consisting of 16 all-zero codewords at temperature 10 . length = 70, only the part of the history corresponding to temperatures below ten is shown. We stay at each temperature stage for a total of lO*(l + 2*code size/T) iterations. The temperature is lowered in a geometric series by a factor of 0.9 at each reduction. The total number of iterations in this run is 3206. The per-bit distortions of the source codes found by the algorithm at each temperature stage is shown in circles. More codes may be found than different values of distortion because different codes may have identical distortion. The complete figure shows that the distortion has a decreasing tendency, resulting in the minimum at low-enough temperatures. Notice that, occasionally, a code with larger distortion than any code found at the previous (higher) temperature may occur. This is the particular characteristic of the simulated annealing algorithm that enables it to avoid the trap of a local minimum in its search for the global minimum.
The histories of other runs of our algorithm which have generated the remaining codes listed in Table I are not included here. The figures for all histories exhibit a decreasing tendency for the distortion as the temperature drops, resulting in minimum or near-minimum distortions. We have also found many good spherical codes. They provide lower bounds on the constants M(n, 19). Using a method analogous to apple peeling, we have constructed a class of spherical codes. The details of our construction are contained in the Appendix. The results of the apple-peeling construction and simulated annealing in three-dimensional space are compared in Table VI . Simulated annealing found better codes than the apple-peeling construction. One of these codes is listed in Table VII . It is possible that bounds exist rivaling or even superseding the apple-peeling bound in the literature. The comparison made in Table VI is preliminary.
The fourth column in Table VI The second lower bound (fifth column of Table VI) is obtained from well-known lattice structures as described in Sloane [19] . The upper bound (column eight of Table VI) is due to Rankin [29] as follows:
where I/ = sin-' [a sin(8/2)]. This bound is tighter than the standard volume bound. In three dimensions it reduces to sin I/J tan +!I cos2#)/4 -cos $(l -cos J/) ' Among the lower bounds included in Table VI , simulated annealing provided the best results.' The preliminary investigations in four dimensions also look promising. Simulated annealing shows that M(4, cos-r (5/6)) 2 97, which betters the lattice bound of 96, and M(4,cos-' (9/10)) 2 145, which betters the lattice bound of 144.
Implementation Issues
The simulation programs for constant-weight codes and spherical codes are implemented on a VAX 780 with a floating-point accelerator. In each application the C program consists of less than a thousand statements. Most of the statements are for bookkeeping, debugging, and input/output. The core of the program, which executes the annealing process, is less than two hundred statements long.
Each of the three constant-weight codes listed in Tables III-V are found after a few runs of the algorithm. The CPU time spent on a typical run ranges from 15 min for the code in Table III to a maximum of about 2 h for the codes in Tables IV and V. Unsuccessful runs are terminated manually after about 1-2 h. Once a code has been found, we have been able to reproduce the success in almost every repeat run using the same cooling rate, although the code found each time is different. . The simulation runs for three-dimensional spherical codes typically take less than 30 min. The test runs for higher dimensions are allowed to consume up to several hours of CPU time.
We have used the basic algorithm as shown in Fig. 2 throughout our experiments. No major speed-up modification has been attempted. If large-scale experiments are to be embarked upon, methods such as described in [21] can be incorporated to reduce the running time. Jiggling several codewords simultaneously in each iteration of the algorithm in Fig. 2 may also help.
V. CONCLUDING REMARK
Simulated annealing promises to be a useful tool in designing good codes. We have found new codes better than any code previously known in the literature for many 'During the writing of this paper, the excellent constructions of threedimensional spherical codes for several specific minimum separating angles [30] have been brought to the authors' attention. It appears unlikely that the simulated annealing algorithm can better these codes. However, the algorithm remains useful in the automatic generation of codes with general parameters. IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. IT-33, NO. 1, JANUARY, 1987 sets of parameters. The method of simulated annealing has already proven useful in many combinatorial optimization problems. Our experiment here indicates that simulated annealing is also useful in providing lower bounds to combinatorial constants, such as the coding theoretical constants A(n, d, w) and M(n, 8). Improvement to other constants, such as the Ramsey numbers, may be obtainable. Several related source-coding problems, such as vector quantization [32] and discrete Markov source codes [lo] , are also subject to analysis by simulated annealing. Essentially, the same algorithm can be used with very little modification.
The algorithm itself seems robust with respect to modifications of the choice of energy function, perturbation pattern, and annealing schedule (consisting of the initial temperature, the temperature decrement, and the termination conditions) as long as they stay reasonable. Though some interest exists in the fine tuning of annealing schedules [9], we have adhered to one kind of schedule in most of our experiments. In our experience simulated annealing appears robust for reasonable changes in the schedule. Better results are usually produced by the devotion of more CPU time. An important issue in simulated annealing is the convergence of the algorithm. We have largely ignored this issue in our studies. However, in all our experiments the results are converging. For more details on this issue see [33] and [34] . The method is easily applicable to new areas, and the results may be exciting.
One disadvantage of the simulated annealing algorithm is its liberal consumption of CPU time. In our experiments the required computation time goes up very rapidly with increasing parameter values. The choice of simulated annealing for a given problem must be weighed against other computational methods. For certain parameter values the simulated annealing algorithm finds it hard to contend with tight code constructions which make ingenuous use of advanced mathematical structures such as those contained in [12] , [19], and [30] . The usefulness of the algorithm lies in its ability to generate reasonably good results automatically. The algorithm is relatively simple to implement and to adapt to particular problem constraints. In places where computation power is abundant and where specific mathematical constructions are lacking or unsatisfactory, the simulated annealing algorithm can be used effectively to generate reasonably good results mechanically. The codes generated in this paper are all nonsystematic codes, which could limit their applicability in practical situations. 
APPENDIX
In this Appendix we prove the apple-peeling lower bound on the numbers M( n, 0). We use a method of code construction which is similar to apple peeling in three dimensions, thus the name. We also present another construction method based on certain lattices in multiple dimensions. Remark: In any dimension n 2 1, M(n, a + c) = 1 for 0 < c I 7r. In particular, M(n,2a) = 1.
Proof: Letr=(sina,z,cos~,~~~~s~,~~~,~,~~~~s~)and y = (sin cy, w1 cos a, w2 cos (Y; . ., w,-~ cos a) be two points on the surface of the unit sphere with identical first coordinates. The two points z =(z1,z2;..,znm1) and w=(w~,w~;..,w~-~) are on the surface of the unit sphere in n -1 dimensions. The points x and y are separated by an angle COSC' (x . y) = cos -' (sin2 cr + z . ~(30s~~ cy), while z and w are separated by cos-l (z . w).
For each i and a = &(i + l/2)8 we have M(n -1, arccos* (cos 6 -sin2 a)/cos2 (u)) code points in n dimensions with first coordinates equal to cos OL and a minimum separating angle 2 0. Note that when (cos 0 -sin2 (Y)/COS~ (Y c -1, we have precisely one point with a first coordinate equal to sin (Y because M( n -1,2a) = 1. Two code points x and y with different first coordinates have their inner product x . y I sinasinp + coso~cos~ = cos(a! -/3) I costi. Hence cos-'(.x . y) 2 8. By summing over all legal values of i, we obtain the apple-peeling bound.
In two dimensions it is easy to show that M(2,fI) = [27r/Ol for 0 < 0 I 27r. This, together with the apple-peeling theorem, gives us the sixth column of Table VI. Note that when cos ((i + l/2)8) = 0, then cos 0 -sin2 ((i + l/2)8) < 0, and we take arccos*[(cos 8 -sin2 ((i + 1/2)e))/cos2 ((i + l/2)8)] = 271.
The apple-peeling construction provides large codes in many dimensions. Although lattices provide the best-known lower bounds fpr kissing numbers (0 = ST/~) and excellent lower bounds in eight and 24 dimensions [16] , [19] , [20] , [21] , [31] , the applepeeling bound works well in other cases [32] . An additional advantage of the apple-peeling bound is its ease of implementation in any dimension. Equivalent or superior bounds may exist in the literature. The studies made here are preliminary.
We have also investigated another construction method based on certain lattices in n-dimensional space. First, choose k real numbers x1, x2;.., xk and k integers n,, n2,"', nk which add up to n. The collection of points with ni coordinates being x, and with the n, satisfying certain constraints form a spherical code. The minimum separating angle and the size of the code can be calculated for specific choices of the xi and the constraints on the n,. For example, the set of n-dimensional vectors with coordinates taken from (0, l/ 6, -l/ 6) and with exactly m nonzero coordinates forms a spherical code with 2m( i) code points and a minimum separating angle = COSK' (1 -(l/m)). The lattice construction presented earlier can be used in combination with the apple-peeling bound to produce good lower bounds to the size of spherical codes.
