Abstract
Introduction
Control technology plays an important role in maintaining safe, reliable and cost-effective operation of trains. Automatic Train Operation (ATO) is responsible for all the traction and braking controls, therefore ATO has a direct impact on the development of the train operation systems, especially in the field of urban rail transit. Facing with such real-time multi-objective dynamic operational requirements, intelligent control strategies came into play in the 1980s. PID (Proportional Integral Derivative) control has been widely used in industrial control system because of its simple structure and robust performance, and also can be used in ATO system [1] . Fuzzy logic [2] , expert systems [3] , genetic algorithms [4, 5] and artificial neural networks [6, 7] were applied to vehicle optimal control, precise parking and accurate locomotive trajectory tracking. More recently, iterative learning control has received increasing interest [8] . However, these control methods are limited to the traditional control theory, which takes control accuracy as the goal in the process of tracking operation curve, in order to make the train speed approximate to the ATO control speed as far as possible. Moreover, ATO needs frequent controller switching in the process of train operation, which is not conductive to the comfort and energy saving, and the life of controller is greatly reduced at the same time.
Unlike industrial control, train operation control use speed curve as a reference, and error can be accepted within a certain range. From the actual data, we can find that manual driving mode with experienced drivers is better than automatic driving mode. Manual driving model can make energy consumption saving by 8% and comfort level of passengers enhancing by 12%.
In this paper, two Intelligent Train Operation (ITO) models are developed from a new point of view: utilizing data mining [9] methods to find out the relation between inputs and outputs that will be applied in train operation control from a lot of urban rail data in manual driving mode.
Field data Description

Data collection
In this paper, field data in two days (20 times) from Beijing Subway Yizhuang Line was collected. Beijing subway Yizhuang line connects the center of Beijing and Yizhuang Economic Development Zone, and was officially opened on December 30, 2010. This line is 23.23 kilometers long with 13 stations, and the entire operation time is 33 minutes. We choose Rongjing East Street-Wanyuan Street (we call it block 1) and Xiaohongmen-Xiaocun (we call it block 2) as examples. In these two intervals we collect 9780 groups and 10056 groups samples separately in two days, and select 6 useful attributes in each sample, which are limited speed, gradient, speed, remaining time, remaining distance and controller's output (from -1 to 1: positive value represents traction, negative value represents braking, zero represents idle running). The first five attributes are used as inputs and the last attribute is used as output.
Data filtering
It's necessary to apply a method to get the good performance data from all of massive field data. The reason is, some of the data is produced by high-level drivers but some is produced by middle-level or low level drivers. Moreover, the drivers may be affected by psychological or physical conditions, for example, long time operation may lead to fatigue and pressure. Hence, we need to use a method to pick out the data with low energy consumption, high comfort, high punctuality and low parking error.
According to the statistical analysis, the relative average absolute error of running time is 1.9%, average value of parking error (PE) is 11.5cm, and average number of controller's output change (NC) is 47.8.
Therefore we make the following selecting rules: 1.
Running time error within 4%  ; 2.
PE within 30cm  ; 3.
NC within 60. According to the above rules, 5322 groups of samples in block 1 and 6268 groups of samples in block 2 are remained.
Data processing
The drivers have limited choices in manual driving mode, and the outputs of controller are mainly some fixed values. According to the statistical results, there are 13 gears in driving: 4 traction gears (0.25, 0.5, 0.75 and 1), 8 braking gears (-0.1, -0.2, -0.3, -0.4, -0.5, -0.6, -0.8, -1), and an idle gear (0). Hence, classification algorithms can be employed to find manual driving experience.
Classification algorithms and their improvement
3.1. k-Nearest Neighbor algorithm and its improvement KNN algorithm [10] proposed by Cover and Hart firstly is a nonparametric classification algorithm, and has been widely used in the field of pattern recognition and data mining nowadays. The main idea is: given an unknown sample x , first find out k training samples whose class labels are known, and is most similar with or nearest to the sample x , then determine the category of the sample x according to the labels of k training samples. 
The unknown sample will be identified in the category which has maximum samples in the k nearest samples. Assume 1 2 , , , c k k k  are the numbers of samples belonging to the categories of 1 2 , , , c 
The KNN algorithm use the maximum number of samples among the k nearest samples as the criterion, so in the multi-class classification there will be a problem: the maximum numbers of samples are not unique. In order to solve this problem, many researchers have proposed different methods [11, 12] , and in this paper, a new method is proposed. The samples of different categories in the k nearest samples can be found out, by calculating the reciprocals of distance of each sample and summing these reciprocals, and then the unknown sample can be identified as the category which has the maximum result.
After the melioration, the unknown sample will be related to not only the number of samples but also the distances of samples in the k nearest samples. Different samples have different distances and weights with unknown sample point, and the smaller distance will lead to the greater weight.
We call this algorithm KNN-I.
Adaboost.M1 algorithm and its improvement
The idea of boosting [13, 14] is originated from "probably approximately correct learning theory" proposed by Valiant, and Boosting algorithm was firstly proposed by Robert T.Schapire [14] . The idea of this algorithm is enhancing learning for the wrong training samples, and different weights of samples will produce different training sets.
Adaboost.M1 algorithm applied to multi-class problem was proposed by Freund and Schapire in 1997, the steps of calculation is: Initialize the weight vector: 
From the experience of previous researchers, the above algorithm needs a large number of iterations to achieve a better effect of classification. But due to the increasing of iterations, the efficiency of algorithm is greatly reduced. Because the adjustment for weights of samples is too small, researchers have proposed different methods to solve this problem [15, 16] . In this paper a new weight adjusting method is proposed. The new weights formula is:
Aiming to ensure the accuracy of classification, it can reduce the number of iterations and enhance the efficiency of the algorithm. We call this algorithm Adaboost.M1-I, and Classification and Regression Tree (CART) [17] algorithm is used as the weak classifier of Adaboost.M1 and Adaboost.M1-I.
Comparison and analysis of classification algorithms
KNN and KNN-I need to define the value of k . The value of k is related to number of samples, number of categories and dimensions of samples. Also, Adaboost.M1 and Adaboost.M1-I need to define the number of iterations. Large number of iterations can lead to high accuracy of classification, while it also would lead to low efficiency of the algorithm. Through simulation and comparison, we select 100 as the value of k and 50 as the number of iterations. We choose 80% of the samples as the training samples and the remaining as the test samples. Table 1 is the correct rate of the four classification algorithms for block 1 and block 2. From Table 1 , we can see KNN-I and Adaboost.M1-I are respectively better than KNN and Adaboost.M1, so we choose KNN-I and Adaboost.M1-I to mine ITO models. 
Intelligent Train Operation Model and its simulating platform
Motion model of train
Traction and braking system of train is a servosystem in physical meaning, with a certain delay in responding of system, and the delays of traction and braking are not the same. The controller can adjust the targeted acceleration through feedback of acceleration. If the motion model of train is simplified as a first order system, then the control system can be shown in Figure 1 . [18] .
Operation requirements for each stage
Safety plays an essential role in the train operation, and the most basic principle is that the operation speed should not exceed the limited speed. We divide train operation into 4 stages: Stopping stage is the last stage of train operation, and requires high parking precision. Therefore, in this part, we focus on parking precision instead of energy consumption and comfort level. So we will use the precise location information of balises and actual speed to calculate the output of controller. There are five balises in the stopping stage, and we set the last balise as the end point. If the train runs out of the end point, the deceleration of train will be the maximum, that is 1 a   . Set ( 1, 2, 3, 4, 5) i S i  as the distance from balise i to the end point, 1 102
The calculating formulas of controller's output between two balises are as following: 
Simulation platform
The train simulation platform is established with Matlab Simulink. The platform includes five modules: input module, generator module, controller module, actuator module and display module. The structure of ITO Model is shown in Figure 2 . 
Simulation and evaluation
Route information
The distance of block 1 is 1280m, and the standard operation time is 101s. The distance of block 2 is 1341m, and the standard operation time is 105s. The route condition of these two blocks is shown in Figure 3 . 
Comparison and analysis of simulation results
The comparison of speed and controller's output under the control of KNN-I, Adaboost.M1-I and PID control algorithm are illustrated in Figure 4 and Figure 5 . Figure 4 shows the operation of ITO models with KNN-I or Adaboost.M1-I are smoother than PID control algorithm. As there is a long time of idle running condition in the middle stage in ITO models, the energy consumption of ITO models is less than that of PID control algorithm. Figure 5 shows the NC of ITO models are reduced obviously. We simulate 100 times using ITO models with KNN-I and Adaboost.M1-I respectively. The performance comparisons of ITO model and PID control algorithm are shown in Table 2 and Table 3 , including minimum, maximum, mean value and root mean square error (RMSE). 
v is speed, this formula is just a rough calculation, just for comparison. In Table 2 and Table 3 , compared with PID control algorithm, the ITO models with KNN-I or Adaboost.M1-I have some advantages: the NC and energy consumption are reduced obviously, and comfort becomes better, although running time and PE are reduced slightly, they still meet the requirements. From the maximum, minimum and RMSE, we can see the robustness of ITO model is also very good.
In Figure 4 and Figure 5 , the results of ITO models with KNN-I or Adaboost.M1-I are very similar. From the five comparisons, they just have a few differences. The ITO model with Adaboost.M1-I performs better on PE, NC, comfort and energy consumption. Above all, we use Adaboost.M1-I as the data mining algorithm of ITO model.
In order to verify the generality of ITO model, the other blocks of Beijing Subway Yizhuang Line are simulated too. The results also indicate that ITO model achieves good performance.
Conclusion
In this paper, data in manual driving mode of excellent drivers are collected and filtered, and then the standard database is established. Through two updating data mining algorithms, ITO models representing the relationship between inputs and outputs are established. All blocks of Beijing Subway Yizhuang Line are simulated.
From the results, ITO models have achieved better performance compared with PID control algorithm, especially in comfort and energy consumption. As for the two data mining algorithms, Adaboost.M1-I performs better, we choose this algorithm to mine ITO model.
