Electromagnetic parameters are important for controller design and condition monitoring of permanent magnet synchronous machine (PMSM) system. In this paper, an improved comprehensive learning particle swarm optimization (CLPSO) with opposition-based-learning (OBL) strategy is proposed for estimating stator resistance and rotor flux linkage in surface-mounted PMSM; the proposed method is referred to as CLPSO-OBL. In the CLPSO-OBL framework, an opposition-learning strategy is used for best particles reinforcement learning to improve the dynamic performance and global convergence ability of the CLPSO. The proposed parameter optimization not only retains the advantages of diversity in the CLPSO but also has inherited global exploration capability of the OBL. Then, the proposed method is applied to estimate the stator resistance and rotor flux linkage of surfacemounted PMSM. The experimental results show that the CLPSO-OBL has better performance in estimating winding resistance and PM flux compared to the existing peer PSOs. Furthermore, the proposed parameter estimation model and optimization method are simple and with good accuracy, fast convergence, and easy digital implementation.
Introduction
In recent years, permanent magnet synchronous machines (PMSM) have been widely applied in industrial servo control system and renewable energy power generation system [1] [2] [3] , as they possess superiority in high power density, torque response, high efficiency performances, and so forth. It is necessary to exactly obtain the parameters of PMSM for assisting controller design, speed regulation, and condition monitoring in reality industrial drive system [4] . Particularly, the most important physical parameters such as the stator resistance and the rotor PM flux linkage are the indicators of system health status. For example, the stator resistance can be seen as the indicator of stator temperature due to metal thermal efficiency, since the machine service life will be damaged if the temperature exceeds its critical range. The demagnetization in PM will influence machine electromagnetic torque output performance [5] . However, the PMSM is a typical nonlinear time-varying dynamic system, whose physical parameters are easily sensitive to the changes of environment such as noise and temperature. Thus, technologies for estimating the winding resistance and rotor flux linkage of PMSM have become an important task for machine control [6] . Existing literatures mainly focus on online estimation and algorithms including extended Kalman filter (EKF) [6, 7] , model reference adaptive system (MRAS) [8, 9] , recursive least-square (RLS) methods [10, 11] , and neural network (NN) [12] are widely employed. However, the aforementioned methods possess some drawbacks such as error convergence, unsteadiness, and high computing expense in the process of PMSM estimation.
Recently, inspired by biological computing, some researchers try to use evolutionary computation techniques to estimate the parameters of PMSM as the evolutionary algorithms have the ability to obtain a suitable set of parameter values via optimizing objective function between the system model and the actual ones. The particle swarm optimization (PSO) has recently been introduced as an attractive optimization technique in system identification and successfully applied in PMSM parameter estimation [2, 5, [13] [14] [15] , due to its simple implementation, little control parameters, multidirectional search, and fast convergence. Since the basic PSO easily gets trapped in local minima when solving the complex nonlinear problem of PMSM parameter 2 Journal of Control Science and Engineering identification, some enhanced operators are introduced into the PSO and produced new hybrid PSO to design the parameters estimator of PMSM. For example, a coevolution based parameter estimator by combining multiple population PSO and artificial immune algorithm was investigated to improve multiparameter estimation performance of PMSM [2] . In order to improve the efficiency of parameter identification, a parallel implementation using an immunecooperative dynamic learning particle swarm optimization (PSO) algorithm with multicore computation architectures is presented for PMSM parameter estimations [5] ; another method of graphic processing unit (GPU) accelerated parallel coevolutionary immune PSO was designed for parameter estimation and temperature monitoring of a PMSM [15] , for which the performance of the parameter estimation was significantly improved by those new PSO methods.
In this paper, in order to estimate the stator resistance and rotor flux linkage of surface-mounted PMSM effectively, the parameter estimation of PMSM is converted to an optimization problem and then a novel comprehensive learning particle swarm optimization (CLPSO) with oppositionlearning strategy is proposed to explore optimal parameter, the proposed parameter optimization method called CLPSO-OBL. The CLPSO was firstly proposed by Liang et al. [16] , where all the flying directions of individuals are updated by randomly selected particle of the whole population during the iteration process and it is superior in diversity kept for solving multimodal optimization problem. In order to improve the global convergence of the CLPSO, an oppositionbased-learning (OBL) strategy is used for Pbest particles learning and helps it jump out of local optima. OBL is a reinforcement learning strategy using computing and counter computing simultaneously, which can be used to accelerate the convergence performance of other evolutionary algorithms [17] . Finally, the proposed CLPSO-OBL is applied to estimate the stator resistance and rotor flux linkage of surfacemounted PMSM. The tests show that the proposed method can simultaneously accurately estimate stator resistance and rotor flux linkage performance much better than the existing improved hybrid PSOs.
The structure of this paper is as follows. An estimator model for the identification of stator resistance and rotor flux linkage of a PMSM is described in Section 2. A CLPSO-OBL algorithm is proposed in Section 3 where the optimization procedure and steps are described. Experimental results and the analysis are given in Section 4. Finally, some conclusions and future work are presented in Section 5.
PMSM Model and Design of Parameter Estimation Model

PMSM Model.
In order to estimate the parameters of a PMSM, the -axis voltage equations of the machine are used:
the measured value where , , , , and are electrical angular velocity, -axis stator voltage, and current and the parameter set { , , , } is winding resistance, -axis inductances, and rotor PM flux linkage, respectively, where = = for SPMSM. Equation (1) can be discretized as follows when the machine is on steady state:
In real application, the -axis inductance belongs to the slowly varying parameters within a certain range compared to the stator resistance and the rotor PM flux linkage, so it can be considered constant and fixed to measured values during parameter estimation process. The parameters vector { , } is unknown and needs to be identified in this study. The estimation of the parameters is formulated as a system optimization problem by optimizing the designed objective function in this study. The fitness function is defined as a discrepancy between the model output and the measured actual system output. The estimation of the parameters can be addressed as an optimization problem via optimizing objective function. The PMSM parameter estimation model is as shown in Figure 1 . From Figure 1 , by comparing model output and actual output, the objective function (3) for estimating the winding resistance and rotor flux linkage is designed as follows:
where the symbol "̂" means that they are computed voltages by the estimated parameters and measured value. The actual machine parameter values can be obtained if the designed objective function is minimized by the proposed CLPSO-OBL. Actually, the objective function (3) is a nonlinear multidimensional function optimization problem and has many local points as it relates to the actual motor system whose system variables are easy to change.
The Proposed Improved CLPSO Using OBL
Principle of Basic PSO Algorithm.
Inspired by the intelligent behavior of birds, a swarm of particles are to find a better solution. Assuming, in a -dimensional solution space, each particle is composed of the velocity vector = { 1 , 2 , . . . , } and position vector = { 1 , 2 , . . . , }, the velocity and position of th particle are modified as given in
where represents the best position found by the th particle up to now and is the best particle among the entire population. 1 and 2 are acceleration coefficients, is inertia weight factor, and rand 1 and rand 2 are uniformly distributed numbers generated randomly on [0, 1].
Principle of Basic CLPSO Algorithm.
The CLPSO was first introduced by Liang et al. to solve multimodel problems [16] . The searching mechanism of CLPSO is that any particle's velocity vector could be selected to update the velocity of the particle that needs to be modified according to the designed learning probability among the swarm. This modification strategy can effectively avoid diversity losses of convergence for population during the search process. The modifications of the velocity and position of th particle in CLPSO are as given in
where = [ (1), (2), . . . , ( )] defined which particle the th particle should learn from and ( ) could be any particle's dimension corresponding value or could be its selfcorresponding value, which is determined by the learning probabilities , the details as in [16] . The basic ideas are as given: if the random number is greater than , this dimension will be learning from the particle's own Pbest; otherwise, it learns from other particles' Pbest. There is one drawback for existing CLPSO algorithm; that is, once the group falls into local optimum, the search behavior of whole swarm will easily get similarity among the total population, as there is no effective mechanism to guarantee the escape from local optima.
OBL for
Pbest's Learning. The Pbest's positions are used as the exemplars to lead the flying direction of the whole population, so the search status of Pbest particles is important for the CLPSO. In order to enhance global convergence performance of the Pbest particles, an OBL strategy is introduced into CLPSO. The OBL was a machine learning method described in detail by Rahnamayan et al. [17] , which is a simple technique that allows the population-based algorithms to search for an optimal point in the counter direction and the current search simultaneously. The basic idea is that when a solution is being exploited in a direction, it executes a search in the opposite direction simultaneously as given iñ
where is real number in the interval [ , ] and̃is the opposite number of . This definition can also be extended to multidimensional space. In -dimensional space, where 1 , 2 , . . . , ∈ and ∈ [ , ], the point can be defined as̃=
The OBL machine learning technique is applied into CLPSO and executes opposite learning for Pbest's particles as given in
After the above modification, evaluate the fitness value ( ( )) of (opposition ) and update as ( ← ∪ ). The proposed OBL learning operator can help Pbest particles jump out of the local optima and obtain a global convergence performance in the CLPSO.
Experimental Verification
The proposed estimator is verified by experiments in this section. The Digital Signal Process (DSP) based vector control system and the schematic diagram of testing process are shown in Figure 2 . The offline estimation procedure using CLPSO-OBL is as shown in Figure 3 . The design parameters of the used prototype machine are detailed as follows: rated speed (400 rpm), rated current 2 ). = = is fixed to one of our prior estimated values [18] (in this research literature is set to be 3.97 (mWb) on normal temperature, and is set to be 3.76 (mWb) on the heating temperature). As is shown in Figure 3 , the estimation of PMSM parameter includes data measurement, parameter estimation modeling, and model parameter optimization procedure. For comparison, the designed PMSM parameter estimation model is also tested by other existing PSOs such as a hybrid PSO with wavelet mutation (HPSOWM) operation method [19] , comprehensive learning PSO (CLPSO) method [16] , an improved comprehensive learning PSO (A-CLPSO) method [20] , and adaptive particle swarm optimization (APSO) method [21] . The basic settings of these PSOs are as follows: the population size is 50, the maximum generation is 300, and the number of runs is 30. All the tested PSOs are using the same measurement data and operated on the same software platform. All experiments are carried out on the same host computer with hardware configuration of Intel5-core6-i5-2450M and 4.0 GB DDR3 RAM.
The experiments are carried out under two different work conditions including normal temperature and temperature variation.
Under normal temperature condition, the convergence of different PSOs is shown in Figure 4 , the experimental results are depicted in Table 1 , and the two parameters' estimated results plotted curve for different PSOs is shown Figure 5 . From Table 1 and Figure 3 , it can be seen that the CLPSO-OBL shows the best performances in terms of mean, standard deviations, and t-values compared to the existing peer hybrid PSOs (i.e., HPSOWM, CLPSO, A-CLPSO, and APSO). Furthermore, the convergence speed of CLPSO-OBL is faster than other hybrid PSOs as shown in Figure 4 . It is evident that the optimality, convergence, and algorithmic efficiency of CLPSO is improved, thanks to the OBL operator which enhanced the global convergence of CLPSO and pushed it out from the local point. As can be seen from Table 1 , the estimated winding resistance (0.334 Ω) by the CLPSO-OBL is quite coincident with its nominal value (0.33 Ω) under normal temperature condition. Also, the estimated flux linkage (79.16 mWb) by CLPSO-OBL is quite close to its nominal value (77.6 mWb). The slight difference between the estimated and nominal values of machine parameters may be caused by nonlinearity of machine operation condition.
The parameters of PMSM are easily changed by the environment temperature. In order to check the performance of the proposed method and whether it can track the variation of parameters with the changing temperature condition, a heater is used to heat the prototype PMSM for 20 minutes and then to measure the data for experiment test. The identified results of temperature variation operation condition are listed in Table 2 shown in Figures 6 and 7 , respectively. From Table 2 , it is clear that CLPSO-OBL outperforms other peer PSOs in terms of mean, standard deviation, and -test values. From Figure 5 , it can be noticed that CLPSO-OBL has a faster convergence speed than other hybrid PSOs.
The analysis results show that the estimated winding resistance and rotor flux linkage vary with the changing temperature condition. For example, the estimated winding resistance value increases from 0.334 (Ω) to 0.454 (Ω) with heating for 20 minutes under high temperature. This phenomenon indicates that the metal resistance value increases with increasing temperature due to metal thermal efficiency. The estimated rotor flux linkage decreases from 79.16 (mWb) to 76.9 (mWb), the abrupt drop in the estimated rotor flux linkage after 20-minute heating. This phenomenon indicates that magnetic field density decreases with the increasing temperature. These results show that the proposed parameter estimator can simultaneously track the stator resistance and rotor PM flux linkage of PMSM.
Conclusion
Stator resistance and rotor PM flux linkage are important for controller design and condition monitoring of permanent magnet synchronous machine (PMSM) system. In this study, an improved CLPSO with OBL strategy is proposed for estimating stator resistance and rotor PM flux in surfacemounted PMSM. In the presented algorithm framework, an OBL strategy is used for Pbest particles reinforcement learning to improve the dynamic performance and global optimization ability of the CLPSO. The proposed method not only retains the advantages of diversity in the CLPSO but also has inherited global exploration capability of the OBL. Finally, the proposed method has been successfully applied into the estimation of the stator resistance and rotor PM flux linkage of SPMSM. The experimental results show that the CLPSO-OBL has better performance inestimating winding resistance and rotor PM flux linkage compared to the existing hybrid PSOs. Furthermore, the proposed method can track the variation of machine parameters effectively with the changing work condition. Moreover, the proposed parameter estimation model is simple and with fast convergence and easy digital implementation. Thus, the proposed method can be used for the condition monitoring of the stator winding and rotor PM flux linkage of PMSM. With the increasing of industrial real-time demand, we will carry it out on Field-Programmable Gate Array (FPGA), and real-time performance control of PMSM will be greatly improved in future.
