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1. Abstract
In this thesis we study Lagrangian cobordisms with the tools provided by Lagrangian quan-
tum homology. In particular, we develop the theory for the setting of Lagrangian cobordisms
or Lagrangians with cylindrical ends in a Lefschetz fibration, and put the different versions
of the quantum homology groups into relation by a long exact sequence. We prove various
practical relations of maps in this long exact sequence and we extract invariants that gener-
alize the notion of discriminants to Lagrangian cobordisms in Lefschetz fibrations. We prove
results on the relation of the discriminants of the ends of a cobordism and the cobordism
itself. We also give examples arising from Lagrangian spheres and relate the discriminant to
open Gromov Witten invariants. We show that for some configurations of Lagrangian spheres
the discriminant always vanishes.
We study a set of examples that arise from Lefschetz pencils of complex quadric hypersur-
faces of CPn+1. These quadrics are symplectic manifolds endowed with real structures and
their real part are the Lagrangians of interest. Using the results established in this thesis,
we compute the discriminants of all these Lagrangians by reducing the calculation to the
previously established case of a real Lagrangian sphere in the quadric.
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2. Introduction
The main idea of Lagrangian quantum homology is to define a so called pearl complex,
which is based on counting pearly trajectories. These can schematically be thought of as
Morse trajectories with finitely many points replaced by pseudo-holomorphic disks. The idea
of the construction of the quantum homology first appeared in [Oh96]. It was then developed
by Biran and Cornea in [BC07] and [BC09a] as a technique to allow effective computations
in Lagrangian Floer homology as well as some other applications. For monotone, closed La-
grangians we can define on the chain level the PSS morphism, which induces an isomorphism
between the quantum homology QH(L) and HF (L). (See [PSS96] and, for the Lagrangian
case, [BC06], [CL06] and [Alb08].) In particular the quantum homologies are the endomor-
phism groups of the objects in the Fukaya category. Floer homology involves the count of
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perturbed holomorphic strips, which makes it generally very hard to calculate. Since quan-
tum homology and its structures are defined by unperturbed pseudo-holomorphic curves, this
is an advantage allowing the explicit computation of examples and identities.
In [BM15] Biran and Membrez found ways to express certain invariants (such as discrimi-
nants of Lagrangians) of the quantum homology via the quantum structure on the ambient
manifold. In some cases these invariants are sufficient to understand the ring structures.
Exploiting the structure on the ambient quantum homology they found the numerical val-
ues of the discriminants for many Lagrangian spheres, which would have been way more
complicated to calculate directly.
The notion of embedded Lagrangian cobordisms was initially introduced by Arnold ([Arn80a]
and [Arn80b]) and studied by many people since. Biran and Cornea studied Floer theory
of Lagrangian cobordism in [BC13] and outlined the construction of quantum homology for
Lagrangian cobordisms. It was further developed in [Sin15]. They also extended the theory
to Lagrangian cobordism in tame Lefschetz fibrations (see [BC15] and also section 3.4).
The thesis below is concerned with extensions of the Lagrangian quantum homology theory
to Lagrangian cobordisms in Lefschetz fibrations and applications to the theory of discrimi-
nants.
2.1. Quantum structures. The first observation is that Lagrangian quantum homology can
be extended to a setting for manifolds with cylindrical ends and in particular to Lagrangian
cobordism in a Lefschetz fibration pi : E → C. As we will see, we may assume that the
Lefschetz fibration is trivial over a subset W ⊂ C. (Also called a tame Lefschetz fibration.
See section 3.4.) By this we mean
E|W ∼=W ×M, Ω|W ∼= ωC ⊕ ωM and J |W ∼= i⊕ JM .
A Lagrangian cobordism is an embedded Lagrangian submanifold V in E such that outside
of some compact subset K ⊂ Wc the projection of V under pi is a union of rays of the type
`i = (−∞, ai]× {i}, i ∈ {1, · · · , r−} ⊂ N and `j = [aj ,∞)× {j}, j ∈ {1, · · · , r+} ⊂ N, and V
looks like `i×Li and `j×Lj overW, where L±i and L±j are closed Lagrangian submanifols of
M . We refer to L−1 , . . . , L
−
r− as the negative ends of V and to L
+
1 , . . . , L
+
r+ as the positive ends,
and we write V : (L−1 , . . . , L
−
r−)→ (L+1 , . . . , L+r+). Assume that V is a monotone Lagrangian
cobordism in E. Set
Λ+ := Z2[t] and Λ := Z2[t, t−1].
We grade these rings such that deg(t) = −NV , where NV denotes the minimal Maslov number
of V . Similarly as for closed Lagrangians we can define a pearl complex of Λ+ modules. For
a collection of connected components S ⊂ ∂V this defines a version of quantum homology
Q+H∗(V, S) which is a (possibly non-unital) ring and a two-sided algebra over the ambient
quantum homology Q+H∗(E, ∂vE), where ∂vE is the vertical part of the boundary of E (see
Section 4.2 for details and Theorem 4.7 for a precise statement.) If we work with coefficients
in Λ we denote the resulting homology by QH∗(V, S). One can then relate the quantum
homology of the cobordism to the quantum homology of its ends via a long exact sequence.
(See Theorem 4.8).
Theorem A. Let S ⊂ ∂V be a union of connected components of ∂V . There exists a long
exact sequence
. . .
δ // Q+H∗(S)
i∗ // Q+H∗(V )
j∗
// Q+H∗(V, S)
δ // Q+H∗−1(S)
i∗ // . . . ,
which has the following properties:
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(1) Suppose that S = ∂V . Let e(V,∂V ) denote the unit of Q
+H∗(V, ∂V ). Furthermore, let
eL−i
and eL+j
denote the units of Q+H∗(L−i ) and Q
+H∗(L+j ) respectively. Then
δ(e(V,∂V )) = ⊕ieL−i ⊕j eL+j .
(2) The map δ is multiplicative with respect to the quantum product ∗, namely
δ(x ∗ y) = δ(x) ∗ δ(y) ∀x, y ∈ Q+H∗(V, S). (1)
(3) The product ∗ on Q+H∗(V ) is trivial on the image of the map i∗. In other words, for
any two elements x and y in Q+H∗(S) we have that
i∗(x) ∗ i∗(y) = 0.
(4) The map j∗ is multiplicative with respect to the quantum product, namely
j∗(x ∗ y) = j∗(x) ∗ j∗(y) ∀x, y ∈ Q+H∗(V ).
Moreover, j∗(Q+H∗(V )) ⊂ Q+H∗(V, ∂V )) is a two-sided ideal.
(5) If the Lefschetz fibration is trivial (i.e. (E,Ω) = (C×M,ωstd⊕ω)) and the fibers are
closed, there exists a ring isomorphism Φ : Q+H∗(M) → Q+H∗+2(E, ∂E) and the
following identities hold:
(i) i∗(a ? x) = Φ(a) ? i∗(x), ∀x ∈ Q+H(∂V ) and ∀a ∈ Q+H(M).
(ii) j∗(a ? x) = a ? j∗(x), ∀x ∈ Q+H(V ) and ∀a ∈ Q+H(E, ∂E).
(iii) δ(a ? x) = Φ−1(a) ? δ(x), ∀x ∈ Q+H(V, ∂V ) and ∀a ∈ Q+H(E, ∂E).
In other words, the maps in the long exact sequence are module maps over the ambient
quantum homology rings Q+H∗(E, ∂E) and Q+H∗(M).
Remark 2.1. Here the operation ∗ denotes the quantum product and ? denotes the
operation coming from the module structure of the various versions of the quantum
homology of V .
(6) All statements remain true if we use QH∗ instead of Q+H∗.
(7) If V is orientable and spin, we may work with Λ+R := R[t] or ΛR := R[t, t−1], where
R is any commutative unital ring and the analogous statements to 1.-6. above hold.
2.2. Cobordisms and discriminants. Let (M,ω) be a monotone symplectic 2n-dimensional
manifold and L a closed, monotone, spin Lagrangian submanifold. Suppose that the minimal
Maslov number of L divides n. Let QH∗(L;Z) denote the quantum homology with coeffi-
cients in Z. (I.e. QH(L;Z) is obtained by setting t = 1 at the chain level.) By the duality
properties of the quantum homology (see [BC07], [BC09a], [BC09b]) there exists a natural
map
 : QH0(L;Z)→ H0(L;Z),
which is surjective (and it is called the augmentation). If the rank of QH0(L;Z) is two, we
have a short exact sequence
0 // ker() // QH0(L;Z)
 // H0(L;Z) // 0 ,
and the unit eL is a generator of ker(). Choose x ∈ QH0(L;Z) a lift of the class of a point
in H0(L;Z). Then QH0(L;Z) ∼= Zx ⊕ ZeL is a quadratic algebra, which implies that we
can write QH0(L;Z) ∼= Z[T ]/(f(T )), where f(T ) ∈ Z[T ] is a quadratic, monic polynomial.
The discriminant ∆(f) of f is an invariant of QH0(L;Z) and moreover determines the ring
structure of QH0(L;Z) uniquely up to isomorphism. We write ∆L = ∆(f).
Assumption A. Let V : L0 → (L1, · · · , Lr) be a connected, monotone, oriented and spin
(n + 1)-dimensional Lagrangian cobordism in a Lefschetz fibration. Suppose that the min-
imal Maslov number NV divides n and that the ends of V are closed Lagrangians with
rank(QH0(Li;Z)) = 2 for all i.
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Under these assumptions the ring structures of the ends of the cobordism are isomorphic
(see Theorem 5.17).
Theorem B. Let V be a cobordism as in A. Then,
∆Li = ∆Lj for all i, j.
If in addition r ≥ 2, then this number is a square.
A nice set of examples comes from considering the Lefschetz pencil of complex, quadric
hypersurfaces in CPn+1. More precisely, to the very ample line bundle L := OCPn+1(2) we
associate the real Lefschetz fibration pi : E → CP 1, whose fibers are the hyperplane sections
Σ(λ) := {[X0 : . . . : Xn+1] ∈ CPn+1|λ(X0, . . . , Xn+1) = 0},
where [λ] ∈ P(H0(L )) is represented by a homogeneous quadratic polynomial λ. If λ is a
polynomial with real coefficients, i.e. [λ] lies in the real part PR(H0(L )), the hyperplane
section Σ(λ) is endowed with a real structure and its real part is a Lagrangian submanifold.
The real part of the discriminant locus ∆R(L ) divides PR(H0(L )) into n/2 + 1 chambers,
which are in one-to-one correspondence with the signature of the matrix representing the
quadratic polynomial. One of the chambers of PR(H0(L )) \ ∆R(L ) contains the quadric
whose real part is a Lagrangian sphere. Using the Lagrangian cubic equation Biran and
Membrez showed that its discriminant is (−1)n(n−1)2 +14 (see [BM15]).
Given two real homogeneous, quadratic polynomials λi = X
2
0 +. . .+X
2
i −X2i+1 +. . .+X2n+1
and λi+1 = X
2
0 + . . . + X
2
i+1 − X2i+2 + . . . + X2n+1 we can define a Lefschetz pencil passing
through them. This gives a description of a real Lefschetz fibration E(i,i+1) → C with
one critical point. Its real part defines a monotone Lagrangian cobordism V (i,i+1) between
the Lagrangians Σ
(λi)
R and Σ
(λi+1)
R . For n = 2 mod 4 we prove that these cobordisms are
orientable and spin for all 0 ≤ i ≤ n. Together with TheoremB this implies the following
result.
Theorem C. Let n = 2 mod 4. For any two real quadratic surfaces Σ(λ) and Σ(λ
′) in
PR(H0(L ))\∆R(L ) there exists a Lagragian cobordism between the real parts Σ(λ)R and Σ(λ
′)
R
that fulfils assumption A. In particular, ∆Σ(λ) = 4 for all λ ∈ PR(H0(L )) \∆R(L ).
A more precise statement is given in Theorem 6.2.
2.3. Strategy for the proof of the quantum structures and of Theorem A. Most
of the ingredients of the construction of the quantum homologies Q+H(V, S), Q+H(V ) and
also QH(E, ∂vE) are similar to the case of closed Lagrangians submanifolds. The main two
differences are that now we work with Lagrangians that have boundaries (or cylindrical ends),
and more significantly, that we are in a non-compact setting. The latter requires a way to
ensure that the spaces of holomorphic disks with boundary on V are compact. Our approach
to solving this problem, following [BC13], is to use the open mapping theorem. As we will
see in section 3 we may assume that we can find a set W containing the cylindrical ends of
V , a symplectic structure Ω on E and an almost complex structure J such that over W we
have
E|W ∼=W ×M, Ω|W ∼= ωC ⊕ ωM and J |W ∼= i⊕ JM .
Moreover, pi : E → C is (J, i)-holomorphic. A pseudo-holomorphic disk with boundary on the
cylindrical part of V is thus forced to be constant under the projection pi as a consequence
of the open mapping theorem.
This description allows describe the compactifications of the moduli spaces of pearly tra-
jectories in an analogous way to the closed setting treated in [BC07] and [BC09a] and hence,
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also their proof can be adopted with small modifications. An algebraic count of the bound-
ary of the compactification of the one-dimensional moduli space of pearly trajectories gives
by definition the square of the differential of the pearl complex. It is then not hard to see
that this number vanishes, hence we obtain a chain complex. Its homology groups are the
quantum homology groups of V . The various other structures are proved in similar ways.
The long exact sequence of Theorem A is the long exact sequence in homology coming
from a short exact sequence that looks roughly like
0 // C+k (U ; f |U , J)
j
//
dU

C+k ((V, S); f, J)
δ //
d(V,S)

C+k−1(S; f |S , J)
dS

// 0
0 // C+k−1(U ; f |U , J)
j
// C+k−1((V, S); f, J)
δ // C+k−2(S; f |S , J) // 0.
(2)
Here C+∗ (U, f |U , J) is the subcomplex of C+∗ ((V, S), f, J) obtained by restricting to an open set
U ⊂ V , such that V \U is contained in the cylindrical ends of V . The idea is that −∇f points
inwards along the whole boundary ∂U such that C∗(U, f |U , J) actually computes QH∗(V ).
The complex C+∗ (S, f |S , J) is just the restriction to S, which is homotopy equivalent to V \U .
An outline of the construction of this long exact sequence has already been given in [BC13].
2.4. Strategy of the proof of Theorem B and Theorem C. Fix elements pi ∈ QH0(Li;Z)
that are lifts of a point in H0(Li;Z) under the augmentation map. Using the long exact se-
quence from Theorem A we show that for any i 6= j there exists an element αij ∈ QH1(V, ∂V )
with the property that δ(αij) = pi−pj , where δ is the connecting homomorphism of the long
exact sequence and moreover that the α0i together with the unit form a basis of QH1(V, ∂V ).
For any given end Li of the cobordisms V , we then consider the maps in the long exact
sequence of Theorem A that have image in the quantum homology ring QH0(Li). Exploiting
the multiplicativity of the map δ and properties of other maps in the long exact sequence, we
are able to show that for each i ∈ {1, · · · , r} the ring QH0(Li) is isomorphic to the subring of
QH1(V, ∂V ) spanned by α0i and the unit e(V,∂V ). Utilizing again the identities presented in
Theorem A one finds that in the basis {e(V,∂V ), α01, . . . , α0r} of QH1(V, ∂V ) most quantum
products vanish and the discriminants of QH0(Li) can be extracted from the quantum prod-
uct structure of QH1(V, ∂V ). Finally, since δ(α0i) = p0−pi and δ(e(V,∂V )) = −eL0⊕i=1,...,reLi
we can directly compare the quantum product structure of QH0(L0) and QH0(Li) and show
that ∆L0 = ∆Li .
The real parts Σ
(λi)
R and Σ
(λi+1)
R of the real quadrics are Lagrangians. They are the fixed
point locus of anti-symplectic involutions on the real quadrics. These Lagrangians can be
interpreted as the total space of some Serre fibrations. With this Serre fibration the singu-
lar homology groups of the Lagrangians can be expressed as the singular homology groups
with local coefficients in the singular homology of the fibers and moreover we determine ori-
entability of the Lagrangians. Another fibration together with the Gysin sequence allows us
to determine the spinnability of the Lagrangians. The fixed point locus of the anti-symplectic
involution on the total space of the Lefschetz fibration E(i,i+1) → C gives a monotone La-
grangian cobordism V (i,i+1) between Σ
(λi+1)
R and Σ
(λi)
R . The homotopy type of the cobordisms
V (i,i+1) relative to the subspace that is given by its intersection with the thimble is equal
to the homotopy type of the singular fibre relative to the vanishing cycle. Relative Stiefel-
Whitney classes, their naturality properties and the long exact sequence of Σ
(λi)
R , respectively
Σ
(λi+1)
R and their vanishing cycles are needed to prove spinnability of V
(i,i+1). Since smooth
quadrics are homogeneous manifolds, their tangent bundle is nef. Reflecting holomorphic
disks by the anti-holomorphic involution we get a holomorphic bundle over CP 1 and we can
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split the latter into the direct sum of holomorphic line bundles. Since the tangent bundle of
the quadrics are nef the line bundles, which are the summands of the splitting, are also nef.
From this the regularity of the standard complex structure follows. Finally, regularity of the
standard complex structure and arguments based on a spectral sequence enable us to com-
pute the quantum homologies of the Lagrangians Σ
(λi)
R and Σ
(λi+1)
R . The quantum homology
groups turn out to be wide. This shows that the necessary assumptions for Theorem B hold
and it implies Theorem C.
2.5. Organization of the thesis. In the first section of the thesis we review the definition
of Lefschetz fibrations, the basic setting and concepts we are working with and the quantum
homology for closed Lagrangians as well as some of its properties. We also recall the definition
of discriminants as given by [BM15] and summarize some of their important results. In the
second section we build up the theory of quantum homology for Lagrangians with cylindrical
ends in Lefschetz fibrations and prove their properties. In particular, we prove Theorem A.
The third section is dedicated to developing the more general notion of discriminants for
cobordisms. It contains some results on the relation of the discriminants of the ends of a
cobordism and the cobordism itself. Also the proof of Theorem B can be found in this section.
The fourth section proves Theorem C. We also added an appendix on filtered chain complexes
and spectral sequences, a brief appendix on spin structures and an appendix on projective
duality, discriminants and hyperdeterminants.
3. Preliminaries
In this section we outline the most important concepts used in this thesis. The notations
and definitions presented in section 1.1 to 1.6 are mainly borrowed from Biran and Cornea
in [BC15], [BC17], [BC07] and [BC09a].
3.1. Lefschetz fibrations. One can find several versions of the notion of a Lefschetz fibra-
tion in the literature. We will stick to the version given by Biran and Cornea ([BC15]) and
which is also similar to the setup in [Sei08] and [Sei03].
Definition 3.1 ([BC15]). A Lefschetz fibration with compact fibers consists of the following
data:
i. A symplectic manifold (E,Ω) without boundary, endowed with a compatible almost com-
plex structure JE.
ii. A Riemann surface (S, j) (not necessarily compact, typically we choose S = C).
iii. A proper (JE , j)- holomorphic map pi : E → S. In particular, the regular (or smooth)
fibers of E are closed manifolds.
iv. Assume that pi has a finite number of critical points. Moreover, every critical value of
pi corresponds to exactly one critical point of pi. We denote the set of critical points by
Crit(pi) and the critical values by Critv(pi). Sometimes the critical points of pi are also
called singularities of E.
v. For every critical point p ∈ Crit(pi) there exists a local JE-holomorphic chart around p
and a j-holomorphic chart around pi(p) with respect to which pi is a holomorphic Morse
function. (I.e. every critical point is an ordinary double point.)
Let Ez := pi
−1(z) be the fiber over z. Fix a point z0 ∈ S \Critv(pi). The symplectic manifold
(M,ωM ) := (pi
−1(z0),ΩE |M ) is referred to as the fiber of the Lefschetz fibration. For a subset
T ⊂ S and a set A ⊂ E let us denote A|T := A ∩ pi−1(T ).
If the fibers are not compact we can adjust the preceding definition. The changes that
we need to make are the following. First, the condition iii. is changed. Namely, the map
pi can no longer be proper as to allow non-compact fibers. Second, we now need to assume
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explicitly that pi is a smooth locally trivial fibration away from its critical points and values
and that we have triviality at infinity.
Definition 3.2. The boundary ∂M of a symplectic manifold (M,ω) is said to be of con-
tact type, if there exists a conformal symplectic vector field X, i.e. LXω = d(ιXω) = ω,
defined near ∂M and everywhere transverse to ∂M . In this case (∂M, ker(ιXω)) is a con-
tact manifold. The symplectization of a contact manifold (N,α) is the symplectic manifold
(N×R, d(etα)). A (non-compact) symplectic manifold (M,ω) is said to be convex at infinity,
if there exists a compact subset M0 ⊂ M with boundary of contact type and such that M
looks like a symplectization of ∂M0 outside of M0.
Definition 3.3 ([BC15]). Let (M,ωM ) be a (non-compact) symplectic manifold which is con-
vex at infinity. A Lefschetz fibration with generic fiber (M,ωM ) = (Ez0 ,Ω|Ez0 ) := (pi−1(z0),Ω|pi−1(z0))
with z0 ∈ S \ Critv(pi) consists of the following data:
i. A symplectic manifold (E,Ω) without boundary, endowed with a compatible almost com-
plex structure JE.
ii. A Riemann surface (S, j).
iii. A (JE , j)- holomorphic map pi : E → S.
iv. Assume that pi has a finite number of critical points. Moreover, every critical value of pi
corresponds to exactly one critical point of pi.
v. For every critical point p ∈ Crit(pi) there exists a local JE-holomorphic chart around p
and a j-holomorphic chart around pi(p) with respect to which pi is a holomorphic Morse
function. (I.e. every critical point is an ordinary double point.)
vi. The map pi : E \ pi−1(Crit(pi))→ S \ Critv(pi) is a smooth locally trivial fibration.
And additionally
Assumption T∞ (Triviality at infinity ([BC15])). There exists a subset E0 ⊂ E with the
properties:
(1) For every compact subset K ⊂ S the set E0∩pi−1(K) is also compact. I.e. pi|E0 : E0 → S
is a proper map.
(2) Set E∞ := E\E0 and E∞z0 := E∞∩pi−1(z0), where z0 ⊂ S\Critv(pi) is a fixed base-point.
Then there exists a trivialization φ : S × E∞z0 → E∞ of pi|E∞ : E∞ → S such that
φ∗ΩE = ωS ⊕ ωM |E∞z0 , and φ
∗JE = j ⊕ JM
where ωS is a positive (with respect to j) symplectic form on S and JM is a fixed almost
complex structure on M = pi−1(z0), compatible with ωM .
(3) E0 ∩M = M0 and thus also E∞ ∩M ∼= (∂M0, d(etιXω)). Moreover, this holds for any
other regular fiber, i.e. if z ∈ S \ Crit(pi) then (E0 ∩ Ez,Ω|E0∩Ez) ∼= (M0, ωM |M0) and
(E∞ ∩ Ez,Ω|E∞∩Ez) ∼= (∂M0, d(etιXω)).
Remark 3.4. Definition 3.1 is in fact a special case of definition 3.3 in the sense that a
Lefschetz fibration with compact fiber is a Lefschetz fibration as in 3.3 if we take E0 = E and
E∞ = ∅.
Throughout this thesis, unless otherwise stated, by a Lefschetz fibration we mean one with
compact fiber and satisfying Definition 3.1 or one with non-compact fiber satisfying the more
general Definition 3.3. From now on we also assume that all fibers of a Lefschetz fibration
have positive dimension.
Remark 3.5. Compactness of the fiber (M,ω) or convexity at infinity together with T∞ is
assumed in order to make the fiber amenable to methods such as Gromov compactness for
J-holomorphic curves. In particular these assumptions ensure that the pearly trees used in
the definition of the quantum homology and its relations live inside a compact subset.
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3.2. ΩE-orthogonal connection and parallel transport. The symplectic form ΩE natu-
rally defines a connection Γ = Γ(ΩE) on E\Crit(pi). This connection is most simply described
by its associated horizontal distribution H ⊂ TE, which is defined to be the ΩE-orthogonal
complement to the tangent spaces of the fibers. Let T vxE be the vertical tangent space of
TxE for some x ∈ E \ Crit(pi). We define the horizontal part of TxE by
Hx = {u ∈ Tx(E)|ΩE(ξ, u) = 0∀ξ ∈ T vxE}.
For a path γ : [a, b] → S \ Crit(pi), let Πγ : Eγ(a) → Eγ(b) denote the parallel transport
along γ with respect to the connection Γ. Due to the assumption T∞ the parallel transport
becomes the identity at infinity with respect to the trivialization. In particular the parallel
transport is also defined for the case of a Lefschetz fibration with non-compact fibers.
Here we summarize some facts about the parallel transport in symplectic Lefschetz fibra-
tions. For more details we refer to [MS17], [MS12] and [Sei08]. The parallel transport is a
symplectomorphism between the fibers endowed with the symplectic structures induced by
ΩE . For a loop γ with γ(a) = γ(b) = z the parallel transport Πγ : Ez → Ez is called the
holonomy of Γ along γ. If γ is contractible within E \ Critpi one can show that Πγ is a
Hamiltonian diffeomorphism.
The image of a Lagrangian L under the parallel transport along γ : [a, b]→ E \ Critv(pi)
is Lt := Πγ[a,t](L) ⊂ Eγ(t) for t ∈ [a, b]. The union
γL :=
⋃
t∈[a,b]
Lt
is a Lagrangian submanifold of (E,ΩE) called the trail of L along γ.
3.3. Lagrangians with cylindrical ends. Let pi : E → C be a Lefschetz fibration and
U ⊂ C an open subset containing Critv(pi). We introduce the following useful terminology:
A horizontal ray ` ∈ C is a half-line of the form (−∞,−a`] × {b`} or [a`,∞) × {b`} with
a` > 0, b` ∈ R. The imaginary coordinate b` is also called the height of `.
Definition 3.6 ([BC15]). A Lagrangian submanifold (without boundary) V ⊂ (E,ΩE) is said
to have cylindrical ends outside of U if
i. For every R > 0, the subset V ∩ pi−1([−R,R]× R) is compact
ii. pi(V ) ∩ U is bounded
iii. pi(V ) \ U consists of a finite union of horizontal rays, `i ⊂ C, i = 1, . . . , r. For every i
we have V |`i = `iLi, the trail of some Li along `i. Here Li ⊂ Eσi is some Lagrangian
and σi is the starting point of `i (i.e. {−ali} × {bli} or {ali} × {bli}).
If all rays `i have positive height, we call V a cobordism in E.
Remark 3.7. Condition ii. in the above definition has the purpose that the set U does not
contain any of the ends of V .
3.4. Tame Lefschetz fibrations and cobordisms. Definition 3.6 is almost a generaliza-
tion of the notion of a Lagrangian cobordism in a trivial Lefschetz fibration, i.e. in E = M×C.
However, there is some imprecision to this notation since we did not fix a trivialization of
the Lefschetz fibration pi : E → C at infinity. Such a notion is necessary, since only then the
ends of a cobordism are well-defined. Therefore, we introduce the notion of tame Lefschetz
fibrations.
Definition 3.8 ([BC15]). Let pi : E → C be a Lefschetz fibration as in Definition 3.1 or 3.3.
Let U ⊂ C be a closed subset, z0 ∈ C \U a base point and (M,ωM ) the fiber over z0. We say
that the Lefschetz fibration is tame outside of U if there exists a trivialization
ψE,C\U : (C \ U)×M → EC\U ,
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such that ψ∗E,C\U (ΩE) = c · ωC ⊕ ωM and for some c > 0. We call (M,ωM ) the generic fiber
of pi.
Notice that this definition implies that Critv(pi) ⊂ U . Let W := C \ U . We also say that
pi is tame over W. Given a tame Lefschetz fibration, we fix the data (UE := U, z0, ψE,C\U ).
Moreover, we assume that there exists aU > 0 such that U is disjoint from
Q−U := (−∞,−aU ]× [0,∞) and Q+U := [aU ,∞)× [0,∞).
Now we can give a precise definition of a cobordism relation in a tame Lefschetz fibration.
Definition 3.9 ([BC15]). Fix a Lefschetz fibration that is tame outside of U ⊂ C with fiber
(M,ω) over z0 ∈ C\U . Let (L−i )1≤i≤k− and (L−j )1≤j≤k+ be two families of closed Lagrangian
submanifolds of M . We say that these two families are Lagrangian cobordant in E, if there
exists a Lagrangian submanifold V ⊂ E with the properties
i. There is a compact set K ⊂ E so that V ∩ U ⊂ V ∩K and V \K ⊂ pi−1(Q−U ∪Q+U )
ii. V ∩ pi−1(Q−U ) =
∐
i((−∞,−aU ]× {i})× L−i
iii. V ∩ pi−1(Q+U ) =
∐
j([aU ,∞)× {j})× L+j ,
where the formulas at ii. and iii. are written with respect to the trivialization of the fibration
over the complement of U .
Clearly, the manifold V in the definition is a Lagrangian cobordism in the sense of Defini-
tion 3.6. Because of the tameness condition its ends are well-defined, and we can therefore
say that V is a cobordism between the family L−i and L
+
j . We write V : L
−
i → L+j .
The next result, taken from [BC15] ensures that we can always pass from a general Lefschetz
fibration to a tame one.
Proposition 3.10 ([BC15]). Let pi : E → C be a Lefschetz fibration and let N ⊂ C be an
open subset that contains all the critical values of pi and has the shape depicted in figure 1. Let
W ⊂ C be another open subset as depicted in figure 1 with W ∩N = ∅ and dist(W,N ) > 0.
Then there exists a symplectic structure Ω′ = Ω′E,N ,W on E and a trivialization φ :W×M →
E|W with the following properties:
(1) On W ×M we have φ∗Ω′ = c · ωC ⊕ ωM for some c > 0.
(2) Ω′ coincides with ΩE on all the fibers of E
(3) Ω′ = ΩE on pi−1(N ).
(4) There exists an Ω′-compatible almost complex structure J ′E on E which coincides with JE
on pi−1(N ) and such that the projection pi : E → C is (J ′E , i)-holomorphic.
In particular, the Lefschetz fibration pi : E → C is tame over W when endowed with the
symplectic structure Ω′.
Figure 1. We may assume that the Lefschetz fibration is tame over the set W.
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Remark 3.11. Using the above proposition it is easy to pass from a cobordism (or a La-
grangian with cylindrical ends) in a general Lefschetz fibration to a cobordism (or Lagrangian
with cylindrical ends) in a tame Lefschetz fibration, and hence a cobordism with well-defined
ends. (See also figure 2.) For this we simply need to perform the parallel transport corre-
sponding to the connection Ω′ of the corresponding Lagrangians along the horizontal rays.
More precisely, let N ⊂ C be a subset as in Proposition 3.10. Suppose `i are the horizontal
rays corresponding to the ends of V and Li ⊂ Eσi are the corresponding Lagrangians over
the starting points of the rays. Performing parallel transport of the Li along `i with respect
to the connection induces by Ω′ yields a new Lagrangian submanifold V ′ ⊂ (E,Ω′). One can
easily check that
(1) V ′ coincides with V over N
(2) V ′ has cylindrical ends outside of N
(3) The ends of V ′ have the form described in ii. and iii. in Definition 3.9
(4) V |N is compact and in particular there exists a compact set K ⊂ C such that V |K is
compact and V |Kc is cylindrical.
(5) One can always find an almost complex structure J compatible with Ω′ and such that
J = i⊕ JM over pi−1(W).
Figure 2. Lagrangian cobordism in E with well-defined ends.
3.5. Real Lefschetz fibrations. By a real Lefschetz fibration we mean a symplectic Lef-
schetz fibration pi : E → C endowed with an anti-symplectic involution, i.e. a map cE : E → E
such that cE ◦ cE = idE , c∗EΩ = −Ω and pi ◦ cE = cC ◦ pi, where cC is the standard complex
conjugation.
Lagrangian cobordism are naturally related to the notion of real Lefschetz fibrations as
the following Proposition from [BC15] shows.
Proposition 3.12 ([BC15]). Let V := Fix(cE) denote the fixed point locus of cE. Under the
above assumptions V is a Lagrangian cobordism with at most one positive and at most one
negative end (but possibly no ends at all). Its projection is of the form
⋃
j∈S Ij, where S is a
subset of the set of connected components of R \ Critv(pi), Ij stands for the path connected
component corresponding to j and Ij is its closure. In particular, ∂V ⊂ Critv(pi) ∩ R.
Moreover, for every z ∈ R \ Critv(pi) the part of V lying over z, Vz := Ez ∩ V , coincides
with the fixed point locus of the anti-symplectic involution cE |Ez , hence is either empty or a
smooth Lagrangian submanifold of Ez (possibly disconnected). In particular, the Lagrangians
corresponding to the ends of V (if they exist) are real with respect to the restriction of cE to
the regular fibers over the real axis at ±∞.
If (E,Ω) is a monotone symplectic manifold then V is a monotone Lagrangian submanifold
of E. Further, denote by cmin1 (E) the minimal Chern number on spherical classes in E and
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by NV the minimal Maslov number of V . If c
min
1 (E) is odd then c
min
1 (E)|NV , and if cmin1 (E)
is even then 12c
min
1 (E)|NV .
If dimCM ≥ 2 and (M,ω) is monotone then (E,Ω) is monotone too and cmin1 (E) =
cmin1 (M), hence V is a monotone Lagrangian cobordism.
In order to prove this proposition the following Lemma is useful.
Lemma 3.13. Let (M,ω) be a symplectic manifold with compatible almost complex structure
JM , N a smooth manifold endowed with an almost complex structure JN and f : M → N
a (JM , JN )-holomorphic map. For any Lagrangian submanifold L ⊂ M a point x ∈ L is a
critical point of f if and only if it is a critical point of f |L.
Proof. One direction is obvious. Let us prove that for x to be a critical point of f it suffices
that Df |TL = 0. Suppose that for all v ∈ TxL we have Dxf(v) = 0. Notice that JM |TL :
TL→ TN induces an isomorphism, where NL denotes the normal bundle of L. But since
Dxf(JMv) = JNDxf(v) = 0
we see that Df also vanishes on the normal bundle of L. 
Proof of Proposition 3.12. We show first that the fixed point locus of an anti-symplectic
involution is Lagrangian. Notice that for every v ∈ T (Fix(cE)) we have DcEv = v. Thus,
for every v, w ∈ T (Fix(cE)) we have
ΩE(v, w) = ΩE(DcEv,DcEw)
= c∗EΩE(v, w)
= −ΩE(v, w),
which implies ΩE(v, w) = 0.
We now show that V is a cobordism and prove the other statements about the projection
pi(V ). By Lemma 3.13 we know that Dpix|TxV : TxV → R vanishes if and only if x ∈ Crit(pi).
Hence, pi(V ) \ Critv(pi) is an open subset of R and all values in pi(V ) \ Critv(pi) are regular
values of pi|V : V → R. By construction V ⊂ E is a closed subset. Therefore a connected
component I ⊂ R \ Critv(pi) with pi(V ) ∩ I 6= ∅ must be contained in pi(V ), i.e. I ⊂ pi(V ).
Since V is Lagrangian it is also invariant with respect to parallel transport along any interval
I ⊂ pi(V ) \ Critv(pi).
It is clear from the definition that Fix(cE |Ez) = Vz.
We prove monotonicity of V . It follows by a reflection argument and from the spherical
monotonicity of (E,Ω). Let u : (D, ∂D) → (E, V ) be a holomorphic disk. Then also the
disk u := cE ◦ u ◦ cD is holomorphic and v := u + u represents a holomorphic sphere in
E. Suppose that u represents the homology class B ∈ H2(E, V ), u represents the homology
class B′ ∈ H2(E, V ) (with possibly B = B′) and v represents the class A ∈ H2(E). Now,
ΩE(B) = ΩE(B
′) and ΩE(A) = ΩE(B) + ΩE(B′) = 2ΩE(B). Since (E,Ω) is monotone with
monotonicity constant η we have ηc1(A) = ΩE(A) = 2ΩE(B). Moreover, µ(u) = µ(u) and
c1(v) =
1
2µ(u) +
1
2µ(u) = µ(u). Hence, we can see that ω(B) =
1
2ηc1(A) =
1
2ηµ(B) and
the monotonicity constant τ of V satisfies 2τ = η. Assume now that u : (D, ∂D) → (M,L)
is a holomorphic disk with minimal Maslov number NV . Then the sphere v = u + u is
holomorphic and has first Chern number equal to k · cmin1 , with some k ∈ Z and cmin1 is the
minimal Chern number. Then k · cmin1 = c1(v) = µ(u) = NV and hence cmin1 |NV . Clearly, if
cmin1 is even, then
1
2c
min
1 |cmin1 |NV .
Let us prove the last statement that relates the spherical monotonicity of M with that of
E. Let Ez0 ⊂ E be a smooth fiber of the Lefschetz fibration and let F be a singular fiber
of the Lefschetz fibration. It is know that F is homotopy equivalent to Ez0/C, where C is
a vanishing cycle in Ez0 . With the assumption that dimCM ≥ 2 we know that C ∼= Sk
LAGRANGIAN COBORDISM, LEFSCHETZ FIBRATIONS AND QUANTUM INVARIANTS 13
with k ≥ 2. In particular, C is simply-connected and hence by the BlakersMassey theorem
for homotopy groups we know that the quotient map q : Ez0 → Ez0/C induces a surjective
group homomorphism pi2(Ez0 , C)→ pi2(Ez0/C) ∼= pi2(F ). Moreover, pi2(Ez0)→ pi2(Ez0 , C)→
pi1(C) = 0 is exact and so pi2(Ez0)→ pi2(Ez0 , C) is surjective and hence also pi2(Ez0)→ pi2(F ).
Let v : S2 → E be a holomorphic sphere. Since pi is holomorphic the open mapping theorem
implies that pi ◦ v must be constant equal to z ∈ C. In other words im(v) ⊂ Ez, where z ∈ C
is either a regular or a critical value. 
3.6. Quantum homology.
3.6.1. Monotonicity. For connected, closed, monotone Lagrangian submanifolds L ⊂ (M2n, ω)
where (M,ω) is a tame monotone symplectic manifold, quantum homology has been studied
by Biran and Cornea and in [BC07] the algebraic properties are described in detail. We will
briefly recall the main algebraic structures. There is a homomorphisms
ω : pi2(M,L)→ R : A 7→
∫
D2
u∗ω,
where u : (D2, ∂D2) → (M,L) represents the class A ∈ pi2(M,L) and which is independent
of a choice of a representative u of A. Another homomorphism is the Maslov index:
µ : pi2(M,L)→ Z.
The monotonicity assumption means that
ω(A) > 0 iff µ(A) > 0, ∀A ∈ pi2(M,L).
Clearly, this is equivalent to the existence of a constant τ > 0 such that
ω(A) = τµ(A), ∀A ∈ pi2(M,L).
The constant τ is called the monotonicity constant of L ⊂ (M,ω). The minimal Maslov
number is defined to be the integer
NL := min{µ(A) > 0|A ∈ pi2(M,L)}.
Monotone Lagrangians are usually assumed to have NL ≥ 2. Fix the notation
µ =
µ
NL
: pi2(M,L)→ Z,
which is possible since the Maslov index always comes in multiples of NL. It is convenient
to work with the coefficient ring of Laurent polynomials ΛR := R[t, t−1] and Λ+R := R[t] for
some ring R, where |t| := −NL. Often we choose R such that L is R-orientable.
Remark 3.14. The commonly used coefficient ring in Floer homology is the Novikov ring
over pi2(M,L). Since we assume monotonicity we can simplify this and use the rings ΛR and
Λ+R defined above.
In particular, if the Lagrangian is oriented and spin with a fixed spin structure we can
take R to be Z. It is sometimes necessary or helpful to work with coefficients R = Z2 (if
the Lagrangian is not orientable or not spin for example), R = Q or R = C (see section 5).
The grading induced on ΛR and Λ+R by setting |t| = −NL also induces natural decreasing
filtrations called the degree filtrations
FkΛR = {P ∈ R[t, t−1]|P (t) = aktk + ak+1tk+1 + . . .}
on ΛR as well as on Λ+R. This degree filtration induces a natural degree filtration on modules
over ΛR and Λ+R.
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3.6.2. The ambient quantum homology. If the Lagrangian L ⊂ M is monotone then M is
spherically monotone in the sense that there exists a constant ν > 0 such that
ω(λ) = νc1(λ) ∀λ ∈ pi2(M),
where c1 ∈ H2(E) is the Chern class of the tangent bundle TM . This constant is related to
the monotonicity constant by ν = 2τ . Define the minimal Chern number of M :
CM := min{c1(λ) > 0|λ ∈ pi2(M)}.
Let h be a Morse function on M and define Γ := Z2[s, s−1], where |s| := −2CM . If CM =∞
take Γ := Z2. We define QH(M) := H(M,Z2) ⊗ Γ. Since NL|2CM we can also work with
the coefficient ring Λ := Z2[t, t−1], where |t| = −NL. Define the Morse complex
C(M,h, ρM ; Λ) = Z〈Crit(h)〉 ⊗ Λ.
Then the embedding Γ ↪→ Λ : s 7→ t2CM/NL induces an isomorphism
QH(M ; Λ) := QH(M)⊗Γ Λ ∼= H∗(C(M,h, ρM ; Λ)).
Let
∗ : QHk(M)⊗QHl(M) → QHk+l−2n(M),
denote the quantum intersection product. The unit with respect to this product is the fun-
damental class [M ] ⊂ QH2n(M). For more details on this subject the reader is referred
to [MS12].
3.6.3. Quantum structures. The following theorem is the main result in [BC07] and it sum-
marizes the most important algebraic structures of Lagrangian quantum homology. Let
Λ := Z2[t, t−1] and Λ+ := Z2[t], where |t| = −NL.
Theorem 3.15 ([BC07] and [BC09a]). Under the assumptions and conventions described
above and for a generic choice of the triple (f, ρ, J) there exists a chain complex
C+(L; f, ρ, J) = (Z2〈Crit(f)〉 ⊗ Λ+, d)
with the following properties:
(i) The homology of the chain complex is independent of the choices of (f, ρ, J). It will be
denoted by Q+H∗(L). There exists a canonical (degree preserving) augmentation
L : Q
+H∗(L)→ Λ+,
which is a Λ+-module map.
(ii) The homology Q+H(L) has the structure of a two-sided algebra with unit over the quan-
tum homology of M , Q+H(M). More specifically, for every i, j, k there exist Λ+-bilinear
maps
Q+Hi(L)⊗Q+Hj(L)→ Q+Hi+j−n(L);x⊗ y 7→ x ∗ y
Q+Hk(M)⊗Q+Hi(L)→ Q+Hk+i−2n(L); a⊗ x 7→ a ? x.
The first endows Q+H(L) with the structure of a ring with unit. This ring is in general
not commutative. The second map endows Q+H(L) with the structure of a module over
the quantum homology ring Q+H(M). Moreover, when viewing these two structures
together, the ring Q+H(L) becomes a two-sided algebra over the ring Q+H(M). The
unit [M ] of Q+H(M) has degree 2n = dimM and the unit of Q+H(L) has degree
n = dimL.
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(iii) There exists a map
iL : Q
+H∗(L)→ Q+H∗(M),
which is a Q+H∗(M)-module morphism and which extends the inclusion in singular
homology. This map is determined by the relation
< h∗, iL(x) >= L(h ? x)
for x ∈ Q+H(L), h ∈ Q+H(M), with (−)∗ the Poincare´ duality and < −,− > the
Kronecker pairing.
(iv) The differential d respects the degree filtration
FpCi :=
⊕
j≥p
Ci+jNLt
j
and all the structures above are compatible with the resulting spectral sequence.
(v) The homology of the complex:
C(L; f, ρ, J) = C+(L; f, ρ, j)⊗Λ+ Λ
is denoted by QH∗(L) and all the points above remain true if using QH(−) instead of
Q+H(−). The map Q+H(L) → QH(L) induced in homology by the change of coeffi-
cients above is canonical. Moreover, there is an isomorphism
QH∗(L)→ HF∗(L)
which is canonical up to a shift in grading.
Remark 3.16. By a two-sided algebra A over a ring R we mean that A as a left-module
has the structure of an algebra over the ring R and the right-action defined by ar := ra of
R on A also endows A with the structure of an R-module. In particular this means that
r(ab) = (ra)b = a(rb) for every a, b ∈ A and every r ∈ R.
Remark 3.17. If L is orientable and spin we may as well choose the ground ring R to be
Z, Q or C and work with the ring of Laurent polynomials or polynomials
ΛR := R[t, t−1], Λ+R := R[t].
3.7. Numerical invariants of the quantum homology. Numerical invariants of the
quantum homology have been studied by Biran and Cornea in [BC09a] and by Biran and
Membrez in [BM15]. We summarize in this subsection some of their definitions and results.
Discriminants of quadratic algebras. A quadratic algebra over the integers Z is a commutative
unital ring such that Z embeds as a subring of A, i : Z→ A and A/Z ∼= Z. In particular the
underlying additive abelian group of A is free and of rank two. Let p ∈ A/Z be a generator
such that A/Z = Zp. Then there exists a short exact sequence
0 // Z i // A  // Zp // 0 ,
where i is the ring embedding and  is the projection. Given a lift x ∈ A of p, i.e. (x) = p,
one can write A ∼= Z⊕ Zx. Hence, there exist σ(x, p) and τ(x, p) such that
x2 = σ(x, p)x+ τ(x, p).
Clearly, the integers σ(x, p) and τ(x, p) depend on x and p.
Definition 3.18. We define the discriminant of A to be the expression
∆A := σ(x, p)
2 + 4τ(x, p) ∈ Z.
One can check that the definition of ∆A is independent of p and x and it is therefore an
invariant of the isomorphism type of A. In fact, the isomorphism type of A is determined by
∆A.
16 BERIT SINGER
3.7.1. Discriminants of Lagrangians. Let L be a Lagrangian submanifold of (M2n, ω). Let
QH∗(L;Z) denote the quantum homology of L with coefficients in Z. I.e. it is obtained from
QH∗(L;Z[t, t−1]) by setting t = 1.
Assumption 3.19 ([BM15]).
(1) L is closed (i.e. compact, without boundary) and monotone with minimal Maslov
number NL satisfying NL|n.
(2) L is oriented and spinnable.
(3) QH0(L;Z) has rank two.
By part (i) in Theorem 3.15 there exists an augmentation
 : QH0(L;Z)→ H0(L;Z) ∼= Z.
By the duality properties of the quantum homology (see [BC07], [BC09a], [BC09b]) the
augmentation is surjective if QH0(L;Z) is not narrow. Moreover, this augmentation map fits
into a short exact sequence
0 // ker() // QH0(L;Z)
 // H0(L,Z) // 0 ,
where eL is a generator of ker(). Choose x ∈ QH0(L;Z) a lift of the class of a point in
H0(L,Z). Then QH0(L;Z) ∼= Zx⊕ZeL. In particular, QH0(L;Z) is a quadratic algebra, and
we can define
Definition 3.20.
∆L := ∆QH0(L;Z).
(See [BM15] and chapter 5.)
One result of [BM15] is the so called Lagrangian cubic equation.
Theorem 3.21 (The Lagrangian cubic equation [BM15]). Let L ⊂ M be a Lagrangian
submanifold satisfying assumption 3.19 and with non-vanishing Euler characteristic χ. Then
there exist unique constants σL ∈ 1χ2Z, τL ∈ 1χ3Z such that the following equation holds in
the ambient quantum homology ring QH(M ;Q[t]):
[L]∗3 − χσL[L]∗2qn/2 − χ2τL[L]qn = 0.
Moreover, ∆L = σ
2
L + 4τL.
If the Lagrangian L is a sphere the equation simplifies.
Corollary 3.22 ([BM15]). If L is a Lagrangian sphere (or more generally a Lagrangian
admitting a symplectic diffeomorphism φ : M → M with φ∗([L]) = −[L]) then σL = 0 and
the Lagrangian cubic equation reads
[L]∗3 − χ2τL[L]qn = 0
and hence ∆L = 4τL.
Another result from [BM15], which will be sharpened in chapter 5 is the following.
Theorem 3.23 ([BM15]). Let L1, . . . , Lr ⊂M be monotone Lagrangian submanifolds, each
satisfying assumption 3.19. Let V n+1 ⊂ C×M be a connected monotone Lagrangian cobor-
dism in the trivial Lefschetz fibration C × M . Suppose that the ends of V correspond to
L1, . . . , Lr and that V admits a spin structure. Let NV denote the minimal Maslov number
of V and assume that
(1) HjNV (V, ∂V ) = 0 ∀j.
(2) H1+jNV (V ) = 0 ∀j.
Then ∆L1 = . . . = ∆Lr . Moreover, if r ≥ 3 then ∆Li is a perfect square for every i.
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4. Quantum homology of Lagrangian cobordisms
Let (M,ω) be a tame connected symplectic manifold. The theory of Lagrangian quantum
homology was developed in [BC07] and [BC09a] for connected and closed (i.e. compact and
without boundary) Lagrangian submanifolds L ⊂ (M,ω). In this section we extend this
definition to Lagrangians with cylindrical ends or Lagrangian cobordisms inside symplectic
Lefschetz fibrations. This setting is also similar to our discussion in [Sin15], where we consider
the case of trivial Lefschetz fibrations. The main issue here is the non-compactness of the
Lagrangians. Namely, that pearly trajectories or trees could possibly escape towards an
end at infinity. To ensure that this does not happen is crucial for the compactness of the
underlying moduli spaces of pearly trees that are used to define the quantum structures. The
main tools to deal with this problem are presented in the first section. Using these tools
we can establish the well-definedness and existence of the various quantum structures by
adjusting the methods in [BC07] and [BC09a].
4.1. Tools to deal with the cylindrical ends. In this section we describe the main in-
gredients in extending the notion of Lagrangian quantum homology to Lagrangians V with
cylindrical ends in a Lefschetz fibration pi : E → C. As in the case of closed Lagrangians,
we define a chain complex, where the differential is given by counting elements in the moduli
spaces of pearly trajectories.
For a set U ⊂ C we write E|U for the restriction of E to pi−1(U). Similarly, if V is
a Lagrangian with cylindrical ends inside E we write V |U := pi−1(U) ∩ V . Fix also the
notations Ω|U := Ω|pi−1(U) and J |U := J |pi−1(U) for the restrictions. Away from the boundary
of the Lagrangian cobordism transversality and compactness of the moduli spaces follow in
the same way as for closed Lagrangians. Proposition 3.10 ensures that we can assume the
existence of a set W containing the cylindrical ends, a symplectic structure Ω on E and an
almost complex structure J such that over W we have
E|W =W ×M, Ω|W = ωC ⊕ ωM and J |W = i⊕ JM .
Moreover, pi : E → C is (J, i)-holomorphic.
A pseudo-holomorphic disk with boundary mapping to the cylindrical part of V will turn
out to be constant under the projection pi : E → C, hence its image lies in one fiber of pi.
This is a consequence of the open mapping theorem and it is the content of the following
lemma from [BC13].
Lemma 4.1 ([BC13]). Let u : Σ → E be a J-holomorphic curve, where Σ is either S2 or
the unit disk D with u(∂D) ⊂ V . Then, either pi ◦ u is constant or its image is contained in
pi−1(Wc), i.e. pi ◦ u(Σ) ⊂ Wc.
Proof. Notice that there exists a compact set K ⊂ C such that V is cylindrical outside of K.
(This is point (i) of Definition 3.9.) We may assume that K ⊂ Wc. (See figure 2.) Note that
pi ◦ u is bounded since Σ is compact. Suppose now that pi ◦ u(Σ) * K and that pi ◦ u is not
constant. The set C\ (K ∪pi(V )) is a union of unbounded, connected, open subsets of C. Let
W be one of these connected open subsets. Notice that pi ◦ u(Σ)∩W = pi ◦ u(int(Σ))∩W =
pi ◦ u(Σ) ∩ W . By the open mapping theorem, the image pi ◦ u(int(Σ)) ∩ W of the open
connected set int(Σ) under the holomorphic map pi ◦ u must be open in W .
On the other hand pi ◦ u(Σ)∩W = pi◦u(Σ)∩W is closed in W and W is connected. Hence,
pi ◦ u(Σ) ∩W = W , which contradicts the unboundedness of W . 
Over the set W we have to consider the moduli spaces of (i⊕J)-holomorphic disks, which
are constant in the R2-factor. A computation shows the next statement.
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Lemma 4.2. Let c : Σ → C : z 7→ p be a constant map, where Σ is either the unit disk D
or the sphere S2. Then the linearization Dc of the ∂-operator at the curve c is surjective.
Suppose u : Σ → C ×M is a i ⊕ J pseudo-holomorphic curve, which is constant in the C
factor. I.e. u = (p, u′), where u′ is a J-holomorphic curve in the fiber M and p ∈ C. Then
Du = D(p,u′) is onto if and only if Du′ is onto, and furthermore
ind(Du) = ind(Du′) + 1.
4.2. The boundary of E. By Remark 3.11 there exists a compact set K ⊂ C such that
V |Kc is cylindrical and moreover such that all critical values of pi : E → C are contained
inside K. Let D ⊂ C be a disk such that K ⊂ D.
Remark 4.3. We may assume that D is large enough such that there exists an arc α ⊂ ∂D
with pi(V ) ∩ ∂D ⊂ α and E|pi−1(α) → α is a trivial fibration. This is the case if α lies inside
the set W.
We restrict E to the disk D and by abuse of notation continue to denote it by E.
Definition 4.4. We define the vertical part of the boundary of E by ∂vE := pi−1(∂D). If
the fibers of E are compact, ∂vE is closed. If the generic fiber (M,ω) is compact without
boundary, E has only vertical boundary components. If the generic fiber (M,ω) is convex at
infinity, we define ∂hE := ∂E0 ∩ pi−1(int(D)), where E0 ⊂ E is as in assumption T∞ of
section 3.1.
We need to specify the right assumptions on the Morse functions on a Lagrangian with
cylindrical ends. One main ingredient for quantum homology is to investigate how the nega-
tive gradient trajectories break. This gives a description of the boundary of some underlying
moduli spaces, which is then used to describe the quantum structures. We therefore assume
that the negative gradient of a Morse function on V is transverse to the boundary of V .
For the module structure of Q+H∗(E, ∂vE) on Q+H∗(V, ∂V ) we work with Morse functions
on E, such that their negative gradients are transverse to the boundary of E. However, since
we would like to compute the quantum homology relative to the part of the boundary ∂vE,
we would like such a Morse function to point outwards along ∂vE and inwards along ∂hE if
the fibers are convex at infinity. (Compare with definition 4.4.)
4.3. Quantum structures for Lagrangians with cylindrical ends. Let pi : E → C be
a Lefschetz fibration that is tame over an open set W ⊂ C as in figure 2, endowed with
a symplectic structure Ω and with fiber (M,ω). Let JW denote the space of Ω-compatible
almost complex structures with the property
J |W = i⊕ JM , ∀J ∈ JW .
Suppose that V ⊂ E is a monotone Lagrangian cobordism between families (L−i )1≤i≤r− and
(L+j )1≤j≤r+ . (See Definition 3.9.) Denote H
D
2 (E, V ) ⊂ H2(E, V ) the image of the Hurewicz
homomorphism pi2(E, V ) → H2(E, V ). Monotonicity of the Lagrangian cobordism means
the following. The homomorphism
Ω : HD2 (E, V )→ R : λ 7→
∫
λ
Ω
and the Maslov index
µ : HD2 (E, V )→ Z
satisfy
Ω(λ) > 0 ⇐⇒ µ(λ) > 0, ∀λ ∈ HD2 (E, V ).
This is equivalent to the existence of a constant τ > 0 such that
Ω(λ) = τµ(λ), ∀λ ∈ HD2 (E, V ).
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The constant τ is referred to as the monotonicity constant of V ⊂ (E,Ω). We also define the
integer
NV := min{µ(λ) > 0|λ ∈ HD2 (E, V )},
called the minimal Maslov number of V . We assume throughout the paper that NV ≥ 2.
The Maslov numbers come in multiples of NV , and we fix the notation
µ :=
µ
NV
;HD2 (E, V )→ Z.
Let
Λ+ := Z2[t] and Λ := Z2[t, t−1].
We grade these rings so that deg(t) = −NV .
Fix a constant R ∈ R such that V is cylindrical outside of [−R,R]×R ⊂ Wc ⊂ C. Recall
from 3.9 that
V ∩ pi−1((−∞,−R]× R) = ∐i((−∞,−R]× {i})× L−i
V ∩ pi−1([R,∞)× R) = ∐j([R,∞)× {j})× L+j .
Consider VR := V |[−R,R]×R as well as ER := E|[−R,R]×R. For subsets I− ⊂ {1, · · · , r−} and
J+ ⊂ {1, · · · , r+}. Let SR,I−,I+ be the union
SR,I−,J+ := (
∐
i∈I−
{(−R, i)} × L−i ) ∪ (
∐
j∈J+
{(R, j)} × L+j ) ⊂ ∂VR
of the boundary components of VR corresponding to I− and J+. Let f : VR → R be a
Morse function and ρ a Riemannian metric on V . Denote by ∇f the gradient vector field
of f with respect to ρ. We assume that −∇f points outwards along SR and inwards along
∂VR \ SR,I−,J+ and in particular it is transverse to ∂VR.
Remark 4.5. For simplicity, we will mostly omit the subscript (I+, J−) and R and write
S, V and E instead, if there is no ambiguity. As a Lagrangian with cylindrical ends V
has no boundary, but the corresponding cobordism VR does. We use these two descriptions
exchangeably. We will switch between V and the cobordism VR, and we write ∂V instead of
∂VR.
Definition 4.6. We call such a function f a Morse function respecting the exit region S.
Let φt denote the flow of −∇f for −∞ ≤ t ≤ ∞. For a critical point x ∈ Crit(f) we
denote by W ux (f) and W
s
x(f) the unstable and stable submanifolds of the flow φt. For the
Morse index of x we write |x|.
Theorem 4.7. Under the assumptions and conventions described above and for a generic
choice of the triple (f, ρ, J) there exists a chain complex
C+((V, S); f, ρ, J) = (Z2〈Crit(f)〉 ⊗ Λ+, d)
with the following properties:
(i) The homology of the chain complex is independent of the choices of (f, ρ, J). It will be
denoted by Q+H∗(V, S). If S = ∅ there exists a canonical (degree preserving) augmen-
tation
V : Q
+H∗(V )→ Λ+,
which is a Λ+-module map.
(ii) For every i, j, k there exist Λ+-bilinear maps
Q+Hi(V, S)⊗Q+Hj(V, S)→ Q+Hi+j−(n+1)(V, S) : x⊗ y 7→ x ∗ y
Q+Hk(E, ∂
vE)⊗Q+Hi(V, S)→ Q+Hk+i−(2n+2)(V, S) : a⊗ x 7→ a ? x.
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The first endows Q+H(V, S) with the structure of a (possibly non-unital) ring. This
ring is in general not commutative. It is unital if and only if S = ∂V and in this
case we denote its unit by e(V,∂V ) ∈ Q+Hn+1(V, ∂V ), and it corresponds to the funda-
mental class of V under the natural map QH+n+1(V, ∂V ) → Hn+1(V, ∂V ). The sec-
ond map endows Q+H(V, S) with the structure of a module over the quantum ho-
mology ring Q+H(E, ∂vE). Moreover, when viewing these two structures together,
the ring Q+H(V, S) becomes a two-sided algebra over the ring Q+H(E, ∂vE). If the
fibers of E are closed then ∂hE = ∅ and Q+H(E, ∂E) is unital with unit e(E,∂E) ∈
Q+H2n+2(E, ∂E).
(iii) There exists a map
i
(E,∂vE)
(V,S) : Q
+H∗(V, S)→ Q+H∗(E, ∂vE),
which is a Q+H∗(E, ∂vE)-module morphisms and which extend the inclusion in singular
homology. There also exists a map
iEV : Q
+H∗(V )→ Q+H∗(E),
which extend the inclusions in singular homology. However, the later is not a Q+H∗(E, ∂vE)-
module morphism. If S = ∅ this map is determined by the relation
< h∗, iEV (x) >= V (h ? x)
for x ∈ Q+H(V ), h ∈ Q+H(E, ∂vE), with (−)∗ the Poincare´ duality and < −,− > the
Kronecker pairing.
(iv) The differential d respects the degree filtration and all the structures above are compatible
with the resulting spectral sequences.
(v) The homology of the complex:
C((V, S); f, ρ, J) = C+((V, S); f, ρ, j)⊗Λ+ Λ
is denoted by QH∗(V, S) and all the points above remain true if using QH(−) instead
of Q+H(−). (Except for the correspondence of e(V,∂V ) ∈ Q+Hn+1(V, ∂V ) and [V, ∂V ] ∈
Hn+1(V, ∂V ).) The map Q
+H(V, S) → QH(V, S) induced in homology by the change
of coefficients above is canonical. Moreover, there is an isomorphism
QH∗(V, S)→ HF∗((V, S), (V, S))
which is canonical up to a shift in grading. (See [BC13] for the definition of Floer
homology for cobordisms.)
(vi) If V is orientable and spin, we may work with Λ+R := R[t] or ΛR := R[t, t−1], where R
is any commutative unital ring and the analogous statements hold.
Theorem 4.8. Let S ⊂ ∂V be a union of connected components of ∂V . There exists a long
exact sequence
. . .
δ // Q+H∗(S)
i∗ // Q+H∗(V )
j∗
// Q+H∗(V, S)
δ // Q+H∗−1(S)
i∗ // . . . ,
which has the following properties:
(1) Suppose that S = ∂V . Let e(V,∂V ) denote the unit of Q
+H∗(V, ∂V ). Furthermore, let
eL−i
and eL+j
denote the units of Q+H∗(L−i ) and Q
+H∗(L+j ) respectively. Then
δ(e(V,∂V )) = ⊕ieL−i ⊕j eL+j .
(2) The map δ is multiplicative with respect to the quantum product ∗, namely
δ(x ∗ y) = δ(x) ∗ δ(y) ∀x, y ∈ Q+H∗(V, S). (3)
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(3) The product ∗ on Q+H∗(V ) is trivial on the image of the map i∗. In other words, for
any two elements x and y in Q+H∗(S) we have that
i∗(x) ∗ i∗(y) = 0.
(4) The map j∗ is multiplicative with respect to the quantum product, namely
j∗(x ∗ y) = j∗(x) ∗ j∗(y) ∀x, y ∈ Q+H∗(V ).
Moreover, j∗(Q+H∗(V )) ⊂ Q+H∗(V, ∂V )) is a two-sided ideal.
(5) If the Lefschetz fibration is trivial (i.e. (E,Ω) = (C×M,ωstd⊕ω)) and the fibers are
closed, there exists a ring isomorphism Φ : Q+H∗(M) → Q+H∗+2(E, ∂E) and the
following identities hold:
(i) i∗(a ? x) = Φ(a) ? i∗(x), ∀x ∈ Q+H∗(∂V ) and ∀a ∈ Q+H∗(M).
(ii) j∗(a ? x) = a ? j∗(x), ∀x ∈ Q+H∗(V ) and ∀a ∈ Q+H∗(E, ∂E).
(iii) δ(a ? x) = Φ−1(a) ? δ(x), ∀x ∈ Q+H∗(V, ∂V ) and ∀a ∈ Q+H∗(E, ∂E).
In other words, the maps in the long exact sequence are module maps over the ambient
quantum homology rings Q+H∗(E, ∂E) and Q+H∗(M).
(6) All statements remain true if we use QH∗(−) instead of Q+H∗(−).
(7) If V is orientable and spin, we may work with Λ+R := R[t] or ΛR := R[t, t−1], where
R is any commutative unital ring and the analogous statements to 1.− 6. above hold.
We will now go over the construction of Q+H∗(−) and the products and module structures
and prove Theorems 4.7 and 4.8.
4.3.1. Pearly trajectories. Denote by D the unit disk in C. Let f be a Morse function
respecting the exit region S. To define the pearl complex for Lagrangian cobordism we
introduce the following moduli spaces.
Definition 4.9. Let x and y be two critical points of f in V . Let l ≥ 1 and let λ be a non-zero
class in HD2 (E, V ) ⊂ H2(E, V ). Consider the space of all sequences (u1, . . . , ul) that satisfy:
(i) For every i, ui : (D, ∂D)→ (E, V )is a non-constant J-holomorphic disk.
(ii) (u1(−1)) ∈W ux .
(iii) (ul(1)) ∈W sy .
(iv) For every i there exists 0 < ti <∞ such that φti(ui(1)) = ui+1(−1).
(v) The sum of the classes of the ui equals λ, i.e.
l∑
i=1
[ui] = λ ∈ HD2 (E, V ).
Let Pprl(x, y, λ; f, ρ, J) be the space of all such sequences, modulo the following equivalence
relation. Two elements (u1, . . . , ul) and (u
′
1, . . . , u
′
k) are equivalent if l = k and for every i
there exists an automorphism σi ∈ Aut(D) with σi(−1) = −1, σi(1) = 1 and u′i = ui ◦ σ.
We call elements in Pprl(x, y, λ; f, ρ, J) pearly trajectories connecting x and y of class λ. If
λ = 0 set Pprl(x, y, 0; f, ρ, J) to be the space of unparametrized trajectories of φ connecting x
and y. These are just the usual Morse trajectories. We sometimes denote D := (f, ρ, J).
The virtual dimension of Pprl(x, y, λ; f, ρ, J) is
δprl(x, y, λ) := |x| − |y|+ µ(λ)− 1.
If λ = 0 then Pprl(x, y, 0, f, ρ, J) are the usual Morse trajectories and δprl(x, y, 0, f, ρ, J) =
|x|−|y|. Lemma 4.1 and 4.2 together with the methods in [BC07] ensure that if δprl(x, y, λ) ≤
1, the space Pprl(x, y, λ; f, ρ, J) is a smooth manifold of the dimension equal to its virtual
dimension for a generic triple (f, ρ, J). See also chapter 4.4.
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4.3.2. The pearl complex. Put
C+i ((V, S); f, ρ, J) := Z2(〈Crit(f)〉 ⊗ Λ+)i.
Abbreviate µ := µNV and define the differential for x ∈ Crit(f) by
d(x) :=
∑
y,λ
δprl(x,y,λ)=0
#Z2Pprl(x, y, λ;D)tµ(λ). (4)
The homology of this chain complex is independent of the choice of the data D = (f, ρ, J).
Proposition 4.10. If DS := (f, ρ, J) is generic, then the pearl complex
C+((V, S);DS) := (Z2〈Crit(f)〉 ⊗ Λ+, d) (5)
is a well-defined chain complex and its homology is independent of the choices of DS. The
homology is called the quantum homology of (V, S) and is denoted by Q+H∗(V, S).
The proof of this proposition is postponed to section 4.6. One essential ingredient is the
following lemma.
Lemma 4.11. Let u ∈ Pprl(x, y, λ; f, ρ, J) be a pearly trajectory connecting two critical points
of f . Then u does not reach the boundary ∂V .
Remark 4.12. If we regard V as a Lagrangian with cylindrical ends, this means that the
pearly trajectories do not escape towards infinity along the cylindrical ends.
Proof of Lemma 4.11. By definition −∇f is transverse to the boundary ∂V . In particular
the critical points x and y lie in the interior of V . For a fixed boundary component A of ∂V
the negative gradient −∇f points either always out along A or always in along A. Moreover,
by Lemma 4.1 any J-holomorphic disk u near the boundary must be constant under the
projection pi, hence it must lie in one fiber. Therefore, no pearly trajectory between two
critical points can reach the boundary. 
4.4. Main Morse and Floer theoretic techniques. This section follows [BC09a] and
the same issues are diskussed in depth in [BC07]. The scheme of most of the proofs of
theorem 3.15 and theorem 4.7 follow standard arguments form Morse and Floer theory with
the following main ingredients:
(i) transversality
(ii) compactness and
(iii) gluing
of some specific moduli space. (For example Pprl or other moduli spaces modeled on pla-
nar trees.) Transversality shows that for generic choices of some of the defining data, these
moduli spaces are smooth manifolds if their virtual dimension is at most 1 and moreover,
their dimension is equal to the virtual dimension. These manifolds are typically not com-
pact. Compactness and gluing are used to describe their compactification, which still has the
structure of a 1-dimensional manifold and whose boundary can then be expressed in terms of
compact 0-dimensional manifold of the same type, i.e. a finite even number of points in these
moduli spaces. The boundary descriptions of these manifolds yield expressions, which can be
interpreted as the chain level quantum structures. For example the boundary description of
the compactification of the 1-dimensional Pprl proves that d is a differential.
A very elaborate consideration of these methods for the case of a closed, monotone La-
grangian is given in [BC07]. We give a sketch of them below.
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4.4.1. Transversality. We defined Pprl in sections 4.3.1 and we are going to introduce the
moduli spaces Pprod, Pmod and Pinc, which are moduli spaces modeled over planar trees. Let
P denote any type of these moduli spaces and D the Morse data that is needed to define
them. Let λ ∈ H2(E, V ) and denote by I the tuple consisting of the critical points and the
class λ. We have seen or will see that:
(1) If P = Pprl, then D = (f, ρ), I = (x, y, λ), where f : V → R is a Morse function
respecting the exit region S, ρ is a Riemannian metric on V and x, y ∈ Crif(f).
(2) If P = Pprod, then D = (f, f ′, f ′′, ρ), I = (x, y, z;λ), where f, f ′ and f ′′ are Morse
functions on V respecting the exit region S, x, y and z are critical points of f, f ′ and
f ′′ respectively and ρ is a Riemannian metric on L.
(3) If P = Pmod, then D = (h, ρE , f, ρV ), I = (a, x, y;λ), where h is a Morse function on
E respecting the exit region ∂vE. (sometimes we also require the negative gradient
to point inwards along the whole boundary ∂E. See section 4.12.) Furthermore, f is
a Morse function on V respecting the exit region S, ρV is a Riemannian metric on
V , ρE is a Riemannian metric on E, a ∈ Crit(h) and x, y ∈ Crit(f).
(4) If P = Pinc, then D = (h, ρE , f, ρV ), I = (x, a;λ), where h is a Morse function on E
respecting the exit region ∂vE, f is a Morse function on V respecting the exit region
S, ρV is a Riemannian metric on V , ρE is a Riemannian metric on E, a ∈ Crit(h)
and x ∈ Crit(f).
Let δP(I) denote the virtual dimension of the moduli space P(I,D, J). We need some
genericity assumptions on the Morse data D to establish the transversality results.
Assumption G (Genericity of the Morse data. Compare [BC07] and [BC09a])).
(1) When P = Pprl assume that (f, ρ) is Morse-Smale.
(2) When P = Pprod assume that (f, ρ), (f ′, ρ) and (f ′′, ρ) are Morse-Smale and for all
critical points p, p′ and p′′ of f, f ′ and f ′′ respectively, the triple intersection
W up ; (f) ∩W up′(f ′) ∩W sp′′(f ′′)
is transverse.
(3) When P = Pmod or P = Pinc assume that both (f, ρV ) and (h, ρE) are Morse-Smale
and
(i) h is proper, bounded from below and |Crit(h)| < ∞. (Since E may be non-
compact.)
(ii) Crit(h) ∩ V = ∅.
(iii) For all a ∈ Crit(h) the stable and unstable manifolds W sa (h) and W ua (h) are
transverse to V .
(iv) For all a ∈ Crit(h) and all x, y ∈ Crit(f), W ua (h) is transverse to W ux (f) and
W sy (f).
From Morse theory it is well-known that if D is generic in the usual sense then also
Assumption G holds. The indispensable transversality results for the proof of the quantum
structures are stated below.
Proposition 4.13 (Transversality). Let P and D be of one type listed above and assume
that D fulfills G. If δP (I) = 1, NV = 2 then assume additionally that P 6= Pmod. Then there
exists a second category subset Jreg ⊂ J such that for all J ∈ Jreg the following holds. If
δP(I) ≤ 1 then P(I,D, J) is either empty or a smooth manifold of dimension δP . If δP = 0
then this 0-dimensional manifold is compact, i.e. consists of a finite number of points.
Remark 4.14 (See also [BC07] and [BC09a]). (1) The case P = Pmod, δP = 1, NV = 2
needs a special consideration. In fact, in this case one needs to work with Hamiltonian
perturbations. Roughly speaking, this is due to the fact that elements in Pmod involve
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holomorphic disks with interior marked points and reduction to simple disks (as it is
the subject the next paragraph) might increase the degree of freedom of the marked
point by one.
(2) For the proof of associativity, linearity and the other properties of the quantum struc-
tures, we have to introduce new types of moduli spaces. Their description is however
very similar to the moduli spaces considered above and transversality statements are
comparable.
Reduction to simple disks. To prove that the moduli spaces involving holomophic curves
are smooth manifolds, we need to verify that certain evaluation maps of the moduli space
of holomorphic curves are transverse to certain submanifolds in the target manifold. By
standard arguments ([MS12]) this is possible if we restrict to simple (or somewhere injective)
curves. It is well-known that for a generic almost complex structure J the space of simple J-
holomorphic curves in a fixed class is a smooth manifold with dimension equal to the virtual
dimension. Simple curves can also be arranged to be transverse to any given submanifold. It
is therefore sufficient to show that (at least for dimension ≤ 1)
P = P∗,
where by P∗ we denote the corresponding moduli space that involves only simple curves.
Reducing to simple J-holomorphic disks is fairly easy in the monotone case.
In the case of closed curves, i.e. holomorphic maps u : Σ → M , where Σ is a closed
Riemann surface, reduction to simple curves is done as follows. Suppose the curve u is not
simple, then it factors through a simple curve u′ : Σ′ →M in the sense that u = u′ ◦φ, where
φ : Σ → Σ is branched covering and u′ : Σ′ → M is a simple curve. Now we can simply
replace u by u′.
Now suppose u : (D, ∂D)→ (M,L) is a holomorphic disk and assume it is not simple. Un-
like for closed curves, u does not necessarily factor through a simple curve. However, [Laz00],
[Laz11] and [KO00] showed that one can decompose D into subdomains Di, such that each
u|Di factors through simple disks vi : (D, ∂D)→ (M,L) via a branched covering Di → D of
some degree mi. Moreover, [u] =
∑
i=1,...,rmi[vi].
Now the procedure is roughly speaking the following. Suppose we are given an element of
a moduli space P(D, I, J) in the homology class λ, which has dimension at most 1. Suppose
furthermore that this element involves a non-simple disk u. Suppose that u has only two
marked points on the boundary. By the diskussion above we can find simple disks vi1 , · · · , vir
and replace u by these disks. We end up with an element in P∗(D, I ′, J) and in a new
homology class λ′. By monotonicity the dimension of the moduli space must have decreased
by at least two, since
µ(λ′) ≤ µ(λ)−NL ≤ µ(λ)− 2.
But δP((D, I, J)) ≤ 1 and hence δP((D, I ′, J)) ≤ −1. It follows by transversality that
P(D, I, J) = ∅, which contradicts our assumption. Thus, all elements in P(D, I, J) involve
only simple disks. Similar arguments work for simple spheres and for disks that have more
than two marked points and possibly also interior marked points. The arguments need to
be carried out more carefully, considering all combinatorial possibilities on how the marked
points are distributed among the disks vi’s.
The last complication that arises on the way to proving transversality is the following. We
must also show that the disks in an object of P of dimension less or equal to 1 are absolutely
distinct. As above if the disks are not absolutely distinct we can omit some suitable choice of
disks, and we obtain a new element. Using monotonicity again we can show that the moduli
space containing the new element has negative dimension and thus is empty.
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4.4.2. Compactness and gluing. Assume the almost complex structure and the Morse func-
tions are as in section 4.1 and 4.3.1. Then compactification and gluing can be carried out.
We diskuss the case that P = Pprl. (Compare [BC07] and [BC09a].) The compactness
and gluing for the cases of other moduli spaces are very similar. Let uk := (u1,k, . . . , ul,k) be
a sequence in Pprl(x, y;λ; f ; ρ, J) that does not have a convergent subsequence in that space.
We may restrict to a subsequence of uk and describe its limit. There are five possibilities:
(P1) One of the gradient trajectories of f breaks at a new critical point z, such that
uk converges to a concatenation of two elements u
′ ∈ Pprl(x, z;λ′; f ; ρ, J) and u′′ ∈
Pprl(z, y;λ′′; f ; ρ, J), where λ′ + λ′′ = λ.
(P2) One of the gradient trajectories of f shrinks to a point p. Assume that this tra-
jectory is the one located between ui and ui+1. In other words, uk converges to
(u′,u′′), where u′ = (u′1, · · · , u′l′) ∈ Pprl(x, p;λ′; f ; ρ, J) and u′′ = (u′′1, · · · , u′′l′′) ∈
Pprl(p, y;λ′′; f ; ρ, J) with λ′ + λ′′ = λ, l, l′′ ≥ 1, l′ + l′′ = l and p = u′l′(1) = u′′1(−1).
Notice however that p is not a critical point in general. Let us denote this space by
Pprl,(P−2)(x, y; (λ′, λ′′); I, J). A computation of the virtual dimensions shows that
δprl,(P−2)(x, y;λ′, λ′′; I; J) = δprl(x, y;λ; I; J)− 1.
(P3) A J-holomorphic disk bubbles off at a boundary point of some holomorphic disks.
In other words uk converges to a sequence, where one ui,k converges to a reducible
J-holomorphic curve consisting of two J-holomophic disks ui,∞ and u′i,∞ attached to
each other at a boundary point. We distinguish two types of bubbling:
(P3a) The two disks both have two marked points and the gradient trajectory arrives
at the first disk at the point −1 leaves the second disk from the point 1. The
limit is a pair of sequences (u′k,∞,u
′′
k,∞) of total length l + 1. The description
of this space is formally the same as the one in (P2). But we distinguish them,
since they arise as the limit of different sequences. Let us denote this space by
Pprl,(P3a)(x, y; (λ′, λ′′); I, J).
(P3b) Only one disk u′i,∞ has two marked points where the gradient trajectories arrive
and leave. The second disk u′′i,∞ is attached to the first one at a boundary point
not equal to ±1. Hence, in this case we can remove u′′i,∞ from the limit to obtain a
new pearly trajectory v connecting x and y. However, again by the monotonicity
argument the virtual dimension of the moduli space containing v decreases by
at least two:
δprl(x, y;λ− [u′′i,∞]) ≤ δprl(x, y;λ)− 2.
(P4) Bubbling of a J-holomorphic sphere occurs at one of the disks ui,k either at an interior
point or a boundary point. Let λ˜ denote the class of the sphere. By monotonicity:
δprl(x, y;λ− λ˜) = δprl(x, y;λ)− 2.
(P5) Any combination of these possibilities and repetitions can occur.
We outline the main steps for the proof of Proposition 4.13 for the moduli spaces Pprl.
Lemma 4.15. If δprl(x, y;A; I; J) = 0 then Pprl(x, y;λ; I; J) is compact for generic J .
Sketch of the Proof. A transversality argument similar to the one in section 4.4.1 shows that
for δprl(x, y;λ; I; J) ≤ 1 the moduli spaces describing case (P2) or (P3a) are smooth manifold
of dimension equal to their virtual dimension. Now we notice that none of the possibilities
(P1) to (P5) can occur. Indeed, each case involves a smooth manifold, whose dimension is
less than δprl(x, y, ;λ; I; J) and hence negative. This manifold must therefore be empty. 
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Lemma 4.16. If δprl(x, y;A; I; J) = 1 then Pprl(x, y;λ; I; J) can be compactified in to a
manifold with boundary:
∂Pprl(x, y;λ; I; J) =
⋃
z∈Crit(f),λ′+λ′′=λ
δprl(x,z;λ
′)=0
δprl(z,y;λ
′′=0
Pprl(x, z;λ′; I, J)× Pprl(z, y;λ′′; I; J)
∐ ⋃
λ′+λ′′=λ
Pprl,(P2)(x, y;λ′, λ′′; I; J)∐ ⋃
λ′+λ′′=λ
Pprl,(P3a)(x, y;λ′, λ′′; I; J)
(6)
Sketch of the Proof. Possibilities (P3b), (P4) and (P5) cannot occur, since they give rise to
elements in moduli spaces of negative dimension by transversality. Hence, such elements
cannot occur. This proves one inclusion ∂Pprl ⊃ (RHS of 6).
The other inclusion is a consequence of the gluing procedure. Details can be found
in [BC07]. Another important feature is the surjectivity of the gluing map, which ensures
that each element on the RHS of 6 corresponds to a unique end of Pprl. A detailed elabora-
tion of the gluing procedure for pseudo-holomorphic curves is to be found in [MS12]. Gluing
of pseudo-holomorphic disks is developed in [FOOO09] and further elaborated in [BC07]. 
4.5. Filtration of the pearl complex and the spectral sequence. Let CM∗ := (CM((V, S); f), ∂0)
denote the Morse complex of (V, S) associated to f . The pearl complex Ci := Ci((V, S);DS)
has an increasing degree filtration:
FpCi =
⊕
j≥−p
Ci+jNV t
j .
This is a bounded and increasing filtration and due to A.8 it gives rise to a spectral sequence,
{Erp,q, dr}r≥0 that converges to QH∗(V, S) = H∗(Ci). More precisely, we have
(1) E0p,q = CMp+q−pNV t
−p, d0 = ∂0.
(2) E1p,q = Hp+q−pNV ((V, S);Z2)t−p.
(3) The sequence collapses after ≤ [n+2NV ] + 1 steps.
In particular, the filtration on C∗ induces a filtration on the quantum homologyQH∗(V, S) =
H∗(C∗(V, S;DS), d), where
FpHi =
⊕
j≥−p
Hi+jNV ((V, S);Z2)t
−p
and there is an isomorphism
QHi ∼=
⊕
p+q=i
E∞p,q.
Remark 4.17. Notice that the spectral sequence above is multiplicative. To see this, let f ′ be
a small perturbation of the Morse function f , such that f ′ is still a Morse function respecting
the exit region S. In section 4.9 we will define the quantum product ∗. It is easy to see that
this respects the filtrations in the sense that
∗ : Fp1Ci1(f)⊗Fp2Ci2(f ′)→ Fp1+p2Ci1+i2−n(f).
If the perturbation f ′ is close enough to f then the chain complexes C((V, S), (f, ρ, J)) and
C((V, S), (f ′, ρ, J)) are isomorphic by a base preserving isomorphism (see section 4.6.2 be-
low). Thus, we can identify the two resulting spectral sequences and we denote them both by
{Erp,q, dr}. Hence, this induces a product ∗r on Erp,q, which shows that the spectral sequence
is multiplicative. Let ∗∞ denotes the product induced on E∞p,q, then this also defines a product
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on QHi(V, S) ∼=
⊕
p+q=iE
∞
p,q. Notice however that ∗∞ and the quantum product ∗ (as defined
in 4.9 below) are in general not isomorphic.
4.6. Proof of Proposition 4.10.
4.6.1. d ◦ d = 0. By Lemma 4.11 and Lemma 4.2 we can use the methods of [BC07] to show
that the moduli spaces of pearly trajectories of virtual dimension at most 1 form smooth
manifolds and that they are compact if their dimension is zero.
Let Pprl be a one dimensional moduli space of pearly trajectories on a Lagrangian cobor-
dism V ⊂ E. By Lemma 4.18 its compactification has the form described in (6). Let x and
y be two critical points of the Morse function f . From the definition of the differential we
compute:
〈d ◦ d(x), y〉 =
∑
z∈Crit(f),λ′,λ′′
δprl(x,z,λ
′)=0
δprl(z,y,λ
′′)=0
#Z2Pprl(x, z;λ′; I; J)#Z2Pprl(z, y;λ′′; I; J)tµ(λ)+µ(λ
′)
=

∑
z∈Crit(f),λ′,λ′′
µ(λ′+λ′′)=2−|x|+|y|
δprl(x,z,λ
′)=0
#Z2Pprl(x, z;λ′; I; J)#Z2Pprl(z, y;λ′′; I; J)
 t
(2−|x|+|y|)/NV ,
where the last equality holds, since δprl(x, z;λ) = δ(z, y;λ
′) = 0 if and only if µ(λ) + µ(λ′) =
2− |x|+ |y| and δprl(x, z, λ) = 0. In particular µ(λ) + µ(λ′) is constant.
Now we use the description (6) to show that the above sum vanishes. The boundary of
a compact 1-dimensional manifold consists of an even number of points. (Moreover, if this
manifold is oriented it induces orientations on its boundary and the boundary points cancel
each other when counted with signs.) Hence:
0 = #Pprl(x, y, λ; I; J)
=
∑
z∈Crit(f),λ′+λ′′=λ
δprl(x,z;λ
′)=0
δprl(z,y;λ
′′)=0
#Pprl(x, z;λ′; I; J)#Pprl(z, y;λ′′; I; J)
+
∑
λ′+λ′′=λ
#Pprl,(P2)(x, y;λ′;λ′′; I; J) + #Pprl,(P3a)(x, y;λ′;λ′′; I; J)
=
∑
z∈Crit(f),λ′+λ′′=λ
δprl(x,z;λ
′)=0
δprl(z,y;λ
′′)=0
#Pprl(x, z;λ′; I; J)#Pprl(z, y;λ′′; I; J),
where the last equality holds, since we saw that the two spaces Pprl,(P2)(x, y;λ′;λ′′; I; J) and
Pprl,(P3a)(x, y;λ′;λ′′; I; J) are identical.
4.6.2. Invariance. In this section we define chain morphisms
φ : C+((V, S),DS)→ C+((V, S),D′S)
between the chain complexes associated to two distinct generic data DS = (f, ρ, J) and D′S =
(f ′, ρ′, J ′). The aim is then to show that these morphisms induce canonical isomorphisms in
homology. I.e. given two such morphisms φ, φ′ : C+((V, S),DS) → C+((V, S),D′S) we need
to prove that they are chain homotopic. By Theorem 4.19 the proof follows [BC07] and we
only give a sketch. The main idea is to use a Morse cobordism (F,G) relating (f, ρ) and
(f ′, ρ′) and a homotopy of almost complex structures between J and J ′. A careful diskussion
of the construction and properties of Morse cobordisms is given in [CR03].
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Fix a smooth family of almost complex structures J t, t ∈ [0, 1] connecting J and J ′. For
every t, we may choose Jt = i ⊕ JM outside of pi−1(U), where JM is an almost complex
structure on the fiber (M,ω). Then the homotopy Jt is constant equal i⊕ JM over pi−1(W),
where the fibration is tame. Let J := {Jt}t∈[0,1]. Let G be a Riemannian metric on V × [0, 1]
so that G|V×{0} = ρ and GV×{1} = ρ′. We also need a Morse function H : V × [0, 1] → R
with HV×{0}(x) = f(x) + c and HV×{1}(x) = f ′(x), where c is some constant and such that
−∇H points out along S× [0, 1]. Moreover, we can find such a Morse-Smale pair (H,G) with
the additional properties that
Criti(H) = Criti−1(f)× {0} ∪ Criti(f ′)× {1}
and ∂H∂t (x, t) = 0 for t = 0, 1,
∂H
∂t (x, t) < 0 for t ∈ (0, 1). Such a Morse function is easy to
construct and more details are given in [CR03]. The pair (F,G) is a special case of a Morse
cobordism.
The comparison moduli space is now constructed in a very similar way as the moduli
space of pearly trajectories ( 4.9). Let x ∈ Crit(f) and y′ ∈ Crit(f ′) be two critical points.
We consider the space of pearly trajectories connecting x and y′ but with the following
modifications compared to 4.9. Namely,
(1) The holomorphic disks map to the fibers (E, V ) × ti, ti ∈ [0, 1], i.e. (D, ∂D) →
(E, V )× {ti} ⊂ (E, V )× [0, 1] and they are Jti-holomorphic,
(2) the incidence relations of point (ii), (iii) and (iv) take place in (E, V )× [0, 1], where
we consider the flow of −∇GF .
The space of all such pearly trajectories after dividing by the reparametrization group is
what we call the comparison moduli space Pcomp(x, y′, λ; J,H,G). Similar to case of Pprl
one can show that for |x| − |y′|+ µ(λ) ≤ 1 the set Pcomp is a manifold of dimension δcomp =
|x| − |y′|+ µ(λ), it is compact if δ = 0 and void if δ ≤ −1. We define the chain morphism
φJ,F,G : C+((V, S),DS)→ C+((V, S),D′S)
by
φJ,F,G(x) :=
∑
y′∈Crit(f ′),λ
|x|−|y′|+µ(λ)=0
#Z2Pcomp(x, y′, λ; J,H,G)y′tµ(λ).
By the same methods as before we can describe the boundary of the compactification of
Pcomp for δ = 1 and the resulting relation proves that φJ,F,G is a chain morphism.
The morphism φ = φJ,F,G respects the degree filtration of the two pearl complexes
C+((V, S);D) and C+((V, S);D′). Since the same is true for the differential of the pearl
complex, φ is a morphism between the spectral sequences associated to the filtration of
C+((V, S);D) and C+((V, S);D′). The zeroth page E0p,q is the complex itself with the dif-
ferential the Morse differential. From Morse theory we already know that this induces an
isomorphism in homology. Hence, φ induces an isomorphism on the whole spectral sequence
and thus an isomorphism of the quantum homologies.
To show that this isomorphism is canonical we use an argument similar to the one above.
Suppose φJ,F,G and φ˜J˜ ,F˜ ,G˜ are morphisms between the complexes C+((V, S),DS) and C+((V, S),D′S).
Now we can construct a suitable homotopy between (J, F,G) and (J˜ , F˜ , G˜) and use it to de-
fine moduli spaces of appropriate pearly trajectories. A count of such pearly trajectories then
defines a chain homotopy. For precision see [BC07].
4.7. Behaviour of pearly trees near ∂V . In this section we adapt the previous ideas to
a more general setting and show that similar results hold for different kinds of moduli spaces
modeled on planar trees. These methods was introduces in [BC07] and similar constructions
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were used already in [MS12] and in [CL06]. The remaining quantum structures can be defined
by such moduli spaces.
Moduli spaces modeled on planar trees. If the following we assume that a Morse function f
on the cobordism V is such that −∇f is transverse to ∂V . Similarly a Morse function g on
E is assumed to have −∇g transverse to ∂E, namely pointing inwards along the horizontal
boundary ∂hE (if it is not empty) and pointing outwards along the vertical part ∂vE. By
a moduli spaces modeled on planar tree we mean the following. It consists of configurations
modeled on planar trees with oriented edges. The edges correspond to negative gradient
trajectories of Morse functions on either the Lagrangian or the ambient manifold and with
the orientation corresponding to the direction of the negative gradient flow. We mark the
edges with the corresponding function. The vertices of valence one correspond to critical
points of the Morse function used along the unique edge ending there. Vertices of valence
two ore more correspond to J-holomorphic spheres or J-holomorphic disk with boundary in
the Lagrangian and with some marked points (situated on the boundary or in the interior)
equal to the valency of that vertex. These marked points correspond to the end points of the
edges ending at the vertex. In particular, interior marked points correspond to end points
of edges labeled by Morse functions on the ambient manifold and marked points on the
boundary of the disk correspond to Morse functions on the Lagrangian. For transversality
reasons it is important to assume that if a disks has more that one entry point, then the
corresponding edges ending there must be marked by pairwise distinct Morse functions in
generic position. The vertices of the tree are marked with the corresponding Maslov indices
of the J-holomorphic curves. We also allow constant J-holomorphic curves as long as they
are stable in the sense that the valence of the vertex is at least three for spheres and the
valence is at least two for disks, with one marked point on the boundary and one marked
point in the interior.
The number of entries and exits as well as the valence of the vertices and the position
of their marked points depends on the structures or relations that the moduli spaces are
describing. For example, differentials or morphisms are described by trees with one entry
and one exit. An operation has two entries, associativity requires three entries and structures
involving the ambient quantum homology requires some internal marked points and some
edges labeled with Morse functions on the ambient manifold. The trees have typically one
exit. We will refer to elements of such moduli spaces as pearly trees.
Lemma 4.18. Let P be a moduli space modeled over planar trees of some type described
above. Assume that all the edges corresponding to either flow lines of Morse functions on V
respecting the exit region S ⊂ ∂V or to Morse functions on E, such that its gradient points
out along ∂vE and in along ∂hE. Suppose that the almost complex structure is J ∼= j ⊕ JM
near the cylindrical ends of V . (See 3.11.) Then, the elements of the moduli space P cannot
reach the boundary ∂V nor the boundary ∂E. In particular, these elements cannot escape to
infinity along E∞.
Proof. The proof is similar to the proof of 4.11. 
Lemma 4.18 together with Lemma 4.13 imply:
Theorem 4.19. Let P be a moduli space modeled over planar trees of some type described
above and let Pc be the analogous moduli space on planar trees but for the setting described
in [BC07], i.e. for closed Lagrangians. Suppose we know that if the virtual dimension of
Pc is at most 1, it is a smooth manifold of dimension equal to its virtual dimension and
it is compact if 0-dimensional. Then the same holds for P and the compactification of a
one dimensional such moduli space has the same description as the compactification of the
analogous moduli space Pc.
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4.8. The augmentation. A useful feature called the augmentation map comes from a chain
morphism
V,f : C
+(V ; f)→ Λ+,
where Λ+ is viewed as a chain complex with trivial differential. The following theorem was
taken from [Hir94].
Theorem 4.20. Let f : M → R be a Morse function on a compact connected n-manifold M
and such that −∇f is transverse to ∂M . Suppose that f has exactly three critical points of
index 0, 0 and 1. Then M is diffeomorphic to a n-dimensional disk Dn.
Lemma 4.21. There exists a Morse function f on V , with −∇f pointing inwards along the
boundary ∂V and with a single minimum, which we call x0.
Proof. Let f : V → R be a Morse function on with finitely many critical points and pointing
inwards along ∂V and suppose f has more than one local minimum. Since we know that
H0(V ) ∼= Z2 there must be two local minima m0 and m1 and a critical point x of index 1
such that the Morse differential of x is m0 −m1. By theorem 4.20 there exists an embedded
n-dimensional ball containing only the critical points x, m0 and m1. We can replace x, m0
and m1 by a single critical point of index 0 to get a new Morse function on V with one local
minimum less. The lemma is proved by iteration of this process. 
Proposition 4.22. Let f be a Morse function on V with −∇f pointing inwards along the
boundary ∂V and with a single minimum x0. Then the minimum x0 is not a boundary of the
pearl complex of V .
Proof. Consider moduli spaces Pprl(x, x0, λ) of dimension zero. Suppose first that µ(λ) 6= 0
and let x ∈ Crit(f) \ {x0}. Then
dimPprl(x, x0;λ) = |x| − |x0|+ µ(λ)− 1 ≥ 1− 0 + 2− 1 = 2 > 0.
If λ 6= 0 then Pprl(x, x0, λ) is not zero dimensional. Therefore we may assume that λ = 0
and in particular the index of x is 1. The Morse homology of V is non trivial in degree
zero and since x0 is the only critical point of index zero it is not a boundary of the Morse
differential. 
Proposition 4.23. There exists a canonical, degree preserving augmentation
V : Q
+H∗(V )→ Λ+,
which is a Λ+-module map.
Proof. For a choice of data D = (f, ρ, J) we define V,D on the chain level as follows.
V,D : Crit(f) → Λ
x 7→
{
1, if |x| = 0
0, else
,
(7)
and extend it linearly over C+(V ;D). Assume now that f is a Morse function with a single
minimum, which exists by Lemma 4.21. Then V,D is a chain map, as the following calculation
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shows. Clearly V,D(d(x0)) = 0 = d(V,D(x0)). If x 6= x0 then d ◦ V,D(x) = 0 and
V,D ◦ d(x) = V,D
 ∑
y
δprl=0
#Z2Pprl(x, y, 0)y +
∑
y,λ6=0
δprl=0
(−1)|y|#Z2Pprl(x, y, λ)ytµ(λ)

= V,D
#Z2Pprl(x, x0, 0)x0 + ∑
λ 6=0
δprl=0
(−1)|x0|#Z2vPprl(x, x0, λ)x0tµ(λ)

= 0,
where the second equality holds since f has the unique minimum x0 and V,D(y) = 0 whenever
y 6= x0. The last equality holds by a similar argument as in the previous lemma. We saw
that Pprl(x, x0, λ) is either void or λ = 0. Moreover, the Morse differential of a critical point
of index one is an even number of critical points of index zero and x0 is the only minimum.
Let D′ be another generic data. We verify V,D′ ◦ φD′D = V,D, where φD
′
D is the comparison
morphism between the chain complexes. A dimension calculation shows that the comparison
moduli space Pcomp(x, y′, λ), with |y′| = 0 has dimension zero if and only if |x| = −µ(λ) = 0.
In other words, there are no non-empty moduli spaces of dimension zero connecting a critical
point x 6= x0 of f to a critical point y′ of f ′ of index zero, and for x 6= x0
V,D′ ◦ φD′D (x) = 0 = V,D(x).
If x = x0 and |y′| = 0, then µ(λ) must be zero, and
V,D′ ◦ φD′D (x0) = V,D′
 ∑
|y′|=0
δcomp=0
#Pcomp(x0, y′, 0)y′

=
∑
|y′|=0
δcomp=0
#Pcomp(x0, y′, 0).
(8)
Recall that the moduli spaces were defined using a Morse cobordism (F,G) between (f, ρ)
and (f ′, ρ′). Notice that
∑
|y′|=0
δcomp=0
#Pcomp(x0, y′, 0)y′ is the Morse part of the differential for the
Morse function F of the critical point x0 of F . As a critical point of F , x0 has index one and
it lies on the boundary. Standard Morse theoretic arguments show that the Morse differential
of x0 is exactly one critical point of F of index zero. Therefore,
∑
|y′|=0
δcomp=0
#P(x0, y′, 0) = 1,
which proves the statement. 
4.9. The quantum product.
Proposition 4.24. There exists a Λ-bilinear map
∗ : Q+Hi(V, S)⊗Q+Hj(V, S) → Q+Hi+j−(n+1)(V, S)
α⊗ β 7→ α ∗ β,
which endows Q+H∗(V, S) with the structure of a (possibly non-unital) ring. Moreover, if
S = ∂V the product turns Q+H∗(V, ∂V ) into a ring with a unit.
The underlying moduli spaces are:
Definition 4.25. Fix three Morse functions f , f ′ and f ′′ on V respecting the exit region S,
a Riemannian metric ρ and an almost complex structure J ∈ JW . Let x, y and z be critical
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points of f , f ′ and f ′′, respectively. Let λ be a class in HD2 (E, V ) ⊂ H2(E, V ). Consider the
space of all tuples (u,u′,u′′, v) that satisfy:
(i) v : (D, ∂D)→ (E, V ) is a J-holomorphic disk, possibly constant. v is also called the
core of (u,u′,u′′, v).
(ii) Denote x˜ = v(e−2pii/3), y˜ = v(e2pii/3) and z˜ = v(1). The points x˜, y˜ and z˜ are
not critical points. Then: u ∈ Pprl(x, x˜, ξ; J, ρ, f), u′ ∈ Pprl(y, y˜, ξ′; J, ρ, f ′), u′′ ∈
Pprl(z˜, z, ξ′′; J, ρ, f ′′), for some ξ, ξ′, ξ′′ ∈ HD2 (E, V ).
(iii) ξ + ξ′ + ξ′′ + [v] = λ.
Denote by Pprod(x, y, z, λ; f, f ′, f ′′, ρ, J) the space of all such sequences. An element in this
space is called a figure-Y pearly trajectory from x and y to z. In other words Pprod(x, y, z, λ; f, f ′, f ′′, ρ, J)
is a moduli space modeled over a planar tree with two entries x and y, one exit z and one
vertex of valence three with three marked points on the boundary.
The virtual dimension of Pprod(x, y, z, λ; f, f ′, f ′′, ρ, J) is
δprod(x, y, z, λ) := |x|+ |y| − |z|+ µ(λ)− (n+ 1).
Suppose that Assumption G 2. holds. By Theorem 4.19 for generic J and if the virtual
dimension δprod(x, y, z, λ) ≤ 1, the moduli spaces Pprod(x, y, z, λ) form smooth manifolds of
dimension equal to their virtual dimension, and they are compact if δprod(x, y, z, λ) = 0.
The quantum product on the chain level is defined by counting the elements in the zero
dimensional moduli spaces of figure-Y pearly trajectories. More precisely, for every x ∈
Crit(f), y ∈ Crit(f ′) we set
x ∗ y :=
∑
z,λ
δprod=0
#Pprod(x, y, z, λ; f, f ′, f ′′, ρ, J)ztµ(λ), (9)
where the sum runs over all z ∈ Crit(f ′′) and λ ∈ HD2 (E, V ), such that δprod(x, y, z, λ) = 0.
Lemma 4.26. For a generic choice of data, the operation in (9) is well-defined and it is a
chain map. It induces a product in homology, which is independent of the choices made in
the construction.
Proof. By Theorem 4.19 we can refer to [BC07] for details. 
Lemma 4.27. The product
∗ : Q+Hi(V, S)⊗Q+Hk(V, S)→ Q+Hi+k−(n+1)(V, S)
is associative.
Proof. We want to define a moduli spaces Pτ modeled over trees τ of some specific type and
show that
ξ : C+((V, S); f)⊗ C+((V, S); f ′′+((V, S); f ′′)→ C+((V, S); f)
defined by
ξ(x⊗ y ⊗ z) :=
∑
w,λ
δτ=0
#Pτ (x, y, z, w)wtµ(λ),
is a chain homotopy ξ : ((− ∗ −) ∗ −) ' (− ∗ (− ∗ −)). A tree of type τ have three entries,
labeled by critical points of f , f ′ and f ′′ respectively. The tree has one exit, labeled by a
critical point of f . It is easy to see that the tree must have either two vertices of index three,
that correspond to disks with three boundary marked points, or one vertex, corresponding
to a disk with four boundary marked points. The vertices are all labeled by elements of
H2(E, V ). See [BC07] for details. 
For the existence of a unit −∇f has to point outwards along the boundary ∂V .
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Lemma 4.28. There exists a Morse function f on V with a single maximum m and such
that −∇f points out along ∂V .
Proof. We can use the Morse function −f , where f was defined in 4.21. 
Lemma 4.29. There exists a canonical element e(V,∂V ) ∈ Q+Hn+1(V, ∂V ), which is a unit
with respect to the quantum product, i.e. e(V,∂V ) ∗ x = x for every x ∈ Q+H∗(V, ∂V ).
Proof. Let f be a Morse function with a single maximum m. Then m represents the unit in
Q+H∗(V, ∂V ). Any non-void moduli space Pprod(m,x, λ) with µ(λ) > 0 has dimension
|m| − |x|+ µ(λ)− 1 = (n+ 1)− |x|+ µ(λ)− 1 ≥ (n+ 1)− n+ 2− 1 = 2.
Thus, we may assume λ = 0, which corresponds to computing the Morse differential. Since
Hn+1(V, ∂V ) ∼= Z2 the critical point m must be a cycle. By a similar dimension argument
it is easy to see that m is not a boundary either. (This is true if we work with Λ+. For
coefficients in Λ the element represented by m might be zero, in which case the quantum
homology is narrow.)
Choose (f, f ′, f ′′, ρ) in generic position. We may assume f ′ = f ′′. On the chain level
m ∗ y = ∑
z,λ
δprod=0
#Pprod(m, y, z, λ)ztµ(λ).
Since f ′ = f ′′, we see that the figure-Y pearly trajectory gives rise to a pearly trajectory
from y to z. The identity
0 = δprod(m, y, z, λ) = |m|+ |y| − |z|+ µ(λ)− (n+ 1)
implies
0 = |y| − |z|+ µ(λ),
since |m| = n+ 1. Assume that |y| 6= |z| and µ(λ) 6= 0, then
δprl(y, z, λ) = |y| − |z|+ µ(λ)− 1 < 0,
which is a contradiction. We conclude that µ(λ) = 0 and |y| = |z|. Thus, y = z and since
m is the only maximum of f there exists a unique flow line of −∇f starting at m and going
through y = z. Therefore
m ∗ y =
∑
z,λ
δprod=0
#Pprod(m, y, z, λ)ztµ(λ) = y.
It is left to show that the definition of the unit on the chain level is canonical. Choose
another Morse function f ′ and suppose m′1, · · · ,m′k are all the index n+ 1 critical points of
f ′. Let (F,G) be a Morse cobordism between (f, ρ) and (f ′, ρ′). Then m is the unique critical
point of F of index n+ 2. For a critical point y of f ′ the dimension of the comparison moduli
space Pcomp(m, y′, λ) is
|m| − |y′|+ µ(λ) = (n+ 1)− |y′|+ µ(λ).
This is only zero if µ(λ) = 0 and |y′| = n + 1. Moreover, Morse theoretic arguments show
that for all i = 1, · · · , k there exists exactly one gradient trajectory of −∇F from m to m′i.
In other words, we have φD′D (m) = m
′
1 + · · ·+m′k. 
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4.10. The ambient quantum homology. If the Lagrangian V ⊂ E is monotone then E
is spherically monotone in the sense that there exists a constant ν > 0 such that
Ω(λ) = νc1(λ), ∀λ ∈ pi2(E),
where c1 ∈ H2(E) is the Chern class of the tangent bundle TE. This constant is related to
the monotonicity constant by ν = 2τ . Define the minimal Chern number of E:
CE := min{c1(λ) > 0|λ ∈ pi2(E)}.
Let h be a Morse function on E such that −∇h points out along ∂vE and in along ∂hE. Let
Γ := Z2[s, s−1], where |s| := −2CM and set Q+H(E, ∂vE) := H(E, ∂vE) ⊗ Γ. (If CE = ∞
take Γ := Z2.) Since NV |2CE we can also work with the coefficient ring Λ := Z2[t, t−1], where
|t| = −NV . Define the Morse complex
C+((E, ∂vE), h, ρE ; Λ) = Z〈Crit(h)〉 ⊗ Λ.
Then the embedding Γ ↪→ Λ : s 7→ t2CE/NV induces an isomorphism
Q+H(E, ∂vE; Λ) := Q+H(E, ∂vE)⊗Γ Λ ∼= H∗(C+((E, ∂vE), h, ρE ; Λ)).
Proposition 4.30. There exists a bilinear map
©∗ : Q+Hi(E, ∂vE)⊗Q+Hj(E, ∂vE)→ Q+Hi+j−(2n+2)(E, ∂vE)
that turns Q+H∗(E, ∂vE) in to a (possibly non-unital) ring. If the generic fiber (M,w) is
compact without boundary (or equivalently ∂hE = ∅ and ∂E = ∂vE) then this ring is unital
and the unit e(E,∂E) corresponds to the fundamental class [E, ∂E] ∈ H∗(E, ∂E).
Let g, g′ and g′′ be Morse functions on (E, ∂vE), and their negative gradient should
point outwards along ∂vE and inwards along ∂hE. The quantum product can be defined by
counting the elements of a moduli spaces modeled over trees with two entries and one exit
point and one vertex of valence three corresponding to a J-holomorphic sphere. The entry
points correspond to two critical points x and y of g and g′ respectively and the exit point
is a critical point z of g′′. The edges of the tree correspond to the flow lines of the negative
gradient of the corresponding Morse functions. Compare this with Definition 4.25. We denote
these moduli spaces by Mprod(x, y, z, λ; g, g′, g′′, J, ρ). Let x ∈ Crit(g) and y ∈ Crit(g′) be
two critical points. Then
x©∗ y :=
∑
z,λ
#Mprod(x, y, z, λ; g, g′, g′′)ztµ(λ), (10)
where the sum runs over all z ∈ Crit(g) and λ, such that Mprod(x, y, z, λ) is 0-dimensional.
Lemma 4.31. For a generic choice of data, the operations (10) are well-defined and their
linear extensions define chain maps. They induce a product on Q+H∗(E, ∂vE), which is
independent of the choices made in the constructions.
Proof. By Lemma 4.18 and Theorem 4.19 the proof is equivalent to the proof given in [MS12].

4.11. The module structure. We want to endow the quantum homology Q+H(V, S) with
the structure of a module over the ring Q+H∗(E, ∂vE).
Proposition 4.32. There exists a bilinear map
? : Q+Hi(E, ∂
vE)⊗Q+Hj(V, S)→ Q+Hi+j−(2n+2)(V, S),
which endows Q+H∗(V, S) with the structure of a two-sided algebra over the (possibly non-
unital) ring Q+H∗(E, ∂vE).
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4.11.1. The module structure of Q+H∗(V, ∂V ) over Q+H∗(E, ∂vE). We can define a module
structure of the quantum homology Q+H∗(V, S) over the ring Q+H∗(E, ∂vE).
Definition 4.33. Let f : V → R be a Morse function on V respecting the exit region S and
h : E → R a Morse function on E respecting the exit region ∂vE. Furthermore, let ρE, ρV
be Riemannian metrics on E, V respectively and J ∈ JW an almost complex structure. Let
φht and φ
f
t denote the flow for the negative gradient of h and f respectively. Let x, y be two
critical points of f and let a be a critical point of h. Let λ ∈ HD2 (E, V ) be a class, possibly
zero. Consider the space of all sequences (u1, . . . ul; k) of every possible length l ≥ 1,where
(1) 1 ≤ k ≤ l.
(2) ui : (D, ∂D)→ (E, V ) is a J-holomorphic disk for every 1 ≤ i ≤ l, which is assumed
to be non-constant, except possibly if i = k.
(3) u1(−1) ∈W ux (f).
(4) For every 1 ≤ i ≤ l − 1 there exists 0 < ti <∞ such that φfti(ui(1)) = ui+1(−1).
(5) ul(1) ∈W sy (f).
(6) uk(0) ∈W ua (h).
(7) [u1] + · · ·+ [ul] = λ.
Two elements (u1, . . . ul; k) and (u
′
1, . . . u
′
l′ ; k
′) in this space are viewed as equivalent if l = l′,
k = k′ and for every i 6= k there exists an automorphism σi ∈ Aut(D) fixing −1 and 1 such
that σi ◦ ui = u′i. The space of all such elements (u1, . . . ul; k) modulo the above equivalence
relation is denoted Pmod(a, x, y, λ;h, ρE , f, ρV , J). It is modeled over planar trees with two
entries x and a, one exit y and one vertex of valence three with two marked points on the
boundary and one marked point in the interior.
The virtual dimension is δmod(a, x, y, λ) := |a|+ |x| − |y|+ µ(λ)− (2n+ 2). On the chain
level for a ∈ Crit(g) and x ∈ Crit(f) we define
a ? x :=
∑
y,λ
δmod(a,x,y,λ)=0
#Z2Pmod(a, x, y, λ; g, ρE , f, ρV , J)ytµ(λ), (11)
where the sum is taken over the critical points y ∈ Crit(f), such that the corresponding
moduli spaces have dimension zero.
Lemma 4.34. For a generic choice of the data the map in (11) is well-defined and a chain
map. It induces a map in homology
? : Q+Hi(E, ∂
vE)⊗Q+Hj(V, S)→ Q+Hi+j−2n−2(V, S),
which is independent of the choice of the data.
Proof of Lemma 4.34. Applying the Lemma 4.11 we see that the proof given in [BC07] adapts
to our setting. 
The following properties show that this product gives Q+H∗(V, S) the structure of a two-
sided algebra over Q+H∗(E, ∂hE).
Lemma 4.35. For every a, b ∈ Q+H∗(E, ∂vE) and for every x ∈ Q+H∗(V, S) the following
properties are fulfilled.
(i) (a©∗ b) ? x = a ? (b ? x)
(ii) e(E,∂E) ? x = x if the fibers of E are closed.
For any a ∈ Q+H∗(E, ∂vE) and any x, y ∈ Q+H∗(V, ∂V ) we have:
(iii) a ? (x ∗ y) = (a ? x) ∗ y and
(iv) a ? (x ∗ y) = x ∗ (a ? y).
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Proof. The proof of point (i), (iii) and (iv) are very similar to the proof of the associativity
of the product, and we omit it. However, we note that once again due to Lemma 4.18 a proof
for the non-compact setting ([BC07]) directly generalizes to this case. For point (ii) notice
that if a ∈ Crit2n+2 represents the unit then δ(a, x, y, λ) = 2n+ 2 + |x| − |y|+ µ(λ) is zero if
and only if |x| = |y| and λ = 0. Therefore, the only pearly trees that contribute to [E, ∂E]?x
are the classical Morse theoretic ones and in fact we can see that x = y, which proves the
statement. 
4.12. The inclusion.
Proposition 4.36. There exists a Q+H∗(E, ∂vE)- linear inclusion map
i = i
(E,∂hE)
(V,S) : Q
+H∗(V, S)→ Q+H∗(E, ∂vE),
which extends the inclusion in singular homology.
The necessary moduli spaces are:
Definition 4.37. Fix Morse functions h : E → R respecting the exit region ∂vE and f :
V → R respecting the exit region S. Furthermore, let ρE, ρV be Riemannian metrics on E,
V respectively and J ∈ JW an almost complex structure. Let φht and φft denote the flow for the
negative gradient of h and f respectively. For x ∈ Crit(f), a ∈ Crit(h) and λ ∈ HD2 (E, V )
consider the space of all sequences (u1, . . . , ul) of every possible length l ≥ 1 such that:
(1) ui : (D, ∂D) → (E, V ) is a J-holomorphic disk for 1 ≤ i ≤ l. All disks but possibly
the l-th one are non-constant.
(2) u1(−1) ∈W ux (f).
(3) For all 1 ≤ i ≤ l − 1 there exists 0 < ti <∞ such that φfti(ui(1)) = ui+1(−1).
(4) ul(0) ∈W sa (h).
(5) [u1] + . . .+ [ul] = λ.
Two elements (u1, . . . , ul) and (u
′
1, . . . , u
′
l′) are considered equivalent if l = l
′ and for all
1 ≤ i ≤ l − 1 there exists σi ∈ Aut(D) with σi(−1) = −1, σi(1) = 1 and such that
ui ◦ σi = u′i. After modding out by this equivalence relation we obtain the moduli space
Pinc(x, a;λ; (h, ρE , f, ρV , J)).
The virtual dimension of Pinc(x, a;A; (h, ρE , f, ρV , J)) is δinc(x, a;λ) = |x| − |a| + µ(λ).
Put
i : C+((V, S); f, ρ, J) −→ C+((E, ∂vE);h, ρ, J)
x 7−→
∑
a,λ
δinc(x,a,λ)=0
#Z2Pinc(x, a, λ; f, h)atµ(λ) .
Proof of Proposition 4.36. By Theorem 4.19, the proof given in [BC07] still works for the non-
compact case. To show Q+H∗(E, ∂vE)-linearity, the goal is to construct a chain homotopy
ξ : C+((V, S); f, ρ, J)⊗ C+((E, ∂vE);h, ρE ; J)→ C+((E, ∂vE);h; ρE ; J) (12)
between i(− ? −) and − ? i(−). For this we define a new moduli space PT (a, x, b) modeled
over trees with two entry points, one labeled by −∇f and the other labeled by −∇h, and one
exit, labeled by −∇h. For generic choices of the data the moduli space fulfils the necessary
regularity conditions and a boundary description of the one-dimensional version of this moduli
space yields the chain homotopy 12. As for the moduli space Pmod we need to perform some
Hamiltonian perturbations to show the identity.
We briefly sketch the definition of the moduli space PT (a, x, b). The trees describing the
elements in PT (a, x, b) have only vertices of valence two, except one vertex with valence three.
The vertices of valence two correspond to either a J-holomorphic disks with two marked
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points on the boundary, one entry and one exit of a flow line of −∇f , or it corresponds to a
J-holomorphic disk with one marked point on the boundary (entry point of −∇f) and one
marked point in the interior (exit point of −∇h). The vertex of valence three may correspond
to a J-holomorphic disk or to a J-holomorphic sphere. There are three possibilities for vertices
of valence three. Firstly, a disk with two entry points on the boundary (one for −∇f and
one for −∇h) and one exit point on the boundary (also labeled by −∇h). Secondly, a disk
with one entry point on the boundary (labeled by −∇f), an entry point in the interior of the
disk (corresponding to a flow line of −∇h) and an exit point for −∇h also in the interior of
the disk. As always, trivial disks and spheres are allowed as long as they are stable. 
Remark 4.38. There also exists an inclusion
iEV : Q
+H∗(V, S)→ Q+H∗(E),
and the proof is the same as above. Similarly, we can show that there exists a module action
? : Q+H∗(E)⊗Q+H∗(V, S)→ Q+H∗(V, S),
and iV is a Q
+H∗(E)-module morphism.
Lemma 4.39. Let [V, ∂V ] ∈ Hn+1(V, ∂V ) be the fundamental class and by abuse of notation
denote its image under the classical inclusion in Hn+1(E, ∂
hE) also by [V, ∂V ]. Then
i
(E,∂vE)
(V,∂V ) (e(V,∂V )) = [V, ∂V ].
Proof. Let m be the unique maximum of a Morse function f with −∇f pointing outwards
along ∂V . Consider an element in Pinc(m, a;λ;h, f, J) with δinc(m, a;λ) = |m|−|a|h+µ(λ) =
0 and assume that µ(λ) 6= 0. Let uk be the disk corresponding to the last vertex in the tree.
Reversing the arrow on the flow line from the last disk to the critical point a and adding the
unique flow line from uk(1) to the maximum m yields an element in Pmod(m, a,m;λ;−h, f, J).
As a critical point of −h the index of a is |a|−h = 2n−2−|a|h. The latter moduli space then
has dimension δmod(m, a,m;λ) = |m| + |a|−h − |m| + λ − (2n + 2) = −|a|h + µ(λ), which is
equal to −n− 1, since we assumed that δinc(m, a;λ) = 0. This is a contradiction and hence
λ must be zero. 
Lemma 4.40. If S = ∅, then the inclusion map from Proposition 4.36 satisfies the property
〈h∗, iEV (x)〉 = V (h ? x), (13)
for every x ∈ Q+H∗(V ), h ∈ Q+H∗(E, ∂vE) and where 〈, 〉 denotes the Kronecker pairing.
Proof. Let x0 denote the minimum of f . (We may assume it to be unique by Lemma 4.21).
There exists a bijection between the moduli spaces
b : Pinc(x, a; f, h)→ Pmod(a, x, xo; f,−h).
Given a tree T describing an element in Pinc(x, a) the tree describing the corresponding
element in Pmod(a, x, x0) is obtained by reversing the direction of the last edge in T and then
adding an edge to the last vertex of valence two (making it a vertex of valence three). This
last edge ends at a vertex labeled by x0. This description makes sense, because x0 is the
unique minimum and thus the point uk(1) of the last disk belongs to the unstable manifold
of x0. Also, if reversing the direction of the gradient flow of −∇h corresponds to choosing
the Morse function −h instead of h. Now by the definition of V and the Kronecker pairing,
the Lemma follows. 
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4.13. Duality. We start this section by introducing some notation from [BC07]. Let (C, ∂)
be a chain complex over Λ+. Let C := HomΛ+((C; f, ρ, J),Λ+) such that the dual of x has
index |x∗| := −|x| and the differential is given by
〈∂∗g, x〉 := 〈g, ∂x〉. (14)
We denote by sjC the j’th suspension of the complex C, i.e. (sjC)k := Ck−j .
Remark 4.41. Let C∗ denote the cochain complex, which is dual to C, namely it is defined
by Ck := HomZ2(Ck,Z2)⊗Λ+, where the grading is given by |x∗| = |x| and the differential is
the adjoint of the differential of C. Notice that the chain complex C is the same as C∗, only
with opposite signs in the grading. Therefore, we have isomorphisms of the following form
Hk(s
(n+1)C) ∼= Hk−(n+1)(C) ∼= H(n+1)−k(C∗).
In particular, we define Q+H(n+1)−k(V, S) to be the k’th cohomology of the cochain complex
C+((V, S); f, ρ, J,Λ+)∗.
Q+H(n+1)−k(V, S) := Hk(C+((V, S); f, ρ, J,Λ+)∗).
Proposition 4.42. Let f ′ and f be two Morse functions respecting the exit region S and in
generic position. There exist a degree preserving chain morphism
η : C+((V, S); f ′, ρ, J)→ s(n+1)(C+(V, ∂V \ S);−f, ρ, J)),
which descends to an isomorphism in homology. By remark 4.41 this induces an isomorphism
η : Q+Hk(V, S)→ Q+H(n+1)−k(V, ∂V \ S). (15)
The corresponding (degree −(n+ 1)) bilinear map
η˜ : Q+Hk(V, S)⊗Q+Hn+1−k(V, ∂V \ S) → Λ+
x⊗ y 7→ [η(x)(y)] (16)
coincides with V (x ∗ y). Here, Λ+ denotes the chain complex, with Λ+ in degree zero, and
zero otherwise and with trivial differential. In particular, η˜(x⊗ y) = 0 if |x|+ |y| 6= n+ 1.
Proof. As always, by Theorem 4.19 this proof is a generalization of the proof given in [BC07].
Let f be a Morse function respecting the exit region S, then −f is a Morse function
respecting the exit region ∂V \ S. We have a basis preserving isomorphism ι between
C+((V, S); f, ρ, J,Λ+) and s(n+1)C+((V, ∂V \ S);−f, ρ, J,Λ+) defined as follows. It takes a
critical point x of f of index k and sends it to the same critical point, now seen as a critical
point of −f . As a generator in s(n+1)C+((V, ∂V \ S);−f, ρ, J,Λ+), the critical point x has
index −(n+ 1− k) + (n+ 1) = k. Moreover, ι is a chain morphism. We then compose ι with
the comparison morphism φ : C+((V, S); f ′, ρ, J,Λ+)→ C+((V, S); f, ρ, J,Λ+), which induces
a canonical isomorphism in homology. The composition η := ι◦φ : C+((V, S); f ′, ρ, J,Λ+)→
s(n+1)C+((V, ∂V \S);−f, ρ, J,Λ+) induces an isomorphismQ+Hk(V, S)→ Q+H(n+1)−k(V, ∂V \
S). This proves the first part of the theorem.
We prove the identity η˜(x ⊗ y) = V (x ∗ y). Instead of working with the comparison
chain morphism φ : C+((V, S); f) → C+((V, ∂V \ S);−f) that we consider above, it is
enough to take any comparison morphism φ : C+((V, S); f ′) → C+((V, ∂V \ S); f), where
f ′ is in generic position to f . In fact, we could even work with any comparison chain
morphism ψ : C+((V, S); f ′) → C+((V, ∂V \ S); f) and we will in the following define ψ in
a particularly useful way. For this we introduce yet another moduli space. It is modeled on
linear trees similar to the pearly trajectories, except that one edge corresponds to a marked
point instead of a pseudo-holomorphic disk. The linear tree connects a critical point x of
the Morse function f ′ respecting the exit region S to a critical point y of a Morse function
g also respecting the exit region S. All edges between x and the marked point are labeled
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by the negative gradient flow lines of f ′ and all edges between the marked point and y are
labeled by the negative gradient flow lines of f . We call these moduli spaces P !(x, y; f ′, g)
and their virtual dimension is |x| − |y|+ µ(λ). Counting the zero dimensional moduli spaces
P !(x, y; f ′,−f) gives defines the chain map ψ, which is chain homotopic to φ. Moreover,
< ψ(x), y >=< φ(x), y >= ι ◦ φ(x)(y).
Let f˜ ′′ be a Morse function respecting the exit region ∅. In particular, we may as-
sume that f˜ ′′ has a unique minimum m inside V . Consider the moduli spaces of the type
Pprod(x, y,m; f ′,−f, f ′′). The zero-dimensional moduli spaces of this sort compute V (x ∗ y).
In dimension zero, the moduli spaces Pprod(x, y,m; f ′,−f, f ′′) and P !(x, y; f ′, f) are in bijec-
tion. Indeed, if dimPprod(x, y,m) = 0, the central disk with valence three is constant and
there is a unique flow line of −∇f ′′ from this point to m. 
4.14. Proof of Theorem 4.8. In this section we prove the existence of a long exact sequence
as in 4.8. For Z2[t] coefficients this was proved by [BC13]. Recall that R ∈ R is a constant
such that V is cylindrical outside of [−R,R]× R ⊂ Wc ⊂ C. Let S be the union of some of
the ends of VR := V |pi−1([−R,R]×R), i.e.
S = (
∐
i∈I−
{(−R, a−i )} × L−i ) ∪ (
∐
j∈J+
{(R, a+j )} × L+j ),
where I− ⊂ {1, . . . k−} and J+ ⊂ {1, . . . k+}.
Proposition 4.43 ([BC13]). Assume that R = Z2 and hence Λ+ = Z2[t]. There exists a
long exact sequence
. . .
δ // Q+H∗(S)
i∗ // Q+H∗(V )
j∗
// Q+H∗(V, S)
δ // Q+H∗−1(S)
i∗ // . . .
More generally, if A and B are collections of connected components of ∂V , such that A∩B =
∅, then there exists a long exact sequence
. . .
δ // Q+H∗(A)
i∗ // Q+H∗(V,B)
j∗
// Q+H∗(V,A)
δ // Q+H∗−1(A)
i∗ // . . .
We define a special class of Morse functions on the cobordisms, which is used to prove the
existence of the long exact sequence in 4.8.
Definition 4.44 (see [BC13]). Take a small extension of VR, namely VR+ := V ∩(pi−1[−R−
, R+ ]). Denote by
SR+ := (
∐
i∈I−
{(−R− , a−i )} × L−i ) ∪ (
∐
j∈J+
{(R+ , a+j )} × L+j )
the corresponding union of connected components of ∂VR+. Let f : VR+ → R be a Morse
function on VR+, such that −∇f is transverse to the boundary ∂VR+ and points out along
SR+ and in along ∂VR+ \ SR+. Moreover, we want f to fulfil the following properties.
f(t, a+j , p) = f
+
j (p) + σ
+
j (t) σ
+
j : [R,R+ ]→ R, p ∈M, j = 1, . . . , k+,
f(t, a−i , p) = f
−
i (p) + σ
−
i (t) σ
−
i : [−R− ,−R]→ R, p ∈M, i = 1, . . . , k−,
,
where f+j : L
+
j → R and f−i : L−i → R are Morse functions on L+j and L−i respectively. The
functions σ+j and σ
−
i are also Morse, each with a unique critical point and satisfying
(i) σ+j (t) is a non-constant linear function for t ∈ [R+ 34 , R+] and σ+j (t) is decreasing in
this interval if j ∈ J+ and increasing if j ∈ {1, . . . , k+}\J+. Furthermore σ+j (t) has a
unique critical point at R+ 2 of index 1 if i ∈ J+ and of index 0 if j ∈ {1, . . . , k+}\J+
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(ii) σ−i (t) is a non-constant linear function for t ∈ [−R − ,−R − 34 ] and σ−i (t) is in-
creasing in this interval if i ∈ I− and decreasing if i ∈ {1, . . . , k−} \ I−. Furthermore,
σ−i (t) has a unique critical point at −R − 2 of index 1 if i ∈ I− and of index 0 if
i ∈ {1, . . . , k−} \ I−
We call such a function on VR+ a Morse function adapted to the exit region SR+. By abuse
of notation we also say that f is a Morse function on V adapted to the exit region S. Let N
be the neighbourhood of SR+ given by
N :=
∐
i∈I−
[−R− ,−R− 3/8]× {a−i } × L−i
∐
j∈J+
[R+ 3/8, R+ ]× {a+j } × L+j .
Then the set U is defined by U := VR+ \N .
−R −  −R
σ−i
−R − /2
i /∈ I−
−R −  −R
N U
σ−i
−R − /2
i ∈ I−
R R + 
σ+j
R + /2
j /∈ J+
R R + 
NU
σ+j
R + /2
j ∈ J+
Figure 3. The functions σ−i and σ
+
j .
If we take coefficients in Λ+ := Z2[t] this Morse function implies the existence of the
following short exact sequence of chain complexes, which is used to prove 4.43. (See [BC13])
0 // C+k (U ; f |U , J)
j
//
dU

C+k ((VR+, SR+); f, J)
δ //
d(VR+,SR+)

C+k−1(SR+/2; f |SR+/2 , J)
dSR+/2

// 0
0 // C+k−1(U ; f |U , J)
j
// C+k−1((VR+, SR+); f, J)
δ // C+k−2(SR+/2; f |SR+/2 , J) // 0.
(17)
Remark 4.45. Notice that the connecting homomorphism in homology coming from the
short exact sequence of chain complexes (17) gives us the inclusion map i∗ : Q+H∗(S) →
Q+H(V ). In singular homology the connecting homomorphism is the one between the ho-
mologies H∗(V, S) and H∗−1(S) and it is often denoted by δ. However, in the case of quantum
homology the map δ is not the connecting homomorphism.
In order to generalize this proof to arbitrary rings we need to bear in mind the orientations
of the moduli spaces. The map j : C+∗ (U ; f |U , J) ↪→ C+∗ ((V, S); f, J) is just an inclusion of
subcomplexes and hence the orientations of the moduli spaces behave well. For the map δ
this is not obvious and shall be investigated below.
LAGRANGIAN COBORDISM, LEFSCHETZ FIBRATIONS AND QUANTUM INVARIANTS 41
Orientations of the moduli spaces on the boundary of V . Working with rings of characteristic
other than two the moduli spaces need to be endowed with orientations. Recall that the
orientations of the moduli spaces of pseudo-holomorphic disks are defined using a fixed spin
structure on the Lagrangian submanifold. For a precise definition we refer to [MS12]. Let
M(λ; J ; (E, V )) be the moduli spaces of JE-holomorphic disks of class λ in (E, V ) and endow
it with the orientation induced by the spin structure on V . Given a spin structure on the
Lagrangian cobordism V there is a canonical way to define a spin structure on its boundary
components. For a description the reader is referred to [LM89]. Let M(λ; J ; (M,L)) be
the moduli space of JM -holomorphic disks of class λ in (M,L) and endow M(λ; J ; (M,L))
with the orientation coming from the spin structure on L. The spaceM(λ; J ; (M,L)) is also
oriented as a submanifold ofM(λ; J ; (E, V )). To establish the short exact sequence of chain
complexes in Proposition 4.50 we have to show that these two orientations match.
Lemma 4.46. The orientation of M(λ; J ; (E, V )) restricted to the set of J-holomorphic
curves contained in (M,L) is the same as the orientation of M(λ; J ; (M,L)) coming from
the spin structure on L.
In order to prove this lemma we need to briefly recall the construction of the orientation
of M(λ; J ; (E, V )).
Proposition 4.47 ([FOOO09]). Let E be a complex vector bundle over a disk D2. Let F be
a totally real subbundle of E|∂D2 over ∂D2. We denote by ∂(E,F ) the Dolbeault operator on
D2 with coefficients in (E,F ),
∂(E,F ) : W
(1,p)(D2, ∂D2;E,F )→ Lp(D2;E). (18)
Assume F is trivial and take a trivialization of F over ∂D2. Then the trivialization induces
a canonical orientation of the index bundle Ker∂(E,F ) − Coker∂(E,F ).
If a Lagrangian submanifold L ⊂ M is oriented then (u|∂D2)∗TL is trivial. Indeed, TL is
trivial over the 1-skeleton of V and by a cellular approximation argument we may assume
that TL is trivial over the image of u|∂D2 . Thus, we can apply proposition 4.47 to the case
(E,F ) = (u∗TM, (u|∂D2)∗TL). This gives us a pointwise orientation of the index bundle of
the Dolbeault operator ∂(E,F ). Since the orientation of the index bundle of ∂(E,F ) depends
only on the trivialization of (u|∂D2)∗TL, it therefore depends only on the spin structure on L.
In [FOOO09] it is shown that with a choice of a spin structure on L the pointwise orientation
from the proposition 4.47 can be extended in a unique way to give a consistent orientation
of the index bundle. The orientation of the index bundle then induces an orientation of the
determinant bundle of the linearized operator D∂u of the J-holomorphic curve equation. The
determinant bundle of a Fredholm operator is defined as
det(D∂u) := det(CokerD∂u)
∗ ⊗ det(KerD∂u).
Proof of Lemma 4.46. By the construction of the orientation of the moduli spaces, (which
is described in [FOOO09],) it suffices to show that the orientations of the determinant line
bundles of the linearized operators coincide. Let u˜ ∈ M(λ; J ; (E, V )) be a J-holomorphic
disk that is mapped to W ×M . (Compare with section 4.1.) In particular, we may assume
that J = i⊕ J and pi(u˜) is a constant. Then the linearization of the operator D∂u˜ splits into
D∂uC ⊕D∂u, where u ∈ M(λ; J ; (M,L)) and uC is a constant curve in C. We compute the
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determinant line bundle:
det
(
D∂u˜
)
= det
(
CokerD∂u˜
)∗ ⊗ det (KerD∂u˜)
= det
(
CokerD∂uC ⊕ CokerD∂u
)∗ ⊗ det (KerD∂uC ⊕KerD∂u)
= det
(
CokerD∂u
)∗ ⊗ det (CokerD∂uC)∗ ⊗ det (KerD∂uC)⊗ det (KerD∂u)
= det
(
CokerD∂uC
)∗ ⊗ det (KerD∂uC)⊗ det (CokerD∂u)∗ ⊗ det (KerD∂u) ,
where the last step follows, since D∂u is surjective and therefore the cokernel is trivial. Hence,
we have the identity
det
(
D∂u˜
)
= det
(
D∂uC
)⊗ det (D∂u) .
Restricting the trivialization of (u˜|∂D2)∗TV to a trivialization of (u|∂D2)∗TL, implies that
an orientation of the determinant bundle of D∂u˜ induces an orientation of D∂u. But this
trivialization is exactly the trivialization induced by the spin structure on L. Therefore, the
two orientations are equivalent. 
Let e1 : U → X and e2 : V → X be smooth maps between oriented manifolds, that are
transverse. We denote by U e1× e2 V := {(u, v) ⊂ U × V |e1(u) = e2(v)} the fiber product of
U and V with the orientation induced by the orientations of U , V and X.
Remark 4.48. Let e1 : U → X and e2 : V → X be smooth maps and X a submanifold
in Y . Denote by i : X → Y the inclusion and write e′1 : U → Y and e′2 : V → Y for the
compositions i ◦ e1 and i ◦ e2 respectively. Then:
U e1× e2 V = U e′1× e′2 V. (19)
Corollary 4.49. There are two ways to orient moduli spaces modeled over planar trees in
∂V . One is induced by the spin structure on V and the other one is induced by the spin
structure on L. These two orientations are the same.
The long exact sequence.
Proposition 4.50. Let V be an orientable and spin cobordism. Let R be a commutative
unital ring not necessarily with characteristic two. We work with Λ+R = R[t] coefficients.
There exists a long exact sequence in homology
. . .
δ // Q+H∗(S)
i∗ // Q+H(V )
j∗
// Q+H∗(V, S)
δ // Q+H∗−1(S)
i∗ // . . .
Proof. Let f : V → R be a Morse function adapted to the exit region S. It is easy to see
that C+∗ (U, f |U , J) is a subcomplex of C+∗ ((V, S; f, J) and hence the inclusion is a chain map.
The map δ is given by restriction and Lemma 4.46 implies that it is also a chain map. 
4.14.1. Properties of the long exact sequence and the quantum structures. We define a Morse
function, which is a small modification of Definition 4.44. The functions σ+j and σ
−
i at the
cylindrical ends of the cobordism corresponding to the set SR+ are defined with two instead
of one critical points.
Definition 4.51 ([BC13]). Let f be a Morse function on VR+ as in Definition 4.44, with
the only difference that σ+j and σ
−
i satisfy
(i) σ+j (t) is a non-constant linear function for t ∈ [R + 34 , R + ]. σ+j (t) is decreasing
in this interval if j ∈ J+ and increasing if j ∈ {1, . . . , k+} \ J+. Furthermore, if
j ∈ J+ then σ+j (t) has a critical point t+j,1 := R + 2 of index 1, and a critical point
t+j,0 := R +

4 of index 0. If j ∈ {1, . . . , k+} \ J+ then σ+j has a exactly one critical
point R+ 2 , which is of index zero.
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(ii) σ−i (t) is a non-constant linear function for t ∈ [−R− ,−R− 34 ]. σ−i (t) is increasing
in this interval if i ∈ I− and decreasing if i ∈ {1 . . . , k−} \ I−. Furthermore, if
i ∈ I− then σ−i (t) has a critical point t−i,1 := −R − 2 of index 1 and a critical point
t−i,0 := −R − 4 of index 0. If i ∈ {1 . . . , k−} \ I− then σi has a exactly one critical
point −R− 2 of index 0.
Now we define the sets N and U similarly as in Definition 4.44.
Throughout the rest of this section we will use the following notation. On a cylindrical
end [−R − ,−R]× {a−i } × L−i corresponding to a component of S the critical points are of
the form (t+i,1, a
−
i , p) or (t
−
i,0, a
−
i , p), where p is a critical point of f
−
i and t
−
i,1 = −R − /2,
t−i,0 = −R − /4. Similarly on a cylindrical end [R,R + ] × {a+j } × L+j corresponding to a
component of S the critical points are of the form (t+j,1, a
+
j , p) or (t
+
j,0, a
+
j , p), where p is a
critical point of f+j and t
+
j,1 = R + /2 and t
+
j,0 = R + /4. If we do not want to specify the
connected component of S, we will sometimes write (tι,0, aι, p) and (tι,1, aι, p), as well as fι
and Lι for ι ∈ I− ∪ J+. The functions σ−i and σ+j are illustrated in figure 4. Notice that
SR+/4 ⊂ U .
−R −  −R
U
σ−i
−R − /2
If i /∈ I− this corresponds to a component of ∂V \ S
−R −  −R
N U
σ−i
σ
−
i
(t
−
i,1
)
σ
−
i
(t
−
i,0
)
−R − /2
If i ∈ I− this corresponds to a component of S
R + R
U N
σ+j
σ
+
j
(t
+
j,1
)
σ
+
j
(t
+
j,0
)
R + /2
If j ∈ J+ this corresponds to a component of S
R R + 
U
σ+j
R + /2
If j /∈ J+ this corresponds to a component of ∂V \ S
Figure 4. The functions σ−i and σ
+
j .
Consider the two sets Crit(f)∩SR+/2 and Crit(f)∩SR+/4, where f is a function as given
in Definition 4.51. Then there is a natural identification between these two sets with a shift
in degree by one and given by (tι,1, aι, p) 7→ (tι,0, aι, p). Note that the index of (tι,1, aι, p) is
|p|+ 1 and the index of (tι,0, aι, p) is |p|.
Lemma 4.52. Suppose that S = ∂V . Then δ(e(V,∂V )) = ⊕i − eL−i ⊕j eL+j .
Proof. We choose a Morse function f as in Definition 4.51 with S = ∂V . Then −∇f is still
transverse to VR+ and points out along ∂VR+. Suppose f has a unique maximum m inside
the set V |[−R,R], which is possible by Proposition 4.28. In addition, assume that each f−i and
f+j are Morse functions on L
−
i and L
−
j , both with unique maxima m
−
i and m
+
j respectively.
Then
m˜−i,1 := (t
−
i,1, a
−
i ,m
−
i ) and m˜
+
j,1 := (t
+
j,1, a
+
j ,m
+
j )
are also maxima of f . We want to show that
m+ (−
∑
i
m˜−i,1 +
∑
j
m˜+j,1)
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is a cycle, and
e = [m] + [−
∑
i
m˜−i,1 +
∑
j
m˜+j,1] ∈ Q+H∗(V, ∂V ).
Fix a critical point m˜ι,1 = (tι,1, aι,mι) ∈ {m˜−i,1, m˜+j,1}i,j and compute d(m˜ι,1). By the choice
of the σ+j and σ
−
i we know that any pearly trajectory from a critical point in Crit(f)∩SR+/2
cannot get into the set V |[−R,R]×R. Hence, it has to end at a point in Crit(f) ∩ (SR+/2 ∪
SR+/4). Moreover, mι is a cycle in the complex C
+(SR+/2; f |SR+/2 , J), as we saw in the
proof of Lemma 4.29. Therefore it suffices to consider pearly trajectories in 0-dimensional
moduli spaces from m˜ι,1 ∈ Crit(f) ∩ SR+/2 to a critical point x := (tι,0, aι, p) ∈ Crit(f) ∩
SR+/4. And we have
δprl(m˜ι, x, λ; f) = |m˜ι| − |x|+ µ(λ)− 1 = 0.
Outside of the set V |[−R,R] the Morse function f is the sum of fk and σk, and thus we can
project to the last factor to get a pearly trajectory of fι in Lι, going from mι to p. Assume
p 6= mι. Computing the dimension of moduli space of the projected pearly trajectory, we get
δprl(mι, p, λ; fι) = |mι| − |p|+ µ(λ)− 1 = (|m˜ι| − 1)− |x|+ µ(λ)− 1 = −1,
which is a contradiction. Thus, d(m˜ι,1) = m˜ι,0 and therefore
d(−
∑
i
m˜−i,1 +
∑
j
m˜+j,1) = −
∑
i
m˜−i,0 +
∑
j
m˜+j,0.
It is left to show that d(m) =
∑
i
m˜−i,0 −
∑
j
m˜+j,0. A computation shows that for µ(λ) 6= 0
δprl(m, z, λ; f) = (n+ 1)− |z|+ µ(λ)− 1 ≥ (n+ 1)− n+ 2 > 0.
Thus, d(m) is equal to the Morse part of the differential, and hence |z| = n. At each
critical point of index n two trajectories of the negative gradient of f end. If z is one of
the critical points of index n on SR+/4, then one negative gradient is coming from m˜ι for
some m˜ι ∈ {m˜−i,1, m˜+j,1}i,j , and the other one therefore has to come from m, because it is
the only maximum within V |[−R,R]×R and −∇f is transverse to ∂V |[−R,R]×R and pointing
outwards. Clearly the moduli spaces Pprl(m, m˜ι,0; 0) and Pprl(m˜ι, m˜ι,0; 0) must have opposite
orientations. If z is contained in V |[−R,R]×R, then there are two flow lines from m to z, counted
with opposite signs. This proves that
d(m) =
∑
i
m˜−i,0 −
∑
j
m˜+j,0 = −d(−
∑
i
m˜−i,1 +
∑
j
m˜+j,1)
and thus
e(V,∂V ) = [m] + [−
∑
i
m˜−i,1 +
∑
j
m˜+j,1].
Now it is easy to conclude
δ(e(V,∂V )) = δ([m+ (−
∑
i
m˜−i,1 +
∑
j
m˜+j,1)]) =
∑
i
[−m−i ] +
∑
j
[m+j ] = ⊕i − eL−i ⊕j eL+j .

Lemma 4.53. The map δ in Proposition 4.50 is multiplicative with respect to the quantum
product ∗. In fact, the chain map δ satisfies δ(x ∗ y) = δ(x) ∗ δ(y).
Proof. Recall that the long exact sequence in Proposition 4.50 comes from the short exact
sequence
0 // C+(U ; f |U , J) j // C+((VR+, SR+); f, J) δ // C+(SR+/2; f |SR+/2 , J) // 0.
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The map δ : C+((VR+, SR+); f, J) → C+(SR+/2; f |SR+/2 , J) is given by restricting the
critical points of f to the critical points in f |SR+/2 . Recall that we defined the product
x ∗ y :=
∑
δprod(x,y,z,λ)=0
#Z2Pprod(x, y, z, λ)ztµ(λ). Note that for any point z ∈ Crit(f) ∩ SR+/2 the
space Pprod(x, y, z, λ) is non-empty if and only if x, y ∈ Crit(f) ∩ SR+/2. Indeed, the J-
holomorphic curves which are not completely contained in U have to be constant under pi by
Lemma 4.1. Moreover, a flow line of −∇f can not go from U to SR+/2 by the construction
of f . By Lemma 4.49 the signs of Pprod(x, y, z, λ; f) and Pprod(δ(x), δ(y), δ(z), λ; f |SR+/2))
coincide and we have δ(x ∗ y) = δ(x) ∗ δ(y). 
Lemma 4.54. The product ∗ on Q+H∗(V ) is trivial on the image of the inclusion i∗. In
other words, for any two elements a and b in Q+H∗(S) we have that i∗(a) ∗ i∗(b) = 0.
Proof. Recall that the map i is the connecting homomorphism of the following short exact
sequence
0 // C+k (U ; f |U , J)
j
//
dU

C+k ((VR+, SR+); f, J)
δ //
d(VR+,SR+)

C+k−1(SR+/2; f |SR+/2 , J)
dSR+/2

// 0
0 // C+k−1(U ; f |U , J)
j
// C+k−1((VR+, SR+); f, J)
δ // C+k−2(SR+/2; f |SR+/2 , J) // 0
We choose a Morse function f as in Definition 4.51. In particular −∇f is transverse to
∂V |[−R,R]×R and points out along ∂V |[−R,R]×R. Let p ∈ C+k−1(SR+/2; f |SR+/2 , J) be a cycle.
We consider the critical point xι,1 := (tι,1, aι, p) ∈ Crit(f) ∩ SR+/2. As in the proof of
Lemma 4.52 we can show that d(xι,1) = xι,0, where xι,0 := (tι,0, aι, p) ∈ Crit(f) ∩ S 
4
.
Moreover, xι,0 is a cycle for the complex C
+((V, S); f, J). Indeed, the critical point p is a
cycle of fk and tι,0 is a minimum of the function σι. By the definition of the connecting
homomorphism it follows that i(p) = xι,0.
It is left to show that the product on the chain level for C+(U ; f |U , J) is zero for any two
critical points in SR+/4. The product is defined using three Morse functions f , f
′ and f ′′
on U in generic position. In particular the stable and unstable manifolds of f and f ′ have
to be transverse. We may choose f = f ′′. Assume that f is a function as in Definition 4.51.
To define f ′ we first fix f±ι such that f ′
±
ι is transverse to f
±
ι for all ι. We also have to
perturb σ′±ι , namely assume that they are as in 4.51 except that now the unique minimum
is perturbed to lie at R+ /8 or −R− /8 respectively.
Let x ∈ Crit(f |U )∩ SR+/4 and y ∈ Crit(f˜ ′|U )∩ SR+/8. Any trajectory of −∇f ′ starting
at a critical point in SR+/8 stays in SR+/8, by the choice of σ
′
i and σ
′
j . Similarly, the
trajectory of −∇f stays in SR+/4. By Lemma 4.1 all the J-holomophic disks involved in a
figure-Y pearly trajectory have to map to a constant point under pi. Thus, the moduli space
of figure-Y pearly trajectories starting at x and y is empty and therefore their product is
zero. 
Lemma 4.55. We have the following relation
j∗(x ∗ y) = j∗(x) ∗ j∗(y).
Moreover, j∗(Q+H∗(V )) ⊂ Q+H∗(V, S) is a two-sided ideal.
Proof. The map j : C+(U ; f |U , J)→ C+((V, S); f, J) on the chain level is given by the inclu-
sion. Any figure-Y pearly trajectory in C+(U, f |U , J) is also a trajectory in C+((V, S); f, J).
By the construction of the function f in Definition 4.44, there exists no figure-Y pearly tra-
jectory starting at two points in Crit(f |U , ) and ending at a point in Crit(f) \Crit(f |U , J).
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The second part of the lemma follows from the fact that on the chain level j(x) ∗ y as well
as y ∗ j(x) must lie inside C+∗ (U, f |U , J) for all y ∈ C+∗ ((V, S), f, J) and for all x ∈ im(j) =
C+∗ (U, f |U , J). 
4.15. Trivial Lefschetz fibrations. For the case of a trivial Lefschetz fibration, i.e. a
fibration with no critical points, we have E ∼= C ×M . We also diskussed the theory for
this case in [Sin15]. In this case we can describe the quantum homology of E in terms of
the quantum homology of M and the module structure of Q+H∗(V, ∂V ) over Q+H∗(E, ∂vE)
becomes simpler. These observations are listed below.
There are two natural ways to define the ambient manifold. Let c be big enough such
that V ⊂ R × (−c, c). Assume further that R > 0 is such that V is cylindrical outside of
[−R,R]× R. Set
H := [−R− , R+ ]× (−c, c) ⊂ R2
and
′ := [−R− , R+ ]× [−c, c] ⊂ R2.
Let  denote the set obtained from ′ by smoothening its boundary. Define M˜H := H ×M
and M˜ := ×M . The aim of this section is to prove the following result
Proposition 4.56. There exists a bilinear map
? : Q+Hi(M˜, ∂M˜)⊗Q+Hj(V, ∂V )→ Q+Hi+j−(2n+2)(V, ∂V ),
which endows Q+H∗(V, ∂V ) with the structure of a two-sided algebra over the unital quantum
homology ring Q+H∗(M˜, ∂M˜).
4.15.1. The ambient quantum homology. Before we start with the construction of the module
structure, we give the definition of the ambient quantum homology and explain their struc-
tures and relations. Choose a symplectic form ωM˜H = (ωC⊕ωM )|H and ωM˜ = (ωC⊕ωM )|
respectively. Let J be an ω-compatible almost complex structure on M˜H and M˜ respectively
and assume that the projection pi is (J, i)-holomorphic and that V is cylindrical outside of
[−R,R] × R ×M . Let h : M˜H → R be a Morse function on M˜ such that −∇h points out
along the boundary ∂M˜H and in at ∂M˜H \ ∂M˜H . Similarly, let g : M˜ → R be a Morse
function on M˜ such that −∇g points out at the boundary ∂M˜. For instance, we can take h
to be of the form τH + gM , where gM is a Morse function on M and τH is a Morse function
on R2 with a single critical point of index 1 inside T , and such that −∇τH points out of ∂T
and in of ∂T \ ∂T . In the same way we could choose g to be of the form τ + gM , where
gM is a Morse function on M and τ is a Morse function on C with a single critical point of
index 2 inside R such that −∇τ points out along ∂R.
As we will see below the product on Q+H∗(M˜H , ∂M˜H) turns out to be zero. The product
on Q+H∗(M˜, ∂M˜) can be described using the homology Q+H∗−2(M).
Lemma 4.57. The quantum homology Q+H∗(M˜, ∂M˜) is isomorphic as a ring to the quan-
tum homology of M by a shift in degree. More precisely,
Q+H∗(M˜, ∂M˜) ∼= Q+H∗−2(M).
The quantum homology Q+H∗(M˜, ∂M˜) is a unital ring. The quantum product on Q+H∗(M˜H , ∂M˜H)
is trivial. Additively it is isomorphic to Q+H∗−1(M).
Proof. The quantum homologies Q+H∗(M˜H , ∂M˜H) and Q+H∗(M˜, ∂M˜) are additively the
same as the singular homologies tensored with Λ+, i.e. H∗(M˜H , ∂M˜H)⊗Λ+ andH∗(M˜, ∂M˜)⊗
Λ+ respectively. By the Ku¨nneth isomorphism
Hi(M˜H , ∂M˜H) ∼= Hi−1(M)⊗R H1(T, ∂T ) ∼= Hi−1(M)⊗R R ∼= Hi−1(M)
LAGRANGIAN COBORDISM, LEFSCHETZ FIBRATIONS AND QUANTUM INVARIANTS 47
and
Hi(M˜, ∂M˜) ∼= Hi−2(M)⊗R H2(R, ∂R) ∼= Hi−2(M)⊗R R ∼= Hi−2(M).
Therefore, the isomorphism in Lemma 4.57 can be described as follows.
Φ : Q+H∗−2(M)
∼=−→ Q+H∗(M˜, ∂M˜)
b 7→ × b ,
where b is a homology class in Q+H∗−2(M) and  represents the generator of H2(R, ∂R). In
particular, for every × b and × b′ elements of Q+H∗(M˜, ∂M˜) we have that
× (b ∗ b′) = Φ(b ∗ b′) = Φ(b) ∗ Φ(b′) = (× b) ∗ (× b′). (20)
For M˜H we have
ΦH : H∗−1(M)
∼=−→ H∗(M˜H , ∂M˜H)
a 7→ I × a ,
where a denotes some homology class inQ+H∗−1(M), and I denotes the generator ofH∗(T, ∂T ),
which is represented by the interval [−R− , R+ ]× {0} ⊂ T .
It is left to show that the first isomorphism Φ respects the quantum product. Choose
the almost complex structure on M˜ to be split, i.e. J = i ⊕ JM for some almost complex
structure JM on M . Consider an element in the moduli spaceMprod(x, y, z, λ; g, g′, g′′). The
projection of the J-holomorphic sphere, corresponding to the interior vertex of the tree, is
constant. Hence, this sphere is completely contained in one of the fibers of pi : T×M → T , say
pi−1(t). We may assume that g = g′′ and that g = gM + τ and g′ = g′M + τ
′. Here gM and g′M
are Morse functions on M and τ and τ ′ Morse functions on T , each with a unique maximum
ξ ∈ Crit(τ) and ξ′ ∈ Crit(τ ′) respectively. In particular pi(x) = pi(z) = ξ. Conclude that the
part of the tree, corresponding to the negative gradient flow of g, also has to be completely
contained in pi−1(ξ). We may assume that ξ is not a critical point of τ ′, then the gradient
flow line of −∇g′ projects under pi to the unique negative gradient flow of τ ′ connecting ξ′
to ξ. Let x = (ξ, a), y = (ξ′, b) and z = (ξ, c). The projection pi induces a bijection between
Mprod(x, y, z, λ) and M(a, b, c, λ). This proves that the identity (20) holds.
For the proof of the second part of the proposition, consider two functions h and h′ in
general position. Since the single critical point ξ′ of τ ′ has index one, we may choose the
critical point ξ of τ such that it is not contained in the unstable manifold of ξ′. By this choice
of τ and τ ′, the moduli space Mprod(x, y, z, λ;h, h′, h) is empty. 
It is easy to see that the inclusion H∗(M˜H , ∂M˜H) ↪→ H∗(M˜, ∂M˜) in singular ho-
mology is trivial. The relation between the quantum homologies Q+H∗(M˜H , ∂M˜H) and
Q+H∗(M˜, ∂M˜) is given by the following two corollaries.
Corollary 4.58. The inclusion map
Q+H∗(M˜H , ∂M˜H) → Q+H∗(M˜, ∂M˜)
is trivial.
Proof. Clearly I is zero inside H∗(R, ∂R) which proves the corollary. 
Lemma 4.59. There exists a bilinear map (which we also denote by ©∗ for simplicity)
©∗ : Q+H∗(M˜H , ∂M˜H)⊗Q+H∗(M˜, ∂M˜)→ Q+H∗(M˜H , ∂M˜H), (21)
which endows Q+H∗(M˜H , ∂M˜H) with the structure of a module over Q+H∗(M˜, ∂M˜). More-
over, this product can be described as follows. For every (I × a) ∈ Q+H∗(M˜H , ∂M˜H) and
(× b) ∈ Q+H∗(M˜, ∂M˜) we have
(I × a)©∗ (× b) = (I × (a©∗ b)). (22)
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Proof. Consider the moduli spaces Mprod(x, y, z, λ;h, g, h′), which are defined in a similar
way as the moduli spacesMprod in the beginning of the section with the only difference that
the edges corresponding to the flow lines of −∇h, −∇g and −∇h′ for Morse functions h and
h′ on M˜H and g on M˜. We may assume that h = h′. By the same argument as in the proofs
earlier in this thesis we see that the flow line corresponding to −∇h and the J-holomorphic
sphere in the core all map to the same point under the projection pi. In other words, they
are all contained in one fiber. Suppose h = τK + hM , h = τ + h′M and x = (ξ, a), y = (ξ
′, b)
and z = (ξ, c), where ξ is the critical point of τK and ξ
′ the critical point of τ. There exists
a unique flow line of τ from pi(y) = ξ to the fiber containing the core and the flow lines of
−∇h. Hence, there exists a bijection between the elements in Mprod(x, y, z, λ;h, g, h′) and
the elements in the moduli spaceMprod(a, b, c, λ;hM , g′M , hM ), which proves the lemma. 
4.15.2. The inclusion.
Lemma 4.60. The diagram
C+i (V, ∂V )
i(V,∂V )
//
δ

C+i−1(M˜H , ∂M˜H)
δ

C+i (∂V )
i∂V // C+i−1(∂M˜H)
is commutative, where i∂V := ⊕iL+i ⊕ iL−j .
Proof of lemma 4.60. We choose a Morse function hM on M and a special Morse function τ
on R2 with the property that h := τ + hM fulfills the necessary requirements to define the
quantum homology of M˜H (see section 4.11). Suppose the function τ has two critical points
at (−R − /2, 0) and (R + /2, 0) of index 1 and a unique critical point of index 2 at (0, 0).
We may assume that the unstable manifolds of (−R − /2, 0) and (R + /2, 0) are vertical,
such that all together the negative gradient of τ points out along the boundary of T and in
along its complement. Let f be a Morse function on V adapted to the exit region ∂V . (See
Defintion 4.44.) The map δ : C+i (M˜H , ∂M˜H) → C+i−1(∂M˜H) is given by restricting of the
generators of h to the generators in the fiber of (−R−, 0) and (R+, 0). For any x ∈ Crit(f)\
Ker(δ) and any a ∈ Crit(h) \Ker(δ) the map δ induces a bijection between the elements in
the space Pinc(δ(x), δ(a), λ; f, h) and Pinc(x, a, λ; f |SR+/2 , h|(−R−/2,0)∩(R+/2,0)). 
4.15.3. Module structures and the long exact sequence. Once again consider the long exact
sequence
. . .
i∗ // Q+H∗(V )
j∗
// Q+H∗(V, ∂V )
δ // Q+H∗−1(∂V )
i∗ // . . .
Notice that each of the quantum homologies in this sequence is a module over a version of the
ambient quantum homology. We examine the compatibility of the quantum products with
these module structures. Consider the sequence
. . .
Φ // Q+H∗+2(M˜, ∂M˜)
id // Q+H∗+2(M˜, ∂M˜)
Φ−1 // Q+H∗(M) // · · · ,
where Φ is the ring isomorphism Φ : Q+H∗(M)→ Q+H∗+2(M˜, ∂M˜) : b 7→ R× b.
Lemma 4.61. The module structures of Q+H∗(∂V ), Q+H∗(V ) and Q+H∗(V, ∂V ) over the
ring Q+∗ H(M) and Q+H∗(M˜, ∂M˜) respectively fulfil the following identities:
(i) i∗(a ? x) = Φ(a) ? i∗(x), ∀x ∈ Q+H∗(∂V ) and ∀a ∈ Q+H∗(M).
(ii) j∗(a ? x) = a ? j∗(x), ∀x ∈ Q+H∗(V ) and every ∀a ∈ Q+H∗(M˜, ∂M˜).
(iii) δ(a ? x) = Φ−1(a) ? δ(x), ∀x ∈ Q+H∗(V, ∂V ) and ∀a ∈ Q+H∗(M˜, ∂M˜).
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i.e. the maps in the long exact sequence are module maps.
Proof. (i) We choose a Morse function f on V as in Definition 4.51 and a Morse function
g := τ + gM on M˜ as in Section 4.11. Let ξ denote the unique critical point of τ.
Let (τι,1, aι, x) and (τκ,1, aκ, y) ∈ Crit(f |∂VR+/2) and a ∈ Crit(gM ). We know that
i(y) = (τκ,0, aκ, y) ∈ Crit(f |U ) and i(x) = (τι,0, aι, x). (See Lemma 4.54.) Any pearly
trajectory in V starting at the critical point in Crit(f) ∩ ∂VR+/4 ends at a point in
Crit(f)∩∂VR+/4 and thus there exists a bijection between Pmod(a, x, y; gM , f |∂VR+/2)
and Pmod((ξ, a), (τι,0, aι, x), (τκ,0, aκ, y); g, f).
(ii) For x ∈ im(j) the moduli space Pmod(a, x, y, λ; g, f) is empty if y /∈ im(j).
(iii) Recall that the map δ on the chain level, is defined by restricting Crit(f) to Crit(f |SR+/2).
The expression δ(a ? x) is defined by counting the elements in the moduli spaces of
the type Pmod(a, x, y, λ; g, f) with x ∈ Crit(f), a ∈ Crit(g) and y = (tι,1, aι, q) ∈
Crit(f) ∩ SR+/2. As before, the critical point x has to lie in SR+/2, since otherwise
there exists no pearly trajectory from x to y by the choice of f . Notice also that this
space is empty whenever y is not contained in the same connected component of the
boundary as x. Therefore, we can write x := (tι,1, aι, p), where p ∈ Crit(f |SR+/2).
Suppose a = (ξ, aM ), then Φ
−1(a) ? δ(x) we count elements in the moduli space
of the form Pmod(aM , p, q, λ; g, f |SR+/2). Again, this space is empty if p and q are
not contained in the same connected component of ∂VR+/2. Clearly there exists a
unique negative gradient flow line of τ from pi(a) to ξ = pi(y) = (tι,1, aι). This
shows that there is a bijection between the moduli space Pmod(a, x, y, λ; g, f) and
Pmod(aM , p, q, λ; gM , f |∂VR+/2), which proves the last part of the lemma.

5. Discriminants and the quantum homology ring
One can define discriminants for rings in general. The discriminants of the quantum
homology rings are invariants of the Lagrangian cobordism or of a closed Lagrangian. In the
following we are interested in QH1(V, ∂V ;Q), respectively QH0(L;Q).
5.1. The ring QH1(V, ∂V ;Q). Assume that V is a Lagrangian cobordism in a Lefschetz
fibration fulfiling the assumptions of section 4. Moreover, we have:
Assumption 5.1 ([BM15]).
(1) V is a connected, monotone, Lagrangian cobordism with NV |n, where n = dim(V )−1.
(2) V is oriented, spin and its ends are endowed with the spin structure induced by the
spin structure on V .
Set ν := nNV . In particular, et
ν ∈ QH1(V, ∂V ;Q[t]), where e denotes the unit inQHn+1(V, ∂V ;Q[t]).
Moreover, for any elements α, β ∈ QH1(V, ∂V ;Q[t]) the product α∗β lies inQH1−n(V, ∂V ;Q[t]),
which is isomorphic to QH1(V, ∂V ;Q[t])tν . In particular the quantum product defines a ring
structure onQH1(V, ∂V ;Q), which is obtained by setting t = 1 on the chain level and inducing
a grading mod NV . We say that B := {γ0, γ1, . . . , γd} is a Z-basis of QH1(V, ∂V ;Q) if it is
maximally linearly independent and each γi maps to an element of
⊕
∗=1,NV +1,...,n+1H∗(V, ∂V ;Z)
under the natural map
QH1(V, ∂V ;Q) //
⊕
∗=1,NV +1,...,n+1H∗(V, ∂V ;Q).
⊕
∗=1,NV +1,...,n+1H∗(V, ∂V ;Z)
?
OO
(23)
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The quantum products on this basis of QH1(V, ∂V ;Q) can be expressed by
γi ∗ γj =
∑
k=0,...,d
µijkγk, (24)
with µijk ∈ Z. Let f =
∑
ijk µijkγ
∗
i ⊗ γ∗j ⊗ γ∗k ∈ QH1(V, ∂V ;Q)∗⊗3.
Definition 5.2. Call f the tensor associated to the quantum product on QH1(V, ∂V ;Q). Call
A = (µijk)ijk ∈ Z(d+1)3 the hypermatrix associated to the quantum product on QH1(V, ∂V ;Q)
and the basis B.
Definition 5.3. Define ∆QH1(V,∂V ;Q) := Det(A). Equivalently, ∆QH1(V,∂V ;Q) := ∆X(f),
where X is the image of the Segre embedding
S : P(QH1(V, ∂V ;C)∗)×3 ↪→ P(QH1(V, ∂V ;C)∗⊗3).
Remark 5.4. The hyperdeterminant, which is the X-discriminant of the Segre variety (see
Appendix C) is defined uniquely up to sign if we require it to have integral coefficients and
to be irreducible over Z. In particular, the hyperdeterminant of the hypermatrix A is also
defined uniquely up to sign.
Lemma 5.5. The hyperdeterminant of format (d + 1) × (d + 1) × (d + 1) evaluated on
A := (µijk)ijk is an invariant (up to sign) of QH1(V, ∂V ;Q).
Proof. Let β = {γ0, · · · , γd} and β˜ = {γ˜0, · · · , γ˜d} be two Z-bases of QH1(V, ∂V ;Q) and
M = (µijk) and M˜ = (µ˜ijk) the corresponding tensors defined by
γ˜i ∗ γ˜j =
∑
k
µijkγ˜k
γ˜i ∗ γ˜j =
∑
k
µ˜ijkγ˜k;
A base change between two Z-bases β˜ and β is described by a matrix in T ∈ GL(d + 1,Z),
i.e. T = T β
β˜
= ((γ˜0)
β · · · (γ˜d)β) and det(T ) = ±1. Clearly
(γ˜i)
β = T (γi)
β
(γi)
β˜ = T−1(γ˜i)β˜.
We use the relation
γβ˜i ∗ γβ˜j = (γi ∗ γj)β˜.
The left-hand side is:
γβ˜i ∗ γβ˜j = (T−1li ei)T M˜lmk(T−1mj ej)(γ˜k)β˜.
The right-hand side gives
(γi ∗ γj)β˜ = (eTi Mijkej(γk)β)β˜
= eTi Mijkej(γk)
β˜
= eTi MijkejT
−1
kl (γ˜l)
β˜.
This implies
T T
−1
li M˜lmkT
−1
mj = MijrT
−1
rk ,
and therefore
M˜lmr = T
T
ilMijrTjmT
−1
rk .
Hence, a change of the basis corresponds to an action by the element (T T , T, T−1). Proposi-
tion D.22 completes the proof. 
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5.2. The ring QH0(L;Q). There is a similar notion for closed Lagrangians.
Assumption 5.6. Suppose L is a Lagrangian and
(1) L is closed and monotone with minimal Maslov number NL and such that NL|n, where
n = dim(L).
(2) L is oriented. Moreover, we assume that L is spin with a fixed spin structure.
Remark 5.7. If V is a cobordism fulfiling assumption 5.1 then its ends automatically satisfy
assumption 5.6.
For a Lagrangian L as in 5.6, let {ξ0, . . . , ξr} be a Z-basis of QH0(L;Q). Suppose
ξi ∗ ξj =
∑
k
λijkξk
and set
g :=
∑
k
λijkξ
∗
i ⊗ ξ∗j ⊗ ξ∗k and B := (λijk)ijk.
Definition 5.8. Define ∆L := ∆QH0(L;Q) = Det(B), or equivalently ∆L := ∆X(g), where X
is the image of the Segre embedding
S : P(QH0(L;C)∗)×3 ↪→ P(QH0(L;C)∗⊗3).
If we assume moreover
Assumption 5.9.
rank(QH0(L;Q)) = 2.
Then ∆QH0(L;Q) coincides with the definition of the discriminant given by Biran and Mem-
brez in [BM15].
Lemma 5.10. The definition of the discriminant in 5.8 of a Lagrangian subspace fulfilling
assumptions 5.6 and 5.9 is equivalent to Definition 3.20. (See also [BM15].)
Proof. We used Schla¨flis method. (See Appendix C and chapter 14.4 in [GKZ94].) Suppose
that ξ0 = e and ξ1 is the lift of a point. The singular locus ∇sing ⊂ ∇ consists of 3×3 matrices
with rank ≤ 1. This has codimension 4 and hence, c(2, 2) = 4 > 3. By Theorem D.32 the
hyperdiscriminant of the format 2×2×2 evaluated on f is the discriminant of the determinant
of the matrix (
ξ0 ∗ ξ0 ξ0 ∗ ξ1
ξ1 ∗ ξ0 ξ1 ∗ ξ1
)
.
Suppose that ξ1 ∗ ξ1 = σξ1 + τξ0. Then this matrix is(
ξ0 ξ1
ξ1 σξ1 + τξ0
)
,
and hence, the determinant is −ξ21 + σξ1 + τξ0 which has discriminant σ2 + 4τ . 
Lemma 5.11. Let L be a Lagrangian as in 5.6 with rank(QH0(L;Q)) = 2 and f the tensor
associated to the quantum product on QH0(L;Q). Let e ∈ QH0(L;Q) denote the unit and X
be the corresponding Segre variety. Then the following are equivalent
(1) {f = 0} is tangent to X at some point p ∈ {e⊗ e⊗ e 6= 0}.
(2) ∆L = 0 and
∂∆x
∂a000
(f) = 0.
(3) There exists x ∈ QH0(L) such that x ∗ x = 0.
Proof.
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1. ⇒ 2. If f = ∑i1,i2,i3=0,1 ai1i2i3γ∗i1⊗γ∗i2⊗γ∗i3 Theorem D.27 implies that {f = 0} is tangent to
X at ( ∂∆X∂ai1i2i3
(f) : . . . : ∂∆X∂ai1i2i3
(f)). Then {f = 0} is tangent to X at a point p ∈ {e⊗e⊗e 6= 0}
if and only if ∂∆X∂a000 (f) = 0 and ∆L = 0.
2. ⇒ 3. Using the formula for the hyperdeterminant of format 2× 2× 2 described in Propo-
sition D.24
∂∆X
∂a000
(f) = 2a000a
2
111 − 2a001a110a111 − 2a010a101a111 − 2a011a100a111 + 4a011a101a110
= 2σ2 + 4τ.
Now ∂∆X∂a000 (f) = 0 and ∆L = 0 implies that σ = τ = 0. Hence, with x := γ1 it follows
x ∗ x = 0.
3. ⇒ 1. If x ∗ x = 0 then f = x∗ ⊗ e∗ ⊗ x∗ + e∗ ⊗ x∗ ⊗ x∗ + e∗ ⊗ e∗ ⊗ e∗ and ∆L = 0. One
can see that {f = 0} is not tangent to X at a point in {e⊗ e⊗ e 6= 0}. 
5.3. Discriminants of the ends of a cobordism. Let V : L0 → (L1, · · · , Lr) be a La-
grangian cobordism, with ends L0, . . . , Lr. Throughout this section assume that V fulfils 5.1
(and thus its ends fulfil 5.6) and moreover rank(QH0(Li;Q)) = 2 for all i = 0, . . . , r. Denote
by
δ : QH1(V, ∂V ;Q)→ QH0(∂V ;Q) ∼= ⊕i=0,...,rQH0(Li;Q)
the boundary map and by
pii : ⊕i=0,...,rQH0(Li;Q)→ QH0(Li;Q)
the projection to the i-th end. Let {eLi , pi} be a basis of QH0(Li;Q), where eLi is the unit
and pi is the lift of a point. In particular, if p
2
i = σipi + τieLi , then the discriminant of Li is
∆Li = σ
2
i + 4τi.
Lemma 5.12. Assume that V is a cobordism as above. If rank(QH1(V, ∂V );Q) = r + 1,
then there exists a Z-basis {e, γ1, . . . , γr} of QH1(V, ∂V ;Q) with the properties:
(1) e is the unit of QH∗(V, ∂V ;Q).
(2) pii ◦ δ(γi) = pi and pi0 ◦ δ(γi) = p0 for i = 1, . . . , r.
(3) If i 6= j, i, j ∈ {1, · · · , r} then pii ◦ δ(γj) = 0.
Proof. Consider the sequence
. . . // QH1(V, ∂V ;Q)
δ // QH0(∂V ;Q)
i∗ // QH0(V ;Q) // . . .
If we show that i∗(pi) = i∗(p0) for all i then p0 − pi ∈ ker(i∗) = im(δ). Choose αi such
that δ(αi) = p0 − pi and the lemma is proven. Choose a Morse function on (V, ∂V ) as in
Definition 4.51, where the underlying Morse functions fi on Li may be chosen to be perfect.
We also adopt the notation from Definition 4.51. Let ξi be the unique critical point of index
zero of fi. Then the class pi is represented by ξi, ie. [ξi] = pi. Let xi, := (ti,, ai, ξi) be the
corresponding critical points of f for  = 0, 1. Let ∂Li denote the differential of the Morse
complex corresponding to fi and ∂(V,∂V ) and ∂V the differential to the Morse complexes
corresponding to f and f |U . Clearly, ∂(V,∂V )(xi,1) = xi,0 and ∂V (xi,0) = 0. Moreover,
δ(xi) = ξi and i(ξi) = xi,0. Since i(ξi) = xi,0 is a cycle and has index zero it is either null-
homologous or it lifts the class of a point in QH0(V ;Q) (under the augmentation). Suppose
there exists a pearly trajectory from some critical point y to xi,0. Then
0 = |xi,0| = |y| − 1 + µ(λ),
which implies µ(λ) = 0 and |y| = 1. We therefore only have to consider the classical part of
the differential, which is the Morse differential. Since we already know from singular homology
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that [xi,0] = p 6= 0 is the class of a point, we conclude that i∗(pi) = [i(ξi)] = [i(ξ0)] = i∗(p0)
and the lemma follows. 
We know from Lemma 4.55 that the image I := im(j∗) of the map j∗ in the exact sequence
. . . // QH1(V ;Q)
j∗
// QH1(V, ∂V ;Q)
δ // QH0(∂V ;Q) // . . .
is an ideal in QH1(V, ∂V ). The map δ descends to the quotient
δ : QH1(V, ∂V ;Q)/I → QH0(∂V ;Q)
and is injective.
Lemma 5.13. Assume that V is a cobordism as above. Then there exists a Z-basis {e, γ1, . . . , γr}
of QH1(V, ∂V ;Q)/I with the properties:
(1) e is the unit of QH∗(V, ∂V ;Q).
(2) pii ◦ δ(γi) = pi and pi0 ◦ δ(γi) = p0 for i = 1, . . . , r.
(3) If i 6= j, i, j ∈ {1, · · · , r} then pii ◦ δ(γj) = 0.
Proof. Same as the proof of 5.12. 
Example 5.14. Suppose L1 and L2 are Lagrangian spheres intersecting at one point and V
the cobordism obtained from Lagrangian surgery. Take γ1 :=
1
−3(([L1] + 2[L2])×R) ∗ e(V,∂V )
and γ2 :=
1
−3(([L2] + 2[L1])×R) ∗ e(V,∂V ).
Example 5.15. A similar construction as in the previous example works also if V is the
cobordism obtained from Lagrangian surgery of many Lagrangian spheres. However, if there
are more than three spheres, none of which has non-trivial intersection product with more
than one other sphere. Then all discriminants vanish. See Proposition 5.27.
Let {γe := e, γ1, . . . , γr} a basis of QH1(V, ∂V ;Q)/I as above. Define the vector space
W := spanC{γe := e, γ1, . . . , γr} and Wi := spanC{γe, γi}. We fix some notations. Suppose
that
γi ∗ γj =
∑
k=e,1,...,r
µijkγk (25)
and set A = (µijk). Let f =
∑
i,j,k∈{e,1,...,n} µijkγ
i⊗γj ⊗γk ⊂W ∗⊗3 be the tensor defined by
the quantum product. Similarly, fWi =
∑
i,j,k∈{e,i} µijkγ
i ⊗ γj ⊗ γk ⊂W ∗⊗3i . Let Xi denotes
the Segre variety P(Wi)×3 ⊂ P(W⊗3i ).
Lemma 5.16. The vector spaces Wi and QH0(Li;Q) are isomorphic as rings, i.e. the product
is preserved. In particular ∆Li = ∆Xi(fWi).
Proof. Fix an i ∈ {1, · · · , r}. For every j ∈ {0, . . . , r} apply the map pij ◦ δ to the equation
γi ∗ γi =
∑
k=e,1,...,r
µiikγk.
We get
p2i = µiiipi + µiieeLi
and for j 6= i, 0
0 = µiijpj + µiieeLj . (26)
This shows that µiij = 0 for all i 6= j with i, j ∈ {1, · · · , r}. (And if r ≥ 2 then also µiie
vanishes for all i.) In particular
pii ◦ δ(γ2i ) = pii ◦ δ(γi)2
and pi ◦ δi|Wi : Wi // QH0(Li;Q) is an isomorphism of algebras. 
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In the following we prove Theorem B.
Theorem 5.17. Let V be a be a spin, monotone Lagrangian cobordism in a Lefschetz fibration
fulfiling assumption 5.1 and such that rank(QH0(Li);Q) = 2 for all its ends Li. Then
∆Li = ∆Lj for all i, j.
If in addition r ≥ 2, then this number is a square.
Proof. We know from Lemma 5.16 that
γ2i = µiiiγi + µiieγe.
Applying pi0 ◦ δ and pii ◦ δ yields
p20 = µiiip0 + µiieeL0
p2i = µiiipi + µiieeLi ,
which implies ∆L0 = ∆Li for all i.
If r ≥ 2 then 26 proves that µiie = 0 for all i and thus the discriminants are squares. 
Theorem 5.18. Let V : L1 → L2 be an elementary spin and monotone Lagrangian cobordism
in a Lefschetz fibration. Assume that pi1 ◦ δ and pi2 ◦ δ are surjective and that ker(pi1 ◦ δ) =
ker(pi2 ◦ δ). Then
∆L1 = ∆L2 .
Proof. Let {xe := eL1 , x1, . . . , x2} be a Z-basis of QH0(L1;Q) and let αi ∈ QH1(V, ∂V ;Q)
such that pi1◦δ(αi) = xi for all i. Since ker(pi1◦δ) = ker(pi2◦δ) and pi2◦δ is surjective, an easy
calculation shows that {eL2 , pi2◦δ(αi)} forms a Z-basis of QH0(L2;Q). Using the fact that δ is
multiplicative the theorem follows directly from the definition of the hyperdeterminants. 
5.3.1. If the product respects a split structure. Let R∗ be an associative algebra over C, i.e.
a ring over the field C, such that it is also a vector space over C. Assume further that
R∗ = Ce∗ ⊕ V ∗ ⊕W ∗, where e is the unit in R. A particularly nice situation would be to
assume that the product on R∗ has the following property:
Assumption 5.19.
(1) ∀v, v′ ∈ Ce∗ ⊕ V ∗ we have v ∗ v′ ∈ Ce∗ ⊕ V ∗
(2) ∀w,w′ ∈ Ce∗ ⊕W ∗ we have w ∗ w′ ∈ Ce∗ ⊕W ∗
(3) ∀v ∈ V ∗ and ∀w ∈W ∗ the product vanishes, i.e. v ∗ w = 0.
Let f denote the tensor in R⊗3 = (V ⊕W ⊕ Ce)⊗3 representing the product structure
in R∗ and let fV := f |(V⊕Ce)⊗3 and fW := f |(W⊕Ce)⊗3 be the restrictions. Let X, XV and
XW denote the corresponding Segre-varieties. Denote P := P(R∗⊗3) and similarly PV :=
P((V ⊕Ce)∗⊗3) and PW := P((W ⊕Ce)∗⊗3). Let L denote the subspace of R∗⊗3 spanned by
elements of the form x⊗ y⊗ z with x, y, z not all contained in either V ∗⊕Ce∗ or W ∗⊕Ce∗.
Theorem 5.20. Under the assumptions 5.19: If the X-discriminants ∆XV (fV ) or ∆XW (fW )
vanishe, then also ∆X(f) vanishes.
Remark 5.21. Notice that assumption 5.19 is equivalent to the assumption that f ∈ (P/L)∗.
Proof of Theorem 5.20. Suppose ∆XV (fV ) = 0. Then {fV = 0} is tangent to XV at some
point p = x1 ⊗ x2 ⊗ x3 ∈ (C · e∗ ⊕ V ∗). Let A be the hypermatrix corresponding to the
tensor fV . By remark D.29 this is equivalent to saying that A(x
1 ⊗ x2 ⊗ (C · e∗ ⊕ V ∗)) =
A(x1 ⊗ (C · e∗ ⊕ V ∗) ⊗ x3) = A((C · e∗ ⊕ V ∗) ⊗ x2 ⊗ x3) = 0. By the properties 5.19 this
implies that also A(x1 ⊗ x2 ⊗ (R∗)) = A(x1 ⊗ (R∗) ⊗ x3) = A((R∗) ⊗ x2 ⊗ x3) = 0, which
proves that {f = 0} is tangent to X at p. 
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5.4. Examples.
Lemma 5.22 ([BM15]). Let L be a Lagrangian submanifold satisfying condition (1) - (3)
of Assumption 5.6. Let c ∈ Hn(M ;Z) be a class satisfying ξ := ](c · [L]) 6= 0. Then the
augmentation L(c ∗ c ∗ eL) is given by
1
ξ2
∑
A∈H2(M),〈c1,A〉=n2
GWA,3(c, c, [L]).
Another useful fact about the quantum product of Lagrangian spheres is described in the
following Lemma. The idea of working with elements of the form [L] ∗ eL was introduced
in [BM15]. We will make use of such elements and similar constructions in what follows.
Lemma 5.23 ([BM15]). Let L1 and L2 be two Lagrangian spheres of even dimension. If
[L1] · [L2] = 0 then L1 ∗ L2 = 0.
Proof. Suppose [L1] · [L2] = 0. Let pi be a lift of a point in Li under the augmentation and
eLi the unit. The elements pi and eLi form a basis of QH0(Li;Q) and therefore we can write
[L1] ∗ eL2 = α1p2 + β1eL2 as well as [L2] ∗ eL1 = α2p1 + β2eL1 . Applying the augmentation to
both sides yields
[L1] · [L2] = α1p2
[L2] · [L1] = α2p1
hencec α1 = α2 = 0 and [L1]∗eL2 = β1eL2 and [L2]∗eL1 = β2eL1 . Now we take the inclusions
iL1 and iL2 of [L2] ∗ eL1 and [L1] ∗ eL2 respectively, which shows that
β1[L2] = [L1] ∗ [L2] = [L2] ∗ [L1] = β2[L1].
Apply [L2]· to both sides of the equation, which gives β1[L2] · [L2] = β2[L2] · [L1] = 0. This
shows that β1 = 0. Switching the role of L1 and L2 proves that β2 = 0. 
These lemmas motivate the study of properties of the three-point Gromov-Witten invariant
associated to three Lagrangian spheres.
Proposition 5.24. Let L1, L2 and L3 be Lagrangian spheres of dimension n, where n is
even.
(1)
∑
A,〈c1,A〉=n/2GWA,3([Li], [Li], [Li]) == 0 ∀i = 1, 2, 3.
(2) Suppose that L1 and L2 intersect transversally at one point. Then∑
A,〈c1,A〉=n/2
GWA,3([L1], [L1], [L2]) = ε
∑
A,〈c1,A〉=n/2
GWA,3([L1], [L2], [L2]),
where
ε := (−1)n(n+1)2 =
{
−1 n = 2 mod 4
1 n = 0 mod 4
.
(3) Assume that L1 · L2 = L2 · L3 = 1 and L1 · L3 = 0. Then∑
A,〈c1,A〉=n/2
GWA,3([L1], [L2], [L2]) = −
∑
A,〈c1,A〉=n/2
GWA,3([L3], [L2], [L2]).
(4) Assume again that L1 and L3 do not intersect. Then∑
A,〈c1,A〉=n/2
GWA,3([L1], [L3], ·) =
∑
A,〈c1,A〉=n/2
GWA,3([L3], [L1], ·) = 0.
The proof of the proposition involves Dehn twists around spheres. For this we recall
the Picard Lefschetz formula. The self-interesection number of a Lagrangian n-sphere is
(−1)n(n−1)2 (1 + (−1)n).
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Proposition 5.25 (Picard-Lefschetz formula). Let a be a class in the n-dimensional ho-
mology group of the ambient manifold Hn(M). Let φ denote the Dehn twist around the
Lagrangian sphere ∆ ∼= Sn. The map induced in homology is
φ∗(a) = a+ (−1)
(n+1)(n+2)
2 (a · [∆])[∆].
For details see for example [Lef24] or [AGZV88].
Proof of Proposition 5.24. The Picard-Lefschetz formula for the Dehn twist around a La-
grangian sphere ∆ becomes: φ∗(a) = a− ε(a · [∆])[∆]. Moreover, [∆] · [∆] = (−1)
n(n−1)
2 2 and
φ([∆]) = −[∆].
(1) To prove the first identity take φ to be the Dehn twist around Li. Then Let φ be the
Dehn twist around the sphere L2. Then
φ∗([Lj ]) = [Lj ]− ε[Li]
φ∗([Li]) = −[Li].
∑
A,C1(A)=n/2
GWA,3([Li], [Li], [Li])
=
∑
φ∗A,C1(φ∗A)=n/2
GWφ∗A,3(φ
∗[Li], φ∗[Li], φ∗[Li])
=
∑
A,C1(A)=n/2
GWA,3(−[Li],−[Li],−[Li])
= −
∑
A,C1(A)=n/2
GWA,3([Li], [Li], [Li]),
and hence,
∑
A,C1(A)=n/2
GWA,3([Li], [Li], [Li]) = 0.
(2) Now let φ be the Dehn around Lj . Then we have∑
A
GWA,3([Li], [Li], [Lj ])
=
∑
φ∗A,C1(φ∗A)=n/2
GWφ∗A,3(φ
∗[Li], φ∗[Li], φ∗[Lj ])
=
∑
A
GWA,3([Li]− ε[Lj ], [Li]− ε[Lj ],−[Lj ])
=
∑
A
GWA,3([Li], [Li],−[Lj ])− ε
∑
A
GWA,3([Lj ], [Li],−[Lj ])
− ε
∑
A
GWA,3([Li], [Lj ],−[Lj ]) +
∑
A
GWA,3([Lj ], [Lj ],−[Lj ]).
The last summand is zero by the calculation above. Hence,
2
∑
AGWA,3([Li], [Li], [Lj ]) = 2εGWφ∗A,3([Li], [Lj ], [Lj ]),
and thus also∑
AGWA,3([Li], [Li], [Lj ]) = εGWφ∗A,3([Li], [Lj ], [Lj ]),
(3) Using Lagrangian surgery, we see that there exists a Lagrangian sphere in the class
[L1+L2+L3]. As [L2]·[L1+L2+L3] = 0 Lemma 5.23 implies that [L2]∗[L1+L2+L3] =
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0. By the previous identity we know
0 =
∑
A,〈c1,A〉=n/2
GWA,3([L1 + L2 + L3], [L2], [L2])
=
∑
A,〈c1,A〉=n/2
GWA,3([L1], [L2], [L2]) +
∑
A,〈c1,A〉=n/2
GWA,3([L2], [L2], [L2])
+
∑
A,〈c1,A〉=n/2
GWA,3([L3], [L2], [L2])
=
∑
A,〈c1,A〉=n/2
GWA,3([L1], [L2], [L2]) +
∑
A,〈c1,A〉=n/2
GWA,3([L3], [L2], [L2]),
where the last equality follows from the first identity.
(4) As a consequence of Lemma 5.22 and 5.23 we see∑
A,〈c1,A〉=n/2
GWA,3([L1], [L3], ·) =
∑
A,〈c1,A〉=n/2
GWA,3([L3, [L1], ·) = 0.

Theorem 5.26. Let L1 and L2 be even dimensional Lagrangian spheres as above, intersecting
transversally at one point. Then
∆L1 = ∆L2 = (
∑
A
GWA,3(L1, L1, L2))
2 = (
∑
A
GWA,3(L2, L2, L1))
2 (27)
Proof of theorem 5.26. Let us fix the constant
k :=
∑
A
GWA,3(L1, L1, L2) = ε
∑
A
GWA,3(L2, L2, L1),
where ε = ±1, depending on the value of n mod 4. The element
x1 := [L2] ∗ eL1
is a lift of a point as εL1([L2] ∗ eL1) = [L2] · [L1] = 1. Squaring x1 yields:
[L2] ∗ [L2] ∗ eL1 = σ1x1 + τ2eL1 .
Applying the augmentation to both sides shows that k = σ1 and τ1 = 0. Similarly, x2 :=
[L1] ∗ eL2 lifts a point of L2 and a similar computation shows σ2 = εk and τ2 = 0. 
Proposition 5.27. Let L1 L2, L3 and L4 be three Lagrangian spheres of even dimension
and suppose that their intersection graph has one of the following two forms:
Figure 5. Intersection graph of Lagrangian spheres
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Figure 6. Intersection graph of Lagrangian spheres
Then
∆L1 = · · · = ∆L4 = 0.
Proof. If the intersection graph is as in figure 5 then we know by Proposition 5.24 that∑
A,〈c1,A〉=n/2
GWA,3([Li], [Li], [L2]) = −
∑
A,〈c1,A〉=n/2
GWA,3([Lj ], [Lj ], [L2])
for every i 6= j with i, j ∈ {1, 3, 4}. Since i and j can take three values, this implies that∑
A,〈c1,A〉=n/2GWA,3([Li], [Li], [L2]) = 0 for every i. By Theorem 5.26 the statement follows.
If the intersection graph looks like in figure 6 we can use Lagrangian surgery to find
Lagrangian spheres in the classes [L3] + [L4] and [L3]− [L4]. We get the graph
and the rest follows as for the previous case. 
Surgery of three spheres. Let L1, L2 and L3 be three Lagrangian spheres of even dimension
in M2n and suppose their intersection graph looks like
Let A be the matrix ε2 1 01 ε2 1
0 1 ε2
 ,
where ε = (−1)n(n−1)/2 and which encodes the intersection product of the Lagrangian spheres.
Then
A−1 =
−ε
4
 3 −ε2 1−ε2 4 −ε2
1 −ε2 3
 .
We define the three elements
γ1 := (× ε[3L1 − ε2L2 + L3])) ∗ e(V,∂V )
γ2 := (× ε[−ε2L1 + 4L2 − ε2L3])) ∗ e(V,∂V )
γ3 := (× ε[L1 − ε2L2 + 3L3])) ∗ e(V,∂V ),
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where  was the set obtained from [−R− , R+ ]× [c, c] by smoothening its boundary. (See
section 4.15.) Together with γe := e(V,∂V ) they form a basis of QH1(V, ∂V ;Q). Let
p1 :=
−1
4 pi1 ◦ δ(γ1)
p2 :=
−1
4 pi2 ◦ δ(γ2)
p3 :=
−1
4 pi3 ◦ δ(γ3).
The elements pi ∈ QH0(Li;Q) are lifts of points in H0(Li;Z). Notice that Li ◦ pii ◦ δ(γj) =
[A(j, 1)L1 + A(j, 2)L2 + A(j, 3)L3] · [Lj ] is the classical part of pii ◦ δ(γj). Hence, it follows
from the definition of the γi that
i = 1 i = 2 i = 3
pi1 ◦ δ(γi) −4p1 β21eL1 β31eL1
pi2 ◦ δ(γi) β12eL2 −4p2 β32eL2
pi3 ◦ δ(γi) β13eL3 β23eL3 −4p3
for some βij ∈ Z. We will compute the βij in terms of Gromov-Witten invariants. For
this we proceed by applying the map pii ◦ δ to γj , then we take the quantum product with
[Li] ∈ QHn(M ;Q) from the left. The augmentation of [Li]∗pii◦δ(γj) is given by the Gromov-
Witten invariant
∑
GW (Li, A(j, 1)L1 +A(j, 2)L2 +A(j, 3)L3, Lj). (See Lemma 5.22.)
Let α :=
∑
A,〈c1,A〉=n/2GWA,3([L1], [L1], [L2]). Using Lemma 5.22 and the relations de-
scribed in 5.24 a careful examination yields,
i = 1 i = 2 i = 3
pi1 ◦ δ(γi) −4p1 −2αeL1 −αeL1
pi2 ◦ δ(γi) αeL2 −4p2 −αeL2
pi3 ◦ δ(γi) αeL3 2αeL3 −4p3
We define a new basis of QH1(V, ∂V ;Q) as follows
x0 := e(V,∂V )
x1 := γ1 − αe(V,∂V )
x2 := γ2 + 2αe(V,∂V )
x3 := γ3 + αe(V,∂V )
and we see that
i = 1 i = 2 i = 3
pi1 ◦ δ(xi) −4p1 0 0
pi2 ◦ δ(xi) 0 −4p2 0
pi3 ◦ δ(xi) 0 4αeL3 −4p3
Consider the product x1 ∗ x2 = µ121x1 + µ122x2 + µ123x3 + µ120x0. Applying pi1 ◦ δ gives
0 = µ121(−4p1) + µ120eL1 ,
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as pi1 ◦ δ(x2) = 0 and thus also pi1 ◦ δ(x1 ∗ x2) = pi1 ◦ δ(x1) ∗ pi1 ◦ δ(x2) = 0. Similarly, by
applying pi2 ◦ δ and pi3 ◦ δ respectively we see
0 = µ122(−4p2)
0 = µ1224αeL3 + µ123(−4p3).
Solving these equations gives µ12i = 0 for all i, or equivalently x1 ∗ x2 = 0. A similar
computation shows that x2 ∗ x1 = 0, x3 ∗ x1 = 0 and x1 ∗ x3 = 0.
Consider now x1 ∗ x1 = µ111x1 + µ112x2 + µ113x3 + µ110eL1 . Applying pi1 ◦ δ gives
(−4)2p12 = µ111(−4p1) + µ110eL1 .
As p1 ∈ QH0(L1) is the lift of a point, we can write p12 = σ1p1 + τ1eL1 and thus
16(σ1p1 + τ1eL1) = µ111(4p1) + µ110eL1 .
Applying pi2◦δ and pi3◦δ gives two other equations, from which we conclude that µ111 = −4σ1
and 16τ1 = µ110 = 0, µ112 = µ113 = 0. Hence
x1 ∗ x1 = −4σ1x1.
A similar procedure for x2 ∗ x2 and x3 ∗ x3 gives
x2 ∗ x2 = −4σ2x2
x3 ∗ x3 = −4σ3x3.
An easy calculation in a similar spirit as above shows that
x2 ∗ x3 = x3 ∗ x2 = 4αx3
Now it is easy to check that x1 ⊗ x2 ⊗ x3 ∈ ker(A), where A is the hypermatrix correspond-
ing to this quantum structure. Therefore the discriminant ∆V of this cobordism vanishes.
However, we know from [BM15] and Theorem 5.17 (or 5.26) that ∆L1 = ∆L2 = ∆L3 . In
particular −σ1 = σ2 = −σ3 =: σ. Notice that σ does not need to be zero and hence, also the
discriminants of the ends of the cobordism V need not vanish.
6. Quantum invariants of Lagrangians in quadrics
6.1. Real Lefschetz fibrations of quadrics. Parts of this section follows the construction
in section 6.5 in [BC15] and it generalizes example 6.5.3 in [BC15]. We borrow some of their
notation.
Given a Lefschetz pencil of complex quadric hypersurfaces in CPn+1 one can associate to it
a real Lefschetz fibration (i.e. a Lefschetz fibration endowed with a real structure). Consider
CPn+1 and the very ample line bundle L = OCPn+1(2), pr : L → CPn+1 and endow it with
the real structure cL induced from complex conjugation. (More precisely, for an open subset
U ⊂ CPn+1 the real structure on OCPn+1(2)|U is given by cL : (z, λ) 7→ (z, λ).) Let H0(L )
be the space of holomorphic sections of L . The real structure on L induces a real structure
cH on H
0(L ) (defined by cH(s) := cL ◦s◦cCPn+1 for a section s ∈ H0(L ) and where cCPn+1
is the complex conjugation). This descends to a real structure on P∗ := P(H0(L )) and
P := P∗(H0(L )). By abuse of notation we continue to denote these real structures by cH .
Let P∗R ⊂ P∗ and PR ⊂ P be the corresponding fixed point loci of cH . Using the coordinates
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[x0 : . . . : xn+1] on CPn+1, H0(L ) can be identified with the space of quadratic homogeneous
polynomials λ(X) in X = (X0, . . . , Xn+1). Let
λ(X) =
∑
0≤i≤j≤n+1
ai,jXiXj
be a section of H0(L ). The choice of a basis {XiXj}i≤j yields an identification P =
P(H0(L )) ∼= CPN , where N = (n+3)(n+2)2 . The projective embedding
CPn+1 ↪→ CPN−1
is given by
[X0 : . . . : Xn+1] 7→ [X20 : X0X1 : . . . : XiXj : . . . : X2n+1], i ≤ j.
A polynomial λ ∈ H0(L ) corresponds to the hyperplane section
Σ(λ) := {[X0 : . . . : Xn+1] ∈ CPn+1|λ(X0, . . . , Xn+1) = 0}.
Recall that the discriminant locus ∆(L ) of CPn+1, which is the dual variety of CPn+1,
can be characterized by the determinant of the matrix associated to the bilinear from λ.
More precisely, λ(X) =
∑
0≤i≤j≤n+1 ai,jXiXj belongs to ∆(L ) if and only if
det

2a00 a01 a02 . . . a0(n+1)
a10 2a11 a12 . . . a1(n+1)
...
...
...
. . .
...
a(n+1)0 a(n+1)1 a(n+1)2 . . . 2a(n+1)(n+1)
 = 0. (28)
Moreover, it belongs to the smooth strata of ∆(L ) if and only if the (n+ 2)× (n+ 2) matrix
in (28) has rank n + 1 (i.e. one rank less than the maximal rank). Endow Σ(λ) with the
symplectic structure induced by the symplectic structure ωFS of CPn+1 and denote it by ωλ.
Let Q ⊂ CPn+1 be the smooth complex n-dimensional quadric
Q := {Z ∈ CPn+1|Z20 + . . .+ Z2n+1 = 0},
where n ≥ 2. Endowed Q with the symplectic structure ωQ induced from CPn+1. Since
the complement of ∆(L ) is path-connected, the non-singular varieties (Σ(λ), ωλ) are all sym-
plectomorphic and hence, they are all symplectomorphic to (Q,ωQ) (via symplectic parallel
transport). Let ∆R(L ) := ∆(L ) ∩P∗R be the real part of the discriminant locus. For every
λ ∈ P∗R \ ∆R(L ) the manifold Σ(λ) has a real structure cΣλ , which is induced by the real
structure on CPn+1. It is not hard to show that the real part Σ(λ)R is a Lagrangian and
that its diffeomorphism type depends only on the connected component of P∗R \∆R(L ) that
contains λ.
Lemma 6.1. Assume that n is even. There are exactly n/2 + 1 connected components of
P∗R \ ∆R(L ) and two real quadrics lie in the same component if and only if they have the
same signature. The hyperplane sections corresponding to the polynomials λi := X
2
0 + . . . +
X2i −X2i+1 − . . .−X2(n+1) for i = −1, 0 . . . , n/2 each lie in distinct connected components of
P∗R \∆R(L ). The real parts of these components are either empty or Lagrangians and have
the following diffeomorphism types:
(1) Σ
(λi)
R
∼= ∅ if i = −1,
(2) Σ
(λi)
R
∼= Sn if i = 0 and
(3) Σ
(λi)
R
∼= Si × Sn−i/Z2 if 1 ≤ i ≤ n/2, where Z2 acts on both factors of Si × Sn−i by
the antipodal map.
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Proof. Let η ∈ P∗R \∆R(L ) be an arbitrary, non-degenerate, real hyperplane section and let
M be the matrix associated to η. Suppose M has signature (k, n+ 2− k). It is easy to show
that there exists a path in Sym(n+ 2;R)∩GL(n+ 2,R) (i.e. symmetric, invertible matrices)
from M to diag(1, . . . , 1,−1, . . . ,−1), the diagonal matrix with the first k diagonal elements
equal to 1 and the other diagonal entries equal to −1.
Notice that (Q,ωQ) = (Σλn+1 , ωλn+1). Let φ(λi) : (Σ
(λi), ωλi) → (Q,ωQ) be a sym-
plectomorphism and let Ki be the Lagrangian in Q corresponding to Σ
(λi)
R in Σ
(λi), i.e.
φ(Σ
(λi)
R ) = Ki. Then,
Ki ∼= {Z ∈ Q|Z0, . . . , Zi ∈ R, Zi+1, . . . , Zn+1 ∈ iR}∼= {X ∈ RPn+1|X20 + . . .+X2i = X2i+1 + . . .+X2n+1}
∼=

Σ
(λi)
R
∼= Si × Sn−i/Z2 1 ≤ i ≤ n/2
Sn i = 0
∅ i = −1

The main result of this section is Theorem C from the introduction.
Theorem 6.2.
(1) If n = 2 mod 4 the discriminants of the Lagrangians Σ
(λi)
R are 4 for all 0 ≤ i ≤ n.
(2) If n = 0 mod 4 the discriminants of the Lagrangians Σ
(λi)
R are −4 for 0 ≤ i ≤ 1 or
n− 1 ≤ i ≤ n.
6.2. Topology of the real parts. We summarize results from [McC01] that compute the
homology groups of fibrations.
Definition 6.3. A local system on a topological space X is a locally constant sheaf H of
discrete abelian groups on X. If X is path-connected then all fibers Hx are isomorphic to a
discrete abelian group H. In this case a local system is equivalent to giving a homomorphism
pi1(X,x)→ Aut(H).
Theorem 6.4. Let G be an abelian group. Given a fibration, F 

// E
pi // B , where B
is path-connected and F is connected, there is a first quadrant spectral sequence, {Er∗,∗, dr},
converging to H∗(E;G), with
E2p,q
∼= Hp(B;Hq(F ;G)),
the homology of the space B with local coefficients in the homology Hq(F ;G) of the fibre of
pi.
If the action of pi1(B) on the homology of the fibre H∗(F ;G) is trivial, also called a simple
local system, this can be simplified to:
Theorem 6.5. Let G be an abelian group. Given a fibration, F 

// E
pi // B , where B
is path-connected, F is connected, and the system of local coefficients on B determined by the
fibre is simple, there is a spectral sequence, {Er∗,∗, dr}, with
E2p,q
∼= Hp(B;Hq(F ;G)),
and converging to H∗(E;G).
For explicit computations it is useful to use equivariant homology groups. Let Π be a
group acting on a space X. Then Π also acts on the chains C∗(X) by sending a chain σ to
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the composition ξ ◦ σ for ξ ∈ Π and C∗(X) becomes a left-module over the group ring Z[Π].
We can turn C∗(X) into a right-module by defining the action
C∗(X)× Z[Π]→ C∗(X) : (c, ξ)→ c · ξ := ξ−1 · c.
Moreover, it is easy to see that this descends to H∗(X). Now suppose that G is an abelian
group on which Π acts on the left. Consider the chain complex (C∗(X)⊗G, dC ⊗ IdG) and
quotient it by the subgroup Q(X,G) generated by all elements of the form cξ ⊗ a− c⊗ ξa =
ξ−1c⊗ a− c⊗ ξa for a ∈ G, ξ ∈ Π, c ∈ C∗(X). Denote the complex obtained in this way by
C∗(X) ⊗Z[Π] G. In other words tensoring over Z[Π] corresponds to modding out the action
of Π, since
ξ · (c⊗ a) = cξ−1 ⊗ ξa = c⊗ a.
Since the boundary operator of C∗(X) maps Q(X,G) to itself this induces an endomorphism
δ on C∗(X)⊗ΠG which turns the latter into a chain complex. (I.e. δ ◦ δ = 0.) The homology
groups of this chain complex
Eq(X;G) := Hq(C∗(X)⊗Π G)
are called the equivariant homology groups of X with coefficients in the Π-module G.
Now let F 

// E
pi // X be a fibration, where X is path-connected, F is connected,
and the system of local coefficients H on X determined by the fibre. I.e. Hx := Hq(pi−1(x);Z)
for every x ∈ X. Choose Π := pi1(X;x0) and let H := Hq(pi−1(x0);Z). Let X˜ → X be the
universal cover. Clearly Π acts on X˜ by deck tranformations and moreover, it also acts on
the local system H on X. The equivariant homology of the covering space X˜ is isomorphic
to the homology of X with local coefficients.
Theorem 6.6 (Eilenberg). The homology groups H∗(X;H) with respect to the system H =
Hq(F ;G) of local coefficients are isomorphic to the equivariant homology groups E∗(X˜;H),
where H = Hq(F0;G) is the homology group of the fiber F0 over the base point x0 ∈ X.
For a proof and more explanations on local coefficients and equivariant homology groups
see [Whi12].
Remark 6.7. If we choose a CW -structure on X˜ that is invariant under deck transformations
we can instead compute the equivariant homology of the cellular chain complex. The homology
groups obtained in this way are isomorphic to H∗(X;H).
6.2.1. The singular homologies. Consider the Serre fibration
Sn−i → (Si × Sn−i)/Z2 → RP i
with fiber F ∼= Sn−i. We may assume w.l.o.g that i ≤ n− i.
Lemma 6.8. Suppose that n is even and i ≤ n − i. Denote by Hn−i the local system on X
defined by Hn−i,x := Hn−i(Fx;Z). The Lagrangians Ki ∼= (Si × Sn−i)/Z2 have the homology
groups:
H∗(Ki;Z) ∼=
{
H∗(RP i;Z)⊕H∗−(n−i)(RP i;Z) i and n− i are odd
H∗(RP i;Z)⊕H∗−(n−i)(RP i;Hn−i) i and n− i are even,
(29)
where
H∗−(n−i)(RP i;Hn−i) =

Z2 n− i ≤ ∗ < n and ∗ is even
Z ∗ = n
0 otherwise
is the homology of RP i with local coefficients in the homology of the fibre.
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Proof. We abbreviate X := (Si × Sn−i)/Z2.
(1) Assume first that i and n− i are both odd. A generator of the group pi1(RP i) ∼= Z2
acts on the fiber F ∼= Sn−i as the antipodal map. Since n− i is odd the antipodal is
homotopic to the identity and the action of pi1(RP i) ∼= Z2 on H∗(F ;Z) is trivial. By
Theorem 6.5 there exists a spectral sequence with
E2p,q = Hp(RP i;Hq(F,Z))
and that converges to H∗(X;Z). Since
Hq(S
n−i;Z) ∼=
{
Z q = 0, n− i
0 otherwise
it follows that
E2p,q =
{
Hp(RP i) q = 0, n− i
0 otherwise
.
Recall that d2 : E
2
p,q → E2p−2,q+1. We claim that d2 vanishes. Suppose first that
n− i = 1. The fact that n is even and i ≤ n− i implies i = 1. Notice that d2 could
be nonzero if and only if q = 0. Hence, suffices to look at d2 : E
2
p,0 → E2p−2,1, which
is d2 : Hp(RP 1;Z) → Hp−2(RP 1;Z). Clearly this vanishes. All higher differentials
vanish, since the degree shift for the index p is bigger than the dimension of RP 1. If
n − i 6= 1, at least one of E2p,q and E2p−2,q+1 is zero and hence, d2 vanishes. For the
same reason all differentials dk vanish for k ≤ n − i. In particular, E2p,q = E3p,q =
. . . = En−i+1p,q and on the n− i+ 1-th page
dn−i+1 : En−i+1p,q → En−i+1p−n+i−1,q+n−i.
Since En−i+1p,q = E2p,q = Hp(RP i;Hq(F ;Z)) we need to treat the case q = 0. Hence
dn−i+1 : Hp(RP i;Z)→ Hp−n+i−1(RP i;Z).
and this is zero if either p > i or p < n− i+ 1. As i ≤ n− i the latter happens for all
p. All higher differentials vanish, since the degree shift for the index p is bigger than
the dimension of RP i.
It follows that the spectral sequence collapses on the second page and
H∗(X,Z) =
⊕
p+q=∗E
2
p,q
= E2∗,0 ⊕ E2∗−(n−i),n−i
= H∗(RP i;Z)⊕H∗−(n−i)(RP i;Z))
(2) Now we assume that i and n− i are both even. Then the action of pi2(RP i) is trivial
on H0(F ;Z) and −Id on Hn−i(F ;Z). By Theorem 6.4 there exists a spectral sequence
with
E2p,q
∼= Hp(RP i;Hq),
where Hq is the local system Hq(Fx;Z) and Fx ∼= Sn−i is the fiber over x. Since the
action is trivial on H0(Fx;Z) we have Hp(RP i;H0) ∼= Hp(RP i;Z). For he computa-
tion of Hp(RP i;Hn−i) we apply Eilenberg’s Theorem 6.6. The universal cover of RP i
is Si. We start with a cell complex on Si, which has two cells in each dimension, say
Ek+ and E
k−. More precisely,
Ek+ := {(x1, . . . , xk+1, 0, . . . , 0) ∈ Si|xk+1 ≥ 0}
Ek− := {(x1, . . . , xk+1, 0, . . . , 0) ∈ Si|xk+1 ≤ 0}.
LAGRANGIAN COBORDISM, LEFSCHETZ FIBRATIONS AND QUANTUM INVARIANTS 65
Moreover, we orient these cells in such a way that A(Ek+) = E
k−, where A denotes the
antipodal map of Si. We then have
∂cell2k (E
2k
+ ) = E
2k−1
+ + E
2k−1
− = ∂
cell
2k (E
2k
− )
and
∂cell2k+1(E
2k+1
+ ) = E
2k
+ − E2k− = −∂cell2k+1(E2k+1− ).
Now Ccell∗ (Si) is
0 // Z2
∂celli // Z2
∂celli−1
// . . .
∂cell2 // Z2
∂cell1 // Z2 // 0
and we tensor this with ⊗pi1(RP i)Hn−i(F ;Z). Let e ∈ Hn−i(Sn−i;Z) be the funda-
mental class. The action of a generator g ∈ pi1(RP i) on the cells is the antipodal
map, i.e.
g · Ek+ = Ek− and g · Ek− = Ek+.
On Hq(F ;Z) the generator g ∈ pi1(RP i) acts by the map induced from the antipodal
map. Since F ' Sn−i and n− i is even, this map is equal to −Id. Thus
g · (Ek+ ⊗ e) = g · Ek+ ⊗ g · e = Ek+ ⊗ g · e = Ek− ⊗ (−e) = −Ek− ⊗ e
and similarly
g · (Ek− ⊗ e) = −Ek+ ⊗ e.
The chain complex Ccell∗ (Si)⊗pi1(RP i)Hn−i(Sn−i;Z) has one cell [Ek+⊗e] = −[Ek−⊗e]
in each dimension:
0 // Z di // Z
di−1
// . . .
d2 // Z d1 // Z // 0 ,
where dk = ∂
cell
k ⊗ Id. Hence,
d2k([E
2k
+ ⊗ e]) = ([E2k−1+ ] + [E2k−1− ])⊗ e = 0
and
d2k+1([E
2k+1
+ ⊗ e]) = ([E2k+ ]− [E2k− ])⊗ e = 2[E2k+ ⊗ e].
We conclude that
H∗−(n−i)(RP i;Hn−i) =

Z2 n− i ≤ ∗ < n and ∗ is even
Z ∗ = n
0 otherwise.

6.2.2. Orientability.
Corollary 6.9. If n is even Ki is orientable for all i.
Corollary 6.10. The homology groups with coefficients in Z2 are
H∗(Ki;Z2) ∼= H∗(RP i;Z2)⊕H∗−(n−i)(RP i;Z2). (30)
Proof. This follows from 6.8 with the universal coeffient theorem. Alternatively, we could use
Theorem 6.5 with coefficients in Z2. With Z2 coefficients the action of pi1(RPn−i) is always
trivial on the fiber. 
Lemma 6.11. If n is odd, the Lagrangians Ki in the quadric Q ⊂ CPn+1 are non-orientable
for 2 ≤ i ≤ n− 2.
Proof. This follows directly from a similar computation as in the proof of Lemma 6.8. 
66 BERIT SINGER
6.3. The cobordisms. For a fixed i between −1 and n+1 there exists a cobordism between
ΣλiR and Σ
λi+1
R inside the Lefschetz fibration described in 6.1. Let ` ⊂ P∗ be the pencil that
passes through λi and λi+1.
Remark 6.12. This pencil as well as some of the subsequent notations clearly depend on i.
For the sake of simplicity however and readability of this text, we choose to omit the index i
from the notation. In the end of this paragraph, we will reintroduce the index i in the notation
of the so obtained Lefschetz fibration and the corresponding cobordism.
The pencil ` can be parametrized by
CP 1 3 [t0, t1] 7→ λ[t0:t1] := t0λi + t1λi+1.
It is easy to see that ` ∩ ∆(L ) = {λ[1:1], λ[1:−1]}, where λ[1:1] is a smooth point of ∆(L )
and the intersection is transverse. The point λ[1:−1] does not lie in the smooth strata of
∆(L ). Recall that λi and λi+1 lie inside P∗R. Thus also ` ⊂ P∗R and it is invariant under
the anti-holomorphic involution. Choose a disk D ⊂ ` that contains the point λ[1:−1], but
not the points λ[1:1], λ[1:0] = λi and λ[0:1] = λi+1. Then ` \ D ∼= C. Fix an orientation
preserving diffeomorphism β : ` \D → C, such that β(λ[1:1]) = (0, 0), β(λ[1:0]) = (−1, 0) and
β(λ[0:1]) = (1, 0). Set E := {(λ, z)|λ ∈ ` \D, z ∈ Σ(λ)). This yields a Lefschetz fibration
pi : E → C.
By Proposition 6.5.1 in [BC15] the real part of E is a cobordism between ΣλiR and Σ
λi+1
R . Let
us denote this cobordism by V (λi,λi+1). If i = −1 or i = n + 1 this cobordism has only one
end and it is contractible.
Let Σsing denote the real part of the singular fiber of E. Let C− be the intersection of
the vanishing cycle in Σ(λi) with the Lagrangian Σ
(λi)
R . Similarly, C+ is the intersection of
the vanishing cycle of Σ(λi+1) with the Lagrangian Σ
(λi+1)
R . Under the symplectomorphism
φ(λi) : (Σ
(λi), ωλi) → (Q,ωQ) the cycle C− is mapped to the set Si × {(1, 0, . . . , 0)} ⊂
(Si × Sn−i)/Z2. Similarly, C+ is mapped to {(0, . . . , 0, 1)} × Sn−i−1 ⊂ (Si+1 × Sn−i−1)/Z2
by the symplectomorphism φ(λi+1). Moreover, (Σ
(λi), C−) and (Σ(λi+1), C+) are good pairs
and H˜∗(Σsing) ∼= H∗(Σ(λi), C−) as well as H˜∗(Σsing) ∼= H∗(Σ(λi+1), C+). Thus
H˜∗(Σsing) ∼= H∗((Si × Sn−i)/Z2, Si × {pt})
or
H˜∗(Σsing) ∼= H∗((Si+1 × Sn−i−1/Z2, {pt} × Sn−i−1).
Lemma 6.13. The cobordism V (λi,λi+1) has the same homotopy type as Σsing. It is orientable
if n is even and in particular Hn+1(V, ∂V ) ∼= Z.
Proof. If i = −1 or i = n the cobordism is contractible and the map Hn+1(V, ∂V )→ Hn(∂V )
in the long exact sequence of the pair (V, ∂V ) becomes an isomorphism. We have seen that
the end ∂V ∼= Sn and it follows that V is orientable.
In any case, the cobordism V deformation retracts onto Σsing. The long exact sequence of
the pair (Σλi , C−) for i ∈ {0, . . . , n− 2} in degree n is
0 // Hn(Σλi)
j∗
// Hn(Σλi , C−) // Hn−1(C−).
If i 6= n−1 and since Hn(Σλi) ∼= Z, this implies that Z ∼= Hn(Σλi , C−) ∼= H˜n(Σsing) ∼= H˜n(V ).
If i = n−1 do the same calculation using (Σ(λi+1), C+) ∼= (Sn, S0) Since V is a manifold with
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boundary of dimension n+ 1 the top homology group Hn+1(V, ∂V ) is either 0 or Z. Consider
the long exact sequence of the pair (V, ∂V ):
0 // Hn+1(V, ∂V ) // Hn(∂V ) //
∼=

Hn(V ) //
∼=

· · ·
Hn(Σ
(λ0))⊕Hn(Σ(λ1))
∼=

Z
Z⊕ Z
It follows Hn+1(V, ∂V ) ∼= Z. 
6.4. The spin structures. In this subsection all cohomology groups are taken with coef-
ficients in Z2. The manifolds Ki ' Si × Sn−i/Z2 can be expressed as the total space of a
fibration
Si ↪→ Si × Sn−i/Z2 → RPn−i.
In fact, we have a commutative diagram of the form
Si × Sn−i/Z2
q
pi1

pi2

RP i × RPn−i
pr1
xx
pr2 ''
RP i RPn−i
(31)
and in cohomology:
H∗(Si × Sn−i/Z2)
H∗(RP i × RPn−i)
q∗
OO
H∗(RP i)
pi1∗
::
pr1∗
66
H∗(RPn−i).
pi2∗
ee
pr2∗
hh
(32)
Proposition 6.14.
(1) If n = 2 mod 4 then the Lagrangians Ki are spin for all 0 ≤ i ≤ n.
(2) If n = 0 mod 4 then the Lagrangian Ki is spin if and only if i ∈ {0, 1, n− 1, n}.
Proof. We will prove the proposition in three steps. First we prove that for arbitrary n the
Lagrangians Ki are spin if i ∈ {0, 1, n−1, n}. Then we will consider the Lagrangians Ki with
2 ≤ i ≤ n− 2 and prove that they are spin if and only if n = 2 mod 4. The case S2×S2/Z2
has to be considered separately.
(1) Clearly K0 and Kn are diffeomorphic to S
n and if i ∈ {1, n−1} then Ki is diffeomor-
phic to S1 × Sn−1.
(2) Now let us assume that 2 ≤ i ≤ n−2. We fix an i and abbreviate X := Si×Sn−i/Z2.
(a) Assume now that n > 4. Then either i or n − i is greater than 2, and we
may assume w.l.o.g. that i > 2. The Gysin sequence (see ??) of the fibration
Si ↪→ X → RPn−i is
. . . // H1−i(RPn−i) ∪e // H2(RPn−i)
pi∗2 // H2(X) // H2−i(RPn−i) // . . .
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Since i > 2 this yields an isomorphism
Z2 ∼= H2(RPn−i)
pi∗2
∼=
// H2(X) .
Diagram (32) forces q∗ : H2(RP i × RPn−i) → H2(X) to be an isomorphism.
Hence, w2(X) = 0 if and only if w2(RP i × RPn−i) = 0. Moreover, w1(RP j) =
0 ⇐⇒ j odd and w2(RP j) = 0 ⇐⇒ j = 3 mod 4. (See for example [GH14].)
It is known (see for example [MS16]) that the second Stiefel-Whitney class of
RP i×RPn−i is w2(RP i)⊗1+1⊗w2(RPn−i)+w1(RP i)⊗w1(RPn−i). Combining
this we find that w2(RP i×RPn−i) = 0 ⇐⇒ i+ (n− i) = 2 mod 4 ⇐⇒ n = 2
mod 4.
(b) We need to treat the case n = 4 and i = n−i = 2 separately. The Gysin sequence
of the fibration S0 

// X
q
// RP 2 × RP 2 gives:
· · · // H4(X) // H4(RP 2 × RP 2) ∪e // H5(RP 2 × RP 2) // · · · .
Since H5(RP 2×RP 2) = 0 and H4(RP 2×RP 2) ∼= Z2 and also H4(X) ∼= Z2 this
implies that q∗ : H4(RP 2 × RP 2) → H4(X) is an isomorphism. Now consider
the fibrations S2 

// X
pii // RP 2 for i = 1, 2. The Gysin sequence yields
0 // H2(RP 2)
pi∗i // H2(X) // H0(RP 2) // 0 ,
and in particular pi∗i : H
2(RP 2) → H2(X) is injective. Moreover, we know that
the two maps
H2(RP 2)
pr∗1 // H2(RP 2 × RP 2) and H2(RP 2) pr
∗
2 // H2(RP 2 × RP 2)
are also injective by the Ku¨nneth Theorem. I.e. we have a commutative diagram
H2(X)
H2(RP 2 × RP 2)
q∗∼=
OO
H2(RP 2)
) 	 pr
∗
1
66
1
pi∗1
::
H2(RP 2).
5 Upr
∗
2
hh
- M
pi∗2
dd
(33)
Let x denote the generator of the cohomology of the first RP 2 factor, i.e. H∗(RP 2) ∼=
Z2[x]/(x3), |x| = 1. Similarly, let y be the generator of the cohomology of the
second RP 2 factor, i.e. H∗(RP 2) ∼= Z2[y]/(y3), |y| = 1. Denote α := pr∗1(x)
and β := pr∗2(y). They are generators for the cohomology of RP 2 × RP 2. Then
α2 ∪ α2 = β2 ∪ β2 = 0 and α2 ∪ β2 = PD(pt) ∈ H4(RP 2 ×RP 2) is the unit. Set
also a := pi∗1(x) and b := pi∗2(y). We see that
a2 ∪ a2 = q∗(0) = 0
b2 ∪ b2 = q∗(0) = 0
a2 ∪ b2 = q∗(PD(pt)) = PD(pt).
(34)
The following criterion is useful.
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Lemma 6.15 ([GS99]). Let X be a compact, oriented topological 4-manifold and
let [X] denote the fundamental class in H4(X, ∂X;Z). Let
QX : H
2(X, ∂X;Z)⊗H2(X, ∂X;Z) → Z
(a, b) 7→ 〈a ∪ b, [X]〉
denote the intersection form of X. Then Wu’s formula reads
〈w2(X), a〉 = QX(PD(a), PD(a)) mod 2
for all a ∈ H2(X, ∂X) and where PD(−) denotes the Poincare´ dual. In partic-
ular X is spin if and only if QX is even.
In our case QX corresponds to the matrix
(
0 1
1 0
)
, which is not even and hence,
X is not spin.
(c) If n ≤ 3 then necessarily i ∈ {0, 1, n− 1, n} and all Ki’s are spin by case 1.

Proposition 6.16.
(1) If n = 2 mod 4 then the cobordism V (λi,λi+1) is spin for all 0 ≤ i ≤ n.
(2) If n = 0 mod 4 then the cobordism V (λi,λi+1) is spin if and only if i = 0 or i = n− 1.
Relative Stiefel-Whitney classes were discussed in [Ker57] and [Ste51]. Let B be a CW-
complex and E → B a vector bundle. We associate to it the bundle Vn−1(Rn)→ Vn−1(E)→
B with fibre the Stiefel manifold Vn−1(Rn) of n−1-frames in Rn. Suppose L is a subcomplex
of B and E|L is trivializable over L. Fix a trivialization θ, which can also be seen as a
section of Vn−1(E). Then a representative of the Stiefel manifold may be obtained as follows.
Choose a cross-section θ of Vn−1(E) over L and extend it stepwise to L ∪B(0) and L ∪B(1).
By definition this representative takes value zero on each 2-simplex of L and hence, defines
a relative homology class w2(θ) ∈ H2(B,L;Z2) that depends on θ but not on the choice of
extension to L ∪ B(2) (see [Ste51]). In fact Steenrod shows that if θ′ is another section then
w2(θ)− w2(θ′) lies in the image of the connecting homomorphism δ of the sequence
· · · H2(B;Z2)oo H2(B,L;Z2)φ
∗
oo H1(L;Z2)
δoo · · ·oo
Let us call the class w2(θ) the relative Stiefel-Whitney class of B mod L associated to θ.
In particular φ∗(w2(θ)) = w2(E) is the usual second Stiefel-Whitney class of E and it is
independent of the choice of θ. Also relative Stiefel-Whiney classes fulfil naturality. The next
lemma is a special case of Theorem 35.7 in [Ste51].
Lemma 6.17 (Steenrod). Let f : (B′, L′)→ (B,L) be a map with f(L′) ⊂ L and E → B a
vector bundle. Then
w2(f
∗E) = f∗(w2(E)).
Proof of 6.16. Let pi : E → C be the Lefschetz fibration with real part V (λi,λi+1). The set
C− := Z− ∩ Σ(λi), is diffeomorphic to Si. Let T i denote the corresponding thimble of Z−.
The vector bundle TV |C− is trivializable as it extends to T i ∩ V ∼= Bi+1. Hence,
wi(TV |C−) = 0 for all i.
(1) If n = 2 mod 4 the Lagrangian Σ
(λi)
R is spin by Proposition 6.14 and thus its Stiefel-
Whitney class w2(Σ
(λi)
R ) vanishes. Since the normal bundle of Σ
(λi)
R in V
(λi,λi+1) is
trivial also w2(TV |Σ(λi)R ) = 0. Choose a trivialization θ of TV |C− . By 6.17 and the
discussion above
j∗(w2(TV |Σ(λi)R , TV |C−)) = w2(TV |Σ(λi)R ) = 0, (35)
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where j∗ : H2(Σ(λi)R , C−) → H2(Σ(λi)R ) is induced by the inclusion j : (Σ(λi)R , ∅) ↪→
(Σ
(λi)
R , C−). The map j
∗ is part of the long exact sequence
· · · // H1(C−) δ // H2(Σ(λi)R , C−)
j∗
// H2(Σ
(λi)
R )
// · · ·
If i 6= 1 then H1(C−) = 0 and j∗ is injective, which implies w2(TV |Σ(λi)R , TV |C−) = 0
by (35). As the normal bundle of Σ
(λi)
R is trivial also w2(Σ
(λi)
R , C−) = 0.
Let ΣsingR denote the real part of the singular fiber of E. Let x0 ∈ ΣsingR be the
singular point. Let F : (V, V ∩ T ) × I → (V, V ∩ T ) be the obvious deformation
retraction of (V, V ∩ T ) onto (ΣsingR , x0). In particular F (·, 1) = k ◦ r : (V, V ∩ T ) →
(V, V ∩ T ), where r : (V, V ∩ T ) → (ΣsingR , x0) is a retraction and k : (ΣsingR , x0) ↪→
(V, V ∩ T ) the inclusion. Define the map f := r|
(Σ
(λi)
R ,C−)
: (Σ
(λi)
R , C−)→ (ΣsingR , x0).
The maps i and k ◦ f in the diagram
(Σ
(λi)
R , C−)
"  i ..
f

(V, V ∩ T )
(ΣsingR , x0)
- 
k
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are homotopic (via F |
(Σ
(λi)
R ,C−)
). As f and k induce isomorphism in homology, so
does the inclusion i : (Σ
(λi)
R , C−) ↪→ (V, T ∩ V ):
i∗ : H∗(V, T ∩ V ) ∼= // H∗(Σ(λi)R , C−) .
By naturality 0 = w2(Σ
(λi)
R , C−) = i
∗(w2(V, T ∩ V )) and since i∗ is an isomorphism
w2(V, T ∩ V ) = 0. Now, by definition w2(V ) = 0 and hence, V is spin.
If i = 1 then since n 6= 3 by assumption we can repeat the same argument for
the pair (Σ
(λi+1)
R , C+), with C+
∼= Sn−i−1 and conclude analogously that V (λi,λi+1) is
spin.
(2) A spin structure on a cobordism induces a spin structure on its boundaries. Hence,
by 6.14 the cobordism V (λi,λi+1) is not spin if n = 0 mod 4 and i 6= 0, n − 1. If
i ∈ {0, n− 1} apply the methods from part 1 to show that V (λi,λi+1) is spin.

6.5. Regularity of the standard complex structure. By the standard complex structure
onQ we mean the complex structure induced by the standard complex structure J0 on CPn+1.
Endow CPn+1 with the Fubini-Study Ka¨hler form ωFS , then also Σ(λ) is Ka¨hler with the
induced complex structure and symplectic form. With respect to this Ka¨hler structure RPn+1
is a totally real submanifold of CPn+1 and similar for Σ(λ)R ⊂ Σ(λ). We briefly discuss the
regularity of the linearized ∂-operator. The aim of this section is to prove:
Proposition 6.18. For every λ ∈ PR \∆R(L ) and every J0-holomorphic disk
u : (D2, ∂D2)→ (Σ(λ),Σ(λ)R ),
the operator Du := Du(∂J0) is onto.
We will describe a method of reflecting the holomorphic disk using the real structure
cΣ(λ) ,which then yields a holomorphic sphere. This analysis is a modification of those
in [Oh93]. Recall the equation of the holomophic disk u in holomorphic coordinates z = s+it:
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∂J0u = ∂su+ J0(u)∂tu = 0
u(z) ∈ Σ(λ)R ⊂ RPn+1 ∀z ∈ ∂D2∫ |du|2J0dvol <∞
Now u is smooth by elliptic regularity. Consider the vector field ξ ∈ W k,2 along u with
ξ(z) ∈ Tu(z)Σ(λ)R . Let τ 7→ uτ be a curve with u0 = u and ddτ |τ=0uτ = ξ. The linearization of
the ∂J0-operator is given by
Du∂J0 := ∇τ |τ=0∂J0(uτ ).
We get
∇τ |τ=0∂J0(uτ ) = ∇τ |τ=0(∂suτ + J0(uτ )∂tuτ )
= ∇τ∂suτ |τ=0 +∇τJ0(uτ )|τ=0∂tu+ J0(u)∇τ∂tuτ |τ=0
= ∇s∂τuτ |τ=0 + J0(u)∇t∂τuτ |τ=0
= ∇sξ + J0(u)∇tξ,
(36)
where we used the fact that ∇J0 = 0 characterizes the Ka¨hler case (see [MS12]). Moreover,
the identity ∇s∂τ = ∇τ∂s holds since [∂τ , ∂s] = 0 and similar ∇t∂τ = ∇τ∂t. This proves that
Du∂J0 = ∇s + J0(u)∇t.
Let Du∂
∗
J0 denote the adjoint of Du∂J0 , i.e. the operator defined by the equation
〈ξ,Du∂∗J0η〉2 = 〈Du∂J0ξ, η〉2.
Here we use the L2-norm 〈·, ·〉2 and ξ, η ∈W k,2. To show that cokerDu∂J0 is trivial and the
range of Du∂J0 is closed it suffices to prove instead that kerDu∂
∗
J0 is trivial. We compute
〈Du∂J0ξ, η〉2 =
∫
D2〈∇sξ + J0(u)∇tξ, η〉
=
∫
D2〈∇sξ, η〉+ 〈J0(u)∇tξ, η〉.
Integration by parts yields
= − ∫D2〈ξ,∇sη〉+ ∫∂D2〈ξ(z), η(z)〉Re(z)dγ− ∫ w(ξ,∇tη) + ∫∂D2 w(ξ(z), η(z))Im(z)dγ
=
∫
D2〈ξ,−∇sη + J0(u)∇tη〉
+
∫
∂D2〈ξ(x), (Re(z)η(z)− Im(z)J0(u)η(z)〉dγ
=
∫
D2〈ξ,−∇sη + J0(u)∇tη〉+
∫
∂D2〈ξ(z), zη(z)〉dγ,
where dγ is the length measure of ∂D2. The adjoint problem is
(−∇s + J0(u)∇t)η = 0 ∀η ∈W k,2
zη(z) ∈ (Tu(z)Σ(λ)R )⊥ ∀z ∈ ∂D2,
(37)
and where ()⊥ denotes the orthogonal complement with respect to the Fubini-Study metric.
Eliptic regularity ensures again that η ∈ coker(Du∂J0) is smooth. After reflecting the disk
by the anti-holomorphic involution we obtain a holomorphic sphere
v : CP 1 → Σ(λ)
and a smooth vector field X ∈W 1,2:
X : CP 1 → TΣ(λ),
such that pi(X(z)) = v(z) ∀z ∈ CP 1, where pi : TCP 1 → CP 1 is the projection. Equation 37
becomes
−∇sX + J0∇tX = 0. (38)
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Grothendieck proved (see [Gro57]) that any holomorphic bundle over CP 1 is isomorphic to a
direct sum of holomorphic line bundles. Moreover, this splitting is unique up to permutation
of the summands. Thus we have
v∗TΣ(λ) ∼= L1 ⊕ L2 ⊕ · · · ⊕ Ln.
Lemma 6.19 ([MS12] Lemma 3.3.2). Assume that J is an integrable almost complex struc-
ture on a symplectic manifold (M,ω) and let v : CP 1 → M be a J-holomorphic sphere. If
every summand of v∗TM has Chern number c1 ≥ −1, then Dv is onto.
Definition 6.20. (1) A line bundle on a complete algebraic variety is said to be numer-
ically effective (or nef) if
〈c1(L), C〉 ≥ 0
for every complete curve C ⊂ X.
(2) A vector bundle E → X on a complete algebraic variety is called numerically effective
(or nef) if OP(E) is nef.
We are going to show that quadrics have nef tangent bundles. Since pullback bundles
as well as quotient bundles of nef bundles are nef, this also implies that the line bundles
Li → CP 1 are nef. However, for line bundles over CP 1 being nef is equivalent to having
non-negative Chern number. Hence:
Proposition 6.21. For every J0-holomorphic sphere
v : CP 1 → Σ(λ),
the operator Dv is onto.
6.5.1. Homogeneous manifolds have nef tangent bundle. These subsections relate to a discus-
sion in [JMP12] and [MOC+14]. Let G be a connected algebraic group over C, and g := TeG
its Lie algebra.
Definition 6.22. A G-variety is an algebraic variety X with a G-action
G×X → X : (g, x) 7→ g · x,
which is a morphism of algebraic varieties.
Let µx : G → X : g 7→ gx be the orbit map. An element of the Lie algebra g defines a
vector field on X by
Deµx : TeG → TxX
ξ 7→ Deµx(ξ).
Thus, the Lie algebra g of a G-variety X acts on X by vector fields. If X is smooth, let TX
denote the tangent sheaf, and we have a homomorphism of Lie algebras
Θ : g → Γ(X, TX)
ξ 7→ Deµ(·)(ξ)
and, at the level of sheaves,
ev : OX ⊗ g → TX
((x, (f |U )U ), ξ) → (x, fU (x)Deµx(ξ)).
Definition 6.23. A G-variety X is called homogeneous if the action of G on X is transitive.
For every point x ∈ X, let Gx := StabG(x) denote the stabilizer of x in G. Gx is closed,
since Gx is the fiber of the orbit map µx : G→ X : g → gx. Suppose that X is homogeneous.
The orbit map factors through G/Gx and we get an isomorphism of G-varieties with base
points: (G/Gx, eGx) ∼= (X,x). Moreover, if X is homogeneous then the map ev is surjective.
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Let Aut0(X) denote the identity component of Aut(X). The next theorem identifies the
Lie algebra of Aut0(X).
Theorem 6.24 (Ramanujam [Ram64]). If X is a complete, irreducible algebraic variety,
then Aut0(X) is a connected algebraic group with Lie algebra Γ(X, TX).
Corollary 6.25. Let X be a complete, irreducible variety. Then X is homogeneous if and
only if TX is generated by global sections, i.e. if ev : OX ⊗ Γ(X, TX) → TX is surjective. In
particular if X is a smooth homogeneous complex manifold its tangent bundle is nef.
Proof. We have already noticed that for a homogeneous space the homomorphism ev is sur-
jective.
For the other direction, let G := Aut0(X) and from theorem 6.24 we know that the Lie
algebra g is isomorphic to Γ(X, TX). The tangent bundle TX of an algebraic variety is G-
linearized in the sense that Dxg : TxX → TgxX is linear and the diagram
TxX
Dxg
//
p

TgxX
p

X
g
// X
is commutative for all x ∈ X and g ∈ G. Notice that G itself is a G-variety and moreover it
is homogenous. Let
σg : G → G
h 7→ hg
denote the orbit map. We also have
Deσg : TeG → TgG
ξ 7→ Deσg(ξ).
Notice that (ev)x is surjective if and only if Deµx is surjective, which holds by assumption.
Since µx ◦ σg = µgx we have
De(µx ◦ σg) = Dgµx ◦Deσg.
The equivariance of the map µx : g 7→ gx and the fact that G itself is homogeneous shows that
Dµx is everywhere surjective. In other words, µx is a submersion, and therefore Im(µx) = G·x
is open in X. Since X is a variety and the orbit G ·x is open in X for all x ∈ X, we conclude
that X = G · x, i.e. X is homogeneous. 
6.5.2. Proof of Proposition 6.21 and Proposition 6.18.
Proof. Define the orthogonal group of the quadratic form λ by
O(λ) := {A ∈Mat(n+ 2,C)|λ(Ax) = λ(x)},
where Mat(n + 2,C) denotes the (n + 2) × (n + 2) matrices with coefficients in C. Clearly
this group acts on the smooth quadric Σ(λ) and the action is transitive. By Corollary 6.25
TΣ(λ) is nef and thus also v∗TΣ(λ) ∼= L1⊕ · · · ⊕Ln. Since Li ⊂ v∗TΣ(λ) is a quotient bundle
∀i, it is nef and thus has Chern number c1 ≥ 0. By Lemma 6.19 Dv is onto, which proves
Proposition 6.21.
Now assume that 0 6= η ∈ coker(Du), i.e. 〈Duξ, η〉 = 0∀ξ. Then the reflection X of
η is non-trivial and satisfies equation 38, which means X ∈ KerD∗v . Hence, CokerDv is
non-trivial, which contradicts Proposition 6.21. 
6.6. The quantum homology groups.
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Wideness and the quantum homologies of the Lagrangians. Throughout this section we as-
sume that n = 2 mod 4. It is known that the minimal Chern number of the quadric
Qn ⊂ CPn+1 is n. (As the minimal Chern number of CPn+1 is n + 2 and the normal
bundle of Q in CPn+1 is O(2).) In particular the minimal Maslov number of the Lagrangians
Ki is also n for i 6= 0, n. The Lagrangians K0 and Kn have minimal Maslov number 2n.
Proposition 6.26. The Lagrangians Ki are wide for all possible choices of spin structures.
Proof. (1) If i ∈ {0, n} then Ki ∼= Sn which is wide.
(2) Assume now that 2 ≤ i ≤ n/2 and w.l.o.g. i ≤ n − i. If i and n − i are odd then
by (6.8)
H1(Ki;Z) ∼= H1(RP i;Z)⊕H1−(n−i)(RP i;Z) ∼= H1(RP 1;Z) ∼= Z2.
Similarly,
Hn−1(Ki;Z) ∼= Hn−1(RP i;Z)⊕Hn−1−(n−i)(RP i;Z)) ∼= 0,
as n−1−(n− i) = i−1 is even and n−1 ≥ i. Moreover, H0(Ki;Z) ∼= Hn(Ki;Z) ∼= Z.
Consider the spectral sequence that comes from the degree filtration of the pearl
complex. (For more details on this spectral sequence see section 6.1 in [BC07].)
The first page is the singular homology. Since the minimal Maslov number is n
the differentials on the first page have degree n − 1. Clearly the differentials d1 :
H∗(Ki;Z)→ H∗+n−1(Ki;Z) are all zero for ∗ ≥ 2 or ∗ ≤ −1. The other differentials
are
d1 : H0(Ki;Z)→ Hn−1(Ki;Z) and d1 : H1(Ki;Z)→ Hn(Ki;Z),
which also vanish since Hn−1(Ki;Z) = 0 and because there exists no non-trivial
homomorphism Z2 → Z.
If i and n− i are both even then by (6.8)
H1(Ki;Z) ∼= H1(RP i;Z)⊕H1−(n−i)(RP i;Hn−i) ∼= H1(RP 1;Z) ∼= Z2
since 1− (n− i) < 0 if 2 ≤ i ≤ n− i. Moreover
Hn−1(Ki;Z) ∼= Hn−1(RP i;Z)⊕Hn−1−(n−i)(RP i;Hn−i)) ∼= 0,
as i < n − 1 and n − 1 − (n − i) is odd. As before d1 : H∗(Ki;Z) → H∗+n−1(Ki;Z)
vanish for ∗ ≥ 2 or ∗ ≤ −1. If ∗ = 0 or 1 we have
d1 : H0(Ki;Z)→ Hn−1(Ki;Z) and d1 : H1(Ki;Z)→ Hn(Ki;Hn−i),
which also vanish since Hn−1(Ki;Z) = 0 and because there exists no non-trivial
homomorphism Z2 → Z.
(3) The case i = 1 is more involved. Assume first that n ≥ 4 and in particular n− i > 1.
First notice that K1 ∼= S1 × Sn−1/Z2 and
H∗(K1) ∼= H∗(RP 1;Z)⊗H∗−(n−1)(RP 1;Z) ∼=
{
Z ∗ = 0, 1, n− 1, n
0 otherwise.
As before we look at the spectral sequence that comes from the degree filtration
of the pearl complex. The first page is the singular homology and d1 : H∗(K1) →
H∗+n−1(K1) vanishes for ∗ ≤ −1 or ∗ ≥ 2. For the case ∗ = 1, 2, the differential
is a homomorphism Z → Z. We will show that the pearly trajectories in the pearl
complex always come in pairs that cancel each other. The sign of the trajectories
depends on the spin structure of K1.
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Lemma 6.27 ([Cho04] Theorem 6.4). Let L ⊂ M be a Lagrangian submanifold and
w : (D2, ∂D2)→ (M,L) a holomorphic disk in the class B ⊂ H2(M,L). LetM(L;B)
denote the moduli space of such discs. A spin structure on L induces an orientation
on M(L;B). The orientation of the moduli space M(L;B) changes if we change the
homotopy class of trivialization of w|∗∂D2(TL).
By Proposition 6.18 all disk with µ 6= 0 are regular for the standard complex
structure. Given a holomorphic disk w : (D2, ∂D2) → (Q,K1), the holomorphic
disk w := cQ ◦ w ◦ cC : (D2, ∂D2) → (Q,K1) lies in M(K1; cQ∗(B)). Clearly w
and w have the same Maslov index. Moreover, it is easy to see that ∂(image(w)) =
−∂(image(w)). Thus a given spin structure on L induces opposite homotopy classes
of trivializations on w|∗∂D2(TL) and w|∗∂D2(TL). By 6.27 the moduli spaces M(L;B)
and M(L; cQ∗(B)) come with opposite orientations. For n 6= 2 the homology groups
of Ki are: H1(Ki) ∼= Z, H2(Ki) ∼= 0. The ones of Q are: H1(Q) ∼= 0, H2(Q) ∼= Z.
(See [BC07].) We have the short exact sequence:
0 // H2(Q)
j∗
// H2(Q,K1)
δ // H1(K1) // 0 .
Clearly, δ([w]) = δ(−[w]) and therefore w+w represents the class of a sphere in H2(Q)
and [w] + [w] ∈ kerδ = imj∗. Since the holomorphic sphere w + w has Chern class
c1(w+w) = µ(w) = µ(w) 6= 0, it cannot be contractible in Q and hence, represents a
non-zero class in H2(Q). As j∗ is injective, the class [w]+[w] is non-zero in H2(Q,K1).
For every pearly trajectory between two critical points passing through a holo-
mophic disk in the class B we will find exactly one pearly trajectory between the
same critical points passing through a disk in the class cQ∗(B) and such that they
contribute to the differential with opposite signs. This shows that also
d1 : H0(K1)→ Hn−1(K1) and d1 : H1(K1)→ Hn(K1)
vanish.
The proof for the case n = 2 is the same, except that now K1 ∼= S1 × S1 and
H∗(K1) ∼=

Z ∗ = 0, 2
Z⊕ Z ∗ = 1
0 otherwise.
Again H3(Q) = H1(Q) = 0 and it is easy to see that the inclusion RP 1 × RP 1 ↪→
CP 1 × CP 1 induces the zero map in homology. We get an exact sequence
0 // H3(Q,K1)
∼= // H2(K1)
0 // H2(Q)
j∗
// H2(Q,K1)
δ // H1(K1) // 0
This shows that the map j∗ is again injective and the same reasoning as above ends
the proof.

6.7. Proof of Theorem 6.2.
Proof. In [BM15] Biran and Membrez showed that the discriminant of a Lagrangian sphere
Sn ⊂ Q has discriminant (−1)n(n−1)2 +14. Theorem 5.17 and the construction of the cobor-
disms above imply the result. 
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Appendix A. Filtered chain complexes and spectral sequences
This subsection follows [McC01], where the author learned about spectral sequences. We
begin with some definitions.
Definition A.1. A graded R-module M is an indexed family M = (Mp)p∈Z of R-modules.
Definition A.2. A bigraded R-module M is an indexed family M = (Mp,q)(p,q)∈Z×Z of R-
modules.
Definition A.3. A filtration F∗ on an R-module A is a family of submodules {FpA} for
p ∈ Z so that
. . . ⊂ Fp−1A ⊂ FpA ⊂ Fp+1A ⊂ . . . ⊂ A (increasing filtration).
Collapsing these filtered modules gives associated graded modules, denoted by E0∗(A) and
defined by E0p(A) := FpA/Fp−1A.
Remark A.4. The construction of the associated graded module to a filtered module is
straightforward. However, if the filtration is not bounded from below and above it is in general
not easy to reconstruct the filtration from the associated graded module. Moreover, even if
one can reconstruct such a filtration, it is in general not canonical. See [McC01] for more
details.
Now suppose that we are given a graded R-module H∗ that is also filtered. Then we can
define a filtration on each degree by FpHn := FpH∗ ∩Hn and set
E0p,q(H∗, F ) := FpHp+q/Fp−1Hp+q,
which is a bigraded module.
Definition A.5. A (homological) spectral sequence is a sequence of differential bigraded R-
modules, that is, for r = 1, 2, . . . and for p and q ≥ 0, we have an R-module Erp,q. Further-
more, each bigraded module, Er∗,∗ is equipped with a linear mapping
dr : E
r
∗,∗ → Er∗,∗,
which is a differential (dr ◦ dr = 0), of bidegree (−r,+r − 1),
dr : E
r
p,q → Erp−r,q+r−1.
Finally, for all r ≥ 1, Er+1∗,∗ ∼= H(Er∗,∗, dr), that is,
Er+1p,q =
ker dr : E
r
p,q → Erp−r,q+r−1
im dr : Erp+r,q−r+1 → Erp,q
.
There is a notion of convergence of a spectral sequence.
Definition A.6. A spectral sequence {Erp,q, dr} is said to converge to a graded R-module H∗,
if there exists a filtration F of H∗ such that
E∞p,q ∼= E0p,q(H∗, F ),
where E∞∗,∗ is the limit term of the spectral sequence.
We discuss an important family of examples in which spectral sequences arise and a suffi-
cient property for them to converge.
Definition A.7. An R-module A is a filtered differential graded module if
(1) A is a direct sum of submodules, A =
⊕∞
n=0An.
(2) There is an R-linear mapping, d : An → An−1 for all n, of degree −1, satisfying
d ◦ d = 0.
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(3) A has a filtration F and the differential d respects the filtration, i.e. d : FpA→ FpA.
Because of point (iii) in the previous definition, the filtration of A induces a filtration on
the homology H(A, d) := ker d/ im d, i.e.
FpH(A, d) = im( H(FpA, d)
H(inclusion)
// H(A, d)) .
The next theorem describes a sufficient condition for a special family of spectral sequences
to converge. For a proof see [McC01] for example.
Theorem A.8. Each filtered differential graded module (A, d, F∗) determines a spectral se-
quence, {Er∗,∗, dr}, r ∈ Z, with dr of bidegree (−r, r − 1)
E1p,q
∼= Hp+q(FpA/Fp−1A).
Furthermore, suppose that the filtration is bounded, i.e. there exists s = s(n) and t = t(n),
such that
{0} = Fs−1An ⊂ FsAn ⊂ Fs+1An ⊂ . . . ⊂ Ft−1An ⊂ FtAn = An,
for all n. Then the spectral sequence converges to H(A, d), i.e.
E∞p,q ∼= FpHp+q(A, d)/Fp−1Hp+q(A, d).
Appendix B. Spin structures
Definition B.1. A spin structure of an oriented vector bundle E over a manifold X is a
homotopy class of a trivialization of E over the 1-skeleton of X which can be extended to the
2-skeleton of X.
Definition B.2. A spin manifold is an oriented manifold with a spin structure on its tangent
bundle.
For a n-dimensional vector space W let Vk(W ) be the Stiefel manifold, which is the set
of orthonormal k-frames of W with respect to some Riemannian metric. To a vector bundle
Rn → E → B we can associate the fiber bundle
Vk(Rn)→ Vk(E)→ B.
A section of Vk(E)→ B is the same thing as k orthonormal sections of E → B. It is known
that pij(Vk(Rn)) = 0 for all j < n − k. This implies the existence of a k-frame of E on the
n − k-skeleton. Certainly a k-frame exist on B0. Suppose it exists on Bj . Extending it to
Bj+1 is possible if the maps Sj → Vk(Rn), coming from the section on the j-skeleton, extend
to disks Dj+1 → Vk(Rn). This depends on the homotopy class of the map Sj → Vk(Rn),
which lies in pij(Vk(Rn)).
The following is a well-known result from obstruction theory.
Theorem B.3. A k-frame of E over the n−k-skeleton Bn−k can be extended to the n−k+1-
skeleton Bn−k+1 if and only if the n− k + 1-th Stiefel Whitney class wn−k+1 is zero.
In particular, we have
Theorem B.4. An manifold is orientable if and only if its first Stiefel-Whitney class van-
ishes.
Notice that if E → B is orientable then a section of Vn−1(E) → B uniquely defines a
trivialization and vice versa. From this it is also not hard to see that
Theorem B.5. E → B is spin if and only if w1(E) = w2(E) = 0.
For a nice elaboration of the subject and a proof of Theorem B.5 see [Bos18].
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Appendix C. Projective duality, discriminants and hyperdeterminants
This section summarizes some of the definitions and results given in [GKZ94], [Tev03]
and [JLLJ+14] and basics can be found in [Har13a] and [Har13b].
Appendix D. Projective duality
Let V be a n+1-dimensional complex vector space and P(V ) := V \{0}/ ∼ its projectiviza-
tion, where x ∼ y iff ∃0 6= λ ∈ C s.t. x = λy. The element [x0 : . . . : xn] in P(V ) denotes the
equivalence classes of the point (x0, . . . , xn) ∈ V . Let {0} 6= U ⊂ V be a non-trivial linear
subspace of V . Then the projectivization P(U) of U is a projective subspace of P(V ). Let
V ∗ be the dual vector space of V . We define the dual projective space P(V )∗ := P(V ∗),which
can be thought of as the set of hyperplanes in P(V ). A point h ∈ P(V )∗ corresponds to a
hyperplane in P(V ). Conversely, to a point p ∈ P(V ) we associate a hyperplane hp ∈ P(V )∗,
namely the space of all hyperplanes in P(V ) passing through p. This gives a natural iden-
tification P(V )∗∗ ∼= P(V ). Let L be a projective subspace. The dual projective subspace
L∗ ⊂ P(V )∗ is parametrized by all hyperplanes in P(V ) containing L.
For convenience, we will from now on write P or P∗ instead of P(V ) or P∗(V ) if there is no
ambiguity. If we wish to indicate the dimension of the projective space we write Pn or P∗n
respectively.
Definition D.1. Let X ⊂ Pn be a projective variety, possibly with singular points. Let
I(X) := {f ∈ C[x0, . . . , xn] | f is homogeneous and f(p) = 0 ∀p ∈ X} denote the homoge-
neous ideal of X. The homogeneous coordinate ring A(X) of X is A(X) := C[x0, . . . , xn]/I(X).
For a point x ∈ X the maximal ideal at x is given by mx := {f ∈ A(X)|f(x) = 0}. The
Zariski tangent space Tx(X) of X at x is the dual vector space of mx/m2x, i.e.
Tx(X) := (mx/m2x)∗.
In the affine setting:
Definition D.2. Let Y ∈ Cn be an affine variety. We define the affine coordinate ring of
Y by A(Y ) := C[x1, . . . , xn]/I(Y ), where I(Y ) is the ideal of Y , given by I(Y ) := {f ∈
C[x1, . . . , xn] | f(y) = 0 ∀y ∈ Y }. The maximal ideal of Y at a point y ∈ Y is my := {f ∈
A(Y ) | f(y) = 0}. The Zariski tangent space of Y at y is
Ty(Y ) := (my/m2y)∗.
In the affine case the Zariski tangent space can also be expressed in local coordinates.
Ty(Y ) = {v ∈ Ty(Cn) ∼= Cn | df(v) = 0 ∀f ∈ I(X)}.
Following properties of the Zariski tangent spaces are well-known.
Lemma D.3. (1) dimTx(X) ≥ dim(X), where equality holds if and only if x is a smooth
point.
(2) For any morphism φ : X → Y , there is a natural induced C-linear map Tx(φ) :
Tx(X)→ Tφ(x)(Y ).
For smooth points x ∈ X there is another notion of tangent space.
Definition D.4. Let X ⊂ Pn(V ) be a smooth irreducible projective variety and x ∈ X. Let
C(X) := {l | l ∈ V a 1-dim vector subspace s.t. P(l) ⊂ X} be the cone of X in V . For a
smooth point x ∈ X ⊂ Pn(V ) and for any non-zero vector v ∈ V in the class x the point v
is a smooth point of C(X). We define the embedded projective tangent space of X at x to be
the projectivization of the tangent space of C(X) at any point v. I.e.
TˆxX := P(TvC(X)).
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This is well-defined, since for v 6= w both lying in the class x we have P(TvC(X)) =
P(TwC(X)).
Definition D.5. Let X ⊂ Pn(V ) be a smooth irreducible projective variety and x ∈ X a
smooth point. We say that a hyperplane H ⊂ P(V ) is tangent to X at x if it contains the
tangent space TˆxX.
Definition D.6. Let X be a smooth projective algebraic variety in P(V ). We define its dual
variety X∨ as the set of all hyperplanes H ∈ P(V ) which are tangent to X at some point x.
If X is not smooth, we define the dual variety X∨ to be the Zariski closure of the union of
all hyperplanes H ∈ P(V ) which are tangent to X at some smooth point x.
We can reformulate the above definition. A hyperplane H is tangent to X if and only if
the intersection H ∩X is singular. Notice also that, even if X is smooth, its dual variety X∨
could be singular. It actually turns out, that X∨ is singular in many cases.
Definition D.7. Let Xsm be the smooth locus of a projective variety X ⊂ Pn. Let I0X ⊂ P×P∗
be the set of pairs (x,H), where x ∈ X and H ∈ X∨ a hypersurface tangent to X at x. The
conormal variety IX of X is the Zariski closure of I
0
X .
Proposition D.8. If X is irreducible then X∨ is irreducible.
Proof. Consider the projection
I0X
pr1
// Xsm , (39)
which defines I0X as a bundle over Xsm. The fibers are n−dim(X)−1-dimensional projective
subspaces of P∗. More precisely, the fiber of I0X at a point x ∈ X is the projective subspace
P/T∨x X of dimension n − dimX − 1. As X is irreducible also I0X and IX are irreducible
varieties and their dimension is n− 1. The image of the projection
IX
pr2
// P∗ (40)
isX∨. Hence, also X∨ is irreducible. 
D.1. General discriminants. For convenience, we assume that P = P(V ∗) for some com-
plex vector space V . Let X ⊂ P be a projective variety and X∨ its dual in P∗ = P(V ).
Analysing the proof of Proposition D.8 we see that, since dim IX = n− 1, we would in most
cases except that X∨ is a hypersurface.
Definition D.9. The defect def(X) of a projective algebraic variety X ∈ P is defined to be
the number codimP∗ X
∨ − 1. I.e. def(X) is zero if and only if X∨ is a hypersurface.
Suppose that X∨ is a hypersurface in P∗.
Definition D.10. Suppose codimX∨ = 1. The defining polynomial of X∨ in P(V ) is called
the X-discriminant and is denoted by ∆X . It is defined uniquely up to multiplication by a
non-zero constant. If def(X) > 0 or equivalently codimX∨ > 1 we set ∆X = 1.
D.2. The reflexivity theorem and some applications. The next observation is a well-
known result for projective duality.
Theorem D.11 (Reflexivity Theorem).
(1) Let X ⊂ Pn be an irreducible projective variety. Then
X∨∨ = X.
(2) More precisely, for any smooth points z ∈ X and H ∈ X∨ we have the following
relation: H is tangent to X at z if and only if z is tangent to X∨ at H.
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In order to prove this theorem we will recall some facts about normal and conormal bundles.
Definition D.12. Let X be a smooth algebraic variety and TX :=
⋃
x∈X TxX its tangent
bundle. For a smooth subvariety Y ⊂ X we have that TY ⊂ TX|Y is a subbundle. We define
the normal bundle of Y in X by
NXY := TX|Y /TY.
Similarly, the conormal bundle of Y in X is defined by
N∗XY := T
∗X|Y /T ∗Y.
Recall that IX := {(x,H) | H tangent to X at x} ⊂ P× P∗ is the conormal variety and
X∨ = pr2(IX)
and
pr1 : I
0
X → Xsm
is a projective bundle. The choice of a hyperplane H tangent to X at a smooth point x is
equivalent to the choice of a hyperplane H ⊂ TxPn containing TxX. Hence, we have the
identification
I0X = P(N∗XsmP).
We therefore have the following reformulation of the Reflexivity Theorem:
Theorem D.13 (Reflexivity Theorem’).
IX = IX∗
For the proof of the Reflexivity theorem it is convenient to work with vector spaces instead
of projective spaces. Let C := C(X) ⊂ V be the cone of X and similarly C∗ := C(X∨) ⊂ V ∗
the cone of X∨. We define Lag(C) := N∗CsmV the closure of the conormal bundle of Csm in
the cotangent bundle T ∗V of V . We identify the cotangent bundles T ∗V as well as T ∗V ∗
with the space V × V ∗.
Let M be a smooth algebraic variety and K ⊂ M be any irreducible subvariety. Then
T ∗M carries a canonical symplectic structure. Consider Lag(K) := N∗KsmM . The following
result is well-known.
Theorem D.14.
(1) Lag(K) is a Lagrangian subvariety of T ∗M .
(2) Any canonical Lagrangian subvariety of T ∗M has the form Lag(K) for some irre-
ducible subvariety K ⊂M .
See [Tev03] for a proof. With this we can prove Theorem D.11.
Proof of the Reflexivity Theorem’. By the above discussion it suffices to show Lag(C) =
Lag(C∗). The identification T ∗V = V ×V ∗ = T ∗V ∗ takes the canonical symplectic structure
of T ∗V to minus the canonical symplectic structure of T ∗V ∗. Then Lag(C) as a subvariety
of T ∗V ∗ is also a canonical Lagrangian. By theorem D.14 Lag(C) ⊂ TV ∗ is the Lagrangian
Lag(Z) of some irreducible subvariety Z ⊂ V ∗. But pr2(Lag(Z)) = pr2(Lag(C)) = C∗.
Hence, Z = C∗ and Lag(C) = Lag(C∗). 
In what follows we list some important implications of the Reflexivity theorem.
Definition D.15. A projective subvariety X ⊂ P is ruled in projective space of dimension
r if for any point x ∈ X there exists an r-dimensional projective subspace L, such that
x ∈ L ⊂ X.
Remark D.16. It is enough to show that the condition in Definition D.15 is satisfied in a
Zariski open dense subset of X.
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The following result describes the dual variety X∗ in the case that it is not a hypersurface,
i.e. if def(X) > 0.
Theorem D.17. Suppose that def(X) = r > 0. Then X is ruled in projective space of
dimension r.
Proof. By theorem D.11 we can switch the roles of X and X∗. Suppose that codim(X) = r >
1. We want to show that X∗ is ruled in projective space of dimension r. Let H be tangent
to X at x, then by definition TˆxX ⊂ H. The space of all hyperplanes in P tangent to X at
x can be identified with the space P/TˆxX, which is a projective subspace of P of dimension
r. 
D.3. The hyperdeterminant.
Geometric interpretation. Consider the complex vector spaces V ∗j = Ckj+1 and their projec-
tivizations Pkj := P(V ∗j ) for j = 1, · · · , r. The product Pk1 × · · · × Pkr can be embedded into
P(k1+1)(k2+1)···(kr+1)−1 := P(V ∗1 ⊗ · · · ⊗ V ∗r ) via the Segre embedding:
S : Pk1 × · · · × Pkr → P(k1+1)(k2+1)···(kr+1)−1
[x1], . . . , [xr] → [x1 ⊗ . . .⊗ xr]
or in coordinates
S : Pk1 × · · · × Pkr → P(k1+1)(k2+1)···(kr+1)−1
[x10 : . . . : x
1
k1
], . . . , [xr0 : . . . : x
r
kr
] → [ . . . : x1i1 · · ·xrir : . . . ]
For simplicity we denote P := P(k1+1)(k2+1)···(kr+1)−1. Set X := Im(S) ⊂ P a closed algebraic
subvariety. Notice that X is the set of all decomposable elements in P(V ∗1 ⊗· · ·⊗V ∗r ). Suppose
X is irreducible in P, then Proposition D.8 implies that its dual X∨ is irreducible in P∗.
Definition D.18. The hyperdeterminant Det of the format (k1 + 1) × · · · × (kr + 1) is the
X-discriminant of X := Im(S) ⊂ P(k1+1)(k2+1)···(kr+1)−1. I.e.
Det(k1+1)×···×(kr+1) := ∆X . (41)
It is a homogeneous polynomial on V1 ⊗ . . . ⊗ Vr and moreover it is defined uniquely up to
sign if we require it to have integral coefficients and to be irreducible over Z.
Theorem D.19. The hyperdeterminant is a non-trivial polynomial (i.e. X∨ is a hypersur-
face) if and only if
ki ≤
∑
j 6=i
kj ,
for all j ∈ {1, . . . , r}.
The proof of this theorem is beyond the scope of this thesis. The reader is referred
to [GKZ94].
To a hypermatrix A = (ai1,··· ,ir) ∈ C(k1+1)(k2+1)···(kr+1) we can associate a linear form
A : V ∗1 ⊗ · · · ⊗ V ∗r → C. (42)
We abuse notation and denote this linear form again by A. It is induced by the multilinear
form
V ∗1 × · · · × V ∗r → C,
(γ1, · · · , γr) 7→ ∑i1,··· ,ir ai1,··· ,irγ1i1 . . . γrir . (43)
Note that A ∈ (V ∗1 ⊗ · · · ⊗ V ∗r )∗ = V1 ⊗ · · · ⊗ Vr. Recall that X ⊂ P(V ∗1 ⊗ · · · ⊗ V ∗r ) and
X∨ ⊂ P(V1 ⊗ · · · ⊗ Vr). Therefore, the hyperdeterminant is a polynomial on V1 ⊗ · · · ⊗ Vr.
Definition D.20. We call Det(A) := ∆X(A) the hyperdeterminant of the hypermatrix A ∈
V1 ⊗ · · · ⊗ Vr.
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Definition D.21. A slice of A ∈ V1 ⊗ · · · ⊗ Vr in the j-th direction is the hypermatrix
(ai1,··· ,ij−1,l,ij+1,ir) ∈ V1 ⊗ · · · ⊗ Vˆj ⊗ · · · ⊗ Vr for some fixed l ∈ {1, · · · , kj + 1}.
Let M ∈ GL(Vj) be an invertible matrix of dimension (kj + 1) × (kj + 1). Consider the
action
GL(Vj)× V1 ⊗ . . .⊗ Vr → V1 ⊗ . . .⊗ Vr
(M,A) 7→ M ∗j A, (44)
where
M ∗j A := (
∑
l=1,...,rj+1
ml,ij · ai1,...,ij−1,l,ij+1,...,ir).
More generally we define the action
(GL(V1)× · · · ×Gl(Vr))× V1 ⊗ · · · ⊗ Vr → V1 ⊗ · · · ⊗ Vr
((M1, · · · ,Mr), A) 7→ (M1, · · · ,Mr) ∗A, (45)
where
(M1, · · · ,Mr) ∗A := M1 ∗1 M2 ∗2 · · ·Mr ∗r A.
Proposition D.22. The hyperdeterminant is invariant under the action of the group SL(V1)×
· · · × SL(Vr). It is relatively invariant under the action of the group GL(V1)× · · · ×GL(Vr)
in the following sense. Let A ∈ V1 ⊗ . . . ⊗ Vr and (M1, . . . ,Mr) ∈ GL(V1) × · · · × GL(Vr).
Then:
Det((M1, . . . ,Mr) ∗A) = det(M1)
d
k1+1 · · · det(Mr)
d
kr+1Det(k1+1)×···×(kr+1)(A), (46)
where d is the degree of Det(k1+1)×···×(kr+1).
Proof. Note that the Segre embedding is canonical, i.e. independent of the choice of the
basis. It follows from the definition that the hyperdeterminant is invariant under the action
of the group SL(V1) × · · · × SL(Vr). Moreover, it is relatively invariant under the action of
GL(V1) × · · · × GL(Vr), i.e. invariant up to multiplication by some non-zero constant. We
see that for some M,N ∈ GL(Vj) we have
M ∗j (N ∗j A) = (MN) ∗j A,
where MN denotes the usual matrix multiplication. Moreover, if det(M) = 1 we have that
Det(M ∗j A) = Det(A). It follows that Det(M ∗j A) = det(M)p Det(A) for some integer
p ∈ Z. By definition the hyperdeterminant is homogeneous on each slice. The degree has to
be the same on parallel slices. Since there are (kj + 1) parallel slices, the hyperdeterminant
is homogeneous of degree dkj+1 . Thus
Det(Mj ∗j A) = det(Mj)
d
kj+1Det(A)
and hence, also
Det((M1, · · · ,Mr) ∗A) = det(M1)
d
k1+1 · · · det(Mr)
d
kr+1Det(k1+1)×···×(kr+1)(A).

Corollary D.23.
(1) dki+1 is an integer.
(2) Swapping to parallel slices in the ith direction changes the hyperdeterminant by (−1) dki+1 .
(3) A hypermatrix with linearly dependent slices has vanishing hyperdeterminant.
For the case of a hypermatrix of format 2× 2× 2 there is a simple formula for the discrim-
inant.
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Proposition D.24. The hyperdeterminant of a hypermatrix A = (aijk) with i, j, k = 0, 1 is
given by
Det(A) = (a2000a
2
111 + a
2
001a
2
110 + a
2
010a
2
101 + a
2
011a
2
100)
−2(a000a001a110a111 + a000a010a101a111 + a000a011a100a111
+a001a010a101a110 + a001a011a110a100 + a010a011a101a100)
+4(a000a011a101a110 + a001a010a100a111).
(47)
See [GKZ94] for a proof.
Algebraic interpretation.
Definition D.25. A hypermatrix A ∈ C(k1+1)×···×(kr+1) is called degenerate if there exists a
non-zero vector (x1, · · · , xr) ∈ Pk1 × · · · × Pkr such that
A(x1, · · · , xj−1, (Ckj+1)∗, xj+1, · · · , xr) = 0 ∀j = 1, · · · , r. (48)
The set of all non-zero vectors (x1, · · · , xr) ∈ Pk1 × · · · × Pkr with this property is the kernel
K(A) of A.
Notice that X is the set of all decomposable elements in P. The tangent spaces of X ⊂
P(V ∗1 ⊗ · · · ,⊗V ∗k ) at a point x = [(x1 ⊗ · · · ⊗ xr)] is described in the following proposition.
We leave the verification to the reader.
Proposition D.26. Let x = [(x1 ⊗ · · · ⊗ xr)] be a point in X.
(1) The tangent space of X at x in P(k1+1)···(kr+1)−1 is the span of the r linear subspaces
Pkjx , which are defined as the projectivization of x1⊗· · ·⊗xj−1⊗V ∗j ⊗xj+1⊗· · ·⊗xr.
I.e.
TxX = P(
⊕
j=1,··· ,r
x1 ⊗ · · · ⊗ xj−1 ⊗ V ∗j ⊗ xj+1 ⊗ · · · ⊗ xr).
(2) X ∩ TxX = ∪jPkjx .
(3) Any linear space in X passing through x is contained in one of the linear subspaces
Pkjx .
Here is another corollary of the Reflexivity theorem.
Theorem D.27. Let X ⊂ P∗ be smooth and X∨ ⊂ P a hypersurface. Let z1, . . . , zn be
homogeneous coordinates of Pn∗ and a1, . . . , an the dual homogeneous coordinates on Pn.
Suppose that f = (a1 : . . . : an) is a smooth point of X
∨. Then the hyperplane section
{f = 0} ∩X has a unique singular point with coordinates
(
∂∆X
∂a1
(f) : . . . :
∂∆X
∂an
(f)).
Proof. Let H ∈ Pn be the hyperplane corresponding to f . By the Reflexivity theorem D.11
it is tangent to X at z if and only if the hyperplane corresponding to z is tangent to X∨ at
H. Since X∨ is a hypersurface and smooth at f such a point z is unique with coordinates
(∂∆X∂a1 (f) : . . . :
∂∆X
∂an
(f)). 
Corollary D.28. Let A0 = (ai1,...,ir) be a degenerate matrix that is a smooth point of the
variety of degenerate matrices. Then the kernel K(A0) consists of a unique point x =
(x1, . . . , xr) ∈ Pk1 × · · · × Pkr . Let S denote the Segre embedding. The coordinates of
S(x) = x1 ⊗ · · · ⊗ xr are up to normalization given by
x1i1 . . . x
r
ir =
∂∆(A)
∂ai1,...,ir
|A=A0
for all i1, . . . , ir.
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Remark D.29. Summarizing the properties from the preceding chapter: for a hypermatrix
A ∈ C(k1+1)×···×(kr+1) we have
Det(A) = ∆X(A) = 0 ⇐⇒
hyperplane section {A = 0} ∩X is singular ⇐⇒
{A = 0} belongs to X∨ ⇐⇒
∃x ∈ X : A(x) = ∂A∂xi (x) = 0∀i
.
D.4. Schla¨flis technique of computation. There is a useful technique to compute the
hyperdeterminant for some hypermatrices of low degrees. This method is due to [Sch52].
Given a hypermatrix A = (ai1,...,ir) ∈ C(k1+1)···(kr+1), consider the linear operator
fA : Ck1+1 → C(k2+1)···(kr+1)
x 7→ ∑k1i1=0 ai1,...,irxi1 .
This is a family of r-dimensional matrices linearly depending on x. The function FA(x) :=
Det(fA)(x) is a homogeneous polynomial in the xi1 . Hence, we can compute its discriminant
∆(FA). (Here ∆ is just the usual discriminant of a quadratic polynomial, which is also the
same as the discriminant of the Segre variety S(P1 × P1) ⊂ P3.) In particular, ∆(FA) can be
viewed as a homogeneous polynomial in the matrix entries of A which is zero if and only if
there exists an x such that FA(x) is degenerate.
The first crucial observation is the following theorem
Theorem D.30. The polynomial ∆(FA) is divisible by the hyperdeterminant Det(A) of A.
Remark D.31. Note that ∆(FA) could be identically zero.
Proof. Suppose that Det(A) is zero, i.e. the hypermatrix A is degenerate. Then K(A) is non
empty. Let (x1⊗ . . .⊗xr) ∈ K(A). We want to show that FA vanishes at x1 with all its first
derivatives. We use the notation
B(x) = (bi2...ir)i2,...,ir = fA(x) , ci2,...,ir =
∂Det
∂bi2,...,ir
|B.
Then
FA(x) = Det(k2+1)×...×(kr+1)(B)(x)
and
∂FA(x)
∂xi1
|x=x1 =
∑
i2,...,ir
ai1,i2,...,irci2,...,ir
for i1 = 1, . . . , k1. Since (x
1 ⊗ . . . ⊗ xr) ∈ K(A) also (x2 ⊗ . . . ⊗ xr) ∈ K(A0), where
A0 = B(x
1). Hence, FA(x
1) = 0. If the ci2,...,ir are all zero then
∂FA(x)
∂xi1
|x=x1 = 0, which
implies ∆(FA) = 0 and the theorem is proven. Suppose now that the ci2,...,ir are not all zero.
Then the matrix B is a smooth point of the variety of degenerate matrices. By Corollary D.28
ci2,...,ir = x
2
i2
· · ·xrir , and we get
∂FA(x)
∂xi1
|x=x1 =
∑
i2,...,ir
ai1,i2,...,irx
2
i2 · · ·xrir .
Since (x1, . . . , xr) ∈ K(A) this shows that
∂FA(x)
∂xi1
|x=x1 =
∑
i2,...,ir
ai1,i2,...,irx
2
i2 · · ·xrir = A((1, . . . , 1)⊗ x2 ⊗ . . .⊗ xr) = 0.

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The above theorem can be refined. Let ∇ = ∇(k2, . . . , kr) be the variety of degenerate
hypermatrices of format (k2 +1)× . . .×(kr+1). The projectivization of ∇ is by definition the
dual variety X∨ of the Segre variety Pk2×. . .×Pkr ⊂ P(k2+1)···(kr+1)−1. Furthermore, let ∇sing
denote the variety of singular points of ∇ and X∨sing its projectivization. Let c(k2, . . . , kr)
be the minimal codimension of all irreducible parts of ∇sing. Then there is a more precise
description of the ratio of ∆(FA)/Det(A).
Theorem D.32. The ratio G(A) := ∆(FA)/Det(A) has the following form:
(1) if k1 + 1 < c(k2, . . . , kr) then G is a non-zero constant
(2) if k1 + 1 = c(k2, . . . , kr) then
G(A) =
∏
RmzZ (Im(fA)),
where Z ranges over the irreducible components of ∇, RZ is the chow form of Z and
mZ are some multiplicities.
(3) if k1 + 1 > c(k2, . . . , kr) then G(A) and hence, also ∆(FA) are identically zero.
The first step to prove the theorem is the next lemma.
Lemma D.33. If ∆(FA) : C(k1+1) → C is not identically zero, then it is not divisible by
Det(A)2.
Proof. Recall that the dual variety X∨ is the union of the projective spaces Px, x ∈ X where
Px is the set of hyperplanes tangent to X at x. The codimension of Px is dim(X) + 1 =
k1 + . . .+ kr + 1. Suppose that ∆(FA) is not identically zero. The vanishing of ∆(FA) means
that FA vanishes at some points with all its derivatives. In other words, Im(fA) = fA(Ck1+1)
is tangent to∇ at some non-zero point. Suppose that Det(A)2 divides ∆(FA) and that ∆(FA)
vanishes at some point x but is not identically zero. For every one-parameter algebraic family
At of r-dimensional hypermatrices with A0 = A and such that Im(fA0) is tangent to ∇, the
function t 7→ ∆(FAt) is divisible by t2. Indeed, if ∆(FA) = 0, then either Det(fA)(x) = 0 for
all x or there exists an x0 such that FA(x0) has a multiple root. If Det(fA)(x) vanishes for
all x then also Det(A) vanishes and thus Det(At) = o(t) and ∆(FA) is divisible by t
2. The
function FA(x0) having a multiple root on the other hand means that Im(fA) is tangent to
∇sing at some non-zero point. Hence, the tangent is of order two, which again implies that
∆(FA) is divisible by t
2. We will show that this is impossible for a suitable choice of a generic
family At.
Let B ∈ ∇ and ξ := [B] ∈ X∨ . We may assume that ξ is contained in exactly one Px.
If this was not the case for generic points ξ ∈ X∨ then X∨ would not be a hypersurface.
Now consider the space Z of k0-dimensional projective subspaces of P that are tangent to
X∨ at ξ. Since k0 ≤ k1 + . . . + kr we know that a dense open subset of Z is formed by
projective subspaces that meet Px only at the point ξ. Let L ∈ Z be such a generic point.
Hence, L has a simple tangency with X∨. Therefor we can find an algebraic family At of
r-dimensional hypermatrices with P(Im(FA0)) = L. The simple tangency condition of L
implies that t 7→ ∆(FAt) has a simple zero at t = 0. This contradicts the fact that ∆(FAt) is
divisible by t2. 
We finish this section with the proof of Theorem D.32.
Proof of Theorem D.32. We have seen in the proof of Lemma D.33 that ∆(FA) = 0 if and
only if either Det(A) = 0 or fA(x0) ∈ ∇sing for some non-zero x0 ∈ Ck1+1. Let W be the
variety of matrices A such that Im(fA) intersects ∇sing at a non-zero point. By Lemma D.33
we see that the ratio G(A) vanishes if and only if A ∈ W . Notice that codim(W ) > 1 if
k1 + 1 < c(k2, . . . , kr), codim(W ) = 1 if k1 + 1 = c(k2, . . . , kr) and if k1 + 1 > c(k2, . . . , kr)
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then W coincides with the whole matrix space. The Theorem follows from the definition of
the Chow form. 
D.5. Duality, discriminants and projections. Let P be an n-dimensional projective space
and K ⊂ P a k-dimensional subspace, where k > 0. We can identify the quotient space P/K
with the set of (k + 1)-dimensional projective subspaces in P containing K. Suppose H is
a (n − k − 1)-dimensional projective subspace in P not intersecting K. Then every (k + 1)-
dimensional plane containing K intersects H in exactly one point. Hence, we can identify H
with P/K. Moreover, the dual space (P/K)∗ in P∗ is identified with the space of hyperplanes
in P containing K. We use the following notation. The projection from K is the map
piK : P \K → P/K,
defined by sending a point x ∈ P \K to the (k+ 1)-dimensional projective subspace spanned
by x and K.
Remark D.34. Notice that if K ⊂ K ′ are projective subspace of a projective space P then
P/K ′ ⊂ P/K and K ′/K is a subset of P/K such that (P/K)/(K ′/K) = P/K ′ and
piK′/K ◦ piK = piK′ (49)
The following proposition and its proof can be found in [GKZ94] and [Tev03].
Proposition D.35. Let X ⊂ P be an algebraic subvariety not intersecting the projective
subspace K and such that dim(X) < dim(P/K). Then
piK(X)
∨ ⊂ K∨ ∩X∨. (50)
Moreover, equality hold if piK : X → piK(X) is an isomorphism of algebraic varieties.
Proof. Let H be a hyperplane tangent to piK(X) at a point piK(p). By definition H is
a hyperplane in P/K and therefore it can be regarded as a hyperplane in P containing
K. Moreover, as a hyperplane in P it is tangent to X at p. This proves the first part of
Proposition D.35.
Now suppose that piK : X → piK(X) is an isomorphism of algebraic varieties. Let X∨0
denote the set of hyperplanes tangent to X at a smooth point p of X. Similarly, piK(X)
∨
0
denotes the set of hyperplanes tangent to piK(X) at a smooth point. The isomorphism
piK : X → piK(X) induces an isomorphism of the smooth loci. Let H be a hyperplane
tangent to X at a smooth point p, i.e. H ∈ X∨0 . Then H ∩K∨ is tangent to piK(p), since
K∨ ∼= P/K. Hence, X∨0 ∩K∨ = piK(X)∨0 . Clearly X∨0 = X∨ and piK(X)∨0 = piK(X)∨. Hence,
it is left to show that also X∨0 ∩K∨ = X∨0 ∩K∨.
Lemma D.36. Let H(t) be a 1-parameter family of hyperplanes depending smoothly on t,
tangent to X at smooth points x(t) for every t 6= 0 and such that H(0) contains K. In other
words H(0) ∈ X∨0 ∩K∨. Then there exists another 1-parameter family H ′(t), such that
(1) H ′(0) = H(0)
(2) H ′(t) is a hyperplane tangent to X at x(t) and containing K. In other words, H ′(0) ∈
X∨0 ∩K∨.
Proof. Let x(0) ∈ X be the point limt→0x(t). This point exists, since P is compact, but it
could be a singular point of X. Let Tˆx(0)(X) denote the embedded tangent space of X at
x(0). Then it is well-known that piK induces an isomorphism of tangent spaces. It follows that
Tˆx(0)(X) is a projective subspace of P not intersecting K. For t 6= 0 the Zariski tangent spaces
T (t) := Tˆx(t)(X) form an analytic 1-parameter family of projective subspaces of dimension
dim(X) and they do not intersect K. The limit projective subspace T (0) of the family T (t)
is contained in the tangent space Tˆx(0) and hence, does also not intersect K. By assumption
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the hyperplanes H(t) contain T (t) for every t 6= 0 and since the family is analytic it also
holds that T (0) ⊂ H(0). Now consider the projective subspaces < K,T (t) > for t 6= 0. They
form an analytic family of projective subspaces of dimension dim(K) + dim(X) + 1. Clearly
for t = 0 we have that < K,T (0) >⊂ H(0). We can therefore construct an analytic family
H ′(t) of hyperplanes s.t. H ′(0) = H(0) and < K,T (t) >⊂ H ′(t). This proves the lemma. 
By the above lemma we conclude the proof of Proposition D.35. 
The next result gives a relation between the discriminants of X and piK(X). It is a
consequence of Proposition D.35. Before stating it, we fix some notations. Let
0→ U → V →W → 0
be an exact sequence of vector spaces. Let P = P(V ∗) and K = P(W ∗). Then we also have
P/K = P(U∗) and the projection piK is induced by the map V ∗ → U∗.
Corollary D.37. Let X ⊂ P be a projective subvariety not intersecting K and such that
dim(X) < dim(P/K). Then ∆piK(X) is a factor of the restriction of ∆X to U . Moreover, if
piK : X → piK(X) is an isomorphism of algebraic varieties then ∆X |U = ∆piK(X).
Let X be a projective variety embedded into a projective space P and P is embedded as a
projective subspace into a projective space M. Then X can also be considered as a subvariety
of M. Let (X∨)P denote the dual variety of X in P∗ and (X∨)M the dual variety of X in M∗.
Notice that P∗ can be identified with M∗/(P∨)M, and we have a projection
pi : M∗ \ (P∨)M → P∗
with has as centre the space P∨. Let Z ⊂ P∗ be a subvariety. The cone over Z with apex
(P∨)M is defined to be the union of (P∨) and the fibers pi−1(z) for all z ∈ Z. Consequently
we have the following results.
Corollary D.38. The variety (X∨)M is the cone over (X∨)P with apex (P∨)M.
Given a vector space surjection pi : E → V and let P := P(V ∗) and M := P(E∗). We
have an embedding j : P ↪→ M and for every subvariety X ⊂ P we can also regard X as a
subvariety j(X) ⊂M. Then the discriminants ∆X and ∆j(X) are polynomial functions on V
and E respectively. Moreover,
Corollary D.39. The discriminants ∆X and ∆j(X) satisfy for every f ∈ E:
∆j(X)(f) = ∆X(pi(f)).
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