Abstract. Let K ⊆ R be a number field. Using techniques of discrete analysis, we prove that for definable sets X in Rexp of dimension at most 2 a conjecture of Wilkie about the density of rational points is equivalent to the fact that X is badly distributed at the level of residue classes for many primes of K. This provides a new strategy to prove this conjecture of Wilkie. In order to prove this result, we are lead to study an inverse problem as in the works [22, 23] , but in the context of number fields, or more generally global fields. Specifically, we prove that if K is a global field, then every subset S ⊆ P n (K) consisting of rational points of projective height bounded by N, occupying few residue classes modulo p for many primes p of K, must essentially lie in the solution set of a polynomial equation of degree ≪ (log(N))
Introduction
For K a number field, and X ⊆ R n , let X(K) denote the subset of points with K-rational coordinates. For x ∈ K, let H(x) be the affine height of an algebraic number. For x ∈ K n , define H(x 1 , . . . , x n ) = max i {H(x i )}. For T ≥ 1, set X(K, T ) ∶= {P ∈ X(K) ∶ H(P) ≤ T }. A fundamental problem in Diophantine Geometry and Transcendental Number Theory is to obtain bounds for X(K, T ) when X is a non-algebraic set. When X is the graph of f ∶ [0, 1] → R, a transcendental real-analytic function, in [13, Theorem 9] Pila proves that for any ε > 0 there exists a positive constant c = c(X, ε) such that X(Q, T ) ≤ cT ε .
(1.1)
In order to generalize (1.1) to sets of higher dimensions, Pila and Wilkie in [16] deal with the transcendental part of a set X ⊆ R n definable in an o-minimal structure. Recall that the algebraic part of a set X ⊆ R n , which we denote X alg , consists of the points x ∈ X such that there exists a connected, semialgebraic set Y ⊆ X of positive dimension with x ∈ Y. The transcendental part of X, denoted X trans , is defined as X trans ∶= X X alg . Pila and Wilkie then prove the following generalization of (1.1).
Theorem 1.1 ([16, Theorem 1.8])
. Let X ⊆ R n be a set, definable in a o-minimal structure, and let ε > 0. There is a positive constant c = c(X, ε) such that for all T ≥ 1 we have X trans (Q, T ) ≤ cT ε .
(1.2) Theorem 1.1 was later generalized by Pila in [14] .From the results in [14] , it follows that the same type of bound (1.2) holds for number fields, but with the constant c dependent on the (degree of the) field.
In general the bound in Theorem 1.1 is best possible, but if we consider some specific o-minimal structures, it is conjectured that the bound can be improved. This is the content of Wilkie conjecture: Let us note that Conjecture 1.2 has deep consequences in Transcendental Number Theory. Indeed, in [15] and [4] , it is shown that if Conjecture 1.2 holds for specific sets X with the constant c 2 equal to dim(X), then the four exponential conjecture follows.
One may ask if the bound in Conjecture 1.2 holds for other o-minimal structures. For instance, we have the following natural generalization of Conjecture 1.2, which appears in [10] . Conjecture 1.3. Let f 1 , . . . , f r be a Pfaffian chain and suppose thatR = (R, <, +, ⋅, f 1 , . . . , f r ) is a model complete expansion of the real field. Suppose that X ⊆ R n is a set definable in the o-minimal structureR. For any number field K ⊆ R, there exists positive constants c 1 = c 1 (X, K), c 2 = c 2 (X) such that X trans (K, N) ≤ c 1 (log(N)) c 2 .
(1. 4) for all N > e.
If the dimension of X equals 1, then Conjecture 1.2 is known to hold by work of Butler [3] and Jones and Thomas [10] . If X has dimension greater than 1, Conjecture 1.2 is known only for the family of surfaces (x, y, z) ∈ (0, ∞) 5) by work of Pila [15] when (a, b, c) = (1, 1, −1) and Butler [3] in the general case. If X ⊆ R 3 is definable in a o-minimal structure as in Conjecture 1.3, then, under the assumption that X possesses a mild parametrization (see [15, § 2] ), in [10] Jones and Thomas prove that X satisfies Conjecture 1.3. This can be generalized for a set X ⊆ R n of dimension 2, as it was shown in [19] .
Let us mention that while Conjecture 1.2 is open, Binyamini and Novikov proved that for sets definable in the "restricted" o-minimal structure R RE ∶= (R, <, +, ⋅, exp [0, 1] , sin [0,π] ) the bound in Conjecture 1.2 holds, even in a stronger form (see [2, Theorem 2] ).
The purpose of this article is to pose a strategy to prove Conjecture 1.3 which does not use mild parametrizations. More specifically, our result implies the following consequence: Theorem 1.4. Let X ⊆ R n be a set definable in R exp of dimension at most 2. Let K be a number field and let O K be its ring of integers. Then
for some positive constants c 1 (X, K), c 2 (X) if and only if there exist positive constants
for all T > e.
The proof of Theorem 1.4 uses the polynomial method, but rather than using Bombieri-Pila determinant method as in [3, 10, 15] , we use a variant of Siegel's lemma. That a variant of Siegel's lemma could be applied to the problem of counting points in o-minimal structures is not new; Wilkie in [11, Lecture 2, § 6.3, § 6.4] gives a proof of Theorem 1.1 similar to the one in [16] , using a lemma of Thue-Siegel instead of Bombieri-Pila determinant method. Both proofs, however, rely on the fact that any set definable in an o-minimal structure admits good parametrizations (see [16, Theorem 2. 3, Theorem 2.5]). The novelty in our approach resides that in order to apply Siegel's lemma, instead of proving that the sets possesses well-behaved parametrizations, we use that the integral points of a set X definable in a o-minimal structure must occupy few residual clases modulo p for many primes p. Indeed, let X ⊆ R n be a set definable in R exp . Given a prime p ∈ Z, define
It is easy to show (see Section 4) that Conjecture 1.2 implies
for all primes c 1 log(N) n n−κ ≤ p ≤ 2c 1 log(N) n n−κ , with 0 ≤ κ < n. Conversely, suppose that for all N > e there exists constants c 1 ∶= c 1 (X), κ = κ(X) such that the set X verifies (1.8) for all primes c 1 log(N)
posses some sort of algebraic structure, one would expect that the set X trans (Z, N) is small.
In order to formalize the last claim, we recall the following result of Walsh that established a conjecture of Helfgott and Venkatesh in [8] regarding the presence of algebraic structure in sets badly distributed at the level of residue classes. 
Then, for every S ⊆ {−N, −, . . . , −1, 0, 1, . . . , N} d occupying ≪ p κ residue classes modulo p for every p ∈ P I , and every ε > 0, there exists some non-zero P ∈ Z[X 1 , . . . ,
Here, by a polynomial P of complexity at most C we mean that P has degree at most C and its coefficients are bounded by N C . Now, we may explain our strategy to prove Theorem 1.4 in the case K = Q. Let X be the graph of the function f . First, we prove that the set X trans (Z, N) occupies few residual classes modulo p for all p ∈ P I . Using Theorem We will see that the same strategy works for a number field K ⊆ R, once we extend there Theorem 1.5. In fact in this article we are going to prove a generalization of Theorem 1.5 for global fields, replacing Z with the ring of integers O K , with K a global field. The correct diophantine analogue of [N] should be the elements x ∈ O K of affine height H(x) at most N. We denote this set by [N] O K . Then we have the following definition of complexity. Definition 1.6 (Complexity). We say a non-zero polynomial
if it has degree at most C and its coefficients have affine height bounded by N C .
For a non-zero ideal I ⊆ O K , let N K (I) be the absolute norm of I, defined as the (finite) cardinal of the set O K I. This allows us to generalize the notion of ill-distributed set at the level of residue classes, in a straightforward way. For a prime ideal p ∈ O K , and a set X ⊆ O n K , we note X p for the set of residue classes of X modulo p:
Following the same strategy of Walsh, we prove the next generalization of Theorem 1.5 Theorem 1.7. For all n > 0, all real 0 ≤ κ < n and all global field K, there exists τ = τ(n, κ, K) ≥ 1 such that the following holds. Denote I for the interval [τ(log(N)) n n−κ , 2τ(log(N)) n n−κ ]. Write P I,K for the set of primes ideals p ⊆ O K defined as
κ for every prime p ∈ P I,K , and every ε > 0, there exists some
In fact, we obtain a more general theorem than Theorem 1.7, in which the set X lies in a projective variety. For the sake of simplicity, we refrain the details to section §3, where this generalization is proved (see Theorem 3.2).
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Heights in global fields
2.1. Absolute values. The references for this section are the first two chapters of [1] , and section B of [7] for the basic theory of heights, and chapter 5 of [17] and chapter 1 of [20] for the theory of function fields.
Throughout this paper, k denotes either the field Q of rational numbers or the field F q (T ) of rational functions in one indeterminate over a finite field F q . We fix a separable algebraic closure k of k and denote by K ⊆ k a global field, i.e. a finite separable extension of k.
Let us denote M K for the set of places v of K. For each v ∈ M K let K v be the completion of K with respect to v. If O v is the valuation ring of v in K v , we denote m v for its maximal ideal.
Following [1] , we take normalized representatives ⋅ v for the places v ∈ M K . First, suppose that
(ii) If v corresponds to a prime p, then ⋅ p is the p-adic absolute value in k, with p = p −1 .
Suppose now that
Now, for general K, let w ∈ M K be the place of K which is over v ∈ M k . We consider the normalized representative ⋅ w :
(2.1) The product formula is then
for all x ∈ K × . For a global field K, M K,∞ will be the set of places lying over the place v = ∞ ∈ M k . We have that M K,∞ has at most [K ∶ k] elements. The remaining places M K,fin ∶= M K M K,∞ are the finite places.
The ring of integers of K, which we will denote O K , is defined as the intersection of the valuation rings
A prime p of K is a non-zero prime ideal of O K and it is in one-one correspondence with the maximal ideals m v with v ∈ M k,fin . We have that the quotient field O K p is isomorphic to O v m v , where v is the finite place that corresponds to p. In particular, this quotient is a finite, field extending F q and we denote its cardinal by N K (p); it is the absolute norm of p. More generally, for any non-zero ideal I ⊊ O K , we define N K (I) = O K I; this definition is multiplicative in the ideals.
When K is a function field, we have
is called the degree of p, and we denote it by deg(p). Moreover, any place w ∈ M K,∞ is ultrametric, and the quotient field O w m w is finite. We define the norm of w and denote it by N K (m w ), as the cardinal of O w m w , and as before we have
is also called the degree of w, and we denote it by deg(w).
Remark 2.1. For function fields defined over F q , there is another definition of a prime in K, which is more standard (see [17, 20] ): a prime in K is a maximal ideal m v of a discrete valuation ring
The definition we gave above coincides with this one in the primes of
. Instead, we could take a place v ∈ M k represented by the absolute value ⋅ p corresponding to an irreducible polynomial p(T ) ∈ F q [T ], and define
and O K would be its integral closure over K.
We now write the normalization (2.1) for the places w ∈ M K,fin in terms of valuations. We have that such w corresponds to a prime ideal p of O K , obtained as m w ∩ O K . We denote ord p for the corresponding normalized discrete valuation on p. Using [12, Chapter 1, Proposition 2.5] and following the remarks in [12, Chapter 2, §2] which also work for global fields which are function fields, we can write (2.1) as
With (2.3) we can express the norm of an element x ∈ O K {0} in a convenient way. Indeed, the ideal (x) factorizes as ∏ p∈S p ordp(x) . Let w p be the corresponding place associated to p. Then
2.2. Heights. The usual projective height for any x ∈ k n is defined in the following way. If K is a field in which the coordinates of x are defined, then
will always denote the projective height H(1, x). Note that if x ∈ Z then H(x) = x , the absolute value of x, and if
, where deg(x) is the degree of x. In these two cases,
In particular, if K is function field, it is more natural to count points of height equal to a parameter N = q a
[K∶k] for some positive integer a, instead of counting points of height bounded by a parameter N, as in the number field case. However, for this article it will be more convenient to consider the set of points of height bounded by N.
For our purposes, it will be necessary to understand how the affine height of a point behaves under the action of a polynomial. It is easy to show (see [7, 
m is a rational map of degree D defined over k, φ = ( f 0 , . . . , f m ) with f i homogeneous polynomials of degree d, and Z ⊆ P n is the subset of common zeros of the f i 's (so φ is defined on P n Z), then
where R is the maximum number of monomials appearing in any one of the φ i , and a is the projective point with coordinates the coefficients of all the φ i . It follows that the same upper bound (2.6) holds for H(1 ∶ P(x)), where
..,in and R is the number of (i 1 , . . . , i n ) with c i 1 ,...,in ≠ 0, we have
Given x = (x 1 , . . . , x n ) ∈ K n , we have the bound
We will use the notation:
Finally, we will need to relate the height and the norm of a point in x ∈ O K . From equality (2.4) and the fact that
Ill-distributed sets in projective varieties
If Z is a projective hypersurface of degree d and dimension n over a finite field F q , the Lang-Weil estimate says that Z(
2 ))p n−1 residue classes modulo p for almost all prime p. Since P n (F p ) ∼ n p n , we can think Z as an ill-distributed set at the level of residue classes. Then, in the diophantine context, it is natural to work with sets
where Z is a projective variety defined over Q, such that the image of X in P n (Z pZ) is small for many primes p. This is the approach that we will consider in this section.
From here on, K will be a global field. We denote by
choose coordinates (x 0 ∶ . . . ∶ x n ) such that for all i, x i = 0 or ord p (x i ) ≥ 0 for all i, and there exists 0 ≤ i 0 ≤ n with ord p (x i ) = 0. Such coordinates are unique modulo a scalar multiple
will be denoted as x ≡ x ′ mod (p). We note that if P(T 0 , . . . , T n ) is a non-zero homogeneous polynomial with coefficients in O K , then for any x,
For a non-zero prime ideal p ∈ O K , and a set X ⊆ P
Consider Z ⊆ P m (k) a projective variety defined over a global field K, with homogeneous ideal I(Z) defined by 
Because of the Lang-Weil estimate we have that the reduction
In what follows we will show that an ill-distributed set in Z has some sort of algebraic structure, with respect to the variety Z. For this, we adapt the notion of algebraic structure for subsets in
. This requires to extend the definition of complexity of a polynomial. Recall that we defined a non-zero polynomial
if it has degree at most C and its coefficients have affine height at most N C .
Definition 3.1. Let Z ⊆ P n (k) be a projective variety defined over K. We say that a homogeneous polynomial
which does not vanish at Z, has complexity at most C if there exists a non-zero homo-
] of complexity at most C and a polynomial change of variables
Now we state the main result of this section. 
Then, for every X ⊆ Z(K, N) with X p ≪ N K (p) κ for every prime p ∈ P I,K , and every ε > 0, there exists some non-zero homogeneous polynomial P ∈ O K [T 0 , . . . , T m ] which does not vanish at Z, of complexity ≪ κ,n,m,ε,K,Z (log(N)) κ n−κ and vanishing on at least (1 − ε) X points of X. Theorem 1.5 of Walsh [23] is a consequence of Theorem 3.2 for Z = P m (k) and K = Q, while Theorem 1.7 is the case where Z = P m (k) and K a global field. In fact, the strategy of the proof of Theorem 3.2 is the same as the one given in [23] . Namely, for any set X as in Theorem 3.2 we will construct a small dense set C in X; by this we mean a set of small size, and such that polynomials of low complexity that vanishes in C also vanishes at a fixed positive proportion of X.
To find the dense set C, we introduce the quantity
where η ≥ 1 is a constant to be choosen later. Note that for any c > 0,
for N large enough, depending on n, κ but independent on η.
Proposition 3.3. Let X ⊆ Z(K, N) with X p ≤ αN K (p) κ for all prime ideals p ∈ P I,K . There exists a positive constant C 1 = C 1 (α, κ), sets C, X ′ ⊆ X of size C ≤ r, X ′ ≫ X , such that if η ≥ C 1 τ κ , then for every x ∈ X ′ we have
3)
where I = τ(log(N)) n n−κ .
Note that if K is a number field, then I is the lenght of the interval I.
Proof. The proof is exactly the same as Proposition 3.1 of [23] . We include it for the sake of completeness. Call (x, L) ∈ X × X r a good tuple modulo p if there exists a coordinate of L such that its reduction modulo p coincides with the reduction modulo p of x. Let us denote X good,p for the set of good tuples modulo p. Our set C will be constructed as the set of coordinates of an L ∈ X r such that (x, L) ∈ X good,p for many x ∈ X and many primes p ∈ P I,K . In order to prove this, first we prove that for a fixed prime p ∈ P I,K ′ the set X good,p is big.
For any residual class a in Z p , let us denote X a the probability of x ∈ X such that x ≡ a mod (p). To find many (x, L) which are good modulo p it is enough to show that the probability of a tuple (x, L) not being good modulo p is small. In other words, it is enough to give an upper bound c < 1 for
If we sum over the a's such that X a > 1 r, then we get the upper bound (1 − 1 r) r . Since this quantity approaches e −1 as r → +∞, if N is large enough (depending on n and κ), we have
for some positive constant c 1 . Now, if we sum over the a's such that X a ≤ 1 r, then, taking into account that X p has at most αN K (p) κ elements for all p ∈ P I,K , we have
where the last inequality can be achieved if we impose the condition
for some explicit constant C 1 , depending on α and κ. Combining (3.5) and (3.6) we get the upper bound c =∶ c 1 + 1−c 1 2 < 1 for (3.4), so there exists at least (1 − c) X r+1 tuples (x, L) ∈ X × X r which are good modulo p. In other words, X good,p ≥ (1 − c) X r+1 . Note that the constant c is effective, and independent of p. From the fact that X good,p ≥ (1 − c) X r+1 , it follows that:
Fact 3.4. For every prime ideal p ∈ P I,K ′ there exists absolute constants c 1 and c 2 , both independent of p, such that for at least c 1 X r choices of L ∈ X r , there are at least c 2 X elements x ∈ X for which (x, L) ∈ X good,p .
Indeed, suppose that this does fail. Then, for some p ∈ P I,K ′ and for all positive constants c 1 , c 2 , we have at most c 1 X r choices for L ∈ X r such that there exist at least c 2 X elements of
Then L has at most c 1 X r elements. Recalling that we already proved that X good,p ≥ (1 − c) X r+1 , we have:
Taking c 1 and c 2 sufficiently small enough we arrive to a contradiction. We say that an element L ∈ X r is good modulo p if (x, L) is good modulo p for at least c 2 X elements x ∈ X. Let us denote L p for the set of such L's. Fact 3.4 implies that for every prime ideal p ∈ P I,K we have L p ≥ c 1 X r , therefore we have
It follows that there must exist some L ′ ∈ X r such that L ′ ∈ L p for at least c 1 P I,K prime ideals in P I,K . By construction, we have
We conclude that there exist positive constants c 3 , c 4 and a subset X ′ ⊆ X of size X ′ ≥ c 3 X , such that for every x ∈ X ′ there are at least c 4 P I,K prime ideals
Take C ⊆ X to be the set of coordinates of L ′ , so C has at most r elements. Since N K (p) ≥ I = τ(log(N)) n n−κ , we have that for every x ∈ X ′ it must be
If K is a number field, we use the Landau Ideal Theorem to obtain P I,K ∼ K I log( I )
. Replacing this bound in (3.9)
we conclude Proposition 3.3. Suppose now that K is a function field over F q . If π K (n) denotes the primes of K of degree n, then the Riemann Hypotehsis for curves over finite fields implies (see [17, Theorem 5 .12])
where g is the genus of K. Now, there may be primes lying at infinite that are being counted in π K (n), but since the degree of these primes is bounded by [K ∶ k] (use [20, Proposition 1.1.15] and the fact that any prime at infinite contains 1 T ), taking n > [K ∶ k] the number π K (n) counts only prime ideals of O K of degree n. Recalling that P I,K consists of primes of degree H = log q (τ log(N) n n−κ ) = log q ( I ), we have
Replacing in (3.9) we deduce Proposition 3.3.
Remark 3.5. The constant C 1 in Proposition 3.3 is effective, and it may be taken to depend linearly in α. The proof shows that if we write X ′ = δ X , then δ ≥ c 3 and c 3 is an effective absolute constant. The implicit constant in (3.3) is effective if K is a function field, since the implicit constant in the Riemann Hypothesis (3.10) is effective. If K is a number field, this constant can be made explicit using an effective version of Landau's Ideal Theorem, or at least effective Chebishev bounds for number fields.
Having constructed the sets C and X ′ of Proposition 3.3, the next step is to construct a non-zero homogeneous polynomial P ∈ O K [T 0 , . . . , T m ] of low complexity that vanishes at C and it is non-zero at Z. After this is done, we will show that such polynomial also vanishes at X ′ . Since X ′ = δ X for some δ > 0, this will allow us to conclude that P vanishes on at least δ X points on X, concluding Theorem 3.2 for ε = δ. Theorem 3.2 then follows upon O ε (1) iterations of this result.
To construct a polynomial of low complexity vanishing at C we will use the following version of Siegel's lemma, that includes both the number field and function field cases. We note that for number fields, we could use the result of Bombieri-Vaaler [5, Corollary 11], or even a more elementary result as [1, Corollary 2.9.2.]. For a lack of reference for the function field case, we provide a proof valid for both cases. 
(3.12)
Proof. Let h ≥ 1 be a parameter to be choose later. Let A O K (h) and A K (h) to be respectively the number of points in O K and K of height at most h. There are (A O K (h)) t t-tuples (c 1 , . . . , c t ) with H(c i ) ≤ h for all 1 ≤ i ≤ t. For any such choice, (2.6) and (2.8) implies
then there exists two tuples c 1 ,
We will see that there exists an adequate h such that (3.14) holds, and that for this choice of h, c satisfies (3.11). Note that
It is easy to see that
If K is a function field over F q , [24, Corollary 4.3] says that the number of points x ∈ K with height
s . This, together with (3.16), implies (3.14) and (3.11).
For us to use Lemma 3.6 we need to have "small coordinates" for the points of the set C. This is possible because of the following lemma.
Lemma 3.7. Let K k be a global field of degree [K ∶ k]. Then, for every x ∈ [N] P n (K) there exists coordinates (y 0 ∶ . . . ∶ y n ) with y i ∈ O K for all 1 ≤ i ≤ n and y i w ≤ N dn+1 for all w ∈ M K . In particular,
There exists coordinates (x 0 ∶ . . . ∶ x n ) with x i ∈ K for all 1 ≤ i ≤ n and x i 0 = 1 for some 0 ≤ i 0 ≤ n. We may suppose that i 0 = 0 and x = (1 ∶ x 1 ∶ . . . ∶ x n ). For any j such that x j ≠ 0, let S j be the set of w ∈ M K with x j w > 1. For any such place we have
. . , n and all w ∈ S j . (3.19)
Denote S j,fin ∶= S j ∩ M K,fin . Now, let w ∈ S j,fin and p w the corresponding prime in O K . Let v w ∈ M k be the prime under w, and p w the corresponding prime in
w and z j = ∏ w∈S j z j,w . Because of (2.3) for all w ∈ M K,fin ∩ S j , we have z j ⋅ x j w ≤ z j,w w x j w ≤ 1.
(3.20)
By construction, z j ∈ O k , so z j ⋅ x j w ≤ 1 for all w ∈ M K,fin , which means that
. Using (2.1), (2.3), we have
Now, define z = ∏ n j=1 z j . We have z ⋅ x j w ≤ 1 for all w ∈ M K,fin , and z ⋅ x j w ≤ N dn+1 for all w ∈ M K,∞ . If y 0 = z and y j = z ⋅ x j , we conclude that (y 0 ∶ . . . ∶ y n ) is a set of coordinates of x that satisfies Lemma 3.7. Moreover,
We can now start the proof of Theorem 3.2
Proof of Theorem 3.2. Let C ⊆ X and X ′ be the sets of Proposition 3.3. As we have already explained, the first step is to construct a polynomial of low complexity that vanishes at C, by means of Lemma 3.6. If Z = P m (k), to find a non-zero homogeneous P ∈ O K [T 0 , . . . , T m ] of degree D, that vanishes at C amounts to solve a linear system of equations A ⋅ c = 0. Hence, we can use Lemma 3.6 to find a non-zero polynomial of degree D such that its coefficients have small height. However, in the case Z ⊊ P m (k), if we apply Lemma 3.6 directly, we would find a non-zero homogeneous polynomial P ∈ O K [T 0 , . . . , T m ] of low complexity, vanishing at C, but it may happen that P is identically zero at Z. To avoid this difficulty, we will find new variables Y 0 , . . . , Y n which are algebraically independent over k, and then apply Lemma 3.6 to find a polynomial in this new set of variables.
In order to find the new variables, we consider a dominant morphism
Furthermore, using Noether's normalization and the fact that k is infinite, we take F to be a finite morphism where each F i is a linear form with coefficients of height bounded by a constant c = c(Z) > 0. For 
For such coordinates of y, and I = (i 0 , . . . , i n ) ∈ R, let us denote y ) y∈C,I∈R is a C × Rmatrix with entries in O K . Also, because of (2.7) and the choice of coordinates of y, we have
Now, choose D such that the next inequalities hold:
The inequality D > ((2d
The inequality D ≪ n,d r 1 n gives
for r large enough, and thus, for N large enough. Since C ≤ C ≤ r < R, the K-subspace of solutions of the equation A ⋅ y = 0 has positive dimension, thus we can apply Lemma 3.6 and (3.24) to obtain a non-zero solution
The solution c = (c I ) I∈R gives a non-zero homogeneous polynomial P(Y) = ∑ I∈R c I Y I of degree D, that vanishes onC, and such that the coefficients verify the bound (3.26). Using the bounds D ≪ n r 1 n and (3.25), we conclude
(3.27) Taking N sufficiently large enough, depending on κ, n, m, K, Z, from the above inequality and (3.2) we deduce
In conclusion, the polynomial P is non-zero, has coefficients in O K , vanishes atC, and has complexity ≪ K,n,m,κ r
, where the last inequality is by definition 3.1. Recalling that Y i = F i (T 0 , . . . , T m ) is a linear polynomial with coefficients in O K and M = c(Z)N, we conclude that
vanishes at C, it is non-identically zero at Z, and has degree ≪ K,n,m,κ η 1 n (log(N)) κ (n−κ) . Now, we want to prove that Q vanishes in the larger set X ′ of Proposition 3.3. This will be implied by the vanishing of Q at C upon choosing adequate constants η, τ. For this to be done, we will need to have a control of the size of the image of the polynomial Q in X ′ . Note that since H(Q(x)) depends on the representation x = (x 0 ∶ . . . ∶ x n ), we need to choose adequate coordinates. This is done in the following way. Given x ∈ [N] P m (K) , choose coordinates (x 0 ∶ . . . ∶ x m ) as in Lemma 3.7, and denote x ′ = (x 0 , . . . , x m ) the corresponding affine point. Now, define y ′ to be the affine point
). The choice of coordinates of x and (2.7) give Upon choosing adequately η and τ, we will see that (3.31) does not happen.
Let again x ∈ X ′ . Let p be a prime ideal that contributes to the left hand side in the sum of Proposition 3.3. Then there exists z ∈ C such that x ≡ z mod (p). Since Q vanishes at C, we have Q(x) ≡ Q(z) = 0 mod (p), so we must have p Q(x). We conclude that every prime ideal p that contributes to the left hand side in the sum of Proposition 3.3 also contributes to the left hand side of (3.31). Then from Proposition 3.3 we have that the left side of (3.31) is ≫ K I ≫ K τ(log(N)) n (n−κ) . Choose η and τ to satisfy τ ≥ C 2 η 1 n for a constant C 2 large enough, dependent of K, n, m, Z and κ. Since by Proposition 3.3 we also required η ≥ C 1 τ κ , it is enough to take
n (n−κ) .
Then Q(x ′ ) = Q(x) = 0. Since this holds for all x ∈ X ′ , we conclude the proof.
Remark 3.8. Since the constant C 2 depends on K, n, m, Z, κ, and the constant C 1 depends on the implicit constant in the bound X p ≪ N K ′ (p) κ , we have that η depends on all this parameters.
Remark 3.9. In the proof of Theorem 3.2, it was enough to choose η verifying η ≥ (C 1 C 2 ) n (n−κ) and τ ≥ C 2 η 1 n to conclude the theorem. In particular, we can impose the additional condition that τ is larger than some absolute constant C > 0. This remark will be useful in the proof of Theorem 1.4.
We conclude this section by proving that Theorem 3.2 implies a stronger theorem than Theorem 1.7.
Corollary 3.10. For all n > 0, all real 0 ≤ κ < n and all global field K, there exists τ = τ(n, κ, K) ≥ 1 such that the following holds. Denote I for the interval [τ(log(N)) n n−κ , 2τ(log(N)) n n−κ ]. Write P I,K for the set of primes ideals p ⊆ O K defined as ] P n (K) given by x ↦ (1 ∶ x). ThenX satisfies the hypothesis of Theorem 3.2, so we can apply this theorem toX. We obtain a non-zero homogeneous polynomial P(X 0 , . . . , X n ) of the desired complexity, that vanishes in at least (1 − ε) X points ofX. Now P(1, X 1 , . . . , X n ) is a polynomial that satisfies theimplicitly definable function defined on an open cell in R
