Minimizing bounds of leave-one-out errors is an important and efficient approach for support vector machine (SVM) model selection. Past research focuses on their use for classification but not regression. In this letter, we derive various leave-one-out bounds for support vector regression (SVR) and discuss the difference from those for classification. Experiments demonstrate that the proposed bounds are competitive with Bayesian SVR for parameter selection. We also discuss the differentiability of leave-one-out bounds.
Introduction
Support vector machines (Boser, Guyon, & Vapnik, 1992; Cortes & Vapnik, 1995) have become a promising tool for classification and regression. Their success depends on the tuning of several parameters that affect the generalization error. A popular approach is to approximate the error by a bound that is a function of parameters. Then we search for parameters so that this bound is minimized. Past efforts focus on such bounds for classification, and the aim of this article is to derive bounds for regression.
We first briefly introduce support vector regression (SVR). Given training vectors x i ∈ R n , i = 1, . . . , l, and a vector y ∈ R l as their target values, SVR solves Data are mapped to a higher-dimensional space by the function φ, and an -insensitive loss function is used. We refer to this form as L2-SVR because a two-norm penalty term ξ 2 i + (ξ * i ) 2 is used. As w may be a huge vector variable after introducing the mapping function φ, practically we solve the dual problem:
where
is the kernel function.K = K + I /C, and I is the identity matrix. For optimal w and (α, α * ), the primal-dual relationship shows,
so the approximate function is
More general information about SVR can be found in Smola and Schölkopf (2004) . One difficulty over classification for parameter selection is that SVR possesses an additional parameter . Therefore, the search space of parameters is bigger than that for classification. Some work has tried to address SVR parameter selection. Momma and Bennett (2002) perform model section by pattern search, so the number of parameters checked is smaller than that by a full grid search. Kwok (2001) and Smola, Murata, Schölkopf, and Müller (1998) analyze the behavior of and conclude that the optimal scales linearly with the input noise of the training data. However, this property can be applied only when the noise is known. Gao, Gunn, Harris, and Brown (2002) derive a Bayesian framework for SVR that leads to minimizing a function of parameters. However, its performance is not very good compared to a full grid search (Lin & Weng, 2004 ). An improvement is in Chu, Keerthi, and Ong (2004) , which modified the standard SVR formulation. This improved Bayesian SVR will be compared to our approach in this letter.
This article is organized as follows. Section 2 briefly reviews leave-oneout bounds for support vector classification. We derive various leave-oneout bounds for SVR in section 3. Implementation issues are in section 4 and experiments are in section 5. Conclusions are in section 6.
Leave-One-Out Bounds for Classification: A Review
Given training vectors x i ∈ R n , i = 1, . . . , l, and a vector y ∈ R l such that y i ∈ {1, −1}, an SVM formulation for two-class classification is Next, we briefly review two leave-one-out bounds.
Radius Margin Bound for Classification. By defining
2) Vapnik and Chapelle (2000) have shown that the following radius margin (RM) bound holds:
where loo is the number of leave-one-out errors and e is a vector of all ones. In equation 2.3, α is the solution of the following dual problem,
where e i is a zero vector of length l except the ith component is one. ThenR in equation 2.3 is the radius of the smallest sphere containing allφ(
The right-hand side of equation 2.3 is a function of parameters, which will then be minimized for parameter selection.
Span Bound for Classification.
Span bound, another leave-one-out bound proposed in Vapnik and Chapelle (2000) , is tighter than the RM bound. Define S 2 t as the optimal objective value of the following problem:
where F = {i | α i > 0} is the index set of free components of an optimal α of equation 2.4. Under the assumption that the set of support vectors remains the same during the leave-one-out procedure, the span bound is
(2.6) Equation 2.5 indicates that S t is smaller than 2R, the diameter of the smallest sphere containing allφ(x i ). Thus, equation 2.6 is tighter than equation 2.3. Unfortunately, S 2 t is not a continuous function (Chapelle, Vapnik, Bousquet, & Mukherjee, 2002) , so a modified span bound is proposed: 
η is a positive parameter that controls the smoothness of the bound. From equations 2.5 and 2.8, S 2 t ≤S 2 t , so equation 2.7 is also a leave-one-out bound. Define D as an l × l diagonal matrix where D ii = η/α i and D i j = 0 for i = j. Define a new kernel matrixK with
We letD 9) whereK FF is the submatrix ofK corresponding to free support vectors and e F (0 F ) is a vector of |F| ones (zeros). By defining
10) Chapelle et al. (2002) showed that
whereM t is the submatrix ofM with the tth column and row removed and h is the tth column ofM excludingM tt .
Note that Chapelle et al. (2002) did not give a formal proof on the continuity of equation 2.7. We address this issue in section 4.1.
Leave-One-Out Bounds for Regression
First, the Karash-Kunh-Tucker (KKT) optimality condition of equation 1.2 is listed here for further analysis: a vector α is optimal for equation 1.2 if and only if it satisfies constraints of equation 1.2 and there is a scalar b such that
where (K (α − α * )) i is the ith element ofK (α − α * ). From equation 3.1, α i α * i = 0 when the KKT condition holds. General discussion about KKT conditions can be seen in optimization books (e.g., Bazaraa, Sherali, & Shetty 1993) .
Radius Margin Bound for Regression.
To study the leave-oneout error for SVR, we introduce the leave-one-out problem without the tth data:
Though ξ t and ξ t * are vectors with l − 1 elements, we define ξ make them have l elements. The approximate function of equation 3.2 is
so the leave-one-out error for SVR is defined as
3)
The leave-one-out error is well defined if the approximation function is unique. Note that though w (and w t ) is unique due to the strictly convex term w T w (and (w t ) T w t ), multiple b (or b t ) is possible (see, e.g., the discussion in Lin (2001a) We say a dual SVR has free support vectors if (α, α * ) is optimal and there are some i such that
. Under this assumption, equations 1.3 and 3.1 imply
As the optimal w is unique, so is b. Similarly, b t is unique as well. We then introduce a useful lemma:
The proof is in appendix A. If α t > 0, the KKT condition 3.1 implies that f (x t ) is also larger than or equal to y t . Thus, this lemma reveals the relative position of f t (x t ) to f (x t ) and y t . The next lemma gives an error bound on each individual leave-one-out test.
Lemma 2. Under assumption 1,
The proof is in appendix B. Then, when 
We discuss the difference on proving bounds for classification and regression. In classification, the RM bound 2.3 is from the following derivation: if the tth training data are wrongly classified during the leave-one-out procedure, then 
The proof is in appendix C. The same as the case for classification, equation 3.6 may not be continuous, so we propose a similar modification to equation 2.7:
t is the optimal objective solution of 
under the constraints of equation 1.1 and nonnegative constraints on ξ, ξ * :
The name "L1" comes from the linear loss function. The dual problem is
Two main differences between equations 1.2 and 3.10 are thatK is replaced by K and α i , α * i are upper-bounded by C. To derive leave-one-out bounds, we still require assumption 1. With some modifications in the proof (details are in section D.1), lemma 1 still holds. For lemma 2, results are different, as now α i , α * t ≤ C and ξ t plays a role:
The proof is in section D.2. Note that R is now the radius of the smallest sphere containing all φ(x i ), i = 1, . . . , l. Using lemmas 1 and 3, the bound is
Regarding the span bound, the proof for theorem 2 still holds. However, S 2 t is redefined as the optimal objective value of the following problem:
Implementation Issues
In the rest of this article, we consider only leave-one-out bounds using L2-SVR.
Continuity and Differentiability.
To use the bound, α and α * must be well-defined functions of parameters. That is, we need the uniqueness of the optimal dual solution. AsK contains the term I /C and hence is positive definite, α and α * are unique (Chang & Lin, 2002, lemma 4) . To discuss continuity and differentiability, we make an assumption about the kernel function:
Assumption 2. The kernel function is differentiable respect to parameters.
For continuity, we have known that the span bound is not continuous, but others are:
Theorem 3
1. (α, α * ) andR 2 are continuous, and so is the radius margin bound.
The modified span bound, equation 3.7 is continuous.
The proof is in appendix E. To minimize loo bounds, differentiability is important as we may have to calculate the gradient. Unfortunately, leaveone-out bounds for L2-SVR are not differentiable. An example for the radius margin bound is in appendix F. This situation is different from classification, where the radius margin bound for L2-SVM is differentiable (see more discussion in Chung, Kao, Sun, Wang, & Lin 2003) . However, we may still use gradient-based methods as gradients exist almost everywhere.
Theorem 4. Radius margin and modified span bounds are differentiable almost everywhere. If around a given parameter set, zero and nonzero elements of (α, α * ) are the same, then bounds are differentiable at this parameter set.
The proof is in appendix G. The above discussion applies to bounds for classification as well. For differentiable points, we calculate gradients in section 4.2.
Gradient Calculation.
To have the gradient of leave-one-out bounds, we need the gradient of α + α * ,R 2 , andS 2 t .
Gradient of
and recall the definition of M in equation 2.9. For free support vectors, KKT optimality conditions 3.1 imply that
We have
Except , all other parameters relate to M but not p, so for any such parameter θ ,
and
Gradient ofS
Note that 
Gradient ofR
2 .R 2 is the optimal object value of
(see, e.g., Vapnik, 1998) . From Bonnans & Shapiro (1998) , it is differentiable, and the gradient is Note: n is the number of features and l is the number of data instances.
Experiments
In this section, different parameter selection methods including the proposed bounds are compared. We consider the same real data used in Lin & Weng (2004) , and some statistics are in Table 1 . To have a reliable comparison, for each data set, we randomly produce 30 training-testing splits. Each training set consists of four-fifths of the data, and the remaining are for testing. Parameter selection using different methods is applied on each training file. We then report the average and standard deviation of 30 mean squared errors (MSE) on predicting test sets. A method with lower MSE is better. We compare two proposed bounds with three other parameter selection methods:
1. RM (L2-SVR): the radius margin bound (equation 3.4).
MSP (L2-SVR): the modified span bound (equation 3.7).
3. CV (L2-SVR): a grid search of parameters using fivefold crossvalidation.
4. CV (L1-SVR): the same as the previous method but L1-SVR is considered.
5. BSVR: a Bayesian framework that improves the smoothness of the evidence function using a modified SVR (Chu et al., 2004) .
All methods except BSVR use the radial basis function (RBF) kernel,
where σ 2 is the kernel parameter. BSVR implements an extension of the RBF kernel,
where κ 0 and κ b are two additional kernel parameters. Both kernels satisfy assumption 2 on differentiability. Implementation details and experimental results are in the following subsections.
Implementations of Various Model Selection
Methods. RM and MSP are differentiable almost everywhere, so we implement quasi-Newton, a gradient-based optimization method, to minimize them. The parameter η in the modified span bound, equation 2.7, is set to be 0.1. Section 5.3 will discuss the impact of using different η. Following most earlier work on minimizing leave-one-out bounds, we consider parameters in the log scale: (ln C, ln σ 2 , ln ). Thus, if f is the function of parameters, the gradient is calculated by
and formulas in section 4.2. Suppose θ is the parameter vector to be determined. The quasi-Newton method is an iterative procedure to minimize f (θ). If k is the index of the loop, the kth iteration for updating θ k to θ k+1 is:
2. Find θ k+1 = θ k + λp using a line search to ensure sufficient decrease.
3. Obtain H k+1 by
Here, H k serves as the inverse of an approximate Hessian of f and is set to be the identity matrix in the first iteration. The sufficient decrease by the line search usually means
where 0 < σ 1 < 1 is a positive constant. We find the largest value λ in a set {γ i | i = 0, 1, . . .} such that equation 5.4 holds (γ = 1/2 used in this article). We confine the search in a fixed region, so each parameter θ i is associated with a lower bound l i and upper bound u i . If in the quasi-Newton method, θ
, it is projected to the interval. For ln C and ln σ 2 , we set l i = −8 and u i = 8. For ln , l i = −8, but u i = −1. We could not use a too large u i as a too large may cause all data to be in the -insensitive tube and hence α = α * = 0. Then assumption 1 does not hold, and the leave-oneout bound may not be valid. More discussion on the use of quasi-Newton method is in Chung et al. (2003) .
The initial point of the quasi-Newton method is
The minimization procedure stops when
happens. Each function (gradient) evaluation involves solving an SVR and is the main computational bottleneck. We use LIBSVM (Chang & Lin, 2001) as the underlying solver. For CV, we try 2312 parameter sets with (ln C, ln γ, −7, . . . , −1] . Similar to the case of using leaveone-out bounds, here we avoid considering too large . The one with the lowest fivefold CV accuracy is used to train the model for testing.
For BSVR, we directly use our gradient-based implementation with the same stopping condition, equation 5.5. Note that their evidence function is not differentiable either. Table 2 presents mean and standard deviation of 30 MSEs. CV (L1-and L2-SVR) MSP, and BSVR are similar, but RM is worse. In classification, Chapelle et al. (2002) showed that radius margin and span bounds perform similarly. From our experiments on the radius margin bound, parameters are more sensitive in regression than in .0 1.0 −2.6 1.0 2.9 −8.0 6.4 3.1 −7.3 2.1 3.4 −6.6 triazines −1.4 −0.6 −1.8 −0.8 3.0 −8.0 3.5 4.4 −7.2 0.6 4.0 −4.7 mpg −0.7 0.4 −1.0 4.7 1.1 −7.1 3.6 0.6 −6.6 5.6 0.4 −1.7 housing −1.5 1.1 −1.0 5.7 1.2 −6.9 6.6 1.6 −6.1 7.5 1.4 −1.7 add10 0.9 4.6 −1.0 8.0 3.3 −8.0 8.0 3.0 −7.8 7.9 2.9 −1.2 cpusmall −1.1 −0.5 −1.0 7.9 1.6 −5.6 7.9 2.4 −7.0 8.0 1.7 −2.1 spacega −6.5 −6.2 −1.7 7.4 3.1 −8.0 7.3 0.0 −6.8 6.0 1.1 −4.6 abalone −8.0 7.0 −1.0 3.7 0.6 −8.0 4.1 0.9 −6.8 6.8 1.2 −2.1 classification. One possible reason is that the leave-one-out error for SVR is a continuous but not a discrete measurement. The good performance of BSVR indicates that its Bayesian evidence function is accurate, but the use of a more general kernel function may also help. On the other hand, although MSP uses only the RBF kernel, it is competitive with BSVR. Note that as CV is conducted on a discrete set of parameters, sometimes its MSE is slightly worse than that of MSP or BSVR, which considers parameters in a continuous space. Table 3 presents the parameters obtained by different approaches. We do not give those by BSVR as it considers more than three parameters. Clearly these methods obtain quite distinct parameters even though they (except RM) give similar testing errors. This observation indicates that good parameters are in a quite wide region. In other words, SVM is sensitive to parameters but is not too sensitive. Moreover, different regions that RM and MSP lead to causing the two approaches to have quite different running times. More details are in Table 4 and the discussion that follows.
Experimental Results.
To see the performance gain of the bound-based methods, we compare the computational time in Table 4 . The experiments were done on a Pentium IV 2.8 GHz computer using the Linux operating system. We did not compare the running time of BSVR as the code is available only on MS Windows. Clearly, using bounds saves a significant amount of time.
For RM and MSP, the quasi-Newton implementation requires many fewer SVRs than CV. Table 5 lists the average number of function and gradient evaluations of the quasi-Newton method. Note that the number of function evaluations is the same as the number of SVRs solved. From Table 4 , MSP is slower than RM though they have similar numbers of function and gradient evaluations. Because they do not land at the same parameter region, their respective SVR training time is different. In other words, the individual SVR training time here is related to parameters. Now MSP leads to a good region with smaller testing errors, but training SVRs with parameters in this region takes more time.
From Table 4 , the computational time of CV using L1-and L2-SVR is not close. Because they have different formulas (e.g., C in L1-SVR and C/2 in L2-SVR), we do not expect them to be very similar.
Discussion.
The smoothing parameter η of the modified span bound was simply set to be 0.1 for experiments. It is important to check how η affects the performance of the bound. Figure 1 presents the relation between η and the test error. From equation 2.8, large η causes the modified bound to be away from the original one. Thus, the performance is worse, as shown in Figure 1 . However, if η is reasonably small, the performance is quite stable. Therefore, the selection of η is not difficult.
It is also interesting to investigate how tight the proposed bounds are in practice. Figure 2 compares different bounds and the leave-one-out value. We select the best σ 2 and from CV and show values of bounds and leaveone-out via changing C. Clearly, the span bound is a good approximation of leave-one-out, but RM is not when C is large. This situation has happened in classification (Chung et al., 2003) . The reason is that S t can be much smaller than 2R under some parameters. Recall thatR is the radius of the smallest sphere containingφ(x i ), i = 1, . . . , l, soR is large if there are two faraway points. However, the span bound finds a combination of x i , i / ∈ F \{t}, to be as close to x t .
Conclusions
In this article, we derive leave-one-out bounds for SVR and discuss their properties. Experiments demonstrate that the proposed bounds are competitive with Bayesian SVR for parameter selection. A future study will apply the proposed bounds on feature selection. We also would like to implement nonsmooth optimization techniques as bounds here are not really differentiable. The implementation considering L1-SVR is also interesting.
Experiments demonstrate that minimizing the proposed bound is more efficient than cross-validation on a discrete set of parameters. For a model with more than two parameters, a grid search is time-consuming, so a gradient-based method may be more suitable.
Appendix A: Proof of Lemma 1
We consider the first case, α t > 0. Let (w t , b t , ξ t , ξ t * ) and (w, b, ξ, ξ * ) be the optimal solutions of equations 3.2 and 1.1, respectively. Though ξ t and ξ t * are vectors with l − 1 elements, recall that we define ξ t t = ξ t * t = 0 to make ξ t and ξ t * have l elements. Note that the only difference between equations 3.2 and 1.1 is that equation 1.1 possesses the following constraint:
We then prove the lemma by a contradiction. If the result is wrong, there are α t > 0 and f t (x t ) < y t . From the KKT condition, equation 3.1, α t > 0 implies ξ t > 0 and f (x t ) = y t + + ξ t > y t + > y t . Then we have
Therefore, there is 0 < p < 1 such that
Using the feasibility of the two points, 
The last inequality comes from the fact that (w 
Therefore, (ŵ,b,ξ,ξ * ) is a better solution than (w, b, ξ, ξ * ) of equation 1.1, a contradiction. The proof of the other case is similar.
Appendix B: Proof of Lemma 2
For easier description, in this proof we introduce a different representation of SVR dual:
We proceed with the proof by considering three cases.
is a feasible and optimal solution of the dual problem of equation 3.2 because it satisfies the KKT condition. Since there are free support vectors, b can be uniquely determined from equation 3.1 using some nonnegative
2. α t > 0. In this case, we mainly use the formulation B.1 to represent L2-SVR with the optimal solutionᾱ. We also represent the dual of equation 3.2 by a form similar to equation B.1 and denoteᾱ t as any of its unique optimal solution. Note that equation 3.2 has l − 1 constraints, soᾱ t has 2(l − 1) elements. Here, we defineᾱ t t =ᾱ t t+l = 0 to makeᾱ t a vector with 2l elements. The KKT condition of equation B.1 can be rewritten as
Next, we follow the procedure of Vapnik and Chapelle (2000) and Joachims (2000) . In equation B.1, the approximate value of the training vector x t can be written as
which equals f (x t ) defined in equation 1.3. Here, we intend to consider
as an approximation of f t (x t ) since f and f t do not consider the tth training vector. However equation B.6 is not applicable since equations B.3 and B.4 are not a feasible solution of the dual of equation 3.2 when α t > 0. Therefore, we construct γ fromᾱ where γ is feasible for the problem with the tth data removed from equation B.1.
Define a set F t = {i |ᾱ i > 0, i = t, t + l}. In order to make γ a feasible solution, let γ =ᾱ − η, where η satisfies
For example, we can set all η 1 , . . . , η l to zero except η t = α t . Then, using 2l i=l+1ᾱ i ≥ α t , we can find η, which satisfies equation B.7 and
Denote F as the objective function of equation B.1. Then,
(B.10)
From equations B.5 and B.7, for any i ∈ F t ∪ {t}, (Qᾱ + p) i = −z i b and for any i ∈ F t ∪ {t}, η i = 0. Using equation B.8, equation B.10 is reduced to
Similarly, fromᾱ
Here we claim thatᾱ t+l = 0 whenᾱ t > 0 since from equation B.5, 
Let B η be the set containing all feasible η. That is, all η satisfy equations B.7 and B.8. Similarly, B µ is the set containing all feasible µ. 
Moreover, we can rewrite (B.20) where 
and d(φ(x t ), t ) is the distance betweenφ(x t ) and the set t in the feature space. Define a subset of t as
Recall that in equation B.9, one way to find feasibleᾱ − η is to decrease some freeᾱ l+1 , . . . ,ᾱ 2l . With g t = η t =ᾱ t > 0, this is achieved by using positive 
Therefore, (w, b, ξ, ξ * ) is optimal for equation 3.2 as well. Using assumption 1, (w, b) = (w t , b t ), so
contradicts the assumption that f t (x t ) < y t .
D.2 Modifications in the Proof of Lemma 2.
The proof for the case of α t = α * t = 0 is exactly the same, so we focus on the case of α t > 0. Similar to the L2 case, we consider a form like equation B.1 andᾱ becomes the dual variable. Now F t is redefined as {i | 0 <ᾱ i < C, i = t, t + l}. We claim that η still exists so that
are satisfied. In order to decreaseᾱ t to zero, one may decrease some freē α l+1 , . . . ,ᾱ 2l so that equation B.9 is satisfied. However, for L1-SVR, it is possible that after all freeᾱ l+1 , . . . ,ᾱ 2l are decreased to 0,ᾱ t is not zero yet. At this point we must increase some freeᾱ 1 , . . . ,ᾱ l . Since we keep e Tᾱ = 0 and allᾱ l+1 , . . . ,ᾱ 2l have been updated to zero or remain at C,
where ≥ 1 is an integer. Equation D.3 implies that one can reducē α t to zero and increase freeᾱ i , i = 1, . . . , l without exceeding the upper bound.
From equation B.10 to B.11, we use the property that for any i ∈ F t ∪ {t}, (Qᾱ + p) i = −z i b i . Now this equality may not hold when i = t. Ifᾱ t = C, Lin (2001b) for L2-SVM. Sinceᾱ(θ i ) andᾱ(θ ) are both optimal solutions at θ i and θ, respectively,
With assumption 2 that all kernel elements are continuous, lim i→∞Q (θ i ) = Q(θ ). Taking the limit of equation E.1,
Thus,ᾱ is an optimal solution too. Since the optimal solution is unique under θ ,ᾱ = α(θ ), a contradiction. Therefore, α is continuous. AboutR 2 , it is the optimal objective value of equation 4.4. By the same procedure, β is continuous, and so isR 2 . Therefore, the radius margin bound 4R 2 e T (α + α * ) + l is continuous. Next, we prove the continuity of the modified span bound. As we have proved thatᾱ is continuous, it is sufficient to considerS 2 t only. Define any sequence that converges to θ as {θ i }. There are corresponding sequences {ᾱ(θ i )} and {S Note that for anyᾱ, we can define two index sets:
They include the indices of free and lower-bounded elements ofᾱ. Thus, for anyᾱ(θ ), there are associated F θ and L θ . Usually we call these sets the face ofᾱ(θ). Later, if we state that the faces ofᾱ(θ 1 ) andᾱ(θ 2 ) are identical, it means that
Because there is only a finite number of possible faces ofᾱ, we can separate {ᾱ(θ i )} into a finite number of subsequences such that all elements of each subsequence have the same face. As it suffices to prove that for any such subsequence, {S 2 t (θ i )} converges toS 2 t (θ ), without loss of generality, we assume that {ᾱ(θ i )} are all at the same face. Since it is a convergent sequence andᾱ(θ) is a continuous function, there is a fixed (maybe empty) set J ⊂ {1, . . . , l} such that α j (θ ) + α * j (θ ) > 0 for any θ ∈ {θ i }, j ∈ J and
Now we calculate the limit of (M t ) −1 , which was defined in equation 2.11. We decomposeM t to four blocks:
Here, we rearrangeM t such that
Hence, the first |J | columns and rows ofM t correspond to indices satisfying equation E.3. A 3 is the submatrix ofM t without the first |J | columns and rows. We have
From equation E.3, it follows every diagonal element of A 1 converges to infinity when {θ i } approaches θ . Therefore, from lemma 2.3.3 of Golub and Van Loan (1996) ,
where O is a |J | × |J | zero matrix. According to equations E.4 and E.5,
where O 1 is a |J | × q zero matrix if q is the number of columns of A 3 . h j (θ ) and h (θ ) are subvectors of h(θ ) with the first |J | and the remaining elements, respectively. Then, Next, we build a function γ F (θ ) = (M −1 h) F made by removing the last component of equation G.4. We claim that γ F (θ ) is a k-times differentiable function since the matrix M is invertible and both M and h are k-times differentiable functions of θ . Furthermore, we can construct a k-times differentiable function γ(θ) as follows:
where 0 L is the vector containing |L| zeros. For the other case where F = ∅, we can construct γ(θ ) = 0 L , which is also a k-times differentiable function.
Notice that when θ = θ 1 , γ(θ 1 ) =ᾱ(θ 1 ). Moreover, for all parameters whose corresponding optimal solutions are at the same face, α's are the same as values of a k-times differentiable function. That is, for any parameter θ 2 whereᾱ(θ 2 ) is at the same face asᾱ(θ 1 ), γ(θ 2 ) =ᾱ(θ 2 ).
Next, we collect all possible functions like γ(θ ), which can coverᾱ(θ ) at any value of θ. As l is the number of training data, there is a finite number of possible faces: . . . , N, (G.6) where N ≤ 2 2l . For each face, we construct a function γ i (θ), which, following the explanation earlier, is a k-times differentiable function.
Therefore, for any θ , we havē α(θ ) ∈ {γ 1 (θ ), γ 2 (θ ), . . . , γ N (θ )}.
