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Abstract
The main result in this paper is a general construction of fðmÞ=2 pairwise inequivalent cyclic
difference sets with Singer parameters ðv; k; lÞ ¼ ð2m  1; 2m1; 2m2Þ for any mX3: The
construction was conjectured by the second author at Oberwolfach in 1998. We also give a
complete proof of related conjectures made by No, Chung and Yun and by No, Golomb,
Gong, Lee and Gaal which produce another difference set for each mX7 not a multiple of 3:
Our proofs exploit Fourier analysis on the additive group of GFð2mÞ and draw heavily on the
theory of quadratic forms in characteristic 2. By-products of our results are a new class of bent
functions and a new short proof of the exceptionality of the Mu¨ller–Cohen–Matthews
polynomials. Furthermore, following the results of this paper, there are today no sporadic
examples of difference sets with these parameters; i.e. every known such difference set belongs
to a series given by a constructive theorem.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction and background
Recently, the ﬁrst author [12] showed how Fourier analysis on the additive group
of the ﬁeld L :¼ GFðqÞ; q ¼ 2m; can be used to give an alternative proof of
Maschietti’s theorem [33] and to prove a recent conjecture of No et al. [35] on
difference sets in the multiplicative group L for odd m: Subsequently, the second
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author found that this method can also be applied to show that certain sets obtained
via a subtle modiﬁcation of the No–Chung–Yun method form a new class of cyclic
difference sets in L; thus conﬁrming his conjecture stated in [17], where the even case
requires a reﬁnement of the technique and some extra considerations. We present the
proof in this note. We also give a complete proof of the No–Chung–Yun conjecture
by extending to the m even case the ﬁrst author’s proof for m odd. We continue to
exploit quadratic forms for this latter purpose; but we note that the multi-variate
method [15,18] provides an alternative proof. Special cases of our results settle a few
other recent conjectures or cover corresponding partial results (see [7,8,22,23,35,36]).
The main results in this paper have to do with the mappings (and relatives thereof )
induced on L by the monomial X d ; where
d :¼ 4k  2k þ 1
and k satisﬁes 1pkom and gcdðk; mÞ ¼ 1: We shall call these exponents d Welch–
Kasami exponents (see [12,15,16,29]). If d is such an exponent, then we deﬁne the
related polynomial
DkðXÞ :¼ ðX þ 1Þd þ X d þ 1;
and use it to deﬁne subsets Bk and Ck of L by
Bk :¼ L\DkðLÞ;
Ck :¼ fxAL : x2kþ1ABkg:
We make the convention that if t is an exponent of a power function on L; then 1=t
has to be interpreted as the inverse of t modulo q  1 ¼ #L: Thus 1=t exists if and
only if gcdðt; q  1Þ ¼ 1:
For any subset X of L we set
X :¼ X\f0g;
and, conversely,
X0 :¼ X,f0g:
We shall also associate with any subset X of L two different characteristic functions,
namely:
the usual ð0; 1Þ-valued function fX : L-f0; 1g; which takes the value 1 on X and
which we may interpret as a Boolean function taking values in GFð2Þ and the 71-
valued function FX :¼ ð1Þ fX :
Thus, we have
xAX3fXðxÞ ¼ 13FXðxÞ ¼ 1;
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and, by this natural correspondence, any Boolean function f or71-valued function
F ¼ ð1Þ f uniquely determines the subset of L which is the support of f : We shall
identify X with FX and usually use the same notation, X; for both; the context
should always make clear the appropriate interpretation.
For 1pnoq  1; we let sn denote the Boolean function on L given by snðxÞ ¼
TrðxnÞ and we let Sn ¼ ð1Þsn denote the corresponding 71-valued function. For
gcdðn; q  1Þ ¼ 1 the set corresponding to Sn and its complement in L are called
Singer sets.
The Hadamard transform of a real-valued function F deﬁned on L is the function Fˆ
on L deﬁned by
Fˆð yÞ ¼ q1=2
X
xAL
FðxÞcðxyÞ;
where the symbol c denotes the canonical additive character of L:
cðxÞ ¼ ð1ÞTrðxÞ:
Caveat lector. Note that for any ﬁnite abelian group G there is a corresponding
Fourier transform on CG which amounts to a change of orthogonal bases: from the
basis of (characteristic functions of ) singletons fgg; gAG; to the basis of characters
of G: Thus, the Fourier transform provides the coefﬁcients needed to represent a
function F as a linear combination of the characters of G: For more than forty years,
motivated by the work of such pioneers as Marshall Hall, Jr., H.B. Mann, P. Kesava
Menon and R.J. Turyn, researchers have exploited this Fourier transform in the
study of abelian difference sets. In particular, for the cyclic group L; results are
usually couched in the language of character sums, a notion important in number
theory as well. This traditional difference set analysis uses multiplicative characters of
L; usually denoted by the generic w; i.e. given F ; the corresponding character sum is
wðFÞ ¼
X
xAL
FðxÞwðxÞ:
In this paper, however, we shall concentrate our attention on the Fourier transform
with respect to the additive characters of L; i.e. the additive Fourier transform. In
order to minimize any possible confusion on the part of the reader, for the rest of this
paper we shall not employ the terminology of character sum or Fourier transform,
but we shall call the transform the Hadamard transform, since the matrix which
effects the transform is the Hadamard matrix
½ð1ÞTrðxyÞ
x;yAL
(i.e. the character table of the elementary abelian 2-group L) normalized by being
divided by the scalar q1=2:
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The map F/Fˆ is an orthogonal operator on RL; regarded as an inner-product space
with inner-product given by
/F ; GS :¼
X
xAL
FðxÞGðxÞ;
and a few of its properties which we shall exploit are
the involution law:
#ˆ
F ¼ F ;
the convolution law:
dF  G ¼ q1=2FˆGˆ;
where
ðF  GÞðxÞ ¼
X
uAL
Fðu þ xÞGðuÞ
and
Parseval’s equation: X
xAL
FðxÞGðxÞ ¼
X
yAL
Fˆð yÞGˆð yÞ:
As a consequence (see [12]), for all aAL we haveX
xAL
FðaxÞFðxÞ ¼
X
yAL
FˆðayÞFˆð yÞ: ð1Þ
If we study difference sets in a cyclic group G of order q  1; then, without loss of
generality, we may assume that G ¼ L ¼ /oS:
Deﬁnition 1. For k ¼ 2m1 (resp. 2m1  1), the k-subset D of L is called a (cyclic)
difference set with Singer parameters
ðv; k; lÞ ¼ ð2m  1; 2m1; 2m2Þ
ðresp: ðv; k; lÞ ¼ ð2m  1; 2m1  1; 2m2  1ÞÞ
if, for all gAL; ga1; the equation
g ¼ xy1
has exactly l solutions ðx; yÞ with x and y in D:
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We list here a number of equivalent notions which give an indication of
why these objects are so important in so many areas of mathematics, engineering and
computer science. For more information on some of these properties and other
aspects of difference sets and their designs the interested reader may consult such
standard references as [2–4,26] as well as the recent survey of Xiang [43]; Golomb
[21] and Simon et al. [41] are good references for the pseudorandom sequence point
of view.
Proposition 2. The following are equivalent:
1. D is a difference set with Singer parameters ðv; k; lÞ in L;
2. #ðD-gDÞ ¼ l for all gAL; ga1;
3. The incidence system ðB;PÞ with points P :¼ L and blocks B :¼ fgD : gALg is
a symmetric balanced incomplete block design with parameters ðv; k; lÞ;
4. The real (0,1)-matrix A :¼ ½fDðojiÞ
 satisfies
AA? ¼ 2m2I þ lJ;
5. The binary sequence fatg :¼ ffDðotÞg has ideal autocorrelation, i.e.
cðsÞ :¼
X2m2
t¼0
ð1Þatþsþat ¼ 2
m  1 if 2m  1 j s
1 otherwise;

6. ½FDðxyÞ
x;yAL is a Hadamard matrix;
7.
P
xAL FDðaxÞFDðxÞ ¼ 2md1;a for all aAL;
8.
P
xAL
cFDðaxÞcFDðxÞ ¼ 2md1;a for all aAL;
9. DDð1Þ ¼ 2m2 þ lL in the group ring ZL;
10. jwðDÞj2 ¼ 2m2 for all non-principal characters w of L:
Note that the equality of sums 7. and 8. is just a special case of Parseval’s Theorem as
given in (1).
The two sets of Singer parameters are called complementary since, if D is a
difference set in L whose parameters are of one of these two types, then its
complement in L is a difference set whose parameters are of the other type. We
prefer the parameters ð2m  1; 2m1; 2m2Þ for a number of reasons not least of which
is the fact that, of the two complementary designs, the one with these parameters has
the smaller 2-rank, the 2-rank of such a design being the rank over GFð2Þ of its
incidence matrix.
Throughout this paper the term ‘‘difference set’’ always refers to a subset of the
cyclic group L and means ‘‘difference set with Singer parameters’’ in the sense
deﬁned above. The Singer sets themselves give the best known examples; all Sn are
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difference sets: X
xAL
SnðaxÞSnðxÞ ¼
X
xAL
cððaxÞnÞcðxnÞ
¼
X
xAL
cððan þ 1ÞxnÞ
¼
X
xAL
cððan þ 1ÞxÞ
¼ 2md1;a:
Now suppose that F and G are real-valued functions on L: If for some t with
gcdðt; q  1Þ ¼ 1 we have
FðxÞ ¼ GðxtÞ for all xAL; ð2Þ
then F and G are called equivalent; in symbols,
FEG:
Recall that we identify subsets of L with their 71-valued characteristic functions.
Thus, for instance, BkECk if m is odd; and any two Singer sets with the same
parameters are equivalent. We extend E to subsets X; Y of L by setting XEY iff
X0EY0:
Fact 1. Let D;D0DL and suppose that D is a difference set. Then D0ED implies that
D0 is also a difference set.
Indeed, this is the usual notion of equivalence of difference sets, i.e. the two sets
are in the same orbit under the action of Aut(L). More generally, two difference sets
in L are equivalent if they are in the same orbit under the action of the holomorph
of L; i.e. one is obtained from the other by application of an automorphism of L
followed by multiplication by an element of L: We shall not have much need of this
more general notion of equivalence in this paper. Indeed, all of our difference sets
will be invariant under the Frobenius automorphism of L given by x/x2; and so the
corresponding binary sequences with ideal autocorrelation will automatically be
invariant under decimation by 2.
If A is a subset of L; we shall denote by AðtÞ the image of A under the tth power
map; i.e. AðtÞ :¼ fxt : xAAg: Note that if A and B are sets in L with characteristic
functions FA and FB; then for gcdðt; 2m  1Þ ¼ 1 we have
FBðxÞ ¼ FAðxtÞ for all xAL3A ¼ BðtÞ:
Similarly, if for some t with gcdðt; q  1Þ ¼ 1 we have
Fˆð yÞ ¼ Gˆð ytÞ for all yAL; i:e: FˆEGˆ;
ARTICLE IN PRESS
J.F. Dillon, H. Dobbertin / Finite Fields and Their Applications 10 (2004) 342–389 347
then we call F and G Hadamard-equivalent; in symbols we write
F #EG:
We extend #E to subsets X; Y of L by setting X #EY iff X0 #EY0: In view of
Parseval’s equation, in the form (1), we conclude immediately:
Fact 2. Let D;D0DL and suppose that D is a difference set. Then D0 #ED implies that
D0 is also a difference set.
Proof.
P
xAL D
0ðaxÞD0ðxÞ ¼PyALcD0ðayÞcD0ð yÞ ¼PyAL bDð½ay
tÞbDð ytÞ ¼PyALbDðatyÞbDð yÞ ¼PxAL DðatxÞDðxÞ ¼ 2md1;at ¼ 2md1;a: &
Despite its formal similarity to Fact 1, this fact will turn out to be a powerful tool.
Now it is clear how to proceed in order to derive new difference sets D0: try to ﬁnd an
already known difference set D; which is Hadamard-equivalent to D0: Note that
equivalent does not imply Hadamard-equivalent (and, more importantly, Hada-
mard-equivalent does not imply equivalent). This subtlety must be taken into
account when we want to apply this principle. It means that D and D0 have to be
chosen suitably in their respective classes of equivalent subsets in order to establish
Hadamard-equivalence between them.
In principle, the approach described above has recently been developed and
successfully used by the ﬁrst author [12] to give a short proof of Maschietti’s theorem
[33]. Actually he shows
dMkðbÞ ¼ cSkðbk1k Þ for all bAL
and, thus,
Mk #ESk ð3Þ
for Mk ¼ L\fxk þ x : xALg; where xk is a power function corresponding to a
monomial hyperoval. This proves Maschietti’s theorem that the Mk are difference
sets. Also in [12] a slightly different argument is used to conﬁrm a conjecture of No
et al. [35] for odd m: But also in this case the proof follows implicitly the same
principle as before. In fact, under the assumption that m ¼ 3k71 is odd, it is
essentially shown that
cNðbÞ ¼ bS2kþ1ðb1=dÞ for all bAL
and, thus,
N #ES2kþ1 ð4Þ
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forN ¼ fðx þ 1Þd þ xd : xALg; d ¼ 4k  2k þ 1; thus proving the conjecture of No
et al. that N is a difference set.
We shall also exploit this technique in order to conﬁrm the conjecture [17, Section
3] that theBk are difference sets (see Theorem A). If m is odd then we shall show that
for all k
Ck #ES3; ð5Þ
see Lemma A1. This does the trick, because BkECk: The case m even follows
similarly with a somewhat more sophisticated technique.
In summary, the difference sets Mk associated to monomial hyperovals a´ la
Maschietti and for odd m the No–Chung–Yun difference setsN and the difference
sets Ck are all Hadamard-equivalent to Singer difference sets; see (3)–(5). This
observation leads to the following:
Problem. Find all difference sets in GFð2mÞ which are Hadamard-equivalent to a
Singer difference set.
Starting with an arbitrary difference set D; we may construct all Hadamard-
equivalent difference sets as follows:
for each exponent t with gcdðt; q  1Þ ¼ 1; set
Eð yÞ ¼ #Dð ytÞ and F ¼ Eˆ; ð6Þ
i.e. we deﬁne the function F in terms of its Hadamard transform by
FˆðbÞ ¼ DˆðbtÞ for all bAL:
If F is71-valued, so that it can be considered as a set, then F is also a difference set.
Of course, construction (6) can also be iterated. We note that, for m up to 13, the
only new difference sets produced via this Hadamard equivalence trick are those of
Theorem A with m odd.
2. Known cyclic difference sets with Singer parameters
In this section we brieﬂy describe the known classes of cyclic difference sets with
Singer parameters ð2m  1; 2m1; 2m2Þ: Again we assume, without loss of generality,
that these difference sets are subsets of L ¼ GFðqÞ ¼ /oS; q ¼ 2m:
QR sets: For any prime power ps ¼ 3 mod 4 the non-zero squares constitute a
difference set with parameters (ps; ð ps  1Þ=2; ð ps  3Þ=4) in the additive group of
the ﬁeld GFð psÞ: In particular, if q  1 ¼ 2m  1 is a (Mersenne) prime p43;
then the quadratic residues mod p constitute a cyclic difference set with the
Singer parameters (2m  1; 2m1  1; 2m2  1); and the complementary set,
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interpreted in L is
Q ¼ fot : t ¼ 0 or t is a non-zero non-square mod pg:
The corresponding 71 sequence is the Legendre sequence fðt
p
Þg; with the t ¼ 0 term
set to 1: The 2m  2m Hadamard matrix obtained by bordering with 1’s the
2m  1 2m  1 71-incidence matrix is equivalent to a Paley Hadamard matrix [37].
This special case, in which the prime power congruent to 3 mod 4 is a prime, actually
goes back to Scarpis [39].
Singer sets: In 1938 James Singer [42] recorded the observation that initiated the
formal study of the combinatorial objects which he called difference sets; namely,
that for any prime power q ¼ ps the collineation group of the classical design of
points and hyperplanes in PG(m  1; q) contains a (regular) cyclic subgroup G acting
sharply transitively on its points (and hyperplanes) and that the subset D of G
indexing the points of any particular hyperplane is a difference set in the sense that
(using additive notation for the group operation) the equation
x  y ¼ g
has ðqm2  1Þ=ðq  1Þ solutions in D for all non-identity elements g in G:
Equivalently, the incidence system with points the elements of G and blocks the
translates of D in G; constitutes a symmetric balanced incomplete block design which
is equivalent to the classical geometric design. The parameters of these designs are
ðv; k; lÞ ¼ ððqm  1Þ=ðq  1Þ; ðqm1  1Þ=ðq  1Þ; ðqm2  1Þ=ðq  1ÞÞ;
and the parameters of the complementary designs are
ðv; k; lÞ ¼ ððqm  1Þ=ðq  1Þ; qm1; ðq  1Þqm2Þ:
These parameters are now usually called Singer parameters, especially in the context
of difference sets. It is interesting to note that the Reverend Thomas P. Kirkman had
found many of these difference sets by 1857 [30] (see [6] for a wonderful testament to
this man whose mathematical prowess is often underrated); and it seems likely that
Galois would have observed these sequence and difference set properties while
constructing his ﬁnite ﬁelds as extensions of GFð pÞ in the early 1830s. But Singer
gave difference sets a life of their own. Taking q ¼ 2 gives the Singer difference sets
of interest in this paper. We may interpret L as the points of PG(m  1; 2) in which
case the hyperplanes are the sets
Ha :¼ fxAL : TrðaxÞ ¼ 0g; aAL:
The Ha are all difference sets and are translates of one another in L
; we single out
the one given by a ¼ 1: fxAL : TrðxÞ ¼ 0g is a Singer difference set with parameters
ðv; k; lÞ ¼ ð2m  1; 2m1  1; 2m2  1Þ: Its complement is our standard Singer
difference set D with parameters ðv; k; lÞ ¼ ð2m  1; 2m1; 2m2Þ: The binary sequence
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with ideal autocorrelation which is the characteristic function of D on L is
fatg ¼ fTrðotÞg:
These sequences are called m-sequences, maximal length sequences, PN-sequences
and pseudo-noise sequences among other names and are ubiquitous in
engineering applications, especially in signals design and analysis [41]. Among all
difference sets with these parameters, the Singer sets are characterized [27] as the
ones of smallest 2-rank. The 2-rank of a difference set is the rank over GFð2Þ of the
incidence matrix of its translate design; and this is the same as the dimension of the
linear binary cyclic code generated by the sequence fatg: For these Singer difference
sets the 2-rank is m:
GMW sets: The Gordon–Mills–Welch (GMW) construction [24] of 1962 produces
a number of inequivalent difference sets in L ¼ GFð2mÞ if m is composite and
greater than 4.
Let L0 ¼ GFð2m0Þ be a proper subﬁeld of L with m042 and let
R :¼ fxAL : TrL=L0ðxÞ ¼ 1g:
If D is any difference set with Singer parameters ð2m0  1; 2m01; 2m02Þ in L0; then
D ¼ RD is a difference set with Singer parameters in L: Furthermore, such
difference sets D1 ¼ RD1 and D2 ¼ RD2 are equivalent in L if and only if D1 and
D2 are translates of each other in L

0: The automorphisms of L

0 which translate a
difference set D in L0 are called multipliers of D and constitute a subgroup, Mult(D),
of AutðL0Þ: Thus, a single difference set D in L0 yields in this way fð2m0 
1Þ=#MultðDÞ inequivalent difference sets in L: The big sets D ¼ RD arising from a
Singer set D are succinctly described by [40]
Dr :¼ fxAL : TrL0ð½TrL=L0ðxÞ
rÞ ¼ 1g;
where TrL0ðxÞ denotes the absolute trace of an element x in L0 and the integers r are
chosen as representatives of the cosets in ðZ=ð2m0  1ÞZÞ of the subgroup generated
by 2, i.e. the r’s represent the distinct cyclotomic cosets in the group of units mod
2m0  1: The Singer set itself is given by r ¼ 1: The corresponding binary sequences
with ideal autocorrelation are
faðrÞt g :¼ fTrL0ð½TrL=L0ðotÞ
rÞg:
Hall’s sextic residue sets: In his pioneering paper [25] A Survey of Difference Sets
of 1956 Marshall Hall Jr. gave the following construction. Let p be a prime of the
form 4x2 þ 27 and choose a primitive element gmod p such that 3AC1; where Ci :
¼ gi/g6S; 0pip5: Then D :¼ C0,C1,C3 is a difference set with parameters
ðv; k; lÞ ¼ ð p; ð p  1Þ=2; ð p  3Þ=4Þ in Z=pZ: There are only three Mersenne primes
2m  1 of this form, corresponding to m ¼ 5; 7 and 17; and for these primes the Hall
set as described above has parameters ðv; k; lÞ ¼ ð2m  1; 2m1  1; 2m2  1Þ:
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Taking the complement of this set and interpreting the group as L; we obtain
H :¼ fot : t ¼ 0 or t ¼ gi where i ¼ 2; 4 or 5 mod 6g:
It turns out that the Hall set for m ¼ 5 is equivalent to the Singer set and the Hall set
for m ¼ 7 is equivalent to a hyperoval set as discussed next. But the Hall set for
m ¼ 17 is not equivalent to any set constructed by any other known method.
Hyperoval sets: In 1998 Maschietti [33] found a construction for odd m which
associates difference sets with monomial hyperovals. He shows that
Mk :¼ L\fxk þ x : xALg
is a difference set if x/xk is a permutation on L and the map x/xk þ x is two-to-
one. The ﬁrst author [12] gives another proof. Up to equivalence, the following k are
known:
* Singer case: k ¼ 2;
* Segre case: k ¼ 6;
* Glynn I case: k ¼ 2s þ 2t with s ¼ ðm þ 1Þ=2 and 4t  1 mod m;
* Glynn II case: k ¼ 3  2s þ 4 with s ¼ ðm þ 1Þ=2:
It is an open conjecture of Glynn [19] that this list of k’s is already complete.
In the present work we complement these constructions by conﬁrming that the
Bk; gcdðk; mÞ ¼ 1; are difference sets (see Theorem A). It is interesting that, for the
GMW family, the more composite m; the more inequivalent difference sets are
obtained; in the case of the Bk it is just the opposite: the less composite m; the more
inequivalent difference sets; in particular if m is an odd prime p we get ð p  1Þ=2
inequivalent difference sets (see Theorem 8 in the next section).
3. Auxiliary results on permutation polynomials
We record here the basic properties of Dickson polynomials, emphasizing those
properties which we shall exploit in the sequel. An excellent reference for this
material is the book [31] by Lidl, Mullen and Turnwald.
For any non-zero element aAGFð pmÞ; p prime, the Dickson polynomials of the
ﬁrst kind DnðX ; aÞ are given by
1. Formula:
DnðX ; aÞ ¼
X
i
n
n  i
n  i
i
 
ðaÞiX n2i;
2. Recurrence:
D0ðX ; aÞ ¼ 2;
D1ðX ; aÞ ¼ X ;
Dnþ2ðX ; aÞ ¼ XDnþ1ðX ; aÞ  aDnðX ; aÞ; nX0;
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3. Functional equation:
Dn X þ a
X
; a
	 

¼ X n þ a
X
	 
n
;
4. Generating function: X
n
DnðX ; aÞzn ¼ 2 Xz
az2  Xz þ 1:
Fundamental in the theory of Dickson polynomials is the
Theorem 3 (Dickson 1896). For aa0; DnðX ; aÞ is a permutation polynomial on
GFð pmÞ; p prime, if and only if gcdðn; p2m  1Þ ¼ 1:
In this paper we shall be interested only in the case p ¼ 2 and a ¼ 1; we shall
denote these polynomials more simply by DnðXÞ:
DnðXÞ :¼ DnðX ; 1Þ:
The ﬁrst few polynomials are:
D0ðXÞ ¼ 0; D10ðXÞ ¼ X 10 þ X 6 þ X 2;
D1ðXÞ ¼ X ; D11ðXÞ ¼ X 11 þ X 9 þ X 5 þ X 3 þ X ;
D2ðXÞ ¼ X 2; D12ðXÞ ¼ X 12 þ X 4;
D3ðXÞ ¼ X 3 þ X ; D13ðXÞ ¼ X 13 þ X 11 þ X 9 þ X 3 þ X ;
D4ðXÞ ¼ X 4; D14ðXÞ ¼ X 14 þ X 10 þ X 2;
D5ðXÞ ¼ X 5 þ X 3 þ X ; D15ðXÞ ¼ X 15 þ X 13 þ X 9 þ X ;
D6ðXÞ ¼ X 6 þ X 2; D16ðXÞ ¼ X 16;
D7ðXÞ ¼ X 7 þ X 5 þ X ; D17ðXÞ ¼ X 17 þ X 15 þ X 13 þ X 9 þ X ;
D8ðXÞ ¼ X 8; D18ðXÞ ¼ X 18 þ X 14 þ X 10 þ X 2;
D9ðXÞ ¼ X 9 þ X 7 þ X 5 þ X ; D19ðXÞ ¼ X 19 þ X 17 þ X 13 þ X 11 þ X 9 þ X 3 þ X :
A few useful relations among the DnðXÞ which follow easily from the deﬁnitions are
already visible, e.g.
degðDnÞ ¼ n; n40;
D2lðXÞ ¼DlðXÞ2;
D2lþ1ðXÞ ¼DlðXÞDlþ1ðXÞ þ X ;
DrsðXÞ ¼DrðDsðX ÞÞ;
DrþsðXÞ ¼DrðXÞDsðXÞ þ DrsðX Þ; rXs:
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We shall be particularly interested in these polynomials for n of the forms 2k  1 and
2k þ 1: By the recurrence relation we see that
D2kþ1ðXÞ ¼ X 2
kþ1 þ D2k1ðXÞ;
and, as pointed out by Cohen and Matthews [9], an easy induction argument shows
D2k1ðXÞ ¼
Xk1
i¼0
X 2
kþ12ki :
We shall have occasion to use Dickson polynomials even when they do not induce
permutations on the relevant ﬁeld. In this situation, it is important to study
‘‘multiplicity’’ functions which collect the number of preimages of each element.
Recall that L denotes the 2m-element Galois ﬁeld.
Deﬁnition 4. For any map Z : L-L the multiplicity map of Z; denoted by MZ; is
given by
MZðvÞ :¼ #fxAL : ZðxÞ ¼ vg; for all vAL:
We apply this notation also when Z is a polynomial, in the sense that the mapping
induced by Z on L is considered.
The following theorem generalizes the above Theorem 3 for p ¼ 2 (see [31,
Theorem 3.26; p. 53]):
Proposition 5. Let x0; aAL; aa0: Then for y0 :¼ Dnðx0; aÞ;
MDnð:;aÞð y0Þ ¼
r if x2 þ x0x þ a is reducible over L and y0a0
s if x2 þ x0x þ a is irreducible over L and y0a0
r þ s
2
if y0 ¼ 0
8><>:
where r ¼ gcdðn; q  1Þ and s ¼ gcdðn; q þ 1Þ:
We now elaborate a bit on this proposition in order to make more explicit some
properties of Dickson polynomials which we shall exploit in the sequel.
First of all, we have for all x0 in L

x2 þ x0x þ 1 is reducible over L3 ðx0xÞ2 þ x0ðx0xÞ þ 1 is reducible over L
3 x2 þ x ¼ 1
x20
has a solution in L
3TrL
1
x0
 
¼ 0;
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the last equivalence coming via Hilbert’s (additive) Satz 90. It is also clear that
x2 þ x0x þ 1 is reducible over L3x þ 1
x
¼ x0 has a solution in L:
On the other hand, if, for x0 in L
;
x2 þ x0x þ 1 ð7Þ
is irreducible over L; then it splits in the quadratic extensionL :¼ GFð22mÞ of L; and
its zeros Z and Z1 satisfy
x0 ¼ Zþ Z1 ¼ Zþ Z2m ;
the last equality coming via elementary Galois theory, i.e. if ZAL is a zero of (7),
then so is Z2
m
: Conversely, if Z is any ð2m þ 1Þth root of unity in L with Za1; then
x0 ¼ Zþ Z1 ¼ Zþ Z2m ¼ TrL=LðZÞ
is in L and x2 þ x0x þ 1 is irreducible over L: Denote by T0 (resp. T1) the subset of
L comprised of all elements of (absolute) trace 0 (resp. 1); and consider the partition
of L into parts
W0 :¼ fx0AL : Tr 1
x0
 
¼ 0g ¼ Tð1Þ0
and
W1 :¼ fx0AL : Tr 1
x0
 
¼ 1g ¼ Tð1Þ1 :
Let H denote the subgroup of order 2m þ 1 inL;L is the direct product of L and
H: From the above observations we see that the map
Z/Zþ Z1
maps 1 to 0, is 2-to-1 from L\f1g onto W0 and is 2-to-1 from H\f1g onto W1: Thus,
every element of L is the sum of a unique pair of inverse elements fZ; Z1g from
L\f1g,H\f1g: Now we can better understand the multiplicities of the map induced
on L by an arbitrary Dickson polynomial Dn: Let
r :¼ gcdðn; 2m  1Þ and s :¼ gcdðn; 2m þ 1Þ:
Certainly Dnð0Þ ¼ 0; and for x0 ¼ Zþ Z1 in L
Dnðx0Þ ¼ DnðZþ Z1Þ ¼ Zn þ Zn:
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This image is 0 precisely when Zn ¼ 1: There are r  1 (resp. s  1) such elements Z in
L\f1g (resp. H\f1gÞ; and so
MDnð0Þ ¼ 1þ
r  1
2
þ s  1
2
¼ r þ s
2
:
If y0 ¼ Dnðx0Þ with x0AW0; then x0 ¼ Zþ Z1 for ZAL\f1g and
D1n ½ y0
 ¼ frZþ ðrZÞ1 : r an rth root of 1 in Lg;
and so we have MDnð y0Þ ¼ r: If y0 ¼ Dnðx0Þ with x0AW1; then x0 ¼ Zþ Z1 for
ZAH\f1g and
D1n ½ y0
 ¼ fxZþ ðxZÞ1 : x an sth root of 1 in Hg;
and so we have MDnð y0Þ ¼ s: These observations explain Proposition 5, but also
provide more information. For example, the multiplicities under the map Dn depend
only on the gcd’s r and s: We have
DnðW0Þ ¼ DrðW0Þ and DnðW1Þ ¼ DsðW1Þ;
and, for every non-zero y0 in DnðW0Þ (resp. DnðW1Þ), we have that MDnð y0Þ is equal
to r (resp. s). In particular, if r (resp. s) is equal to 1; then Dn permutes W0 (resp. W1).
The special case r ¼ 1 ¼ s is, of course, Dickson’s Theorem, i.e. Dn permutes L:
Now we record the implications of the above considerations for the cases of
interest to us in the sequel, i.e. n ¼ 2k71: Note that 3 ¼ 21 þ 1 ¼ 22  1 is of both of
these forms; and that D3ðXÞ ¼ X 3 þ X is not a permutation polynomial on any
L ¼ GFð2mÞ: Recall that throughout we assume that k and m are relatively prime.
We have gcdð2k71; 2m71Þ divides gcdð22k  1; 22m  1Þ ¼ 2gcdð2k;2mÞ  1 ¼ 3; and
so all the relevant multiplicities will be 1 or 3: We record the multiplicity function of
D3 in the following:
Proposition 6. Let L ¼ GFð2mÞ and let MD3 be the multiplicity function of the map
induced on L by the Dickson polynomial D3:
If m is odd, then
MD3ðD3ðx0ÞÞ ¼
1 if Trðx10 Þ ¼ 0 and x0a0; 1
2 if x0 ¼ 0 or x0 ¼ 1
3 if Trðx10 Þ ¼ 1 and x0a0; 1:
8><>:
If m is even, then
MD3ðD3ðx0ÞÞ ¼
1 if Trðx10 Þ ¼ 1 and x0a0; 1
2 if x0 ¼ 0 or x0 ¼ 1
3 if Trðx10 Þ ¼ 0 and x0a0; 1:
8><>:
Now, by our above observations, we have for any 2k71
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Theorem 7. Let L ¼ GFð2mÞ and let gcdðk; mÞ ¼ 1:
If k is odd, then
D2k1 is a permutation polynomial on L
and
MD
2kþ1 ¼ MD3 :
If k is even, then
D2kþ1 is a permutation polynomial on L
and
MD
2k1 ¼ MD3 :
Note, in particular, that for k odd (resp. even), all Dickson polynomials D2kþ1 (resp.
D2k1) have the same multiplicity function; we shall exploit this fact in our proofs
given in the next section.
In order to derive a trace expansion and the 2-rank of the sets Bk we need another
class of permutation polynomials. Let k0om denote the multiplicative inverse of k
modulo m; i.e. kk0  1 mod m: In [14] it is shown for odd k0 that
Qk;k0 ðXÞ :¼
Pk0
i¼1 X
2ik
X 2
kþ1
is a permutation polynomial on L and that
DkðxÞ ¼ ðx þ 1Þd þ xd þ 1 ¼ ½Qk;k0 ðx2k þ xÞ
1;
thus proving that Dk is a two-to-one map and that
Bk ¼ f½Qk;k0 ðxÞ
1 : xAL;TrðxÞ ¼ 1g ð8Þ
has size 2m1: In case that k0 is even we have to deﬁne
Qk;k0 ðXÞ ¼ 1þ
Pk0
i¼1 X
2ik
X 2
kþ1
in order to obtain permutation polynomials giving the same result (8); see [17,
Theorem 5].
Remark. Strictly speaking, these rational functions are not polynomials; they are not
even deﬁned at X ¼ 0: We could replace 1=X 2kþ1 by X q1½2kþ1
 to get the
polynomial intended; but we instead follow the less precise (but more suggestive)
convention of using the given rational function to represent the function where it is
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deﬁned; it is to be understood that the function vanishes where the denominator of
the rational function vanishes. Of course, by Lagrange interpolation, every mapping
from L to L is given by a polynomial in L½X 
 which is unique mod X q  X :
Conversely, every polynomial pðXÞAL½X 
 deﬁnes a unique map from L to L by
x/pðxÞ for all xAL: We shall likewise use a rational function pðX Þ
qðX ÞALðXÞ to
represent the map x/pðxÞ
qðxÞ for all xAL with qðxÞa0; it is to be understood that the
map vanishes on any zero of qðXÞ in L: We are always concerned with the maps; but
we shall employ the variable X when we wish to emphasize the polynomial or
rational function given.
To derive the polynomial representation of the inverse of the mapping induced by
1=Qk;k0 on L; we introduce the following sequences of polynomials:
A1ðXÞ ¼X ;
A2ðXÞ ¼X 2kþ1;
Aiþ2ðXÞ ¼X 2ðiþ1Þk Aiþ1ðX Þ þ X 2ðiþ1Þk2ik AiðX Þ; iX1;
B1ðXÞ ¼ 0;
B2ðXÞ ¼X 2k1;
Biþ2ðXÞ ¼X 2ðiþ1Þk Biþ1ðXÞ þ X 2ðiþ1Þk2ik BiðXÞ; iX1:
These are used to deﬁne the polynomial
Rk;k0 ðX Þ ¼
Xk0
i¼1
AiðXÞ þ Bk0 ðXÞ:
We note that the exponents occurring in Aj (resp. in Bj) are precisely those of the
form
e ¼
Xj1
i¼0
ð1Þei2ik;
where the eiAf0; 1g satisfy ej1 ¼ 0; e0 ¼ 0 (resp. e0 ¼ 1), eiei1a11: We give a list of
the ﬁrst three polynomials Rk;k0 ; k
0 ¼ 1; 2; 3:
Rk;1ðXÞ ¼ X ;
Rk;2ðXÞ ¼ X 2kþ1 þ X 2k1 þ X ;
Rk;3ðXÞ ¼ X 22kþ2kþ1 þ X 22kþ2k1 þ X 22k2kþ1 þ X 2kþ1 þ X :
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Theorem 8 (the second author [17]). Let m and k be relatively prime and let k0 ¼
1=k mod m: Then Rk;k0 is a permutation polynomial on L such that
Rk;k0 ð½Qk;k0 ðxÞ
1Þ ¼ x for all xAL;
and we have
xABk iff TrðRk;k0 ðxÞÞ ¼ 1:
If k0om=2 then the polynomial Rk;k0 is trace-irreducible in the sense that the
occurring exponents represent distinct cyclotomic cosets mod q  1: This allows us
to compute the 2-rank of Bk; which is m times #I ; where
Bk ¼ xAL : Tr
X
iAI
xi
 !
¼ 1
( )
and
P
iAI x
i is trace-irreducible. Since we have Bk ¼ Bmk; the 2-rank of Bk is
mð2Fk1  1Þ for k1 ¼ minfk0; m  k0g;
where Fi denotes the ith Fibonacci number, i.e. F0 ¼ F1 ¼ 1 and Fiþ2 ¼ Fiþ1 þ Fi:
The 2-rank is an invariant under equivalence. We conclude that if k runs through all
kom=2 with gcdðk; mÞ ¼ 1; then the Bk are pairwise inequivalent. Proofs for the
preceding results can be found in [17].
In [12] the ﬁrst author pointed out that the polynomials
fk;dðX Þ :¼ T
d
kðX cÞ
X 2
k
;
where
TkðXÞ :¼
Xk1
i¼0
X 2
i
and cd ¼ 2k þ 1;
which were introduced by Cohen and Matthews [9], are closely related to the above
polynomials Qk;k0 and that a trace expansion forBk is also valid for fk;2kþ1 if k is odd.
In fact, it is shown in [12] that for all k
DkðXÞ ¼ ðX þ 1Þd þ X d þ 1 ¼ fk;2kþ1ðX 2 þ X Þ;
and DmkðLÞ ¼ DkðLÞ: This shows again that the map Dk is 2-to-1 on every L ¼
GFð2mÞ with gcdðk; mÞ ¼ 1 and that Bmk ¼ Bk: It also shows that if k is odd then
Bk ¼ fxAL : Trð f 1k;2kþ1ðxÞÞ ¼ 1g:
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The advantage of the Rk;k0 is that they are trace-irreducible, while this is not true for
the inverses of fk;2kþ1 on L (see [17]). The polynomials fk;d; however, will play a key
role in the following development.
For every odd k; all fk;d are exceptional polynomials which induce a permu-
tation on L when m is relatively prime to k (see Theorem 9 below). Of course,
the validity of this statement does not depend on the particular choice of d
with cd ¼ 2k þ 1: The smallest non-trivial case k ¼ 3 was discovered by
Mu¨ller [34]; and the generalization was found by Cohen and Matthews [9].
We shall call these polynomials Mu¨ller–Cohen–Matthews (MCM) polynomials.
In our proof that the Bk are difference sets we shall apply MCM polynomials
for the choice d ¼ 1; c ¼ 2k þ 1; we follow Cohen and Matthews and denote
them by fk:
fkðXÞ :¼ fk;1ðXÞ ¼
Xk1
i¼0
X ð2
kþ1Þ2i2k :
The basic theorem for MCM polynomials is:
Theorem 9 (Cohen and Matthews [9]). Suppose that gcdðk; mÞ ¼ 1 and k is odd. Then
fk is a permutation polynomial on L ¼ GFð2mÞ:
We shall give a new short proof of this theorem in Section 6. In the sequel we shall
also apply the following result for even k:
Theorem 10. Suppose that gcdðk; mÞ ¼ 1 and k is even. Then fk is a 2-to-1 map on
L ¼ GFð2mÞ:
Proof. In this proof we employ the abbreviated notation TrF ðxÞ to denote the
(absolute) trace of an element x in any ﬁnite extension F of GFð2Þ:
In order to demonstrate the exceptionality of the polynomials fk; k odd,
Cohen and Matthews [9] gave the following factorization of the related
bivariate polynomial fðX ; YÞ :¼ fkðX þ Y Þ þ fkðX Þ which is valid for every
positive integer k:
fðX ; YÞ
Y
¼
Y
aAL0
TrL0 ðaÞ¼0
ðaXÞ2kþ1 D2kþ1
Y
aX
 
þ 1
X 2
kþ1
 
; ð9Þ
where L0 ¼ GFð2kÞ:
Now suppose that k is even. We claim that for every x0 in L there is a unique y0a0
in L such that
fkðx0 þ y0Þ ¼ fkðx0Þ i:e: fðx0; y0Þ ¼ 0: ð10Þ
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Certainly, 0 and 1 are the only zeros of fkðxÞ in L: So suppose that x0AL\GFð2Þ:
Since gcdðk; mÞ ¼ 1; the smallest ﬁeld containing both L0 and L (i.e. their
compositum) is E :¼ GFð2kmÞ: Notice that, for any aAL0;
TrE=LðaÞ ¼
Xk1
i¼0
a2
im ¼
Xk1
i¼0
a2
i ¼ TrL0ðaÞ;
and that this implies that for all a in L0 and all b in L

TrEðabÞ ¼TrLðTrE=LðaÞbÞ
¼TrLðTrL0ðaÞbÞ
¼TrL0ðaÞTrLðbÞ: ð11Þ
Now consider the map induced on E by the Dickson polynomial D2kþ1: Since k is
even, D2kþ1 permutes the subﬁeld L; and, since gcdð2k þ 1; 2km  1Þ ¼ 1; D2kþ1
permutes the subset W0 of E
 given by
W0 ¼ xAE : TrE 1
x
 
¼ 0
 
:
Eq. (11) shows that W0 contains a1L for all aAL0 with TrL0ðaÞ ¼ 0; and, in
particular, since TrL0ð1Þ ¼ k ¼ 0; W0 contains L: Thus, the elements yax0 with yAL
and aAL0 satisfying TrL0ðaÞ ¼ 0; are all in W0 and the unique element z0 in W0
satisfying D2kþ1ðz0Þ ¼ 1
x2
kþ1
0
must be in L: Thus, looking at factorization (9) with
X ¼ x0; we see that only the factor of (9) corresponding to a ¼ 1 has a zero y in L;
and y0 ¼ x0z0 is the unique zero in L of that factor and therefore also the claimed
unique solution in L of (10). &
4. New cyclic difference sets with Singer parameters
In this section we prove the main result of this paper, namely:
Theorem A. Let L ¼ GFð2mÞ and for each k satisfying 1pkom=2 and
gcdðk; mÞ ¼ 1 let DkðX Þ ¼ ðX þ 1Þd þ X d þ 1; where d ¼ 4k  2k þ 1: Then
Bk :¼ L\DðLÞ is a difference set with Singer parameters in L ¼ /oS: Equivalently,
the binary sequence faðkÞt g given by aðkÞt ¼ 1 if and only if otABk has ideal
autocorrelation.
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Moreover, for each fixed m; the fðmÞ=2 difference sets Bk (resp. sequences faðkÞt g)
are pairwise inequivalent.
We begin with some useful Hadamard equivalences. We consider ﬁrst the case that
m is odd. Then
gcdð2m  1; 3Þ ¼ gcdð2m  1; 2k þ 1Þ ¼ 1:
Thus the power functions x3 and x2
kþ1 are one-to-one, i.e. 1=t exists for the
exponents t ¼ 3 and t ¼ 2k þ 1:
Lemma A1. Let m be odd and, for gcdðk; mÞ ¼ 1; let Ck ¼ B
1
2kþ1
k : Then for all yAL we
have
cCkð yÞ ¼ cS3ð y2kþ13 Þ:
Proof. Since m is odd and Cmk ¼ Ck we may assume without loss of generality that
k is even. By Theorem 10 we know that fk is 2-to-1 on L and, in particular, that fkðLÞ
is a 2m1-subset of L: Since
DkðXÞ ¼ fk;2kþ1ðX 2 þ X Þ and fk;2kþ1ðX 2
kþ1Þ ¼ fkðXÞ2
kþ1;
we have
DkðLÞDfk;2kþ1ðLÞ ¼ fkðLÞð2
kþ1Þ;
and, since DkðLÞ and fkðLÞð2
kþ1Þ both have cardinality 2m1; we have equality, i.e.
DkðLÞ ¼ fkðLÞð2
kþ1Þ: Thus,
Ck ¼ B
ð 1
2kþ1Þ
k ¼ L\DðLÞð
1
2kþ1Þ ¼ L\ fkðLÞ;
and, interpreting Ck as its 71-valued characteristic function, we have
Ck ¼ Mfk  1:
Hence,
cCk ¼ Mˆfk  #1 ¼ Mˆfk  q1=2d0;
and we have
cCkð yÞ ¼ Mˆfkð yÞ for all yAL:
As an intermediate step in our proof we now establish the
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Claim.
Mˆfkð yÞ ¼ MˆD2k1ð y2
kþ1Þ for all yAL:
We shall prove this for arbitrary positive integers k and m: This is trivially
true for y ¼ 0 since MˆZð0Þ ¼ q1=2 for every map Z on L: So assume that ya0:
We have
Mˆfkð yÞ ¼ q1=2
X
vAL
MfkðvÞcð yvÞ ¼ q1=2
X
xAL
cð yfkðxÞÞ:
Replacing x by y2
mk
x; we obtain
q1=2Mˆfkð yÞ ¼
X
xAL
c yfkð y2mk xÞ
	 

¼
X
xAL
c y
Xk1
i¼0
½ y2mk x
ð2kþ1Þ2i2k
 !
¼
X
xAL
c
Xk1
i¼0
½ y2mkþ1x2kþ12ki 
2i
 !
¼
X
xAL
c y2
mkþ1 Xk1
i¼0
x2
kþ12ki
 !
¼
X
xAL
c y2
mkþ1D2k1ðxÞ
	 

¼
X
xAL
c y2
kþ1D2
k
2k1ðxÞ
	 

¼
X
xAL
c y2
kþ1D2k1ðx2
kÞ
	 

¼
X
xAL
c y2
kþ1D2k1ðxÞ
	 

¼
X
vAL
MD
2k1ðvÞcð y2
kþ1vÞ
¼ q1=2MˆD
2k1ð y2
kþ1Þ:
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This establishes the claim. Now by Theorem 7 we have MD
2k1 ¼ MD3 ; where
D3ðxÞ ¼ x3 þ x: Thus we conclude, for ya0;
q1=2cCkð yÞ ¼ q1=2MˆD3ð y2kþ1Þ
¼
X
vAL
MD3ðvÞcð y2
kþ1vÞ
¼
X
xAL
cð y2kþ1D3ðxÞÞ
¼
X
xAL
cð y2kþ1ðx3 þ xÞÞ
¼
X
xAL
c y
2kþ1
3 x
 3
þy22
kþ1
3 y
2kþ1
3 x
  !
¼
X
xAL
c x3 þ y22
kþ1
3 x
 
¼ q1=2 cS3 y22kþ13 
¼ q1=2 cS3 y2kþ13 :
It remains to treat the case y ¼ 0: In fact we have
cCkð0Þ ¼ cS3ð0Þ ¼ 0;
since #Ck ¼ #S3 ¼ 2m1: This completes the proof of Lemma A1. &
We now turn to the case m even. In the odd case, the power functions x3 and x2
kþ1
are permutations on L; but in this case this is no longer true, and therefore we have
to modify our arguments. Bk and Ck are no longer equivalent. Instead of only Ck we
have to consider more ‘‘shadows’’ of Bk; one for each gAL:
CgkðxÞ :¼ Bkðgx2
kþ1Þ:
Note that C1k ¼ Ck: Similarly we deﬁne
Sg3ðxÞ :¼ cðgx3Þ:
ARTICLE IN PRESS
J.F. Dillon, H. Dobbertin / Finite Fields and Their Applications 10 (2004) 342–389364
In what follows, the exponent
t ¼ 2
k þ 1
3
has to be understood to be the quotient resulting from the indicated division,
i.e the integer t such that 3t ¼ 2k þ 1 (which exists since m is even and therefore
k is odd).
Lemma A2. Let m be even. Then for all yAL and gAL we have
cCgkð yÞ ¼ cSg3ð y2kþ13 Þ:
Proof. Since gcdðk; mÞ ¼ 1 and Cgmk ¼ Cg
2k
k ; we may assume, by replacing k by
m  k if necessary, that k is not a multiple of 3; in which case we have
gcd
2k þ 1
3
; 2m  1
 
¼ 1 ¼ gcdðk; 3mÞ:
Thus, the MCM polynomial fkðXÞ is a permutation polynomial on *L :¼ GFð23mÞ
as is every polynomial b1fkðbX Þ for bA *L: Also, cubes and ð2k þ 1Þth
powers coincide in *L: Now, for any gAL; if we choose bA *L to satisfy b2
kþ1 ¼ g;
then
b1fkðbX Þ ¼ b1
Tk ½bX 
2
kþ1
	 

½bX 
2k
¼ g1
Tk gX 2
kþ1
	 

X 2
k
¼
Xk1
i¼0
g2
i1X ð2
kþ1Þ2i2k
is a permutation polynomial on L which we denote by f gk ; i.e.
f
g
k ðXÞ :¼ b1fkðbXÞ;
where b2
kþ1 ¼ g: Then we have
fk;2kþ1ðgX 2
kþ1Þ ¼ fk;2kþ1ð½bX 
2
kþ1Þ
¼ f 2kþ1k ðbX Þ
¼ bf gk ðX Þ
 2kþ1
¼ gf gk ðX Þ2
kþ1;
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and, therefore, for any xAL;
xACgk3 gx
2kþ1ABk
3Trðð fk;2kþ1Þ1½gx2
kþ1
Þ ¼ 1
3Trðgðð f gk Þ1½x
Þ2
kþ1Þ ¼ 1:
Now we have for all yAL
cCgkð yÞ ¼ q1=2 X
xAL
CgkðxÞcð yxÞ
¼ q1=2
X
xAL
cðg½ð f gk Þ1½x

2
kþ1 þ yxÞ
¼ q1=2
X
xAL
cðgx2kþ1 þ yf gk ðxÞÞ:
In particular, for y ¼ 0 we have
cCgkð0Þ ¼ q1=2 X
xAL
cðgx2kþ1Þ
¼ q1=2
X
xAL
cðgx3Þ
¼ cSg3ð0Þ:
The rest of the proof is very similar to that of Lemma A1. Letting y be any non-zero
element of L and replacing x by y2
mk
x; we obtain
q1=2cCgkð yÞ ¼ X
xAL
c gy2
mkþ1x2
kþ1 þ y
Xk1
i¼0
g2
i1½ y2mk x
ð2kþ1Þ2i2k
 !
¼
X
xAL
c gy2
mkþ1x2
kþ1 þ
Xk1
i¼0
g12
mi
y2
mkþ1x2
kþ12ki
h i2i !
¼
X
xAL
c y2
mkþ1 gx2
kþ1 þ
Xk1
i¼0
g12
mi
x2
kþ12ki
" # !
¼
X
xAL
c y2
kþ1 g2
kðx2k Þ2kþ1 þ
Xk1
i¼0
g2
k2kiðx2kÞ2kþ12ki
" # !
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¼
X
xAL
c y2
kþ1 g2
k
x2
kþ1 þ
Xk1
i¼0
g2
k2ki x2
kþ12ki
" # !
¼
X
xAL
c y2
kþ1 g2
kðg1xÞ2kþ1 þ
Xk1
i¼0
g2
k2kiðg1xÞ2kþ12ki
" # !
¼
X
xAL
c y2
kþ1 g1x2
kþ1 þ
Xk1
i¼0
g1x2
kþ12ki
" # !
¼
X
xAL
cðg1y2kþ1D2kþ1ðxÞÞ
¼
X
vAL
MD
2kþ1ðvÞcðg1y2
kþ1vÞ:
Now we can apply Theorem 7 and replace MD
2kþ1 by MD3 ; where D3ðxÞ ¼ x3 þ x:
We get
q1=2cCgkð yÞ ¼ X
vAL
MD3ðvÞcðg1y2
kþ1vÞ
¼
X
xAL
cðg1y2kþ1½x3 þ x
Þ
¼
X
xAL
c g1½ y2
kþ1
3 x
3 þ g1y22
kþ1
3 y
2kþ1
3 x
  
:
Replacing x by gy
2kþ1
3 x; we continue to obtain
q1=2cCgkð yÞ ¼ X
xAL
c g2x3 þ y22
kþ1
3 x
 
¼
X
xAL
c g2ðx2Þ3 þ y22
kþ1
3 x2
 
¼
X
xAL
c gx3 þ y2
kþ1
3 x
 
¼ q1=2cSg3 y2kþ13 :
This completes the proof of Lemma A2. &
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We are now prepared to prove our main result, which conﬁrms a conjecture of the
second author [17].
Proof of Theorem A. The inequivalence was already demonstrated in [17, see the
discussion following Theorem 8 in Section 3]. Thus, we need prove only that the Bk
are difference sets.
First suppose that m is odd. By Lemma A1 we know that Ck and S3 are
Hadamard-equivalent. Since S3 is a Singer difference set, then, as explained in
Section 1 (see Fact 2), Ck and the equivalent Bk are also difference sets.
Now we consider the case m even. Since gcdðk; mÞ ¼ 1 and Bmk ¼ Bk; we may,
by replacing k by m  k if necessary, assume that k is an odd integer which is not
divisible by 3: We have
gcdð2m  1; 3Þ ¼ gcdð2m  1; 2k þ 1Þ ¼ 3
and
gcd
2k þ 1
3
; 2m  1
 
¼ 1:
The power functions x3 and x2
kþ1 both deﬁne 3-to-1 multiplicative homomorphisms
on L with kernel K; where K :¼ GFð4Þ; and the image of L is the same under x3
and x2
kþ1: We denote it by U :
U :¼ fx3 : xALg ¼ fx2kþ1 : xALg:
Let
L :¼ fl0 :¼ 1; l1; l2g
be a set of representatives for the cosets of U in L; i.e.
L ¼ U,l1U,l2U :
Thus, each xAL can be uniquely represented in the form
x ¼ lu with lAL; uAU :
We note that if m is not a multiple of 6, then we can take L to be K; but our
argument is independent of the particular values of the coset representatives L:
According to the equivalences recorded in Proposition 2, it sufﬁces to showX
xAL
BkðaxÞBkðxÞ ¼ 2md1;a for all aAL:
For a ¼ 0 this is true because #Bk ¼ 2m1: Thus, suppose that aAL: Now as l runs
through L and y runs through L; the elements ly2
kþ1 (resp. ly3) run precisely three
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times through each element of L: Thus
3
X
xAL
BkðaxÞBkðxÞ
 !
¼
X
lAL
X
yAL
Bkðaly2kþ1ÞBkðly2kþ1Þ
¼
X
lAL
X
yAL
Calk ð yÞClkð yÞ:
In view of Parseval’s equation and Lemma A2 we haveX
lAL
X
xAL
Calk ðxÞClkðxÞ ¼
X
lAL
X
yAL
dCalk ð yÞcClkð yÞ
¼
X
lAL
X
yAL
dSal3 y2kþ13 cSl3 y2kþ13 
¼
X
lAL
X
yAL
dSal3 ð yÞcSl3ð yÞ
¼
X
lAL
X
yAL
Sal3 ð yÞSl3ð yÞ
¼
X
lAL
X
yAL
cðaly3Þcðly3Þ
¼ 3
X
xAL
cð½a þ 1
xÞ
¼ 3md1;a:
This completes the proof of Theorem A. &
As a consequence of Theorem 8 in Section 3 the difference sets Bk are pairwise
inequivalent if k runs through all kom=2 with gcdðk; mÞ ¼ 1: The Bk are also not
equivalent to any already known difference sets, with the exceptions k ¼ 1 (Singer
set) and k ¼ 2 (see below). Thus Theorem A provides at least jðmÞ=2 2 new
pairwise inequivalent cyclic difference sets with Singer parameters, where j is the
Euler totient function.
5. The Cases k ¼ 2 and k0 ¼ 2
There are two very special cases of our Theorem A which are directly related to
other recent developments concerning such difference sets and sequences.
Case k ¼ 2: In this case m is odd in view of gcdðk; mÞ ¼ 1 and Theorem A
coincides with the case k ¼ 6; concerning Segre hyperovals, of Maschietti’s theorem
[33], since C2 ¼M6 (in fact we have C2 ¼ L\ f2ðLÞ with f2ðxÞ ¼ x6 þ x). Note that
the respective Hadamard-equivalences M6 #ES6 and C2 #ES3 (see (3) and (5)) also
coincide, because S3 ¼S6:
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Case k0 ¼ 2 for k0 ¼ 1=k mod m:
In this case m is odd and k ¼ ðm þ 1Þ=2; i.e k ¼ 1=2 mod m: According to
Theorem 8 we have the following trace expansion of B1=2:
xAB1=2 iff Trðx2kþ1 þ x2k1 þ xÞ ¼ 1;
since Rk;2ðxÞ ¼ x2kþ1 þ x2k1 þ x: In view of C1=2ðxÞ ¼ B1=2ðx2kþ1Þ we conclude
xAC1=2 iff Trðx þ xr þ xr2Þ ¼ 1;
where r ¼ 2k þ 1: This set C1=2 has been considered recently by many authors; see for
instance [7,8,22,23,36]. In this special case 2k  1 ¼ m; Lemma A1 conﬁrms (a
somewhat strengthened version of ) a conjecture of Gong and Golomb [23].
Previously, it was only known that dC1=2 attains at most the values 0;7 ﬃﬃﬃ2p ;72 ﬃﬃﬃ2p ;
which is a consequence of the 5-level weight distribution of the cyclic code of length
q  1 with deﬁning zeros a; ar; ar2 (aAL primitive); see Chang et al. [7,8]. A conjecture
of Gong et al. [22] (see also [36]) is now conﬁrmed as the case m ¼ 2k  1 of
Theorem A.
6. A new relation between MCM and Dickson polynomials
A key part of the proof of Theorem A is the following surprising result which we
established in the course of proving Lemma A1:
Theorem B. For any positive integers k and m let fk and D2k1 be MCM and Dickson
polynomials, respectively (see Section 3 for definitions); and let Mfk and MD2k1 be their
multiplicity functions on L ¼ GFð2mÞ: Then
Mˆfkð yÞ ¼ MˆD2k1ð y2
kþ1Þ for all yAL:
The following result should be clear.
Proposition. Let L ¼ GFð2mÞ and let Z : L/L be any map with multiplicity function
MZ: Then the following are equivalent:
(i) Z is a permutation;
(ii) MZ is the constant function 1 on L;
(iii) MˆZ is constant 0 on L
:
Note that every map Z satisﬁes cMZð0Þ ¼ q1=2 and that b1 ¼ q1=2d0:
Thus, if D2k1 is a permutation polynomial on L; then for yAL

Mˆfk ð yÞ ¼ MˆD2k1ð y2
kþ1Þ ¼ 0;
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and therefore fk is also a permutation polynomial on L: On the other hand, by
Theorem 3, D2k1 is a permutation polynomial on L iff gcdðk; mÞ ¼ 1 and k is odd.
Thus in this case the MCM polynomial fk is also a permutation polynomial on L: We
therefore have a new proof of Theorem 9. As we have seen it can be derived easily
from Theorem 3, the classical result on Dickson polynomials, via the Hadamard
transform.
7. The Hadamard Transform of SkdðxÞ ¼ ð1ÞTrðkx
d Þ; d ¼ 4k  2k þ 1; gcdðk; mÞ ¼ 1
In [12] the ﬁrst author determined the Hadamard spectrum ofSd and the support
of bSd in the case that m is odd. We shall rederive this result by a slightly different
argument in the next section. In this section we restrict our attention to the case that
m is even, but not divisible by 6; it is precisely this result that we need in the even-
dimensional case for our proof of the full No–Chung–Yun conjecture that we give in
the next section. In the case that the parameter l is equal to 1 we shall writeS1d more
simply as Sd : Here we shall prove
Theorem 11. Let L ¼ GFð2mÞ; where m is even but not divisible by 6; and let K ¼
GFð4Þ: Let d ¼ 4k  2k þ 1; gcdðk; mÞ ¼ 1: For lAK let sldðxÞ ¼ TrðlxdÞ and let
SldðxÞ ¼ ð1Þs
l
d
ðxÞ ¼ cðlxdÞ:
1. If la1; then sld is bent, i.e.
cSldðaÞ ¼71 for all aAL:
2. If l ¼ 1; then cSd takes just three values f2; 0; 2g and supp cSd ¼
L\KfGðyÞ : TrL=KðydÞa0g; where GðzÞ ¼ Tðz23kþ1Þ=z22kð2kþ1Þ and TðzÞ ¼ z þ
z2
k þ z22k :
Corollary 12. For all k prime to m Sld and S
l
2kþ1 have the same Hadamard spectrum,
which is the same as that of Sl3:
Proof of Theorem 11. Just as in Section 4 we have
gcdðd; 2m  1Þ ¼ gcdð2k þ 1; 2m  1Þ ¼ 3
and
L ¼ U,l1U,l2U ;
where U is the subgroup of cubes in L and 1, l1 and l2 are representatives of the
cosets of U in L: We have that U is the image of L under both the ð2k þ 1Þth power
map and the dth power map; and, since m is not divisible by 6, we may take the coset
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representatives 1, l1 and l2 to be the elements of K; the cube roots of 1 in L: For all
a in L we have
3cSldðaÞ ¼ 2m=2 X
mAK
yAL
Sldðmy2
kþ1Þcðamy2kþ1Þ
¼ 2m=2
X
mAK
X
yAL
cðly23kþ1 þ amy2kþ1Þ;
and so
cSldðaÞ ¼ 13 X
mAK
dQlamð0Þ; ð12Þ
where Qlam :¼ ð1Þq
l
am and qlamðxÞ :¼ Trðlx2
3kþ1 þ amx2kþ1Þ: The function Sld is
constant on cosets of K in L and therefore so is its Hadamard transform cSld ;
this latter fact made visibly obvious by expression (12) of cSldðaÞ as the average of the
0th-Hadamard coefﬁcients dQlamð0Þ corresponding to the triple of quadratic forms qlam
which, for ﬁxed l; are indexed by the elements of the coset Ka: We shall deduce
values (12) by exploiting the powerful interplay between the Hadamard transform
and quadratic forms. For the convenience of the reader we include an Appendix
which details these connections while reviewing the basic theory of quadratic forms
over GFð2Þ and deﬁning all the terms used in the subsequent argument. We also
relegate to the Appendix a few analytical arguments and speciﬁc Hadamard
coefﬁcient evaluations which will be of help in our proof of Theorem 11, but which
are of some interest in their own right.
Since qlam has weight a multiple of 3, it is not balanced and has even rank 2R for
some Rpm=2: Furthermore, we have
dQlamð0Þ ¼72m2R;
and since we also have
2m=2dQlamð0Þ ¼ 2m  2wtðqlamÞ;
we deduce that
dQlamð0Þ ¼ ð1Þm=2 mod 3:
Thus, dQlamð0Þ is uniquely determined by the rank 2R of qlam or, equivalently, by
2s :¼ m  2R which is the GFð2Þ-dimension of the corresponding radical V l>am :
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Deﬁnition. We use e to denote the integer ð1Þm=2:
Thus, dQlamð0Þ ¼ e if qlam is nondegenerate (i.e. bent), dQlamð0Þ ¼ 2e if the radical has
GFð2Þ-dimension 2 and, in general, dQlamð0Þ ¼ ð2Þse; where 2s ¼ m  2R is the
GFð2Þ-dimension of the radical V l>am : Now the bilinear form associated with qlam is
Blamðx; yÞ :¼ qlamðx þ yÞ  qlamðxÞ  qlamð yÞ
¼Trðl½x23k y þ xy23k 
 þ am½x2k y þ xy2k 
Þ
¼TrðLlamð yÞx2
3kÞ;
where, for all y in L;
Llamð yÞ :¼ l2
3k
y2
6k þ ðamÞ23k y24k þ ðamÞ22k y22k þ ly;
and so the radical V l
>
am is the kernel of this map which is actually K-linear on L;
K ¼ GFð4Þ: For any y in L we have
y2
3k
Llamð yÞ ¼ Plamð yÞ þPlamð yÞ2
k
;
where
PlamðzÞ :¼ ðamz2
kþ1Þ22k þ Tðlz23kþ1Þ
and
TðzÞ :¼ z þ z2k þ z22k :
It follows that
V l
>
am ¼ fyAL :PlamðyÞAGFð2Þg:
In particular, if y is a non-zero element in the radical Vl
>
am and satisﬁes the condition
that PlamðyÞ ¼ 0; then
0 ¼ PlamðyÞ ¼ ðamy2
kþ1Þ22k þ Tðly23kþ1Þ
from which we may express am in terms of y as
ma2
2k ¼ ðamÞ22k ¼ Tðly
23kþ1Þ
yð2
kþ1Þ22k :
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This rational function of y is a key ingredient in the sequel; we give it a name:
Deﬁnition.
GlðX Þ :¼ TðlX
23kþ1Þ
X 2
2kð2kþ1Þ :
We may now resume our evaluation of (12), i.e.
cSldðaÞ ¼ 13 X
mAK
dQlamð0Þ:
Taking a ¼ 0 gives
cSldð0Þ ¼ dSl23kþ1ð0Þ ¼ e if la12e if l ¼ 1:

We may now concentrate our attention on non-zero a: Let us ﬁrst consider the case
that a is an element such that the entire coset a2
2k
K is disjoint from GlðLÞ: This
means that for every m in K with Vl
>
am af0g we have PlamðyÞ ¼ 1 for all ya0 in Vl
>
am :
Such a Vl
>
am must be one-dimensional over K because P
l
am is a quadratic form on V
l>
am
and any (non-zero) quadratic form on a GFð2Þ-vector space of GFð2Þ-dimension
greater than 2 has a non-trivial zero (by Dickson’s Theorem for example; see the
appendix). For such an a the possibilities for the multiset of dimensions fdimK V l>am g
and the corresponding value of cSldðaÞ are:
fdimKV l>am : mAKg cSldðaÞ
f0; 0; 0g 1
3
ðeþ eþ eÞ ¼ e
f0; 0; 1g 1
3
ðeþ e 2eÞ ¼ 0
f0; 1; 1g 1
3
ðe 2e 2eÞ ¼ e
f1; 1; 1g 1
3
ð2e 2e 2eÞ ¼ 2e
Now we consider the case of those a for which a2
2k
AGlðLÞ; i.e. V l>a ; the radical of
qla; contains a non-zero element y satisfying P
l
aðyÞ ¼ 0: In this case we have
qlamðyxÞ ¼ Trðlm1y2
3kþ1½mx þ x22k 
2kþ1Þ for all mAK;
which implies that cSldðamÞ ¼ dSl2kþ1ðydÞ for all mAK: Moreover, since for any
such a; of the three qlam; mAK
; qla is not bent; and, both of the others are bent if l ¼ 1;
while only ql
al2
is bent if la1; it follows that no two elements of GlðLÞ can be in the
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same coset of K in L: Thus, for all a in KGlðLÞ (at least) we havecSldðaÞAf2; 0; 2g (resp. f1; 1g) if l is (resp. is not) equal to 1. Notice also that if
yAL satisﬁes the condition
dSl2kþ1ðydÞ ¼ 0 if l ¼ 1e if la1

then cQlað0Þ ¼ 2e which means that Vl>a has dimension 1 over K: Thus, the map
Ky/GlðyÞ is 1-to-1 when restricted to y satisfying the condition. Let us denote by
Al this latter set of elements a; i.e.
Deﬁnition.
Al :¼ fG
lðyÞ : dSl2kþ1ðydÞ ¼ 0g if l ¼ 1
fGlðyÞ : dSl2kþ1ðydÞ ¼ eg if la1:
8<:
We now consider in turn the two cases l ¼ 1 and la1: For l ¼ 1 dSl2kþ1 has support
ker TrL=K; and the 3 2m2 elements b in L with TrL=KðbÞa0 comprise 2m2 cosets
of K in L each of which contains a unique element of the form yd : Thus KAl is a
set of 3 2m2 distinct elements a of L for which cSdðaÞ ¼ 0: Since we have already
seen that every Hadamard coefﬁcient of cSd must be an element of f2;1; 0; 1; 2g;
Parseval’s Theorem gives us immediately that cSdðaÞ ¼72 for the 2m2 remain-
ing a’s. Moreover, we have shown that cSd has support precisely
L\KfG1ðyÞ : TrL=KðydÞa0g:
For la1; sl
2kþ1ðxÞ ¼ Trðlx2
kþ1Þ is bent; we let Ne and Ne denote the number of
Hadamard coefﬁcients ofSl2kþ1 which are equal to e and e; respectively. Since each
of the Ne elements b in
dSl2kþ11½e
 may be written as myd ; mAK; yAL; anddSl2kþ1 is constant on cosets of K in L; there are 13 Ne distinct elements in Al and
therefore Ne elements a in KAl satisfying
cSldðaÞ ¼ e: We have earlier seen that,
besides the values 71; the only other values of cSld that are possible are 0 and 2e:
So, for each tAf2e;e; 0; eg let Xt ¼ #cSld1½t
: We have
eXe  eXe  2eX2e ¼ 2
m
2 Sldð0Þ ¼ 2
m
2 ;
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or, equivalently,
Xe  Xe  2X2e ¼ e2
m
2 ;
and, by Parseval’s Theorem,
Xe þ Xe þ 4X2e ¼ 2m:
We may thus express Xe and Xe in terms of X2e as
Xe ¼ 12ð2m þ e2
m
2 Þ  X2e ¼ Ne  X2e
and
Xe ¼ 12ð2m  e2
m
2 Þ  3X2e ¼ Ne  3X2e:
Since we have already seen that KAl accounts for Ne elements of
cSld1½e
; we
have that
Ne  3X2e ¼ XeXNe;
which implies that X2e ¼ 0; i.e. cSldðaÞa 2e for all aAL: Since we now havecSldðaÞAf1; 0; 1g for all aAL; Parseval’s Theorem gives cSldðaÞ ¼71 for all aAL:
Thus, sldðxÞ ¼ TrðlxdÞ is bent. This completes the proof of Theorem 11. &
8. Complete proof of the No–Chung–Yun conjecture
In [35] No, Chung and Yun conjectured the following remarkable result.
Theorem 13. Let L ¼ GFð2mÞ; m not divisible by 3. Let dkðX Þ :¼ X d þ ðX þ 1Þd ;
where d ¼ 4k  2k þ 1 and k ¼ ðm71Þ=3; and put
Nk :¼
dkðLÞ if m is odd
L\dkðLÞ if m is even:

Then Nk is a difference set with Singer parameters in L
 ¼ /oS; equivalently, the
binary sequence fatg given by at ¼ 1 if and only if ot is in Nk has ideal autocorrelation.
Although these sets are very closely related to the sets Bk of Theorem A, they are
not equivalent and our proofs of the two theorems are completely different. For m
odd the ﬁrst author [12] proved this conjecture by determining the Hadamard
transform cSd for all d ¼ 4k  2k þ 1 with gcdðk; mÞ ¼ 1 and showing that under the
No–Chung–Yun hypothesis that 3k ¼ m71 supp cSd is equal to the Singer
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difference set faAL : Trða2kþ1Þ ¼ 1g: A remarkably similar argument, which makes
allowance for the fact that d and 2k þ 1 are not prime to 2m  1 if m is even,
establishes the general result—even down to the connection between supp cSd and
Singer difference sets. We assume here only that m is not divisible by 6 (which will
certainly be the case under the No–Chung–Yun hypothesis). We let e ¼ gcdð2; mÞ
and put K :¼ GFð2eÞ: For any d ¼ 4k  2k þ 1 with gcdðk; mÞ ¼ 1 we know that the
map dk on L ¼ GFðqÞ; q ¼ 2m; given by dk : x/xd þ ðx þ 1Þd is 2-to-1 and we let
Nk ¼ dkðLÞ if m is odd and L\dkðLÞ if m is even. In any case Nk is a 2m1-subset of
L: Letting f : L-GFð2Þ be the characteristic function of Nk; and setting F ¼
ð1Þ f ; we have that Fˆð0Þ ¼ 0 and for all non-zero bAL
FˆðbÞ ¼ q1=2
X
yAL
Fð yÞcðbyÞ
¼ q1=2
X
yeNk
cðbyÞ 
X
yANk
cðbyÞ
 !
¼ q1=2 2ð1Þm
X
yAdkðLÞ
cðbyÞ
0@ 1A
¼ð1Þmq1=2
X
xAL
c b½xd þ ðx þ 1Þd 

	 

¼ð1Þmq1=2
X
xAL
cðlxdÞc lðx þ BÞd
	 

¼ð1Þmq1=2ðSld SldÞðBÞ;
where  denotes the convolution product on the additive group of L; we have
replaced b by lBd ; where lAK and we have used the notation Sld introduced in
earlier sections for cðlxdÞ: Now we have shown in Theorem 11 that if m is even then
sld :¼ TrðlxdÞ is a bent function if la1: Hence, for such b; FˆðbÞ ¼ 0: Now we
consider the sum X
xAL
FðaxÞFðxÞ;
for arbitrary a in L: This sum is certainly 0 if a ¼ 0; and for non-zero a we have, by
Parseval’s Theorem, X
xAL
FðaxÞFðxÞ ¼
X
bAL
FˆðabÞFˆðbÞ
¼
X
bAL\f0g
FˆðabÞFˆðbÞ:
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Now if m is even the bth summand is 0 unless both b and a are cubes and therefore
also dth powers. Thus, the sum is 0 if a is not a cube; and, if a ¼ Ad ; we have,
replacing b by Bd ;
X
xAL
FðaxÞFðxÞ ¼ 1
2e  1
1
q
X
BAL\f0g
Sd SdðABÞSd SdðBÞ
¼ 1
2e  1
1
q
q2 þ
X
BAL
Sd SdðABÞSd SdðBÞ
 !
¼ 1
2e  1 q þ
1
q
X
BAL
dSd SdðABÞ dSd SdðBÞ !
¼ 1
2e  1 q þ
X
BAL
ðcSdðABÞcSdðBÞÞ2
 !
¼ 1
2e  1 q þ 4
ejS-A1Sj" #;
where S :¼ suppcSd and 2e=2 denotes the common absolute value of the two non-zero
values of cSd : In any case we have the
Remark 14. Nk is a difference set if and only if #ðS-ASÞ ¼ q=4e for all AAL with
Ada1:
We saw in Section 7 (see Theorem 11) that, for m even, the complement of S in L is
KA; where
A ¼ y
23kþ1 þ y2kð23kþ1Þ þ y22kð23kþ1Þ
y2
2kð2kþ1Þ : yAL;TrL=Kð ydÞa0
( )
¼ yð22k1Þ þ y24k23k22kþ2k þ y25k23k : yAL;TrL=Kð ydÞa0
n o
:
This is precisely the same expression obtained in [12] for the set S when m is odd.
Indeed, the technique introduced in the Appendix (see Corollary A.6) allows an
easier derivation of this result. For if a2
2k ¼ GðyÞ; then
q1=2cSdðaÞ ¼ q1=2cQ1að0Þ
¼
X
xAL
c x2
3kþ1 þ ax2kþ1
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¼
X
xAL
c y2
3kþ1½x þ x22k 
2kþ1
	 

¼ 2
X
Trð yÞ¼0
c y2
3kþ1y2
kþ1
	 

¼
X
yAL
c y2
3kþ1y2
kþ1
	 

cð yÞ
¼
X
yAL
c y2
kþ1
	 

c ydy
" #
¼
X
yAL
S2kþ1 yð Þc ydy
" #
¼ q1=2 dS2kþ1ðydÞ;
where the third to last equality comes from substituting ydy for y: Since
supp dS2kþ1 ¼ faAL : TrðaÞ ¼ 1g; the condition TrðydÞ ¼ 1 guarantees that a is
in suppcSd and, since cQ1að0Þ ¼ dS2kþ1ðydÞ ¼7 ﬃﬃﬃ2p ; that the radical of q1a is one-
dimensional, i.e. y is the only non-zero element in the radical of q1a: Thus, the map
y/GðyÞ is 1-to-1 when restricted to y satisfying TrðydÞ ¼ 1: The 2m1 such y
thereby determine 2m1 distinct elements a satisfying cSdðaÞ ¼7 ﬃﬃﬃ2p ; and Parseval’s
Theorem says that the other 2m1 Fourier coefﬁcients must be 0: Thus, A is indeed
the support of cSd if m is odd.
We can now prove the No–Chung–Yun conjecture whose hypothesis is that 3k ¼
m71: If 3k ¼ m  1; then 3ðm  kÞ ¼ 2m þ 1; and, since Nk ¼ Nmk; it sufﬁces to
prove the conjecture for k satisfying 3k  1ðmod mÞ:
Assume now that 3k  1ðmod mÞ; and let g be any element of A; say g ¼
z1 þ z2kð2k1Þ þ z23k ; where z ¼ y22k1; and TrL=Kð ydÞa0: Then
g2
kþ1 ¼ z2k þ z22kð2k1Þ þ z24k
	 

z1 þ z2kð2k1Þ þ z23k
	 

¼ z2k1 þ z22k2kþ1 þ z23k22k1 þ z23kþ122k
þ z24k1 þ z24kþ22k2k þ z24kþ23k
¼ z2k1 þ z22k2kþ1 þ z22kþ1 þ z2222k
þ z2kþ11 þ z2kþ22k þ z2kþ1þ2
¼ z2k1 þ ðz22kþ1 þ z2kþ11 þ z2kþ22kÞ22k
þ ðz22kþ1 þ z2kþ11 þ z2kþ22kÞ;
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and, therefore, we have
TrL=Kðg2kþ1Þ ¼ TrL=Kðz2k1Þ ¼ TrL=Kð ydÞa0:
We have proven
Theorem 15. Let 3k  1ðmod mÞ and let B :¼ faAL : TrL=Kða2kþ1Þ ¼ 0g: Then
suppcSd ¼ B if m is even
L\B if m is odd:

Now, when m is odd, S ¼ faAL : Trða2kþ1Þ ¼ 1g is a Singer difference set with
parameters ðv; k; lÞ=ð2m  1; 2m1; 2m2Þ which is equivalent to the classical Singer
set faAL : TrðaÞ ¼ 1g since x/x2kþ1 is an automorphism of the cyclic group L: S
therefore satisﬁes #ðS-ASÞ ¼ l ¼ 2m2 ¼ q=4 for all AAL; Aa1: When m is even,
S ¼ faAL : TrL=Kða2kþ1Þ ¼ 0g ¼ faAL : TrL=KðatÞ ¼ 0g; where t ¼ 2k þ 1þ 2m13 is
relatively prime to 2m  1; and SðtÞ ¼ fat: TrL=KðatÞ ¼ 0g ¼ fa: TrL=KðaÞ ¼ 0g ¼
ker TrL=K is a co-dimension 1 K-subspace of L: For all AAL
 with Ada1; At
is not in K; so AtSðtÞ is a different co-dimension 1 K-subspace of L and the
intersection SðtÞ-AtSðtÞ has codimension 2 in L: Thus, for all AAL with Ada1 we
have q
16
¼ #ðSðtÞ-AtSðtÞÞ ¼ #ðS-ASÞ: In any case, we now have by Remark 14 that
Nk is a difference set; and this completes the proof of the No–Chung–Yun
conjecture. &
We remark that a quite different proof of this result may be obtained by use of the
‘‘multivariate method’’ [18].
Note that in the case that m is even, supp cSd is closely related to a Singer
difference set. Indeed, if we delete 0 and take the (natural) homomorphic image in
L=K we have a cyclic difference set with parameters ðv; k; lÞ ¼ ð2m1
3
; 2
m21
3
; 2
m41
3
Þ
which is equivalent to the classical Singer set fbAL=K: TrL=KðbÞ ¼ 0g which
corresponds to a hyperplane in PGðm
2
 1; 4Þ:
Note also that while supp cSd is essentially a Singer difference set, the difference
set Nk is ( for m45) not equivalent to any other known difference set. Indeed, the
second author [17] has shown that the sequences of the No–Chung–Yun conjecture
are precisely those described by a trace condition and conjectured to have ideal
autocorrelation by No, Golomb, Gong, Lee and Gaal in their Conjectures 4 and 5 of
[36]. Thus, our present proof establishes the
Corollary 16. Conjectures 4 and 5 of No, Golomb, Gong, Lee and Gaal are true
for all m:
Finally, combining this last result with the results discussed in Sections 3–5 for
k0 ¼ 2 and 3 gives the
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Corollary 17. All five conjectures of No, Golomb, Gong, Lee and Gaal are true.
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Appendix A. Relevant quadratic forms
In this section we give a quick review of the basic theory of quadratic forms as it
pertains to ﬁnite dimensional vector spaces over GFð2Þ: Most of the results follow
from Dickson’s theorem on canonical forms [13, Theorem 199]; but we employ the
usual notions and terminology from the theory of quadratic spaces as expounded in
such standard references as Artin [1], Dieudonne` [11] and Jacobson [28]. This will
serve to set the notation and terminology which we employ in Section 7 to establish
some new results on the Hadamard transform of Boolean functions which are not
quadratic. These results, which are of some interest in themselves (in the context of
coding theory for example), are themselves used to despatch the No–Chung–Yun
conjecture in Section 8. At the end of this Appendix we give a few details about
certain classes of quadratic forms which we have used in the last two sections of the
paper.
Deﬁnition A.1. If V is a vector space over the ﬁeld F; a mapping f : V-F is a
quadratic form on V if it satisﬁes the two conditions:
1. Bf ðx; yÞ :¼ f ðx þ yÞ  f ðxÞ  f ð yÞ is bilinear on V ;
2. f ðlxÞ ¼ l2f ðxÞ for all l in F:
In this review we shall restrict our attention to quadratic forms over F ¼ GFð2Þ in
which case the second condition is subsumed by the ﬁrst, i.e. f is a quadratic form on
V as long as the corresponding map Bf ðx; yÞ ¼ f ðx þ yÞ þ f ðxÞ þ f ð yÞ is bilinear on
V : Note that, according to this deﬁnition, the quadratic forms on V include the
linear forms ( functionals) which occur when the bilinear form is identically 0. If we
choose a basis b1; b2;y; bm for V over GFð2Þ; then the quadratic form f is uniquely
expressed in terms of the coordinate functionals as the more familiar
f ðXÞ ¼
X
ipj
fijXiXj ; fijAGFð2Þ;
and Dickson’s Theorem [13, Theorem 199] asserts that there is a choice of basis
which puts f into the canonical form
f ðXÞ ¼ X1X2 þ X3X4 þ?þ X2R1X2R þ aðX 22R1 þ X 22RÞ þ bX 22Rþ1; ðA:1Þ
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where 2Rpm and ða; bÞ is one of ð0; 0Þ;ð1; 0Þ or ð0; 1Þ: The even integer 2R is called
the rank of the quadratic form and is equal to m  dimGFð2ÞV>f ; where
V>f ¼ fyAV : Bf ðx; yÞ ¼ 0 for all xAVg
is the radical of the bilinear form Bf ; which, for the canonical form A.1, is given by
Bf ðX ; YÞ ¼ X1Y2 þ X2Y1 þ X3Y4 þ X4Y3 þ?þ X2R1Y2R þ X2RY2R1:
The quadratic forms of rank greater than 0 are those which have degree 2 as a
polynomial in the coordinate variables. Evidently, for the canonical form (A.1), V>f
is the ðm  2RÞ-dimensional subspace of all vectors y ¼ ð y1; y2;y; ymÞ with yi ¼
0 for all i; 1pip2R: V>f ¼ /0S precisely when 2R ¼ rankf ¼ m; and these
nondegenerate quadratic forms on an even-dimensional space V are the best known
examples of bent functions [38]. The (Hamming) weight of the canonical form A.1 is
given by
wtð f Þ ¼ 2
m1 if b ¼ 1
2m1  ð1Þa2m1R if b ¼ 0:

We say that f is balanced if wtð f Þ ¼ 2m1: If F denotes the real-valued function
ð1Þ f ; then
Fˆð0Þ ¼ 2m=2
X
xAV
FðxÞ ¼ 2m=2ð2m  2wt ð f ÞÞ
¼
0 if f is balanced
ð1ÞajV>f j1=2 otherwise:
(
Note that f is linear on the radical V>f and f is balanced precisely when it does not
vanish identically on V>f : We summarize the basic properties of quadratic forms
which we shall exploit in the sequel.
Proposition A.2. Let V be an m-dimensional vector space over GFð2Þ; let
f : V-GFð2Þ be a quadratic form of rank 2R with corresponding bilinear form
Bf ðx; yÞ ¼ f ðx þ yÞ þ f ðxÞ þ f ð yÞ and radical V>f :¼ fyAV : Bf ðx; yÞ ¼ 0 for all
xAVg and let F ¼ ð1Þ f :
1. dimGFð2ÞV>f ¼ m  2R;
2.
wtf ¼
2m1 if fjV>
f
a0
2m172m1R otherwise;
(
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3.
Fˆð0Þ ¼
0 if f is balanced
72
m
2
R otherwise:
(
One of the things that set apart the theory of quadratic forms in characteristic 2 is
that there are many quadratic forms which have the same corresponding bilinear
form; indeed, if f is a quadratic form, then all quadratic forms f þ l; lAVdual; have
the same bilinear form and hence the same radical and the same rank. However, their
canonical forms are not all the same. If f is bent (so 2R ¼ rank f ¼ m), then the f þ l
attain the two canonical forms
OþðXÞ ¼ X1X2 þ X3X4?X2R1X2R ðcalled hyperbolicÞ
and
OðXÞ ¼ OþðX Þ þ X 22R1 þ X 22R ðcalled ellipticÞ:
If f is not bent (so has rank 2Rom), then the f þ l attain all three canonical forms
OþðXÞ ¼ X1X2 þ X3X4?X2R1X2R;
OðX Þ ¼ OþðX Þ þ X 22R1 þ X 22R
and
O0ðXÞ ¼ OþðX Þ þ X 22Rþ1:
We shall now apply these ideas in the case that the vector space V is the ﬁnite ﬁeld
L ¼ GFð2mÞ: In this setting Vdual ¼ fTrðaxÞ : aALg and a quadratic form is a sum of
functions Trðlx2kþ1Þ; lAL; kX0: For any quadratic form f on L we have for all aAL
FˆðaÞ ¼ 2m=2
X
xAL
ð1Þ f ðxÞþTrðaxÞ
¼cFað0Þ;
where Fa ¼ ð1Þ fa and faðxÞ ¼ f ðxÞ þ TrðaxÞ: If f is bent (so rank f ¼ 2R ¼ m),
then
FˆðaÞ ¼cFað0Þ ¼71 for all aAL:
Otherwise, if f has rank 2Rom;
FˆðaÞAfjV>f j1=2; 0; jV>f j1=2g for all aAL;
ARTICLE IN PRESS
J.F. Dillon, H. Dobbertin / Finite Fields and Their Applications 10 (2004) 342–389 383
and, by Parseval’s Theorem,
jsupp Fˆj ¼ 1jV>f j
XcFað0Þ2 ¼ 1jV>f j
X
FˆðaÞ2
¼ 1jV>f j
X
FðaÞ2 ¼ 2
m
jV>f j
¼ 22R:
If Nþ (respectively, N) denotes the number of positive (respectively, negative)
Fourier coefﬁcients FˆðaÞ; then
1 ¼ Fð0Þ ¼ 2m=2
X
FˆðaÞ ¼ 2m=2
XcFað0Þ
¼ 2m=2ðNþjV>f j1=2  NjV>f j1=2Þ
¼ 2RðNþ  NÞ;
and the equations
Nþ þ N ¼ 22R
and
Nþ  N ¼ 2R
give Nþ ¼ 2R1ð2R þ 1Þ and N ¼ 2R1ð2R  1Þ: We call the multiset fFˆðaÞ : aALg
the Fourier spectrum (or Hadamard spectrum) of F : We have shown
Proposition A.3. The Fourier spectrum of F ¼ ð1Þ f is completely determined by the
rank of f : Moreover, if f is not balanced, then the rank of f is determined by the single
Fourier coefficient Fˆð0Þ; i.e. jFˆð0Þj ¼ jV>f j1=2 ¼ 2m=2R:
In the remainder of this appendix we record some information concerning
canonical forms and Hadamard transforms relating to certain quadratic forms which
have arisen in the last two sections of the main body of this paper. Much of this
material is well known in the context of coding theory where it arises in the study of
subcodes of the 2nd-order Reed–Muller code (see [20,32] for instance).
A.1. sl
2kþ1ðxÞ :¼ Trðlx2
kþ1Þ; lAL; ðk; mÞ ¼ 1; m arbitrary
It is worth pointing out a general principle here. If f ; g : L-GFð2Þ are linearly
equivalent so that gðxÞ ¼ f ðTðxÞÞ for some invertible linear operator T on L; then
GˆðxÞ ¼ FˆðT1ðxÞÞ; where T denotes the adjoint of T deﬁned by TrðTðxÞyÞ ¼
TrðxTð yÞÞ: In particular, if gðxÞ ¼ f ðlxÞ; for some lAL; then GˆðxÞ ¼ Fˆðl1xÞ:
Thus, to understand the Hadamard transform of a map like Trðlx2kþ1Þ it sufﬁces to
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understand the transforms of those maps where the l are representatives of the
cosets in L of the subgroup of ð2k þ 1Þth powers. In particular, in the cases of
interest here (i.e. ðk; mÞ ¼ 1), when m is odd taking l ¼ 1 gives all the information we
need; while when m is even, it sufﬁces to consider lAf1;o;o2g; o primitive in L or, if
m is not divisible by 6, we may take lAGFð4Þ; the cube roots of unity in L:
Moreover, if m is even, then another reduction via linear equivalence is possible since
if f ðxÞ ¼ Trðlx2kþ1Þ and gðxÞ ¼ Trðl2x2kþ1Þ; then gðx2Þ ¼ f ðxÞ and we have GˆðxÞ ¼
Fˆðs1ðxÞÞ; where s is the Frobenius on L: Hence, if m is even we need only consider
the two cases l ¼ 1 and l ¼ x; where x is any appropriate non-cube in L:
For all aAL the Hadamard transform coefﬁcient dSl2kþ1ðaÞ; which is given by
2m=2
X
xAL
ð1ÞTrðlx2
kþ1þaxÞ;
is simply Fˆlað0Þ; where Fla ¼ ð1Þ f
l
a ; and f la is the quadratic form given by f
l
a ðxÞ ¼
sl
2kþ1ðxÞ þ TrðaxÞ: The common bilinear form is
Bsl
2kþ1
ðx; yÞ ¼ Trðlðx2k y þ xy2kÞÞ ¼ Trð½ly þ l2k y22k 
x2kÞ;
and the radical is
V>
sl
2kþ1
:¼ kerLl;
where Ll is the linear operator on L given by
LlðzÞ ¼ lz þ l2k z22k :
Note thatLl is actually a K–linear map on L; where K ¼ GFð2eÞ; e :¼ gcdð2k; mÞ ¼
gcdð2; mÞ:
A.1.1. The case l ¼ 1
The kernel is K and the image is (Note: This is precisely the additive Hilbert Satz
90) kerTrL=K: Now a is in supp dS2kþ1 precisely when Trðx2kþ1 þ axÞ vanishes
identically on K: When m is odd (so K ¼ GFð2Þ) this means that TrðaÞ ¼ 1; and
when m is even (so K ¼ GFð4Þ) this means that TrðaxÞ ¼ TrK=GFð2Þð½TrL=KðaÞ
xÞ
vanishes identically on K and so TrL=KðaÞ ¼ 0: Moreover, if a and b are both in
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supp dS2kþ1; so we have a ¼ bþ g2k þ g2k for some g in L; thendS2kþ1ðaÞ ¼ 2m=2 X
xAL
ð1ÞTrðx2
kþ1þaxÞ
¼ 2m=2
X
xAL
ð1ÞTrðx2
kþ1þ½bþg2kþg2k 
xÞ
¼ ð1ÞTrðg2
kþ1Þ2m=2
X
xAL
ð1ÞTrð½xþg
2
kþ1þbxÞ
¼ ð1ÞTrðg2
kþ1þbgÞ dS2kþ1ðbÞ:
A.1.2. The case lacube
If l is not a ð2k þ 1Þth power, then l2k1 is not a ð22k  1Þth power and it follows
thatLl is invertible on L; V>
ql
2kþ1
¼ /0S and all the quadratic forms f la are bent. This
can happen only if 2gcdð2;mÞ  1 ¼ 2gcdð2k;mÞ  1 ¼ gcdð2k þ 1; 2m  1Þa1; i.e. m is
even. We record this information as
Proposition A.4. Let L ¼ GFð2mÞ and let gcdðk; mÞ ¼ 1: For lAL let sl
2kþ1ðxÞ ¼
Trðlx2kþ1Þ and let Sl2kþ1ðxÞ ¼ ð1Þs
l
2kþ1ðxÞ ¼ cðlx2kþ1Þ:
If m is odd, then
dS2kþ1ðaÞ ¼ 0 if TrðaÞ ¼ 0ﬃﬃﬃ
2
p ð1Þm
21
8 ð1ÞTrðg2
kþ1þgÞ
if a ¼ 1þ g2k þ g2k :
(
If m is even, then
dS2kþ1ðaÞ ¼ 0 if TrL=KðaÞa0
2ð1Þm21ð1ÞTrðg2
kþ1Þ
if a ¼ g2k þ g2k ;
(
and, if lAL is not a cube, then
dSl2kþ1ðaÞ ¼71 for all aAL; i:e: sl2kþ1 is bent:
Note that, in the m even case,
2m=2 dS2kþ1ð0Þ ¼X
xAL
cðx2kþ1Þ ¼ GðwÞ þ GðwÞ;
where GðwÞ is the Gauss sum corresponding to the cubic character w on L given by
wðotÞ ¼ zt; z ¼ expð2pi=3Þ; and it is well known (see e.g. [5]) that GðwÞ ¼ ð2Þm=2:
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Note also that a recent paper of Robert Coulter in this journal [10] contains the
evaluation of all the above sums 2m=2 dSl2kþ1ðaÞ and their analogues for all ﬁnite ﬁelds.
A.2. gcðxÞ :¼ Trðc½x þ x22k 
2
kþ1Þ; cAL; m even, ðk; mÞ ¼ 1
Notice that for any yAL we haveX
zAK
ð1ÞTrð yzÞ ¼
X
zAK
ð1ÞTrK=GFð2ÞðTrL=Kð yÞzÞ ¼ 4d0;TrL=Kð yÞ:
Using this result and the fact that x/x þ x4k is a 4-to-1 K-linear map from L onto
ker TrL=K; we have
2m=2cGcð0Þ ¼ X
xAL
ð1ÞTrðc½xþx2
2k 
2kþ1Þ
¼ 4
X
TrL=Kð yÞ¼0
ð1ÞTrðcy2
kþ1Þ
¼
X
yAL
ð1ÞTrðcy2
kþ1Þ X
zAK
ð1ÞTrð yzÞ
¼
X
zAK
X
yAL
ð1ÞTrðcy2
kþ1þzyÞ
 !
¼
X
yAL
ð1ÞTrðcy2
kþ1Þ þ
X
zAK
X
yAL
ð1ÞTrðcy2
kþ1þzyÞ
¼ 2m=2 dSc2kþ1ð0Þ þ 3  2m=2 dSc2kþ1ð1Þ;
the last equation coming by substituting z1y for y in the inner sum.
A.3. gbaðxÞ :¼ Trða½bx þ x2
2k 
2kþ1Þ; a and b in L; ðk; mÞ ¼ 1
If b is not a cube, and therefore not a ð22k  1Þth power, then x/bx þ x22k is
invertible on L and so gbaðxÞ is linearly equivalent to Trðax2
kþ1Þ ¼ sa
2kþ1ðxÞ: On the
other hand, if b is a cube and therefore a ð22k  1Þth power, say b ¼ y22k1; then
gbaðyxÞ ¼ Trðay2
2kð2kþ1Þ½x þ x22k 
2kþ1Þ ¼ gcðxÞ; where c ¼ ay22kð2kþ1Þ:
A.4. qlaðxÞ :¼ Trðlx2
3kþ1 þ ax2kþ1Þ
Theorem A.5. Every qlaðxÞ ¼ Trðlx2
3kþ1 þ ax2kþ1Þ is of the form TrðA½Bx þ
x2
2k 
2kþ1 þ Cx2kþ1Þ: Moreover, if A; B and C give qla; then mA; m2B and mC give qlma:
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Proof. Just take AB ¼ l and C22k ¼ a22k þ ½A þ ðAB2kÞ2k þ ðAB2kþ1Þ22k 
: &
Corollary A.6. If a2
2k ¼ lB1 þ ðlB2k1Þ2k þ ðlB2kÞ22k ; then Trðlx23kþ1 þ ax2kþ1Þ ¼
TrðlB1½Bx þ x22k 
2kþ1Þ:
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