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We consider the interplay between superconducting (SC) and commensurate spin-density-wave
(SDW) orders in iron-pnictides by analyzing a multiple order Ginzburg-Landau free energy. We
are particularly interested in whether the doping-induced transition between the two states is first
order, or the two pure phases are separated by an intermediate phase with coexisting SC and SDW
orders. For perfect nesting, the two orders do not coexist, because SDW order, which comes first,
gaps the full Fermi surface leaving no space for SC to develop. When nesting is not perfect due
to either ellipticity of electron bands or doping-induced difference in chemical potentials for holes
and electrons, SDW order still leaves modified Fermi surfaces for not too strong SDW magnetism
and the SC order may develop. We show that the two orders coexist only when certain relations
between ellipticity and doping are met. In particular, in a compensated metal, ellipticity alone is
not sufficient for coexistence of the two orders.
I. INTRODUCTION.
In the phase diagram of recently discovered iron-based
pnictide materials superconducting (SC) and spin density
wave (SDW) states are close neighbors.1 The interplay
between these two orders has been the focus of numerous
experimental and theoretical studies. Superconductivity
and magnetic ordering are normally mutually exclusive
states of electronic systems, and a first-order transition
between SC and SDW orders has been reported in some
pnictides, e.g. for LaO1−xFxFeAs.
2 However, recent nu-
clear magnetic resonance (NMR),3 specific heat, suscep-
tibility, Hall coefficient,4,5 and neutron scattering exper-
iments6 on Ba(Fe1−xCox)2As2 indicate that SDW and
SC phases coexist over some doping range.
Electronic spectrum of the pnictides results in two
hole pockets centered at (0, 0) and two electron pock-
ets centered at (0, pi) and (pi, 0) in the unfolded Bril-
louin zone (BZ).7,8,9,10,11,12,13,14,15,16 Multiple Fermi sur-
faces (FSs) create a number of different possibilities17,18
for electron ordering in the form of SDW, charge den-
sity wave (CDW) states, and a superconducting state
with extended s−wave symmetry in which the gaps on
the hole and electron FSs are of different signs (an s+−
state).16,19,20,21,22,23,24,25 When one order develops, elec-
tron states are reorganized and either favor or hinder
the development of other orders. Specifically, in case of
a compensated metal and a perfect nesting (all FSs are
cylinders of equal radius) an SDW order comes first and
completely gaps all Fermi surfaces preventing the system
from developing SC or CDW orders. Situation is differ-
ent, however, if electron and hole pockets are not ideal
circles and intersect at certain points when the two FSs
are centered at the same momentum. This is what is
actually observed in the pnictides: hole FSs have circu-
lar cross sections, while electron FSs have elliptic ones.
In this case the SDW order modifies the Fermi surfaces
and leaves ungapped electronic states that may develop
superconducting instability.26 Another possibility for co-
existence is formation of an SDW order with incommen-
surate wavelength on circular hole and electron FSs of
different radii. Again, strong nesting of electronic states
occurs only on a small part of the FS, leaving other parts
available for the SC pairing.27 The persistence of the
(modified) FS into the SDW phase, however, only im-
plies that a superconducting order may develop within
the SDW phase.26,27 The relative thermodynamic stabil-
ity of different phases (SC, SDW, SC+SDW) can only be
determined from the analysis of the free energy.
In the present manuscript we report analytical study
of the nature of the phase transition between SC and
SDW states in iron-pnictide materials. We demonstrate
that SDW and extended s+− SC orders may coexist, but
only in a situation when both ellipticity and a difference
δµ in electron and hole chemical potentials are present.
If either ellipticity or δµ are small, SDW and SC states
are separated by a first order phase transition. In par-
ticular, if the system remains a compensated metal, the
transition is first order, even when electron bands are
elliptical.
We also discuss the s++ order parameter (ordinary s-
wave). The authors of Ref. 6 argued that for this order
parameter coexistence is impossible for any FS geome-
try. The argument was based on the observation that the
transition is strongly first order at a perfect nesting, and
on numerical results for a finite ellipticity and a finite
δµ. We analyzed this issue analytically and confirmed
that the transition between SDW and s++ SC states is
indeed first order.
We follow earlier works6,26,27 and consider a simplified
model with one circular hole and one elliptical electron
FS, separated by, e.g., (0, pi) in the unfolded BZ, or (pi, pi)
in the folded zone. This momentum is also the ordering
momentum of the commensurate SDW state.28,29 The
inclusion of another hole and electron FSs does not af-
fect either superconductivity,21,22,23,24,30,31 or magnetic
order.32,33,34,35,36 We will also assume that SDW order
at a finite doping remains commensurate. This is true
2if SDW and SC instabilities, when taken separately, oc-
cur not far from each other (we set the condition be-
low). If this condition is not met, SDW order becomes
incommensurate even before SC develops, and the in-
terplay between SDW and superconductivity has to be
re-evaluated. For circular FSs this has been done in
Refs. 24,27, and the result is that an incommensurate
SDW order and an s+− superconductivity do coexist, at
least near Ts.
II. GENERAL FORM OF THE FREE ENERGY
We first present a general analysis of the free energy
for a system characterized by two scalar order parame-
ters, which we denote as ∆ for an SC order andM for an
SDW order. We assume that ∆ has the same momentum-
independent magnitude, but may have either equal signs
(s++ state) or opposite signs (s+− state) on the hole and
electron FSs. We comment below on the case when super-
conducting gaps on hole and electron FSs have different
magnitudes.
The free energy F(∆,M) to the fourth order in pa-
rameters (∆, M) can be written in the form
F = −αs∆2 − αmM2 +A∆4 +BM4 + 2C∆2M2. (1)
Below we find from microscopic considerations how all
five prefactors in Eq. (1) depend on doping and ellipticity.
But for the moment, we simply assume that αs, A, B,
and C are positive constants and αm varies from αm >
αs to αm = 0. This mimics the system behavior upon
doping, see Section III.
The free energy extrema are found for three different
cases.
• Pure SC state, M = 0, ∂F/∂∆ = 0, is given by
Fs = − α
2
s
4A
, ∆2 =
αs
2A
. (2)
• Pure SDW state, ∆ = 0, ∂F/∂M = 0, is given by
Fm = −α
2
m
4B
, M2 =
αm
2B
. (3)
• Mixed SC+SDW state, ∆ 6= 0, M 6= 0, found from
conditions ∂F/∂∆ = ∂F/∂M = 0, which, when
solved for ∆ and M , give
M2 =
αmA− αsC
2(AB − C2) , ∆
2 =
αsB − αmC
2(AB − C2) . (4)
The corresponding free energy is
Fc = Fs − 1
4A
(αmA− αsC)2
AB − C2
= Fm − 1
4B
(αsB − αmC)2
AB − C2 .
(5)
These solutions are only meaningful when both M2 > 0
and ∆2 > 0.
To describe the system behavior with decreasing αm,
we also introduce the free energy F(M) as a function of
M only, obtained from Eq. (1) by substituting
∆2(M) =
αs
2A
− C
A
M2 . (6)
as a solution to ∂F/∂∆ = 0. This gives
F(M) = Fs + γM2 + βM4,
γ = −αm + αsC/A, β = B − C2/A.
(7)
The condition ∆2(M) ≥ 0 determines the upper limit
on a value of the SDW order, M2m = αs/(2C). The
extremum of F(M), if it exists belowMm, yields the free
energy in the coexistence state, Fc. Equation (5) shows
that the free energy in the mixed state is the lowest of
the three when χ ≡ AB − C2 is positive, or β > 0 in
Eq. (7).
First, we consider the case χ > 0. Combining AB −
C2 > 0 with the conditions that the mixed phase only
exists when ∆2 > 0 and M2 > 0, we show the behavior
of values Fs,m,c as functions of αm in top panel of Fig. 1.
We also plot F(M) for three values of αm: (A) αm =
αsB/C, (B) αm = αs
√
B/A and (C) αm = αsC/A. The
triangle symbol (△) in these plots at M = Mm is the
value of Fm from Eq. (3) corresponding to the extremum
of the free energy at ∆ ≡ 0. In general, Fm is different
from F(Mm), both of which are obtained from Eq. (1)
with ∆ = 0, but M =
√
αm/2B or M =
√
αs/2C,
respectively.
At large αm > αsB/C, the system is in the SDW phase
and F(M) monotonically decreases with increasingM to
F(Mm), but Fm has even smaller value than F(Mm). In
this case γ < 0 and β > 0 in Eq. (7). At such αm the
solution corresponding to the coexistence state does not
exist because the condition ∆2 > 0 is not yet satisfied. At
αm ≤ αsB/C, and the minimum of F(M) takes place at
M , given by Eq. (4), for 0 < M < Mm when the coexis-
tence state develops (still, we have γ < 0 and β > 0 in Eq.
(7). The minimum splits from ∆ = 0 at αm = αsB/C
via a continuous second-order transition. When αm de-
creases further, but still αm > αsC/A, the minimum
shifts to smaller M , and eventually, at αm = αsC/A,
reaches the value Fs at M = 0. At even smaller αm,
the global minimum corresponds to Fs i.e., the system
gradually transforms from the mixed state into the su-
perconducting state. The overall evolution of the sys-
tem has two second order transitions at αm = αsB/C
and αm = αsC/A, and the intermediate mixed state at
αsC/A < αm < αsB/C.
In the opposite case, AB − C2 < 0, the free energy
of the “coexistence” state is always larger than the free
energy of pure SDW or SC states, i.e, the “coexistence”
state corresponds to a saddle point of the free energy and
does not represent an actual thermodynamic state of the
system. The evolution of Fs,m,c is shown in Fig. 2. At
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FIG. 1: (Color online) Top: Evolution of the extreme values
of the free energy, Fs,c,m as a function of αm for χ = AB −
C2 > 0. When the local extremum for ∆ 6= 0 and M 6=
0 appears, it becomes the global minimum and describes a
thermodynamically stable phase with coexisting SC and SDW
orders. Bottom: Dependence of the free energy along the
trajectory ∆(M), see Eq. (Eq. (6)), and the values of Fs
(©), Fm (△) and Fc (). (A) αm = αsB/C, when a small SC
order appears within SDW phase, Fm = Fc; αm = αs
p
B/A,
when the mixed phase is the global minimum, Fm = Fs > Fc;
and (C) αm = αsC/A, when SDW order disappears, Fs = Fc.
large αm > αsC/A, the free energy reaches its minimum
at ∆ = 0, M2 = αm/(2B) and the system is in the pure
SDW phase. In this case, γ > 0 and β < 0 in Eq. (7).
The “coexistence” state solution does not exist because
it formally corresponds to ∆2 < 0. At αm = αsC/A, Fc
and Fs coincide. At smaller αm the mixed state solution
becomes real, in the sense that it corresponds to ∆2 > 0,
and F(M) develops a maximum atM , defined by Eq. (4).
As αm decreases, the maximum moves to larger M , and
simultaneously Fm increases. At αm = αs
√
B/A, the
free energies for pure states, Fm and Fs become equal,
while the “coexistence” state has a higher energy. At
even smaller αm, Fm > Fs and the pure SC phase is
a true thermodynamic equilibrium state. The magnetic
state remains a local minimum of F(∆,M) and the “co-
existence” state remains a local maximum of F(M) down
to αm = αsB/C, at even smaller αm coefficient γ changes
sign and the “coexistence” solution disappears.
III. APPLICATION TO PNICTIDES
We now apply the above analysis of the two-parameter
model to the pnictide superconductors. We approximate
the electronic structure of pnictides by a model of two
families of fermions, which form one hole and one electron
FSs of approximately equal sizes. We assume that the
hole FS is circular, and the dispersion of fermions near
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FIG. 2: (Color online) Top: Evolution of the extreme values of
the free energy, Fs,c,m as a function of αm for χ = AB−C
2 <
0. The local extremum Fc for ∆ 6= 0 and M 6= 0 corresponds
to a local maximum and represents thermodynamically un-
stable state. Bottom: Dependence of the free energy along
the trajectory ∆(M), (see Eq. Eq. (6)), and the values of Fs
(©), Fm (△) and Fc (). (A) αm = αsC/A. The local ex-
tremum Fs appears at this point, but the pure SDW state has
a smaller energy Fs = Fc > Fm; (B) αm = αs
p
B/A. At this
point, Fm = Fs < Fc, and the system undergoes a first or-
der transition between SC and SDW states, (C) αm = αsC/A.
The local extremum now corresponds to a weak SC order, but
the pure SC state has a lower free energy, Fm = Fc > Fs.
this FS is
εh = µh − k
2
2mh
. (8)
The electronic FS is an ellipse, and the dispersion of
fermions near this FS is
εe = −µe + k
2
x
2mx
+
k2y
2my
= −εh + µh − µe + k
2
2
[
(mx +my)
2mxmy
− 1
mh
]
+
k2x − k2y
2
my −mx
2mxmy
. (9)
The last three terms represent different deviations from
perfect nesting: i) the change in chemical potentials
δµ = µh − µe, ii) the difference in the electron and hole
masses, mx,y 6= mh, and iii) ellipticity, mx 6= my. We
will see that typical εh are of order of temperature T .
We assume that the chemical potential µ is much larger
than T and neglect all terms arising due to deviations
from prefect nesting with contribution to the free energy
small in parameter T/µh. Within this approximation, we
can set k = kF =
√
2mhµh in the two terms in the last
4line of Eq. (9). Then εe = −εh + 2δϕ, where
δϕ = δ0 + δ2 cos 2ϕ, δ2 =
k2F
8
my −mx
mxmy
, (10)
δ0 =
µh − µe
2
+
k2F
4
(
mx +my
2mxmy
− 1
mh
)
. (11)
Within this approximation, the two dispersions differ
by a term 2δϕ which depends on the angle along the FS
but does not depend on εh. One can verify that with
these εh and εe superconducting gaps along the hole and
electron FSs are equal in magnitude and different in sign,
if, indeed, the pairing interaction is approximated by a
constant and µ is set to be much larger than T .
The free energy for the case when the two dispersions
differ by a constant was presented in Ref. 27 for circular
FSs, when δϕ = δ0 is just a constant. Extending the ex-
pression for the free energy to the case when δϕ depends
on ϕ due to ellipticity, we obtain
F(∆,M)
4Nf
=
|∆|2
2
ln
T
Ts
+
M2
2
ln
T
Tm
+ piT
∑
ωm
|∆|2 +M2
2|ωm|
− piT
∑
ωm
Re
〈√
(Em + iδϕ)2 +M2 − |ωm|
〉
ϕ
,
(12)
where Em =
√
ω2m +∆
2, ωm = piT (2m+1) are the Mat-
subara frequencies, and 〈. . . 〉ϕ imply averaging over the
direction ϕ on the Fermi surface. Temperatures Ts and
Tm are transition temperatures to SC or SDW states for
“pure” cases when interactions are exclusively in the SC
or SDW channels.
Expanding the free energy, Eq. (12), up to the fourth
order inM and ∆ and comparing the result with Eq. (1)
we obtain
A =
piT
4
∑
m>0
1
ω3m
, (13)
B =
piT
4
∑
m>0
〈
ωm
ω2m − 3δ2ϕ
(ω2m + δ
2
ϕ)
3
〉
, (14)
C =
piT
4
∑
m>0
〈
ω2m − δ2ϕ
ωm(ω2m + δ
2
ϕ)
2
〉
. (15)
and
αs =
1
2
ln(Ts/T ), (16)
αm =
1
2
ln
Tm
T
− 2piT
∑
m>0
〈
δ2ϕ
ωm(ω2m + δ
2
ϕ)
〉
. (17)
The superconducting part of the free energy, expressed
via αs and A, is independent on δϕ, but the magnetic part
and the mixed ∆2M2 term depend on δϕ. The expansion
makes sense if ∆, M are of the same order, i.e. if Ts and
Tm do not differ much, which we assume henceforth.
For perfect nesting δϕ ≡ 0 and we have A = B = C,
i.e., χ = 0, as was explicitly stated in Ref. 6. Fur-
thermore, the interaction term in the free energy is
A(∆2 +M2)2 and does not favor either SC or SDW or-
ders even beyond the expansion to the fourth order.27
The transition occurs into a state with a higher transi-
tion temperature Ts or Tm, and once either SDW or SC
order develops, the other order does not appear simply
because the quadratic term favors either ∆ = 0 orM = 0,
and the interaction term is isotropic. If Ts = Tm, the free
energy given by Eq. (12) is SO(5) symmetric, and extra
terms are needed to break this symmetry.
As we said, we consider the case when Tm > Ts, such
that at perfect nesting the system develops an SDW or-
der. Deviations from perfect nesting lead to two effects.
First, the magnitude of αm is reduced which is the man-
ifestation of the fact that SDW instability is suppressed
when nesting becomes non-perfect. Superconducting αs
is not affected by δϕ, and at large δϕ superconductivity
is the only possible state. Second, coefficients B and C
evolve with δϕ, and χ = AB−C2 becomes non-zero when
δϕ is finite. The question is what is the sign of this term.
We recall that, when χ > 0, the system evolves from
SDW to SC via two second order transitions and the in-
termediate coexistence phase, while for χ < 0, there is
no mixed state and SDW and SC phases are separated
by a first-order transition.
To get an insight on how χ evolves at nonzero δϕ, we
first consider δϕ as a small parameter and expand A, B,
and C in powers of δϕ. Collecting terms up to fourth
order in δϕ, we obtain
χ =
1
32pi8T 8
(
s1〈δ4ϕ〉 − s2〈δ2ϕ〉2
)
, (18)
where
s1 = 5
(∑
m>0
1
(2m+ 1)3
)(∑
m>0
1
(2m+ 1)7
)
,
s2 = 9
(∑
m>0
1
(2m+ 1)5
)2
. (19)
The sums are expressed in terms of the Riemann-Zeta
function and give s1 ≈ 5.26 and s2 ≈ 9.08. Substituting
δϕ from (11) and averaging, we obtain
χ ≈ 1
32pi8T 8
(−3.82δ40 + 6.70δ20δ22 − 0.30δ42) . (20)
We emphasize that in the two limits when either δ2 = 0 or
δ0 = 0, χ < 0, i.e., the transition is first order. The first
limit corresponds to circular FSs with different chemi-
cal potentials, the second limit corresponds to the case
when chemical potential remain equal but electron dis-
persion becomes elliptical. In both cases, SDW order
opens gaps for some fermionic excitations, but still pre-
serves low-energy fermionic states near the modified FSs.
Fermions near these FSs still have a non-zero s+− SC so-
lution, however, this solution represents an energetically
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FIG. 3: (Color online) Contour plot of the sign of χ =
AB − C2, where A, B, and C are given by Eqs. (13)-(15).
The area between the two solid lines corresponds to positive
values of χ, where the coexistence between the SDW and SC
phases is possible. Below the dashed line the value of B is neg-
ative, and the system undergoes a transition from the normal
state to the incommensurate SDW state. The mixed phase
between SC and incommensurate SDW orders does exist,27
but its boundaries are shifted compared to the ones for com-
mensurate SDW.
unfavorable state. We particularly emphasize that the el-
lipticity of electron dispersion, taken alone (i.e., δ0 = 0)
is not sufficient for appearance of the coexistence phase.
When both δ0 and δ2 are non-zero, there is a relatively
broad range 0.76 < δ2/δ0 < 4.68 where χ > 0 and the
transformation from pure SDW to SC phases occurs via
a coexistence phase. To verify that this statement holds
at larger values of δ0 and δ2, we computed χ = χ(δ0, δ2)
without expanding in δϕ. We plot the sign of χ(δ0, δ2) in
Fig. 3. We obtained the same result as above, namely, for
δ0 = 0 or δ2 = 0, χ < 0 and the transition between SDW
and SC states is of first order, while when both δ0 and
δ2 are non-zero, there exists a region with χ(δ0, δ2) > 0.
In this parameter range, the transformation from SDW
to SC phases involves a coexistence phase.
Two remarks are in order here. In our analysis of the
free energy we assumed that B given by Eq. (14) is pos-
itive. This is, however, only true if δ0 and δ2 are below
certain thresholds, see the dashed line in Fig. 3. At larger
δ0 and δ2, the coefficient B becomes negative and the
analysis has to be modified. This is the condition where
instability with respect to formation of an incommensu-
rate SDW order occurs, much like Fulde-Ferrel-Larkin-
Ovchinikov phase in superconductors. In particular, for
δ2 = 0, B becomes negative for δ0/2piT ≈ 0.304.24,27 This
order develops at a temperature above Ts if Ts < 0.56Tm.
We also note that Eq. (20) is obtained under the assump-
tion that T ≪ µ, which allowed us to restrict the con-
tributions to T 4χ from terms that scale as (δϕ/T )
4 and
neglect terms which scale as powers of (δϕ/µh)
2. It is
unlikely but, in principle, possible that the expansion of
the full χ in powers of δϕ begins with the quadratic term
(1/T 4)(δϕ/µh)
2, i.e., T 4χ = c2(δϕ/µh)
2+c4(δϕ/T )
4+ ....
If this is the case and c2 > 0, the mixed phase exists in
a tiny range of δϕ, where χ < 0 without the c2 term.
IV. CONVENTIONAL TWO-BAND
s−SUPERCONDUCTIVITY
For completeness, we also consider the case when
superconducting order parameter in a conventional
s−wave, i.e., the sign of ∆ is the same on hole and elec-
tron FSs. This case has been considered in Ref. 6, and
the conclusion was that the transition from SDW to SC
phase is always of first order, regardless of ellipticity or
shift of chemical potentials. This result implies that the
very coexistence between SDW and SC in Fe-pnictides is
an implication that the pairing state is not a conventional
s++ state.
The analysis in Ref. 6 was based on the observation
that for s++ gap, χ < 0 already for circular FSs and
perfect nesting, and on numerical calculations of χ for
some cases when nesting is not perfect. We analyze this
issue analytically.
The free energy for s++ SC gap can be derived using
the same approach as in Ref. 27 and has the form:
F++(∆,M)
4Nf
=
|∆|2
2
ln
T
Ts
+
M2
2
ln
T
Tm
+ piT
∑
ωm
|∆|2 +M2
2|ωm|
− piT
2
∑
ωm
∑
±
〈√
(ω2m +∆
2 +M2 − δ2ϕ ± 2
√
∆2M2 − δ2ϕ(ω2m +∆2)− |ωm|
〉
ϕ
.
(21)
Expanding this free energy in powers of ∆2 and M2 and
comparing the result with Eq. (1), we find that coeffi-
cients A and B are still given by Eqs. (13) and (14), but
the coefficient C is modified to C =
piT
4
∑
m>0
〈
3ω2m + δ
2
ϕ
ωm(ω2m + δ
2
ϕ)
2
〉
. (22)
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FIG. 4: (Color online) The behavior of Y (δ0, δ2) for three
cases: Y (δ, 0), Y (0, δ), and Y (δ, δ). In all cases Y (δ0, δ2)
monotonically increases with increasing argument, but re-
mains negative.
We now have χ = Y (δ0, δ2)/pi
4T 4. At perfect nest-
ing, Y (0, 0) = −(7ζ(3)/8)2/2 < 0 and the transition
is of first order. When δ0,2 increase, the magnitude of
χ ∝ Y (δ0, δ2) is reduced, but we found that its sign
remains negative for arbitrary values of δ0 and δ2. In
Fig. 4, we show the behavior of Y (δ0, δ2) for three cases:
Y (δ, 0), Y (0, δ), and Y (δ, δ). We see that in all cases
Y (δ0, δ2) remains negative for arbitrary magnitudes of
δ0,2. We computed the sign of χ everywhere in the (δ0, δ2)
plane and found that it is always negative. Therefore, we
confirm the result of Ref. 6 that there is no mixed phase
if the SC gap has s++ symmetry on both FSs.
We went a step further and analyzed what happens
when Tm is much greater than Ts, and magnetic order
becomes incommensurate at high temperatures T > Ts.
The results are presented in Fig. 5. We observe that,
even when magnetic order is incommensurate, the tran-
sition between SDW and SC phases remains of first or-
der, shown by the dashed line in Fig. 5, and the mixed
state does not occur. To the contrary, for an s+− SC,
once SDW order becomes incommensurate, the transfor-
mation from incommensurate SDW to SC involves the
coexistence phase even though the transition from com-
mensurate SDW to SC phase would be of first order.
V. CONCLUSIONS
In this paper we studied analytically the interplay be-
tween a commensurate SDW magnetism and supercon-
ductivity in the model for Fe-pnictides. The conventional
wisdom is that the transition from SDW to SC should be
of first order in the case of a perfect nesting, because
then the SDW order fully gaps electronic states leaving
no space for SC, but should involve a coexistence phase
for non-perfect nesting because then SDW order leaves
0.1 0.15 0.2 0.25
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FIG. 5: (Color online) The phase diagram for Tm/Ts = 5
for s++ superconductivity for two circular Fermi surfaces as
a function of δ0. The solid curved line is the transition be-
tween the normal and (in)commensurate SDW(q) states. The
dotted line is the first order transition line between commen-
surate and incommensurate SDW phases. The solid hori-
zontal line is the second order normal-SC transition. The
transitions between both, incommensurate and commensu-
rate SDW phases, and SC phase are first order (dashed lines),
and the mixed phase does not appear. For an s+− SC, the
transition between mixed SC+SDWq and pure SC state is
second order.27
modified FSs on which a SC order may develop. We show
that the situation is more complex, and the presence of
FSs in the SDW phase is not the sufficient condition for
the mixed state to emerge. We show explicitly that the
transition remains of first order when doping shifts hole
and electron bands, but the bands remain circular, and
when the electron band becomes elliptical, but chemical
potential does not shift (the material remains a compen-
sated metal). Only when both ellipticity and a shift of
the chemical potential are present, we found the mixed
state in some range of parameters.
We also analyzed the case when the SC order has a
conventional, sign-preserving s++ symmetry on the two
FSs and confirmed analytically the result of Ref.6 that
the transition between SDW and SC phases is always of
first order, and the mixed phase does not appear. We
argue that this is the case even when the SDW order
becomes incommensurate.
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