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We study in this series of articles the Kardar-Parisi-Zhang (KPZ) equation
∂th(t, x) = ν∆h(t, x) + λV(|∇h(t, x)|) +
√
D η(t, x), x ∈ Rd
in d ≥ 1 dimensions. The forcing term η in the right-hand side is a regularized white noise. The deposition
rate V is assumed to be isotropic and convex. Assuming V(0) ≥ 0, one finds V(|∇h|) ⋉ |∇h|2 for small
gradients, yielding the equation which is most commonly used in the literature.
The present article, a continuation of [24], is dedicated to a generalization of the PDE estimates obtained in
the previous article to the case of a deposition rate V with polynomial growth of arbitrary order at infinity,
for which in general the Cole-Hopf transformation does not allow any more a comparison to the heat equa-
tion. The main tool here instead is the representation of h as the solution of some minimization problem
through the Hamilton-Jacobi-Bellman formalism. This sole representation turns out to be powerful enough
to produce local or pointwise estimates in W-spaces of functions with ”locally bounded averages”, as in
[24], implying in particular global existence and uniqueness of solutions.
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0 Introduction and statement of main results
0.1 Introduction
We consider in this series of articles inhomogeneous, non-linear, viscous Hamilton-Jacobi equations
of the form
∂th(t, x) = ∆h(t, x) − εh(t, x) + λV(∇h(t, x)) + g(t, x), h(0, x) = h0(x) (0.1)
on R+ × Rd, d ≥ 1, where h0 is the initial condition, −εh (ε ≥ 0) a linear damping term, g a forcing
term, and λ > 0 a positive constant. The non-negative function V : Rd → R+, called deposition
rate, is only assumed here to be convex, besides very general properties (C2 regularity, polynomial
growth at infinity). Physically, the above equation modelizes the growth of an interface under (i)
diffusion; (ii) material deposition at site x depending only on the gradient of the interface at that
point; (iii) a forcing term g viewed as a noise. By a vertical drift, h(t, x) → h(t, x) − tV(0), and a
change of coordinate, x → x − t∇V(0), one may (and shall) assume that V(0) = 0 and ∇V(0) = 0,
so that V(∇h) = O(|∇h|2) at a site where the interface is locally almost flat (horizontal), i.e. for
|∇h| small. For physical reasons (although this condition is by no means necessary for the estimates
developed in this article), we shall also assume V to be isotropic.
Such PDEs are generalizations of the Kardar-Parisi-Zhang (KPZ) equation,
∂th(t, x) = ∆h(t, x) + λ
( √
1 + |∇h(t, x)|2 − 1
)
+ g(t, x), h(0, x) = h0(x) (0.2)
also written (using second-order Taylor expansion around a locally flat interface),
∂th(t, x) = ∆h(t, x) + λ2 |∇h(t, x)|
2 + g(t, x), h(0, x) = h0(x). (0.3)
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As explained in details in the introduction of the previous article [24], (1) PDE estimates for
multi-dimensional KPZ equation, our general motivation is to study, by a rigorous implementation
of K. Wilsons’s renormalization scheme, the large-scale limit in dimensions d ≥ 3 of the noisy
KPZ equation, for which g = η is a regularized white noise. We are however only concerned in
single-scale estimates here, so the dimension plays no roˆle for the moment, and our results apply
equally well in case d = 1, 2. The scale j infra-red cut-off KPZ equation ( j ≥ 0) is given by (0.1)
with ε = 2− j, and a right-hand side g satisfying bounds typical for time-derivatives of ’averaged
functions’ of the form et∆ f with t ≥ 2 j, roughly speaking, |∇κg| = O((2− j)1+|κ|/2), as follows from
standard parabolic estimates. If h0, ∇h0, g and ∇g are bounded, then the maximum and comparison
principles apply to solutions of eq. (0.1). As a matter of fact, a lot is known (Lp-bounds for h or
its gradient, asymptotic long-time behaviour,...) about the solutions of the homogeneous equation
(g = 0), see e.g. [3], [4], [5], [13], [18]; although solutions are smooth for t > 0, the theory of
viscosity solutions plays an important roˆle in these developments.
We are however typically interested in unbounded solutions which arise naturally when g is a
space-translation invariant in law, random forcing term, and thus has large, unbounded fluctuations.
With the application to the noisy KPZ equation in mind, we introduced in [24] new functional spaces
W1,∞;λj ⊂ W1,∞loc (Rd) and their time-dependent versions, W1,∞;λj ([0, T ]) ⊂ C([0, T ],W1,∞loc (Rd)) (T >
0) having roughly the following properties (see below ”Notations” if needed):
(i) W1,∞ ⊂ W1,∞;λj , C([0, T ],W1,∞) ⊂ W1,∞;λj ([0, T ]), where W1,∞ ⊂ L∞(Rd) is the subspace
of functions with bounded generalized gradient.
(ii) W1,∞;λj (and similarly W1,∞;λj ([0, T ])) is given in terms of a family of local quasi-norms ||| ·
|||W1,∞;λj (x), namely (see [24], §3.2 and 3.3),W
1,∞;λ
j := { f ∈ W1,∞loc (Rd);∀x ∈ Rd, ||| f |||W1,∞;λj (x) <
∞}, and
||| f |||W1,∞;λj (x) ≤ ||| f |||W1,∞;λ′j (x) (λ ≤ λ
′), |||µ f |||W1,∞;λj (x) ≤ |µ| ||| f |||W1,∞;|µ|λj (x) (µ ∈ R);
(0.4)
||| f1+ f2|||W1,∞;λj (x) ≤
1
p1
|||p1 f1|||W1,∞;λj (x)+
1
p2
|||p2 f2|||W1,∞;λj (x) (p1, p2 ≥ 1,
1
p1
+
1
p2
= 1),
(0.5)
from which it follows in particular that W1,∞;λj is a convex subset of W1,∞loc (Rd).
(iii) A comparison principle holds for solutions in W1,∞;λj , at least for the homogeneous KPZ
equation (obtained by letting g = 0).
(iv) Let λ′ > λ. Then eq. (0.1) with ε = 2− j has a unique classical solution h such that
ht ∈ W1,∞;2λ/5j for all t ∈ [0, T ] if h0 ∈ W1,∞;2λ
′
j ∩ C2(Rd) and g ∈ W1,∞;2λj ([0, T ]) ∩
C([0, T ],C3(Rd)). One has an explicit, t-independent bound on |||ht |||W1,∞;2λ/5j (x) in terms of
|||h0|||W1,∞;2λ′j (x) and |||g|||W1,∞;2λj ([0,t])(x). Briefly said, if the data h0, g are sufficiently smooth,
then one has a local bound on ht(x) in local W-quasi norm in terms of the relevant local
W-quasi norms of h0 and g at the same point, x.
The general principles underlying the definition of these functional spaces are retraced in §0.3 below.
One of the main ingredients in the proof of these results has been the Cole-Hopf (or exponential)
transformation, h 7→ eλh. This transformation maps a solution of (0.1) into a sub-solution of the
3
linear heat equation provided V(|∇h|) ≤ |∇h|2. The above pointwise quasi-norms measure local
averages of the Cole-Hopf transform of their arguments. If V is not quadratically bounded at infinity,
essentially all our conclusions in [24] fail.
We tackle here the same questions from a different perspective, starting from a Hamilton-Jacobi-
Bellman representation of the solutions of (0.1): the classical idea (see section 1 for a thorough
discussion) is to rewrite the function ht as the maximum over an admissible class of random paths X
driven by Brownian motion B of a functional
∫ t
0 F(s, Xs)ds. To be explicit, letting ˜V be the Legendre
transform of V , we have (see Lemma 1.3) h(t, x) = supα Jα(t, x), where
Jα(t, x) := E0,x
[∫ t
0
e−2
− j s
(
−λ ˜V(αs
λ
) + g(t − s, Xαs )
)
ds + e−2− jth0(Xαt )
]
, (0.6)
(Xαs )0≤s≤t being the solution of the stochastic differential equation, dXαs = αsds + dBs with initial
condition Xα0 = x.
Assuming V is polynomially bounded at infinity (see §0.2 below for precise assumptions), ˜V(αs)
is bounded below by some positive power of αs. Note also that Xα is essentially bounded by the
integral of α, except if B is larger. Thus we have a dichotomy: (i) either the integral of α is large,
and Jα(t, x) is small; (ii) or the integral of α is negligible with respect to B, and Jα(t, x) ≃ J0(t, x) is
essentially given by the solution of the linear heat equation (∂t−∆+2− j)h = g. This random control-
theoretic argument can be made quantitative, and yields a priori estimates for the KPZ solution (see
Theorem 2.1).
We postpone a detailed discussion of our main results (see §0.4) and a brief outline of the article
(see §0.5). The reason is two-fold: first, though techniques differ widely, and our hypotheses are
somewhat different also, the general philosophy, and our final statements, look pretty much the same
as in our previous article, to which we therefore refer the reader. Second, there are some relatively
minor, but technically important, differences between the time-dependent spaces of [24] and those of
the present work; also, our techniques make it possible to work with more general (and larger) W-
spaces than the Cole-Hopf W-spaces mentioned above. So one definitely needs a precise definition
of the functional spaces (see §0.3) to appreciate the originality of this paper with respect to the
previous one.
The reader may be interested in comparing these results with those we obtained in [26] for un-
bounded solutions of Burgers’ equation. The estimates we get in that case are also based on a
random characteristic representation, but the way fluctuations are handled is very dissimilar.
Notations. The notation: f (u) . g(u), resp. f (u) & g(u) means: | f (u)| ≤ C|g(u)|, resp. | f (u)| ≥
C|g(u)|, where C > 0 is an unessential constant. Similarly, f (u) ≈ g(u) means: f (u) . g(u) and
g(u) . f (u). We denote by L∞, resp. L∞loc the space of bounded, resp. locally bounded functions on
R
d or R+ × Rd; by W1,∞, resp. W1,∞loc the space of bounded, resp. locally bounded functions on Rd
or R+ × Rd with bounded, resp. locally generalized derivative; and by C1,2 the space of functions
which are C1 in time and C2 in space. The average 1|Ω|
∫
Ω
f of a function f on a bounded domain
Ω ⊂ Rd is denoted by
>
Ω
f .
0.2 The model
A KPZ equation is a viscous Hamilton-Jacobi equation,
∂th(t, x) = ∆h(t, x) + λV(∇h(t, x)) + g(t, x), (0.7)
4
where g is a right-hand side (or forcing term) in a suitable functional space. For simplicity we have
chosen the diffusion constant ν to be 1 (which can be done by a simple scaling). The deposition rate
V satisfies in this article the following assumptions.
Assumption 0.1 The deposition rate V satisfies the following assumptions,
(1) V is C2;
(2) V is isotropic, i.e. V(∇h) is a function of y = |∇h|; by abuse of notation we shall consider V
either as a function of ∇h or of y;
(3) V is convex;
(4) V(0) = 0 and 0 ≤ V(y) ≤ max(12y2, 12yβ) for all y ≥ 0, where β ≥ 2 is called the growth
exponent at infinity of V.
Compared to the above class of equations, the infra-red cut-off KPZ equation, that we shall be
dealing with exclusively in this paper, has a supplementary linear damping term.
Definition 0.2 (infra-red cut-off equation) Let V satisfy the above assumptions, and j ∈ N. Then
the infra-red cut-off KPZ equation of scale j with data (h0, g) is the following equation,
∂th(t, x) = ∆h(t, x) − 2− jh(t, x) + λV(∇h(t, x)) + g(t, x), h
∣∣∣
t=0 = h0. (0.8)
The extra term −2− jh in the right-hand side implies in principle an exponential decay of memory.
As discussed in [24], sections 4 and 5, the operator (∆ − 2− j)−1 is a kind of ersatz for the high-
momentum propagator G j→ :=
∑ j
i=0 G
i with scale j infra-red cut-off.
0.3 Functional spaces
The purpose of this article is to show that the infra-red cut-off KPZ equation of scale j, eq. (0.8),
has a single solution h in an adequate functional space under suitable assumptions on the right-hand
side g, and to give appropriate bounds in suitable norms for ht in terms of h0 and g.
For the applications we have in mind (including the noisy KPZ equation, or more generally vis-
cous Hamilton-Jacobi equations with an extra noise term in the right-hand side), the initial condition
h0 and the right-hand side g are unbounded, which led us to introduce new functional spaces, W1,∞;λj
and W1,∞;λj ([0, T ]) in the previous article. Compared to [24], our arguments here have larger range
of validity but give less precise bounds, which requires some rather minor changes in our definitions.
However, the general principles underlying the construction of all these spaces is the same. We now
describe them briefly and refer to [24], sections 3 and 4 for more details.
Assume first h0 ∈ W1,∞ and g ∈ L1loc(R+,W1,∞). By classical arguments derived from the
parabolic maximum principle (see [24], section 2), the associated Cauchy problem (0.7) has a
unique, global solution h which lies in W1,∞ for all t ≥ 0 and is classical for strictly positive
times, that is, h ∈ C([0,+∞) × Rd) ∩C1,2((0,∞) × Rd). Furthermore,
||ht ||∞ ≤ ||h0||∞ +
∫ t
0
||gs||∞ds. (0.9)
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Recall however that the emphasis in this series of articles is in the noisy KPZ equation, for which
g = η is a (suitably regularized) white noise. Generally speaking, h is expected to behave more or
less like the solution φ of the linearized equation,
∂tφ = ∆φ + g, (0.10)
which is (letting h0 ≡ 0 just for the sake of discussion) simply (∂t − ∆)−1g =: Gg. If g = η, then g
and φ = Gg will be space-translation invariant in law, hence are a.s. unbounded. Thus we cannot
expect ht to lie in W1,∞. However, local averages
?
B(x,r)
dy|ηt(y)| :=
∫
B(x,r) dy|ηt(y)|
Vol(B(x, r)) , r > 0 (0.11)
of η are locally uniformly bounded, which amounts to saying that η ∈ H0(Rd), in the sense of the
following definition.
Definition 0.3 Let
H0 := { f ∈ L∞loc(Rd) | ∀x ∈ Rd, f ∗(x) < ∞} (0.12)
where
f ∗(x) := sup
τ>0
eτ∆| f |(x) ∈ [0,+∞]. (0.13)
Due to the averaging and scaled decay properties of the heat kernel, it is natural to expect that
eτ∆| f |(x) may be substituted with >B(x,√τ) dy| f (y)| in the above definition; it is actually proven in [24]
that f ∗(x) ≈ supr>0
>
B(x,r) dy| f (y)|.
With this definition in hand, we may substitute the usual parabolic estimates,
||∇ket∆ f ||∞ . t− k2 || f ||∞, k ≥ 0 (0.14)
with the stronger, pointwise parabolic estimates (see [24], section 3),
(∇ket∆ f )∗(x) . t−k/2 f ∗(x), k ≥ 0 (0.15)
including the obvious but fundamental
(et∆ f )∗(x) ≤ f ∗(x), t ≥ 0. (0.16)
Contrary to what was the case in the preceding article [24] (see in particular Lemma 3.10),
however, we cannot directly compare KPZ solutions to solutions of the heat equation. The reason is
that the Cole-Hopf transformation h 7→ w := eλh maps a solution of the homogeneous KPZ equation
∂th = ∆h+ λV(|∇h|) to a solution of the transformed KPZ equation ∂tw = ∆w+ λ(V(|∇h|)− |∇h|2)w.
Now, if V(|∇h|) ≤ |∇h|2 then w is a sub-solution of the linear heat equation. This property, which
was one of the cornerstones in [24], fails totally here. Thus (0.16) cannot be used directly.
As was already the case in [24], it is more convenient (although by no means necessary) to cut-
off small scale fluctuations of the initial condition h0, or of the right-hand side g, by considering
their local suprema.
Definition 0.4 (local supremum of order j) (i) Let f : Rd → R be a function in L∞loc(Rd). Then
loc sup j( f ) : Rd → R is the function in L∞loc(Rd) defined by loc sup j( f )(x) := supy∈B(x,2 j/2) | f (y)|.
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(ii) (time-dependent case) Let g : R+×Rd → R be a function in L∞loc(R+×Rd). Then Loc sup j(g) :
R+×Rd → R is the function in L∞loc(R+×Rd) defined by Loc sup j(g)(t, x) := sups∈B(t,2 j) supy∈B(x,2 j/2) |g(s, y)|.
This local supremum operation allows one to discretize space. Let D j be the set of all cells of
the lattice 2 j/2Zd, i.e. ∆ ∈ D j if and only if ∆ = [2 j/2k1, 2 j/2(k1 + 1)] × · · · × [2 j/2kd, 2 j/2(kd + 1)] for
some (k1, . . . , kd) ∈ Zd. Clearly, if r & 1,
r−d
∑
∆∈D j; ∆⊂B(x,r2 j/2)
sup
∆
| f | .
?
B(x,r2 j/2)
loc sup j( f )(x) . r−d
∑
∆∈D j; ∆∩B(x,r2 j/2),∅
sup
∆
| f |, (0.17)
so
loc sup j( f )∗(x) := (loc sup j( f ))∗(x) ≈ sup
n
n−d
∑
∆∈D j; ∆⊂B(x,n2 j/2)
sup
∆
| f | (0.18)
where n ranges either over N∗ or on the set of dyadic integers 2k, k ∈ N. As already noted in section
3.3 of [24],
sup
∆
| f | . d j(0,∆)dloc sup j( f )∗(0) (0.19)
for d j(0,∆) := 2− j/2 minx∈∆ |x| & 1, so a function f such that loc sup j( f )∗(0) < ∞ has at most
polynomial growth of order d at infinity. This is an explicit limitation to the fluctuations of f .
Functions like loc sup j( f )∗(x) bound very efficiently expectations like E[| f (X)|] when the ran-
dom variable X (coming from the Hamilton-Jacobi-Bellman representation) has a known Gaussian
queue:
Lemma 0.5 Let f ∈ L∞loc(Rd) such that loc sup j( f )∗(x) < ∞, and X be an Rd-valued random vari-
able such that |X − x| ≤ |Bt|. Then
E[| f (X)|] . (2− jt)d/2loc sup j( f )∗(x). (0.20)
Proof. We bound E[| f (X)|] by the sum over squares ∑∆∈D j P[X−x ∈ ∆] sup∆ | f |, and P[X−x ∈ ∆]
by P[|Bt| ≥ 2 j/2d j(0,∆)] ≤ supy∈∆ e−c|y|
2/t for some c > 0. Thus E[| f (X)|] . (2− jt)d/2ec′t∆(loc sup j( f ))(x).

This key lemma, with its various generalizations, see Lemma 3.2 and Lemma 3.3, lies at the
core of the proof of bounds of the KPZ solution in local W-”quasi norms”. Several families of
these local ”quasi-norms” have been introduced in our previous article [24]. It is useful at this point
to recall how these were defined. First ||| · |||Hλ(x) is essentially obtained from the ”star” local quasi-
norm f 7→ f ∗(x) through the conjugation by the Cole-Hopf exponential transform f 7→ eλ f , namely,
||| f |||Hλ (x) := 1λ ln(eλ| f |)∗(x). The analogue of these for a time-dependent function g is
|||g|||Hλ([0,t])(x) := 2− j
∫ t
0
ds e−2− j s||| 2 jg(t − s, ·) |||Hλ(x). (0.21)
Now we let:
(i) (local quasi-norm for the initial condition)
|||h0|||W1,∞;λj (x) := max
(
|||loc sup jh0|||Hλ(x), |||2 j/2loc sup j|∇h0| |||Hλ (x)
)
;
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(ii) (time-dependent local quasi-norm for the right-hand side)
|||g|||W1,∞;λj ([0,t])(x) := max
(
|||Loc sup jg|||Hλ([0,t])(x), |||2 j/2Loc sup j|∇g| |||Hλ([0,t])(x)
)
.
The main result of [24] (Theorem 2), an exact bound for |||ht |||W1,∞;λj (x), may be cited in this
weaker form: there exists a constant c ∈ (0, 1) such that |||ht |||W1,∞;cλj (x) . e
−2− jt |||h0|||W1,∞;λj (x) +
|||g|||W1,∞;λj ([0,t])(x). Note the ”loss of regularity” in the λ-exponent.
In the present setting, the Cole-Hopf transform does not play any particular roˆle, and it is both
natural and useful to enlarge the above family of functional spaces by allowing conjugation by other
functions than exponentials. Thus we define:
Definition 0.6 Let, for P, P± : R+ → R+ convex and strictly increasing with P− ≤ P+, and f : Rd →
R, resp. g : R+ × Rd → R,
||| f |||HP (x) := P−1
((P(| f |))∗(x)) ; (0.22)
|||g|||HP± ([0,t])(x) := 2− jP−1+ ◦ P−
(∫ t
0
e−2
− j sP−1− ◦ P+
(
||| 2 jg(t − s, ·) |||HP+ (x)
))
(0.23)
With this definition we obtain generalizations of the convexity properties (ii) stated in §0.1,
namely, considering e.g. only the family of local quasi-norms ||| · |||HP (x),
||| f |||HP− (x) ≤ ||| f |||HP+ (x), P− ≤ P+; (0.24)
|||µ f |||HP (x) ≤ P−1
((1 − µ)P(0) + µ(P( f ))∗(x)) ≤ ||| f |||HP (x); (0.25)
||| f1 + f2|||HP (x) ≤ P−1
(
1
p1
(P(p1 f1))∗(x) + 1p2 (P(p2 f2))
∗(x)
)
, p1, p2 ≥ 1,
1
p1
+
1
p2
= 1 (0.26)
In particular, the functional spacesHP := { f ∈ L∞loc(Rd) | ∀x ∈ Rd, ||| f |||HP (x) < ∞} andHP±([0, t]) :=
{ f ∈ C([0, t], L∞loc(Rd)) | ∀x ∈ Rd, |||g|||HP± ([0,t]](x) < ∞} are convex.
Our previous families of quasi-norms are thus particular examples of the more general
|||h0|||W1,∞;Pj (x) := max
(
|||loc sup jh0|||HP(x), |||2 j/2loc sup j|∇h0 | |||HP (x)
)
, (0.27)
|||g|||W1,∞;P±j ([0,t])(x) := max
(
|||Loc sup jg|||HP± ([0,t])(x), |||2 j/2Loc sup j|∇g| |||HP± ([0,t])(x)
)
(0.28)
for h0 : Rd → R, resp. g : R+ × Rd → R (compare with (i), (ii) above), defining new functional
spaces, W1,∞;Pj ,W1,∞;P±j ([0, t]).
Now the general idea is to prove bounds of the form
|||ht |||W1,∞;P− (x) . e−2
− jtP−1− ◦ P+
(|||h0|||W1,∞;P+ (x)) + P−1− ◦ P+ (|||g|||W1,∞;P± ([0,t])(x)) (0.29)
for some couples (P−, P+) with P− ≤ P+, in which the ”loss of regularity” phenomenon is apparent.
In our previous article we have obtained bounds in the exponential case, i.e. for P−(z) = ecλz,
P+(z) = eλz. Note that P−1− ◦ P+, P−1+ ◦ P− amount to a simple multiplication by a constant in this
special case. Here we state new bounds (i) in the exponential case, but also (ii) in the polynomial
case where P±(z) = zd± , with d− ≥ 1 and d+ − d− large enough. Note that now P−1− ◦ P+(z) = zd+/d− ,
giving a ”Besov” flavour to the space HP±([0, t]) (see [23]). On the other hand HP, HP±([0, t]) are
easily shown to be linear subspaces in this case, contrary to case (i).
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0.4 Main results
For technical reasons, the time-dependent W-spaces must be slightly modified (see comment after
Theorem 2). For d′ ≥ 0, we let
|||g|||W˜1,∞;P±j ([0,t])(x) := max
(
|||Loc sup jg|||H˜P± ([0,t])(x), |||2 j/2Loc sup j|∇g| |||H˜P± ([0,t])(x)
)
, (0.30)
with
|||g|||H˜P± ([0,t])(x) := 2− jP−1+ ◦ P−
(∫ t
0
e−2
− j s(1 + 2− js)d′/2P−1− ◦ P+
(
||| 2 jg(t − s, ·) |||HP± (x)
))
(0.31)
(compare with (0.23),(0.28)), defining as above new functional spaces, H˜P±([0, t]) and W˜1,∞;P±j ([0, t]).
We leave intentionnally the dependence on the exponent d′ implicit.
Let us first state the
Definition 0.7 (W1,∞;P−j -solution) Choose P± : R+ → R+ be two convex, strictly increasing func-
tions with P− ≤ P+. Let h0 ∈ W1,∞;P+j , g ∈ W˜1,∞;P±j ([0, T ]) and h ∈ C([0, T ];W˜1,∞;P−j ). The
function h is said to be a W1,∞;P−j -solution of the scale j infra-red cut-off KPZ equation with
right-hand side g and initial condition h0 if there exists a sequence of functions h(n)0 ∈ W1,∞,
g(n) ∈ L∞([0, T ];W1,∞) such that (i) for every compact K ⊂ Rd, h(n)0 →n→∞ h0 in W1,∞(K)
and g(n) →n→∞ g in C([0, T ];W1,∞(K)); (ii) there exists a constant C > 1 such that, for all n ≥ 1
and x ∈ Rd, |||h(n)0 |||W1,∞;P+j (x) ≤ C|||h0|||W1,∞;P+j (x), |||g
(n) |||W˜1,∞;P±j ([0,t])(x) ≤ C|||g|||W˜1,∞;P±j ([0,t])(x); (iii)
h(n) →n→∞ h in C([0, T ];W1,∞(K)), where h(n) is the unique classical solution in C([0, T ];W1,∞)∩
C1,2((0, T ] × Rd) of the KPZ equation
(KPZn) : (∂t − ∆)h(n) = −2− jh(n) + λV(∇h(n)) + g(n), h(n)(t = 0) = h(n)0 . (0.32)
Our main results are the following.
Theorem 1 (existence and unicity). Let h0 ∈ W1,∞;P+j , g ∈ W˜1,∞;P±j ([0, T ]). Assume either (i)
P+(z) = eλ1/(β−1)z, P−(z) = ecλ1/(β−1)z with c > 0 smaller than some absolute constant (exponential
case); or (ii) P±(z) = zd± with d− ≥ 1, d+ − d− > β−1β d. Then the KPZ equation (0.8) has a unique
W1,∞;P−j -solution.
Theorem 2 (estimates). Under the conditions of Theorem 1, the following estimates hold for the
solution h,
|||λ1/(β−1)ht |||W1,∞;P−j (x) . e
−2− jtP−1− ◦P+
(
|||λ1/(β−1)h0|||W1,∞;P+ (x)
)
+P−1− ◦P+
(
|||λ1/(β−1)g|||W˜1,∞;P± ([0,t])(x)
)
(0.33)
with: (i) d′ = d (exponential case); (ii) d′ = 2(d+ − d−)/d−(β − 1) (polynomial case).
Comparing (0.31) with (0.23), one sees there is an extra, rather innocuous multiplicative factor
(1 + 2− j s)d′/2 which may be absorbed by a suitable redefinition of the exponentially decreasing
factor, namely, e−2− j s(1 + 2− js)d′/2 ≤ Ce−c2− j s for a suitable constant C provided c < 1.
Remark. Regularized white noise η belongs a.s. to all these functional spaces (as shown in the
exponential case in [24], section 6), and one has an explicit log-normal deviation formula for its
local time-dependent quasi-norms at a given space location x.
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0.5 Outline of the article
The canvas is very simple. Generally speaking it is difficult to work directly with (0.8) with u0, g
in W-spaces since nothing guarantees a priori the existence and unicity of the solution. So most of
the work consists first in establishing estimates in the case of ”bounded data”, i.e. for u0 ∈ W1,∞,
g ∈ C([0, T ],W1,∞). It is standard (from the general theory of viscous Hamilton-Jacobi equations)
that the equation has then a unique solution in C([0, T ],W1,∞). It is also well-known that the
equation admits a Hamilton-Jacobi-Bellman reformulation, which is the object of section 1. §2.1
is the main paragraph, dedicated to our estimates in local W-quasi norms. Then we show in §2.2
that the sequence (h(n))n≥1 of solutions of the KPZ equations with bounded ”cut-off” data (h(n)0 , g(n))
converges locally uniformly to a unique function h, which can be shown to be a classical solution of
the initial KPZ equation.
Section 3 plays the roˆle of an appendix. We collect some intermediate results in §3.1. We sketch
in §3.2 a derivation of estimates similar (but not quite) to those of Theorem 2 in terms of poinwise
quasi-norms. The distinction between poinwise and local quasi-norms has been explained at length
in our previous article. Suffice it to say at this stage that, with a more cautious use of the loc sup and
Loc sup operations, functions in the associated poinwise W−spaces are allowed to have arbitrarly
large local fluctuations, contrary to those in local W-spaces (see Definition 0.4 and ensuing discus-
sion). The extension of our results to this much more general frame is satisfactory in itself, but it
makes statements much more technical, which is why we decided not to include this section in the
main body of the article, nor to write down all details.
1 A Hamilton-Jacobi-Bellman reformulation of the KPZ equation
The general purpose of this section is to provide a random path representation, called Hamilton-
Jacobi-Bellman representation, for solutions of the KPZ or infra-red cut-off KPZ equation. We
assume throughout that the data are bounded, i.e. h0 ∈ W1,∞, g ∈ C([0, T ],W1,∞), in order to
apply the results of the theory in their standard form.
1.1 The Hamilton-Jacobi-Bellman theory for viscous Hamilton-Jacobi equations
For this paragraph which does not contain any new result, the reader may consult [11], [17] or
[22]. We restrict this introductory and somewhat loose discussion to a subclass of Hamilton-Jacobi
equations, including the ”universality class” of the KPZ equation,
∂th = ∆h + V(∇h) + g, h(t = 0) = h0 (1.1)
where V : Rd → R is assumed to be C2 and convex, and V(y)|y| →|y|→∞ +∞, so that V has a well-
defined Legendre transform ˜V with the same properties; recall ˜V(α) := supy∈Rd (α · y−V(y)), α ∈ Rd
(see e.g. [10], §3.3.2). Here we need more precisely V˜(− ·)(·) = ˜V(− ·). The parameter conjugate to
y is ∇(V(−y)) = −∇V(−y). By definition, V and ˜V are related by
V(−y) = sup
α
(αy − ˜V(−α)) = −α∗(y)y − ˜V(α∗(y)) (1.2)
where by definition α∗(y) = +∇V(−y).
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Let Bt, t ≥ 0 be a d-dimensional Brownian motion, and consider the following class of stochastic
differential equations,
dXαs = αsds + dBs, s ≥ t (1.3)
with initial condition Xαt = x, where α = (αs)s≥0 is an admissible strategy, i.e. a progressively
measurable, Rd-valued process with respect to the filtration defined by the Wiener process. We shall
sometimes leave the dependence of X on α implicit and write X instead of Xα. Fix a terminal time
T ≥ 0, a function uT : Rd → R and some function f = f (t, x; y) on R × Rd × Rd. Bellman’s original
idea is to try and minimize the cost functional
J(t, x;α) := Et,x
[∫ T
t
f (s, Xαs ;αs)ds + uT (XαT )
]
(1.4)
with respect to all admissible strategies. The notation Et,x[·] emphasizes the initial condition Xαt = x
for the diffusion. The result,
v(t, x) := inf
α
J(t, x;α) (1.5)
is called the value function.
Now, Bellman’s principle states that, for t ≤ ¯t ≤ T ,
v(t, x) = inf
α
(
E
t,x
[∫
¯t
t
f (s, Xαs ;αs)ds + v(¯t, Xα¯t )
])
. (1.6)
This is essentially straightforward since the choice of the optimal strategy after time ¯t depends by
the Markov property of the Wiener process only on X
¯t. Let now ¯t = t+ o(1) and apply Itoˆ’s formula.
Note that the solution of (1.6) is unique provided one assumes the terminal condition vT = uT (take
¯t = T ). One gets, for ¯t − t small,
E
t,x
[∫
¯t
t
f (s, Xs;αs)ds
]
= (¯t − t) f (t, x;αt) + . . . (1.7)
E
t,x[v(¯t, X
¯t)] = v(t, x) + (¯t − t)(∂tv(t, x) +Lαv(t, x)) + . . . (1.8)
where Lα := ∆ + αt · ∇ is the generator of the diffusion process (1.3). Taking the limit ¯t → t yields
Bellman’s differential equation,
inf
α
{(∂t +Lα)v(t, x) + f (t, x;αt)} = 0, (1.9)
together with the obvious terminal condition, vT = uT .
Let us now choose
f (t, x; y) := ˜V(−y) − g(T − t, x) (1.10)
One immediately checks that Bellman’s equation is equivalent to
(∂t + ∆)v(t, x) + inf
α
(
αt · ∇v(t, x) + ˜V(−αt)
)
− g(T − t, x) = 0 (1.11)
or (letting αt = −α∗(∇v(t, x)))
(∂t + ∆)v(t, x) − V(∇v(t, x)) − g(T − t, x) = 0. (1.12)
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Thus one sees that
h(t, x) := −v(T − t, x), 0 ≤ t ≤ T (1.13)
satisfies the Hamilton-Jacobi equation (1.1).
If the solution h of the Hamilton-Jacobi equation (1.1) is unique, then the following Feynman-
Kac type formula holds.
Proposition 1.1 Let
(i) h(t, ·) = −u(T − t, ·), t ≥ 0 solve the Hamilton-Jacobi equation (1.1) with initial condition
h0 = −uT ;
(ii) Xα∗ be the solution of the stochastic differential
dXα∗s = α∗(∇us(Xα
∗
s ))ds + dBs, s ≥ t (1.14)
with initial condition Xα∗t = x;
(iii) v(t, x) be the function defined as
v(t, x) := Et,x
[∫ T
t
(
˜V(α∗(∇us(Xα∗s ))) − g(T − s, Xα
∗
s )
)
ds + uT (Xα∗T )
]
. (1.15)
Then v ≡ u.
Proof. Clearly vT = uT . We write X = Xα
∗
and let
wt,x(¯t) := Et,x
[∫
¯t
t
(
˜V
(
α∗(∇us(Xs))) − g(T − s, Xs)) ds + u¯t(X¯t)
]
, t ≤ ¯t ≤ T. (1.16)
By Itoˆ’s formula,
d
d¯t wt,x(¯t)
= Et,x
[
˜V
(
α∗(∇u
¯t(X¯t))) + α∗(∇u¯t(X¯t)) · ∇u¯t(X¯t) + (∂¯t + ∆)u¯t(X¯t) − g(T − ¯t, X¯t)] . (1.17)
The first two summands in (1.17) sum up by definition of α∗ to −V(−∇u
¯t(X¯t)). Since −u(T − t, ·)
solves eq. (1.1), dd¯t wt,x(¯t) = 0. Thus wt,x(T ) = wt,x(t), or in other terms, v = u. 
Summarizing the above discussion:
Proposition 1.2 Assume the solution of the Hamilton-Jacobi equation (1.1) is unique. Then
h(t, x) = sup
α
E
0,x
[∫ t
0
(
− ˜V(−αs) + g(t − s, Xαs )
)
ds + h0(Xαt )
]
= E0,x
[∫ t
0
(
− ˜V(−α∗s) + g(t − s, Xα
∗
s )
)
ds + h0(Xα∗t )
]
(1.18)
where α∗s := α∗(−∇ht−s(Xα
∗
s )).
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1.2 Application to the infra-red cut-off KPZ equation
We now consider the infra-red cut-off KPZ equation (0.8), with the supplementary assumption
V(y)
y →y→∞ +∞ (this supplementary assumption is necessary to define the Legendre transform of V ,
but we show in section 2 how to get rid of it very easily). Compared to (1.1), V has been changed to
λV , and an extra linear term −2− jh appears in the right-hand side. This accounts for two minor mod-
ifications with respect to the above analysis. First, a simple scaling argument yields λ˜V(p) = λ ˜V( pλ ).
Second, the modified generator Lαkilled(t, x) := ∆+αt · ∇− 2− j corresponds to a diffusion with killing
rate 2− j. A straightforward extension of the results of the previous paragraph yields
Lemma 1.3 (Hamilton-Jacobi-Bellman representation of the infra-red cut-off KPZ equation)
Let h be the solution of (0.8). Then
h(t, x) = sup
α
Jα(t, x), (1.19)
where
Jα(t, x) := E0,x
[∫ t
0
e−2
− j s
(
−λ ˜V(αs
λ
) + g(t − s, Xαs )
)
ds + e−2− jth0(Xαt )
]
(1.20)
where Xα is the solution of the stochastic differential equation,
dXαs = αsds + dBs (1.21)
with initial condition Xα0 = x. An explicit optimal path, X
α∗
, is given by α∗s = λ∇V(−∇ht−s(Xα
∗
s )).
Remark. Let us give an elementary application of Lemma 1.3. Taking α ≡ 0 in eq. (1.20), one
gets
h(t, x) ≥ e−2− jt inf h0 −
∫ t
0
e−2
− j s||gt−s ||∞ds (1.22)
since ˜V(0) = maxp(−V(p)) = 0. On the other hand, ˜V(p) ≥ −V(0) = 0 so
h(t, x) ≤ e−2− jt sup h0 +
∫ t
0
e−2
− j s||gt−s ||∞ds. (1.23)
Of course, both inequalities also follow from a direct application of the maximum principle.
2 PDE estimates
We prove in this section our main results, Theorem 1 and Theorem 2 of the Introduction. The
strategy is roughly as follows. We first show that the estimates in local W-quasi norms of Theorem
2 hold for bounded data, i.e. for u0 ∈ W1,∞, g ∈ C([0, T ],W1,∞) (§2.1). Then we show that
all sequences h(n) constructed as in Definition 0.7 converge to a unique limit, which is a classical
solution of (0.8) satisfying also the estimates of Theorem 2.
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2.1 A priori estimates
In this paragraph, we assume bounded data, i.e. u0 ∈ W1,∞, g ∈ C([0, T ],W1,∞), and show the
estimates of Theorem 2. Time-dependent W-spaces W˜1,∞;P±j (x) depend implicitly on an extra index
which we call throughout d′.
We first bound local W-quasi norms of the solution itself, then we take care of those of its
gradient. To get an a priori bound of the solution alone, we do not need to have a control over
the gradient of the data h0, g. Thus it is more natural to express bounds in terms of the quasi-norms
||| · |||W0,∞;P (x) and ||| · |||W˜0,∞;P± ([0,t])(x) obtained from (0.27), (0.31) by leaving out the gradient terms.
In any case, clearly ||| · |||W0,∞;P (x) ≤ ||| · |||W1,∞;P (x) and ||| · |||W˜0,∞;P± ([0,t])(x) ≤ ||| · |||W˜1,∞;P± ([0,t])(x).
Before we state our main result, we make a small remark. The function h is obtained as the solution
of some maximization problem, h(t, x) = supα Jα(t, x). Thus h(t, x) ≥ φ(t, x) := J0(t, x), where
φ is the solution of the linearized problem, (∂t − ∆ + 2− j)φ(t, x) = g, with initial condition φ0 ≡
h0. Hence (by the comparison principle), −h ≤ ψ, where ψ is the solution of the KPZ equation
(∂t − ∆ + 2− j)ψ = λV(∇ψ) − g with initial condition ψ0 ≡ −h0. Thus we have a two-sided bound for
h, |h(t, x)| ≤ supα ˜Jα(t, x), with
˜Jα(t, x) := E0,x
[∫ t
0
e−2
− j s
(
−λ ˜V(αs
λ
) + |g|(t − s, Xαs )
)
ds + e−2− jt |h0|(Xαt )
]
. (2.1)
Theorem 2.1 (i) (exponential case) It holds for d′ = d
ln(eλ1/(β−1) |ht |)∗(x) . λ1/(β−1)
(
e−2
− jt|||λ1/(β−1)h0|||W0,∞;λ1/(β−1)j (x) + |||λ
1/(β−1)g|||W˜0,∞;λ1/(β−1)j ([0,T ])(x)
)
.
(2.2)
(ii) Let d− ≥ 1, d+ > d− + β−1β d, and P±(z) = zd± . Then it holds for d′ = 2(d+ − d−)/d−(β − 1)
P−1−
((
P−(λ1/(β−1) |ht |)
)∗ (x)) . e−2− jtP−1− ◦ P+ (|||λ1/(β−1)h0|||W0,∞;P+j (x)
)
+P−1− ◦ P+
(
|||λ1/(β−1)g|||W˜0,∞;P±j ([0,T ])(x)
)
. (2.3)
Note that if β = 2, (2.2) is a less precise statement of the bound found in [24], Theorem 2. Note that
(2.2) has been written in this way for simplicity and to make comparison to [24] easier, but actually
it may also equivalently be stated as (2.3), with P−(z) = P+(z) = eλ1/(β−1)z. On the other hand, in the
polynomial case (ii), (2.3) reads more explicitly
(
(|ht |d−)∗(x)
)1/d−
. λ(
d+
d− −1)/(β−1)
(
e−2
− jt
{(
|h0|d+ )∗(x)
)1/d+}d+/d−
+
+
∫ t
0
e−2
− j s(1 + 2− j s)d′/2
{(
(2 j|g(t − s, ·)|)d+ )∗(x)
)1/d+}d+/d−)
. (2.4)
Proof. We give the proof in the case when V(y)/y →y→∞ +∞. Otherwise one should simply note
that a uniform bound is obtained for V replaced by Vε(y) := V(y) + εy2 and let ε→ 0.
(i) (exponential case). Recall that |h(t, x)| ≤ supα ˜Jα(t, x), where ˜Jα is defined in (2.1). By Jensen’s
inequality,
eλ
1/(β−1) |h|(t,x) ≤ sup
α
Jα(λ; t, x), (2.5)
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where
Jα(λ; t, x) := E0,x
[
exp λ1/(β−1)
(∫ t
0
e−2
− j s
(
−λ ˜V(αs
λ
) + |g|(t − s, Xs)
)
ds + e−2− jt|h0|(Xt)
)]
(2.6)
with Xt = Xαt . The proof will be divided into three steps.
1. Since ∫ t
0
˜V(αs
λ
)e−2− j sds ≥ 2− j
∫ t
0
˜V(αs
λ
) ·
(∫ t
s
e−2
− judu
)
ds
= 2− j
∫ t
0
(∫ u
0
˜V(αs
λ
)ds
)
e−2
− judu, (2.7)
one gets
Jα(λ; t, x) ≤ lim sup
n→∞
E
0,x exp

n∑
k=1
e−2
− jkt/n
{
−1
2
2− j t
n
λβ/(β−1)
∫ kt/n
0
˜V(αs
λ
)ds + t
n
λ1/(β−1)|gt−kt/n |(Xkt/n)
}
+e−2
− jt
{
−1
2
λβ/(β−1)
∫ t
0
˜V(αs
λ
)ds + λ1/(β−1) |h0|(Xt)
})
. (2.8)
Let p := (2− j t
n
)−1 − 1 (see [24], proof of Lemma 4.4) and pk := 1p+1
( p
p+1
)k (k = 0, . . . , n − 1),
pn :=
( p
p+1
)n
, so that 1p0 + . . . +
1
pn = 1 and, for n large,
pk ∼ 2− j t
n
e−2
− jkt/n, pn ∼ e−2− jt. (2.9)
Using the generalized Ho¨lder property,
E[Y0 . . . Yn] ≤
n∏
k=0
E[Y pkk ]1/pk , (Y0, . . . , Yn ≥ 0),
one gets
Jα(λ; t, x) ≤
(
E
0,x
[
exp
(
−1
2
λβ/(β−1)
∫ t
0
˜V(αs
λ
)ds + λ1/(β−1) |h0|(Xt)
)])e−2− jt
lim sup
n→∞
n∏
k=1
(
E
0,x
[
exp
(
−1
2
λβ/(β−1)
∫ kt/n
0
˜V(αs
λ
)ds + λ1/(β−1)2 j|gt−kt/n |(Xkt/n)
)])2− j t
n
e−2
− jkt/n
.
(2.10)
2. We shall bound each individual term
¯J(λ; u, x) := E0,x
[
exp
(
−1
2
λβ/(β−1)
∫ u
0
˜V(αs
λ
)ds + λ1/(β−1)2 j |gt−u|(Xu)
)]
, (2.11)
u = kt/n (k = 1, . . . , n) in the above expression. The factor depending on the initial condition
is identical to ¯J(λ; t, x) except that 2 j|gt | is replaced with |h0|, so we do not discuss it any more
and assume h0 ≡ 0 in the sequel to simplify notations. Note also that the generalized Ho¨lder
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property used in the previous paragraph may also be applied to eτ∆E [ · ]; thus (eτ∆Jα(λ; t))(x)
is bounded by the weighted product of the (eτ∆ ¯J(λ; u))(x).
Note first that
˜V(p) = sup
x
(p·x−V(x)) ≥ (|p|2−V(p))1|p|≤1+
(
|p|β/(β−1) − V(|p|1/(β−1))
)
1|p|>1 ≥
1
2
min(|p|2, |p|β/(β−1))
(2.12)
hence
λ˜V(p) = λ ˜V( p
λ
) ≥ 1
2
min
 |p|2λ ,
( |p|β
λ
)1/(β−1) . (2.13)
LetΩ := {s ∈ [0, u]; |αs| ≤ λ}, and ¯Ω := [0, u]\Ω. OnΩ, λ2 ˜V(αsλ ) ≥
α2s
2 ; on ¯Ω, λ
β/(β−1)
˜V(αsλ ) ≥
|αs |β/(β−1)
2 . We now distinguish two cases. If
∫
Ω
|αs|ds ≥ 12
∫ u
0 |αs|ds, then
λβ/(β−1)
∫ u
0
˜V(αs
λ
)ds ≥ λ2
∫
Ω
˜V(αs
λ
)ds ≥ 1
2
∫
Ω
α2sds ≥
1
2|Ω| (
∫
Ω
|αs|ds)2 ≥ 18u (
∫ u
0
αsds)2.
(2.14)
Otherwise it follows from Ho¨lder’s inequality that
λβ/(β−1)
∫ u
0
˜V(αs
λ
)ds ≥ 1
2
∫
¯Ω
|αs|β/(β−1)ds ≥ 12 |
¯Ω|−1/(β−1)(
∫
¯Ω
|αs|ds)β/(β−1)
≥ 1
2
2−β/(β−1)u−1/(β−1)
∣∣∣∣∣
∫ u
0
αsds
∣∣∣∣∣β/(β−1) . (2.15)
By definition, Xu − x =
∫ u
0 αsds + Bu, hence the net outcome of all these computations is
1
2
λβ/(β−1)
∫ u
0
˜V(αs
λ
)ds ≥ 164 min
 |Xu − x|2u ,
( |Xu − x|β
u
)1/(β−1) 1|Xu−x|≥2|Bu |. (2.16)
Hence ¯J(λ; u, x) ≤ 1 + supB(x,2 j/2)(eλ
1/(β−1)2 j |gt−u | − 1) + I1(x) + I2(x) + I3(x), where:
I1(x) := E0,x
[
12 j/2<|Xu−x|<2|Bu |(eλ
1/(β−1)2 j |gt−u |(Xu) − 1)
]
,
I2(x) := E0,x
[
1|Xu−x|≥max(2 j/2 ,2|Bu |)e
− |Xu−x|264u (eλ1/(β−1)2 j |gt−u |(Xu) − 1)
]
,
I3(x) := E0,x
[
1|Xu−x|≥max(2 j/2 ,2|Bu|)e
− 164 (|Xu−x|β/u)1/(β−1)(eλ1/(β−1)2 j |gt−u |(Xu) − 1)
]
(2.17)
Estimates of I1, I2, I3 are all based on Lemma 3.2. We first deal with I1. Let ˜∆ ∈ D˜ j be a cube
of size c2 j/2 (see proof of Lemma 3.2 for notations). then
P
0,x
[
(|Xu − x| < 2|Bu|) ∩
(
Xu − x ∈ ˜∆
)]
≤ P0,x
[
|Bu| > 12 miny∈ ˜∆ |y|
]
. e−c
′(miny∈ ˜∆ |y|)2/u
for some constant c′ > 0. Thus the Lemma asserts that, for every τ ≥ 0,
eτ∆I1(x) . (2− ju)d/2 loc sup j
(
eλ
1/(β−1)2 j |gt−u | − 1
)∗ (x). (2.18)
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For I2 and I3 we bound P[Xu − x ∈ ∆] by 1 and use instead the exponential decreasing weights
e−
|Xu−x|2
64u ≈ ud/2Φ264u(Xu−x), resp. e−
1
64 (|Xu−x|β/u)1/(β−1) ≈ ud/βΦβ64u(Xu−x) (see §3.1 for notations),
yielding
eτ∆I2(x) . (2− ju)d/2 loc sup j
(
eλ
1/(β−1)2 j |gt−u | − 1
)∗ (x) (2.19)
and
eτ∆I3(x) . (2− j)d/2ud/β loc sup j
(
eλ
1/(β−1)2 j |gt−u | − 1
)∗ (x). (2.20)
To finish with, we note that
loc sup j
(
eλ
1/(β−1)2 j |gt−u | − 1
)∗ (x) = loc sup j (eλ1/(β−1)2 j |gt−u |)∗ (x)−1 = eλ1/(β−1)||2 j |gt−u |||W0,∞;λ1/(β−1) (x)−1
(2.21)
hence
(eτ∆ ¯J(λ; u))(x) ≤ 1 +C(1 + (2− ju)d/2)
{
exp
(
λ1/(β−1)|||2 jgt−u|||W0,∞;λ1/(β−1)j (x)
)
− 1
}
(2.22)
for some constant C > 0.
3. Combining (2.10), (2.11) and (2.22), one gets
ln(Jα(λ; t))∗(x) . lim sup
n→∞
2− j
t
n
n∑
k=1
e−2
− jkt/n ln
(
1 +C(1 + (2− jkt/n)d/2) f (kt/n)
)
, (2.23)
where f (u) := exp
(
λ1/(β−1)||2 jgt−u |||W0,∞;λ1/(β−1)j (x)
)
− 1.
By definition, 2− j t
n
∑n
k=1 e
−2− jkt/n ln(1 + f (kt/n)) →n→∞ λ1/(β−1)|||g|||W0,∞;λ1/(β−1)j ([0,t])(x). We
must still take into account the polynomial correction C(1 + (2− ju)d/2) in factor of f (u) in
the right-hand side of (2.23). Let Ω1 := {u ∈ [0, t] | f (u) ≫ 1} and Ω2 := [0, t] \ Ω1.
On Ω1, e−2
− ju ln(1 + C(1 + (2− ju)d/2) f (u)) . e−2− ju(ln(1 + (2− ju)d/2) + ln(1 + f (u))) .
(1 + 2− ju)d/2e−2− ju ln(1 + f (u)). Similarly, on Ω2, e−2− ju ln(1 + C(1 + (2− ju)d/2) f (u)) . (1 +
2− ju)d/2e−2− ju f (u) . (1 + 2− ju)d/2e−2− ju ln(1 + f (u)). Thus the polynomial correction may be
replaced by the multiplicative factor (1 + 2− ju)d/2, which is precisely the factor included into
the definition of ||| · |||W˜0,∞;λ1/(β−1)j ([0,t])(x).
(ii) (polynomial case). The proof is very similar and we only emphasize the differences. We start
from ˜Jα(t, x) as in (i) and apply the following inequality, consequence of the generalized Ho¨lder
property for real-valued random variables (Yk)k,
E

∑
k
1
pk
(Yk)+

d− ≤
∑
k
1
pk
(
E[(Yk)d−+ ]
)1/d−
d−
(2.24)
(expand in both sides, and bound each term E[(Yk1 )+ · · · (Ykd− )+] in the left-hand side by
∏d−
l=1 E[(Ykl)d−+ ]1/d− ),
with Yk = λ1/(β−1)(− 12λ
∫ kt/n
0
˜V(αsλ )ds + 2 j|gt−kt/n |(Xkt/n)). Hence (compare with (2.10) and (2.11)),
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extending P− to zero on R−,
P−(E[λ1/(β−1) ˜Jα(t, x)]) ≤ E[P−(λ1/(β−1) ˜Jα(t, x))] . P−
lim sup
n→∞
2− j
t
n
n∑
k=1
e−2
− jkt/nP−1− ( ¯J(P−; kt/n, x))
 .
(2.25)
Instead of (2.17), one obtains
¯J(P−; u, x) ≤ E0,x
[
1|Xu−x|<2|Bu |P−(λ1/(β−1)2 j|gt−u |(Xu))
]
+ E0,x
[
1|Xu−x|≥2|Bu |P−
(
λ1/(β−1)2 j|gt−u |(Xu) − |Xu − x|
2
64u
)]
+E0,x
[
1|Xu−x|≥2|Bu |P−
(
λ1/(β−1)2 j|gt−u |(Xu) − (|Xu − x|
β/u)1/(β−1)
64
)]
≤ sup
B(x,2 j/2)
P−(λ1/(β−1)2 j|gt−u |(Xu)) + I1(x) + I2(x) + I3(x)
(2.26)
where I1, I2, I3 are analogous to the homonymous quantities considered in the exponential case (i),
and consequently, eτ∆I1(x) . (2− ju)d/2loc sup j
(
P−(λ1/(β−1)2 j|gt−u |)
)∗ (x).
After these rather general considerations, we now fix P±(z) = zd± with d+ ≥ d− ≥ 1, and estimate I2,
I3 by some specific arguments. We have P−
(
λ1/(β−1)2 j|gt−u |(x + y) − |y|
2
64u
)
= 0 if λ1/(β−1)2 j |gt−u|(x +
y) ≤ |y|2/64u, otherwise (using the trivial bound (a − b)d− ≤ ad+bd+−d− , valid for a ≥ b > 0),
P−
(
λ1/(β−1)2 j|gt−u|(x + y) − |y|
2
64u
)
≤
(
λ1/(β−1)2 j|gt−u |(x + y)
)d+
(|y|2/64u)d+−d− . (2.27)
The kernel Φ(y) = (2 j/2)2(d+−d−)−d(|y|2)−(d+−d−)1|y|>2 j/2 is integrable at infinity since (by hypothesis)
d+ − d− > β−1β d ≥ d/2, and satisfies the hypotheses of Lemma 3.1 (up to a normalization constant
of order 1). Hence, by Lemma 3.2,
eτ∆I2(x) . (2− ju)d+−d−P+
(
|||λ1/(β−1)2 j|gt−u | |||W0,∞;P+j (x)
)
. (2.28)
The same arguments apply to I3, except that the replacement of |y|2/u by (|y|β/u)1/(β−1) leads
to a normalized kernel, ¯Φ(y) ≈ (2 j/2) ββ−1 (d+−d−)−d |y|− ββ−1 (d+−d−)1|y|>2 j/2 (we use here the integrability
hypothesis d+ − d− > β−1β d). Thus
eτ∆I3(x) . (2 j/2)−(d+−d−)β/(β−1)u(d+−d−)/(β−1)P+
(
|||λ1/(β−1)2 j|gt−u | |||W0,∞;P+j (x)
)
. (2− ju)(d+−d−)/(β−1)P+
(
|||λ1/(β−1)2 j|gt−u | |||W0,∞;P+j (x)
)
. (2.29)
The polynomial correction is in this case P−1−
(
(1 + 2− ju)(d+−d−)/(β−1)
)
, whence d′ = 2(d+−d−)/d−(β−
1). 
An analogous bound on the gradient of the solution is easily derived from our Theorem.
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Corollary 2.1 (gradient bound) Let h0 ∈ W1,∞;P+j , g ∈ W1,∞;P±j ([0, T ]) and (P−, P+) a pair of
functions satisfying the hypotheses of Theorem 1. Then ht ∈ W1,∞;P−j for all t ≤ T, and
P−1−
((
P−(λ1/(β−1) |2 j/2∇ht |)
)∗ (x)) . e−2− jtP−1− ◦P+ (|||λ1/(β−1)h0|||W1,∞;P+j (x)
)
+P−1− ◦P+
(
|||λ1/(β−1)g|||W˜1,∞;P±j ([0,T ])(x)
)
.
(2.30)
Proof.
(i) (gradient of the solution) Let α∗ maximize the right-hand side of (1.19), ε ∈ B(0, 1) \ {0}, and
˜δεh(t, x) := h(t,x+ε)−(1−2
− j/2 |ε|)h(t,x)
|ε| , ˜δεg(t, x) := g(t,x+ε)−(1−2
− j/2 |ε|)g(t,x)
|ε| (see [24], section 4.3 for a
similar proof). Then
˜δεh(t, x) ≤ E0,x
[∫ t
0
e−2
− j s
(
−2− j/2λ ˜V(α
∗
s
λ
) + ˜δεg(t − s, Xα∗s )
)
ds + e−2− jt ˜δεh0(Xα∗t ).
]
(2.31)
Proceeding as in the proof of Theorem 2.1 and using
˜δεh(t, ·) = h(t, · + ε) − h(t, ·)|ε| + 2
− j/2h(t, ·) = −(1− |ε|)˜δ j−εh(t, ·+ 2 j/2ε)+ (2 − |ε|)h(t, · + 2 j/2ε)
(implying a two-sided bound, see [24], proof of Lemma 3.12), δεg(t, ·) = g(t,·+ε)−g(t,·)|ε| −
2− j/2g(t, ·), one gets (2.30). In the exponential case, Ho¨lder’s inequality, eτ∆(eλ( f1+ f2)) ≤(
eτ∆(ep f1 )
)1/p (
eτ∆(eq f2 )
)1/q
, p, q ≥ 1, 1p + 1q = 1 must be used several times, implying the
loss of regularity in the λ-parameter. 
The following easy Lemma gives a bound of each of the three terms appearing in the right-hand side
(1.20). Since the first term −λ
∫ t
0 e
−2− j s
˜V(αsλ ) ds is used to compensate possibly large values of the
other terms, it is not obvious a priori that all these terms are bounded separately. The idea of the
proofs, always based on the same comparison trick already used in the proof of Corollary 2.1 (see
below), is interesting in itself, and will be re-used several times in the next paragraph. Let us first
introduce a useful notation.
Definition 2.2 let hh0 ,g be the solution of the KPZ equation (0.8) with data h0, g.
Lemma 2.3 Assume (h0, g) are bounded data, and let X = Xα∗ be the solution of the SDE (1.21),
where h = hh0 ,g. Let also f ∈ C([0, T ],W1,∞).
(i)
E
0,x
[∫ t
0
e−2
− j s ft−s(Xs)ds
]
. λ−1/(β−1)
{
e−2
− jtP−1− ◦ P+
(
|||λ1/(β−1)h0|||W1,∞;P+j (x)
)
+
+P−1− ◦ P+
(
|||λ1/(β−1)(g + f )|||W˜1,∞;P±j ([0,t])(x)
)
+ P−1− ◦ P+
(
|||λ1/(β−1)g|||W˜1,∞;P±j ([0,t])(x)
)}
;
(2.32)
in particular, letting f = ±|g|,
E
0,x
[∫ t
0
e−2
− j s|gt−s(Xs)|ds
]
. λ−1/(β−1)
{
e−2
− jtP−1− ◦ P+
(
|||λ1/(β−1)h0|||W1,∞;P+j (x)
)
+
+P−1− ◦ P+
(
|||2λ1/(β−1)g|||W˜1,∞;P±j ([0,t])(x)
)}
; (2.33)
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(ii)
E
0,x
[
e−2
− jt |h0(Xt)|
]
. λ−1/(β−1)
{
e−2
− jtP−1− ◦ P+
(
|||2λ1/(β−1)h0|||W1,∞;P+j (x)
)
+P−1− ◦ P+
(
|||λ1/(β−1)g|||W˜1,∞;P±j ([0,t])(x)
)}
; (2.34)
(iii)
0 ≤ E0,x
[∫ t
0
e−2
− j sλ ˜V
(
α∗s
λ
)
ds
]
. λ−1/(β−1)
{
e−2
− jtP−1− ◦ P+
(
|||2λ1/(β−1)h0|||W1,∞;P+j (x)
)
+
P−1− ◦ P+
(
|||2λ1/(β−1)g|||W˜1,∞;P±j ([0,t])(x)
)}
. (2.35)
Proof. By definition,
E
0,x
[∫ t
0
e−2
− j s ft−s(Xs)ds
]
= E0,x
[∫ t
0
e−2
− j s
(
−λ ˜V
(
α∗s
λ
)
+ ( f + g)(t − s, Xs)
)
ds
+e−2
− jth0(Xt)
]
− h(t, x) ≤ hh0, f+g(t, x) − h(t, x) (2.36)
which gives the first bound. Varying the initial condition instead, one gets for a general ¯h0 ∈ W1,∞
e−2
− jt
E
0,x
[
(¯h0 − h0)(Xt)
]
= E0,x
[∫ t
0
e−2
− j s
(
−λ ˜V
(
α∗s
λ
)
+ g(t − s, Xs)
)
ds + e−2− jt ¯h0(Xt)
]
− h(t, x)
≤ h
¯h0 ,g(t, x) − h(t, x). (2.37)
Letting ¯h0 = h0 + |h0| gives an estimate for e−2− jtE0,x[|h0(Xt)|]. Thus one also has a bound for
E
0,x
[∫ t
0 e
−2− j sλ ˜V
(
α∗s
λ
)
ds
]
= −h(t, x) + E0,x
[∫ t
0 e
−2− j sgt−s(Xs)ds
]
+ e−2
− jt
E
0,xh0(Xt). 
2.2 Convergence results, existence and unicity of the solution
Let (h(n)0 )n≥1, resp. (g(n))n≥1 be sequences of bounded data in W1,∞, resp. C([0, T ],W1,∞), converg-
ing locally uniformly to h0, resp. g, as in Definition 0.7.
Our two main technical Lemmas are the following.
Lemma 2.4 Let K ⊂ Rd be a fixed compact. Then h(n)
∣∣∣[0,T ]×K is a Cauchy sequence of C([0, T ]×K).
Proof. Let H(n,n′) := h(n) − µh(n′), for n, n′ ∈ N∗, µ ∈ [0, 1) (ultimately we want to take the limit
µ → 1). Then H(n,n′)(t, x) ≤ supα Jα(t, x), where
Jα(t, x) = E
[∫ t
0
e−2
− j s
(
−λ(1 − µ) ˜V(αs
λ
) + (g(n) − µg(n′))(Xαs )
)
ds + e−2− jt(h(n)0 − µh(n
′)
0 )(Xαt )
]
,
(2.38)
Xα being as usual the solution of the stochastic differential equation dXs = αsds + dBs. We rewrite
g(n) − µg(n′) as (1− µ)g(n′) + (g(n) − g(n′)), and similarly, h(n)0 − µh(n
′)
0 as (1− µ)h(n
′)
0 + (h(n)0 − h(n
′)
0 ), and
split the additive factor −
∫ t
0 e
−2− j sλ(1 − µ) ˜V(αsλ )ds into two equal parts. We need here polynomial
quasi-norms, and take d− = 2, d+ > 2 + β−1β d. One term is easily bounded,
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(1 − µ)E
[∫ t
0
e−2
− j s
(
−1
2
λ ˜V(αs
λ
) + g(n′)(Xαs )
)
ds + e−2− jth(n
′)
0 (Xαt )
]
. λ−1/(β−1)(1 − µ)
(
|||λ1/(β−1)g|||d+/2W˜0,∞;P±j ([0,t])
(x) + |||λ1/(β−1)h0|||d+/2W0,∞;P+j (x)
)
.
(2.39)
The other term must still be split into two by using E[ · · · ] = E[1Ω · · · ]+ E[1Ωc · · · ], where Ω is the
event: sup0≤s≤t |Xs − x| ≥ L. First, on Ωc,
E
[
1Ωc
{∫ t
0
e−2
− j s
(
−1
2
λ(1 − µ) ˜V(αs
λ
) + (g(n) − g(n′))(Xαs )
)
ds + e−2− jt(h(n)0 − h(n
′)
0 )(Xαt )
}]
≤ t||g(n) − g(n′)||∞,[0,t]×B(x,L) + ||h(n)0 − h
(n′)
0 ||∞,B(x,L). (2.40)
Finally one must bound
IΩ(x) := E
[
1Ω
{∫ t
0
e−2
− j s
(
−1
2
λ(1 − µ) ˜V(αs
λ
) + (g(n) − g(n′))(Xαs )
)
ds + e−2− jt(h(n)0 − h(n
′)
0 )(Xαt )
}]
= (1 − µ)E
1Ω

∫ t
0
e−2
− j s
(
−1
2
λ ˜V(αs
λ
) + (g
(n) − g(n′))(Xαs )
1 − µ
)
ds + e−2− jt
(h(n)0 − h(n
′)
0 )(Xαt )
1 − µ


(2.41)
Roughly speaking, IΩ(x) is small because the characteristic function 1Ω vanishes except: (i) if
sup0≤s≤t |Bs| ≥ L2 is large, an event Ω′ of small probability; or (ii) if
∫ t
0 |αs|ds ≥ L2 is large, im-
plying that
∫ t
0 e
−2− j s
˜V(αs) ds is large (one retrieves the usual dichotomy). Case (i) is the easier one:
we get by Cauchy-Schwarz’s inequality
(1 − µ)E
1Ω∩Ω′

∫ t
0
e−2
− j s
(
−1
2
λ ˜V(αs
λ
) + (g
(n) − g(n′))(Xαs )
1 − µ
)
ds + e−2− jt
(h(n)0 − h(n
′)
0 )(Xαt )
1 − µ


≤ (1 − µ)P[Ω′]1/2
E


∫ t
0
e−2
− j s
(
−1
2
λ ˜V(αs
λ
) + (g
(n) − g(n′))(Xαs )
1 − µ
)
ds + e−2− jt
(h(n)0 − h(n
′)
0 )(Xαt )
1 − µ

2

1/2
(2.42)
The probability P[Ω′] is very small, of order O(e−cL2/t), while the expectation in (2.42) is bounded
(up to a coefficient 2 to a certain power) like the square of the solution h(n,n′) of (0.8) with data
(h
(n)
0 −h
(n′)
0
1−µ ,
g(n)−g(n′)
1−µ ). All together, using Theorem 2.1, we see that (2.42) is bounded by O(e−cL
2/t),
times (
λ1/(β−1)
1 − µ
) d+
2 −1 (
|||h(n)0 − h
(n′)
0 |||d+/2W0,∞;P+j
(x) + |||g(n) − g(n′)|||d+/2W˜0,∞;P±j ([0,t])
(x)
)
. (2.43)
Consider now case (ii). We again split the additive factor − 12
∫ t
0 e
−2− j sλ(1 − µ) ˜V(αsλ )ds into two
equal parts and use the fact, already shown in the proof of Theorem 2.1, that
− 14
∫ t
0 e
−2− j sλ ˜V(αsλ )ds . −λ−β/(β−1)e−2
− jt min
(
L2
t ,
(
Lβ
t
)1/(β−1))
deterministically, to which we must
add (up to a coefficient 2 to a certain power) the bound (2.43) for h(n,n′) found above.
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We shall now choose the parameter µ and the distance L ≫ 2 j/2 in a near-optimal way to bound
sup[0,t]×B(x,2 j/2) H(n,n
′)
. Let ε > 0. First we choose µ so that λ−β/(β−1)e−2− jt min
(
L2
t ,
(
Lβ
t
)1/(β−1))
>>
(2.43), in order that (ii) does not contribute. This may be arranged uniformly in n, n′ for
1 − µ ≈ C(λ, t)
(
|||h0|||W0,∞;P+j (x) + |||g|||W˜0,∞;P±j ([0,t])(x)
)
L−2β/(β−1)d+ , (2.44)
where C(λ, t) is a function of λ and t (which will change from line to line). For such a value of µ, (i)
is bounded by
C(λ, t)
(
|||h0 |||W0,∞;P+j (x) + |||g|||W˜0,∞;P±j ([0,t])(x)
)
e−c
′L2/t. (2.45)
Then we choose L large enough so that
max
(
C(λ, t)
(
|||h0 |||W0,∞;P+j (x) + |||g|||W˜0,∞;P±j ([0,t])(x)
)
e−c
′L2/t,
(1 − µ)
(
|||g|||d+/2W˜0,∞;P±j ([0,t])
(x) + |||h0|||d+/2W0,∞;P+j (x)
)
, (1 − µ) sup
[0,t]×B(x,2 j/2)
|h(n′)|

. C(λ, t) max
((
|||h0 |||W0,∞;P+j (x) + |||g|||W˜0,∞;P±j ([0,t])(x)
)
e−c
′L2/t,
L−2β/(β−1)d+
(
|||g|||1+d+/2W˜0,∞;P±j ([0,t])
(x) + |||h0 |||1+d+/2W0,∞;P+j (x)
))
(2.46)
(taking into account the term coming from (2.39)) is < ε/2. Finally we choose n0 large enough so
that, for all n, n′ ≥ n0, t||g(n) − g(n′)||∞,[0,t]×B(x,L) + ||h(n)0 − h
(n′)
0 ||∞,B(x,L) (coming from (2.40)) is also
< ε/2. All together we have proved: sup[0,t]×B(x,2 j/2) |h(n) − h(n
′)| ≤ (1 − µ) sup[0,t]×B(x,2 j/2) |h(n
′)| +
sup[0,t]×B(x,2 j/2) |H(n,n
′)| < ε. 
Lemma 2.5 (non-explosion for random characteristics) Let X := Xα∗ be the path optimizing the
Hamilton-Jacobi-Bellman problem. Choose P±(z) = zd± with d− = 2, d+ > 2 + β−1β d. Then
P[|Xt − x| ≥ L] . C
(
λ, t, |||h0|||W0,∞;P+j (x), |||g|||W˜0,∞;P±j ([0,t])(x)
)
L−2β/(β−1)d+ . (2.47)
Proof. We let ¯h0(x) := h0(x) + 1|x|≥L, remark that P[|Xt − x| ≥ L] = E0,x
[
(¯h0 − h0)(Xt)
]
, and
use (2.37), getting e−2− jtP[|Xt − x| ≥ L] ≤ h¯h0 ,g(t, x) − h(t, x). Next we rewrite h¯h0 ,g(t, x) − h(t, x) as
H(t, x) − (1 − µ)h(t, x), with H(t, x) := h
¯h0 ,g(t, x) − µh(t, x) (0 ≤ µ < 1), and proceeds to bound the
function H in a similar way as in the previous Lemma: letting ¯X := ¯Xα¯∗ be the path optimizing the
Hamilton-Jacobi-Bellman problem with data (¯h0, g), and rewriting ¯h0 − µh0 as (1 − µ)h0 + (¯h0 − h0),
we find
H(t, x) ≤ (1 − µ)(H1(t, x) + H2(t, x)), (2.48)
where
H1(t, x) := E
[∫ t
0
e−2
− j s
(
−1
2
λ ˜V( α¯
∗
s
λ
) + g( ¯Xs)
)
ds + e−2− jth0( ¯Xt)
]
(2.49)
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and
H2(t, x) := E
[
−
∫ t
0
e−2
− j s 1
2
λ ˜V( α¯
∗
s
λ
) ds + 1
1 − µe
−2− jt(¯h0 − h0)( ¯Xt)
]
. (2.50)
By Theorem 2.1, the function (1 − µ)H1 is bounded by a constant times
(1−µ)(λ1/(β−1)) d+2 −1
{
|||g|||d+/2W˜0,∞;P±j ([0,t])
(x) + e−2− jt |||h0|||d+/2W0,∞;P+j (x)
}
. So let us find an upper bound for
the function (1 − µ)H2. Since ¯h0 − h0 vanishes on B(x, L), we may insert the characteristic function
1Ω inside the expectation, E[ · ] → E[1Ω · ] in (2.50), where Ω is the event: | ¯Xt − x| ≥ L. Comparing
with the proof of Lemma 2.4, see in particular (2.43), we see that (1 − µ)H2(t, x) is bounded by
O(e−cL2/t)
(
λ1/(β−1)
1 − µ
) d+
2 −1 (
|||h0|||d+/2W0,∞;P+j
(x) + |||g|||d+/2W˜0,∞;P±j ([0,t])
(x)
)
+

(
λ1/(β−1)
1 − µ
) d+
2 −1 (
|||h0|||d+/2W0,∞;P+j
(x) + |||g|||d+/2W˜0,∞;P±j ([0,t])
(x)
)
− cλ−β/(β−1)e−2− jt min
L2t ,
(
Lβ
t
)1/(β−1)
 .
(2.51)
We choose µ in the same way as in the proof of Lemma 2.4, see (2.44), in such a way that the second
term in (2.51) does not contribute. As a result, (1 − µ)H2(t, x) is bounded by
C(λ, t)
(
|||h0|||W0,∞;P+j (x) + |||g|||W0,∞;P±j ([0,t])(x)
)
e−c
′L2/t as in (2.45). Finally, we get
P[|Xt− x| ≥ L] ≤ H(t, x)+(1−µ)|h(t, x)| ≤ C(λ, t)
(
|||h0 |||1+d+/2W0,∞;P+j
(x) + |||g|||1+d+/2W0,∞;P±j ([0,t])(x)
)
L−2β/(β−1)d+ .
(2.52)

From Lemma 2.4 we know that all sequences (h(n)) converge uniformly on any compact to the
same function h. By the stability principle for continuous viscosity solutions (see e.g. [2]), the
limit is a solution of the KPZ equation with data (h0, g). Furthermore, from Corollary 2.1, we know
that the functions h(n), n ≥ 1 are locally uniformly differentiable, i.e. for all compact K ⊂ Rd, and
all T > 0, supn≥1 supt≤T supK |∇h(n)t | < C(K, T ). We deduce using Lemma 3.11 of [24] that h is
classical. This concludes the proof of Theorem 1 and Theorem 2.
3 Appendix
3.1 Integration lemmas
Lemma 3.1 Let Φ : Rd → R+ be a rotationally invariant, positive, smooth function such that Φ is
a decreasing function of the module of its argument, and
∫
Φ(x) dx = 1. Then∫
dyΦ(x − y)| f (y)|dy ≤ C f ∗(x) (3.1)
for some universal constant C (depending only on d).
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Proof. By abuse of notation, we write Φ(r) for the value of Φ on the sphere S r = ∂B(0, r); note
that Φ′(r) ≤ 0. Then∫
dyΦ(x − y)| f (y)|dy =
∫
drΦ(r)
∫
S r
dy| f (y)| =
∫
dr |Φ′(r)|
∫
B(x,r)
dy | f (y)|
≤ f ♯(x)
∫
dr |Φ′(r)|
∫
B(x,r)
dy = f ♯(x)
∫
dyΦ(x − y) = f ♯(x), (3.2)
where f ♯(x) := supr>0
>
B(x,r) | f | is the supremum of the local averages of | f | around x (see Introduc-
tion or [24], section 3.1). We conclude using [24], Lemma 3.2. 
The above lemma applies to the generalized heat kernels with exponent β,
Φ
β
t (x − y) := c
e−(|x−y|
β/t)1/(β−1)
td/β
, (3.3)
where c−1 = c−1(β) :=
∫
Φ
β
1(y)dy is a normalization constant (in particular, Φ2 is the usaul heat
kernel). Note also the following elementary truncated integral estimates,∫
|y|>A
dyΦ(y)| f (x − y)| ≤ f ♯(x)
∫
|y|>A
dyΦ(y). (3.4)
In particular, an integration by parts yields for A ≫ t1/β∫
|y|>A
dyΦβt (y)| f (x − y)| . f ♯(x)Ad−1(t/A)1/(β−1)Φβt (A)
. f ♯(x)e− 12 (Aβ/t)1/(β−1) . (3.5)
The next Lemma is a generalization of Lemma 0.5. Instead of covering Rd by cubes with
side 2 j/2, it is convenient to choose slightly smaller cubes, with side c2 j/2 (0 < c < 1), and let
D˜
j :=
{
˜∆ = [c(k1 − 12 )2 j/2, c(k1 + 12 )2 j/2] × · · · × [c(kd − 12 )2 j/2, c(kd + 12 )2 j/2], k1, . . . , kd ∈ Z
}
, cho-
sen in such a way that the origin cube ˜∆0 := [− 12c2 j/2, 12c2 j/2] × · · · × [− 12 c2 j/2, 12c2 j/2] is entirely
included in the ball B(0, 2 j/2). With this definition we have:
Lemma 3.2 Let f ∈ L∞loc(Rd) such that loc sup j( f )∗(x) < ∞; Xx an Rd-valued random variable
depending on x ∈ Rd; and w : Rd → R+ a positive weight function such that, for all x ∈ Rd, and
˜∆ ∈ D˜ j, sup
y∈ ˜∆
w(y)
 · P[Xx − x ∈ ˜∆] ≤ CΦ(min
y∈ ˜∆
|y|) (3.6)
for some kernel Φ as in Lemma 3.1. Then, for every τ ≥ 0,
eτ∆
(
x 7→ E[1[Xx−x|>2 j/2 w(Xx − x)| f (Xx)|]
)
(x) . C(2− j)d/2loc sup j( f )∗(x). (3.7)
Proof. One finds
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eτ∆
(
x 7→ E[1[Xx−x|>2 j/2 w(Xx − x)| f (Xx)|]
)
≤ eτ∆
x 7→ ∑
˜∆, ˜∆0
sup
y∈ ˜∆
w(y)
 · P[Xx − x ∈ ˜∆] sup
˜∆
| f (x + ·)|

≤ C
∑
˜∆, ˜∆0
Φ(min
y∈ ˜∆
|y|)eτ∆(x 7→ sup
˜∆
| f (x + ·)|)
. C(2− j)d/2
∫
dzΦ(c|z|)eτ∆(loc sup j( f ))(x + z)
. C(2− j)d/2loc sup j( f )∗(x) (3.8)
where c > 0 is some constant.

3.2 Estimates in pointwise quasi-norms
We sketch in this paragraph how to adapt our main results (Theorem 1 and Theorem 2 in the Intro-
duction) to the case when the initial condition h0 and the right-hand side g have possibly large fluctu-
ations on regions with small relative volume, so that e.g. |||loc sup jh0|||HP (x), |||2 j/2loc sup j|∇h0| |||HP± (x)
are very large or infinite. Typically, one may imagine that e.g. h0 is constructed in the following
way (see Example in section 3.1 of [24]). Define P(h0) to be identically equal to c1 > 0 outside
some union of annuli ∪k≥0Bk, where Bk := B(0, 2k + 2kγ) \ B(0, 2k) for some γ ∈ (−∞, 1), and
P(h0)
∣∣∣Bk (x) := c1 + (c2(2k)d(1−γ′) − c1)χ( |x|−2k2kγ ) (γ′ ≥ γ), where χ : [0, 1] → [0, 1] is some smooth
’bump’ function such that χ
∣∣∣[0, 14 ]∪[ 34 ,1] ≡ 0, χ
∣∣∣[ 13 , 23 ] ≡ 1 (one may actually choose exponents γ′k ≥ γk
depending on k). If γ′ < 0, then loc sup j(P(h0))(x) ≈ |x|d(1−γ′) >> |x|d in the annuli (Bk)k≥0, in
contradiction with the growth condition (0.19), so that |||loc sup jh0|||HP (x) = ∞; while, on the other
hand, (P(h0))∗(x) = O(c1) +O(c2) is finite, as is easy to check. Even under such circumstances, it is
possible to prove existence and uniqueness of the solution, and prove good estimates, in much larger
functional spaces defined by pointwise quasi-norms instead of local quasi-norms.
In principle, the whole idea boils down to this: pointwise quasi-norms, denoted by the sub-index
”point”, ||| · |||HPpoint (x), ||| · |||HP± ([0,t])(x), ||| · |||W1,∞;Pj,point (x), ||| · |||W1,∞;P±j,point ([0,t])(x) (see §0.3) are derived
from local quasi-norms by moving the suprema out of the averaging ”star” operation. Some of this
work has already been done in some details in [24] (see end of §3.4):
(i) replace loc sup j( f )∗ = (loc sup j( f ))∗ by loc sup j( f ∗). Thus |||loc sup jh0|||HP(x) in (0.27) shoud
be replaced by loc sup j (|||h0 |||HP) (x).
(ii) rewrite 2 j/2loc sup j|∇ f |(x) as supε,ε′∈B(0,1) |δε,ε′ f (x)|, where δε,ε′ f (x) := f (x+2
j/2
ε)− f (x+2 j/2ε′)
|ε−ε′| .
Thus |||2 j/2loc sup j|∇h0| |||HP (x) in (0.27) shoud be replaced by supε,ε′ |||δε,ε′h0|||HP (x).
We must still deal with the time-dependent norms, see (0.28). From the time-discretization used
in the proof of Theorem 2.1, it is clear (iii) that the integral
∫ t
0 e
−2− j sP−1− ◦P+
(
|||2 jLoc sup jg(t − s, ·)|||HP+ (x)
)
appearing in the formula for |||Loc sup jg|||HP± ([0,t])(x) (see (0.23) and (0.28)) should be replaced
e.g. with loc sup j
(
supn≥1 tn
∑n−1
k=0 e
−2− jkt/nP−1− ◦ P+
(
|||2 jg(t − kt
n
, ·)|||HP+ (x)
))
. Finally, combining (ii)
and (iii), the integral
∫ t
0 e
−2− j sP−1− ◦ P+
(
|||23 j/2Loc sup j|∇g|(t − s, ·)|||HP+ (x)
)
appearing in the formula
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for |||2 j/2Loc sup j|∇g| |||HP± ([0,t])(x) should be replaced with supn≥1 supε,ε′∈B(0,1) tn
∑n−1
k=0 e
−2− jkt/nP−1− ◦
P+
(
|||23 j/2δε,ε′g(t − ktn , ·)|||HP+ (x)
)
.
Apart from the fact that the very definition of the pointwise quasi-norms appears to be quite
lengthy, this substitution makes the actual proof of estimates like those appearing in Theorem 2
much more technical. The main reason is that we cannot use Lemma 3.2 any more. Instead, we have
the much more difficult to deal with
Lemma 3.3 Let X be an Rd-valued random variable, rd−1dσr the surface measure on the sphere
S r = {|x| = r} ⊂ Rd of radius r, and u : Rd → R a d-times continuously differentiable function. Then
E[u(X)] . sup
y∈B(0,2 j/2)
u(y) +
d∑
k=0
(2− j/2)d−k
∫ +∞
2 j/2
dr P[|X| > r]
∫
S r
|∇ku(x)|rd−1dσr(x). (3.9)
Proof. We use a finite partition of unity, 1 ≡ χ0 + χ1 + χ2 such that: χ0, χ1, χ2 ≥ 0; supp(χ0) ⊂
B(0, 2 j/2), supp(χi) = {rx, x ∈ Ωi; r ≥ 2 j/2−1}, i = 1, 2 where Ω1, resp. Ω2 are closed subsets
of the unit sphere containing the northern, resp. southern hemisphere. We choose two smooth
diffeomorphisms (e.g. spherical coordinates up to normalization) φi : Ωi → [0, 1]d−1, i = 1, 2, let
Φi : supp(χi) → R+ × [0, 1]d−1, rx 7→ (r, φi(x)) be its ”suspension” with inverse Φ−1i (r, y) = rφ−1i (y),
and assume χ˜i := χi ◦Φ−1i satisfy the natural hypotheses ||∂kr∇lyχ˜i||∞ = O((2− j/2)k) for arbitrary k ≥ 0
and multi-index l. Finally, we may assume by a density argument that X has a smooth density f , and
let ˜fi := |J| f ◦Φ−1i be the densities of the transfered variables ˜Xi := X◦Φ−1i , where J(r, y) :=
∣∣∣∣∣dΦ−1i (r,y)d(r,y)
∣∣∣∣∣
is the Jacobian; similarly, we let u˜i := u ◦Φ−1i .
We first write E[u(X)] ≤ supB(0,2 j/2) u +
∑
i=1,2 E[u(X)χi(X)] and
E[u(X)χi(X)] =
∫
χi(x)u(x) f (x)dx =
∫
χ˜i(r, y)u˜i(r, y) ˜fi(r, y)drdy. (3.10)
Inspired by the one-dimensional integration-by-parts formula,
E[u(Y)] = u(0) +
∫ +∞
0
u′(y)P[Y > y]dy (Y ≥ 0), (3.11)
we integrate by parts with respect to each of the d coordinates in R+ × [0, 1]d−1. Since there are no
boundary terms, one gets (letting ˜X1i , . . . , ˜Xdi be the coordinates of ˜Xi and y = (y2, . . . , yd))
∫
χ˜i(r, y)u˜i(r, y) ˜fi(r, y)drdy =
∫ 
d∏
m=2
(
1
r
∂ym
)
∂r(χ˜iu˜i)
 (r, y)P[ ˜X1i > r, ˜X2i > y2, . . . , ˜Xdi > yd] rd−1drdy.
(3.12)
Now P[ ˜X1i > r, ˜X2i > y2, . . . , ˜Xdi > yd] ≤ P[|X| > r]; the derivative with respect to r produces a
factor O(2− j/2), resp. O(1) when applied to the cut-off χ˜i, resp. to the function u˜i, while normalized
angular derivatives 1
r
∂ym yield factors O(r−1) . 2− j/2, resp. O(1). All together one gets the result. 
If we want to apply this Lemma instead of Lemma 3.2 in the course of the proof of Theorem 2.1,
then we must consider data h0, g such that not only h0 ∈ W1,∞;P+j,point , resp. g ∈ W˜1,∞;P±j,point ([0, T ]), but
also their space derivatives, 2 j|κ|/2∇κh0, resp. 2 j|κ|/2∇κg, to all orders |κ| ≤ d (mind that the natural
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scaling factors 2 j|κ|/2, read off (3.9), are mainly decorative in the polynomial case, but not in the
exponential case!) This defines new functional spaces Wd+1,∞;Pj,point , Wd+1,∞;P±j,point .
The conclusion of this discourse is the following: assuming (i) (exponential case) P+(z) = eλz,
P−(z) = ecλz with c ∈ (0, 1) small enough; (ii) (polynomial case) P±(z) = zd± with d− ≥ 1, d+ − d−
large enough; and d′ (the time-exponent used in the passage from time-dependent W-quasi norms
to the modified W˜-quasi norm) large enough, one should be able to prove that
|||ht |||W1,∞;P−j,point (x) . e
−2− jt |||h0|||Wd+1,∞;P−j,point (x) + |||g|||W˜d+1,∞;P±j,point ([0,t]](x). (3.13)
Finally, Schauder estimates (e.g. in the form proved in [25]) make it possible to show pointwise
bounds for |∇κh(t, x)|, |κ| = 2, . . . , d + 1 in terms of the local suprema of h, ∇h and the space-
derivatives of the data u0, g up to order d + 1, which probably implies a bound of the type of (3.13)
for |||ht |||Wd+1,∞;P−j,point (x) with a larger loss of regularity.
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