Abstract. This paper describes two ways to transform propositional clauses into mathematical constraints, and gives an overview of mathematical optimization approaches to inference. The first transformation, which translates constraints into linear inequalities, has been applied to cost-based abduction in the past and showed good performance. The second one, which produces nonlinear equalities, is commonly used in other representations, such as SAT. We clarify their differences and advantages, and show the radical performance transition of linear inequalities. We are mainly targeting at cost-based hypothetical reasoning (or abduction), but through preprocessing, the discussion has generality.
Introduction
Hypothetical reasoning (or 'abduction') is a useful framework for knowledge-based systems that allows to find explanations for observations [1, 2] . In cost-based abduction [3, 4] , hypotheses have associated costs, and the cost of a proof is simply the sum of the costs of the hypotheses required to complete that proof. It has been shown in [3] that belief revision in Bayesian networks can be accurately modeled by cost-based abduction. Unfortunately, the computational complexity of computing the minimal cost explanation is NP-hard, even for very basic forms of propositional abduction [5] .
Though it is more natural to describe systems in a more expressive language such as first-order logic, propositional logic is still of importance. Prendinger and Ishizuka compile a first-order system description of cost-based abduction to a propositional representation, mainly focusing on model-based diagnosis [6] . An efficient engine for propositional cost-based abduction plays an crucial role in such systems.
Recently, significant progress towards highly efficient inference mechanisms can be seen for propositional cost-based abduction [4, 7, 8] . These methods employ search mechanisms borrowed from mathematical programming, a programming paradigm that may exploit the continuous rather than the discrete value domain. The main idea is to transform Horn clauses into linear constraints and seek the optimal point using linear programming techniques, e.g., the simplex method.
Besides cost-based abduction, several efficient mechanisms have also been developed for other kinds of propositional reasoning, such as satisfiability problems (SAT) or constraint satisfaction problems (CSP). In the SAT case, starting from GSAT [9] , a set of powerful new local search heuristics has been developed [10] [11] [12] . Especially, DLM-2000 (discrete Lagrangian method) [13] can solve some of the hardest satisfiability problems of DIMACS benchmark problems.
In this paper, we will describe two types of transformation from propositional clauses to mathematical constraints. The first one, called transformation L, has been used widely in the context of cost-based abduction, which transforms clauses into linear inequalities. The second one, called transformation NL, translates clauses into nonlinear equalities, which can be considered as underlying some algorithms for SAT. These two transformations have different characteristics; transformation L is likely to find a lowcost solution, while transformation NL efficiently searches for a feasible solution. We will show an example in which transformation L performs well, but by adding clauses, the performance deteriorates. We also show that transformation NL doesn't cause such a radical transition.
The rest of the paper is organized as follows. In the following section, we first briefly describe the preprocessing of a hypothetical reasoning problem in order to obtain a knowledge base with a small number of clauses. Then we explain two transformations of clauses into constraints. Section 3 is devoted to a detailed discussion of the characteristics and the differences of two transformations, including the performance transition of transformation L. Finally, we discuss future works and conclude this paper.
How to Make Constraints?
A hypothetical reasoning problem (HRP) is characterized by a set ¡ of goals (e.g., observations) to be explained, given background knowledge ¢ , e.g., the behavioral model of some device. A solution to a HRP is a set of hypotheses
which, if assumed, would explain the observations. 
Definition 1. A hypothetical reasoning problem (HRP) is a quadruple
Cost-based hypothetical reasoning employs the minimum cost solution criterion. It assumes that a numerical weight (or cost)
i s assigned to each element hypothesis
(P is a function from ¦ to the natural numbers). Then the cost of a solution,
(1)
Preprocessing
Before applying the transformation, we first compile the HRP, including goal atoms, to a small set of conjunctive normal form (CNF) formulas. The following steps are executed sequentially.
Relevance reasoning Construct the query-tree [14] in a top-down (from a goal to leaves) fashion and get , , and ¦ reduced.
Completion Apply completion for each rule

& t i )
and get augmented in order to make backward inference possible. We change "'
( 0
( 0 " and "0 ( ' , " and refer the original rule as a top-down rule and the added rule as a bottom-up rule, following [3] .
Eliminating top-down rules Eliminate top-down rules and get reduced
. This is possible because in case of cost-based abduction, an optimal solution for semi-induced problems, which consist of bottom-up rules without top-down rules, can be transformed into the best explanation for the original problem in the linear order of steps with respect to the number of rules under a weak assumption [4] . Thus the original rules in theory are only utilized in the form of bottom-up rules. This process is repeated until no unit clauses are detected in , or inconsistency detected. This is a simple version of eliminating one-literal clauses in the Davis-Putnam procedure [15] .
Merging goal atoms and eliminating unit clauses
We now have a new propositional theory a nd a new set of inconsistency constraints 3
We create a new knowledge base KB of the CNF formulas, consisting of
. In order to find the (minimum cost) solution to a HRP, we should find the (minimum cost) satisfying assignment to KB . The set of atoms in KB is denoted as . Note that the clauses in KB are not necessarily Horn. In [3, 4] , WAODAGs (or, weighted AND/OR directed acyclic graphs) are used to represent cost-based abduction. However, we allow clauses in KB to be any CNF formulas, thus the following discussion can be applied also to SAT problems under minimum cost solution criterion. 
Transformation into Linear Constraints
In order for formula (2) to be true, at least one of the literals 0 , j 0l
, and j 0n
h as to be true, equivalently, the mathematical constraint 
Problem L can be applied to other representations than cost-based abduction, such as SAT. However, as Selman describes [16] , in most formulations the solution to the linear relaxation of any SAT problem simply sets all the variables to the value "1/2," thus yielding no guidance at all.
But still solving problem L is useful in the case of cost-based abduction. Santos, Jr. revealed that 97% of the randomly generated WAODAGs were solved using only linear programming without supplementary branch-and-bound [4] . Although randomly generated problems have some pitfalls [17] , we discuss later that there is a region where transformation L does work well.
Transformation into Nonlinear Constraints
Consider (2) 
. We define transformation NL as follows. Combining the cost function (1) and 0-1 relaxation, we obtain problem NL.
Definition 5. Transformation NL is a transformation from a clause to a nonlinear equality constraint, constructed as follows: (i) negate the clause, (ii) replace the literals
Definition 6. Problem NL is a continuous nonlinear programming problem, where (i) the objective function to be minimized is defined by (1), and (ii) subject to the constraints derived from transformation NL for each clause
P i
KB , and (iii) relaxed 0-1 constraint
Problem NL is one of the most simple form of transformations, and it can be considered as underlying some algorithms. For example, Gu has developed a SAT problem model, called UniSAT, which transforms a SAT problem into an unconstrained optimization problem on real space [10, 18] . UniSAT7 transforms a CNF . Thus, applying continuous Lagrangian methods to problem NL, similar method to DLM can be derived (though some devices are needed e.g., to force the updated value of should be 0 or 1 in each iteration). The overview of such subgradient algorithms are seen in [21] .
In summary, transformation L is efficiently used in the context of cost-based abduction, while transformation NL underlies some SAT algorithms to solve highly constrained problems. The approach here follows the treatment of pseudo-boolean optimization problems [22] .
Discussion of Two Transformations
Difference of Two Transformations
One major difference between transformation L and transformation NL is that transformation L gives a necessary condition for variables to be a satisfying assignment, whereas transformation NL gives a necessary and sufficient condition.
Given a truth assignment to atoms, obviously we can satisfy constraints of either transformation L or transformation NL by substituting 1/0 to the corresponding variables according to the truth value. Conversely, given values of variables which satisfy constraints of transformation NL, we can construct a truth assignment as follows. false. Despite of this disadvantage, problem L has some merits. The most important one is that it may produce the optimal solution quite rapidly, only by simplex method. Besides, (i) it may provide the guidance for the 0-1 optimal solution, (ii) it provides the lower bound of cost of the 0-1 optimal solution, and (iii) it shows the unsatisfiability of KB i f problem L is infeasible. The feasible region of transformation L is a convex polygon as shown in Fig.  1 , thus the search point proceeds easily toward the gradient direction of the objective function. However, transformation NL produces the tightly constrained feasible region, thus to proceed toward the direction to decrease the objective function (not Lagrangian function) is harder than transformation L.
Performance Transition of Transformation L
It has been believed that problem L works well on HRPs, however, the performance depends considerably on the 'hardness' of the problem. Here we pick up a very simple but sufficiently suggestive example to show the transition of performance by transformation L. is not a solution anymore. Yet this problem has always at least one solution, to set all hypotheses true. In this manner, we get series of problems gradually getting more tightly constrained.
In the experiment, starting from 100 hypotheses and 50 intermediate propositions, we gradually add the intermediate propositions. Fig. 3 shows the ratio of solved problems only by solving problem L (using simplex method). One dot represents the average of 500 instances. Almost all the problems can be solved only by simplex method when the number of intermediate propositions is less than 60, however few problems can be solved when exceeds 140. At W ¼ » C , 63% of the variables are set to 1/2, and provide no guidance at all. In the case of 1000 hypotheses starting from 500 intermediate propositions, the drop is even steeper as shown in Fig. 4 .
Not only for this set covering problem but also for other problem instances, such as shortest path problem and assignment problem, we have found the same phenomenon. By adding clauses, HRPs are less likely to be solved only by solving problem L.
Lastly, the curves in Fig. 3 and 4 remind us of the phase transition phenomenon [23, 24] . For example, in the case of random 3-SAT instances with 50 variables, if the ratio of clauses-to-variables is less than 3.5, the formula is almost certainly satisfiable, while if the ratio is over 5.2, almost all formulas are unsatisfiable. This phase transition focuses on the likelihood of satisfiability, however, ours focuses on the likelihood of solvability by solving problem L. We expect our performance transition has some correspondence with the phase transition of satisfiability, but further study is needed to derive some conclusions. 
Performance of Transformation NL
As for problem NL, to satisfy the constraints is equivalent to find a satisfying assignment of the clauses from Theorem 1. Therefore the performance can't be evaluated in the same way as in the case of problem L. Instead, we implemented DLM to solve problem NL and measured the computational time. Fig. 5 and 6 show the computational time of DLM to solve the set covering problem with different numbers of intermediate propositions. In every case, a solution is found. The computational time grows gradually, and no rapid change of performance is observed. Therefore we can conjecture transformation NL is suitable even for seriously constrained problems. This supports the fact that DLM and other algorithms show good performance on SAT problems.
Conclusion
The relation between logic and 0-1 integer programming, or OR (operations research), has been studied widely and intensively in the recent years. Especially, the latest good overviews might be [25] and [26] , both emphasizing the possibilities of the integration of AI and OR.
In this paper, we have clarified two transformations from clauses to constraints. Transformation NL is appropriate for finding a feasible solution. Transformation L has the merit in that it may produce the optimal solution quite rapidly, however, it can be applied efficiently only to the "easy" problem instances because the performance rapidly deteriorates as the problem gets hard. Future works will combine the two transformations and develop an algorithm to seek the optimal solution, mainly targeting on an intermediate region between "easy" and "hard." 
