ABSTRACT
INTRODUCTION
The ultimate goal of algorithms research is to find an optimal solution for a given problem. In this paper we have discussed the performance of Kalman Filter (KF), Extended Kalman Filter (EKF) and Iterative Kalman Filter (IKF) over a system affected by uncertainties and time delay.
ALGORITHMS FOR ESTIMATION:
In this section we will discuss in detail the performance of various estimation algorithms along with their strengths and drawbacks.
The Kalman filter (KF)
The Kalman filter (KF) is a tool that can estimate the variables of a wide range of processes. In mathematical terms we would say that a Kalman filter estimates the states of a linear system. The Kalman filter not only works well in practice, but it is theoretically attractive because it can be shown that of all possible filters, it is the one that minimizes the variance of the estimation error. The KF is an extremely effective and versatile procedure for combining noisy sensor outputs to estimate the state of the system with uncertain dynamics. When applied to a physical system, the observer or filter will be under the influence of two noise sources: (i) Process noise, (ii) Measurement noise. In order to use a Kalman filter to remove noise from a signal, the process that we are measuring must be able to be described by a linear system. Suppose we have a linear discrete-time system given as follows: 
Ultimately we have
According to all these result we say that, the filter is a robust quadratic estimator with an upper bound of error covariance k S .
Extended Kalman Filter for System with Uncertainties
Where, (8) relates the state measurement y. In this chapter a critical issue concerns the uncertainty model used. If the uncertain model used does not give an accurate representation of the true uncertainty in the problem but rather over bounds the true uncertainty then this will lead to an overlay conservative robust filter with a correspondingly poor performance, therefore in order to obtain good results from EKF we are assuming the uncertainty matrix in the following structure. 
According to all these result we can say that, the filter (12) is a quadratic estimator with an upper bound of error covariance k S .
Iterative Kalman Filter for System with Uncertainties and Time Delays:
We use an IKF to estimate the state n k x  of a discrete time uncertain controlled system. The system is described by a linear stochastic difference equation as follows,
Where n k x  is the system state, (17) is the delayed matrix and time varying delayed matrix. In this chapter a critical issue concerns the uncertainty model with time delay used. Earlier we already discussed if the uncertain model used does not give an accurate representation of the true uncertainty in the problem but rather over bounds the true uncertainty then this will lead to an overlay conservative robust filter with a correspondingly poor performance, therefore in order to obtain good results from IKF we are assuming the uncertainty matrix in the following structure.
Where, Our objective is to design KF in the form of an equation (22), and determine a gain matrix which minimize the mean square of the error e k ,
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According to all these result we can say that, the filter (4.22) is a quadratic estimator with an upper bound of error covariance k S .
RESULT
In this section we will consider a simulation example and test the performance of all three algorithms discussed above. . Note that the above system is of the form of system (7)- (8) 6 shows that EKF performs better when delay is zero but it performs poorly when delay is introduced as shown in fig.7 . So we can conclude that EKF performs better in presence of uncertainty but performs poorly when delay is present. As can be seen from Fig.8 , IKF performs much better when delay and uncertainty both are present in the system. So we can conclude that of the three algorithms that we discussed, IKF is the one that performs better for a non linear system.
