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A method to recognize irregular-shaped 3D objects by detecting
features at multiple scales and subtemplate matching is proposed.
Since* surface reconstruction is not required, great save in
computing time is possible. Depth map data of an object is first
smoothed by Gaussian filtering at the coarsest scale and Gaussian
curvatures at each point are computed. Viewer independent extremal
points are determined and the lines of Zero crossings for Gaus'sian
curvature associated with each extr al paint are computed. A
spherical window which is irvariant pith rota won in 3-space is
used to extract a surface patch around each extremal point for
subtemplate matching. Subtemplates with multiple contours are used
for fully utilization of the surface patch. Error perormance is
introduced. to improve the overall matching error. Computation is
much reduced by performing matching within a small region around
extremal point of correct surface type. Dynamic programming is then
applied to ensure pairwise-consistency of the subtemplate matches.
Processing and subtemplate matching at the coarsest scale are
repeated at the next finer scale to resolve ambiguities. The method
is suitable for irregular-shaped object recognition. Experiments
using depth map data of some irregular-shaped stone are very
encouraging.
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Vision seems simple and direct for human beings. We just open
our eyes and see. The process is so fast that we can describe the
scene in front of us immediately without any delay.
However, vision is not so easy in computer. The computer
requires many external devices {such as camera, frame grabber,
ranger finder, turn table, etc.) to input images. After that,
different algorithms are required to process these raw data.-
Finally, the input image is classified and then recognized.
Unfortunately, the whole computer vision process is usually slow
and inaccurate enough to recognize complicated and irregular-shaped
objects.
The problem does not mainly come from the input devices or
processing power of the digital computer. For example, intra red
camera can get image in the dark while normal human eyes have no
such capability. Also, computation speed of computer is much faster
than human brain. So, the most important reason is that we do not
know the exact vision process of human beings. As a result, the
algorithm given to the computer is not accurate and fast enough to
solve this complicated vision problem.
In spite of such difficulty, many potential applications of
computer vision (such as automation of industrial process of
inspection and assembly, automated medical x-ray diagnosis, vehicle
guidance, automatic photo-interpretation) motivate scientists to
work on this field.
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3-D object recognition has long been a central problem in
computer vision. Subtemplate matching is the most favorable
recognition method since it can take care of partially occluded
object. Global matching methods will fail when part of the object
is missed. However, subtemplate matching can make use of the
available part of an object to perform feature-based recognition
process.
One ofthe important elements in the processing of subtemplate
matching is feature extraction. Features can be classified into two
types, namely, high level features and low level features.
Common high level features include edge, extremal point,
plane, quadratic surface patch, cylinder and cone. These features
are usually obtained by relatively complicated extraction
algorithms. On the other hand, low level features, such as directly
X x X
using intensity image or range image, are quite easy to be
extracted or already available. However, scene description or
object recognition usually follow feature extraction. It is often
easier to use high level feature than low level feature to do the
recognition or description processes. Moreover, storing high level
features in the computer library requires less memory space than
storing low level features.
intensity image is a 2-D array storing grey level of an object
obtaining from a camera.
range image (or depth map) is a 2-D array storing distance from
a reference plane to the surface of an object.
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This research work takes the advantages of both high and low
level features. High level extremal points (such- as peak, pit, and
saddle points) are first detected by the method of differential
geometry which is simple and require only a few computational
processes. These extremal points can limit the searching regions
for later time-consuming subtemplate matching which is based on low
level range data. This method is particularly suitable for
recognition of objects with irregular shape (i.e. those objects are
not easily represented by some simple polynomial equations).
The overall work can be divided into two main parts. The first
part deals with the three dimensional object recognition by
subtemplate matching while the other part investigate extremal
points detection and 2-D scale space tracking using dixierential
geometry. These two parts can be studied independently but this
research combines these two topics smoothly and form a complete
project.
Following this introductory chapter, a brief review of 3-D
object recognition will be given in chapter 2.
In chapter 3, attention is concentrated on the 3-D object
recognition. This is an extension of the work by Chan [8]. Multiple
contours subtemplate matching instead of single contour used by
Chan are adopted in order to fully utilize the surface information
of the selected surface patch. Also, error performance which deals
with the combination of different matching errors by normalization
and scaling instead of linear addition is employed to improve the
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overall matching error. The intermediate result and final matching
result after dynamic programming are greatly improved.
Chapter 4 is divided into two parts. In the first part,
technique of differential geometry is used for automatic selection
of feature points. Subtemplates for matching are defined on surface
patches centered on these selected feature points. Also, matching
performed around a small region on these feature points instead of
the whole depth map can reduce the overall computational time and
improve accuracy very much. The second part of this chapter deals
with 2-D scale space tracking. By applying Gaussian filtering with
various scales to the 3-D range data before performing feature
extraction can obtain different numbers and locations of feature
points. By coarse to fine tracking scheme, feature points can be
detected more accurately. Also, matching in coarse scale can
distinguish two completely different objects and act as an early
elimination process. On the other hand, fine-scale matching is used
to separate two similar objects.
Experimental result is report in chapter 5. Real data as well
as synthetic data of irregular scones are used to test the
reliability of the proposed algorithms and satisfactory results are
obtained.
Finally, the thesis concludes with chapter 6 which summarize
the work that has been performed in the course of the research
program, and makes suggestion for future work.
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Chapter 2 Review on 3-D Object Recognition
The purpose of computer vision is to equip computer with
visual capability like human beings so that it can understand its
environment from visual information. In the past, much effort is
placed on 2-D object recognition. However, all objects are actually
3-D in nature. Therefore, as the advance of equipment (such as
range finder, CCD camera) and the improvement of algorithms, 3-D
object recognition becomes more and more important.
Intuitively, generalization of 2-D object recognition scheme
to 3-D seems straightforward if 3-D information of the object is
available. The existing 2-D recognition method such as subtemplate
matching is then applied to obtain the result. However, the problem
is nor as simple as that. There are many problems in 3-D object
recognition that do not happen on 2-D. Some of these problems are
self-occlusion, viewer dependent, and 3-D imaging.
Self-occlusion problem arises as the input device cannot
obtain backward information of an object or there are invisible
parts in the front view. To overcome this problem, multiple views
[31] are integrated for model construction. However, this solution
generates another problems. These are the correspondence problem
between different views and problem in determining the appropriate
interframe transformations to register the views.
An object and its features (e.g. edge, outer boundary) may
look different when 'it is viewing at different angle. Edge and
outer boundary are common features used in 2-D object recognition
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[3,20]. However, these features are viewer dependent and are not
successfully used in 3-D object recognition. So,-viewer independent
features (such as surface curvature) are used to overcome this
problem [5].
A good image is the first step to succeed in 3-D object
recognition. There are many ways to obtain 3-D images. Stereo
vision uses two or more views of the object at different angles to
infer depth [35]. Shape from X (such as shape from contours [24],
shape from shading [18], and shape from texture [33] are capable of
reproducing range data by using different lighting illumination or
texture gradient. In addition to use intensity image to recover 3-D
information, there also exists active ranging techniques to obtain
range data directly. For example, laser range finder ejects laser
onto the object and measure the distance using time of flight cr
triangulation measurements.
Before the invention of range finders, intensity image is the
common basic information used in 3-D object recognition. Although
range data becomes more and more important in this field, intensity
image is still used for processing since the acquisition of 2-D
intensity image is much easier, cheaper and faster than 3-D range
data. The following paragraph will review some recognition works
using intensity image or range image. More detailed review can be
found in [4].
For recognition using intensity image, some methods use only a
single map while the others use multiple maps. Mulgaonkar et al.
[21] designed a scene analysis system which recognizes 3-D objects
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from single 2-D perspective projections. This system uses geometric
information extracted from the image to determine which of the
given objects could have given rise to the observed view. Wallace
and Wintz [32] used global 2-D shape descriptors to recognize 3-D
aircraft shapes by matching against a stored library of shape
descriptors. Vamos and Bathor [30] made use of various illumination
effects to obtain a rough reflection measurement which provides
sufficient data about the surface orientation to perform object
recognition. Brooks [7] proposed rule-based ACRONYM system which is
'model-based 3-D interpretations of 2-D images. Dudani et al. [45]
used moment invariants for automatic interpretation of 3-D scenes
based on extraction of boundaries of 2-D intensity images..
Range data or depth map 'is used' more frequently nowadays since
it has already contained 3-D surface information without any
processing. It can also avoid the illumination and reflectance
problems as happened in obtaining intensity image. However, the
range data is not actually 3-D. It can only called 2%-D since parts
of an object become invisible when seen at different angles.
Most existing 3-D object recognition methods using range data
are based on representing the object by some high level features
such as singularity points, lines, planes, quadratic surface
patches, cylinders and cones. Ballard and Sabbah [2] described a
method to detect an object by finding changes in orientation,
translation and scale of the object from its planar description.
Faugeras and Hebert [12] described the surface by curves and
patches and represented them by linear primitives such as points,
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lines and planes. Object recognition was then achieved by a
prediction and verification scheme that made efficient use of the
representation. Oshima and Shirai [22] described an approach to the
recognition of stacked objects with planar and curved surfaces.
This method made use of the properties of regions and relations
between them. This description was then matched to the object
models so that stacked objects were recognized one by one. Agin and
Binford [1] recognized a curved object with the use of the property
of generalized translational invariance which described the parts
of object in terms of- generalized cylinders, consisting of a space
curve, or axis, and a circular cross section function on this axis.
Recently, Connolly ei al. [41] introduced a model-matching scheme
which is based on a grouping of two vertices. This vertex-pairs
allows the computation of an affine transformation between the
model reference frame and the image coordinate system. Grimson [42]
uses local measurement of position and surface normal in
constrained1 search process to recognize generalized classes of
object families.
Normally, these high level features mentioned above are used
in constructing a relational graph for representation and matching.
However, most of these techniques are not well-suited to the
recognition of most truly irregular shaped objects. Tsui and Chan
[8,9,29] proposed a new and efficient algorithm that works on depth
map representation of the object. The algorithm attempts to
estimate the orientation of a surface patch which is formed by
rotational invariant spherical window of constant radius.
Subtemplate matching using mainly the outer boundary (contour) of
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the patch is then performed. After that, dynamic programming is
applied to select among a number of probable matches resulting from
the subtemplate matching stage. This algorithm makes no assumptions
on the shape of the object such as the existence of the regular
primitives (e.g. plane, cylinder, cone, etc.) and very suitable to
recognition of irregularly-shaped object.
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Chapter 3 3-D Object Recognition by Subtemplate Hatching
Chan and Tsui [3,9,29] developed the method of object
recognition using subtemplate matching of surface patches. However,
only the outermost boundary (i.e. contour) of the surface patch is
used and different matching errors have no processing before an
overall matching is concluded. This can lead to wrong decision in
some cases [8].
In this chapter, an improved method using multiple-contour
subtemplate matching will be studied. Also, a more scientific way
of error performance by normalization and scaling (section 3.1.4}
is applied to different matching errors in order to improve the
final overall matching error. Good experimental result (will be
discussed in chapter 5) have been obtained and have been published
in [25].
Depth map (or range data) is used directly in this method of
recognition. The advantage of range data over intensity image is
that range image depends only on geometry of the surface of an
object but not on reflectance or illumination. Another attractive
feature of range data is the explicitness of the surface
information. However, a problem of range data is that it is only
2%-d but not exactly 3-D. Therefore, part of the information may be
occluded and is termed as self-occlusion problem.
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The recognition algorithm is basically similar to Chan [8]. It
is divided into two stages: the first stage- for subtemplate
matching (section 3.1) and the second stage for selecting an
optimal consistent set of matches for the subtemplates using
dynamic programming (section 3.2).
Method of subtemplate matching is adopted in order to solve
the problem of occlusion. Occlusion occurs when two or more object
overlap or touch one another. Therefore, methods based on global
features to locate and identify an objec't will fail. One of the
method to solve this occlusion problem is to define subtemplates on
feature points and perform matching on these subtemplates. If the




A collection of different views of the model is required for
extracting the reference subtemplates. The locations of the
subtemplates should be selected to cover the distinguished
portions of the model. (An improved method to find locations of
subtemplates on extremal points will be discussed in chapter 4).
The corresponding surface patches are extracted directly from the
depth map of the object. Since a surface patch will appear
distorted and different in size and shape when viewed at a
different angle, rectangular windowing is not suitable. A spherical
window by Chan [8] (invariant to 3-D ro.ta.tion) with constant radius
is proposed to exrract the right patch. The problems of seif-
occlusicn and errors in orientation estimation (of the patch) are
thus reduced by using spherical window. Since equal distance
resampling can be performed easily on a contour, estimation error
due to uneven sampling of the surface patch is avoided.
3.1.1 Definition of a subtemplate
Given a known model represented by depth map data, a
subtemplate is specified by a spherical window with center point,
C, on the surface of the model, and a radius, R, which defines the
size of the subtemplate (Fig. 3.1). The centre C is manually
selected on extremal point on the surface of the model. The value
of R is selected after performing set of experiments'. R cannot be
too small since the corresponding subtemplate will only cover a
rather small region or flat plane. This is not favour to
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Fig. 3.1- A depth map with subtemplate defined on center C
with radius R
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subtemplate matching as it will have good result for irregular
surface. However, R cannot be too large as part of the surface is
occluded if centre C is defined near to the boundary of the model.
The occluded part must then be estimated by interpretation based on
visible part. Again, this will be harmful for subtemplate matching.
In the experiment, the optimum range of the value of R is from 5 to
8 pixels (or points) for depth map of 71 by 71 and from 8 to 14
pixels for 128 by 128 depth map.
All the surface points included within the sphere with C as
center and R as the radius constitute the subtemplate for matching.
The heavy line in Fig. 3.1 corresponds to the outer boundary of the
subrcemplane. The intensity shown in Fig. 3.1 corresponds to the
depth of the scene and light regions are closer to the viewer than
the dark regions.
Given an unknown object in a scene represented by another
A--•
depth map. Suppose a point, C', on the object is suspected to match
with C. The same process for obtaining a subtemplate by spherical
window can be done to extract a corresponding object surface patch,
bounded by a sphere with C' as center and same R as radius.
Different to Chan [8] for using only a single contour, a
surface patch in this experiment can be represented by a number of
closed contours. These closed contours are formed by intersection
of the patch with concentric spheres of different radii (i.e.
combination of the suggested values of R stated above). This
modification can facilitate subtemplate matching since more surface
information of the selected patch is available.
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3-D equal distance resampling is then perform on each contour.
The resampling process is first calculated the total length of each
contour. Fixed number (e.g. 32 or 64) of points are estimated by
interpolation and reassigned to each contour with same separation.
The important of resampling lies on the fact that the depth map of
the object surface is originally sampled in a uniform rectangular
grid. As a result, the sampling density will be different if the
surface is viewed at different angles. So, equal distance
resampling is to simulate true uniform surface sampling. Moreover,
this resampling is also useful for later matching process to find
matching errors using FFT. As a result, the number of points after
resampling should be 2n.
3.1.2 Orientation estimation
Given a subtemplare with N contours for matching, points on
the intersection of each concentric sphere with the patch forms a
closed contour A(s). The invisible part is approximated by
interpolation. The orientation of each contour An-(s) is
calculated independently but are all located.at the centre C. The
vector is estimated using eqt. (3.1) (see Fig. 3.2). This
equation is modified from single contour vector estimation in [8].
(3.1)
where 'X' stands for vector cross-product, and M is the number of
contour points.
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Fig 3.2 Definition of for a space curve A(s)
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Note that only the outer boundary A(s) is used instead of
using the entire patch in estimating the orientation [8]. The
following lists the advantages of using the space curve A(s) only
over the using of the entire patch.
less calculation is required;
proper selection of the subtemplate position and size can
to a certain extent minimize the effect of self-occlusion;
:) uniform surface resampling is difficult but it is easy to
resample using only the space curve such that all points
are equi-distant.
The performance in orientation estimation is proved to be
worked in [8]. Only 3 degree error in orientation estimation for
each subtemplate using only the ouier boundary is found at a
later subtemplate matching. The orientations -of model and object
subremplates are aligned first before actual matching is performed.
If the orientation calculation is poor, large error will introduce
to the later processes.
3.1.3 The matching urocedure
Now that there has a model subtemplate centered at C with N
contours A(s), where i=l,2,...,N, to be matched to an object patch
centered at C' with the corresponding contours A'(s) (formed by
spherical windows with same radii to the model subtemplate). Their
orientations of model and object subtemplates are estimated to be
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and V respectively. Matching is only taken place between
contours of the same radius. A subtemplate is' considered to be
matched to an object patch if all of their corresponding contours
are successfully matched.
For a space curve A(s) centered at C with orientation Vj_, it
can resolve the 3-D space curve Aj_(s) into two 1-D parametric
functions c(s) and z(s) (similar to single contour case in [8])
as shown in Fig. 3.3. The projection of A (s) on an arbitrary
plane perpendicular to forms a closed contour which can be
represented by a periodic complex function (s)=x (s)+jy (s) if
the plane is viewed as a complex plane. The height of-A(s) over
this plane forms a real function z(s). The actual height is not
important as later process will use only the deviation from the
average height but not the actual height. c(s) and z{s) are used
for matching instead of A(s) since matching 3-D contours are much
difficult.
As described above, a space curve A(s) of the model patch is
resolved into c(s) and z(s). Similarly, the contour A'(s) of
the corresponding object subtemplate is resolved into
[c' (s), Zj_'(s)] to be matched against [Cj_ (s), Zj_ (s)]. This is shown
in Fig. 3.4. The curves of the subtemplate have to be rotated about
to align with the corresponding curves of the object patch. This
alignment work is done in the process of finding matching errors
described below.
Chapter 3




Fig. 3.4 Resolving of the space curve for matching.
(a) model patch, (b) object patch.
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In the process of subtemplate matching, three matching errors,
Ei0' Eil' and Ei2 ars defined for 8ach contour i to test the
similarity between the shapes of contour height and projection. The
actual matching process to obtain these three matching errors are
discussed in the following paragraphs.
Before attempting to match zi(s) with zi' (s) and cts) with
Cj_'(s), the process will first compute a quantity Ej_g which
measures the difference between the relative position of C and C'
with respect to their corresponding space curves. Let the height of
C and C' measured from the plane of projection be and
respectively. Eq is computed by the following equations and
is illustrated in Fig. 3.5.
(3.2)
(3.3)
Since C and C' are invariant to rotation about their
respective orientation vectors, Eq is needed to be computed only
once for each contour matching. This matching error is considered
to be an index for early elimination of false match. For example,
if model centre C is above its average contour height Z
(corresponding to a peak) while object centre C is below Z'
(corresponding to a valley), then large value of Ej_g will be
obtained.
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Fig. 3.5 Computation of Sq.
(a) model patch,(b) object patch.
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If the absolute value of Ei0 is smaller than a threshold tQ,
the process will go on with the following matching process.
Otherwise, the model patch (subtemplate) is considered not matched
with the object patch. The value of threshold tQ is estimated after
performing a number of experiments and can be adjusted for
different conditions. Different to corresponding equation in [3],
the sign of Ei0 in eqt.(3.2) is retained for future use in the
process of normalization described in section 3.1.4.
In order to measure the similarity between the shape of the
contour, the second matching error, 5-j-, is defined. The contour
height of model, z —(s), is matched against contour height of
object, '(s), by computing eqt.(3.4) similar to [8].
(3.4)
The second term in the above equation is the maximal cross-
correlation of Zj_(s) and z'(s). 'r' corresponds to the shift at
the starting point to get the best match. If E.q is smaller than a
threshold t-j, it will go on matching Cj (s) with' (s). Again,
value of t-j_ is estimated in a series of experimental work and can
be adjusted.
Finally, the remaining matching error E is calculated to
reflect the error in matching contour projection c(s) with c'(s).
A Fourier Descriptor (FD) method is used here to estimate the
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required rotation for c(s) about to obtain the best match with
c'(s) [8]. FD is a method to describe a contour in complex plane
using discrete Fourier Transform (DFT). It is used here to take
the advantage of the efficiency of FFT. Alternatively, the shift at
the starting point of c(s) can be obtained independently using the
value r obtained in calculating E.
Since c(s) and c' (s) are periodic functions of s, they can
be represented by Fourier series expansions
(3.5)
The process will proceed by rotating c is) such that the phase
of C.; (1) and' (1) (the largest coefficient of (w) and' (w)
respectively, provided c (s) and c'(s) are obtained by tracing in
the counter clockwise direction and the contours are sampled at
uniform spacing) are the same. That is, each component of (w) is
multiplied by exp(j6) where
(3.6)
Thus o is computed by
(3.7)
Different to [8], the sign of E is maintained since it is
also useful in the process of normalization in section 3.1.4 to
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calculate the standard deviation. If E. is less than t2 the
contour i of the object patch is assumed matched to the contour i
of the subtemplate. Again, t2 is estimated in the experiment and
can be adjusted. A subtemplate is considered to be matched only if
all of its characteristic contours are matched.
Of course, the matching process cannot only be performed on a
single point on the surface of the unknown object. In fact, a large
searching region (about 500 to 600 pixels) is defined on the depth
map of the object. Each point within this searching region will
define a subtemplate to match against each model subtemplate. The
searching regions for each subtemplate matching are data dependent
and distinguished features of the object can be used to reduce the
search regions (will be discussed in 'chapter 4).
The main advantages of this matching scheme are:
) entities concerning the model can be calculated off-line,
) the matching is done in a hierarchical manner to improve
speed. Obvious mismatches are rejected in the early stage
of the algorithm. Particularly,. the computation time of
Ei0 is very small compared to the time for which is
in turn smaller than that for E
errors due to orientation estimation and self-occlusion
are reduced by contour resampling and contour
interpolation.
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In section 3.1.3, three different matching errors for each
contour and corresponding thresholds are used to select the
probable matches for each subtemplate. A performance measure is
required to select a single match for each subtemplate. One way [8]
is to apply weightings to all three errors for a single contour
matching to form an overall matching error E, as shown below:
(3.8)
where k«, k and k£ are constants for adjusting the relative
weights of individual errors. In the experiment of Chan [8], these
constants are all arbitrarily set to 1.
For N contours, equation (3.3) can be generalized as
3.9
In fact each matching error, Ej (error j for contour i),
should be normalized to unit variance first by dividing the error
with its standard deviation of that error over the whole searching
region, D— (i.e. EjDj, where i= l,2,..N, j =0,1,2). This
normalization can. ensure that all three matching errors have same
variance. The resulting normalized error Ej' is then scaled to the
range (0,1) as defined in eqt.(3.10). Scaling can ensure that all
matching errors have relative magnitudes. Otherwise, error with
• larger absolute- value will play a dominant part in the final
overall matching error.
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Note that the sign of Ej is useful just for calculating
standard deviation. When it is used to calculate normalized error,
E—', absolute value of Ej is required to reflect the true
magnitude of error.
(3.10)
The signs of q and E are retained after matching process
in order to have approximately zero mean ana correct calculation of
standard deviation within the searching region. The effect of
applying normalization and scaling can be seen clearly in.the error
maps of rig. 3.7 where points with darker gray levels represent
smaller errors. The error map is a 2-D array storing the overall
matching error for each point within the searching region. The
expected matched position is roughly located in the centre of the
error map. Fig. 3.7a and 3.7b are error maps without error
normalization and scaling. Comparing these two figures with the
corresponding error maps (Fig. 3.7c and 3.7d respectively) with
error normalization and scaling, the improvement of error
performance is obvious. Small errors are distributed in several
areas of the search region in Fig. 3.7a and 3.7b, while all small
errors are concentrated around the expected position in Fig. 3.7c
and 3.7d. This makes false matching rather unlikely in the latter
case.
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Fig. 3.7 Photographs of error maps. Each error map covers a
search region of 21x21. Darker points represent
smaller errors.
a) Matching errors without normalization
for a subtemplate with single contour.
b) Matching errors without normalization
for a subtemplate with 3 contours.
c) Matching errors with normalization for
a subtemplate with single contour.
d) Matching errors with normalization for
a subtemplate with 3 contours.
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Hence, a new normalized overall matching error with N contours
is defined as
(3.11)
where kj are constants for adjusting the relative weights of
individual errors. In the experiment, these constants are also
arbitrary set to 1. Further work to determine the values of tnese
constants are proposed in chapter 6. In eqt.(3.11), this is in fact
treating each contour independently with equal importance. Suitable
weightings (suggested in chapter 6) can also be added to each
contour to adjust for the nature of the data.
E' is used to grade the object patches matched to a
subtempiate. One may use the best match for each subtemplate to
form the solution set, but due to noise, this is often net
optimal. Therefore, a match table is set up to store the potential
good matches on the object view for each model subtemplate. The
matching table consists of the matching position C', the estimated
orientations, V' at that point, and the pesition of the reference
points as well as the normalized overall matching error E'. The
method to select the best- set of match will be given in the next
section.
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3.2 Select the best set of matches by DP
Like the single contour matching [8] the best set of matches
can be selected by using DP (dynamic programming) [3] from a match
table. DP is a technique for solving optimization problems when not
all variables in the evaluation function are interrelated
simultaneously.
The match table consists matches of the form Mjj, where i is
the name of a subtempiate and j stands for the jth best match of i.
Each entry (i,j) of the match table contains the following items:
: matching position- where that match occurs,
Z-: j: normalized overall matching error
- how well does it match,
U—: orientation- orientation of the patch centered
at the point where the match occurs,
F—: references- reference points of the object
estimated by the match,
Each subtempiate should be labeled either as one of the object
patch or as not belonging to the object. By the computation of the
first stage, a subtempiate is now restricted to a small set of
possible labels (object patches), and hence the complexity is
reduced. It is possible to use DP to solve this problem.
Given a set of subtemplates [S1, S2,...,S], each S can have m
different potential matches [MilfMi2,...,Mim]. The process will
try to select for each a unique label such that the
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compatibility c of the resulting label set
(3.12)
is maximized. For simplicity, c is assumed to be of the form
(3.13)
In other words, this computation trys to obtain a suboptimal
solution by only considering correlations between selected pairs of
subtemplates (close neighbors are usually paired) and ignoring all
correlations higher than second order. This simplifies the
computation tremendously and appear to provide sufficient
constraints to force a correct solution in many cases. To
incornorate DP in our scheme, two measures d1 and do are first




where Vn is the orientation of contour n of subtemplate i,
Ujjn is the corresponding orientation vector of contour n,
is the position (center point C) of subtemplate i.
In addition to d which corresponds to a rotational measure
and d2 which corresponds to a positional one, another measure d2
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is defined which explicitly minimizes the deviation in the object
reference points in the final selected set of matches.
d3 is defined as
(3.16)
This means that the corresponding estimates of the reference
points should be the same for all subtemplates in a perfect match.
Fp denotes the p1 object reference point. The compatibility c
between two matches is thus defined as
(3.17)
where is constant used to adjust the relative weight of the
factors. Like thresholds stated in the previous section, these
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Now, given the set of all M—'s, i=i to q where q is the




where represents the optimal compatibility for the
matching corresponding to subtemplates 1,2, k if subtemplate k is
assumed to be matched with the object patch x. When no correct
match occurs for a subtemplate, the compatibility is given by Chan
[8] in eqt.(3.19).
(3.19)
where nil stands for no march, X= |P,: -?v j is the absolute
distance between the two subtemplates, A is the angle between the
orientation vectors of the subtemplates. The term containing A is
introduced to account for self-occlusion. If the orientations of
two subtemplates differ by ISO degrees, then it is most likely that
they will hot be seen simultaneously in the same view.
The parameters c-j_,c2, and a2 are parameters to be adjusted
for each experiment. A high c ana C2 with low a and high a2
favour the nil matches. If c and C2 are set too high, it may cause
a trivial solution with all subtemplates labeled nil. However, low
c and C2 with high a and low a2 may cause incompatible matches
to appear in the final assignment. The strategy in this experiment
is to follow Chan [8] and gives a good initial value for c- and C2
(0.7 and 0.6 respectively) and fixed a- and a2 (both equal to 5).
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The solution obtained by this DP scheme is always better than
the one obtained by using the best match for each subtemplate.
After the DP is applied, an evaluation is done on the resulting
assignment. The normalized standard deviation, (eqt. (3.20)) of
the final object reference points for all assigned subtemplates are
calculated.
(3.20)
where is the pfck average object reference point for the tL
subtemplate within the set of q' successfully labeled subtemplares
and denotes the mean of the pUiA object reference point. Eqt.
(3.20) is different from Chan [8] where only standard deviation is
used. However, normalized standard deviation is much fair since it
is independent to the value of reference points.
When the matching is perfect, the locations of the object
reference points should be the same for all subtemplates. So, the
value obtains in eqt. (3.20) should be small. However, if is
greater than a predefined value, then c and c2 in eqt. (3-.19) are
increased so as to favour nil match and the the DP process is
repeated again until maximum 4 times [3]. If the result is still
poor, the object to be recognized is claimed that it does not
appear in the scene.
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Chapter 4 Extremal Points Detection and 2D Scale Space
Tracking Using Differential Geometry
The main objectives of extremal points detection are to reduce
the size of searching region and to improve the accuracy for
subtemplate matching described in chapter 3. As the matching stage
is the most time consuming stage in the whole process, reducing the
searching region means to directly reduce the overall computational
time for the recognition process. Moreover, if the subtemplate is
defined on a fairly flatted region, the subtemplate matching
accuracy must be decreased. As a result, the subtemplates of the
model and object are defined at or near some known extremal points.
Matching is performed for same type of extremal points only. These
extremal points are detected based on the concepts of differential
geometry [13] and will be discussed in section 4.1. Experimental
result of this section can be found in chapter 5 and some of them
have been reported in [26].
In section 4.2, a hierarchy of extremal points at a spectrum
of scales are also defined for an irregular-shaped object. These
extremal points are found by the'method of differential geometry.
For each extremal point, a boundary can be defined using the equal
height contour lines of the Gaussian curvature map (GCM) of the
object. The boundary will enclosed an area of the surface referred
here as the extremal point region (EPR). The EPR will form an
organized tree in the same spirit as the organized tree for the
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intervals between a pair of zero crossings in the scale space
filtering of Witkin [34]. The organized tree will greatly
facilitate the location of surface patches at different scales for
matching. Elementary experimental results of scale space
representation can be found in chapter 5 and some of them have been
reported in [27,28].
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4.1 Detection of Extremal Points by Differential Geometry
In recent year, much works [4,5,6,19,23] have been done usinc
the technique of differential geometry to extract local features
such as bounding contours, surface intersections, lines of
curvature, and asymptotes. As the surface of an object is the most
obvious visual feature, the main emphasis of these researches are
placed on surface reconstruction or surface fitting. In this
section, technique of differential geometry is used to find the
desired extremal points. These extremal points are very useful for
defining surface patches discussed in chapter 3 for subtempiare
matching and finally leads to object recognition.
There exist another methods to detect feature points. For
example, Laplacian of Gaussian (LoG) [40,43] is a method to
convolve raw data with second derivative of Gaussian filter and
find the zero-crossing of the resulting image. LoG can be used to
extract features such as edge or extremum, but these features are
viewer dependent in 3-D data. As a result, this technique is not
suitable to detect extremal points in this 3-D case.
On the other hand, Gaussian curvature calculated by the method
of differential geometry possesses intrinsic surface
characteristic. The intrinsic features deduced by differential
geometry, such as peak, pit, ridge, valley, saddle, plane, and
hill-side are suitable to the criterion of visible invariant in 3-
D. This invariance criterion can fulfill the requirement of feature
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points in this work such that same point can be located at
different views.
The following sections will describe procedures used in
differential geometry to obtain extremal points. Gaussian filtering
(section 4.1.1) is first applied to smooth the range data. Line of
curvature calculation (section 4.1.2) is then followed to find
suitable extremal points. Modified subtemplate matching method
based on feature points detection will also be discussed.
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4.1.1 Gaussian Smoothing
Gaussian smoothing or filtering is a common technique used for
edge detection, multiresolution representation and other early
visual processing tasks [17]. In this experiment, it is used for
smoothing the depth map before applying any differential geometry
techniques to the depth map to extract the line of curvature
[6,11]. The reason of smoothing the raw range data lies on the fact
that the depth map generated by the range finder are noisy, and
same as the image surface. Also, computation of curvature is likely
to be highly noise sensitive and requires the surface of the object
to be smoothed.
Gaussian smoothing is employed in this case since the Gaussian
operator (eqt. (4.1)) is 2-D rotationally symmetric and possesses
scaling behaviour. Also, the Gaussian operator is readily
differentiated ana integrated.
(4.1)
where o is the variance or scale of the Gaussian filter:
A smoothed image, zs(x,y), can be obtained by convolving the
Gaussian operator with the original image, z«(x,y), as shown in
eqt.(4.2). In fact, Gaussian filtering can be seen as an signal
averaging with different weightings (i.e. weighted averaging) [10].
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(4.2)
where is the convolution operator.
The width of the Gaussian mask is chosen such that the volume
under the truncated Gaussian operator is very close to 1 (6c is a
good approximation [11]. So, eqt.(4.2) can be rewritten as
(4.3)
The values of c suggested in [11] are 0.5, 1, and 1.5.
However, the optimum scales found in our experiment with irregular
stones are cr=2 to 3. The difference of scale used may be due to
different size of depth map or different level of noise.
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4.1.2 Line of Curvature Calculation
Given a point on the surface of an object, there exists
infinite number of lines on the surface passing through this point.
However, we can find two lines which possess maximum and minimum
curvature respectively. As the curvature is an intrinsic property
of the surface, the values of maximum and minimum curvatures
calculated are viewer independent. Two parameters are defined to
describe a point, namely, Gaussian curvature and mean curvature.
Gaussian curvature is' the product of maximum and minimum curvatures
while mean curvature is the average of maximum and minimum
curvatures. These two parameters are also viewer independent.
The computation of Gaussian curvature, mean curvature and
directions of maximum and minimum curvature is described by Brady
et al. [6], The surface of range data, given in vector form as
Z{x,y)=[x,y,z(x,y)]is first smoothed by Gaussian filtering as
stated in section 4.1.1 and z(x,y) is the smoothed range data at
(x,y). Then, the 1st and 2nd fundamental forms [13] are calculated
as shown below.
The first fundamental form is given in eqt.(4.4). This is use
to measure the small amount of movement |dZ| on the surface at a
point (x,y) for a given small movement in the space (dx,dy) [5].
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(4.4)
The second fundamental form is given in eqt.(4.5). This is use
to measure the correlation between the change in the normal vector
an and the change in the surface position dZ at a surface point
(x, y) as a function of a small movement in the space (dx,dy) [5].
(4.5)
where n is the unit surface normal. The first and second
derivatives of z(x,y), zx, zy zxy, zxx, zvv, are estimated by the
facet model [6] which is included in the Appendix. Although these
facet model operators are sensitive to noise in raw image or
surface data, they perform well after Gaussian smoothing.
The principal directions of the line of curvatures are the
solutions of the quadratic equation [13]
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and the principal direction is parallel to [1,y',p+q.y1]t
The solution of maximum (Kmax) and minimum (Kmin) curvature:
are found by solving equation (4.7). The curvature is positive whei
the curve is turning towards the positive direction of the surfao
normal.
(4.7
where |G| and |D| are determinants of first and second
fundamental forms in eqt.(4.4) (4.5) respectively, and
Mean curvature (Kmax+. Kmin)2,
Gaussian curvature : Kmax.Kmin.
Different value and different sign of Gaussian curvature (Kg)
represent different local surface properties of an object as shown
in Table 4.1 [16,17]. For the case of Kg 0, this means that both
Kmax and Kmin have same sign. So, such condition will represent the
elliptic surface type (either peak or pit).. If both Kmax and Kmin
are positive, this means the surface is a pit. If both Kmax and
Kmin are negative, this means the surface is a peak. On the other
hand, if Kg 0, this means that both Kmax and Kmin have opposite
sign. In that case, hyperbolic surface type (or saddle surface) can
be deduced. However, if Kg= 0, this means that either one or both
Kmax and Kmin is zero. In that case, planar (Kmax= Kmin= 0) or










0 (Kmax or Kmin=? 0)
constant (Kmax=Kmin)








Table 4.1 Surface type of different Gaussian curvature
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Table 4.1 considers only the sign of Gaussian curvature to
deduce different surface types with the help of the different signs
and magnitudes of Kmax and Kmin. In fact, the sign of mean
curvature can also be used. Combining different sign of Gaussian
and mean curvatures, eight basic visible-invariant surface types
(Fig. 4.1) can be classified [5]. In fact, using mean and Gaussian
curvatures are much easier to determine the correct surface types.
Three types of extremal points (peak, pit, and saddle points)
are defined in five (peak surface, pit surface, minimal surface,
saddle ridge, and saddle valley) of the eight surface types. They
are chosen because an exuremal point is easily defected on them.
The other three surface types (fiat surface, ridge surface, and
valley surface) have a zero value of Gaussian curvature. That
means at least a line of curvature of these three surface types lie
on a planar surface. As a result, a single extremal point cannot be
defined on these three surface types so that they are given up.
For the selected five surface types, the positive Gaussian
curvature may stand for a peak surface or a pit surface depending
on whether the mean curvature is negative or-positive. These define
the peak and pit type of extremal points. On the other hand, a
negative Gaussian curvature stands for saddle ridge, saddle
valley or a minimal surface. This defines the saddle type of
extremal point.
After obtaining extremal points and their surface types on the
surfaces of model and object respectively, the subtemplates of
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model will be defined directly on those extremal points. Since many
extremal points can be detected, only those extremal points with
large absolute values (e.g. greater than 20% of the maximum value)
of Gaussian curvature are chosen for matching. This can ensure
selection of dominant extremal points and not those indistinct
points on a flatten plane.
However, due to noise, subtemplate matching must be performed
over a small searching region (about 55 for 128128 depth map)
around those extremal points on the surface of the object. To speed
up computing, matching is performed along a few points (typically
5) on the lines of maximum and minimum curvatures passing through
extremal points of the object. The result obtained by matching
points on the lines of curvature are approximately equal to the
result by using small searching region. However, computational time
for matching lines of curvature case is only about 13 of the small
searching region case. To further reduce the -computing effort and
improve accuracy, subtemplates are matched only with the same
surface type between model and object. Detail experimental result
of this section can be found in chapter 5.
The advantages of using this scheme of extremal points
detection are listed below:
a) extremal points are viewer independent,
b) extremal points are relatively inexpensive to compute than the
matching stage in a depth map,
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c) reduce the searching region so as to save the computational
time for matching,
d) improve the accuracy of the matching.
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(a) Peak Surface (b) Flat Surface
(c) Pit Surface (d) Minimal Surface
(e) Ridge Surface (zj iadc.j.e Ridge
(g) Valley Surface (h) Saddle Valley
Fig. 4.1 Eight basic visible invariant surface types [5]
(H=Mean curvature, K=Gaussian curvature)
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4.2 2-D Scale Space Representation and Tracking
As discussed in section 4.1, the computation to search for the
right surface patches can be much reduced if the reference patches
are defined around an extremal point. In this section, a scale
space technique using Gaussian filtering is used to track some
surface features of a 3D object in multiple scales [34] and then
forms a representation of the object. Finally, this representation
can lead to object recognition. These surface features, like those
extremal points described in section 4.1, are detected by using
differential geometry.
Multiple scales instead of single scale is employed in many
cases for accurate feature detection [34,36]. At too fine a scale,
• I
one is swamped with extraneous detail. At too coarse a scale,
important features may be missed, with those that survive severely
distorted by the effects of excessive smoothing. So, it is wise to
perform representation of recognition in a spectrum of scales.
In this work, a new scheme 2-D scale space technique to
represent and finally lead to object recognition is proposed for 3-
D object. Viewer independent extremal feature points in terms of
Gaussian curvature of object surface are detected at different
scales: from the coarsest (largest scale) to the finest (smallest
scale). Each feature point has a boundary which is either a line of
zero Gaussian curvature or a height contour of a Gaussian curvature
map (GCM). The area inside the boundary is called an extremal point
region (EPR). Section 4.2.1 will discuss the surface representation
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by this scale space technique while section 4.2.2 will investigat
some properties of the EPR.
As the scale is getting fine, new extremal points may appear
in an EPR defined at a coarse scale. The EPRs at various scales
form an organized tree similar to one dimensional case of Witkin
[34] and this organized tree can facilitate features location.
This tree of EPRs form a description of an object and may be used
directly for object recognition by tree matching.
Alternatively, in additional to. the tree matching, each EPF. is
represented by a subtempiate. For each extremal point, a surface
patch centered on it and inside its EPR is defined to be a
subtempiate (discussed in chapter 3). An object is thus
represented by these surface patches at different scales. Object
recognition [25] is by hierarchical subtempiate matching of the
surface patches. This problem of recognition will be discussed in
section 4.2.3. The advantage of using this 2-D scale space
filtering is that it can form a representation of an object in a
spectrum of scale. Also, two completely different objects can be
separated in the coarse scale while two similar objects can be
clearly recognized at finer scale.
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4.2.1 Surface Representation by 2D Scale Space Technique
The scale space filtering technique of Witkin [34] is a
powerful method of analyzing one dimensional signals. It is a
qualitative signal description method that deals with the problem
of scale by treating the size of the smoothing filter as a
continuous parameter. The main objective of this scale space
filtering is to extract important features.
The use of multiple scale representations is motivated by the
fact that the physical phenomena of.the world can lead to events in
the filter outputs over a large range of resolutions. No single
filter can respond optimally over the whole range of such
resolutions.
Consider a 1-D signal f (x) smoothed by Gaussian convolution
{section 4.1.1) as shown below.
(4.3
where denote convolution with respect to x and G{xrc) is a
1-D Gaussian filter with standard deviation a. At any value of a,
an extremum in the nth derivative of the smoothed signal is a zero
crossing in the (n+l)th derivative. It can be computed using the
relation in eqt. (4.9).
(4.9)
The second order zero-crossings in F are points given by
Chapter 4
(4.10)
where F defines the scale space image of f in the (x,cr)-plane scale
space. The F„v= 0 contours form a 'fingerprint' representation of
f in the scale-space image. Fig. 4.2 shows this fingerprint [34].
The contours of Fxx= 0 mark the appearance and motion of
inflection points in the smoothed signal, and provide the raw
material for a qualitative description over all scales, in terms of
this inflection points. Two properties can be observed from these
contours. The first one is that extrema detected at different
scales, but lying on a common zero-contour in scale space, arise
from a single underlying event. The second observation is that the
true location of an event giving 'rise to a zero-contour is the
contour's x location as cr tend to zero. Thus, a coarse scale will
be used to identify extrema., while a fine scale is to localize
these extrema. This is so called coarse to fine tracking [34].
While the coarse to fine tracking solves the problem of
localizing large scale event, it does not solve the multi-scale«
integration problem, because the description still depends on the
choice of the continuous global scale parameter, cr, just as simple
linear filtering does. So, Witkin [34] reduce the scale space image
to a simple tree, concisely but completely describing the
qualitative structure of the signal over all scales of observation.
This interval tree (Fig. 4.3) is an organized and structured
representation of the extrema. The interval tree can be viewed in
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Fig. '4.2 Contours of Fx= 0 in a scale space image. The
x-axis is horizontal; the coarsest scale is on
the top [34].
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two ways: as describing the signal simultaneously at all scales, or
as generating a family of single scale descriptions, each defined
by a subset of nodes in the tree that cover the x-axis. Detail
discussion of the interval tree can be found in [34].
It have also been proved that Gaussian filter is the unique
filter for scale space filtering [36,38]. As the scale increases,
Gaussian is the only filter that does not create new zero-
crossings. Consequently, the scale space of the images can be
analyzed in the way described above. Also, the Gaussian convolution
behaves well near the unsmcothed image for small o, and approaching
the mean of image for large or. In other word, fine information can
be obtained at small c while global feature can be extracted at
large c.
Direct extension of the technique to two dimension is
difficult since two dimensional zero crossing surfaces can split
and merge' as the scale is changed [36,43]: Some studies of 2-D
scale space filtering applied only to 2-D image, but the image must
be assumed to be invariant under rptation and translation [37]. In
fact, it cannot be realistic in the true situation. Other methods
[39,40] extract 2-D zero-crossing without taking care of this
invariant problem.
As the extension of scale space technique to 2-D image has
come across so much problem, the extension of scale space technique
to 3-D image, at first glance, may seen very difficult. Actually,
applying 2-D scale space filtering to 3-D object can succeed
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Fig. 4.3 A signal with its interval tree, represented as a
rectangular tessellation of scale space [34].
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provided that a feature of the object satisfy the following two
criterions. The first one is that the feature must be viewer
independent. Otherwise, the feature cannot be consistent at
different view. The second criterion is that as the filter scale
decreases, the existing features must retain and only new features
may appear. If any old features disappear as the scale decreases,
the interval tree, like 1-D case, must be broken and the result
will fail like the 2-D object.
However, this idea may be turned into practice in this work. A
3-D surface using differential geometry in section 4.1 is adopted
to overcome the first criterion of rotational invariant. The EPF.
found by parameters of differential geometry can satisfy the second
t'•
criterion. The E?E will be discussed in the section 4.2.2. Consider
a surface defined by a depth map
It is well known that Gaussian curvature is an intrinsic
measure at each point of a surface and is invariant to rotation and
viewing direction (section 4.1). Using Gaussian curvature and mean
curvature, eight viewer independent surface types [5] can be
defined. Three types of extremal points (peak, pit and saddle
point) are defined in five of the eight surface types as stated in
section 4.1.2.
These three surface types are chosen because an extremal point
is easily detected on them. The positive Gaussian curvature may
stand for a peak surface or a pit surface depending on whether the
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mean curvature is negative or positive. These define the peak and
pit types of extremal points. On the other -hand, a negative
Gaussian curvature which stands for a saddle point (a saddle
ridge, saddle valley or a minimal surface), defines the saddle
type of extremal point.
The Gaussian curvature is intended to be used in a 3-D surface
as one would use Fxx in a one dimensional curve above. Consider a
2-D Gaussian curvature map (GCM) formed by computing the Gaussian
curvature at each point of a depth map of an object. If the object
surface has been appropriately smoothed, the GCh will consist of
relative smooth hills (positive Gaussian curvature), valleys
(negative Gaussian curvature) and planes (zero Gaussian curvature).
An extremal point will be at a peak of a nil! or at a bcitom of a
valley.
The lines of zero crossing of Gaussian curvature will mark the
boundary of each hill and each valley. However, part of the
boundary may be a jump boundary ana should be marked so for
comparison. A zero crossing line also exists between a hill
corresponding to a peak surface and a hill -associated with a pit
surface. A hill may have more than one peaks and the boundary of
each peak is the 'lowest' closed height-contour line surrounding
the peak. Thus, an extremal point is either surrounded by a peak
boundary or a hill boundary and is termed as the extremal point
boundary. The area within this boundary is called as EPR (extremal
point region).
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4.2.2 Properties of Extremal Point Region
An EPR is classified according to its extremal point as peak,
pit, or saddle EPR. Since the EPRs are computed using Gaussiar
curvature, they are invariant to object rotation and change ir
viewing directions. By observing the nature of Gaussian smoothing
at decreasing scales, a number of properties of the EPRs are
deduced.
If the scale of smoothing is getting fine, several things may
happen. New EPRs may appear in regions of zero Gaussian curvature.
An old EPR may survive, but usually with a changed boundary
similar to change in 1-D zero crossing [34]. New extremal points at
finer scales may appear inside the region of an old EPR The EPRs
and their boundaries here behave like the intervals and zero
crossings in the one dimensional scale space filtering. Unlike 2-D
scale space filtering done before using zero crossing surface
[36,43], the boundary used here have not found to be split and
merge as the scale is changed.
Fig. 4.4 shows the height-contour of Gaussian curvature at
different scales of the depth map of a stone. The contours of
positive Gaussian curvature regions are marked with solid line with
peaks and pits labeled as 1P' and 'V' respectively. On the other
hand, saddle point regions with negative Gaussian curvature are
bounded by contours with dotted lines. Photographs in Fig. 4.5 are
also Gaussian curvature maps with different scales. Different
colors represent different type of EPR and the brighter the color
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it is, the larger the Gaussian curvature magnitude it will be.
These photographs can display the boundaries of GCM more clearly.
From Fig. 4.4, the boundary of an old EPR may survive (the EPR
breaks up like the interval in scale space filtering) as the
decrease in scales with several new EPRs inside it (like B-j_ broken
into B-j_ 2 and Bi 3 an 4.4). On the other hand, the boundary
of an EPR may break up into several contours at a finer scale. Each
of these contours will form the boundary of an new extremal point
(like B separated into B-j_ to B and B3 broken into B3 1 and 2.2
Fig. 4.4). In both cases, two or more son EPRs may appear in a
region formerly occupied by the father EPR. Normally, they should
be largely or wholly inside their father's region, but sometimes a
son EPR may be partially outside of its father's region due to
smoothing or error found in zero Gaussian curvature contour. The
photographs in Fig. 4.5 can show the exact boundary for each
surface type.
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Fig. 4.2 Equal height contour of Gaussian curvature maps
of the stone in Fig. 5.3. Some of the EPRs are
labeled to show the tree structure in them,
(a) scale equal 16, (b) scale equal 8,
(c) scale equal 6, (d) scale equal 4.
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Fig. 4.5 Photographs of Gaussian curvature maps
(red= peak region, blue= saddle point region,




4.2.3 Object Recognition Using Scale Space Technique
The structure of EPR limits the region of search for the
extremal points at a finer scale and helps speed up the
computation. Further, the EPRs can be organized into groups in a
hierarchical structure description as shown in Fig. 4.6. It is
obvious that an object may be described by its EPR tree.
Rough recognition may be performed by matching the EPR tree of
the object and that of the model using syntactic pattern
recognition method [44]. Each node, B, j,..,B,; j n of the EPR
tree is treated as a simple primitive. Grammatical rules must be
predefined and are applied recursively to compare the model and
object using a set of their primitives and their relationship. Care
must be taken as some parts of one view is invisible in the other
view, i.e. partial view or distorted part of the model view. In
this case, some branches in one hierarchical structure description
is missed in the description of other view-. Method such as error
correcting tree grammar [46] may be suitable to solve this
recognition problem.
Alternatively, for higher accuracy, an object may be
represented by a hierarchy of surface patches, each of which is
centered on the extremal point of an EPR in the EPR tree. The
matching is performed between model and object filtered by Gaussian
smoothing with the same scale.
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the depth map of the model filtered with scale
= the depth map of the object filtered with scale
A correct patch on Zm(a) or ZQ(a)is extracted by a spherical
window (as discussed in chapter 3) which is invariant to rotation
and viewing directions. Multiple contours are extracted for each
subtemplate. Matching errors are found and combined to form an
overall matching error. This overall matching error act as an index
to check the correct matching. Dynamic programming is then applied
to find the best set of matches.
In addition, boundaries of zero Gaussian curvature can also
act as a constraint for matching. Subtemplates inside a zero
Gaussian curvature boundary of model or object can form a group.
Matching must be performed between subtemplates of a group in the
model against subtemplates of a group in the object. This
constraint must further reduce the probability of false matching
between model and object.
Nevertheless, the advantage of using scale space technique in
object recognition is that in both recognition schemes discussed
above, two completely different objects can be separated in the
coarse scale since their structures are completely different. On
the other hand, two similar objects must show many structures in
common in the coarse scale. Identification must carry at finer
scale to confirm the result.
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Fig. 4.6 Hierarchical structure description of EPR in Fig. 4.5
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Chapter 5 Experimental Results
5.1 Multinle-contour Subtemnlate Matchina
A set of experiments using synthetic and real data irregular-
shaped stones as object is performed to test the scheme of
multiple-contour subtemplate matching and error performance as
described in chapter 3. The synthetic stone is constructed by
digitizing a real stone (Fig. 5.1) to form a stone model with 106
triangular faces. Using this data, depth maps are generated by 3-D
transformation with 3% random-error for different viewing
directions. The size of the maps are 71 by 71. Fig. 5.2 shows a
depth map of the model of the synthetic stone with six sukiemplates
marked by heavy contours. Noted that some contours can be
overlapped. The convention is chosen in the depth map that the
brighter is the region the closer it is to the viewer.
Fig.' 5.3 and 5.4 are photographs of another real stones used
in these experiments. Depth maps of stones are obtained by using a
laser range finder developed by our laboratory. Fig. 5.5 shows the
set up of this equipment. The continuous laser beam is reflected
from the surface of the object to the detector. The detector
consists of a slit and a CCD sensor. Based on triangulation
technique, the distance (or the range) from the surface to the
reference point in the laser can be calculated through the CCD
count. Each time only one single surface point can be measured. The
resolution (128 X 128 points) of the resulting depth map and size
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Fig. 5.1 Photograph of a real stone used to construct
the synthetic stone in Fig. 5.2
Fig. 5.2 Depth map of a synthetic stone.
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Fig 5.3 photograph of real stona used in the
experiment.






Fig. 5.5 Laser range finder
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(10cm X 10cm) of object under test are limited by the X-Y table
used.
Examples of such depth maps are shown in Fig. 5.6 and 5.7.
They are dense maps of 128 by 128 8-bit points, with range accuracy
better than 1%. Also shown in the depth maps are four subtemplates
with double and triple characteristic contours respectively.
Subtemplate matching is performed between two depth maps of
the same stone with different views. Examples are shown in Fig. 5.8
to 5.10. Depth maps in Fig. 5.8 are generated by synthetic data
while range data of Fig. 5.9 and 5.10 are obtained by the laser
range finder. The view on the top of each figure is considered to
be model view while the bottom one is object view which will be
• •
matched against model view.
The procedures of object recognition have been described in
chapter 3. Three matching errors are first obtaining by subtemplate
V
matching on each point in the searching region. Overall matching
error is then formed by normalization and scaling. Some of the
potential matches with minimum overall matching errors are put into
a match table. Finally, dynamic programming is applied to select
the best set of matches. The expected matching points on the
surface of object are first estimated (for real data) or calculated
(for synthetic data). The matched result after DP will be compared
with the expected result to check the accuracy of the subtemplate
matching and object recognition.
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Fig. 5.6 A depth map of the stone sham in Fig. 5.3.
Four suhtemplatesf each represented by two
contours, are marked by heavy lines.
Fig. 5.7 A depth map of the stone shown in Fig. 5.4.
Four subtemplates, each represented by three
contours, are marked by heavy lines.
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Fig. 5.8 Depth maps of synthetic stone in Fig. 5.2.
(a) model view, (b) object view.
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Fig. 5.9 Depth maps of real stone in Fig. 5.3.
(a) model view, (b) object view.
ChaDter 5
Fig. 5.10 Depth maps of real stone in Fig. 5.4.
(a) model view, (b) object view.
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Table 5.1 shows the accuracy of subtemplate matching in a
number of experiments using the synthetic stone and the real stone.
A subtemplate is considered to be recognized if the normalized
error between matched position and expected position is less than
five percentages. It is seen that the matching accuracy is
significantly improved by using multiple contours for each
subtemplate. The overall subtemplate recognition rate increases
from 80% (for single contour) to 93% (for triple contours) in the
case of without using normalization and scaling. When there have
normalization and scaling, the overall subtemplate recognition rate
increases from 85% (for single contour) to 98% (for triple
contours).
Moreover, error performance -is bringing improvement on the
accuracy. Overall subtemplate recognition rate using normalization
and scaling is always better than corresponding overall subtemplate
recognition with the same number of contours used but without using
normalization and scaling. From Table 5.1,' result having applied
error performance with n contours is compatible to the result of
n+1 contours without applying error performance.
Chapter 5



























































Table 5.1 Subtemplate recognition rate. Each entry of the table
contains an entry of the form xy. x stands for the
number of successfully recognized subtemplates and y
is the total number of subtemplates used in the
experiments. The figure inside bracket is the
corresponding percentage. A subtemplate is
considered recognized if
where (x,y,z) is the expected center
(x'ry'jZ1) is the matched point
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Table 5.2 shows the object recognition accuracy using proposed
matching and DP algorithms. An object is assumed- recognized if more
than half of its model subtemplates are matched successfully on the
object view and a consistent solution is found by the DP scheme as
described in chapter 3. Noted that one view of synthetic data has
obtained poor result in both one to three contours. This accounts
for the reason why the percentage of object recognition rate of
triple contours in Table 5.2 (a) is poor than the percentage of
single and double contours. This effect have not happened in the
case of real data which agrees with the expectation that more
contours will get better result. However, the effect of error
performance is still noticeable. Even the result of than synthetic
data is poor, normalization and scaling can compensate the the« • •
error and recover the correct result. This can be shown in Table
5.2 (b) that the result of synthetic data follow the trend of more
contours getting better result.
On the other hand, the DP scheme is so effective as to mask
the benefits of multiple contours. The overall object recognition
rate of single contour with normalization and scaling reaches 96%
which is not too far from 100% result by using more contours.
Satisfactory results have been obtained for the recognition of
a partially occluded stone (Fig. 5.11). Object patches that are
partially occluded or completely occluded may have a false match or
a nil match. However, recognition of the stone usually follows
automatically if a significant fraction of its model subtemplates
are matched.
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Table 5.2 Object recognition rate. Each entry of the table
contains an entry of the form xy. x is the number of
successful recognition of the object and y is the
number of experiments. The figure inside bracket is
the corresponding percentage.
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Fig. 5.11 Depth map of an occluded stone.
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To test the robustness of the method, 9% random noise is
introduced to the depth map of an object scene (synthetic data) in
an experiment. The result of using more contours is still
noticeable. In Table 5.3, the subtemplate recognition rate is
double for using double contours and the result is improving for
using more contours. However, the result is not quite good.
Consequently, Gaussian filtering is applied to smooth each object
before matching. Table 5.3 compares the subtemplate recognition
rate with and without using Gaussian filtering. Significant
improvement on the results are obtained after filtering. However,
in other experiment using object scene with small noise, the effect
of Gaussian filtering is also small.
The method of 3D-object recognition proposed is effective for
the recognition of irregular-shaped 3-D objects with partial
occlusion. The speed of the algorithm depends on the number of
subtemplates required to be matched and the the number of
characteristic contours associated with each subtemDlate. Also
affecting the computing speed is the size of the searching region
for subtemplate matching. A recognition job often takes several
minutes on a DEC VAX 8200 computer. In general, subtemplates with
multiple contours seems to provide better performance. Depending
on the data, the best number of contours varies from 2 to 4. If the
input range data is good (e.g. 1% error from the laser range finder
in our laboratory), then double or even single contour is enough.
However, for poor data (e.g. range data with error greater than
























Table 5.3 Subtemplate recognition rate with and without Gaussian
filtering. Each entry of the table contains an entry
of the form xy. x stands for the number of
successfully recognized subtemplates ana y is the
total number of subtemplates used in the experiments.
The figure inside bracket is the corresponding
percentage.
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5.2 Extremal Points Detection
In matching the subtemplates, two search schemes (A and B) are
used in the experiments of this section. Scheme A is a control
experiment which uses the method of large searching region just
like the work described in section 5.1. For each model subtemplate,
possible matches are searched within a large region (about 500 to
600 points) on the surface of the object. For search scheme B,
extremal points are used to reduce the searching region as
described in chapter 4. Moreover, subtemplate matching is only
performed on five surface points along lines of maximum and minimum
curvatures of each extremal point on the object view. Therefore,
only nine points (the extremal points is a common point for lines
of maximum ana minimum curvatures') are required to be matched for
each extremal point on the object. Moreover, Matching is performed
only with the same surface type between model and object.
The -experiments in this section use the same real stones (Fig.
5.3 and Fig. 5.4) in section 5.1 to test the algorithm using
extremal points. Extremal points are first detected in both the
model and the object. Also, corresponding surface types of these
extremal points are recorded. Fig. 5.12 and Fig. 5.13 show the
significant extremal points found in model and object views of the
stones in Fig. 5.3 and Fig. 5.4 respectively. These extremal points
are located and labeled according to their surface types. From
these two figures, locations of extremal points and corresponding
surface types detected by differential geometry are identical to
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the real situation. Also, these extremal points are found really to
be independent of viewer position.
Table 5.4 shows the accuracy of subtemplate matching using the
real stones. Error normalization and scaling is assumed in all
experiments. A subtemplate is considered to be recognized if the
normalized error between matched position and expected position is
less than five percentages. The recognition rate of scheme B using
extremal points is slightly better than scheme A. For the case of
single contour, 96% subtemplate recognition rate is reported for
scheme B while only 36% subtemplate recognition rate' is obtained
for scheme A. When using more contours for subtemplate matching,
both schemes find 100% subtemplate recognition rate. It can also
seen that the matching accuracy is also significantly improved by
using multiple contours for each subtemplate.
Table 5.5 shows the object recognition accuracy of the
algorithm. An object is assumed recognized if more than half of its
subtemplates are matched successfully and a consistent solution is
found by the DP scheme. The DP scheme is so effective in these
experiments as to mask the benefits of multiple contours. 100%
object recognition rate are recorded for different contours used in
both schemes.
Table 5.6 shows the average overall computational time
(including the preprocessing time of about one minute in Gaussian
filtering and extremal points detection for search scheme B)
required for object recognition using four to five model
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subtemplates. The average computational time using search scheme B
is much smaller than that using search scheme A (only about 13).
So, the recognition speed is greatly improved with the use of
extremal points detection.
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Fig. 5.12 Extremal points found in (a) model and (b) object
views. (l=peak, 2=saddle point)
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Fig. 5.13 Extremal points found in (a) model and (b) object























Table 5.4 Subtemplate recognition rate of both scheme. Each
entry of the table contains an entry of the form
xy. x stands for the number of successfully
recognized subtemplates and y is the total number
of subtemplates used in the experiments. The
figure inside bracket is the corresponding
percentage. A subtemplate is considered
recognized if
where (xfy,z) is the expected center






















Table 5.5 Object recognition rate of both scheme. Each
entry of the table contains an entry of the form
xy. x is the number of successful recognition of
the object and y is the number of experiments.






















Table 5.6 Average computational time for scheme A and B.
The preprocessing time of about one minute is
included in scheme 3.
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5.3 Tracking and Representation Using Scale Space Technique
Real irregular shaped models are used in the experiment in
this section to test the scale space technique. A real stone used
as model is shown in Fig. 5.14. Fig. 5.15 shows the height-contour
of Gaussian curvature maps (GCM) at different scales (a=3 to 8 and
cr=16) of the depth map of the stone in Fig. 5.14 with regions
labeled according to their surface types. The range of a is chosen
in the that range such that cr=16 is so coarse that only one feature
remained. On the other hand, the features below o=3 is so dense
that it cannot easily displayed clearly in the GCM.
It is observed in Fig. 5.15 that the son ZPEs {extremal point
regions) are largely located inside their father EPR. Smoothing
will often shift the boundary of an extremal point. All other
properties of the EPR described in section 4.2 are observed in Fig.
5.15. Tracking from the coarsest toward the finest scale, the
results of those experiments seems to agree quite well with our
conjecture described in section 4.2. It is quite similar to the
result obtained in 1-D scale space filtering. Up to now, no
drawbacks such as happened in the 2-D zero crossings are found in
Fig. 5.15. Photographs of GCM in Fig. 5.16 can display EPR of
different surface types and their boundaries more clearly. This
further confirms the possibility of 2-D scale space technique
applying to 3-D objects.
As described in section 4.2, an EPR is invariant to 3D
rotations and viewing directions. Fig. 5.17 and Fig. 5.18 are
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height-contour of Gaussian curvature maps of the stone shown in
Fig. 5.3 with different views. Both maps are quit similar in common
visible surface for each view from coarse to fine scales. The
locations of feature points and the shapes of those height-contours
in Fig. 5.17 and Fig. 5.18 are quite match except that Fig. 5.18
contains a portion on the top of each map which is invisible in the
view of Fig. 5.17. Nevertheless, this can shown the invariant
characteristic of Gaussian curvature and the possibility of tree
matching for object recognition.
The EPR can be computed easily, but unfortunately, is not easy
to be determined to a very high accuracy. Although the accuracy is
not high enough for measurement purpose, it is good enough for
object recognition by matching .the EPR trees of objects and
models as discussed in section 4.2.3. Surface patches at different
scales tracked by an EPR tree is an alternative method for object
representation. Both of these methods seem to provide very
convenient and effective representations of irregular-shaped 3D
objects. However, due to insufficient of time, both of these
recognition schemes have not yet implemented and must leave for
further development.
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Fig. 5.14 Photograph of a model used in the experiment
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Fig. 5.15 Equal height contour of Gaussian curvature maps
of stone in Fig. 5.14
peak, =pit, dotted line saddle point)
scale; 16, scale 8




Fig. 5.16 Photographs of Gaussian curvature maps
(red= peak region, blue= saddle point region,




Fig. 5.17 Equal height contour of Gaussian curvature maps




Fig. 5.18 Equal height contour of Gaussian curvature maps
of stone in Fig. 5.3








Chapter 6 Conclusion and Discussion
This thesis presents a method for recognizing three
dimensional irregular-shaped object. It can be used in identifying
an object in the assembly line or in robotic to locate and grip a
selected object.
Fully utilization of surface patch by multiple contours and
calculation of overall matching error by error performance are
integrated in the process of subtemplate matching. Experiments
using real and synthetic data show that this method works well on
real objects that are truly arbitrarily-shaped. Comparing with the
corresponding result of single contour subtemplate matching of Chan
[S], better result is obtained by using multiple contours and error
performance. Subtemplate recognition rate without normalization is
improved from 80% (one contour) to 93% (three contours). With
normalization applied to matching errors, .subtemplate recognition
rate of triple-contour matching is further improved to 98%. Object
recognition rate is also increased by using this scheme. With
normalization and triple-contour subtemplate. matching, 100% object
recognition rate is reported. Further, Gaussian filtering is used
in this research to smooth range data mixed with random noise.
Result after Gaussian filtering is improved very much. The
subtemplate recognition rate of single-contour matching is
increased from 33% to 78% after smoothing.
Feature points detection by differential geometry is also
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implemented to facilitate definition of surface patches and
searching regions for subtemplate matching. This scheme can reduce
the computational time very much and further improves the matching
accuracy. Average computational time of triple-contour subtemplate
matching is reduced from about 12 min. to 2% min. Subtemplate and
object recognition rates are improved to 100%.
Scale space filtering is also studied in this thesis for
representation of an object and tracking of extremal points in a
spectrum of scales. Two object recognition schemes using this scale
space technique are proposed. The first one is tree matching of
ftvrramal nni n t rcrri nn urn' 1 a Kna nrnpr i c Iriararr'n-iral cnrif anri ara
matching on extremal points of each scale. In adopting these
recognition schemes, two different objects can be distinguished in
coarse scale level while two similar objects are separated in fine
scale. However, object recognition with the use of scale space
technique (section 4.2.3) has not yet completed due to time
constraint but the result is expected to be-improved further.
However, there are still things remained to be done for
subtemplate matching. Quantitative methods of choosing radii for
spherical window, weightings between different subtemplates and
different contours, error thresholds in the subtemplate matching,
and finally those constants defined in the dynamic programming
stage are yet to be determined.
There are also further works suggested to be done to fully
make use of the result obtained by differential geometry. Different
values of Gaussian curvature of feature points can be used to
Chapter 6
represent relative importance for subtemplates. These relative
weights of subtemplates will then be useful in the dynamic
programming to select the best set of matches. Besides, only
experimental result and simple theory have been done on scale space
filtering used in 3-D data. Further theoretical proof on this area
is worth to be studied.
Although local extremal points such as peak, pit and saddle
point can be found more accurate with the use of scale space
filtering with various scale, they are not good enough if single
scale is used. Global features such as global peak or jump boundary
can be used instead of local extremal points to define
subtemplates or direct matching. Global features have the advantage
that they can be found by multiresolution. For example, reduced
depth map with size 64x64 or 32x32 is used to extract global
features instead of original map with size 128x128. This can save
computational time even more.
Model reconstruction is also useful to build a true 3-D model
for recognition. Only single view for known model or unknown object
is used in the experiments to carry out.object recognition.
Consequently, the recognition will fail if two views different by
180 degrees or dominant feature part of one view is not covered in
another view. For real 3-D model, matching view for model can be
estimated by preliminary matching with the relationship of feature
points on the object view.
The recognition, scheme in this research stresses on
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irregularly-shaped objects and the method may turn out to be
inefficient when working on regularly-shaped objects with symmetry
such as cylinders and cubes. However, the subtemplate matching
stage can be generalized to recognize regular object. The
subtemplate, formed by spherical window with radius R, cuts on the
surface of a regular object and forms a closed contour. Approximate
to fit the equation of this contour can be used to estimate the
surface type of the object and finally makes the decision.
Nevertheless, with the advance of the digital computer and
various research to improve algorithms, fast and reliable vision
system must be developed.
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Appendix
Appendix: Facet Model
The following facet models are given in [Brady 1985] without
the normalization factors, 16, 16, 14, 13, and 13. These
normalization factors are found by comparing results obtained by
using facet models and those obtained by real partial derivative of
some quadratic equations of x and y (e.g. z(x,y)= x+ y).


