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Abstract
This work deviates from easy-to-define class boundaries
for object interactions. For the task of object interaction
recognition, often captured using an egocentric view, we
show that semantic ambiguities in verbs and recognising
sub-interactions along with concurrent interactions result
in legitimate class overlaps (Figure 1). We thus aim to
model the mapping between observations and interaction
classes, as well as class overlaps, towards a probabilistic
multi-label classifier that emulates human annotators.
Given a video segment containing an object interaction,
we model the probability for a verb, out of a list of possible
verbs, to be used to annotate that interaction. The proba-
bility is learnt from crowdsourced annotations, and is tested
on two public datasets, comprising 1405 video sequences
for which we provide annotations on 90 verbs. We outper-
form conventional single-label classification by 11% and
6% on the two datasets respectively, and show that learning
from annotation probabilities outperforms majority voting
and enables discovery of co-occurring labels.
1. Introduction
Previous works on object interaction recognition, cap-
tured using egocentric cameras, use semantically distinct
verbs as class labels. Labels are chosen by a majority
vote [23] or by specifically selecting verbs that make an-
notating unambiguous [4, 6, 25, 11]. In this work, we argue
that recognising object interactions as a standard one-vs-all
classification problem stems from three incorrect assump-
tions (IAs), see Figure 1:
IA1: object interaction classes can be self-contained and
have strict boundaries. As the number of verbs increases,
classes overlap. For instance take three verbs: open,
switch on and turn on. The act of turning on a tap could
be referred to as opening the tap but not as switching it on.
On the contrary, turning on the hob is switching it on. A
classifier would struggle to define boundaries between these
verbs when no hard boundary may exist semantically.
Figure 1: For three annotation verbs Take, Hold, Open, and seven
object interactions, the class boundaries overlap. For the act of
‘Taking a Bowl’ (top), human annotators would use hold and take
as valid labels, but not open. Single-label one-vs-all classifiers
cannot capture these class overlaps.
IA2: a sequence can be split into segments, each with ex-
actly one object interaction. Temporal granularities are dif-
ficult to define in practice. A video could show someone
holding and filling a cup whereas another could include the
user holding a knife to cut, and a third holding and crack-
ing an egg. Frequently, multiple object interactions are per-
formed simultaneously like turning on a tap to fill a cup.
IA3: it is a binary decision whether a verb could be used
to label an object interaction. Given crowdsourced annota-
tions, we show that some verbs are more likely to be chosen
than others to annotate object interactions. Human anno-
tators are more likely to use the verb open when referring
to pulling a fridge door open. A method that can learn the
probability of using a verb to annotate a video would better
emulate a human annotator.
We present the following contributions in this paper:
• We employ crowdsourcing to annotate egocentric
videos using a list of 90 verbs. We collect annotations
that offer meaningful statistics and informative seman-
tics on multi-label recognition for two public datasets.
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• We reformulate object interaction recognition as a
probabilistic multi-label classifier, trained using a two-
stream CNN. We show that this model can better cap-
ture the relationships between observations and anno-
tations, as well as the co-occurrences of labels.
• We demonstrate that using a multi-label probabilistic
classifier, as opposed to a single label chosen from ma-
jority vote, provides higher recognition accuracy.
The rest of the paper is as follows: A review of recent and
relevant works is contained in Section 2 . Details into how
we collected the annotations for the two datasets can be read
in Section 3. We then formulate the method in Section 4 and
Section 5 contains the experiments and results.
2. Related Work
Action Recognition Action Recognition has largely fo-
cussed on a single label classification approach. Hand
crafted features dominated most seminal action recognition
works ranging from those that have used spatio-temporal
interest points [28, 16, 37, 14] with a bag of word represen-
tation to trajectory-based methods [34, 35], encoded using
Fisher Vectors [24]. Features were typically classified us-
ing one-vs-all SVMs. Within the egocentric domain other
features such as gaze [6], hand [10, 15] or object specific
features [7, 3, 21, 27, 25] were also incorporated.
More recently, CNNs have been trained end-to-end to
determine actions for traditional [12, 13, 32, 17, 8] and ego-
centric [26, 43, 19] datasets. These approaches have consis-
tently outperformed hand crafted features for recognising
actions and use both spatial information and temporal in-
formation via optical flow. For instance, Ma et al. [19] use
an appearance-based CNN to localise objects and a tempo-
ral CNN to detect actions. These are then fused to detect
the activity. All previous approaches on object interaction
recognition, though, define an object interaction class la-
bel as a verb-noun combination, attempting to distinguish
‘take cup’ from ‘take knife’. This makes them less gener-
alisable to the same interactions but with novel objects. In
this work, we attempt to label object interactions using verb
labels solely in order to study class boundaries, i.e. what is
the space of interactions that could be labelled with ‘take’?.
Semantics and Multiple Labels Predicting multiple la-
bels for the same input has not been attempted for action
recognition, but is increasingly popular for predicting multi-
ple objects present in the scene (e.g. predicting the presence
of a person, a TV and a table in the same image). These
works are motivated by the variety of appearances of ob-
jects within the scene, which makes global CNN features
unable to correctly predict multiple labels. Approaches thus
use object proposals [9, 39] or learn spatial co-occurrences
of labels using RNNs/LSTMs [42, 36].
We note that our work differs from other multiple label
classifiers in that previous works are focussed on predicting
multiple, unrelated – though co-occuring – labels, e.g. hu-
man and table, whereas we are also interested in predicting
annotations that can be used to describe the same action,
such as place and put.
There is little related work in action recognition that
deals with semantics or differing verbs. Motwani and
Mooney [23] collect sentences for action videos. Their
method chooses the most frequent verb out of the annotated
sequences which is then, using WordNet [22], clustered into
activity clusters. Wray et al. [38] showed that when annota-
tors were given freedom of choice over which verbs to label,
a variety of verbs were chosen, such as kick, pedal and fum-
ble. In most cases, a small number of common verbs were
chosen showing a long tail distribution for verbs. In their
work, videos are labelled with a single verb but they use
semantic knowledge in an attempt to relate these verbs. An-
other work to use free annotations is Alayrac et al. [1]. The
authors automatically use narrations in YouTube videos to
align and cluster action sequences of the same task. A new
activity dataset was collected by Sigurdsson et al. [29] con-
taining videos acted out using scripts which were created by
users from a list of verbs and nouns. The authors use a di-
verse set of actions and vocabulary to describe their dataset.
Caption Generation Semantics and annotations have also
been studied by the recent surge in generating captions for
images [20, 5, 2] and video [33, 40, 41]. These works assess
success by the acceptability of the generated caption, and do
not focus on generating multiple valid captions per object or
action. For instance, Yu et al. [41] use a hierarchical RNN
to generate paragraphs of captions for longer activity videos
by feeding sentences through a second RNN.
In summary, while many works have attempted similar
problems, none have focussed on multi-label classification
for action recognition. We are particularly interested in
classification, i.e. predicting whether a label could be used
to describe an input video, yet wish to accommodate se-
mantically related labels, or co-occurring actions common
in daily object interactions. We aim for an approach that
extends beyond the handful list of verbs commonly used in
action recognition works.
3. Annotations
As all previous works label an action or interaction se-
quence with a single label/verb, no previously published
datasets are suitable for training/testing probabilistic or
multi-label classification of object interactions. Instead of
collecting a new dataset, we provide annotations for the two
largest egocentric datasets for object interactions: CMU [4]
and GTEA+ [6]In this Section, we describe the procedure
followed to collect annotations (3.1), as well as the statis-
tics of the collected annotations (3.2).
3.1. Annotation Procedure
We accumulated a list of potential verbs for labelling by
merging all unique verbs or phrasal verbs in the ground-
truth annotations of three egocentric datasets [4, 6, 38].
The three datasets have a total of 427 verb-noun classes of
which there are 93 unique verbs. For example: ‘Spray Pam’
from [4] contributed spray, ‘Compress Sandwich’ from [6]
gave compress and ‘Touch Card’ from [38] added touch. We
found some overlaps between datasets, a total of 23 verbs
are present in at least two datasets, with generic verbs such
as open, put and take being present in all three. Due to
the kitchen activities taking place in [4, 6], these have com-
mon verbs like crack. Additionally, [38] introduced 62 new
verbs, such as pedal, scan and screw, as the annotators were
given free verb choice and the activities in this dataset ex-
tend beyond the kitchen to include using gym equipment.
From the list of 93 verbs, we removed 3 verbs; {read, rest,
walk} as we focused solely on object interactions, resulting
in the 90 verbs that form the basis for all collected annota-
tions (see Figure 3(a) for a complete list).
We annotated both datasets, CMU [4] and GTEA+ [6],
by selecting a reference video from each class. The ref-
erence video was chosen such that the ground truth action
was clearly visible with good lighting in an attempt to re-
duce annotation noise. We instructed Amazon Mechanical
Turk (AMT) workers to choose all verbs out of the list of 90
verbs that were correct labels for the reference video. Each
video was annotated by a minimum of 30 and a maximum
of 50 workers to give a distribution for each of the videos.
In total, we collected annotations from 1933 AMT workers.
Accordingly, for each object interaction, the annotations
record the frequency, i.e. number of times, an annotator
selected the verb to label that object interaction. We nor-
malised these frequencies by the number of annotators per
video, and refer to these as the probability of annotating the
video sequence with the corresponding verb by a human an-
notator. We do not filter the annotations as due to the large
amount of annotators per video noisy verbs will be negligi-
ble.
In Figure 2, examples of three distributions of probabili-
ties over the 90 verbs can be seen. The original class ‘Take
Measuring Cup’ from [4] is correctly annotated with many
common verbs such as move, pick up and take. Put down
also has a high probability, as the video concludes with the
user placing the cup down on the counter. The action ‘Pour
Oil’, from [6], has a high probability for verbs pour and
hold, representing the user holding the oil container whilst
performing the action. For the action ‘Compress Sandwich’
from [6], three visible labels have high probability – press,
press down and push. The original label compress was
picked with a probability of 0.47.
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Verb Distribution of Take Measuring Cup
CMU
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Verb Distribution of Pour Oil
G T E A+
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Verb Distribution of Compress Sandwich
GTEA+
Figure 2: Annotation distributions over 90 verbs for three object
interactions, collected from AMT (30-50 annotators).
3.2. Annotation Statistics
In Figure 3(a) we show the number of annotations for
each of the 90 verbs – an expected tail distribution – with
the top-5 used verbs being: move, pick up, hold, open and
put. In Figure 3(b) we see that for CMU the classes which
had the highest number of verbs chosen comprised of the
most sub-actions. ‘Crack Egg’ involves the user both crack-
ing the egg on the side as well as opening the egg shell and
finally pouring the egg into the bowl. Similarly ‘Spray Pam’
includes the user opening the can, shaking it and spray-
ing. Further analysis showed little correlation between the
length of the action and the number of annotations that were
chosen, R2 = 0.0854 as well as no correlation between the
length of the sequence and the number of unique verbs that
were chosen, R2 = 0.0972. It is interesting to note that the
lowest number of unique verbs chosen, 20 for ‘Open Mi-
crowave’, is still higher than the number of verbs present in
the original annotations for both CMU and GTEA+. Fig-
ure 3(c) shows that all annotators chose several verbs per
video, with the average number of annotations ranging from
10 for ‘Take Pam’ to an average of 3 for ‘Close Fridge’.
We also checked whether any of the 90 verbs cho-
sen are redundant, i.e. could be fully replaced by another
verb. We do this by using symmetric co-occurrences of
these verbs in the AMT annotations. Assume Cij is the
number of times the ith verb was annotated with the jth
verb across all annotators and classes for both datasets. If
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Figure 3: Annotation Statistics. Figure best viewed in colour - CMU (red), GTEA+ (green) (a) Number of annotations per verb. (b)
Number of unique annotations per class. (c) Box plot for the number of verbs chosen per annotator for each class. (d) Top 40 symmetric
co-occurrences of verb pairs ordered for both datasets and displayed to show the contribution of each dataset separately.
N (i, j) = Cij/
∑
k Cik, then the symmetric co-occurrence
is calculated, S(i, j) = N (i,j)+N (j,i)2 . We report the
top 40 co-occurrences in Figure 3(d), by combining co-
occurrences from both datasets. Verbs with high symmet-
rical occurrences should be interchangeable regardless of
context, e.g. (switch on, turn on), (put, place) and (ro-
tate, turn). In two cases, (wash, rinse) and (kick, check),
the co-occurrence originates from only one dataset, namely
GTEA+. However, all the remaining top co-occurrences are
present in both datasets. Importantly, we find that none
of the 90 verbs were fully redundant or interchangeable,
S(i, j)CMU + S(i, j)GTEA+ < 2, with the highest co-
occurrence being 1.46.
4. Method
We first review the standard recognition approach and
then introduce the new probabilistic multi-label action
recognition approach. For both approaches, given a list of
verbs, C, we wish to learn a mapping between video se-
quences and the annotation verbs. In the first case, only one
annotation verb can be used as a label. In the second proba-
bilistic approach, which we propose here, we not only allow
multiple annotation verbs but wish to learn the probability
of a human using that verb to annotate the video. In this
section, we refer to the traditional approach using T and for
the proposed approach using P .
We define the standard recognition problem T as a set
of videos, X = {xi; i = 1..K}, each with a single label
Y = {yi; i = 1..K}, out of a total number of classes |C|,
thus 1 ≤ yi ≤ |C|. The learnt model, f , with a set of param-
eters, ω, would then aim for the prediction yˆi = f(ω, xi),
typically trained using a logistic regression loss function:
LT (ω) = − 1
K
∑
i
(
yi log(yˆi)+ (1− yi)log(1− yˆi)
)
(1)
For a test set with M videos, the accuracy for this recogni-
tion model, can then be calculated to be
AT (ω) =
1
M
∑
i
(yˆi = yi) (2)
We can similarly define the same standard recognition
approach using a one-hot vector; labels yi of length |C|.
The jth element in yi(j) is 1 if the single label of the video
is the jth class in C which we denote as Cj for brevity. The
recognition model can then predict a vector yˆi with contin-
uous elements limited to the range [0, 1]. The accuracy is
updated to account for the label vectors,
AT (ω) =
1
M
∑
i
(argmax yˆi = argmaxyi) (3)
Note that we use argmax here in that is common that a
classifier may output a score of xi belonging to a certain
class and as such we choose to classify the video as the
most likely class.
As semantically ambiguous verbs are added, and so the
number of verbs |C| increases, verbs that are semantically
correlated (e.g. put, place) or are only correlated in certain
contexts (e.g. turn on, rotate) will result in an increased er-
ror in classification. To accommodate for a large number
of verbs and overlaps in annotations (ref. Figure 1), we re-
define yi not as a one-hot vector but instead as a distribution
of probabilities where yi(j) = P (Cj |xi). The probabilities
assigned to the class labels allow for capturing verbs that are
less frequently used to describe the action albeit still correct.
Note that while 0 ≤ yi(j) ≤ 1, the distribution yi is not
normalised, i.e.
∑
j yi(j) 6= 1. This is intentional so cor-
rect multiple labels are not penalised. Each element yi(j)
measures the probability of a human annotator selecting that
verb, and accordingly, ∀Cj , P (¬Cj |xi) = 1− P (Cj |xi).
In this case the output yi is a set of linear neurons,
trained from the frequency of annotations. We adjust the
loss function to calculate the Euclidean loss between the
two distributions of probabilities yi and yˆi,
LP(ω) = − 1
K
∑
i
(
(yi − yˆi)T (yi − yˆi)
) 1
2 (4)
In Eq. 4, errors in estimating probabilities are penalised
without a preference for high or low probabilities.
We evaluate the proposed probabilistic classifier in two
ways, first using a threshold on probabilities α. Assume,
Y αi = {Cj ; ∀yi(j) > α} (5)
is the list of all verbs annotated with a probability higher
than α, and the corresponding top estimated list of verbs,
Yˆ αi = {Cj ; ∀yˆi(j) ∈ topk(yˆi) ∧ k = |Y αi |} (6)
The accuracy of the proposed system can then be calculated
for a certain threshold α as
AP(ω, α) =
1
M
∑
i
|Y αi ∩ Yˆ αi |
|Y αi |
(7)
Specifically, assume k verbs were annotated with a prob-
ability greater than a threshold α, we then find the topk
verbs estimated by the model and measure the overlap. For
example, assume α = 0.7 and a video is annotated with
three verbs where yi(j) > α, namely: put, place and move.
We find the top 3 estimated verbs and compare the sets. If
the three top estimated verbs were put, move and open, the
accuracy for this video would be set to 23 . Eq. 7 measures
the ability of the model to retrieve the right set of annotation
verbs. We also measure the mean squared error in predict-
ing probabilities for each verb using,
EP(Cj) =
1
M
∑
i
||yi(j)− yˆi(j)|| (8)
We next present results for the probabilistic classifier,
starting with the datasets and the experimental setup.
5. Experiments and Results
For our experiments we use the two publicly available
egocentric datasets aforementioned CMU [4] (404 video
segments) and GTEA+ [6] (1001 video segments) with the
AMT annotations described in Section 3. Both datasets
include videos of daily activities in the kitchen, recorded
using a head mounted camera. For each dataset, 5 cross-
fold validation was used where we equally distribute videos
from each class across the folds. In Section 5.1, we describe
the implementation details for the two stream CNN model
used, and then report subsections on results, namely: testing
against classification (5.2), evaluation of estimated proba-
bilities (5.3) and evaluation of verb co-occurrences (5.4).
5.1. Implementation Details
We trained and tested using the two stream fusion CNN
model from [8] that uses two VGG-16 architecture networks
as a base, pre-trained on the UCF101 dataset [30]. The last
layer of the network was replaced with a Euclidean loss
layer, and a number of nodes equal to the number of annota-
tion verbs |C| = 90. The base spatial and temporal networks
were each fine-tuned on the videos in the training splits be-
fore being used to train the fusion network. Each network
was trained for 10 epochs which we found was enough for
the network to converge due to using UCF101 pre-trained
models. We set a fixed learning rate for spatial, 10−3, and
used a variable learning rate for temporal and fusion net-
works in the range of 10−(2,3,4,5) to 10−(3,4,5,6) depending
on the training epoch. For the spatial network a dropout ra-
tio of 0.85 was used for the first two fully-connected layers.
We fused the temporal network into the spatial network af-
ter ReLU5 using convolution for the spatial fusion as well
as using both 3D convolution and 3D pooling for the spatio-
temporal fusion and we propagated back to the fusion layer.
For training we use a batch size of 128, a weight decay of
0.0005, a momentum of 0.9 and did not use batch normali-
sation as in [8].
5.2. Testing Against Classification
We first test our method against a standard classifica-
tion approach. For this baseline, we select the majority
vote per video, that is, the verb with the highest number
of annotators, and construct a one-hot vector yi for training
labels. This matches the standard classification approach
where each video is assigned a single label. The accuracy
is calculated for traditional classification using Eq. 3, and
for the proposed probabilistic classifier using Eq. 7. We
report results for α = 0.5 as this is the threshold where,
for both datasets, each video has at least one annotated
verb. predicting multiple labels. At α = 0.5, the num-
ber of verbs per video is µCMU = 3.49, σCMU = 1.66 and
µGTEA+ = 3.14 and σGTEA+ = 1.41.
Figure 4: Qualitative results of the proposed method. Top 5 ground truth annotations (in black) from the AMT workers. The top 5 predicted
verbs from the method are shown in green if correct and red if incorrect.
CMU GTEA+
Prev. 48.6 [31] 60.5 [18], 65.1 [19]
Classification (T ) 52.0 61.8
Proposed (P) 63.3 67.9
Table 1: Accuracy results comparing the proposed method to stan-
dard classification. Results of the proposed use Eq. 7 [α = 0.5].
Table 1 shows that our classification results are compa-
rable to published results on these datasets, albeit using the
majority verb from AMT annotations. It also shows that the
proposed method is able to obtain a higher accuracy over
the classification approach while
In viewing the result, note that the proposed method is at-
tempting a harder problem than the classification task. As-
sume that 4 verbs for one video were annotated with a prob-
ability yi(j) > α, correctly retrieving the majority vote
would add 1.0 to the accuracy of the classifier, but only
0.25 for the proposed method. The proposed method would
achieve an accuracy of 1.0 for the video if the top 4 esti-
mated verbs matched the top 4 annotated verbs. There is
no correlation between the number of verbs chosen above
the threshold α and the accuracy, for CMU or GTEA+
(R2 = 0.144 and R2 = 0.0004 respectively).
We next show qualitative results for the top 5 verbs in
Figure 4. The proposed method is able to predict the correct
verbs in the correct order. We find that it often predicts move
highly for actions it cannot recognise. In several examples,
we note that for cases where the estimated verb does not
match the top 5 ground truth annotations, it still is present
with high probability in annotations, typically within the top
10 verbs, for example pour in ‘Crack Egg’, grasp in ‘Open
Fridge’ and grab in ‘Take Bowl’.
While Table 1 compares the proposed method against
classification, we also test whether the model trained for
classification could be used to estimate probabilities. In-
stead of capturing argmax yˆi, we consider the scores from
the network yˆi and compare the output using Eq. 7 for
α ∈ [0.1, 0.9] in Table 2. Note that the number of videos
with at least one verb annotated with a probability > α
differs. For α > 0.7, the number of videos with at least
one verb annotated drops to 75% for both datasets. When
α > 0.7, for videos with clear (few) high peaks, the clas-
sifier performs equally or better than the proposed method.
This is expected as the majority vote classifier is tuned to
recognise annotations with high probabilities solely.
5.3. Evaluation of the Proposed Verb Probabilities
We next evaluate the ability of the method to retrieve
the distribution of probabilities per video. Figure 5 includes
two example distributions of probabilities where the method
CMU GTEA+
α 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Number of Videos 404 404 404 404 404 390 304 269 53 1001 1001 1001 1001 1001 975 748 732 319
Avg. Verbs per Video 20.1 13.0 8.58 5.80 3.49 2.44 1.73 1.04 1 13.2 9.08 6.32 4.46 3.14 1.92 1.90 1.22 1
Scores from Classification 31.2 29.1 31.6 35.1 33.9 36.0 50.3 69.3 54.7 26.2 25.4 29.1 33.5 40.3 53.1 54.6 65.7 78.7
Proposed Method 79.1 73.7 69.1 66.2 63.3 57.4 63.7 69.3 54.7 74.8 71.9 70.4 68.3 67.9 59.2 52.5 59.8 71.2
Table 2: Accuracy results of the proposed method against scores from training one-hot vector baseline with 0.1 ≤ α ≤ 0.9.
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Figure 5: Two different videos with the ground truth and predicted
verb probabilities. Top: Take baking pan from CMU. Bottom:
Close fridge from GTEA+.
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Figure 6: Mean square error of each of the predicted verbs calcu-
lated using Eq. 8.
has been able to fit well to the ground truth. In the top ex-
ample, the method is tested on a video with a large number
of annotated verbs, while the bottom example shows that
the method is equally successful in recognising distributions
with few visible peaks. Generally, the method seems to un-
derestimate the probabilities of the dominant verbs, causing
slight differences in the predicted verb rankings.
Figure 6 shows the mean square error for the predicted
probabilities of each verb (Eq. 8). The median MSE is
below 0.1 for 88 verbs - excluding put down and pull out
where the median is below 0.15. We note that the error in
predicting the probability for the verb move is low, com-
pared to the frequency of the annotation. Results also show
low error bars for specific actions such as hold, grip and
open suggesting that the proposed method is able to learn
these actions well. Verbs with the highest error, pick up,
pull out and place for example, correspond to actions that
often occur at the start or end of other actions; pick up a
knife before cutting.
We finally test whether the method predicts annotations
with high or low probabilities more accurately, and note no
correlation between the annotated probability of a verb with
α > 0.1 and the MSE (R2 = 0.0383) for all verbs and all
videos.
5.4. Evaluation of Learning Co-Occurrences
We next look at class overlaps, which correspond to pre-
dicting annotation co-occurrences. A co-occurrence be-
tween two verbs Cij occurs when a video is annotated using
both verbs with a probability > α.
Figure 7 shows examples of correct and incorrect pre-
dicted co-occurrences. For the two verbs (pull out, pick up),
we study three cases of their co-occurrence. For the action
‘Take Egg’, the person pulls the egg out of the box and picks
it up. Ground truth annotations indicate high probability for
both verbs. Our proposed method is indeed able to pre-
dict the co-occurrence with high accuracy. For a different
interaction of ‘Opening the Freezer’s drawer’, the method
correctly predicts a high accuracy for annotating the video
using the verb pull out, and correctly estimates that the verb
pick up is not a suitable verb to annotate this video. The
figure shows cases of failure where the co-occurrences are
incorrectly predicted. The final row shows two verbs, stir
and push, that have a very low co-occurrence. The model is
able to define the soft boundaries between these classes.
Using the same co-occurrence metric in Figure 3(d), we
study the top co-occurrences that the method has learned.
Figure 8 shows the top 40 symmetric co-occurrences with
α = 0.5 for both datasets. We find that a few verbs with
a small number of instances are always (and sensibly) pre-
dicted together, such as (swirl, stir) and (spread, distribute).
This suggests that the method is able to learn meaning-
ful semantic relationships between verbs. As opposed to
Figure 3(d), where co-occurrences are detected in annota-
tions from both datasets, Figure 8 shows co-occurrences are
strongly discovered in one of the two datasets. Recall that
Figure 7: Examples of the method predicting co-occurrences between verbs. The top two rows show pairs of verbs with high co-occurrence
with the last row showing an example of two verbs with low co-occurrence. Ground truth and predicted probabilities are also shown for
each verb. The proposed method is able to not only recognise when two verbs should co-occur with high probability, first column, but also
predict sensible probabilities when one of the verbs has a lower probability, second column. Failure cases are shown in the last column.
Verb Pairs
Co
-O
cc
ur
re
nc
e
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Top 40 Symmetric Co-Occurrences Between Predicted Verbs Combined
CMU
Figure 8: The top 40 symmetric co-occurrences predicted from the
method found withα = 0.5 for both CMU and GTEA+. The verbs
are ordered by both datasets but plotted to show the contribution
of each dataset separately.
we fine-tune different models for the two datasets. Training
a single model might result in common co-occurrences.
While in this work we attempted multi-label classifica-
tion, the model does not localise the various labels in space
or time. This will be particularly interesting for cases where
antonyms are picked with high probability - picking up a
baking pan before putting it down. This direction of inves-
tigation is left for future work.
6. Conclusion and Future Work
In this paper, we present the case for multi-label annota-
tions of object interactions, in egocentric video, and provide
a comprehensive set of AMT multi-verb annotations for two
datasets. We provide a model that estimates the probability
of a label being used to annotate the video, out of a list
of possible verbs. When using a two-stream fusion CNN,
we show that the method is able to predict not only the cor-
rect verb labels but also sensible probabilities for two public
datasets outperforming single label classification. We dis-
cuss success and failure cases for multi-label classification,
and show the method is able to learn co-occurrences of se-
mantically related verbs and simultaneous interactions.
In the introduction, we highlighted three incorrect as-
sumptions when using single-labels to annotate object in-
teractions. We plan to investigate next how the proposed
probabilistic multi-label classifier addresses each of these
assumptions, towards further refinement of the model and
its performance.
References
[1] J. Alayrac, P. Bojanowski, N. Agrawal, J. Sivic, I. Laptev,
and S. Lacoste-Julien. Unsupervised learning from narrated
instruction videos. In CVPR, 2016. 2
[2] L. Anne Hendricks, S. Venugopalan, M. Rohrbach,
R. Mooney, K. Saenko, and T. Darrell. Deep composi-
tional captioning: Describing novel object categories with-
out paired training data. In CVPR, 2016. 2
[3] D. Damen, T. Leelasawassuk, O. Haines, A. Calway, and
W. Mayol-Cuevas. You-do, I-learn: Discovering task rele-
vant objects and their modes of interaction from multi-user
egocentric video. In BMVC, 2014. 2
[4] F. De La Torre, J. Hodgins, A. Bargteil, X. Martin, J. Macey,
A. Collado, and P. Beltran. Guide to the Carnegie Mellon
University Multimodal Activity (CMU-MMAC) database.
Robotics Institute, 2008. 1, 2, 3, 5
[5] J. Devlin, H. Cheng, H. Fang, S. Gupta, L. Deng, X. He,
G. Zweig, and M. Mitchell. Language models for image cap-
tioning: The quirks and what works. In ACL, 2015. 2
[6] A. Fathi, Y. Li, and J. Rehg. Learning to recognize daily
actions using gaze. In ECCV, 2012. 1, 2, 3, 5
[7] A. Fathi and J. Rehg. Modeling actions through state
changes. In CVPR, 2013. 2
[8] C. Feichtenhofer, A. Pinz, and A. Zisserman. Convolutional
two-stream network fusion for video action recognition. In
CVPR, 2016. 2, 5
[9] Y. Gong, Y. Jia, T. Leung, A. Toshev, and S. Ioffe. Deep
convolutional ranking for multilabel image annotation. arXiv
preprint arXiv:1312.4894, 2013. 2
[10] T. Ishihara, K. Kitani, W. Ma, H. Takagi, and C. Asahawa.
Recognizing hand-object interactions in wearable camera
videos. In ICIP, 2015. 2
[11] Y. Iwashita, A. Takamine, R. Kurazume, and M. S. Ryoo.
First-person animal activity recognition from egocentric
videos. In ICPR, 2014. 1
[12] S. Ji, W. Xu, M. Yang, and K. Yu. 3d convolutional neural
networks for human action recognition. TPAMI, 2013. 2
[13] A. Karpathy, G. Toderici, S. Shetty, T. Leung, R. Sukthankar,
and L. Fei-Fei. Large-scale video classification with convo-
lutional neural networks. In CVPR, 2014. 2
[14] A. Klaser, M. Marszałek, and C. Schmid. A spatio-temporal
descriptor based on 3d-gradients. In BMVC, 2008. 2
[15] J. Kumar, Q. Li, S. Kyal, E. Bernal, and R. Bala. On-the-fly
hand detection training with application in egocentric action
recognition. In CVPRW, 2015. 2
[16] I. Laptev, M. Marszalek, C. Schmid, and B. Rozenfeld.
Learning realistic human actions from movies. In CVPR,
2008. 2
[17] C. Lea, A. Reiter, R. Vidal, and G. D. Hager. Segmental
spatiotemporal cnns for fine-grained action segmentation. In
ECCV, 2016. 2
[18] Y. Li, Z. Ye, and J. Rehg. Delving into egocentric actions. In
CVPR, 2015. 6
[19] M. Ma, H. Fan, and K. Kitani. Going deeper into first-person
activity recognition. In CVPR, 2016. 2, 6
[20] J. Mao, W. Xu, Y. Yang, J. Wang, Z. Huang, and A. Yuille.
Deep captioning with multimodal recurrent neural networks
(m-rnn). In ICLR, 2015. 2
[21] T. McCandless and K. Grauman. Object-centric spatio-
temporal pyramids for egocentric activity recognition. In
BMVC, 2013. 2
[22] G. Miller. Wordnet: a lexical database for english. CACM,
1995. 2
[23] T. Motwani and R. Mooney. Improving video activity recog-
nition using object recognition and text mining. In ECAI,
2012. 1, 2
[24] F. Perronnin, J. Sa´nchez, and T. Mensink. Improving the
fisher kernel for large-scale image classification. In ECCV,
2010. 2
[25] H. Pirsiavash and D. Ramanan. Detecting activities of daily
living in first-person camera views. In CVPR, 2012. 1, 2
[26] Y. Poleg, A. Ephrat, S. Peleg, and C. Arora. Compact cnn
for indexing egocentric videos. In WACV, 2016. 2
[27] X. Ren and C. Gu. Figure-ground segmentation improves
handled object recognition in egocentric video. In CVPR,
2010. 2
[28] P. Scovanner, S. Ali, and M. Shah. A 3-dimensional sift de-
scriptor and its application to action recognition. In ACM-
MM, 2007. 2
[29] G. A. Sigurdsson, G. Varol, X. Wang, A. Farhadi, I. Laptev,
and A. Gupta. Hollywood in homes: Crowdsourcing data
collection for activity understanding. In ECCV, 2016. 2
[30] K. Soomro, A. R. Zamir, and M. Shah. Ucf101: A dataset
of 101 human actions classes from videos in the wild. arXiv
preprint arXiv:1212.0402, 2012. 5
[31] E. Spriggs, F. De La Torre, and M. Hebert. Temporal seg-
mentation and activity classification from first-person sens-
ing. In CVPRW, 2009. 6
[32] D. Tran, L. Bourdev, R. Fergus, L. Torresani, and M. Paluri.
Learning spatiotemporal features with 3d convolutional net-
works. In ICCV, 2015. 2
[33] S. Venugopalan, H. Xu, J. Donahue, M. Rohrbach,
R. Mooney, and K. Saenko. Translating videos to natural lan-
guage using deep recurrent neural networks. NAACL HLT,
2015. 2
[34] H. Wang, A. Kla¨ser, C. Schmid, and C. Liu. Action recogni-
tion by dense trajectories. In CVPR, 2011. 2
[35] H. Wang and C. Schmid. Action recognition with improved
trajectories. In ICCV, 2013. 2
[36] J. Wang, Y. Yang, J. Mao, Z. Huang, C. Huang, and W. Xu.
Cnn-rnn: A unified framework for multi-label image classi-
fication. In CVPR, 2016. 2
[37] G. Willems, T. Tuytelaars, and L. Van Gool. An efficient
dense and scale-invariant spatio-temporal interest point de-
tector. In ECCV, 2008. 2
[38] M. Wray, D. Moltisanti, W. Mayol-Cuevas, and D. Damen.
Sembed: Semantic embedding of egocentric action videos.
In ECCVW, 2016. 2, 3
[39] H. Yang, J. Tianyi Zhou, Y. Zhang, B.-B. Gao, J. Wu, and
J. Cai. Exploit bounding box annotations for multi-label ob-
ject recognition. In CVPR, 2016. 2
[40] L. Yao, A. Torabi, K. Cho, N. Ballas, C. Pal, H. Larochelle,
and A. Courville. Describing videos by exploiting temporal
structure. In ICCV, 2015. 2
[41] H. Yu, J. Wang, Z. Huang, Y. Yang, and W. Xu. Video
paragraph captioning using hierarchical recurrent neural net-
works. In CVPR, 2016. 2
[42] J. Zhang, Q. Wu, C. Shen, J. Zhang, and J. Lu. Multi-label
image classification with regional latent semantic dependen-
cies. arXiv preprint arXiv:1612.01082, 2016. 2
[43] Y. Zhou, B. Ni, R. Hong, X. Yang, and Q. Tian. Cascaded
interactional targeting network for egocentric video analysis.
In CVPR, 2016. 2
