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the mood and format of videos influence how a musical composition is heard and remembered.
The Influence of Music on the Film Experience
As noted by several music and psychological theorists (e.g., Meyer, 1956) , the meaning of music, to a large extent, arises from the moods and emotions it evokes within listeners. A number of studies have examined people's subjective reports, adjective ratings, physiological responses, or nonverbal expressions as they listen to various musical compositions and found a high degree of agreement on what particular emotions are elicited by a given musical selection (see , for a review). In addition, particular emotions are reliably associated with particular acoustical characteristics that generalize across different compositions. For example, sad melodies tend to be characterized by a slow tempo, lower amplitude, minor mode, and a narrow pitch range in the lower octaves. As one might expect, happy melodies tend to display a reverse set of structural characteristics (i.e., faster tempo, higher amplitude, wider pitch range, etc.; Gabrielsson & Lindstrom, 2001; Hevner, 1935a Hevner, , 1935b Juslin, 1997; Scherer & Oshinsky, 1977) . Some individuals have described this relationship between emotional expression and musical structure as an iconic one in which the particular attributes corresponding to a given emotion bear a resemblance to those found in nonmusical entities. Given that the structural correlates of different emotions are remarkably invariant across a wide variety of everyday events, including those of music, the human voice (Cosmides, 1983; Scherer, 1979; Williams & Stevens, 1979) , and walking gaits (Montepare, Goldstein, & Clauser, 1987; Sloman, Berridge, Homatidis, Hunter, & Duck, 1982) , there is, in fact, ample opportunity to learn these types of associations. One illustration of emotional iconics comes from a study by Cohen (1993) . Participants were asked to provide adjective ratings in response to musical patterns that varied in pitch height and tempo, as well as scenes of a bouncing ball that also varied in height and AUDIOVISUAL INTERACTIONS: THE IMPACT OF VISUAL INFORMATION ON MUSIC PERCEPTION AND MEMORY tempo. When each stimulus was judged independently, increases or decreases along both physical dimensions led to the same emotional judgment (happiness and sadness, respectively) and these ratings were either enhanced or attenuated when the two stimuli were paired in a congruent or incongruent fashion. The concept of an iconic relationship becomes even more apparent in cinematic art in which musical soundtracks commonly appear within the background of the ongoing action. By using music that evokes a mood similar to the visual story, a film director can heighten the emotional impact of a particular scene and its effects upon listeners. Consider an example used in one study in which the aggressive or playful behavior of wolves (within a documentary film) was accompanied by music that had been independently described by listeners as aggressive vs. playful, respectively. Relative to the same scenes viewed in the absence of music, mood-congruent soundtracks increased the magnitude of the perceived aggressiveness and playfulness exhibited by these animals (Bolivar, Cohen, & Fentress, 1994) . Mood-incongruent music not only attenuates the emotional impact of a scene but often is used to convey a more subtle meaning through "ironic contrast." For many, scenes from A Clockwork Orange readily will come to mind, in which the acts of murder, rape, and mayhem acquire a surreal meaning from the carefree beauty of Rossini's The Thieving Magpie.
In addition to influencing the emotional impact of scenes, musical soundtracks can be used to achieve other intended effects. One such function is to provide an interpretative framework for story comprehension. Especially in scenes that are relatively ambiguous, the emotive meaning of music often is relied upon to clarify and promote certain inferences about a character's actions and motivations (Boltz, 2001; Bullerjahn & Guldenring, 1994; Liu, 1976; McFarland, 1984; Parrott, 1982) . These ideas are illustrated in a study by Boltz (2001) in which participants were presented with three ambiguous film clips paired with positive, negative, or no music. After viewing each, one group of participants was asked to extrapolate the film's ending and evaluate the personality, actions, and motivations of the main characters. A second group was asked to return a week later for a surprise recognition memory test of various objects within each film. The results showed that relative to the no-music condition, positive and negative music biased viewers' evaluations and subsequent remembering in a mood-congruent fashion. These findings, then, indicate that the emotive meaning of music provided an interpretative framework that influenced viewers' inferences and story comprehension.
Music also guided attending toward certain aspects of a visual scene that were consistent with this interpretative framework and thereby influenced which particular items were later remembered. Related research has revealed that music's attentional highlighting of information leads to a more integrated memory code that enhances the ability to later recall a film (Boltz, 2003; Boltz, Schulkind, & Kantra, 1991) .
The Influence of Visual Information on the Processing of Music
In the early 1980's, MTV heightened the popularity of a relatively new art genre, the music video, which immediately generated a debate about its predicted effectiveness. Some argued that an accompanying video would decrease the appeal of a song by dictating a particular interpretation that limits a listener's imagination (e.g., Zorn, 1984) . Others claimed that videos would enhance the aesthetic appeal of music by clarifying a song's intended meaning (e.g., Sun & Lull, 1986) . Although this debate is unresolved, there is evidence indicating that videos can help to prevent "wear out"-becoming tired of a song due to excessive exposure. Goldberg, Chattopadhyay, Gorn, & Rosenblatt (1993) investigated this phenomenon and found that videos are most likely to maintain listeners' interest when songs are relatively ambiguous and open to multiple interpretations. More generally, the concept of music videos leads one to ask, in what ways might visual information influence music perception and appreciation? A review of the current literature reveals that surprisingly few studies have addressed this question and, of these, most involve music education. A primary issue of interest is whether the evaluation of musical performances varies in the presence of audiovisual vs. audio alone presentations. In general, the results have revealed that the overall quality of musicianship is judged more highly when evaluators are able to both see and hear a performance; an effect that applies to vocalists (Cassidy & Sims, 2006; Wapnick, Darrow, Kovacs, & Dalrymple, 1997) , violinists (Gillespie, 1997; Wapnick, Mazza, & Darrow, 1998) , and pianists (Ryan & Costa-Gioni, 2004; Wapnick, Ryan, Lacaille, & Darrow, 2004) , and especially when these performers are highly experienced in their abilities. Several individuals have noted that the visual modality provides access to body movements that may convey musical intentions more clearly than music alone. In support, music expressiveness (Davidson, 1994) , vibrato (Gillespie, 1997) , phrasing (Marolt, 2006; Vines, Krumhansl, Wanderley, & Levitin, 2006 ) note duration (Schutz & Lipscomb, 2007) , and the size of sung intervals (Thompson & Russo, 2007) are all better discerned in audiovisual vs. audio alone presentations.
There also is evidence that the presence of visual information influences the emotional experience of music listening. One strategy, adopted by Vines et al. (2006) , asked participants to provide continuous judgments of emotional tension on a sliding potentiometer throughout a musical selection. Relative to an audio alone condition, more extreme judgments occurred in the audiovisual presentations in which visual information served to both enhance and reduce perceived tension at varying locations within a musical piece. A somewhat different approach was taken by Geringer, Cassidy, & Byo (1996 , who assessed affective reactions to music that were accompanied by videos of cinematic scenes in lieu of the performing artists. In particular, listeners were presented with certain musical selections either heard alone or as an accompaniment to excerpts from the Walt Disney film, Fantasia. Immediately after each, participants described their emotional experience and those musical qualities that most held their attention. Results showed that relative to the music alone condition, the audiovisual format evoked greater emotional involvement that primarily was attributed to a composition's tempo, instrumentation, and dynamics. Although these effects were observed only for some songs and not others, they provide further evidence that musical appreciation appears to be enhanced by visual information.
The Current Study
The use of cinematic videos, as illustrated in the research by Geringer et al. (1996 Geringer et al. ( , 1997 , provides the opportunity to examine how iconic relationships between music and visual information may be formed within listeners/viewers to influence cognitive behavior. One pathway of this iconic dyad has been well investigated. As noted earlier, music has been demonstrated to exert a number of effects on the movie-viewing experience by generating an affective framework from which to interpret characters' actions and motivations, and direct attending toward some aspects of a scene and away from others to influence remembering (e.g., Boltz, 2001) . What is less clear is whether the reverse relationship applies wherein the affective meaning of visual information influences music cognition. Geringer et al. (1996 Geringer et al. ( , 1997 have shown that visuals enhance listeners' emotional engagement with a musical selection and direct attending toward certain musical qualities such as dynamics and instrumentation. But the question addressed here is whether visual displays extend their influence by altering the perceived acoustical parameters that typically convey emotions within music. For example, suppose that a musical composition is accompanied by a visual narrative that is positive in its affect. Relative to an audio-alone format, is this tune perceived to have a faster tempo, higher pitch, and greater amplitude-qualities that all convey positive emotions within the auditory modality (Gabrielsson & Lindstrom, 2001; Scherer, 1979) ? Conversely, is this same tune perceived to be slower, softer, and lower in pitch when accompanied by a negative visual narrative? Experiment 1 was designed to test this hypothesis through a series of perceptual rating tasks, whereas Experiment 2 relied on a recognition memory paradigm as a converging operation.
The methodological strategy of both studies was similar to that of Boltz (2001) . However, in lieu of pairing ambiguous film excerpts with tunes of a given affect, the reverse was done such that visual scenes pre-rated as positive or negative in their affect were paired with "ambiguous" tunes. An ambiguous tune was defined as one whose valence and activity level-the two dimensions that best differentiate different emotions (e.g., Russell, 1980 )-had been prejudged as intermediate in their values. In addition to visual affect, the structural format of the accompanying visual scenes also was manipulated to reflect either a montage (i.e., slideshow) of still photos vs. a video of thematic scenes that smoothly transitioned from one to another. Although the particular affect of each should exert similar effects, visual format differentially may influence the perception of certain acoustical characteristics. The perceived rhythm and flow of a musical selection, in particular, are likely to differ in that the montage (vs. video) format is inherently more "choppy" due to the arrangement of discrete scenes.
During the actual experiment, participants were presented with five unfamiliar tunes, four of which were accompanied by visual scenes that varied in their affect and format. As a control condition, the remaining tune was presented in the absence of visual information. Immediately after each, all participants were asked to complete a set of perceptual ratings. The perceived musical qualities were of most interest and assessed those acoustical parameters that, based on the past literature, were likely to be sensitive to affective manipulations of the visual displays. In addition, ratings of the visual display and the stimulus as a whole were included to mask the main motivation of the experiment by directing attention to all aspects of the stimuli. These latter ratings have the added benefit of allowing one to assess the construct validity of the experimental stimuli.
Experiment 1

Method
DESIGN AND PARTICIPANTS
The design was a 2 × 2 repeated measures factorial with a "hanging" control group: all participants listened to a set of tunes in which the accompanying visual information varied in its overall affect (positive, negative) and format (video, montage of still photos). In addition, all participants listened to a control melody that was presented in isolation with no accompanying visual display.
Sixty participants from an introductory psychology course at Haverford College participated in the experiment for course credit. The majority of these were nonmusicians: although a small percentage (13%) were members of the campus choir, none were currently playing or had played a musical instrument within the past three years.
Stimulus Materials
A set of 28 musical selections was selected as potential stimuli. All were 90 s in duration, of equal amplitude, from the new age genre, and performed by a single instrument with no accompanying lyrics. Each tune was also selected for its neutral or ambiguous affect. Relying on those structural parameters identified in the past literature (Gabrielsson & Lindstrom, 2001; Levi, 1982; Scherer, 1979) , each tune was based on a major mode and pitch values from the mid-range of the performing instrument, spanning no more than two octaves. In addition, each displayed a relatively predictable rhythm and a moderate tempo with an average beat duration of 0.7 beats per s. To assess the construct validity of these tunes, a pretest was conducted on a group of 10 independent participants who were asked to rate each melody, on 9point Likert scales, for its degree of familiarity (1 = "very familiar"), affect (1 = "very positive"), and activity (1 = "very active"). Those five tunes consistently rated as highly unfamiliar (M = 7.75, SD = 1.75), of moderate activity (M = 5.00, SD = 2.25), and neutral in their overall affect (M = 5.20, SD = 2.01) were selected as experimental stimuli: Mummer's Dance (McKennitt, 1997) , Tiergarten (Tangerine Dream, 1985) , The Chamber (Oldfield, 1996) , Industrial Revolution Overture (Jarre, 1988) , and Traverser le Temps (Benza, 2004) .
The visual materials were of two types, namely, a set of montages containing a series of still photos and a set of video clips. For the former, scenes were taken from the International Affective Picture System (Lang, Bradley, & Cutbert, 1997) , which contains over 700 photos that have been pre-rated, on 9-point Likert scales, for their overall affect (1 = "very negative") and arousal (1 = "very calming"). Using the criteria that each photo be intermediate in arousal (6.5 < M > 3.5) but either positive (M > 5.5) or negative (M < 4.5) in affect, a total of 480 photos were selected as experimental stimuli. Examples of positive scenes included kittens, puppies, flowers, appetizing food, and smiling people, whereas those for negative scenes included garbage, injuries, the aftermath of natural disasters, and human suffering. Scenes of human injuries and/or death judged to be extremely disturbing were excluded. Relying on Microsoft Office Powerpoint software, the sets of positive and negative scenes were each arranged into two different slideshows to yield a total of four montages. Each contained a total of 130 photos of the same affect which meant that approximately 20 negative and 20 positive scenes appeared in both instances of their respective slideshows. The speed at which the montage progressed was always held constant at 0.7 s per photo in order to match the average beat duration of all melodies.
For the video clips, a total of fifteen, 90 s excerpts were selected from various films that contained no dialogue. These included Baraka (Fricke, 1992) , Chronos (Fricke, 1985) , Koyaanisqatsi (Reggio, 1982) , Powaqqatsi (Reggio, 1988) , and certain Bollywood productions. Although all excerpts contained an accompanying musical soundtrack within their original film, each was extracted with a muted audio. A pretest then was conducted on 10 independent participants who rated each excerpt, on 9-point Likert scales, for its degree of familiarity (1 = "very familiar"), overall affect (1 = "very positive"), and arousal (1 = "very arousing"). From these data, four videos were selected as experimental stimuli; all had been rated highly unfamiliar (M = 8.00, SD = 0.87) and moderately arousing (M = 5.20, SD = 2.50) but either strongly positive (M = 2.10, SD = 1.30) or negative (M = 8.40, SD = 1.75) in affect. One of the positive videos, from Baraka (Fricke, 1992) contained a nature scene of waterfalls, clouds, and tranquil bodies of water, whereas the other, Darr: A Violent Love Story (Chopra, 1993) depicted a romantic escapade between a young man and woman. The two negative videos were both taken from Baraka (Fricke, 1992) . One showed a processing plant in which newborn chicks were being branded with a hot iron and in the other, scenes of homeless people in an urban setting. A more detailed description of each video clip is presented in Appendix A.
All stimuli were the same length (i.e., 90 s) that thereby allowed each melody to be paired with each of the eight visual displays. A total of 10 different presentation sets were created. Each included all five tunes, one paired with a negative montage (A or B), a positive montage (A or B), a negative video (A or B), a positive video (A or B), and no visual information (as a control condition). Across the 10 sets, the five tunes appeared in a different temporal order and were systematically paired with each of the different visual displays (or lack thereof) such that all stimuli occurred an equal number of times.
Apparatus
The Audacity software system was used to extract the tune excerpts from their original melodies and edit them such that each was 90 s in duration and ended at a phrase boundary marked by the tonic interval. Each tune was then inputted into the Sibelius software system, which displays a song's musical notation over time and thereby allows one to determine the average beat duration of each musical selection. Video editing and the synchronization of melodies with each of the eight visual displays were accomplished through iMovie. The five stimuli within each of the ten presentation sets were arranged into their respective temporal order and then burned onto a DVD. During the actual experiment, a set of stimuli was presented at a constant volume through Sony MDR-CD180 headphones on a set of four Dell Dimension 4500 computers containing an internal DVD player.
Procedure
Participants were tested in groups of two to four individuals and received a response booklet and written instructions for the experimental procedure. They were told they would be presented with a set of five audiovisual events and immediately after each, asked to complete four sets of judgments on a series of 7-point scales. For all participants, these sets of judgments were arranged in a consistent order to minimize any carryover effects, and to systematically direct attending from a holistic to more analytical levels. In rating Set I, participants were instructed to evaluate the stimulus as a whole for its overall affect (1 = "very positive" vs. "very negative"), activity (1 = "very active" vs. "very passive"), and likeability (1 = "strongly like" vs. "strongly dislike"). Next, they were given an array of 28 randomly arranged adjectives and told to circle all those that described the stimulus they had just encountered. These adjectives were adopted from Russell's (1980) Circumplex Model of Emotion which depicts a two-dimensional array of adjectives defined by both an activity (active, passive) and valence (positive, negative) axis. The seven adjectives from each of the four quadrants in Russell's model were included in the present study (see Appendix B). In rating Set III, participants were told to focus on the tune alone and evaluate its overall affect (1 = "very positive"), activity (1 = "very active"), tempo or "overall speed" (1 = "very fast" vs. "very slow"), tonality or "the extent to which the melody's notes seemed to belong or not belong to the piece" (1 = "very tonal" vs. "very atonal"), rhythm or "the extent to which the timing of notes was regular and predictable" (1 = "very regular" vs. "very irregular"), loudness (1 = "very loud" vs. "very soft"), harmony or "whether the sequence of notes appeared to unfold in a pleasing vs. discordant fashion" (1 = "very harmonious" vs. "very discordant"), and flow or "the way that notes seem to transition from to another" (1 = "very smooth" vs. "very staccato"). Lastly, in rating Set IV, attention was directed toward the visual display in which participants were asked to judge its affect (1 = "very positive"), likeability (1 = "very likeable"), the extent to which it fit the accompanying soundtrack (1 = "very well" vs. "very poorly"), and whether it appeared to contain a coherent theme that conveyed a meaningful message (1 = "very meaningful" vs. "very non-meaningful"). Each of these four sets of judgments was presented on a separate page of the response booklet and participants were asked to complete a given set of ratings before moving on to the next. Participants were also instructed that they had an unlimited amount of time to complete all ratings and when they had done so, to press the space bar on the computer keyboard to advance the next stimulus. An entire experimental session was approximately 35 min in duration.
Results
Separate analyses were conducted on each of the four sets of perceptual judgments and in each case, mean ratings were collapsed over the ten presentation sets. Given that ratings of the visual dimensions (Set IV) and the stimuli as a whole (Sets I, II) allow one to assess the construct validity of the experimental material, they are discussed first.
Visual Dimensions
These ratings directed participants' attending to the visual displays alone, which thereby excluded the control condition in which no visual information was presented. Table 1 depicts the set of mean ratings as a function of the affect and format of the visual displays.
A 2 (visual affect) × 2 (visual format) repeated measures MANOVA revealed a significant main effect of visual affect on the combined set of ratings, F(4, 56) = 77.63, p < .0001, Wilks' Lambda = .11. Univariate analyses of the individual ratings, using an adjusted alpha level of .0125, showed that two of the judgments varied with visual affect, namely, rated affect, F(1, 59) = 194.39, p < .0001, and likeability, F(1, 59) = 87.95, p < .0001. Consistent with the results of the pretest, the affect of positive visual displays was rated significantly more positive than that of negative displays. Similarly, participants liked the positive displays more than the negative ones. The two remaining judgments, visual theme and fit, yielded null results. The means in all of these conditions were relatively low, indicating that the meaningfulness of the visual themes and the fit with paired melodies were judged to be quite high.
This overall pattern of results generalized across the montage and video formats of the visual displays: there was neither a main effect for format nor an interaction with visual affect in the initial MANOVA.
Music/Film Stimulus Dimensions
RATING DATA
This set of judgments required participants to evaluate each stimulus in a holistic fashion for its overall affect, activity, and likeability, and provides an additional opportunity to assess the construct validity of the visual manipulations. By subsequently comparing differences between the experimental and control conditions, these data also allow one to determine how ratings vary in the presence vs. absence of visual information. The set of mean ratings as a function of visual affect and format are shown in Table 2 .
An overall 2 × 2 repeated measures MANOVA revealed that the combined set of ratings was significantly influenced by both a main effect for visual affect, F(3, 57) = 94.36, p < .0001, Wilks' Lambda = .11, and format, F(3, 57) = 9.21, p < .001, Wilks' Lambda = .56. Univariate tests of the visual affect manipulation, with an adjusted alpha level of .017, indicated that the rated affect, F(1, 59) = 268.32, p < .0001, likeability, F(1, 59) = 118.98, 48 Marilyn G. Boltz, Brittany Ebendorf, & Benjamin Field Note: Each rating was on a 7-point scale in which a value of "1" corresponded to "very positive" for Affect, "very likeable" for Likeability, "very meaningful" for Theme, and "very good" for Fit. Standard deviations are shown in parentheses. p < .0001, and activity of the stimuli, F(1, 59) = 64.11, p < .001, were all influenced by this variable. Positive stimulus pairings were judged more positive in their affect, more likeable, and more active than negative stimulus pairings. For visual format, the univariate tests (with an adjusted alpha of .017) showed that only the rated activity of stimuli was influenced by this manipulation: visual montages were judged more active than video displays for both visual affect conditions. In order to evaluate the rated stimulus dimensions in the presence vs. absence of visual information, a second one-way MANOVA was conducted that included the four experimental conditions as well as the single control condition. As before, a significant effect emerged for the set of combined ratings, F(3, 57) = 52.98, p < .0001, Wilks' Lambda = .04, and as indicated by the univariate analyses (with an adjusted alpha level of .017), judged affect, F(4, 236) = 156.21, p < .0001, likeability, F(4, 236) = 60.25, p < .0001, and activity level, F(4, 236) = 9.38, p < .001, were all influenced by the stimulus dimensions.
A set of Dunnett posthoc comparisons next was performed to contrast the experimental vs. control conditions for each type of rating. The results showed that relative to the control melodies presented alone, melodies accompanied by positive videos and montages were rated significantly more positive in their affect, but more negatively when accompanied by negative videos and montages. The same was true of the likeability ratings. For both format types, positive visual displays significantly increased the likeability of stimuli whereas negative displays decreased likeability relative to melodies presented by themselves. Lastly, a somewhat different pattern of results was found for the activity ratings. Relative to the control condition, both positive and negative montages as well as positive videos significantly enhanced the activity level of stimuli, whereas that of negative videos did not significantly change.
ADJECTIVE SELECTION DATA
Recall that for each stimulus presented, participants were asked to select all relevant adjectives that varied along the two dimensional axes of stimulus affect and activity. In order to evaluate these data, the percentage of adjectives selected from each of the four quadrants (n/7 × 100) was determined for each participant and analyzed through a 2 (visual affect) × 2 (visual format) × 2 (affect axis) × 2 (activity axis) repeated measures ANOVA. These means are shown in Table 3 .
The most important finding was a significant fourway interaction, F(1, 59) = 46.01, p < .001. A set of Bonferroni posthoc comparisons (p set at .05) confirmed that for both types of visual formats, a significantly greater percentage of positive (vs. negative) adjectives was selected in the presence of positive visual displays, whereas the opposite was true for negative displays. These selections, however, also depended on format. Video stimuli were significantly more likely to result in the selection of passive adjectives and montages with active adjectives, and this applied to both positive and negative material.
To assess how this set of results compared to the control condition, a 5 (stimuli) × 2 (affect axis) × 2 (activity axis) repeated measures ANOVA was performed. The three-way interaction was once again significant, F(4, 236) = 27.81, p < .001, and a set of Dunnett posthoc comparisons (p set at .05) was conducted to isolate the pattern of differences. In the control condition, all melodies had been pretested as neutral in affect and, in fact, the percentage of selected adjectives was relatively low, ranging from 10% to 19%. However, relative to these melodies, the selection of positive and negative Audiovisual Interactions 49 adjectives significantly increased in response to positive and negative displays, respectively. As a set, then, these data along with the ratings of the visual displays and stimuli as a whole all confirm the construct validity of the experimental manipulations.
Musical Dimensions
The question of most interest in this first experiment is whether visual displays influence the perception of their accompanying melodies. To address this, a 2 × 2 repeated measures MANOVA first was conducted to assess the potential effects of visual affect and format on the musical dimensions of perceived affect, activity, tempo, tonality, rhythm, loudness, harmony, and flow. This set of means is depicted in Table 4 .
The results indicated that the combined ratings were influenced by significant main effects for both visual affect, F(1, 52) = 18.98, p < .0001, Wilks' Lambda = .11, and format, F(1, 52) = 9.13, p < .0001, Wilks' Lambda = .19. For the visual affect manipulation, univariate analyses of the individual ratings (with a Bonferroni adjusted alpha level of .006) revealed that five of the eight dimensions were influenced by the mood of the visual display. Relative to tunes accompanied by negative scenes, those heard in the context of positive scenes were judged faster, F(1, 59) = 18.05, p < .001, more rhythmic, F(1, 59) = 16.27, p < .001, louder, F(1, 59) = 15.98, p < .001, more active, F(1, 59) = 19.11, p < .001, and more positive in overall affect, F(1, 59) = 30.72, p < .001. Music perception also varied with visual format. Univariate tests of this manipulation (adjusted alpha of .006) showed that relative to videos, tunes accompanied by montages were heard as faster, F(1, 59) = 32.69, p < .001, more rhythmic, F(1, 59) = 11.74, p < .001, more active, F(1, 59) = 23.61, p < .001, and more staccato in their flow, F(1, 59) = 13.72, p < .001. The two remaining musical dimensions, tonality and harmony, yielded null effects and were not influenced by either visual format or affect.
To assess whether music perception was altered by the presence vs. absence of visual information, a oneway repeated measures MANOVA was next performed that included the control condition along with the experimental ones. It was significant, F(4, 52) = 11.07, p < .001, Wilks' Lambda = .13, and univariate analyses of the individual ratings (with an adjusted alpha level of .006) indicated that four of the musical dimensions were influenced by the stimulus dimensions, namely, tempo, F(4, 236) = 21.05, p < .001, rhythm, F(4, 236) = 13.06, p < .001, loudness, F(4, 236) = 12.26, p < .001, and activity, F(4, 236) = 17.57, p < .001. A set of Dunnett comparisons between the control and experimental conditions further revealed that melodies paired with any type of visual scene were judged significantly faster, more rhythmic, louder, and more active than those in the control condition. For the dimension of flow, control melodies did not significantly differ from those accompanied by a video format, but were perceived as having a smoother flow of notes than those accompanied by a montage. Lastly, this set of comparisons revealed that the overall affect of a tune was enhanced by visual information. Relative to tunes heard in isolation, melodies were judged significantly more Note: Each rating was on a 7-point scale in which values of "1" corresponded to "very fast" for Tempo, "very tonal" for Tonality, "very regular" for Rhythm, "very loud" for Loudness, "very harmonious" for Harmony, "very smooth" for Flow, "very positive" for Affect, and "very active" for Activity. Standard deviations are shown in parentheses.
positive and negative when accompanied by positive and negative scenes, respectively.
Discussion
This first experiment demonstrates that visual displays influenced music perception in a variety of ways. At the most general level, the mere presence of visual information, regardless of its affect or format, enhanced certain musical dimensions such that melodies were heard as faster, more rhythmic, louder, and more active than the same melodies heard by themselves. One will immediately notice that these qualities are all associated with positive affect in the auditory modality (Gabrielsson & Lindstrom, 2001; Hevner, 1935a Hevner, , 1935b Juslin, 1997; Scherer & Oshinsky, 1977) . However, affect cannot be the mediating factor since the phenomenon also occurred in the presence of negative scenes. Similarly, stimulus likeability is unlikely to be at play since only the positive pairings were judged more likeable than the control melodies-negative pairings were judged less likeable. An alternative possibility is that the presence of visual information renders an accompanying melody more interesting and/or meaningful, which in turn enhances the salience of its acoustical qualities. Sun & Lull (1986) , for example, have argued that the meaning supplied by visual scenes is one of the main factors contributing to the popular appeal of music videos among young listeners. Relative to listening to a melody by itself, an accompanying sequence of scenes provides an interpretation of the song's meaning and the underlying message it is attempting to convey. This provides the basis for further elaboration and the opportunity to relate the song to associated concepts. In his book, Analysing Music Multimedia, Cook (1998) has made a similar argument and succinctly states: ". . . music interprets the words and pictures" (p. 22). Although none of the perceptual judgments directly assessed this idea, ratings of the visual scenes were judged high in meaningfulness and to fit well with their respective tune. If the meaning of scenes generalized to the accompanying music to heighten its perceived meaningfulness and interest level, then the types of acoustical changes observed here would be expected.
Beyond effects due to the mere presence of visual information, there also was evidence that visual affect influenced music perception in a mood-congruent fashion. Consistent with the findings of Geringer et al. (1996 Geringer et al. ( , 1997 , the affect of visual scenes enhanced the emotional impact of a tune. Melodies that had been prerated as neutral in overall affect were judged to have a positive affect in the presence of positive scenes but a negative affect in the presence of negative scenes. More interestingly, the acoustical qualities of these tunes were influenced in a corresponding manner. Melodies in a positive visual context seemed louder, faster, more rhythmic, and more active than those in a negative context. The mood of the film, then, not only biased the affective interpretation of an accompanying tune, but once this interpretation was adopted, changed the way the tune was perceived in a mood consistent manner.
It is noteworthy that only the temporal qualities of tunes were biased by film affect, but the pitch qualities of tonality and harmony were not. Two processes may be at play. In an extensive review of the literature, Gabrielsson & Lindstrom (2001) noted that among the various factors specifying mood in the auditory modality, tempo appears to be the most influential (e.g., Hevner, 1937; Juslin, 1997; Scherer & Oshinsky, 1977) . In the Scherer and Oshinsky (1977) study, for example, participants rated the emotional tone of auditory sequences that systematically had been manipulated along a given dimension, and tempo was found to be the strongest determinant of any change in perceived affect. More generally, positive (or negative) events within everyday life tend to be accompanied by increases (or decreases) in energy, and the iconic equivalents of this may be more clearly expressed through tempo, loudness, and the extent to which there are rhythmic and predictable patterns of change. A second process potentially at play is that the concepts of tempo, loudness, and rhythm may seem more familiar to listeners and therefore more unambiguous than those of tonality and harmony. Although these latter concepts were defined for participants, they are more specific to music than the former, and nonmusicians in particular may be more uncertain about their acoustical correlates. The degree of variability for these two judgments was, in fact, higher than that of the other ratings.
The last main finding was the effect of visual format on perceptual ratings. Both the adjective selection and musical rating data showed that in contrast to videos that were judged smoother and more passive, visual montages seemed more active. These terms, in fact, aptly describe the structure of each format. The videos used here displayed a relatively slow rate of action in which thematically related scenes smoothly transitioned from one to another. Montages, on the other hand, contained approximately 130 still photos that changed every 700 ms to match the average beat duration of its accompanying tune. Moreover, even though the photos within each montage displayed a positive or negative affect that participants viewed as related to an overarching theme, the content of each was relatively independent of the immediately surrounding ones. Results from the musical rating data showed that relative to a video format, these various characteristics enhanced the perceived rhythm, rate, and activity of the accompanying tunes and led to a seemingly more staccato flow of notes.
Experiment 2
Experiment 2 was designed with two related goals in mind. The first was to determine whether the effects of visual information on music cognition generalize to a different methodological context. Although perceptual ratings provide a useful means in which to assess how audiovisual events are experienced, these evaluations are very subjective in nature and can be influenced by demand characteristics and/or response bias effects. To confirm the reliability of those effects observed in Experiment 1, it is therefore useful to assess behavior on a very different type of task. The particular one adopted in Experiment 2 is that of recognition memory that not only serves as a converging operation, but also enables one to assess whether visual displays influence other types of cognitive behavior beyond perceptual experience.
In an investigation of the effects of music on film, recall that the study by Boltz (2001) manipulated the affect of musical soundtracks in the presence of ambiguous film clips. In addition to effects on the film's interpretation, results from a second group of participants revealed that music biased selective attending and subsequent remembering in a mood-congruent fashion. Both the remembering of old items and the confabulation of new items varied with the affect of the accompanying soundtrack. The question addressed here is whether the reverse effect occurs such that variations in visual affect influence melody recognition in a corresponding manner. If visual displays actually do alter the perceived affect and acoustical qualities of a song, then this should be reflected through memory distortions. In the presence of positive scenes, for example, melody recognition may be biased in a moodcongruent fashion such that tunes are falsely recognized as faster, louder, more rhythmic, and higher in pitch. Similarly, tunes may be misremembered as having the opposite set of characteristics in the presence of negative scenes.
These ideas were investigated in an experimental design that consisted of two phases. The first was identical to that of Experiment 1 in which participants listened to a set of five tunes, four of which were accompanied by visual scenes that varied in affect and format, and one appearing in the absence of visual information. Immediately afterwards, all participants were then given a surprise recognition memory task. On a given trial, they were required to discriminate an old melody in its original form from a new version that systematically had been transformed along one of three structural dimensions that conveys emotional information in the auditory environment (e.g., Gabrielsson & Lindstrom, 2001) . In particular, each tune was increased or decreased in either tempo, pitch, or both pitch and tempo together to reflect a more positive or negative affect, respectively. In contrast to the qualities of tonality and harmony evaluated in Experiment 1, a different pitch dimension was assessed here, namely, absolute pitch in which the frequency (Hz) of all notes within a melody was uniformly increased or decreased. Given that this type of pitch change frequently is associated with emotional changes in music and the human voice Scherer, 1979) , it may be susceptible to mood bias effects arising from the visual displays. In all conditions, the main measure of interest is the pattern of false recognitions that is predicted to reflect biases from visual affect.
Method
Design and Participants
The experimental design for phase one was identical to that of Experiment 1: all participants listened to four melodies accompanied by visual information that varied in its format (montage, video) and affect (positive, negative). As before, a control melody was presented in isolation. During a subsequent recognition phase, all participants re-encountered their respective set of melodies along with distracter versions that were more positive or negative in their overall affect. The type of melody transformation displayed by distracters (tempo, pitch, tempo + pitch) varied as a between-subjects variable. The resulting design was a 2 (visual affect) × 2 (visual format) × 2 (affect of distracter melodies) × 3 (melody transformation type) mixed factorial with a hanging control group.
A different group of 60 participants from an Introductory Psychology course at Haverford College participated for course credit. Once again, the sample primarily consisted of nonmusicians. None were currently playing or had played a musical instrument within the past three years and only 8% were members of the campus choir.
Stimulus Materials
Although material for the presentation phase remained the same, an additional set of melodies was developed for the subsequent recognition memory phase. Using digital audio editing software (Audacity), each melody from Experiment 1 systematically was altered along the acoustical dimensions of pitch, tempo, and pitch + tempo. For tempo, each melody was accelerated and decelerated by 15% while holding pitch constant. The pitch transformation involved increasing and decreasing the absolute frequency (Hz) of all notes within a melody by 15% while holding tempo constant. For the third type of transformation, the tempo and pitch frequencies of all melodies were jointly increased and decreased by 15%. 1 As indicated in the past literature (e.g., Gabrielsson & Lindstrom, 2001) , these types of increases and decreases in pitch and/or tempo result in more positive and negative musical affect, respectively. From these melodies, three different melody sets were formed for the recognition memory phase of the experiment. Each contained 20 trials and all trials contained melodies alone (with no accompanying visual information) incorporating only one type of transformation, namely, pitch increases/decreases, tempo increases/decreases, or pitch + tempo increases/ decreases. On a given trial, two versions of a given tune were presented, one in its original form (old) and another in an altered form (new); the order of these was evenly balanced across all trials. Within a given set, each of the five melodies was presented on four occasions, two in which the altered version represented an affectively more positive tune and two representing an affectively more negative tune. Lastly, each of the three sets was arranged into two different orders of randomized trials to yield a total of six recognition memory sets.
Procedure
The experimental procedure consisted of two phases. In the first, participants were presented with one of the 10 presentation sets from Experiment 1, each containing four music/visual pairings along with a control melody, and instructed to listen carefully because they later would be asked questions about them. Immediately following this, participants were randomly assigned to one of the six melody recognition sets and given a surprise recognition memory task. On each trial, a warning tone signaled the trial's onset and was followed 1 s later by two versions of a given melody. During a 5 s response period that followed, participants were asked to indicate on a response sheet which of the two melodies was identical to one heard earlier. Participants were tested in groups of one to four individuals, and an entire experimental session was approximately 45 m.
Results
Given that participants were required on each experimental trial to discriminate between a melody's original vs. altered version, hit ("old"/old) and false alarm ("old"/new) rates were inversely related to one another. False alarm rate was assessed in the overall ANOVAs since certain predictions have been offered as a function of the melodies' transformations. An initial ANOVA assessed performance in the experimental conditions alone in which melodies were accompanied by visual information. A subsequent ANOVA was conducted that contrasted performance between the experimental and control conditions.
For the first analysis, the data were collapsed over the ten presentation sets from phase one and the six melody sets from phase two such that the resulting statistical design was a 3 × (2 × 2 × 2) mixed factorial. Melody transformation type (pitch, tempo, pitch + tempo) was the single between-subjects factor whereas visual affect (positive, negative), visual format (montage, video), and affect of the new distracter melodies (positive, negative) were the repeated measures variables. These means are depicted in Table 5 . When significant differences emerged, the set of experimental means was further analyzed through Bonferroni posthoc comparisons (p set at .05).
The overall ANOVA revealed three significant effects. First, a main effect for melody transformation type, F(2, 57) = 5.38, p < .007, revealed that relative to melody sets containing pitch (M = 15%) or pitch + tempo transformations (M = 15%), error rate was significantly higher for melodies displaying tempo transformations (M = 25%).
Audiovisual Interactions 53 1 The 15% magnitude of change used in the melody transformations of Experiment 2 was determined through a pretest in which eight participants, all nonmusicians, independently listened to three blocks of the five melodies. Within a given block, all melodies displayed the same type of transformation (i.e., pitch, tempo, or both) and each was presented twice for a total of 30 trials. On a given trial, a melody was initially presented in its unaltered version (0 change) and immediately followed by six additional versions that had been transformed by ±5%, ±10%, ±15%, ±20%, ±25%, and ±30% in pitch and/or tempo. The participant's task was to indicate which transformed version seemed to just noticeably differ from the initial melody. The results showed that a change of ±15% was most frequently selected as the jnd for tempo (81%), pitch (75%), and pitch + tempo (83%).
Second, there was a significant visual affect × distracter melody affect interaction, F(1, 57) = 32.81, p < .001, that can be seen in the column means of Table 5 . Notice that the false alarm rate for positive distracters is significantly higher than that of negative distracters when tunes were initially presented in a positive visual context. Conversely, negative (vs. positive) distracters were more likely to be misidentified when they initially appeared in a negative visual context. Table 5 also reveals a significant three-way interaction between melody transformation type, visual affect, and distracter melody affect, F(2, 57) = 11.72, p < .001. Within each of the three transformation conditions, mood congruency effects were observed in that the false alarm rate for positive vs. negative distracters was higher in the positive visual affect condition, whereas the reverse was observed in the negative visual affect condition. This pattern of mean differences, however, was significantly more pronounced with melodies displaying tempo transformations than pitch + tempo transformations, which in turn was more pronounced than melodies displaying pitch transformations alone. Lastly, unlike Experiment 1, visual format exerted no influence on recognition memory performance: the results generalized across both the video and montage formats.
To assess recognition memory performance in the presence vs. absence of visual information, a secondary ANOVA was performed that included the control condition along with the experimental ones. The resulting statistical design was a 3 (melody transformation type) × 2 (affect of the distracter melodies) × 5 (stimuli) mixed factorial. A significant main effect for melody transformation type, F(2, 57) = 4.10, p < .009, once again emerged, and a set of Dunnett posthoc comparisons (p set at .05) indicated that the error rate for tempo transformations was significantly higher in the presence of visual displays (M = 25%) than in their absence (M = 16.5%). Null differences between the experimental and control conditions were observed for both the pitch and pitch + tempo transformations.
The two-way interaction between stimuli and distracter melody affect also was significant, F(4, 57) = 15.5, p < .001. Dunnett comparisons showed that in the No Visual condition, a comparable percentage of false recognitions was observed for positive and negative distracters. However, relative to each of these values, the added presence of positive and negative displays significantly increased the false recognition of positive and negative distracters, respectively.
Lastly, as in the initial analysis, the three-way interaction between stimuli, distracter melody affect, and melody transformation type was significant, F(4, 57) = 8.63, p < .001. A set of Dunnett comparisons indicated that in the three No Visual conditions, the false alarm rates for positive vs. negative distracters were comparable to one another. Although the percentages of these false alarms significantly increased in the presence of mood congruent visual information, this only applied to melodies with tempo or pitch + tempo transformations. No significant differences between the control vs. experimental conditions were observed with melodies displaying pitch transformations alone.
Discussion
The present set of results converges with those of Experiment 1 by showing that music cognition was influenced by the presence of visual information. In lieu of perceptual judgments that are subjective in nature, the recognition memory task used here was an incidental one that participants were not expecting and was therefore less vulnerable to demand characteristics. As such, it represents a more implicit measure of cognition.
54 Marilyn G. Boltz, Brittany Ebendorf, & Benjamin Field The most notable finding is that visual affect distorted melody recognition in a mood-congruent fashion. Relative to control melodies that produced a comparable false alarm rate across positive and negative distracters, negative displays increased the false recognition of negative distracters and decreased that of positive distracters. The reverse effect occurred in the presence of positive displays. This phenomenon, however, only appeared in distracter melodies whose tempo had been systematically increased or decreased to reflect more positive or negative emotion, respectively. The added presence of pitch transformations reduced the mood congruency bias, and it was eliminated entirely by pitch transformations alone. This too is consistent with the results from Experiment 1 in which tempo and the more dynamic qualities of a tune were most influenced by visual affect. In contrast to tonality or harmony assessed in the previous study, the type of pitch characteristic addressed in Experiment 2 consisted of pitch increases or decreases-emotive changes commonly experienced in speech and other auditory events. Nonetheless, pitch was not influenced by the visual manipulations and the general meaning of this finding is unclear. Within the past literature, tempo often is found to have the greatest impact on musical affect when multiple factors are examined (Hevner, 1937; Juslin, 1997; Scherer & Oshinsky, 1977) , and perhaps the present set of findings is another illustration of this phenomenon. Alternatively, the null effects of pitch may be due to the methodology that was used. For example, perhaps absolute pitch was not transformed to a sufficient magnitude and/or is dependent upon other pitch characteristics (e.g., mode, timbre, pitch range, melodic contour) in order to influence perceived affect. A third possibility is that despite the results of the pretest 1 showing that a 15% change in pitch can be discriminated, perhaps participants did not encode the absolute pitch intervals of melodies. Previous research has shown that except for those who have this rare ability, most individuals are not able to remember absolute pitch values unless the tunes are highly familiar (Halpern, 1989; Schellenberg & Trehub, 2003) . Given the unfamiliarity of the musical selections and a sample of nonmusicians, this too may account for the results. Additional investigations are needed to clarify these issues and determine whether visual displays can, in fact, influence the perception and remembering of certain pitch qualities.
Lastly, unlike the previous study, visual format exerted no significant impact on recognition performance. The observed pattern of results generalized across both the video and montage formats and it was only the mood of the visual display which led to distortions in melody recognition.
General Discussion
In many ways, the present set of results parallel the demonstrated effects of musical soundtracks on the cognitive processing of visual information. In both cases, the mood of music or visual displays provides an interpretative framework that then biases the nature of perception and memory. In the context of film, the mood of music influences inferences about why people are exhibiting the behaviors they are, what items from a scene are best remembered and what's likely to be confabulated, and how well the film later persists in long-term memory (see Cohen, 2001 , for a review). When one examines the reverse relationship and the effects of visuals on music, the two experiments conducted here revealed that visual affect, at the very least, led to a general emotive interpretation that was either positive or negative in nature. This in turn biased the perception of a melody's affect and corresponding acoustical qualities in a mood congruent fashion. These effects were not only found in an explicit task of perceptual judgments but an implicit one that relied on recognition memory. Memory distortions occurred such that melodies were falsely recognized as faster or slower than their actual tempi in the presence of positive and negative displays, respectively.
Although visual affect exerted a greater and more reliable impact than visual format, the latter nonetheless influenced music perception. The two formats used here were intentionally selected for both their common usage and structural distinctiveness from one another. In contrast to the smooth transition of scenes within videos, montages displayed a set of still scenes that transpired at a rapid rate. These structural characteristics biased perception in a congruent fashion in that melodies in the presence of montages were judged faster, more rhythmic, more active, and more staccato than the same tunes in either the presence of videos or the absence of any visual information at all. Visual format, however, did not contribute to the types of memory distortions investigated in Experiment 2; namely, pitch and tempo. Nonetheless, it is possible that visual format may influence the remembering of other acoustical qualities, such as rhythm, and future research is needed to investigate this issue.
The overall results observed in this research were reliable ones that not only applied to different tasks, but a majority of participants in each experiment and a set of five different tunes that, across different presentation sets, were paired with the entire array of visual material. Moreover, the tunes themselves were ambiguous in the sense that each displayed a neutral affect and moderate level of activity. By pairing the same set of melodies with scenes of different affects and structural formats, this allowed one to examine the effects of the experimental manipulations alone while holding melodies constant across all experimental conditions. Lastly, an attempt was made to disguise the purpose of each experiment from participants, and thereby reduce demand characteristics. Participants in Experiment 1 were asked to rate all dimensions of the music-film pairs, and to perform an incidental (surprise) recognition memory task in Experiment 2.
From a theoretical perspective, one can argue that the effects of visual affect and format on music cognition reflect a type of stimulus overgeneralization effect. This was apparent with visual format in that melodies were perceived to have the same qualities as an accompanying montage or video, and visual affect exerted a similar influence via a mood congruent bias. In both cases characteristics of the visual display were attributed to their accompanying melodies such that, perceptually, they appeared to be structurally and affectively congruent with one another. In a theory of crossmodal perception, Welch (1999) has claimed that this sort of phenomenon is inherent to the cognitive system and illustrative of the "unity assumption." The basic idea is that humans are motivated to maintain congruence in their perceptual world such that any physical discrepancies (of a reasonable magnitude) are reduced in order to attain an integrated and unitary percept. This not only provides individuals with a sense of harmony and well-being, but also ensures a more efficient use of cognitive resources. In lieu of dividing one's attention among separate sources of information, perceptual unification allows one to direct attention toward a single event that entails less effort. Welch primarily has discussed the unity assumption relative to intersensory conflicts such as the ventriloquism effect or viewing a prismatically displaced hand. In a context such as the present one, where one modality is affective and the other is ambiguous, an intersensory bias toward structural congruence is even more likely to occur given the relatively small magnitude of discrepant information.
These ideas are consistent with a Congruence-Associationist Model (Cohen, 1999 (Cohen, , 2009 ) specifically developed to address music-film interactions. This model envisions a set of hierarchical stages that operate in both a top-down and bottom-up fashion. At an initial level, different sources of film information (i.e., music, visual activities, speech) are processed independently for their physical features. Patterns of these features are then compared for any crossmodal structural congruencies at level B and depending on the intended purpose of the art form (e.g., cinematic art to depict a visual story vs. music videos to highlight a song), attention will be biased toward the visual or auditory modality. At level C, information enters short-term memory and, hence, consciousness where people attempt to construct and make sense of the working narrative. This comprehension process is facilitated by top-down contributions from level D, which contains pre-stored knowledge about how people typically act in different situations.
The types of perceptual biases observed in the present research would presumably occur at the pre-attentive level of the model in which physical features from the audio and visual modalities are compared (Level B) before entering short-term memory for narrative construction and comprehension (Level C). In cases in which one modality is ambiguous but an accompanying modality has clear emotive meaning, the features of the latter appear to distort the perception and remembering of features within the former to achieve structural congruence and unity. Such effects previously have been observed in the perception of ambiguous visual material accompanied by positive or negative music (e.g., Boltz, 2001; Bullerjahn & Guldenring, 1994; Liu, 1976; McFarland, 1984; Parrott, 1982) , and were similarly observed here in the perception and remembering of ambiguous melodies accompanied by positive or negative visual displays. These parallel results suggest that the relationship between music and visual information is a reciprocal one that results in a unified percept. Although such unifications may result in perceptual and memory distortions, as seen here, they also can enhance the emotional impact of stimuli and, as argued by Welch (1999) , serve to reduce cognitive processing effort.
The research reported here is, in many ways, preliminary in nature and suggests several avenues of future research. One question involves situations in which visual displays and music each convey a strong and unambiguous emotion but ones which conflict with one another. This technique is commonly used in film-making and is known as "ironic contrast." Does film continue to bias music cognition in any way, including judged affect, memory, or the perception of acoustical qualities? More generally, does the impact of visual information on music produce the same magnitude of intersensory bias as the impact of music on visual information, or does one dominate the other? In addition, it may be useful to examine the potential influence of other visual dimensions beyond affect and structural format. For example, the particular content of a display along with its spatial properties may be of relevance, as may the amount and potency of activity. Lastly, visual information may influence other components of music cognition beyond those considered here, including the long-term memorability of a tune or the interpretation of a song's lyrics. The recognition memory paradigm of Experiment 2 offers a particularly useful means in which to investigate other types of memory distortions that may arise from audiovisual interactions, and whether these vary with certain types of individuals such as those with varying degrees of musical experience. In short, a multitude of questions arise when one considers the various ways in which music and visual information may reciprocally influence behavior. Although the past literature seems to tacitly reflect a visual bias by extensively investigating ways in which music can influence the processing of visual mediums, the reverse relationship is of equal interest and ecological validity. Investigations of the latter and parallels with the former will ultimately enhance our understanding of those processes mediating intersensory perception that is so typical of everyday cognition.
