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We prove some results conjectured by Zhi-Hong Sun regarding
the value of ε
p−1
4
d mod p, where εd is a unit of norm −1 in Q(
√
d),(
d
p
)
= 1 and p ≡ 1 (mod 4). The answer is given in terms of how
we write p as p = f(x, y) = u2 + v2, with x, y, u, v ∈ Z, where f is a
certain quadratic form of determinant −4d. In Sun’s conjectures
d has the particular form d = b2 +4 with b odd or d = b2/4+ 1 with
b even. Also f has a particular form, namely f = X2 + dY 2. We
will show how this problem can be tackled for d > 1 squarefree
arbitrary and f arbitrary with discriminant −d or −4d.
1 Introduction
Let d > 1 be a square-free integer and let ε be an integer in Q(
√
d). In
[S1] Zhi-Hong Sun determined the value of ε(p+(
−1
p ))/2 mod p in the case
when
(−d
p
)
= 1. His answer is given in terms of x, y ∈ Z satisfying p =
f(x, y), where f = AX2 +BXY +CY 2 is a quadratic form of discriminant
B2−4AC = −k2d and k is a bounded positive integer. Such a representation
by a quadratic form exists because
(−d
p
)
= 1. Later Sun stated several
conjectures regarding the value of ε(p+(
−1
p ))/4 mod p, again when
(−d
p
)
= 1.
In [B] we proved two of his conjectures in the case when
(
d
p
)
=
(−1
p
)
= −1.
The value of ε(p+1)/4 mod p can be determined in terms of x, y, u, v ∈ Z
satisfying p = f(x, y) = u2±2v2, where f is a quadratic form of discriminant
−k2d and the ± sign is + if p ≡ 3 (mod 8) and it is − if p ≡ 7 (mod 8). In
some cases, such as in Sun’s conjectures, ε(p+1)/4 mod p can be determined
in terms of x, y alone but at this time we don’t know if this can be achieved
always.
The conjectures we prove in this paper deal with the value of ε(p−1)/4
mod p in the case when
(
d
p
)
=
(−1
p
)
= 1 and the answer is given in terms of
x, y, u, v ∈ Z satisfying p = f(x, y) = u2 + v2, where f is a quadratic form
of discriminant −k2d.
We define Un(b, c) and Vn(b, c) to be the Lucas sequences given by:
U0(b, c) = 0, U1(b, c) = 1 and Un+1(b, c) = bUn(b, c)− cUn−1(b, c)
1
and
V0(b, c) = 2, V1(b, c) = b and Vn+1(b, c) = bVn(b, c)− cVn−1(a, b).
Alternatively, if d := b2−4c is not a square, the integers Un(b.c), Vn(b, c)
can be defined by the relation Vn(b,c)+Un(b,c)
√
d
2
=
(
b+
√
d
2
)n
.
Note that (−b)2−4c = b2−4c = d and so Vn(−b,c)+Un(−b,c)
√
d
2
=
(
−b+
√
d
2
)n
=
(−1)n
(
b−√d
2
)n
= (−1)n Vn(b,c)−Un(b,c)
√
d
2
. Hence Vn(−b, c) = (−1)nVn(b, c)
and Un(−b, c) = (−1)n+1Un(b, c).
We now state the Conjectures 9.4, 9.11, 9.14 and 9.17 from [S2], which
we will call Conjectures 1-4.1
Conjecture 1 Let p ≡ 1 (mod 4) be a prime, b ∈ Z, 2 ∤ b and p =
x2 + (b2 + 4)y2 = u2 + v2 6= b2 + 4 with x, y, u, v ∈ Z. Suppose that u and
all odd parts of x, y, v are ≡ 1 (mod 4).
(i) If 4 ∤ xy, then V p−1
4
(b,−1) ≡ 0 (mod p) and
U p−1
4
(b,−1) ≡


(−1) v4 2y
x
(mod p) if 2‖x and b ≡ 1, 3 (mod 8),
−(−1) v4 2y
x
(mod p) if 2‖x and b ≡ 5, 7 (mod 8),
2yv
xu
(mod p) if 2‖y.
(ii) If 4 | xy, then U p−1
4
(b,−1) ≡ 0 (mod p) and
V p−1
4
(b,−1) ≡


2(−1) y+v4 (mod p) if 4 | y,
−2(−1)x4 v
u
(mod p) if 4 | x and b ≡ 1, 3 (mod 8),
2(−1)x4 v
u
(mod p) if 4 | x and b ≡ 5, 7 (mod 8).
Sun has checked this conjecture for b < 60 and p < 20000.
Conjecture 2 Let p ≡ 1 (mod 4) be a prime, b ∈ Z, b ≡ 4 (mod 8)
and p = x2 + (b2/4 + 1)y2 = u2 + v2 6= b2/4 + 1 with x, y, u, v ∈ Z. Suppose
that u and all odd parts of x, y, v are ≡ 1 (mod 4). Then
U p−1
4
(b,−1) ≡


(−1) b+48 + v4 y
x
(mod p) if 2‖x,
yv
xu
(mod p) if 2‖y,
0 (mod p) if 4 | xy
and
V p−1
4
(b,−1) ≡


2(−1) y+v4 (mod p) if 4 | y,
2(−1) b−48 +x4 v
u
(mod p) if 4 | x,
0 (mod p) if 4 ∤ xy.
This conjeecture was checked for b < 100 and p < 20000.
1In order that our notation matches that from [B], we took the liberty of replacing
Sun’s c and d by u and v. Thus p = c2 + d2 from [S2] becomes p = u2 + v2.
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Conjecture 3 Let p ≡ 1 (mod 4) be a prime, b ∈ Z, 8 | b and p =
x2 + (b2/4 + 1)y2 = u2 + v2 6= b2/4 + 1 with x, y, u, v ∈ Z. Suppose that u
and all odd parts of x, y, v are ≡ 1 (mod 4). Then
U p−1
4
(b,−1) ≡
{
0 (mod p) if 4 | xy,
−(−1)( b8−1)y yv
xu
(mod p) if 4 ∤ xy
and
V p−1
4
(b,−1) ≡
{
2(−1)xy+v4 + b8 y (mod p) if 4 | xy,
0 (mod p) if 4 ∤ xy.
Conjecture 3 was checked for b < 100 and p < 20000.
Conjecture 4 Let p ≡ 1 (mod 4) be a prime, b ∈ Z, b ≡ 2 (mod 4)
and p = x2 + (b2/4+ 1)y2 = u2+ v2 with x, y, u, v ∈ Z. Suppose that u and
the odd parts of x, y are ≡ 1 (mod 4). Then
U p−1
4
(b,−1) ≡
{
(−1) b+v−24 y
x
(mod p) if 2‖y,
0 (mod p) if 4 | y
and
V p−1
4
(b,−1) ≡
{
0 (mod p) if 2‖y,
2(−1) y+v4 (mod p) if 4 | y.
Conjecture 4 has been checked for b < 100 and p < 20000.
1.1 In all four conjectures we have p = x2+dy2 = u2+v2, where d = b2+4
in Conjecture 1, when b is odd, and d = b2/4 + 1 in Cojectures 2, 3 and 4,
when b is even. We have Vn(b,−1)+Un(b,−1)
√
b2+4
2
= εn, where ε := b+
√
b2+4
2
. We
have
√
b2 + 4 =
√
d or 2
√
d, corresponding to b odd or even, respectively.
So ε = b+
√
d
2
and Vn(b,−1)+Un(b,−1)
√
d
2
= εn if b is odd and ε = b
2
+
√
d and
Vn(b,−1)
2
+ Un(b,−1)
√
d = εn if b is even.
1.2 We make some remarks regarding the values of d, p, x, y, u, v modulo
powers of 2.
Note that if b ≡ 2 (mod 4), i.e. in the case of Conjecture 4, we have
that d = b2/4 + 1 is even. More precisely d ≡ 2 (mod 8). In Conjecture 3
d = b2/4 + 1 ≡ 1 (mod 8). In Conjectures 1 and 2 we have d ≡ 5 (mod 4).
Since p = u2 + v2 we have p ≡ 1 (mod 8) if 4 | v and p ≡ 5 (mod 8) if
2‖v.
If d ≡ 5 (mod 8), that is in the cases of Conlectures 1 and 2, we have
p = x2 + dy2 ≡ 1 (mod 8) if 2‖x or 4 | y and p ≡ 5 (mod 8) if 4 | x or 2‖y.
If d ≡ 1 (mod 8), in the case of Conjecture 3, we have p = x2 + dy2 ≡ 1
(mod 8) if 4 | x or 4 | y and p ≡ 5 (mod 8) if 2‖x or 2‖y.
If d ≡ 2 (mod 8), in the case of Conjecture 4, we have p = x2 + dy2 ≡ 1
(mod 4), which implies that y is even and so p ≡ 1 (mod 8), which implies
4 | v.
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Lemma 1.3 If any of the Conjectures 1-4 is true for some b ∈ Z and some
prime p, then it is true for −b and p.
Proof.LetA,B be the predicted values mod p for U p−1
4
(b,−1) and V p−1
4
(b,−1),
respectively, and let A′, B′ be the similar values for U p−1
4
(−b,−1) and V p−1
4
(−b,−1).
Since V p−1
4
(−b,−1) = (−1) p−14 V p−1
4
(b,−1) and U p−1
4
(b,−1) = (−1) p+34 U p−1
4
(b,−1),
we have to prove that A′ = (−1) p+34 A and B′ = (−1) p−14 B. We consider the
cases that occur.
For Conjecture 1(i) we have B = B′ = 0 so B′ = (−1) p−14 B holds
trivially. If 2‖x note that one of b and −b is ≡ 1, 3 (mod 8) and the other is
≡ 5, 7 (mod 8). So one of A,A′ is (−1)u4 2y
x
and the other one is −(−1)u4 2y
x
.
Thus A = −A′ and we have to prove that (−1) p+34 = −1, i.e. that p+3
4
is
odd or, equivalently, p ≡ 1 (mod 8). By 1.2 this follows from 2‖x. If 2‖y
then A = A′ = 2yu
xv
and we have to prove that p+3
4
is even, i.e. that p ≡ 5
(mod 8). This follows from 2‖y by 1.2.
For Conjecture 1(ii) we have A = A′ = 0 so A′ = (−1) p+34 A holds
trivially. If 4 | y then B = B′ so we have to prove that (−1) p−14 = 1, i.e.
that p ≡ 1 (mod 8). This follows from 1.2. If 4 | x then one of b and −b is
≡ 1, 3 (mod 8) and the other is ≡ 5, 7 (mod 8) so we get B = −B′ and we
have to prove that (−1) p−14 = −1, i.e. that p ≡ 5 (mod 8), which follows
from 4 | x by 1.2.
For Conjecture 2 if 2‖x then A = (−1) b+48 +u4 v
u
and A′ = (−1)−b+48 +u4 v
u
so we have to prove that (−1) p+34 = A/A′ = (−1) b4 = −1, i.e. that p ≡ 1
(mod 8), which follows from 2‖x by 1.2. If 2‖y then A = A′ so we have to
prove that (−1) p+34 = 1, i.e. that p ≡ 5 (mod 8). This follows from 2‖y by
1.2. If 4 | y then B = B′ so we have to prove that (−1) p−14 = 1, i.e. that
p ≡ 1 (mod 8), which follws from 4 | y by 1.2. If 4 | x then we have to
prove that (−1) p−14 = B/B′ = (−1) b4 = −1, i.e. that p ≡ 5 (mod 8), which
follows from 4 | x by 1.2. Finally, if 4 | xy then A′ = (−1) p+34 A = 0 and if
4 ∤ xy then B′ = (−1) p−14 B = 0.
For Conjecture 3 if 4 | xy then A′ = (−1) p+34 A = 0. If 4 ∤ xy then we
have to prove that (−1) p+34 = A/A′ = (−1) b4y = 1, i.e. that p ≡ 5 (mod 8).
But this follows from 4 ∤ xy by 1.2. (We have either 2‖x or 2‖y.) If 4 | xy
then we have to prove that (−1) p−14 = B/B′ = (−1) b4y = 1, i.e. that p ≡ 1
(mod 8). This follows from 1.2, since we have either 4 | x or 4 | y. If 4 ∤ xy
then B′ = (−1) p−14 B = 0.
For Conjecture 4 note that p ≡ 1 (mod 8), by 1.2. If 2‖y then A/A′ =
(−1) b2 = −1 = (−1) p+34 . If 4 | y then A′ = (−1) p+34 A = 0. If 2‖y then
B′ = (−1) p−14 B = 0. If 4 | y then B = B′ and (−1) p−14 = 1 so we are done.

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2 Proof of the cojectures
We will use methods from class field theory which are similar to those from
[B]. Given a number field F and a (possibly archimedian) prime p of F
for any x ∈ F we denote by xp its image in Fp. When there is no danger
of confusion we simply write x instead of xp. If E/F is a finite abelian
extension and P is a prime of E staying over p then we denote by
(·,E/F
p
)
:
F×p → Gal(E/F ) the Artin map and by (·, EP/Fp) : F×p → Gal(EP/Fp) the
local Artin map. If we identify Gal(EP/Fp) with its image in Gal(E/F )
then
(a,E/F
p
)
= (a, EP/Fp) for any a ∈ F×p .
Denote F = Q(
√
d) and E = F (µ4) = Q(
√
d, i). Let A1 := (x −
y
√
di)(u + vi)−1. Let L = E( 4
√
A1). Since A1 is not a square in E and
µ4 ⊂ E, we have Gal(L/E) ∼= Z4 = 〈σ〉, where σ ∈ Gal(L/E) is given by
4
√
A1 7→ i 4
√
A1.
Lemma 2.1 The extension L/F is Galois and Gal(L/F ) ∼= Z2 × Z4.
Proof.First we prove that the exension L/F is Galois. Let α1 =
4
√
A1. Let
F be an algebraic closure of F containing L. Let α ∈ F be a conjugate
of α1 over F . We have to prove that α ∈ L. Now α4 is a conjugate of
α41 = A1 over F so α
4 ∈ {A1, A3}, where A3 is the image of A1 under the
automorphism i 7→ i3 = −i of Gal(E/F ).
We have A1 = (x− y
√
di)(u+ vi)−1 so A3 = (x+ y
√
di)(u− vi)−1. But
(x + y
√
di)(x − y√di) = (u + vi)(u − vi) = p so A3 = A−11 = α43, where
α3 = α
−1
1 . Hence α3 ∈ L.
Now α4 = Ak = α
4
k with k ∈ Z×4 so α = ilαk for some l. Hence the 8
conjugates of α1 over F are i
lαk with l ∈ Z4 and k ∈ Z×4 . They all belong
to L, since α1, α3, i ∈ L.
Let φ ∈ Gal(L/F ). Then φ|E is given by i 7→ ik for some k ∈ Z×4 . It
follows that φ(α1)
4 = φ(A1) = Ak = α
4
k so φ(α1) = i
lαk for some l. Thus
the elements of Gal(L/F ) are given by i 7→ ik, α1 7→ ilαk with k ∈ Z×4 ,
l ∈ Z4. For k ∈ Z×4 we denote by τk the morphism i 7→ ik, α1 7→ αk. In
particular, τ1 = 1L.
Let H = {τ1, τ3}. We prove that H is a subgroup of Gal(L/F ), the
mapping k 7→ τk is a morphism between Z×4 and H , and Gal(L/F ) is the
internal product of H and Gal(L/E) = 〈σ〉. To do this it is enough to prove
that τ 23 = 1L and τ3σ = στ3. We have τ3(i) = i
3 and τ3(α1) = α3 = α
−1
1
so τ 23 (i) = i
9 = i and τ 23 (α1) = τ3(α
−1
1 ) = α1. Hence τ
2
3 = 1L. We have
τ3σ(i) = τ3(i) = i
3 and στ3(i) = σ(i
3) = i3. Also τ3σ(α1) = τ3(iα1) =
i3α3 = −iα−11 and στ3(α1) = σ(α−11 ) = (iα1)−1 = −iα−11 . So τ3σ = στ3.
In conclusion, Gal(L/F ) ∼= H ×Gal(L/E) ∼= Z×4 × Z4 ∼= Z2 × Z4. 
We define a character χ : Gal(L/F ) −→ µ4 by χ(σkτl) = ik. We have∏
q
(
ε, L/F
q
)
= 1 so
∏
q
χ
((
ε, L/F
q
))
= 1.
5
Note that σk(α1)a
−1
1 = i
k so for any φ ∈ 〈σ〉 = Gal(L/E) we have
χ(φ) = φ(α1)α
−1
1 .
Now
(
d
p
)
=
(−1
p
)
= 1 so p splits completely in F = Q(
√
d) and in
E = Q(
√
d, i). Let P be a prime of E staying over p. We have p =
(x+ y
√
di)(x− y√di) = (u+ vi)(u− vi) and ordPp = 1 so for exactly one
choice of the ± sign we have x ± y√di ∈ P and for exactly one choice of
the ± sign we have u± vi ∈ P. Moreover for these choices of the ± sign we
have ord P(x± y
√
di) = ordP(u± vi) = 1. Of the four primes of E staying
over p we choose P s.t. x− y√di, u− vi ∈ P. Let p = P ∩ F and let p′ be
the other prime of F staying over p.
Denote by ∞± the two archimedian primes of F corresponding to the
two embeddings F →֒ R given by √d 7→ ±√d.
Lemma 2.2 (i) χ
((ε,L/F
p
)) ≡ ε− p−14 (mod P).
(ii) χ
((
ε,L/F
q
))
= 1 if q 6= p and q ∤ 2.
Proof.We have ordPA1 = ord P(x− y
√
di)− ordP(u+ vi) = 1− 0 = 1.
Let φ ∈ Gal(E/Q) be given by √d 7→ −√d and i 7→ i. Note that
φ2 = 1E so φ
−1(A1) = φ(A1) = (x + y
√
di)(u + vi)−1. Let P′ = φ(P).
Since φ|F 6= 1F we have φ(p) = p′. We have ord P′A1 = ordPφ−1(A1) =
ordP(x+ y
√
di)− ordP(u+ vi) = 0− 0 = 0.
Since p splits in E we have [EP : Fp] = 1 so NEP/Fpε = ε so
(ε,L/F
p
)
=(ε,L/E
P
) ∈ Gal(L/E). It follows that χ((ε,L/F
p
))
=
(ε,L/E
p
)
(α1)α
−1
1 =
(
A1,ε
P
)
4
=(
ε,A1
P
)−1
4
. (We have L = E(α1), α
4
1 = A1 ∈ E and µ4 ⊂ E.)
Since ε is a unit in Fp we have
(
ε,A1
P
)
4
≡ εNP
ordPA1−1
4 (mod P). But
ordPA1 = 1 and, since p splits completely in E, we have NP = p. Hence(
ε,A1
P
)
4
≡ ε p−14 (mod P) and χ
((ε,L/F
p
)) ≡ ε− p−14 (mod P). Similarly
χ
((
ε,L/F
p′
))
=
(
ε,A1
P′
)−1
4
. But both ε, A1 are units in FP′ so
(
ε,A1
P′
)
4
= 1.
Hence we have proved (i) and (ii) in the case q = p′. We now prove (ii)
in the remaining cases.
Suppose first that q is non-archimedian, q ∤ 2p. It is enough to prove
that
(ε,L/F
q
)
= 1L. But ε is a unit in Fq so it is enough to prove that q
doesn’t ramify in L. Now q ∤ 2 so q doesn’t ramify in E = F (i). Hence it is
enough to prove that Q doesn’t ramify in L, where Q is some prime of E
staying over q. But this follows from the fact that Q ∤ 2, L = E( 4
√
A1) and
A1 = (x− y
√
di)(u + vi)−1 is unit in EQ. (Both x− y
√
di, u+ vi divide p,
which is a unit in EQ, so they are units in EQ as well.)
If q =∞+ then εq = ε > 0 so
(
ε,L/F
q
)
= 1L and we are done.
If q = ∞− then let Q be the infinite prime of E staying over q corre-
sponding to the embedding of E = Q(
√
d, i) in C given by
√
d 7→ −√d and
i 7→ i. Also take Q a prime of L stayiong over Q.
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We have Fq ∼= R and EQ ∼= LQ ∼= C. Now εq = ε, where ε is the
conjugate of ε. But ε > 0 and εε = N(ε) = −1 so ε < 0. So if φ = (ε,L/F
q
)
then φ corresponds to c, the conjugacy automorphism of Gal(LQ/Fq). So
we want to determine the automorphism φ ∈ Gal(L/F ) corresponding to
c ∈ Gal(LQ/Fq). We have c(iQ) = c(i) = −i = −iQ so φ(i) = −i = i3 =
τ3(i) so φ|E = τ3|E . Hence φ ∈ τ3Gal(L/E) = τ3〈σ〉. So φ = σkτ3 for some
k and we have χ
((ε,L/F
q
))
= ik.
Now φ(α1) = σ
kτ3(α1) = σ
k(α−11 ) = i
−kα−11 so c(α1Q) = i
−kα−11Q so
α1Qc(α1Q) = i−k. But α1Qc(α1Q) = α1Qα1Q ∈ R+. So i−k ∈ R+, which
implies i−k = 1. Hence χ
((ε,L/F
q
))
= ik = 1. 
Since
∏
q χ
((ε,L/F
q
))
= 1, Lemma 2.2 implies
Corollary 2.3 ε
p−1
4 ≡ ∏q|2 χ((ε,L/Fq )) (mod P).
Lemma 2.4 If α ∈ {±1}, then:
(i) We have
∏
q|2 χ
((
ε,L/F
q
))
= α iff p ≡ 1 (mod 8) and ε p−14 ≡ α
(mod p) or p ≡ 5 (mod 8) and ε p−14 ≡ −α yv
xu
√
d (mod p).
(ii) We have
∏
q|2 χ
((ε,L/F
q
))
= αi iff p ≡ 1 (mod 8) and ε p−14 ≡
−α y
x
√
d (mod p) or p ≡ 5 (mod 8) and ε p−14 ≡ −α v
u
(mod p).
Proof.Let η =
∏
q|2 χ
((ε,L/F
q
))
. We have η ∈ µ4. By Corollary 2.3, ε p−14 ≡
η (mod P). Obviously ε
p−1
4 mod p uniquely determines ε
p−1
4 mod P = η
mod P. In fact it uniquely determines η ∈ µ4 since if η1, η2 ∈ µ4 and η1 ≡ η2
(mod P) then η1 = η2. (Otherwise η1 − η2 | 2 and so η1 − η2 /∈ P.)
Conversely we want to show that η uniquely determines ε
p−1
4 mod p, as
described in (i) and (ii). We have ε
p−1
4 = A+B
√
d with 2A, 2B ∈ Z. If ε is
the conjugate of ε then ε
p−1
4 = A− B√d. But εε = Nε = −1 so ε = −ε−1.
Since A + B
√
d = ε
p−1
4 ≡ η (mod P) we also have A − B√d = εp−14 =
(−1) p−14 ε− p−14 ≡ (−1) p−14 η−1 (mod P). Therefore 2A ≡ η + (−1) p−14 η−1
(mod P) and 2B
√
d ≡ η − (−1) p−14 η−1 (mod P). Hence we know 2A, 2B
mod P in terms of η. But 2A, 2B ∈ Z and P ∩ Z = pZ so in fact we know
2A, 2B mod p and so we know ε
p−1
4 mod p. We now discuss the cases that
occur.
(i) If η = α then η−1 = α so (−1) p−14 η−1 = (−1) p−14 α. If p ≡ 1 (mod 8)
then (−1) p−14 η−1 = α so we get 2A ≡ α + α = 2α (mod P) and 2B√d ≡
α − α = 0 (mod P). It follows that A ≡ α (mod p) and B ≡ 0 (mod p).
So ε
p−1
4 = A + B
√
d ≡ α (mod p), as claimed. If p ≡ 5 (mod 8) then
(−1) p−14 η−1 = −α so we get 2A ≡ α + (−α) = 0 (mod P) and 2B√d ≡
α−(−α) = 2α (mod P). It follows that A ≡ 0 (mod p). On the other hand
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x ≡ y√di (mod P) and u ≡ vi (mod P) so 2xuB√d ≡ 2xuα ≡ −2yvα√d
(mod P), which implies that 2xuB ≡ −2yvα (mod P). But both sides
belong to Z so the congruence also holds mod p. It follows that B ≡ −α yv
xu
(mod p) and so ε
p−1
4 ≡ −α yv
xu
√
d (mod p).
(ii) If η = αi then η−1 = −αi so (−1) p−14 η−1 = (−1) p+34 αi. If p ≡ 1
(mod 8) then (−1) p−14 η−1 = −αi so we get 2A ≡ αi+ (−αi) = 0 (mod P)
and 2B
√
d ≡ αi − (−αi) = 2αi (mod P). It follows that A ≡ 0 (mod p).
We also have x ≡ y√di (mod P) and so 2xB√d ≡ 2xαi ≡ −2yα√d
(mod P), so 2xB ≡ −2yα (mod P). This implies that 2xB ≡ −2yα
(mod p) so B ≡ −α y
x
(mod p). Hence ε
p−1
4 ≡ −α y
x
√
d (mod p). If p ≡ 5
(mod 8) then (−1) p−14 η−1 = αi so we get 2A ≡ αi + αi = 2αi (mod P)
and 2B
√
d ≡ αi− αi = 0 (mod P). It follows that B ≡ 0 (mod p). Since
also u ≡ vi (mod P), we get 2uA ≡ 2uαi ≡ −2vα (mod P). It follows
that 2uA ≡ −2vα (mod p) and so A ≡ −α v
u
(mod p). Hence ε
p−1
4 ≡ −α v
u
(mod p). 
Corollary 2.5 Let η =
∏
q|2 χ
((ε,K/F
q
))
. Then
(i) Conjecture 1 is equivalent to
η =


−(−1) v4 i if 2‖x and b ≡ 1, 3 (mod 8)
(−1) v4 i if 2‖x and b ≡ 5, 7 (mod 8)
−1 if 2‖y
(−1) y+v4 if 4 | y
(−1)x4 i if 4 | x and b ≡ 1, 3 (mod 8)
−(−1)x4 i if 4 | x and b ≡ 5, 7 (mod 8).
(ii) Conjecture 2 is equivalent to
η =


−(−1) b+48 + v4 i if 2‖x
−1 if 2‖y
(−1) y+v4 if 4 | y
(−1) b+48 +x4 i if 4 | x.
(iii) Conjecture 3 is equivalent to
η =
{
(−1)( b8−1)y if 4 ∤ xy
(−1)xy+v4 + b8 y if 4 | xy.
(iv) Conjecture 4 is equivalent to
η =
{
(−1) b+v+24 i if 2‖y
(−1) y+v4 if 4 | y.
8
Proof.As seen in 1.1 in the case of Conjecture 1 we have
V p−1
4
(b,−1)+U p−1
4
(b,−1)
√
d
2
=
ε
p−1
4 . Then, by Lemma 2.4, for α ∈ {±1} we have:
If p ≡ 1 (mod 8) then η = α is equivalent to V p−1
4
(b,−1) ≡ 2α (mod p)
and U p−1
4
(b,−1) ≡ 0 (mod p); and η = αi is equivalent to V p−1
4
(b,−1) ≡ 0
and U p−1
4
(b,−1) ≡ −2α y
x
(mod p).
If p ≡ 5 (mod 8) then η = α is equivalent to V p−1
4
(b,−1) ≡ 0 (mod p)
and U p−1
4
(b,−1) ≡ −2α yv
xu
(mod p); and η = αi is equivalent to V p−1
4
(b,−1) ≡
−2α v
u
(mod p) and U p−1
4
(b,−1) ≡ 0 (mod p).
In the cases of Conjectures 2, 3 and 4 we have
V p−1
4
(b,−1)
2
+U p−1
4
(b,−1)√d =
ε
p−1
4 . So the factor 2 in the formulas above for U p−1
4
(b,−1) mod p should
be dropped. That is, −2α y
x
and −2α yv
xu
should be replaced by −α y
x
and
−α yv
xu
, respectively.
We prove (i). If 2‖x then Conjecture 1 states that V p−1
4
(b,−1) ≡ 0
(mod p) and U p−1
4
(b,−1) ≡ (−1) v4 2 y
x
(mod p) or −(−1) v4 2 y
x
(mod p), cor-
responding to b ≡ 1, 3 (mod 8) or b ≡ 5, 7 (mod 8), respectively. But from
1.2 we have p ≡ 1 (mod 8) so this is equivalent to η = −(−1) v4 i or η =
(−1) v4 i, respectively. If 2‖y then Conjecture 1 states that V p−1
4
(b,−1) ≡ 0
(mod p) and U p−1
4
(b,−1) ≡ 2 yv
xu
(mod p). Since by 1.2 p ≡ 5 (mod 8)
this is equivalent to η = −1. If 4 | y then Conjecture 1 states that
V p−1
4
(b,−1) ≡ 2(−1) y+v4 (mod p) and U p−1
4
(b,−1) ≡ 0 (mod p), which is
equivalent to η = (−1) y+v4 . (We have p ≡ 1 (mod 8).) If 4 | x then
Conjecture 1 states that V p−1
4
(b,−1) ≡ −2(−1)x4 v
u
or 2(−1)x4 v
u
(mod p),
corresponding to b ≡ 1, 3 (mod 8) or b ≡ 5, 7 (mod 8), respectively, and
U p−1
4
(b,−1) ≡ 0 (mod p). But this is equivalent to η = (−1)x4 or −(−1)x4 ,
respectively. (We have p ≡ 5 (mod 8).)
We prove (ii). If 2‖x then Conjecture 2 states that V p−1
4
(b,−1) ≡ 0
(mod p) and U p−1
4
(b,−1) ≡ (−1) b+48 + v4 y
x
(mod p). Since p ≡ 1 (mod 8)
this is equivalent to η = −(−1) b+48 + v4 i. If 2‖y then Conjecture states that
V p−1
4
(b,−1) ≡ 0 (mod p) and U p−1
4
(b,−1) ≡ yv
xu
(mod p). Since p ≡ 5
(mod 8) this is equivalent to η = −1. If 4 | y then Conjecture 2 states
that V p−1
4
(b,−1) ≡ 2(−1) y+v4 (mod p) and U p−1
4
(b,−1) ≡ 0 (mod p). Since
p ≡ 1 (mod 8) this is equivalent to η = (−1) y+v4 . If 4 | x then Conjecture
2 states that V p−1
4
(b,−1) ≡ 2(−1) b−48 +x4 v
u
(mod p) and U p−1
4
(b,−1) ≡ 0
(mod p) which is equivalent to η = −(−1) b−48 +x4 i = (−1) b+48 +x4 i since p ≡ 5
(mod 8).
We prove (iii). By 1.2 if 4 | xy then p ≡ 1 (mod 8), while if 2‖xy
then p ≡ 5 (mod 8). If 4 | xy then Conjecture 3 states that V p−1
4
(b,−1) ≡
2(−1)xy+v4 + b8y (mod p) and U p−1
4
(b,−1) ≡ 0 (mod p). Since p ≡ 1 (mod 8)
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this is equivalent to η = (−1)xy+v4 + b8y. If 2‖xy then Conjecture 3 states that
V p−1
4
(b,−1) ≡ 0 (mod p) and U p−1
4
(b,−1) ≡ −(−1)( b8−1)y yv
xu
(mod p). Since
p ≡ 5 (mod 8) this is equivalent to η = (−1)( b8−1)y.
We prove (iv). By 1.2 we have p ≡ 1 (mod 8). If 2‖y then Conjec-
ture 4 states that V p−1
4
(b,−1) ≡ 0 (mod p) and U p−1
4
(b,−1) ≡ (−1) b+v−24 y
x
(mod p). But p ≡ 1 (mod 8) so this is equivalent to η = −(−1) b+v−24 i =
(−1) b+v+24 i. If 4 | y then Conjecture 4 states that V p−1
4
(b,−1) ≡ 2(−1) y+v4
(mod p) and U p−1
4
(b,−1) ≡ 0 (mod p). Since p ≡ 1 (mod 8) this is equiva-
lent to η = (−1) y+v4 . 
Unfortunately the primes of F staying over 2 are ramified in L so it is
very difficult to calculate the Artin symbols
(ε,L/F
q
)
for q | 2. To overcame
this problem we will show that η =
∏
q|2 χ
((ε,L/F
q
))
only depends on the
congruence classes of b, p, x, y, u, v mod modulo appropriate powers of 2.
Obviously same happens with the values of η predicted by Corollary 2.5.
This way we reduce our conjectures to verifying them for a finite number
of pairs b, p with b ∈ Z and p prime.
Let now b′ ∈ Z and p′ is a prime that satisfy this satify the hypothesis
of one of the conjectures and let d′, x′, y′, u′, v′, F ′, E ′, L′, σ′, τ ′k, χ
′, η′ be the
d, x, y, u, v, . . . corresponding to b′, p′.
2.6 We will assume that one of the following happens:
(1) b, b′ are odd and b ≡ b′ (mod 8).
(2) 2‖b, b′ and b ≡ b′ (mod 32).
(3) 22‖b, b′ and b ≡ b′ (mod 16).
(4) 8 | b, b′ and b ≡ b′ (mod 16).
Note that the four cases above correspond to Conjectures 1, 4, 2 and 3,
respeectively.
In the cases (1) and (3) we have d ≡ d′ ≡ 5 (mod 8) and so 2 is inert
in F, F ′. In the case (2) we have 2‖d so 2 ramifies in F . Same for F ′.
Therefore we will denote by q, q′ the only primes of F, F ′ staying over 2.
In the case (1) b, b′ are odd and ≡ mod 8, which implies that b2 ≡ b′2
(mod 16). Thus d = b2 + 4 and d′ = b′2 + 4 are odd and ≡ mod 16 and
so d′/d ≡ 1 (mod 16). In the case (2) b/2, b′/2 are odd and ≡ mod 16
so b2/4 ≡ b′2/4 (mod 32), which implies that d ≡ d′ (mod 32). Since also
2‖d, we have d′/d ≡ 1 (mod 16). In the case (3) b/4, b′/4 are odd and so
b2/16 ≡ 1 (mod 8) which implies that d = b2/4+1 ≡ 5 (mod 32). Similarly
d′ ≡ 5 (mod 32) and we get d′/d ≡ 1 (mod 32).
By [B, Lemma 1.6(i)] in all three cases we have d′/d = ν2 for some
ν ∈ Q2. Moreover, in the cases (1) and (2) we have ν ≡ 1 (mod 8), while
in the case (3) ν ≡ 1 (mod 16). Since d′ = ν2d we have Q(√d)q ∼= Q(
√
d′)q′
and the mapping ψ : F ′q′ −→ Fq given by
√
d′ 7→ ν√d is an isomorphism of
local fields.
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In the case (4) we have d ≡ d′ ≡ 1 (mod 16) so 2 splits in F, F ′. By
[B, Lemma 1.6(i)] we have d = ν2 for some ν ∈ Q2, ν ≡ 1 (mod 8). We
have two primes of F staying over 2, q1 and q2, and they correspond to the
embeddings of F in Q2 given by
√
d 7→ ν and √d 7→ −ν. We define similarly
ν ′, q′1, q
′
2 for F
′. For j = 1, 2 we have Fq1 ∼= F ′q′1 ∼= Q2. Let ψj : F
′
q′j
−→ Fqj
be the only isomorphism between the two local fields.
Lemma 2.7 With the settings of 2.6 we have:
(i) If 8 ∤ b, b′ then ψ(ε′)/ε = A4 for some A ∈ Fq.
(ii) If 8 | b, b′ then
∏
q|2
χ
((
ε, L/F
q
))
=


χ
((−1,L/F
q2
))
if 16 | b
χ
((5,L/F
q1
))
χ
((3,L/F
q2
))
if 16 ∤ b.
Same for b′.
Proof.(i) We consider the cases (1)-(3) of 2.6. Recall that in the cases (1)
and (3) d ≡ 5 (mod 8) and 2 is inert in F , while in the case (2) d ≡ 2
(mod 8) and 2 ramifies in F .
In the case (1) b, b′ are odd and ≡ mod 8. We have two cases:
a. If b ≡ b′ (mod 16) then recall that ε′ is a root of X2−b′X−1 and so is
ψ(ε′). Also ε, ε are the roots of X2−bX−1 so (X−ε)(X−ε) = X2−bX−1.
It follows that (ψ(ε′)−ε)(ψ(ε′)−ε) = ψ(ε′)2−bψ(ε′)−1 = (b′−b)ψ(ε′), which
implies that ord 2(ψ(ε
′)− ε) + ord 2(ψ(ε′)− ε) = ord 2(b′− b) + ord 2ψ(ε′) =
ord 2(b
′ − b) ≥ 4. (Note that ε′ is a unit in F ′, so in F ′q′ . Thus ψ(ε′) is
a unit in Fq.) Now ε
′ = b
′+
√
d′
2
so ψ(ε′) = b
′+ν
√
d
2
and ε = b−
√
d
2
. Thus
ψ(ε′) − ε = b′−b
2
+ ν+1
2
√
d. Since b
′−b
2
is even and ν ≡ 1 (mod 8), so ν+1
2
is odd, we have ord 2(ψ(ε
′) − ε) = 0 and so ord 2(ψ(ε′) − ε) ≥ 4. But ε is
a unit in Fq and so ord (ψ(ε
′)/ε − 1) ≥ 4, i.e. ψ(ε′)/ε ≡ 1 (mod 16). By
Lemma 2.7(i) we get ψ(ε′)/ε = A4 for some A ∈ Fq.
b. If b′ ≡ b + 8 (mod 16) then we note that d2ε, d2ε are the roots of
X2− bd2X − d4. Therefore (ψ(ε′)− d2ε)(ψ(ε′)− d2ε) = ψ(ε′)2− bd2ψ(ε′)−
d4 = (b′ − bd2)ψ(ε′) + 1 − d4. We have d ≡ 5 (mod 8), i.e. 22‖d − 1,
which implies that 23‖d2 − 1 and 24‖d4 − 1. So d2 ≡ 9 (mod 16), which
implies bd2 ≡ 9b ≡ b + 8 ≡ b′ (mod 16). (b is odd so 8b ≡ 8 (mod 16).)
Since also d4 ≡ 1 (mod 16), we have 16 | (b′ − bd2)ψ(ε′) + 1 − d4 and so
ord 2(ψ(ε
′)−d2ε)+ord 2(ψ(ε′)−d2ε) ≥ 4. Now ψ(ε′)−d2ε = b′−d2b2 + ν+d
2
2
√
d.
But bd2 ≡ b′ · 1 = b′ (mod 4) so b′−bd2
2
is even and ν ≡ d2 ≡ 1 (mod 4) so
ν+d2
2
is odd. It follows that ord 2(ψ(ε
′)− d2ε) = 0 so ord 2(ψ(ε′)− d2ε) ≥ 4.
By the same reasoning as in case a. we have ψ(ε′)/(d2ε) = A′4 for some
A′ ∈ Fq so ψ(ε′)/ε = A4, where A = A′
√
d ∈ Fq.
In the case (3) we proceed similarly as for (1). This time 22‖b, b′ and
b ≡ b′ (mod 16) and we consider two cases:
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a. If b ≡ b′ (mod 32) then we use again the relation ord 2(ψ(ε′) − ε) +
ord 2(ψ(ε
′) − ε) = ord 2(b′ − b) ≥ 5. This time however ε′ = b′2 +
√
d
′
so
ψ(ε′) = b
′
2
+ ν
√
d and ε = b
2
− √d. So ψ(ε′) − ε = b′−b
2
+ (ν + 1)
√
d. But
4 | b′−b
2
and 2‖ν + 1 so ord 2(ψ(ε′)− ε) = 1 and we get ord 2(ψ(ε′)− ε) ≥ 4.
From here the proof follows as for case a. of (1).
b. If b′ ≡ b+16 (mod 32) then we use the relation (ψ(ε′)−d2ε)(ψ(ε′)−
d2ε) = (b′ − bd2)ψ(ε′) + 1 − d4. Since 4 | b and d2 ≡ 1 (mod 8) we have
bd2 ≡ b (mod 32) so b′ − bd2 ≡ b′ − b ≡ 16 (mod 32). But, as seen in
the case b. of (1), we also have 24‖d4 − 1 so 1 − d4 ≡ 16 (mod 32). In
conclusion, (b′−bd2)ψ(ε′)+1−d4 ≡ 16(ψ(ε′)+1) (mod 32). But ψ(ε′)+1 =
b′
2
+1+ ν
√
d. Since b
′
2
+1 ≡ ν ≡ 1 (mod 2) we have ψ(ε′)+1 ≡ 1+√d ≡ 0
(mod 2) and so (b′ − bd2)ψ(ε′) + 1 − d4 ≡ 0 (mod 32). It follows that
ord 2(ψ(ε
′)− d2ε) + ord 2(ψ(ε′)− d2ε) = ord 2((b′ − bd2)ψ(ε′) + 1− d4) ≥ 5.
We have ψ(ε′)− d2ε = b′−bd2
2
+ (ν + d2)
√
d. But b′ − bd2 ≡ 16 (mod 32) so
4 | b′−bd2
2
and ν ≡ d2 ≡ 1 (mod 4) so 2‖ν + d2 so ord 2(ψ(ε′)− d2ε) = 1. It
follows that ord 2(ψ(ε
′)−d2ε) ≥ 4 and the proof follows same as in the case
b. of (1).
In the case of (2) let Oq be the ring of integers in Fq and by q˜ the
completion of q in Fq, q˜ = qOq =
√
dOq. Since 2 ramifies in F we have
ord q˜2 = 2. We use again the relation ord q˜(ψ(ε
′) − ε) + ord q˜(ψ(ε′) − ε) =
ord q˜(b
′ − b) ≥ 10. (We have 32 | b′ − b and ord q˜32 = 10.) But ψ(ε′)− ε =
b′−b
2
+ (ν + 1)
√
d. Since 4 | b′−b
2
and 2‖ν + 1 we have ord q˜(ψ(ε′) − ε) = 3.
Hence ord q˜(ψ(ε
′) − ε) ≥ 7 i.e. ψ(ε′) − ε ∈ 8q˜. Since also ε ∈ O×q we get
ψ(ε′)/ε− 1 ∈ 8q˜ so, by [B, Lemma 1.6(i)], ψ(ε′)/ε = A4 for some A ∈ Fq.
(ii) We have that b, b′ are in the case (4) of 2.6 so 2 splits in F . For
j = 1, 2 we have Fqj
∼= Q2 and if εqj is the image of ε in Fqj ∼= Q2 then
εq1εq2 = NF/Q(ε) = −1.
Also note that if j ∈ {1, 2} then εqj is a unit in Fqj ∼= Q2 so there is
some odd s ∈ Z with εqj ≡ s (mod 16). It follows that εqj/s ≡ 1 (mod 16)
so, by [B, Lemma 1.6(i)], εqj/s = A
4 for some A ∈ Q2. We claim that(ε,L/F
qj
)
=
(s,L/F
qj
)
. This is equivalent to
(ε/s,L/F
qj
)
= 1. But
(ε/s,L/F
qj
)
is the
image of (ε/s, LQ/Fqj ) = (A
4, LQ/Fqj ) ∈ Gal(LQ/Fqj ) in Gal(L/F ), where
Q is a prime of L staying over qj . But (A
4, LQ/Fqj ) = (A,LQ/Fqj )
4 = 1,
since Gal(L/F ) ∼= Z2 × Z4.
We have ε = b
2
+
√
d so εq1 =
b
2
+ ν. But ν ≡ 1 (mod 8) so if 16 | b then
εq1 ≡ 1 (mod 8), while if 16 ∤ b then εq1 ≡ 5 (mod 8). We consider the two
cases.
If 16 | b then εq1 ≡ 1 (mod 8) and εq1εq2 = −1 so we have either
εq1 ≡ 1 (mod 16) and εq2 ≡ −1 (mod 16) or εq1 ≡ 9 ≡ 52 (mod 16) and
εq2 ≡ 7 ≡ −52 (mod 16). In the first case we have
(ε,L/F
q1
)
=
(1,L/F
q1
)
= 1
and
(ε,L/F
q2
)
=
(−1,L/F
q2
)
so
∏
q|2 χ
((ε,L/F
q
))
= χ
((−1,L/F
q2
))
, as claimed. In
the second case we have
∏
q|2 χ
((
ε,L/F
q
))
= χ
((
52,L/F
q1
))
χ
((−52,L/F
q2
))
=
12
χ
((−1,L/F
q2
))∏
q|2 χ
((5,L/F
q
))2
. So in this case we have to prove that
∏
q|2 χ
((5,L/F
q
))2
=
1.
If 16 ∤ b then εq1 ≡ 5 (mod 8) and εq1εq2 = −1 so we have either
εq1 ≡ 5 (mod 16) and εq1 ≡ 3 (mod 16) or εq1 ≡ 13 ≡ 5 · 52 (mod 16) and
εq1 ≡ 11 ≡ 3 · 52 (mod 16). In the first case we have
∏
q|2 χ
((ε,L/F
q
))
=
χ
((5,L/F
q1
))
χ
((3,L/F
q2
))
and we are done. In the second case
∏
q|2 χ
((ε,L/F
q
))
=
χ
((5·52,L/F
q1
))
χ
((3·52,L/F
q2
))
= χ
((5,L/F
q1
))
χ
((3,L/F
q2
))∏
q|2 χ
((5,L/F
q
))2
so
again we have to prove that
∏
q|2 χ
((5,L/F
q
))2
= 1.
So we have reduced (ii) to proving that
∏
q|2 χ
((5,L/F
q
))2
= 1. Note
that the primes qj of F ramify in E = F (i). Let Qj be the prime of
E staying over qj . We have 5 = NE/F (1 + 2i) so if φj :=
(
5,L/F
qj
)
then
φj =
(1+2i,L/E
Qj
)
. Since φj ∈ Gal(L/E) we have χ(φj) = φj(α1)/α1. But
α41 = A1 ∈ E, µ4 ⊂ E and φj =
(1+2i,L/E
Qj
)
so φj(α1)/a1 =
(
A1,1+2i
Qj
)
4
. Hence
χ
((5,L/F
qj
))
=
(
1+2i,A1
Qj
)
4
, which implies that χ
((5,K/F
qj
))2
=
(
1+2i,A1
Qj
)
. So we
have to prove that
(
1+2i,A1
Q1
)(
1+2i,A1
Q2
)
= 1.
Since Fqj
∼= Q2 we have EQj ∼= Q2(
√−1) ∼= Q(i)(1+i). (Here (1 + i) is
the ideal generated by 1+ i and is the only prime ideal of Q(i) staying over
2.) Recall that the isomorphisms Fqj −→ Q2 are obtained by extending
by continuity the embeddings F −→ Q2 given by
√
d 7→ ±ν. The signs +
and − correspond to j = 1 and 2, respectively. These isomorphisms can be
extended to isomorphisms EQj −→ Q(i)(1+i) if we extend by continuity the
embeddings E −→ Q(i)(1+i) given by
√
d 7→ ±ν and i 7→ i. For α ∈ E we
denote by αQj its image through the isomorphism FQj −→ Q(i)(1+i) desribed
above. We have (1+2i)Qj = 1+2i for j = 1, 2 and, since A1 = (x−y
√
di)(u+
vi)−1 we have A1Q1 = (x− yνi)(u+ vi)−1 and A1Q2 = (x+ yνi)(u+ vi)−1.
It follows that
(
1+2i,A1
Q2
)(
1+2i,A1
Q2
)
=
(1+2i,(x−yνi)(u+vi)−1
(1+i)
)(1+2i,(x+yνi)(u+vi)−1
(1+i)
)
=(1+2i,p(u+vi)−2
(1+i)
)
=
(
p,1+2i
(1+i)
)
. (Note that (x − yνi)(x + yνi) = x2 + y2ν2 =
x2+dy2 = p.) But p ∈ Q2 and NQ(i)(1+i)/Q2(1+2i) = 5 so
(
p,1+2i
(1+i)
)
=
(
p,5
2
)
= 1.

2.8 We now make the assumption that p′, x′, y′, u′, v′ are close in the 2-adic
topology to p, x, y, u, v, as follows:
(1) If d ≡ d′ ≡ 5 (mod 8), i.e. in the case of Conjectures 1 and 2, we
will assume that one of the following happens:
a. 2‖x, 2‖x′ and v
4
≡ v′
4
(mod 2).
b. 2‖y, 2‖y′.
c. 4 | y, 4 | y′ and y+v
4
≡ y′+v′
4
(mod 2).
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d. 4 | x, 4 | x′ and x
4
≡ x′
4
(mod 2).
(2) If d ≡ d′ ≡ 2 (mod 8), i.e. in the case of Conjecture 4, we will
assume that one of the following happens:
a. 2‖y, 2‖y′ and v
4
≡ v′
4
(mod 2).
b. 4 | y, 4 | y′ and v
4
≡ v′
4
(mod 2).
(3) If d ≡ d′ ≡ 1 (mod 8), i.e. in the case of Conjecture 3, we will
assume that one of the following happens:
a. 2‖x, 2‖x′.
b. 2‖y, 2‖y′.
c. 4 | x, 4 | x′ and x+v
4
≡ x′+v′
4
(mod 4).
d. 4 | y, 4 | y′ and y+v
4
≡ y′+v′
4
(mod 4).
Note that in the cases d ≡ d′ ≡ 1, 5 (mod 8) one of the 2‖x, x′, 2‖y, y′,
4 | x, x′ and 4 | y, y′ holds so by 1.2 we have p ≡ p′ (mod 8), which in
turn implies v ≡ v′ (mod 4). Same happens if d ≡ d′ ≡ 2 (mod 8), when
p ≡ p′ ≡ 1 (mod 8) and 4 | v, v′.
2.9 Recall that if d ≡ d′ ≡ 2, 5 (mod 8), since d is not a square in Q2, 2
doesn’t split in F = Q(
√
d). But also −1,−d are nonsquares in Q2 so 2
doesn’t split in E = Q(
√
d, i). Let Q be the only prime of E staying over
2 and also over q. Similarly we define the prime Q′ of E ′. In 2.6 we have
defined an isomorphism ψ : F ′q′ −→ Fq by
√
d′ 7→ ν√d, where ν ∈ Q2, ν ≡ 1
(mod 8). Since E = F (i), E ′ = F ′(i) we can extend ψ to ψ′ : E ′Q′ −→ EQ
by
√
d′ 7→ ν√d and i 7→ i. We extend further Q,Q′ to primes Q,Q′ of L, L′
staying over Q,Q′.
In the case of Conjecture 3 we have the two primes q1, q2 of F . They
extend to the primes Q1,Q2 of E. We have the isomorphisms Fqj −→ Q2,
given by
√
d 7→ ±ν, which extend to isomorphisms EQj −→ Q(i)(1+i), given
by
√
d 7→ ±ν and i 7→ i. Here ν ∈ Q2, ν ≡ 1 (mod 8) and the + and −
signs correspond to j = 1 and 2, respectively. Similarly we define ν ′, q′j,Q
′
j
and we have isomorphisms F ′q′
j
−→ Q2 and E ′Q′
j
−→ Q(i)(1+i). These will
produce isomorphisms ψj : F
′
q′j
−→ Fqj and ψ′j : E ′Q′j −→ EQj . Next we
extend Qj ,Q
′
j to primes Qj ,Q′j of L, L′.
We denote by Oq the ring of integers in Fq and by q˜ the completion of q
in Fq, q˜ = qOq. Similarly for q′, Q, Q′ and, in the case d ≡ d′ ≡ 1 (mod 8),
for qj, q
′
j,Qj ,Q
′
j.
If d ≡ 2, 5 (mod 8) then ψ′(A′1) = ψ′((x′ − y′
√
d′i)(u′ + v′i)−1) = (x′ −
y′′
√
d)(u′ + v′i)−1, where y′′ = νy′. (Recall that ψ(
√
d′) = ν
√
d.) Note
that ν ≡ 1 (mod 8) so y′ ≡ y′′ (mod 8). Also the odd part of y′′ is ≡ 1
(mod 4), same as for y′, and also y′′ is odd, 2‖y′′ or 4 | y′′ iff y′ is so. We
have x′2 + dy′′2 = x′2 + dν2y′2 = x′2 + d′y′2 = p′.
Lemma 2.10 Under the assumptions from 2.6 and 2.8 we have:
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(i) u+vi
u′+v′i
= (1 + 4i)s15t1B41, where B1 ∈ 1 + 2Q˜, t1 ≡ u
′−u
4
(mod 2) and
s1 ∈ {0, 1}, s1 ≡ v′−v4 (mod 2). Also u
′−u
4
≡ p′−p
8
(mod 2).
(ii) If d ≡ 5 (mod 8) and x, x′ are odd then x′−y′′
√
di
x−y√di = (1+4
√
di)s25t2B42 ,
where B1 ∈ 1 + 2Q˜, t2 ≡ x′−x4 (mod 2) and s2 ∈ {0, 1}, s2 ≡ y
′−y
4
(mod 2).
Also x
′−x
4
≡ p′−p
8
(mod 2).
(iii) If d ≡ 5 (mod 8) and x, x′ are even then x′−y′′
√
di
x−y
√
di
= 5t2B42, where
B1 ∈ 1 + 2Q˜, t2 ≡ y′−y4 (mod 2). Also y
′−y
4
≡ p′−p
8
(mod 2).
(iv) If d ≡ 2 (mod 8) then x′−y′′
√
di
x−y
√
di
= (1+2
√
d)2s5t2B42 , where B1 ∈ 1+
2Q˜, t2 ≡ x′−x4 (mod 2) and s ∈ {0, 1}, s ≡ y
′−y
4
(mod 2). Also x
′−x
4
≡ p′−p
8
(mod 2).
Proof.First note that v′2 ≡ v2 (mod 16). (They are both ≡ 4 (mod 16) if
2‖v, v′ and they are ≡ 0 (mod 16) if 4 | v, v′.) Similarly if d ≡ 5 (mod 8) we
have y2 ≡ y′′2 (mod 16) if y, y′′ are even and x2 ≡ x′2 (mod 16) if x, x′ are
even. The congruence y2 ≡ y′′2 (mod 16) also holds when d ≡ 2 (mod 8).
(See the assumptions of 2.8 and recall that 2‖y′′ or 4 | y′′ if 2‖y′ or 4 | y′,
respectively.)
We have p = u2 + v2 and p′ = u′2 + v′2 so v′2 ≡ v2 (mod 16) implies
that u2 − u′2 ≡ p′ − p (mod 16). Since 8 | p′ − p we have that u′2−u2
8
and
p′−p
8
are integers with the same parities. We also have u ≡ u′ ≡ 1 (mod 4)
so 2‖u + u′. Hence either 23‖u′2 − u2 and 22‖u′ − u or 16 | u′2 − u2 and
8 | u′ − u. In both cases u′−u
4
≡ u′2−u2
8
≡ p′−p
8
(mod 2).
Similarly p = x2 + dy2 and p′ = x′2 + dy′′2 so in both cases when d ≡ 5
(mod 8) and y, y′′ are even or d ≡ 2 (mod 8) (so again y, y′′ are even)
the congruence y2 ≡ y′′2 (mod 16) implies x′2 − x2 ≡ p′ − p (mod 16).
Since aslo x ≡ x′ ≡ 1 (mod 4) so 2‖x′ + x we get x′−x
4
≡ x′2−x2
8
≡ p′−p
8
(mod 2), same as above. If d ≡ 5 (mod 8) and x, x′ are even we have
d(y′′2 − y2) ≡ p′ − p (mod 16), which implies that p′−p
8
, dy
′′2−y2
8
∈ Z and
p′−p
8
≡ dy′′2−y2
8
≡ y′′2−y2
8
(mod 2). Since also y ≡ y′′ ≡ 1 (mod 4) we have
2‖y′′ + y and so y′′−y
4
≡ y′′2−y2
8
≡ p′−p
8
(mod 2). But y′ ≡ y′′ (mod 8) so
y′−y
4
≡ y′′−y
4
(mod 2).
So we have proved the second claims of (i)-(iv). We now prove the first
part.
(i) Suppouse first that v ≡ v′ (mod 8). We have two cases:
1. u ≡ u′ (mod 8) or, equivalently, u′−u
4
is even. Then write u−u′ = 8a,
v − v′ = 8b. We have (u + vi) − (u′ + v′i) = (u − u′) + (v − v′)i =
8(a + bi). If 16 | u − u′ + v − v′, i.e. if a + b is even, then a + bi ∈ Q˜
so (u + vi) − (u′ + v′i) ∈ 8Q˜. Since also u′ + v′i is a unit in OQ we have
u+vi
u′+v′i
− 1 ∈ 8Q˜. By [Lemma 1.6(i)] this implies that u+vi
u′+v′i
= B41 for some
B1 ∈ 1 + 2Q˜. Suppose now that a + b is odd, i.e. that u − u′ + v − v′ ≡ 8
(mod 16). Now 25u′ ≡ u′ + 8 (mod 16) and 25v′ ≡ v′ (mod 16). (We
have 24 ≡ 8 (mod 16), u′ is odd and v′ is even so 24u′ ≡ 8 (mod 16) and
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24v′ ≡ 0 (mod 16).) It follows that 25u′ ≡ u′ ≡ u (mod 8), 25v′ ≡ v′ ≡ v
(mod 8) and u− 25u′+ v− 25v′ ≡ u−u′− 8+ v− v′ ≡ 0 (mod 16). By the
same reasoning as above we get that (u + vi)− (25u′ + 25v′i) ∈ 8Q˜ which
will imply that u+vi
25u′+25v′i
= B41 , so
u+vi
u′+v′i
= 25B41 for some B1 ∈ 1 + 2Q˜.
Hence, again, u+vi
u′+v′i
= 5t1B41 with t1 even.
2. u ≡ u′ + 4 (mod 8), or equivalently, u′−u
4
is odd. Since u′ is odd and
v′ is even we have 4u′ ≡ 4 (mod 8) and 4v′ ≡ 0 (mod 8) so 5u′ ≡ u′+4 ≡ u
(mod 8) and 5v′ ≡ v′ ≡ v (mod 8). If we apply the same reasoning from
the case 1. with u′ and v′ replaced by 5u′ and 5v′ we get u+vi
5u′+5v′i
= 5t
′
1B41
with t′1 even and B1 ∈ 1+2Q˜. It follows that u+viu′+v′i = 5t1B41 with t1 = t′1+1
odd, as claimed.
Suppose now that v 6≡ v′ (mod 8). This implies 4 | v, v′ and v′ ≡ v + 4
(mod 8), since otherwise 2‖v, v′ and the odd parts of v, v′ are ≡ 1 (mod 4)
so v ≡ v′ ≡ 2 (mod 8) (see 2.8). We have (u′ + v′i)(1 + 4i) = u1 + v1i,
where u1 = u
′ − 4v′ and v1 = v′ + 4u′. Since v′ is even and u′ odd we
have u1 ≡ u′ (mod 8) and v1 ≡ v′ + 4 ≡ v (mod 8). By applying the
reasoning from the case v ≡ v′ (mod 8) with u′, v′ replaced by u1, v1 we get
u+vi
u1+v1i
= 5t1B41 , where t1 ≡ u1−u4 ≡ u
′−u
4
(mod 2) and B1 ∈ 1+2Q˜. But this
implies u+vi
u′+v′i
= (1 + 4i)5t1B41 .
(ii) The proof is similar to the proof of (i).
First note that if x′ − x = 8a and y′′ − y = 8b and a + b is even then
a− b√di ∈ Q˜ so (x′− y′′√di)− (x− y√di) = 8(a− b√di) ∈ 8Q˜. Since also
x − y√di is a unit in OQ we have x′−y′′
√
di
x−y
√
di
− 1 ∈ 8Q˜, which implies that
x′−y′′
√
di
x−y√di = B
4
2 , with B2 ∈ 1 + 2Q˜. From here the proof in the case y ≡ y′′
(mod 8) follows same as in the case v ≡ v′ (mod 8) of (i).
Suppose now that y 6≡ y′′ (mod 8). This implies that 4 | y, y′′ and
y ≡ y′′ + 4 (mod 8). Note that (x− y√di)(1 + 4√di) = x1 − y1
√
d, where
x1 = x+4dy and y1 = y− 4x. Since x is odd and y is even we have x1 ≡ x′
(mod 8) and y1 ≡ y+4 ≡ y′′ (mod 8). By the same reasoning as in the case
y ≡ y′′ (mod 8), with x1, y1 replacing x, y, we get x′−y′′
√
di
x1−y1
√
di
= 5t2B42 , where
B2 ∈ 1 + 2Q˜ and t2 ≡ x′−x14 ≡ x
′−x
4
(mod 2). It follows that x
′−y′′
√
di
x−y
√
di
=
(1 + 4
√
di)5t2B42 , as claimed.
(iii) First note that we always have x ≡ x′ (mod 8). Indeed, if 2‖x, x′
then x ≡ x′ ≡ 2 (mod 8), while if 4 | x, x′ then x
4
≡ x′
4
(mod 2) by 2.8(1).
If also y ≡ y′′ (mod 8) and we have x′−x = 8a, y′− y = 8b with a+ b even
then, same as in the proof of (ii), x
′−y′′
√
di
x−y
√
di
= B42 , with B2 ∈ 1 + 2Q˜. From
here the proof follows same as in the case v ≡ v′ (mod 8) of (i), with the
roles of u, v, u′, v′ being played by y′′, x′, y, x, respectively.
(iv) Assume first that y ≡ y′ (mod 8) so y ≡ y′′ (mod 8). We have two
cases:
1. x ≡ x′ (mod 8) or, equivalently, x′−x
4
is even. If x ≡ x′ (mod 16)
then x′ − x ∈ 16OQ ⊂ 8Q˜ and, since 8 | y′′ − y and
√
di ∈ Q˜, we also
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have (y′′ − y)√di ∈ 8Q˜. It follows that (x′ − y′′√di) − (x − y√di) ∈ 8Q˜,
which, by the same reasoning as for (ii), will imply that x
′−y′′
√
di
x−y√di = B
4
2 with
B2 ∈ 1+2Q˜. Suppose now that x ≡ x′+8 (mod 16). Since x is odd and y is
even we have 24x ≡ 8 (mod 16) and 24y ≡ 0 (mod 16) so 25x ≡ x+8 ≡ x′
(mod 16) and 25y ≡ y ≡ y′′ (mod 16). By the same reasoning as above
x′−y′′√di
25x−25y
√
di
= B42 with B2 ∈ 1+2Q˜ and so x
′−y′′√di
x−y
√
di
= 25B42 . So in both cases
x′−y′′
√
di
x−y
√
di
= 5t2B42 with t2 even.
2. x ≡ x′ + 4 (mod 8) or, equivalently, x′−x
4
is odd. Our statement will
follows from the case 1. by the same reasoning as in the proof of (i) in the
case when v ≡ v′ (mod 8).
Suppose now that y 6≡ y′′ (mod 8). It follows that 4 | y, y′′ and y ≡ y′′+4
(mod 8). By the same reasoning as in the case of (ii) for y 6≡ y′′ (mod 8) we
get x
′−y′′
√
di
x−y√di = (1 + 4
√
di)5t2B′2
4 with B′1 ∈ 1 + 2Q˜ and t2 ≡ x
′−x
4
(mod 2).
We want to prove that 1+4
√
di ≡ (1+2√d)2 = 1+4√d+4d (mod 8Q˜),
i.e. that
√
di ≡ √d+ d (mod 2Q˜).
First note that EQ ∼= Q2(
√−1,√d) is a totally ramified extension of
degree 4 of Q2. Thus 2OQ = Q˜4 and the inertia degree [OQ/Q˜ : Z/2Z] is 1.
Thus OQ/Q˜ = {0ˆ, 1ˆ}. We have
(
i−1√
d
)2
= −2i
d
, which is a unit in OQ, so i−1√d
is a unit as well. Since i−1√
d
/∈ Q˜ its image in OQ/Q˜ is not 0ˆ so it must be 1ˆ.
Thus i−1√
d
≡ 1 (mod Q). Since also d ∈ 2OQ we get
√
di−√d = d · i−1√
d
≡ d
(mod 2Q˜) and so
√
di ≡ √d+ d (mod 2Q˜), as claimed.
Since 1+ 4
√
di ≡ (1+2√d)2 (mod 8Q˜) and 1+ 2√d is a unit in OQ we
have 1+4
√
di
(1+2
√
d)2
≡ 1 (mod 8Q˜) and so 1+4
√
di
(1+2
√
d)2
= B′′2
4 for some B′′2 ∈ 1 + 2Q˜.
It follows that x
′−y′′
√
di
x−y√di = (1 + 4
√
di)5t2B′2
4 = (1 + 2
√
d)25t2B42 , where
B2 = B
′
2B
′′
2 . Since B
′
2, B
′′
2 ∈ 1 + 2Q˜ we have B2 ∈ 1 + 2Q˜. 
Lemma 2.11 Let α, β, α′, β ′ be 2-adic integers s.t. α2+β2 = α′2+β ′2 = 1.
Suppose that α, α′ are odd, α ≡ α′ (mod 4) and β ≡ β ′ (mod 8). Then in
Q(i)(1+i) we have
a′+β′i
α+βi
= 52tB4, where B ≡ 1 (mod 2 + 2i) and t ∈ Z.
Same happens if β, β ′ are odd, β ≡ β ′ (mod 4) and α ≡ α′ (mod 8).
Proof.Let O be the ring of integers of Q(i)(1+i) and let m be its maximal
ideal. We have m = (1 + i)O so the condition B ≡ 1 (mod 2 + 2i) can be
written as B ≡ 1 (mod 2m) or B ∈ 1 + 2m.
Suppose first that α, α′ are odd, α ≡ α′ (mod 4) and β ≡ β ′ (mod 8).
We have that β, β ′ are even which, together with β ≡ β ′ (mod 4), implies
that β2 ≡ β ′2 (mod 16). (We have β2 ≡ β ′2 ≡ 4 (mod 16) if 2‖β, β ′ and
β2 ≡ β ′2 ≡ 0 (mod 16) if 4 | β, β ′.) It follows that 16 | β2 − β ′2 = α′2 − α2.
But also α, α′ are odd and α ≡ α′ (mod 4) so 2‖α′ + α. It follows that
8 | α′ − α. Let α′ − α = 8a and β ′ − β = 8b. Then (α′ + β ′i)− (α + βi) =
8(a + bi). If 16 | α′ − α + β ′ − β = 8(a + b), i.e. if a + b is even, then
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a + bi ∈ m so (α′ + β ′i) − (α + βi) ∈ 8m. But α + βi is a unit in O so
we have α
′+β′i
α+βi
− 1 ∈ 8m. By [B, Lemma 1.6(i)] we get α′+β′i
α+βi
= B4 with
B ∈ 1 + 2m. If α′ − α + β ′ − β ≡ 8 (mod 16) then, by the same reasoning
from the proof of Lemma 2.10(i), we have 8 | α′ − 25α, 8 | β ′ − 25β and
16 | α′− 25α+ β ′− 25β so this time we get α′+β′i
25α+25βi
= B4 with B ∈ 1+ 2m
so α
′+β′i
α+βi
= 52B4.
If β, β ′ are odd then note that α
′+β′i
α+βi
= β
′−α′i
β−αi so we repeat the reasoning
above with α, α′, β, β ′ replaced by β, β ′,−α,−α′. 
Lemma 2.12 (i) If d ≡ d′ ≡ 5 (mod 8) then ψ′(A′1)/A1 = (3+2
√
d)2s52tB4,
where s ∈ {0, 1}, t ∈ Z and B ∈ 1 + 2Q˜.
(ii) If d ≡ d′ ≡ 2 (mod 8) then ψ′(A′1)/A1 = (1 + 2
√
d)2s52tB4, where
s ∈ {0, 1}, t ∈ Z and B ∈ 1 + 2Q˜. Moreover s ≡ y′−y
4
(mod 2).
(iii) If d ≡ d′ ≡ 1 (mod 8) and j ∈ {1, 2} then ψ′j(A′1)/A1 = 52tB4,
where t ∈ Z and B ∈ 1 + 2Q˜j.
Proof.For (i) and (ii) we have ψ′(A1)/A1 =
x′−y′′
√
di
x−y
√
di
· u+vi
u′+v′i
. By Lemma
2.10 we get ψ′(A1)/A1 = (1+ 4i)s1(1 + 4
√
di)s25t1+t2B41B
4
2 if d ≡ 5 (mod 8)
and ψ′(A1)/A1 = (1 + 4i)s1(1 + 2
√
d)2s5t1+t2B41B
4
2 if d ≡ 2 (mod 8). (If
d ≡ 5 (mod 8) and x, x′ are even we put s2 = 0, which agrees with Lemma
2.10(iii).) Note that t1 ≡ t2 ≡ p′−p8 (mod 2) so t1 + t2 = 2t with t ∈ Z We
now prove (i) and (ii).
For (i) we consider the cases a - d of 2.8(1).
a. 2‖x, x′ and v
4
≡ v′
4
(mod 2). Since x, x′ are even we have s2 = 0 and
since v ≡ v′ (mod 8) we have s1 = 0.
b. 2‖y, y′. By 1.2 this implies that p ≡ p′ ≡ 5 (mod 8) so 2‖v, v′. We
have y ≡ y′ ≡ 2 (mod 8) so s2 = 0 and v ≡ v′ ≡ 2 (mod 8) so s1 = 0.
c. 4 | y, y′ and y+v
4
≡ y′+v′
4
(mod 2). By 1.2 we have p ≡ p′ ≡ 1 (mod 8)
so 4 | v, v′. The congruence y+v
4
≡ y′+v′
4
(mod 2) implies that either y
4
≡ y′
4
(mod 2) and v
4
≡ v′
4
(mod 2) or y
4
≡ y′
4
+1 (mod 2) and v
4
≡ v′
4
+1 (mod 2).
In the first case we get v ≡ v′ (mod 8) and y ≡ y′ (mod 8) so s1 = s2 = 0,
while in the second case v ≡ v′ + 4 (mod 8) and y ≡ y′ + 4 (mod 8) so
s1 = s2 = 1.
d. 4 | x, x′ and x
4
≡ x′
4
(mod 2). Since x, x′ are even we have s2 = 0. By
1.2 we also have p ≡ p′ ≡ 5 (mod 8) so 2‖v, v′, which implies v ≡ v′ ≡ 2
(mod 8) so s1 = 0.
So we proved that s1 = s2 = 0 or s1 = s2 = 1. In the first case we
get ψ′(A1)/A1 = 52tB4, where B = B1B2. Since B1, B2 ∈ 1 + 2Q˜ we have
B ∈ 1 + 2Q˜. In the second case ψ′(A1)/A1 = (1 + 4i)(1 + 4
√
di)52tB41B
4
2 .
We note that for α, β ∈ OQ we have (1 + 4α)(1 + 4β) ≡ 1 + 4(α +
β) (mod 16) and (1 + 4α)2 ≡ 1 + 8α (mod 16). But 16 ∈ 8Q˜ so these
congruences also hold mod 8Q˜. Since d ≡ 1 (mod 4) we have 1+
√
d
2
∈
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OQ(√d) ⊂ OQ. Also note that (i − 1)2 = −2i ∈ Q˜ so i − 1 ∈ Q˜ so i ≡ 1
(mod Q˜). In conclusion, (1+4i)(1+4
√
di) ≡ 1+4(1+√d)i = 1+81+
√
d
2
i ≡
1 + 81+
√
d
2
≡ (1 + 41+
√
d
2
)2 = (3+ 2
√
d)2 (mod 8Q˜). Since also 3 + 2
√
d is a
unit in OQ we have (1+4i)(1+4
√
di)
(3+2
√
d)2
≡ 1 (mod 8Q˜) and so (1+4i)(1+4
√
di)
(3+2
√
d)2
= B43
with B3 ∈ 1 + 2Q˜. Hence ψ′(A1)/A1 = (1 + 4i)(1 + 4
√
di)52tB41B
4
2 =
(3 + 2
√
d)252sB4, where B = B1B2B3. Since B1, B2, B3 ∈ 1 + 2Q˜ we have
B ∈ 1 + 2Q˜.
(ii) As seen from 1.2 we have 4 | v, v′. But in both cases a and b of
2.8(2) we have v
4
≡ v′
4
(mod 2) so v ≡ v′ (mod 8). Hence s1 = 0 and we
have ψ′(A1)/A1 = (1+2
√
d)2s52tB4, where B = B1B2. But B1, B2 ∈ 1+2Q˜
so B ∈ 1 + 2Q˜.
(iii) We have ψ′j(i) = i and ψ
′
j(
√
d′) = ±ν ′. If αQj is the image in
EQj
∼= Q(i)(1+i) of an element α ∈ E then iQj = i and
√
dQj = ±ν. Hence
A1Qj =
x−yξji
u+vi
and ψ′j(A1) =
x′−y′ξ′ji
u′+v′i
, where ξj = ±ν and ξ′j = ±ν ′. Since
ν ≡ ν ′ ≡ 1 (mod 8) we have ξj ≡ ξ′j ≡ ±1 (mod 8). In all cases above the
sign + corresponds to j = 1 and − to j = 2.
We have ψ′j(A1)/A1 =
α′+β′i
α+βi
, where α+βi =
x−yξji
u+vi
and α′+β ′i =
x′−y′ξ′j i
u′+v′i
.
We have x2 + y2ξ2 = x2 + dy2 = p and u2 + v2 = p. It follows that
α = (xu − yvξj)p−1, β = (−xv − yuξj)p−1 and α2 + β2 = 1. Similarly for
α′, β ′. We now prove that α, β, α′, β ′ satisfy the conditions of Lemma 2.11.
We already have α2 + β2 = α′2 + β ′2 = 1 and we still have to prove the
congruences from Lemma 2.11. From 1.2 we have that if 2‖xy and 2‖x′y′
then p ≡ p′ ≡ 5 (mod 8) so 2‖v and 2‖v′. If 4 | xy and 4 | x′y′ then
p ≡ p′ ≡ 1 (mod 8) so 4 | v and 4 | v′. In both cases p ≡ p′ (mod 8)
so p−1 ≡ p′−1 (mod 8). It also follows that x, y, u, v are ≡ mod 4 to
x′, y′, u′, v′. (See also 2.8 and the hypothesis.) Since ξj ≡ ξ′j (mod 4) and
p−1 ≡ p′−1 (mod 4) we have α ≡ α′ (mod 4) and β ≡ β ′ (mod 4). So we
still have to prove that either α, α′ are even and α ≡ α′ (mod 8) or β, β ′ are
even and β ≡ β ′ (mod 8). Note that if x is even then α = (xu− yvξj)p−1 is
even, while if y is even then β = (−xv − yuξj)p−1 is even. Same for α′, β ′.
We now consider the cases a-d of 2.8(3):
a. 2‖x, x′. It follows that 2‖v, v′. By hypothesis we have x
2
≡ x′
2
≡ v
2
≡
v′
2
≡ 1 (mod 4). Together with y ≡ y′ ≡ u ≡ u′ ≡ 1 (mod 4), ξj ≡ ξ′j
(mod 4) and p−1 ≡ p′−1 (mod 4), this implies that α
2
= (x
2
u − y v
2
ξj)p
−1 ≡
(x
′
2
u′ − y′ v′
2
ξ′j)p
′−1 = α
′
2
(mod 4) so α ≡ α′ (mod 8).
b. 2‖y, y′. Similarly as in case a. we have y
2
≡ y′
2
≡ v
2
≡ v′
2
≡ 1 (mod 4),
x ≡ x′ ≡ u ≡ u′ ≡ 1 (mod 4), ξj ≡ ξ′j (mod 4) and p−1 ≡ p′−1 (mod 4).
Hence β
2
= (−xv
2
− y
2
uξj)p
−1 ≡ (−x′ v′
2
− y′
2
u′ξ′j)p
′−1 = β
′
2
(mod 4) so β ≡ β ′
(mod 8).
c. 4 | x, x′ and x+v
4
≡ x′+v′
4
(mod 2). We have 4 | v, v′ and we write
α
4
= (x
4
u+y v
4
ξj)p
−1. But y, u, ξj, p−1 are odd so α4 ≡ x+v4 (mod 2). Similarly
α′
4
≡ x′+v′
4
(mod 2) so α
4
≡ α′
4
(mod 2) so α ≡ α′ (mod 8).
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d. 4 | y, y′ and y+v
4
≡ y′+v′
4
(mod 2). Same as in case c. we have 4 | v, v′
and since x, u, ξj, p
−1 are odd we have β
4
= (−xv
4
− y
4
uξj)p
−1 ≡ y+v
4
(mod 2).
Similarly β
′
4
≡ y′+v′
4
(mod 2) so β
4
≡ β′
4
(mod 2) so β ≡ β ′ (mod 8).
By Lemma 2.11 we have ψ′j(A1)/A1 =
α′+β′i
α+βi
= 52tB2 with t ∈ Z and
B ≡ 1 (mod 2+2i). But 1+ i generates the ideal Q˜j so (2+2i)OQj = 2Q˜j .
Thus B ≡ 1 (mod 2Q˜j). 
Lemma 2.13 (i) If d ≡ 5 (mod 8) then (ε,5
q
)
=
(
ε,3+2
√
d
q
)
= 1.
(ii) If d ≡ 2 (mod 8) then (ε,5
q
)
= 1 and
(
ε,1+2
√
d
q
)
= −1.
Proof.We have 5 ∈ Q2 and in both cases d ≡ 5 or 2 (mod 8) we have
NFq/Q2(ε) = −1. It follows that
(
ε,5
q
)
=
(−1,5
2
)
= 1 so we have proved the
first part of (i) and (ii). We now prove the second part.
(i) We have that 1+
√
d
2
is an algebraic integer so 3+2
√
d = 1+41+
√
d
2
≡ 1
(mod 4). It follows that 3 +
√
d is either a square or a unit with quadratic
defect 4Oq. (See [OM, §63A].) Since also ε is a unit in Fq we have
(
ε,3+2
√
d
q
)
=
1. (See [OM, 63:11a].)
(ii) First recall some properties of the Hilbert symbol. If α ∈ F×q then(
α,−α
q
)
= 1 so
(
α,α
q
)
=
(
α,−1
q
)
. If moreover α 6= 1 then (α,1−α
q
)
= 1.
If X, Y ∈ Fq s.t. XY (X + Y ) 6= 0 then 1 − XX+Y = YX+Y so 1 =( X
X+Y
, Y
X+Y
q
)
=
(
X,Y
q
)(
X,X+Y
q
)(
X+Y,Y
q
)(
X+Y,X+Y
q
)
=
(
X,Y
q
)(
X+Y,−XY
q
)
. (We have(
X+Y,X+Y
q
)
=
(
X+Y,−1
q
)
.) Hence
(
X,Y
q
)
=
(
X+Y,−XY
q
)
.
Let now α, β ∈ Fq, α 6= −1, 0, β 6= −1, αβ 6= 1. We have
(−α,1+α
q
)
= 1
so
(
1+α,1+β
q
)
=
(
1+α,−α(1+β)
q
)
. We now use the property above for X = 1+α
and Y = −α(1 + β) = −α− αβ. We get (1+α,1+β
q
)
=
(1−αβ,−α(1+α)(1+β)
q
)
.
We use now this property for α, β given by 1+α = ε and 1+β = 1+2
√
d.
We claim that 1−αβ is a unit of quadratic defect 4Oq and −α(1+α)(1+β)
is a prime in Oq. By [OM, 63:11a] this will imply −1 =
(
1−αβ,−α(1+α)(1+β)
q
)
=(
1+α,1+β
q
)
=
(
ε,1+2
√
d
q
)
, as claimed.
First note that Fq is a ramified extension of degree 2 of Q2 so 2Oq = q˜2
and
√
d is a prime of Oq. Also the inertia index [Oq/q˜ : Z/2Z] is 1.
Since d ≡ 2 (mod 8) we are in the case of Conjecture 3, when b ≡ 2
(mod 4). We have α = b
2
− 1 +√d and β = 2√d. Now √d is a prime and
2 | b
2
− 1 so b
2
− 1 ∈ q˜2 so α = b
2
− 1 + √d is a prime in Oq. Since also
1 + α = ε and 1 + β = 1+ 2
√
d are units in Oq, −α(1 + α)(1 + β) will be a
prime as well.
We have αβ = 2
√
d( b
2
− 1 +√d) = (b− 2)√d+ 2d = 4ρ, where ρ = d
2
+
b−2
4
√
d. But d
2
≡ 1 (mod 2) so d
2
≡ 1 (mod q˜) and we also have b−2
4
√
d ∈ q˜
so ρ ≡ 1 (mod q˜).
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We have 1−αβ = 1−4ρ so 1−αβ can only be either a square or a unit
of quadratic defect 4Oq. Assume that it is a square so 1− 4ρ = γ2 for some
γ ∈ Fq. Since 4 | γ2 − 1 we have 2 | γ − 1 or 2 | γ + 1. But if 2 | γ + 1 then
also 2 | γ+1−2 = γ−1. So always 2 | γ−1. Then γ = 1+2δ with δ ∈ Oq.
From 1 − 4ρ = (1 + 2δ)2 we get δ2 + δ + ρ = 0. But ρ ≡ 1 (mod q˜) so by
considering classes mod q˜ we get δˆ2 + δˆ + 1ˆ = 0ˆ. But this is impossible
since X2 +X + 1ˆ has no roots in Oq/q˜ ∼= Z/2Z. Hence 1 − αβ must be a
unit of quadratic defect 4Oq, as claimed. 
Lemma 2.14 If d, d′ are odd then η = η′. If d, d′ are even then η =
(−1) y−y
′
4 η′.
Proof.We first treat the case when d ≡ d′ ≡ 5 or 2 (mod 8). We have
η = χ(φ), where φ =
(ε,L/F
q
)
. If Q is a prime of L staying over Q, so
over q, then φ = (ε, LQ/Fq). We have φ(i) =
(
ε,−1
q
)
i. But −1 ∈ Q2 and
NFq/Q2ε = −1 so
(
ε,−1
q
)
=
(−1,−1
2
)
= −1 so φ(i) = −i. It follows that
φ|E = τ3|E so φ ∈ τ3Gal(L/E) = τ3〈σ〉 so φ = τ3σk for some k ∈ Z4.
It follows that η = χ(φ) = ik. We have τ3(α1) = α3 = α
−1
1 so φ(α1) =
τ3σ
k(α1) = τ3(i
kα1) = i
−kα−11 .
We repeat the reasoning for b′, p′. Denote by φ′,Q′, k′ the φ,Q, k cor-
responding to b′, p′. We have to prove that ik = ik
′
or ik = (−1) y−y
′
4 ik
′
,
corresponding to d ≡ 5 or 2 (mod 8), respectively.
We have the isomorphism ψ : F ′q′ −→ Fq given by
√
d′ 7→ ν√d, which
extends to an isomorphism ψ′ : E ′Q′ −→ EQ given by
√
d′ 7→ ν√d, i 7→
i. By Lemma 2.12 we have ψ′(A′1)/A1 = C
2B4, where B ∈ 1 + 2Q˜ and
C = (3 + 2
√
d)s5t or (1 + 2
√
d)s5t, corresponding to d ≡ 5 or 2 (mod 8),
respectively. In both cases C ∈ Q(√d) = F . We consider the extension
LQ(λ) of LQ given by λ2 = C. Since both LQ and Fq(λ) ∼= Fq(
√
C) are
abelian extensions of Fq, so is LQ(λ).
Now L′Q′ = E
′
Q′(α
′
1) and α
′
1 is a root of X
4−A′1 ∈ E ′Q′[X ]. The roots of
ψ′(X4 −A′1) = X4 −C2B4A1 ∈ EQ[X ] are ilλBα1 with 0 ≤ l ≤ 3 and they
all belong LQ(λ). Therefore the isomorphism ψ′ : E ′Q′ −→ EQ extends to a
morphism ψ′′ : L′Q′ −→ LQ(λ) given by α′1 7→ ilλBα1 for some l. We have:
ψ′′((ε′, L′Q′/F
′
q′)(α
′
1)) = (ψ(ε
′), LQ(λ)/Fq)(ψ′′(α′1)).
The left hand side can be written as ψ′′(φ′(α′1)) = ψ
′′(i−k
′
α′1
−1) =
i−k
′
(ilλBα1)
−1 = i−k
′−lλ−1B−1α−11 .
For the right hand side we have (ψ(ε′), LQ(λ)/Fq) = (A4ε, LQ(λ)/Fq) =
(ε, LQ(λ)/Fq). (If θ := (A,LQ(λ)/Fq) then θ|LQ ∈ Gal(LQ/Fq) ⊆ Gal(L/F ) ∼=
Z2 × Z4 and θ|Fq(λ) ∈ Gal(Fq(λ)/Fq) →֒ Z2. It follows that θ4|LQ = 1LQ and
θ4|Fq(λ) = 1Fq(λ) so θ
4 = 1LQ(λ).) Since also ψ
′′(α′1) = i
lλBα1, the right
hand side equals (ε, LQ(λ)/Fq)(ilλBα1) = i−k−l
(
ε,C
q
)
λφ(B)α−11 . (We have
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λ2 = C ∈ Fq so (ε, LQ(λ)/Fq)(λ) =
(
ε,C
q
)
λ and (ε, LQ(λ)/Fq)(ilBα1) =
φ(ilBα1) = i
−lφ(B)i−kα−11 .
In conclusion, i−k
′−lλ−1B−1α−11 = (−1)−k−l
(
ε,C
q
)
λφ(B)α−11 , so i
k−k′(ε,C
q
)
=
λ2Bφ(B) = CBφ(B). But B belongs to 1 + 2Q˜ and so does its conjugate
φ(B). Also C ∈ 1 + 2Q˜. Indeed, if d ≡ 5 (mod 8) then 5 and 3 + 2√d
belong to 1+ 4OQ so C = (3+ 2
√
d)s5t ∈ 1+ 4OQ ⊂ 1+ 2Q˜, while if d ≡ 2
(mod 8) then 5, 1+2
√
d ∈ 1+2Q˜ so C = (1+2√d)s5t ∈ 1+2Q˜. It follows
that ik−k
′
(
ε,C
q
) ∈ 1 + 2Q˜. Since ik−k′(ε,C
q
) ∈ µ4 this implies ik−k′(ε,Cq ) = 1.
(If ξ ∈ µ4 and ξ 6= 1 then ξ − 1 | 2 and so ξ − 1 /∈ 2Q˜.) It follows
that ik =
(
ε,C
q
)
ik
′
. If d ≡ 5 (mod 8) then C = (3 + 2√d)s5t, which, by
Lemma 2.13(i), implies
(
ε,C
q
)
= 1. If d ≡ 5 (mod 8) then C = (3+ 2√d)s5t,
which, by Lemma 2.13(i), implies
(
ε,C
q
)
= (−1)s. But s ≡ y−y′
4
(mod 2), so
(−1)s = (−1) y−y
′
4 . Hence the desired result.
Suppose now that d ≡ 1 (mod 8). By Lemma 2.7(ii) we have η = η1η2,
where ηj = χ
((aj ,L/F
qj
))
. Here a1 = 1, a2 = −1 if 16 | b and a1 = 5, a2 = 3
if 16 ∤ b. Similarly for b′, p′. We denote by a′1, a
′
2, η
′
1, η
′
2 the a1, a2, η1, η2
corresponding to b′, p′ Recall that by 2.6 we have either both 16 | b and
16 | b′ or both 16 ∤ b and 16 ∤ b′ so a′j = aj . We will prove that ηj = η′j for
j = 1, 2.
We fix now j ∈ {1, 2}. By Lemma 2.12(iii) we have ψ′j(A′1)/A1 = C2B4
for some B ∈ 1 + 2Q˜, where C = 5t. We proceed similarly as in the cases
d ≡ 5, 2 (mod 8). Let φ = (aj ,L/F
qj
)
and φ′ =
(aj ,L′/F ′
q′j
)
. If Q,Q′ are pimes
of L, L′ staying over Qj ,Q′j then φ = (aj , LQ/Fq) and φ
′ = (aj, L′Q′/F
′
q′). If
LQ(λ) is an extension of LQ with λ2 = C then the isomorphism ψ′j : E
′
q′j
−→
Eqj
∼= Q(i)(1+i) will extend to a morphism ψ′′j : L′Q −→ LQ′(λ) satisfying
ψ′′j (α
′
1) = i
lλBα1 for some l. We have
ψ′′j ((aj , L
′
Q′/F
′
q′j
)(α′1)) = (ai, LQ(λ)/Fqj )(ψ
′′
j (α
′
1)).
If j = 2 then a2 = −1 or 3. In both cases
(
a2,−1
q2
)
=
(
a2,−1
2
)
= −1 so
φ(i) = −i. (Recall that Fq2 ∼= Q2.) By the same reasoning as in the previous
case we get φ = τ3σ
k and φ′ = τ ′3σ
′k′ for some integers k, k′ and we have to
prove that ik = ik
′
. Same as before we get ik−k
′
(
C,a2
q2
)
= CBφ(B). Again
B, φ(B) ∈ 1+2Q˜2 and 5 ∈ 1+4OQ2 ⊂ 1+2Q˜2 so C = 5t ∈ 1+2Q˜2. It follows
that ik−k
′
(
C,a2
q2
) ∈ 1 + 2Q˜2. Together with ik−k′(C,a2q2 ) ∈ µ4, this implies
ik−k
′
(
C,a2
q2
)
= 1. But in both cases a2 = −1, 3 we have
(
5,a2
q2
)
=
(
5,a2
2
)
= 1.
Since C = 5t we get
(
C,a2
q2
)
= 1 so ik−k
′
= 1 and we are done.
Suppose now that j = 1. If a1 = 1 then η1 = η
′
1 = 1 so we may assume
that a1 = 5. Since
(
5,−1
q1
)
=
(
5,−1
2
)
= 1 we have φ(i) = i and so φ|E = 1E .
Thus φ ∈ Gal(L/E) = 〈σ〉. If φ = σk then η1 = χ(φ) = ik and φ(α1) = ikα1.
Similarly φ′ = σ′k
′
, η′2 = i
k′ and φ′(α′1) = i
k′α′1. We now calculate the left
and right hand sides of the equality above.
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The left hand side equals ψ′′1(φ
′(α′1)) = ψ
′′
1(i
k′α′1) = i
k′+lλBα1.
The right hand side equals (5, LQ(λ)/Fq1)(i
lλBα1) =
(
5,C
q1
)
ik+lλφ(B)α1.
(We have λ2 = C so (5, LQ(λ)/Fq1)(λ) =
(
5,C
q1
)
λ and ilBα1 ∈ LQ so
(5, LQ(λ)/Fq1)(i
lBα1) = (5, LQ/Fq1)(i
lBα1) = φ(i
lBα1) = i
lφ(B)ikα1.)
So ik
′+lλBα1 =
(
5,C
q1
)
ik+lλφ(B)α1 which implies i
k−k′(5,C
q1
)
= Bφ(B)−1.
Since B, φ(B) ∈ 1+2Q˜j we have ik−k′
(
5,C
q1
) ∈ 1+2Q˜j, which, together with
ik−k
′
(
5,C
q1
) ∈ µ4 implies ik−k′(5,Cq1 ) = 1. But (5,5q1 ) = (5,52 ) = 1 and C = 5t so(
5,C
q1
)
= 1 so ik−k
′
= 1. 
Lemma 2.15 With the conventions of 2.6 and 2.8, the one of the Conjec-
tures 1-4 is true for the pair b, p iff it is true for b′, p′.
Proof.Conjectures 1-4 are true for a pair b, p iff η = ξ, where ξ is the
value predicted for η in Lemma 2.5. Similarly, if we denote by ξ′ the value
predicted for η′, the Conjectures 1-4 are true for b′, p′ iff η′ = ξ′. In order
to prove that the two statements are equivalent it is enough to show that
ξ′
ξ
=
η′
η
=
{
(−1) y−y
′
4 if d, d′ are even
1 if d, d′ are odd
(see Lemma 2.14).
We consider the parts (i)-(iv) of Lemma 2.5, which correspond to Con-
jectures 1-4.
(i) By 2.6(1) we have b ≡ b′ (mod 8) so Lemma 2.5(i) implies that:
ξ′/ξ =


(−1) v
′
−v
4 if 2‖x, x′
1 if 2‖y, y′
(−1) y
′+v′
4
− y+v
4 if 4 | y, y′
(−1)x
′
−x
4 if 4 | x, x′.
By 2.8(1) in all four cases ξ′/ξ = 1.
(ii) By 2.6(3) we have b ≡ b′ (mod 16) so b′−b
8
is even. So by Lemma
2.5(ii) we have
ξ′/ξ =


(−1) b′−b8 + v′−v4 = (−1) v′−v4 if 2‖x, x′
1 if 2‖y, y′
(−1) y
′+v′
4
− y+v
4 if 4 | y, y′
(−1) b
′
−b
8
+x
′
−x
4 = (−1)x
′
−x
4 if 4 | x, x′.
By 2.8(1) in all four cases ξ′/ξ = 1.
(iii) Each of the cases 4 ∤ xy and 4 | xy from Lemma 2.5(iii) can be split
in to subcases, according to the parities of x, y. If 2‖x then y is odd so
ξ = (−1)( b8−1)y = (−1) b8−1. If 2‖y then ξ = (−1)( b8−1)y = 1. If 4 | x then y
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is odd so xy ≡ x (mod 8) so xy+v
4
≡ x+v
4
(mod 2). Also b
8
y ≡ b
8
(mod 2).
Thus ξ = (−1)xy+v4 + b8y = (−1)x+v4 + b8 . Similarly, if 4 | y we get that xy+v
4
≡
y+v
4
(mod 2) and, since also b
8
y is even, we get ξ = (−1)xy+v4 + b8y = (−1) y+v4 .
Similarly for ξ′. We get
ξ′/ξ =


(−1) b
′
−b
8 if 2‖x, x′
1 if 2‖y, y′
(−1)x′+v′4 −x+v4 + b′−b8 if 4 | x, x′
(−1) y
′+v′
4
− y+v
4 if 4 | y, y′.
By 2.6(4) we have b ≡ b′ (mod 16) so b′−b
8
is even. Together with 2.8(3),
this implies, in all four cases, that ξ′/ξ = 1.
(iv) By 2.6(2) we have b ≡ b′ (mod 32) so b′−b
4
is even. By 2.8(2) we
have that v
′−v
4
is even. So Lemma 2.5(iv) implies
ξ′/ξ =
{
(−1) b
′
−b
4
+ v
′
−v
4 = 1 if 2‖y, y′
(−1) y
′
−y
4
+ v
′
−v
4 = (−1) y
′
−y
4 if 4 | y, y′.
But if 2‖y, y′ then y ≡ y′ ≡ 2 (mod 8) so y′−y
4
is even. Thus ξ′/ξ = (−1) y
′
−y
4
holds in this case as well. 
2.16 Let now b, p be a pair satisfying the hypothesis of one of the Conjec-
tures 1-4. We consider several cases.
(I) If d ≡ 5 (mod 8) then either b is odd or b ≡ 4 (mod 8). We have
three cases: (1) b ≡ ±1 (mod 8), (2) b ≡ ±3 (mod 8), (3) b ≡ 4 (mod 8).
If two integers b, b′ 6= 0 are in the same case then either b and b′ or −b and b′
satisfy the conditions of 2.6. For each of these cases we have seven subcases
involving the values of x, y, u, v modulo powers of 2:
a. 2‖x, v
4
is even.
b. 2‖x, v
4
is odd.
c. 2‖y
d. 4 | x, x
4
is even.
e. 4 | x, x
4
is odd.
f. 4 | y, y+v
4
is even.
g. 4 | y, y+v
4
is odd.
So we have 3 · 7 = 21 cases. If the pairs b.p and b′, p′ satisfying the
hypothesis of Conjecture 1 or 2 fall in the same case then either b, p and
b′, p′ or −b, p and b′, p′ satisfy the conditions of both 2.6(1) or (3) and of
2.8(1).
(II) d ≡ 2 (mod 8) so b ≡ 2 (mod 4). We have four cases: (1) b ≡ ±2
(mod 32), (2) b ≡ ±6 (mod 32), (3) b ≡ ±10 (mod 32) and (4) b ≡ ±14
(mod 32).
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For each of these cases we have four subcases:
a. 2‖y, v
4
is even.
b. 2‖y, v
4
is odd.
c. 4 | y, v
4
is even.
d. 4 | y, v
4
is odd.
There are 4 · 4 = 16 cases. If two pairs b, p and b′, p′ satisfying the
hypothesis of Conjecture 3 fall in the same class then either b, p and b′, p′
or −b, p and b′, p′ satisfy the conditions of both 2.6(2) and 2.8(2).
(III) d ≡ 1 (mod 8) so 8 | b. We have two cases: (1) b ≡ 0 (mod 16)
and (2) b ≡ 8 (mod 16).
For each of these cases we have six subcases:
a. 2‖x.
b. 2‖y.
c. 4 | x, x+v
4
is even.
d. 4 | x, x+v
4
is odd.
e. 4 | y, y+v
4
is even.
f. 4 | y, y+v
4
is odd.
There are 2 · 6 = 12 cases. If two pairs b, p and b′, p′ satisfying the
hypothesis of Conjecture 3 fall in the same class then either b, p and b′, p′
or −b, p and b′, p′ satisfy the conditions of both 2.6(4) and 2.8(3).
End of the proof If b, p and b′, p′ are two pairs satisfying the hypothesis
of one of the Sun’s conjectures which fall in one of the 21 + 16 + 12 = 49
cases of 2.16 then either b, p and b′, p′ or −b, p and b′, p′ satisfy the conditions
of both 2.6 and 2.8. By Lemma 2.15 the conjecture for the two pairs is
equivalent. But by Lemma 1.3 the conjecture holds for b, p iff it holds for
−b, p. Hence in both cases above our conjecture for b, p and for b′, p′ is
equivalent. Therefore the Conjectures 1-4 need to be verified only for a set
of pairs b, p that cover all 49 cases of 2.16. We consider the cases (I)-(III)
of 2.16.
(I) b = 1, 3, 4 cover the cases (1)-(3) of (I). For each of these we display
seven values of p covering the cases a-g from 2.16(I). In for these primes we
also show how they can be written as p = x2 + dy2 = u2 + v2.
If b = 1 then d = 5 and we take p = 281, 41, 29, 109, 61, 521, 89. We have
241 = (−6)2 + 5 · (−7)2 = 52 + 162, 41 = (−6) + 5 · 12 = 52 + 42, 29 =
(−3)2+5·22 = 52+22, 109 = 82++5(˙−3)2 = (−3)2+102, 61 = 42+5·(−3)2,
521 = 212 + 5 · 42 = (−11)2 + 202 and 89 = (−3)2 + 5 · 42 = 52 + 82.
If b = 3 then d = 13 and we take p = 113, 17, 53, 181, 29, 433, 233.
We have 113 = 102 + 13 · 12 = (−7)2 + 82, 17 = 22 + 13 · 12 = 12 + 42,
53 = 12 + 13 · 22 = (−7)2 + 22, 181 = 82 + 13 · (−3)2, 29 = 42 + 13 · 12,
433 = (−15)2 + 13 · 42 = 172 + (−12)2 and 233 = 52 + 13 · 42 = 132 + 82.
If b = 4 then d = 5, same as for b = 1, so we can take again p =
281, 41, 29, 109, 61, 521, 89.
(II) b = 2, 6, 10, 14 cover all cases (1)-(4) of (II). For each of them we
list four primes P that cover all cases a-d from 2.16(II).
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If b = 2 then d = 2 and we take p = 73, 17, 113, 41. We have 73 =
(−7)2 + 2 · (−6)2 = (−3)2 + 82, 17 = (−3)2 + 2 · 22 = 12 + 42, 113 =
92 + 2 · 42 = (−7)2 + 82 and 41 = (−3)2 + 2 · 42 = 52 + 42.
If b = 6 then d = 10 and we take p = 89, 41, 281, 241. We have 89 =
(−7)2+10 ·22 = 52+82, 41 = 12+10 ·22 = 52+42, 281 = (−11)2+10 ·42 =
52 + 162 and 241 = 92 + 10 · 42 = (−15)2 + 42.
If b = 10 then d = 26 and we take p = 113, 1297, 1889, 641. We have
113 = (−3)2+26 ·22 = (−7)2+82, 1297 = (−19)2+26 ·(−6)2 = 12+(−36)2,
1889 = (−15)2 + 26 · 82 = 172 + 402 and 641 = (−15)2 + 26 · 42 = 252 + 42.
If b = 14 then d = 50 and we take p = 281, 641, 881, 809. We have
281 = (−3)2 + 50 · 22 = 52 + 162, 641 = 212 + 50 · 22 = 252 + 42, 881 =
92 + 50 · 42 = 252 + 162 and 809 = (−3)2 + 50 · 42 = 52 + 282.
(III) b = 8, 16 cover the cases (1) and (2) of (III). For each of them we
list six primes p covering the cases a-f of 2.16(III).
If b = 8 then d = 17 and we take p = 53, 141, 593, 409, 1361, 281. We
have 53 = (−6)2 + 17 · 12 = (−7)2 + 22, 141 = 92 + 17 · 22, 593 = (−24)2 +
17 · 12 = (−23)2 + 82, 409 = 162 + 17 · (−3)2 = (−3)2 + 202, 1361 =
(−33)2 + 17 · 42 = (−31)2 + 202 and 281 = (−3)2 + 17 · 42 = 52 + 162.
If b = 16 then d = 65 and we take p = 101, 269, 1361, 601, 5009, 1049.
We have 101 = (−6)2 + 65 · 12, 269 = (−3)2 + 65 · 22 = 132 + 102, 1361 =
362 + 65 · 12 = (−31)2 + 202, 601 = 42 + 65 · (−3)2 = 52 + 242, 5009 =
(−63)2 + 65 · 42 = 652 + (−28)2 and 1049 = (−3)2 + 65 · 42 = 52 + 322.
But these pairs b, p lie in the range of numbers already verified by Sun.
This concludes our proof.
3 Related results
Let now d > 1 be a square-free integer and let ε ∈ Q(√d) be an algebraic
integer. Our problem is to determine ε
p−1
4 mod p for primes p satisfying(
d
p
)
=
(−1
p
)
= 1. The answer will be given in terms of x, y, u, v ∈ Z satisfying
p = f(x, y) = u2+v2, where f(x, y) = ax2+bxy+cy2 is a primitive positive
definite quadratic form of discriminant b2−4ac = −d or −4d, corresponding
to −d ≡ 1 (mod 4) or −d ≡ 2, 3 (mod 4), respectively. For a prime q,
including q =∞, we denote by fq the localized of f at q.
We proceed similarly as in [B, §3]. First note that, in order to be eligible,
f should represent elements ≡ 1 (mod 4). In Q2 a number ≡ 1 (mod 4) is
in the square class of 1 or 5. Thus f2 should represent 1 or 5. Assume this
happens. We show that the quadratic form F (x, y, u, v) = f(x, y)− (u2 +
v2) is isotropic. By the Hasse-Minkowski theorem we have to prove the
statement locally. Since both f(x, y) and u2 + v2 are positive definite F∞
is isotropic. If q > 2 is prime and q ∤ d then Fq is unimodular so isotropic.
If q > 2 and q | d then Fq is isotropic because detFq = d 6= 1 in Q×q /(Q×q )2.
At q = 2 we have that f2(x, y) represents 1 or 5 and u
2+ v2 represents both
1 and 5 so F2 isotropic.
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Take (x1, y1, u1, v1) ∈ Q4 \ {(0, 0, 0, 0)} such that F (x1, y1, u1, v1) = 0.
Since both f(x, y) and u2+v2 are anisotropic we have f(x1, y1) = u
2
1+v
2
1 =:
a′ 6= 0. By multiplying x1, y1, u1, v1 with a proper rational number we
may assume that x1, y1 ∈ Z and (x1, y1) = 1. Now a′ ∈ Z and a′ is
represented by u2 + v2 over Q so it will be represented also over Z. So
may assume that u1, v1 ∈ Z. Now a′ is represented by f primitively so we
can write f(x, y) = g(x′, y′), where the mapping (x, y) 7→ (x′, y′) belongs
to SL(2,Z) and g has the form g(x′, y′) = a′x′2 + bx′y′ + cy′2. We have
b′2 − 4a′c′ = b2 − 4ac = −d or −4d.
If p > 2 is a prime, p ∤ a′d with
(
d
p
)
=
(−1
p
)
= 1 such that p = f(x, y) =
u2 + v2 then
a′p = a′g(x′, y′) = (a′x′ +
b′
2
y′)2 +
4a′c′ − b′2
4
y′2.
But 4a′c′ − b′2 = d or 4d, according as −d ≡ 1 (mod 4) or −d ≡ 2, 3
(mod 4). So a′p = X2 + dY 2, where X = a′x′ + b
′
2
y′ and Y = 1
2
y′ or y′,
respectively. We also have a′p = (u21 + v
2
1)(u
2 + v2) = U2 + V 2, where
U = u1u− v1v and V = u1v + v1u. Note that X, Y are linear combinations
of x′, y′ and so of x, y and U, V are linear combinations of u, v.
We have a′p = X2 + dY 2 = U2 + V 2, which resembles the relations
p = x2 + dy2 = u2 + v2 from §2. Therefore we repeat the reasoning from
§2 with p, x ± y√di, u ± vi replaced by a′p,X ± Y√di, U ± V i. We will
consider the fields F = Q(
√
d), E = F (µ4) = Q(
√
d, i) and L = E( 4
√
A1),
where A1 = (X − Y
√
di)(U + V i)−1. The analogue of Lemma 2.1 will
hold. We keep the notation σ, τ from the proof of Lemma 2.1 and define
χ : Gal(L/F ) −→ µ4 by σkτl 7→ ik.
Same as for Lemma 2.2(i), we have
χ
((
ε, L/F
p
))
≡ ε− p−14 so ε p−14 ≡ η :=
∏
q6=p
χ
((
ε, L/F
q
))
modulo P. The primes q 6= p where χ
((ε,L/F
q
))
may be 6= 1 are ∞ and
the non-archimedian primes containing 2a′ε. The challenge is to calculate
the Artin symbol at these primes. In a similar way one shows that ε
p−1
4 ≡
η′ :=
∏
q6=p χ
((ε,L/F
q
))
. The value of ε
p−1
4 mod p can be found from η, η′
as follows.
Lemma 3.1 If α, β ∈ {±1} then:
(i) If η = α, η′ = β then ε
p−1
4 ≡ 1
2
(α+ β) + 1
2
(Y V
XU
β− Y V
XU
α)
√
d (mod p).
(ii) If η = α, η′ = βi then ε
p−1
4 ≡ 1
2
(α− V
U
β)+ 1
2
( Y
X
β− Y V
XU
α)
√
d (mod p).
(iii) If η = iα, η′ = β then ε
p−1
4 ≡ 1
2
(β − V
U
α) + 1
2
(Y V
XU
β − Y
X
α)
√
d
(mod p).
(iv) If η = iα, η′ = iβ then ε
p−1
4 ≡ 1
2
(−V
U
α − V
U
β) + 1
2
( Y
X
β − Y
X
α)
√
d
(mod p).
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Proof.Let ε
p−1
4 = A + B
√
d. Then ε
p−1
4 = A − B√d. It follows that
A+B
√
d ≡ η (mod P) and A−B√d ≡ η′ (mod P) and so A ≡ 1
2
(η + η′)
(mod P) and A ≡ 1
2
( 1√
d
η− 1√
d
η′) (mod P). In the four cases (i)-(iv) of our
lemma we get that A is ≡ mod P to 1
2
(α + β), 1
2
(α + βi), 1
2
(αi + β) or
1
2
(αi+ βi), respectively, while B is ≡ mod P to 1
2
( 1√
d
α− 1√
d
β), 1
2
( 1√
d
α−
i√
d
β), 1
2
( i√
d
α− 1√
d
β) or 1
2
( i√
d
α− i√
d
β), respectively.
But X − Y√di, U − V i ∈ P so X ≡ Y√di and U ≡ V i (mod P). It
follows that i√
d
≡ − Y
X
(mod P) and i ≡ −V
U
(mod P), which by multi-
plication yield to 1√
d
≡ −Y V
XU
(mod P). So A is ≡ mod P to 1
2
(α + β),
1
2
(α− V
U
β), 1
2
(β− V
U
α) or 1
2
(−V
U
α− V
U
β), respectively, and B is ≡ mod P to
1
2
(Y V
XU
β− Y V
XU
α), 1
2
( Y
X
β− Y V
XU
α), 1
2
(Y V
XU
β− Y
X
α) or 1
2
( Y
X
β− Y
X
α), respectively.
But both sides of these congruences are p-adic integers so the congruences
also hold mod p. Hence the conclusion. 
Note that in the case of Conjectures 1-4 only the cases (i) and (iv) of
Lemma 3.1 can happen. (See the proof of Lemma 2.4.) This happens be-
cause εε = −1 so ε p−14 = (−1) p−14 ε− p−14 , which implies that η′ = (−1) p−14 η−1.
In general, if εε = N then η′ ≡ N p−14 η (mod P). If (N
p
)
= 1 then
N
p−1
4 ≡ ±1 (mod P) and so η′ = ±η−1 so η, η′ are either both of the
type ±1 or both of the type ±i. If (N
p
)
= −1 then η, η′ are of different type
so the case (ii) or (iii) of Lemma 3.1 applies.
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