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MULTIPHASE FLOW
by Daniel J. Lycett-Brown
In this thesis a computational model for multiphase uid dynamics using the lattice
Boltzmann method (LBM) is assessed and further developed. High end computing is
then used to apply this model to three-dimensional binary droplet collisions.
Dierent collision operators for the LBM are investigated. The multi-relaxation time
(MRT) method is well known to improve stability at low viscosity compared to the
simpler lattice Bhatnagar-Gross-Krook (LBGK) method. The cascaded LBM is a more
recent development which has been shown to further improve stability over the MRT
method. This is investigated further here. An alternative derivation of the cascaded
LBM is presented, which makes clearer its relationship to the LBGK method and the
multi-relaxation time method, and provides clarity for implementation. An important
result from the development of the cascaded LBM is the necessity of including third
order velocity terms in the equilibrium distribution functions. Discussion of these terms
is therefore also extended. Signicant increase in stability over the LBGK method is
shown for the case of a perturbed double periodic shear layer ow, and it is also shown
that this improved stability does not aect the accuracy of the results.
The Shan-Chen inter-particle potential method is used as the basis of the multiphase
method. Previously developed improvements to the force term calculation in the Shan-
Chen method are discussed, with particular emphasis on reducing the spurious velocities
around curved phase boundaries. Analysis is also made of the method used to incorpo-
rate this force term into the LBM. Of the improvements over the original Shan-Chen
method considered, the exact dierence method is shown to be the most appropriate
for use in this study. The cascaded LBM is then combined with this multiphase model.
Signicant reductions in spurious velocities are shown, with consequent increases in sta-
bility at lower viscosity and higher density ratio, this is achieved without compromising
the accuracy of the multiphase simulations. The eects of the higher order velocity
terms are again considered, and the importance of their inclusion is shown. Further
comparisons with the MRT method are also made.iv
The multiphase cascaded LBM is applied to the study of binary droplet collisions. Dier-
ent outcomes of droplet collisions are successfully simulated and the boundaries between
these outcomes, in terms of Weber number and impact parameter, are studied in detail.
Precise denition of these boundaries is only possible with the use of high end comput-
ing, therefore performance and scaling of the developed parallel code are rst analysed
on two high end computers, and linear speedup shown. Comparisons with theoretical
predictions of the boundaries from the literature are made, and good agreement found
in most cases. The eects of gas density, liquid viscosity and droplet size ratio are all
investigated. Slight deviations between simulation and theoretical results are identied
and consequent improvements to the theory suggested. The use of the cascaded LBM
allows the droplet collisions to be carried out at simultaneously high Weber number,
Reynolds number and liquid to gas density ratio.Contents
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to the !b = 1:0 data given by p = 0:0165(1=R)   0:4  10 5, and
the dotted black line is a best t line to the !b = 1:8 data given by
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Introduction
The understanding of the motion of uids is important across many scientic disciplines
and as such has attracted study for thousands of years. Attempts to predict their
behaviour can be traced back as far as Archimedes' work `On oating bodies', written
around 250BC. Today some of the largest supercomputers in the world are dedicated to
predicting uid motion. For example the June 2013 Top500 list of supercomputers [115]
lists the European Centre for Medium-Range Weather Forecasts two machine at numbers
44 and 45. This example brings together the dierent disciplines involved with this
complex subject. Predicting the weather begins with the development of the equations
to describe the phenomena, requires discretisation of such equations so that they can be
solved computationally, and utilises the cutting edge in computing to nd their solution.
Each of these three aspects of computational uid dynamics (CFD) will be touched on
at least briey in this thesis, with the focus being on the computational method.
There are many dierent approaches to CFD, both in the choice of the equations to
be solved, and the method used for their computational solution. The Navier-Stokes
equations use Newton's second law of motion to describe macroscopic uid motions,
while molecular dynamics uses Newton's equations for each individual molecule. Sitting
in between these two approaches is the Boltzmann equation which describes the evolution
of particle distribution functions. This thesis focuses on using the Boltzmann equation
to computationally predict uid motion. The discretisation scheme used for this is the
lattice Boltzmann method (LBM).
The LBM evolved from the lattice gas cellular automata (LGCA) in the late 1980's, and
has developed into a versatile tool for the computation of uid dynamics. Its advantages
over traditional CFD techniques include the ease with which complex geometrical bound-
aries can be handled, the modelling of complex uids, including both multi-component
and multiphase ow, and in the incorporation of chemical reactions. The ease with
which boundary conditions can be applied has, for example, lead to the LBM being
extensively used for the study of ows in porous media. Its advantage over traditional
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CFD in handling multi-component and multiphase ows comes from a lack of need to
track the interfaces of the dierent components. Interface tracking is particularly chal-
lenging when interfaces are moving and either merging or splitting. The LBM is applied
to the study of multiphase ows in this work.
Although the LBM has had some success in modelling multiphase uids, there are still
obstacles to overcome in the development of a method that can be reliably used for
practical engineering problems. These diculties include instability at low viscosity,
which is present in the single phase case and further exaggerated in the multiphase case,
the presence of spurious velocities around curved phase boundaries, and limitations on
the density ratio between the liquid and gas phases. While there is signicant existing
work addressing each of these issues separately, solving all problems simultaneously
remains a challenge.
A recently introduced variation of the LBM, the cascaded LBM, has been shown to pro-
vide signicant improvement in stability at low viscosities in the single phase case. The
bulk of this thesis looks at the application of this method to multiphase simulation. This
thesis covers three main areas; further discussion of the cascaded LBM, the development
of the multiphase cascaded LBM, and the application of the developed model to a prac-
tical problem. For this the study of binary droplet collisions has been chosen. This is an
important application for multiphase uid dynamics, as understanding droplet collisions
and predicting their outcome has applications across a wide range of areas, from cloud
formation in climate theory, to spray combustion in diesel internal combustion engines.
The outcome of a collision depends on a number of factors including the liquid viscosity
and surface tension, the size and velocity of the droplets, and the density and viscosity of
the surrounding gas. There exists signicant experimental data for validation, however
theoretical predictions for boundaries between collision outcomes require improvement.
Following a brief literature review this thesis begins with an introduction to the Boltz-
mann equation and its relation to the Navier-Stokes equation, and a derivation of the
LBM, in Sections 3. The most basic version of the LBM, the lattice Bhatnagar-Gross-
Krook (LBGK) method is used in the introduction, the cascaded LBM is then derived
in Section 4, introducing an alternative derivation to the original derivation of Geier et
al. [38]. The cascaded LBM is analysed in this section and comparisons are made with
the multi-relaxation time LBM.
The multiphase LBM is introduced in Section 5, using the LBGK method for simplicity.
The modication of the Boltzmann equation for multiphase uids is rst discussed,
followed by the method for modifying the LBM to introduce multiphase phenomena.
A number of alternative methods exist, the Shan-Chen multiphase potential method is
used here, and this is introduced in this section along with discussion of its problems
and their solutions. The cascaded LBM is then introduced into this multiphase model inChapter 1 Introduction 3
Section 6. Validation of the new model is carried out and results presented for reductions
in spurious velocities and the subsequent expansion of the usable parameter range.
After a brief discussion on parallel programming in Section 7, in which the speedup of
the LBM code is analysed, binary droplet collisions are studied in Section 8. Simulation
results from the multiphase cascaded LBM are compared with experimental results and
subsequent theoretical predictions. Consequently modications to the theoretical models
are suggested. Finally conclusion are drawn in Section 9, along with indications for the
direction of future work.Chapter 2
Literature review
The lattice Boltzmann method can trace back its origins to the lattice gas cellular au-
tomaton (LGCA) rst proposed in 1973. Here the development of the LBM is reviewed,
beginning with those LGCA origins, and continuing through its separation from the
LGCA and establishment as a method in its own rights. Improvements over those orig-
inal lattice Boltzmann methods that have led to the methods which are currently in use
are then outlined. The many proposed extensions of the LBM into a multiphase model
are then discussed, before the history and current status of the Shan-Chen model, which
is the basis of the multiphase model used in this work, is explored. Finally, both the
experimental results for binary droplet collisions, and the computational models that
have attempted to capture the experimentally observed phenomena, are reviewed.
2.1 The lattice gas cellular automaton
The foundations of the LGCA were laid by Hardy et al. [48, 47] as early as 1973, although
it wasn't until 1986 that Frisch et al. [35] developed the method such that macroscopic
hydrodynamics could successfully be reproduced. The LGCA involves the streaming
of individual point particles between nodes on a regular lattice followed by collisions,
following set rules, at those nodes. While this method had some advantages over more
traditional CFD, it also had its drawbacks. Advantages included a complete lack of
round-o errors, due to the integer nature of the point particles, and the ease with
which the code can be parallelized for use on high end computers. However, drawbacks
were found to be a lack of Galilean invariance originating from the discrete nature of
the lattice, a severe limit on the Reynolds number achievable due to the restrictions on
the collision rules, and considerable statistical noise. It was as a solution to this last
problem that McNamara and Zanetti [83] originally introduced the LBM. They replaced
the single particles in the LGCA with averaged populations, and the single particle
collision rules by collision operators for the particle distribution functions. Although
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this does reintroduce round-o errors into the method, removing one of the advantages
of the LGCA, statistical noise is removed by the very denition of the populations as
averaged quantities.
Further improvements were subsequently made, departing further from the LGCA and
heading towards the LBM as it used today. These focused on improving the collision
operator, and included the work of Higuera et al. [54], who removed the dependence
of the population distribution collision rules on the underlying LGCA collision rules.
This resulted in making higher Reynolds number simulations achievable. Soon after this
it was realised that the collision operator could be further simplied to having just a
single relaxation time, as introduced independently by both Chen et al. [16] and Qian et
al. [95]. This relaxation scheme is similar to, and therefore named after, the Bhatnagar-
Gross-Krook (BGK) model of the Boltzmann equation [10], and completes the standard
LBM most widely used today, the lattice BGK (LBGK) model.
2.2 The lattice Boltzmann method
Although originally rising from the LGCA, the LBM as it now stands can be discussed
independently. Chen and Doolen [17] were among those who derived the LBGK model
as a discretisation of the continuous Boltzmann equation with a BGK collision opera-
tor. Due to its simplicity this LBGK model became the most popular and often used
lattice Boltzmann model. However, despite the initial success of the LBGK model, its
simplicity brought with it a few drawbacks, including a bulk viscosity dependant on
the shear viscosity, and instability at moderately high Reynolds numbers. A number
of attempts to overcome these shortcomings have been made. Higuera et al. [54] and
later d'Humi eres [25] and d'Humi eres et al. [28] introduced the multi-relaxation time
(MRT) method, which introduces additional relaxation times into the collision opera-
tor. Instead of relaxing each particle distribution function towards its equilibrium, a
change of basis is performed into a moment basis where dierent moments are relaxed
at dierent relaxation rates, before being transformed back into the population basis
for the streaming step. This allows bulk viscosity to be tuned independently of shear
viscosity, and brings an increase in stability through tuning the relaxation rates of the
higher order moments. The role of these higher order moments was also discussed by
Dellar [24]. A simpler version, the two relaxation time model, was also proposed by
Ginzburg et al. [43]. The tuning of the additional relaxation rates has been discussed
by Ginzburg and Adler [42] who considered their relationship with boundary conditions,
and Lallemand and Luo [64] who conducted stability analysis, while others set the higher
order moments to equilibrium. This equilibration is equivalent to the method of Latt
and Chopard [69] who `regularised' the particle distribution functions after collision to
remove the eects of the higher order moments, and will be revisited in this thesis.Chapter 2 Literature review 7
Independently of the MRT methods and their relatives, the entropic LBM was developed
by Karlin et al. [60]. This improves stability, and in fact gives unconditional stability,
by introducing an entropic based function which prevents collisions from decreasing this
entropy. Equilibrium distribution functions are found as the maxima of entropy, which
give functions that dier to those of the LBGK model above second order in velocity
(although this should not be interpreted as the main result of the entropic method). The
entropy constraint is enforced through introduction of an additional parameter into the
collision operator. While this results in unconditional stability, its use is the subject of
some debate [75, 11] despite interesting results [3, 2]. This will not be discussed further
here, however important results have come out of the development of the entropic LBM.
These include the exclusion of certain lattices previously found (but not explained) to
be unstable [19], and discussions on the product form of equilibria [59], which will be
used here.
Recently, Geier et al. [38] developed the cascaded LBM which was shown to further
improve stability over the MRT method. Although the derivation avoids that of the MRT
method, the underlying concept is similar. Populations are transformed into a moment
basis to undergo relaxation, as in the MRT method. However, while the MRT method
uses raw moments, those dened in the reference frame of the lattice, the cascaded LBM
uses central moments, which are dened in a reference frame moving with the uid. This
dierence was found to have important implications for stability, however the method
has not yet been widely used. One goal of this thesis is therefore to present further
evidence of its values.
As stated previously, the LBM is inherently parallelisable, and this fact is no dierent
for the MRT, cascaded or entropic methods than for the LBGK method. This parallelis-
ability has been celebrated as a major advantage since the development of the LGCA
models, with eorts going as far as the design and construction of computational archi-
tecture optimised for lattice gas calculations [80, 27]. Although this was surpassed by
the speed of advancement in standard processors, and the move from the LGCA to the
LBM, the performance of the LBM on machines specically designed for 3D grids was
the subject of early studies by Bartoloni et al. [8]. More recently Wellein et al. [120]
have investigated the single processor performance of the LBM, followed up by the study
of Pohl et al. [90] into performance on dierent parallel architectures, in which close to
linear speedup was reported.
2.3 Multiphase LBM
One of the many areas of application of the LBM has been to multiphase ow. Indeed
many dierent models have been suggested for including multiphase behaviour into the
LBM. The original idea for multiphase ow in the LBM was developed by Gunstensen8 Chapter 2 Literature review
et al. [45]. This colour gradient model was based on a two component LGCA by Roth-
man and Keller [99]. It involved two particle distribution functions, each having its own
LBGK equation, with an additional perturbation term, introduced into the collision
operator to represent the interaction between the two components. This method has
signicant drawbacks, including anisotropy in the surface tension, and a heavy burden
on computation. Shan and Chen [104] introduced the idea that the perturbation term
could be represented by a force originating from an interaction potential. The interaction
potential depends on an eective number density which can be chosen in such a way as to
give any non-ideal gas equation of state. The model was originally designed to describe
a multi-component system, but can also describe a single component, multiphase sys-
tem [105]. This model is widely used, probably due to its simplicity. It forms the basis of
the multiphase model used here, although modied to remove some of its shortcomings,
as discussed below. The Shan-Chen model suers, as did the colour gradient model, from
spurious velocity currents at the interface. With the idea of resolving a lack of thermo-
dynamics consistency in the Shan-Chen model, and removing these spurious velocities,
Swift et al. [110] developed a model that introduced a non-ideal pressure tensor into
the collision operator. Starting from the van der Waals formulation of a two component
uid in thermodynamic equilibrium, they use a free energy density functional to derive
the pressure. This did give a reduction in the spurious velocity currents observed in the
previous methods, although does not remove them completely. However the model does
have drawbacks, including a lack of Galilean invariance (although ideas have been put
forward to resolve this issue [119]), and also does not achieve thermodynamic consistency.
A more recent idea by Luo [74] involves not adding the multiphase part to the LBGK
model separately, but including the interactions explicitly in the derivation of the LBM.
This was done by starting from the Enskog equation, which includes nite particle size
in the Boltzmann equation, removing the low density gas assumption [15]. This method
provides a thermodynamically consistent LBM for systems with non-ideal gas equations
of state. Although the starting point of the Enskog equation is only an approximation to
a dense gas, the model provides interesting insights into the more established Shan-Chen
and free energy models. More recently Lee and Fischer [70] explained the formation of
the spurious velocities as being due to the dierences in discretisation of the thermody-
namic pressure gradient and the interfacial stress. These terms should balance for an
interface in equilibrium, but dierences in higher order error terms induce the spurious
velocities, which they purpose a scheme to resolve.
Improvements to the Shan-Chen model focus separately on two aspects, the calculation
of the force term, and the introduction of this forcing term into the collision operator.
Shan [103] showed that the discretisation of the forcing term had insucient isotropy.
He therefore proposed increasing the order of the nite dierence calculation, which
resulted in a decrease in spurious velocities. On the basis of this method Sbragaglia
et al. [101] went on to show that the anisotropy in the Shan-Chen method was due to
the fth order derivative of the eective number density, and proposed two methods ofChapter 2 Literature review 9
reducing the spurious velocities. One of these, grid renement, also lifted the dependence
of surface tension on density ratio, one of the often cited drawbacks of the Shan-Chen
model. Yuan and Schaefer [124] changed the form of the eective number density in order
to reproduce a more realistic equation of state. This increased the attainable density
ratio from tens to thousands, removing another major constraint of the model. These
improvements modify the calculation of the force term, however the scheme was still
unstable for even moderate Reynolds number. The recasting of the collision operator
with this forcing term by Luo [74] reveals an incorrect dependence in the higher order
terms on the relaxation rate. Guo et al. [46] analysed the eects of the discrete lattice
on the inclusion of the force term, and introduced a scheme which resolved the eect,
while Kupershtokh [61] introduced the exact dierence method. Kupershtokh et al. [62]
showed that only the exact dierence method (EDM) and the method of Guo gave a
vapour density independent of relaxation rate, and that the EDM supported higher
density ratios.
The various multiphase models discussed have all been combined with the MRT method,
including the free energy model [91] and the Shan-Chen model [63]. McCracken and
Abraham [82] used the index function of He et al. [49] and showed an order of magni-
tude increase in attainable Reynolds number, while Yu and Fan [123] recently showed
reductions in spurious velocities using a pseudo-potential method with the MRT method.
However in all cases improvements in Reynolds number are signicantly smaller than in
the single phase case. While Premnath and Banerjee [93] have developed a method for
including a forcing term into the cascaded method, this has not yet been applied to a
multiphase forcing term. As the cascaded LBM has been shown to outperform the MRT
method in the single phase case, a study of multiphase behaviour with the cascaded
model is necessary. A signicant part of this thesis is therefore dedicated to this goal.
2.4 Binary droplet collisions
The application to which the multiphase cascaded LBM will be applied is that of binary
droplet collisions. These present an interesting case, having sucient experimental data
for validation but with many questions more suited to computation than experiment,
such as internal ow. They also present a challenging computational problem, whose
solution is useful across a variety of elds. These range from cloud formation in atmo-
spheric physics, to engineering applications from inkjet printing to spray coating and
sprays in diesel injection engines. The earliest work on droplet collisions goes back to
Lord Rayleigh's study of jets in the late nineteenth century [97], which identied dif-
ferent collision outcomes, including bouncing and coalescence followed by separation.
A comprehensive list of studies from then until the 1970's focusing on droplet coales-
cence can be found in Brazier-Smith et al. [12] who studied the condition for droplets
to separate after coalescence. With initial focus being on cloud formation a number of10 Chapter 2 Literature review
studies into water droplet collisions at atmospheric pressure were conducted [1, 12], with
attention later turning to fuel droplets, as in Ashgriz and Givi [5]. In 1997 Qian and
Law [94] published a detailed study of both water and hydrocarbon droplets, studying a
large range of factors eecting collision outcomes, including gas pressure and viscosity,
and gas molecular structure. They also extended the work of Ashgriz and Poo [6] on
developing theoretical boundaries between the collision regimes, and resolved the issue of
whether satellite droplet formation is caused by capillary wave instability or pinching of
the connecting ligament. More recent work has included collisions in vacuum [121], high
resolution imaging of the moment of collision [30], unequal sized droplet collisions [6, 96],
and collisions at high Weber number resulting in droplet splattering [88].
This experimental work has been accompanied by theoretical descriptions and computa-
tional simulations. Many of the papers already discussed include increasingly successful
theoretical models for boundaries between coalescence and separation based on energy
considerations. Additionally Zhang and Law [125] recently introduced a theoretical
model for the bouncing regime based on the physics of the intervening gas. A number of
dierent methods have been employed in the simulation of droplet collisions. Pan and
Suga [89] used a nite volume scheme, and simulated collisions up to a Weber number
of 150 and Reynolds number of 1300, but reported a mass loss of around 5%. Using a
level set method Tanguy and Berlemont [112] achieved a similar parameter range, but
with a mass loss less than 1% in the case of a very ne grid, which however becomes
impractical in 3D. Nikolopoulos and Bergeles [87] used a volume of uid method, and
studied the eects of both the liquid and gas properties on droplet collision outcome,
however this method requires dening an articial collision time. A number of dierent
approaches using the LBM have also been applied. Inamuro et al. [57] used the pro-
jection method applied to the free energy model, producing results for droplet collision
at a Reynolds number of 2000 and a Weber number of 100. However while it is stated
that their method can reach a density ratios between the liquid and gas phase of up to
1000, the droplet collision results are only given at a ratio of 50. Luo et al. [73] used
the Shan-Chen single component multiphase method with an MRT method, achieving
Reynolds numbers of up to a few hundred, and Weber number up to 100, but again at a
density ratio of approximately 50. Focke and Bothe [34] recently showed that under res-
olution in some of these schemes results in articially lamella breakup (see, for example,
Ref. [112]).
Although signicant progress has been made, a scheme is required that can simulate high
density ratios, high Reynolds numbers and high Weber number simultaneously, while
maintaining high resolution and avoiding mass loss. This thesis therefore concludes with
the application of the cascaded multiphase LBM to this problem.Chapter 3
The lattice Boltzmann method
The lattice Boltzmann method aims to predict uid motion using the Boltzmann equa-
tion. To do so computationally requires some form of discretisation of that equation.
Before discussing the discretisation, and the unavoidable errors associated with such a
solution, it is necessary to understand the underlying equation. Not only this, but it is
important to appreciate the relationship between this equation and the ones solved by
`traditional' CFD, the Navier-Stokes equations. The Boltzmann equation begins at the
smallest, microscopic scale, however instead of using the equations of motion of individ-
ual molecules, instead considers the evolution of particle distribution functions, on the
so-called mesoscopic scale. In contrast the Navier-Stokes equations begin at the large,
macroscopic, scale, with Newton's second law of motion. Indeed, when these equations,
and their predecessor, the Euler equations of uid motion, were being developed, the
molecular viewpoint was unavailable. Boltzmann himself was instrumental in bringing
the molecular picture to the fore, although it was not until after his death that the
existence of molecules became fully accepted. With this in mind, a brief introduction
to the Navier-Stokes equations is made, via the Euler equations, before the Boltzmann
equation is introduced. Before moving on to the lattice Boltzmann method itself, the
relationship between the Boltzmann equation and the Navier-Stokes equations is de-
rived, via a Champan-Enskog small scales expansion. A simple, one-dimensional, lattice
Boltzmann method is then introduced, before extension is made to higher dimensions.
The consequences of descretising the Boltzmann equation in such a way are analysed,
again via the Champan-Enskog method.
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3.1 The Euler and Navier-Stokes equations
In the 1750's Euler published equations for the motion of inviscid ow, based on con-
servation of mass and momentum [31]. These equations are
@
@t
+ r  (u) = 0; (3.1)
@
@t
(u) + r  (uu) + rp = 0; (3.2)
where  is density, u is velocity, p is thermodynamic pressure and t is time. ab indicates
the dyadic product of vectors a and b. These equations describe the motion of a com-
pressible ow, however at the time that Euler formulated them, thermodynamics was
also in its infancy. It was known that the density of a gas depended on its pressure and
temperature, however no equation for this relationship was available. These equations
of motion were therefore undetermined, except in the incompressible limit, until Laplace
formulated the adiabatic condition in 1816 [68]. Even with this they were found exper-
imentally to be insucient for describing certain uids, which led Navier to introduce
an additional term into the momentum equations, to take into account the eects of




(u) + r  (uu) + rp = r  ; (3.3)
where  is the deviatoric stress tensor, through which the viscous terms are included.
Under the assumption that this is linear and isotropic in relation to the gradient tensor













+ br  u; (3.4)
where  is the dynamic shear viscosity and b is the dynamic bulk viscosity. It should
be noted that Navier did not write the equation in the form of Equation 3.3, and it
was Stokes that later formulated the equation as it is given above and used today [107].
These equations can only be solved analytically in the most basic cases under simpli-
fying assumptions, in fact it even remains an unsolved mathematical problem to show
the existence and smoothness of solutions of the Navier-Stokes equations in three di-
mensions [22]. Despite this they have been very successful in describing uid motion
and their numerical solutions have been widely used across scientic disciplines, from
modelling ocean currents to aerospace engineering.
In the general case, the pressure in the Navier-Stokes equation depends on both density
and temperature, therefore an additional equation, describing the conservation of energy,Chapter 3 The lattice Boltzmann method 13
is required. This is given by [23]
@
@t
+ u  r +
2
3
r  u =  r  q; (3.5)
where  = kBT is the internal energy, q is the heat ux, kB is the Boltzmann constant
and T is the temperature.
3.2 The Boltzmann equation
The Euler and Navier-Stokes equations above were originally derived from the macro-
scopic viewpoint, by considering the conservation laws of a continuous uid. Boltzmann
was one of the rst to recognise the microscopic view that uids consisted of molecules.
He therefore took an alternative, kinetic theory approach to describing uids, using the
equations of motion of the molecules, and probability theory. The movement of indi-
vidual molecules can be described by Newtonian mechanics, taking into account the
forces exerted between molecules. However solving the motion of a macroscopic uid by
tracking the motion of individual particles is essentially impossible, one cubic millimetre
of water, for example, contains over 3  1019 individual molecules. Therefore a statis-
tical approach is required, and Boltzmann assumed that the state of a uid at or near
to equilibrium could be described by a single particle distribution function. He then
derived a formula for the evolution of this distribution, taking into account molecular
collisions. The result of this was the introduction of the Boltzmann transport equation.
The distribution f(x;p;t), where x are space coordinates and p are momenta of the
coordinate system, describes the expected number of particles in the innitesimal phase
space volume dnxdnp, where n is the number of dimensions of the coordinate system, at











jv   uj2fdv; (3.8)
where v = p=mp is the microscopic velocity, and mp is the mass of the particles. Liou-
ville's theorem states that a distribution function is conserved in phase space, leading






+ v  rf = C(f); (3.9)
where C(f) is a collision operator, which accounts for the rate of change of f due to forces
between particles during collisions. (The conservation equation, for which C = 0, was14 Chapter 3 The lattice Boltzmann method
formulated by Gibbs [41] using an identity which Liouville had published in 1838 [72]).
For the one-body distribution function this collision operator involves the two-body
distribution function, whose equation can be written down in the same form as for the
one-body distribution. This will contain a collision operator which will be a function
of the three-body distribution, and so on. This hierarchy of equations is know as the
Bogoliubov, Born, Green, Kirkwood and Yvon hierarchy, and gives a system of Np
simultaneous equations, where Np is the total number of particles. Such a system of
equations would be impossible to solve, and it was Boltzmann that came up with the
solution to close the system.
Boltzmann made the assumption that the collision term could be approximated to
only include two-body collisions, and that the two particles involved in the collision
are uncorrelated before collision. This is the famous molecular chaos assumption, or
`Stosszahlansatz', that leads to the derivation of the Boltzmann equation. In order to
make the two-body approximation it is necessary to assume that the gas is dilute, and
consists of point-like, structureless molecules, and that the interaction between these
molecules is only via a short-range potential (so as to agree with the low-density as-
sumption). The two-body collision operator can then be written as a sum of gains from
particles scattered by collisions to momentum p from other momentum p0, and losses







where f12 = f(x1;p1;x2;p2;t) is the two-body distribution function for the probability
of a molecule being at x1 with momentum p1, and a second molecule being at x2 with
momentum p2. g is the relative momentum between the two particles,  is the dierential
cross-section, and 
 is the solid angle into which the relative momentum turns due to
scattering. Primes are used to represent post-collision states. The `Stosszahlansatz' is
now used to close the system,
f12 = f1f2; (3.11)
which leads to the Boltzmann equation
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where here an external force, F, has been included. From the assumptions given above
this equation describes a dilute gas, the extension to a dense gas, as rst described by
Enskog, is discussed in Section 5.1 when multiphase ow is considered.
Dening the local equilibrium, feq, as the exact balance between gains from particles
scattered to p and losses from particles scattered from p leads to the detailed balance
condition,
f10f20 = f1f2; (3.13)Chapter 3 The lattice Boltzmann method 15
i.e. the collision operator equals zero. By taking logarithms of this equation, and using
the collision invariance of density, momentum and energy, it is possible to derive the














where D is the number of spatial dimensions. Equations 3.6, 3.7 and 3.8 must still hold
when f is replaced by feq.
3.3 From the Boltzmann equation to the Navier-Stokes
equations
The Navier-Stokes equations can be derived by solving the Boltzmann equation by
asymptotic expansion, following the Chapman-Enskog procedure. Following the later
introduction of the lattice Boltzmann method this will also be used to show that the
lattice Boltzmann equation approximates the Navier-Stokes equations within the limits
to be dened. Here a simplied collision operator is introduced into the Boltzmann
equation, the derivation in the general case follows a similar, although more involved
procedure [15]. The general collision operator is replaced with an approximation that
the particle distribution function relaxes towards equilibrium with a single relaxation
time, . This is the Bhatnagar-Gross-Krook collision operator, rst introduced by these




(f   feq): (3.15)
To begin, the perturbation parameter to be used in the expansion, , is dened as being
equal to the Knudsen number, Kn,




where the Knudsen number is the ratio of the mean free path of molecules, m, to the
macroscopic length scale, L. m is the average distance travelled by molecules between
successive collisions. This number has to be small, i.e. the mean free path has to be small
compared with the macroscopic scale, to be in the region of macroscopic hydrodynamics.
For slow varying solutions compared with the collision timescale,  in the Boltzmann
equation is replaced by  to give
@f
@t
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
(f   feq): (3.17)
Assuming that f is close to equilibrium it can be approximated by expansion as
f = feq + f1 + 2f2 +  ; (3.18)16 Chapter 3 The lattice Boltzmann method
where f1 and f2 are the rst and second order deviations from equilibrium. Additionally










for solutions of the expansion to be valid over long time periods. This has been split into
a fast timescale, associated with the propagation of sound waves, and a slow timescale
associated with diusion and long-term hydrodynamics. It is important to note that the
higher order terms in the expansion of f do not contribute to the mass and momentum,
i.e. Z
fndv = 0; (3.20)
Z
fnvdv = 0; (3.21)
for all n  1.

















Equating terms of dierent order of this equation and taking their moments leads to the





















Using the commutation of the integration and partial derivative operators and Equa-
tions 3.6, 3.7 and 3.8, these become
@
@t0
+ r  (u) = 0; (3.25)
@
@t0








At equilibrium, using Equation 3.14, this is given by
0 =
Z
vvfeqdv = I + uu; (3.28)
where I is the identity matrix, whose elements are 1 on the leading diagonal and 0Chapter 3 The lattice Boltzmann method 17
elsewhere. Unlike the lower order moments this is not in general equal to the non-
equilibrium value, the dierence of which leads to viscous dissipation. Inserting Equa-
tion 3.28 into Equation 3.26 results in the Euler equations, Equations 3.1 and 3.2.
The Navier-Stokes equations are derived from moments of the rst order terms in Equa-





































These can be combined with Equations 3.19, 3.25 and 3.26 to give
@
@t
+ r  (u) = 0; (3.33)
@
@t




To derive an equation for 1, the second moment of the zeroth order terms of Equa-






















The integration can be carried out explicitly, and the partial dierential can be calculated











Inserting this and Equation 3.28 into Equation 3.34 gives
@
@t
(u) + r  (uu) + rp = r  ; (3.38)
where p = . This is the Navier-Stokes equation given in Equation 3.3, with viscosity
coecients given by





These relations are a result of the isothermal assumption, for the derivation without
this assumption see, for example, Ref. [15]. The Navier-Stokes equation has been shown
to be an approximate solution of the Boltzmann equation by a truncated small scales
expansion. It should be noted that with higher order expansions it is possible to derive
the Burnett and super-Burnett equations.
3.4 The one-dimensional lattice Boltzmann equation
Having laid down the fundamentals of the Boltzmann equation and its relation to macro-
scopic hydrodynamics and the Navier-Stokes equations, the lattice Boltzmann equation
is now developed. To begin with a simple example in one dimension is used, and at
this stage the use of the BGK collision operator is maintained. Detailed discussions
of improved collision operators and their impact on the stability of the computational
scheme are deferred until later. Although the LBM was originally derived from the
LGCA, here a derivation is presented based on the truncation of the velocity space and
time discretisation of the Boltzmann equation.
The velocity set is rst reduced to just Q velocities and the evolution of the distribution














i is the equilibrium distribution of the distribution function associated with vi.
f
eq
i is dependant on the chosen lattice, and to be determined. The integral equations
for macroscopic quantities are now replaced by equivalent summations, the equations













Many methods for determining the equilibrium distribution function have been pro-
posed, including low Mach number expansion of the Boltzmann equation followed by
Gaussian quadrature [51], and minimisation of an entropy function under conservation
constraints [60, 4]. Here equilibrium distribution functions are solved for by considering
the moments of the distribution function, as proposed by Karlin and Asinari [59]. InChapter 3 The lattice Boltzmann method 19















where here a reference temperature, T0, has been introduced. The normalised moments








with the rst ve moments being the normalised density, velocity, normalised momentum
ux, , normalised energy ux, Q, and the normalised rate of energy ux, A. For the
equilibrium distribution, these give the Maxwell moment relations
M
eq
0 = 1; (3.47)
M
eq
1 = u; (3.48)
M
eq
2 = T0 + u2 = eq; (3.49)
M
eq




0 + 6T0u2 + u4 = Aeq: (3.51)
For a lattice with Q velocities there exists Q linearly independent velocity polynomials.
This has implications for the recovery of the moments. For example, taking a lattice of












1f1 = f 1 + f1; (3.54)




1f1 =  f 1 + f1 = M1: (3.55)
This is due to the fact that v3
i = vi for all three velocities, and consequently the third
order moment is always equal to the macroscopic velocity. At equilibrium, by comparing
Equations 3.48 and 3.50, it can be seen that the reference temperature, T0, must be equal
to 1=3. Also the third order term in velocity can not be made consistent which places a
low Mach number constraint on the LBM.
It is worth noting two points, the rst being that for a two velocity set, by similar
considerations, there will be a second order error in the equilibrium pressure, making
this unsuitable for recovery of the required hydrodynamics. Secondly, the temperature
determined by the closure relation is lattice dependant. For certain lattices with larger20 Chapter 3 The lattice Boltzmann method
velocity sets, the reference temperature can have no real-value solutions, therefore ruling
out the use of such a lattice. This explains why the obvious extension to a lattice with
ve velocities,  2,  1, 0, 1 and 2, led to unstable results, and instead shows that the
lattice with velocities  3,  1, 0, 1 and 3, is permissible [19].
The equilibria of the one-dimensional, three-velocity lattice (which using the standard
naming convention is termed a D1Q3 lattice) are now solved for. The rst three Maxwell
moments are explicitly given by
f 1 + f0 + f1 = ; (3.56)
 f 1 + f1 = u; (3.57)
f 1 + f1 = : (3.58)
These three equations can be solved simultaneously for the distribution functions, giving




(  u): (3.60)
With the distribution functions now expressed in terms of moments, their equilibria can













T0  u + u2
: (3.62)
With the truncation of the velocity set complete, it now remains to discretise Equa-
tion 3.41 in x and t. Taking the Taylor series expansion of the distribution function up
to rst order gives







Taking x = vt, and dividing this by t, an approximate expression for the right







fi (x + vit;t + t)   fi (x;t)
t
: (3.64)
This is the equivalent of an explicit forward Euler scheme along the characteristic xi =
vit, and gives the lattice Boltzmann equation,






where t = 1 has been used. Although this derivation appears to give a scheme which
is rst order in space and time, it can be shown that it is equivalent to a second orderChapter 3 The lattice Boltzmann method 21
scheme. As discussed by Sterling and Chen [106] and will be shown in Section 3.7 the
rst order discretisation error can be incorporated into the viscous term. Dellar [23]
also discusses the derivation of the LBM by integration along a characteristic of Equa-
tion 3.41. Using the trapezium rule on the resulting integral of the collision operator
gives a second order in time scheme. This gives an implicit scheme which can be re-
arranged as an explicit scheme via a change of variables. The resulting equations are
equivalent to the result from the usual, rst order, derivation.
For the computation of the above equation the left and right hand side are split into
separate operators, streaming and collision operators respectively. One iteration of the
computational algorithm comprises of a streaming step and a collision step, and a sim-
ulation is run over many iterations. During the streaming operation, each node copies
each of its three distribution functions to their new location, depending on their cor-
responding velocity. Therefore the f 1 and f1 distributions are copied to the nodes
on the left and right respectively, while the f0 distribution remains on the same node.
During the collision operation, the newly received distribution functions are rst used to
calculate the density and velocity, so that each of the three equilibria can be computed.
The three distribution functions are then relaxed towards their corresponding equilibria
according to the right hand side of Equation 3.65.
3.5 Extending the LBM to higher dimensions
The extension of the above one-dimensional LBM to higher dimensions is now out-
lined. Here a two-dimensional LBM is developed, although the derivation of the three-
dimensional model follows the same procedure. Extension to higher dimensions is
achieved here through considering products of the one-dimensional functions, as de-
scribed by Karlin and Asinari [59]. The motivation for such a product form derivation
comes from Maxwell's derivation of the three-dimensional equilibrium, which itself was
constructed from products of the one-dimensional equilibria. This is possible under the
assumptions that the distribution functions have no preferred direction and are inde-
pendent of the co-ordinate system [81]. Without diverting attention to this derivation
it is sucient to note the result. The three-dimensional probability distribution can be
written as the product of the one-dimensional distributions,
P (vx;vy;vz)dvxdvydvz = P(vx)dvxP(vy)dvyP(vz)dvz; (3.66)
and the product form can be seen in the exponential form of the equilibrium distribution,
















The proof that higher dimensional forms of the LBM can be derived by using products
of the one-dimensional distribution functions arises from the consideration of entropy.22 Chapter 3 The lattice Boltzmann method
As mentioned in Section 3.4, one proposed method for deriving the equilibrium distribu-
tion functions is from the denition of the equilibrium as a minimisation of an entropy
function. This is at the heart of the entropic LBM, developed by Karlin et al. [60],
however the details of this method are not required here.











where Wi are the weights of the distribution functions. These are dened as the nor-
malised equilibrium distribution functions at u = 0, which from Equations 3.61 and 3.62,
for the D1Q3 lattice, are W0 = 2=3 and W1 = 1=6. It should be noted that the equilib-
rium derived in this form is not identical to the equilibrium derived through use of the
Maxwell moment relations, although the deviations occur in the higher order velocity
terms.
The two-dimensional lattice is constructed from the product of the one-dimensional
lattice, such that the lattice velocities are
v(i;j) = (vi;vj); (3.69)
and the weights are given by
W(i;j) = WiWj: (3.70)

































for n = f1;2g, and where Mx(n) and My(n) are unidirectional moments. Under
the unidirectional moment constraint the minimising functions are unidirectional quasi-
equilibrium functions, fy, which are dened by this minimisation problem. This min-
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where  and 
(n)
 are the Lagrange multipliers associated with the density and unidirec-




















from which it can be seen that f
y
(i;j) can be expressed as
f
y


























It is now simple to show from this result, and the unidirectional moment constraints, that
the minimisation problem can be broken down into two one-dimensional minimisation








It is also important to note, that while for the nine distribution functions of the nine
velocity lattice, nine linearly independent moments can be constructed, the unidirec-
tional quasi-equilibrium functions are fully dened by the ve moments constraining




lm = Mx(l)My(m): (3.81)
Using Equations 3.59 and 3.60 the quasi-equilibria can be written explicitly as
f
y


















(xx + ux)(yy + uy); (3.85)
where ; = f 1;1g. The equilibrium distribution functions are derived by inserting
the Maxwell moment relations into these equations, and expanding, to give
f
eq































































where, for now, terms of third order and higher in velocity have been dropped, however
this will be discussed in detail in Section 4.3. For completeness the more commonly


















where here i = f0;:::;Q 1g is an index of the complete set of velocities. However this
form of the equilibrium will rarely be used in this thesis. The notation f(i;j), where i and
j are co-ordinates of the discrete velocities, is used throughout, with only occasional use
of fi, where i = f0;:::;Q   1g. Finally, the discretisation of the Boltzmann equation is
performed similarly to the one-dimensional case, and the LBM is given by
f(i;j)
 
x + v(i;j);t + 1










3.6 A two-dimensional example
Before proceeding with formal analysis of the LBM described above, as an example
the decay of a Taylor-Green vortex in two dimensions is considered. This is often used
as a benchmark for the LBM (and Navier-Stokes solvers in general), see for example
Refs. [26, 116], as an analytical solution is known [113]. The initial condition is given by
ux(x;y;0) =  U0 cos(kx)sin(ky); (3.92)
uy(x;y;0) = U0 sin(kx)cos(ky); (3.93)








where k = 2=X and U0 and p0 are constants dening the velocity magnitude and
the background pressure respectively. For such an initial condition the incompressible
Navier-Stokes equations can be solved exactly to describe the decay of the vortices due
to viscosity, for which the solution is found to be [113]
u(x;y;t) = u(x;y;0)e 2k2t; (3.95)








Here U0 = 0:01 is used, and X, the number of grid points in both x- and y-directions,
is set to 128. p0 = 0c2
s and 0 is set to 1. Figure 3.1 shows the LBM result usingChapter 3 The lattice Boltzmann method 25
Figure 3.1: LBM simulation of the decay of a Taylor-Green vortex, on a 128128
grid, with  = 5=9, and initial condition given by Equations 3.92, 3.93 and 3.94.
After 4000 time steps the left gure shows the x-velocity and the right gure
shows the vorticity and velocity vectors.
 = 5=9 after 4000 time steps, for the x-velocity eld and the vorticity. Figures 3.2
and 3.3 show comparison between the simulation result and analytical result for a cross-
section of the velocity eld and the pressure respectively. The LBM results are seen to
be in very good agreement with the analytical solution in both cases. From the rate of
decay of the velocity magnitude the measured viscosity is found to be within 0:1% of
the theoretical viscosity (further viscosity measurements will be given and discussed in
Section 4.3). For this simple example the LBM has correctly modelled the change in
uid velocity and pressure due to viscous decay. The example given here is for a low
Reynolds number simulation, examples and discussion on stability at higher Reynolds
number are deferred to Section 4.6. Having shown that the LBM can at least correctly
solve the incompressible Navier-Stokes equation for this example, this is now shown
more generally through theoretical analysis.
3.7 Chapman-Enskog expansion of the LBM
Having developed the LBM above and shown that it can at least give the correct solution
to the incompressible Navier-Stokes equation for a simple example, it is now necessary to
prove that the LBM indeed solves the Navier-Stokes equations up to the desired order,
and to understand the limits brought about by the discretisation scheme. It has been
shown that the Navier-Stokes equations can be derived from the Boltzmann equation
through the Chapman-Enskog small scales expansion, and this method is now used to
analyse the lattice Boltzmann equation. The procedure therefore follows closely that of










Figure 3.2: Results for the y-velocity at y = 0 for the Taylor-Green vortex of
Figure 3.1. The grey line is the initial condition, the black line and circles are the
analytical and LBM simulation results (every three lattice points) respectively,
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Figure 3.3: Results for the pressure at y = 0 for the Taylor-Green vortex of
Figure 3.1. The grey line is the initial condition, the black line and circles are the
analytical and LBM simulation results (every three lattice points) respectively,
at t = 4000.Chapter 3 The lattice Boltzmann method 27
hand side of Equation 3.91,











+ vi  r: (3.98)























i = 0; (3.102)
for all n  1. Inserting Equations 3.97, 3.99 and 3.100 into the LBM, Equation 3.91,































+ vi  r: (3.104)








































i : (3.107)28 Chapter 3 The lattice Boltzmann method
The macroscopic equations can now be derived by taking moments of Equations 3.105






































+ r  (u) = 0; (3.110)
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@t0




On substituting in the expression for 0, again the Euler equations are recovered.





































































Substituting Equations 3.110, 3.111, 3.114 and 3.115 into the time derivative expan-
sion, Equation 3.100, up to rst order, acting on  and u, give
@
@t
+ r  (u) = 0; (3.116)
@
@t





























i = T0I + uu; (3.119)Chapter 3 The lattice Boltzmann method 29












































With the equation in this form, Equations 3.110 and 3.111 can now be used to replace








  T0ur   T0 (r)u   ur  (uu)   r  (uu)u + uur  (u);
(3.123)




















where for convenience sux notation is now used. The divergence of Q at equilibrium,
Q0






















































which leads to the Navier-Stokes equation,
@
@t
(u) + r  (uu) + rp = r  ; (3.128)
where the third order terms in velocity have been dropped. The pressure is
p = T0; (3.129)30 Chapter 3 The lattice Boltzmann method








The negative contribution to the viscosity is a direct consequence of the discretisation,
specically it is an error in the streaming operator. Referring back to Equations 3.103
to 3.115 above, and specically comparing Equation 3.115 with its counterpart in the
non-discretised case, Equation 3.32, it can be seen that this error arose from the second
order term in the Taylor expansion of the discretised streaming operator. It is not
only fortunate that this error term takes this form and can therefore be absorbed into
the viscosity, but the fact that it is negative allows the viscosity to approach zero,
by allowing the relaxation time to approach 1=2. Although from this simple picture
it could be proposed that the limit of zero viscosity, and therefore innite Reynolds
number, could be approached, there are other factors at play which limit this, as will be
discussed in the following section. Finally it should be noted that while Equation 3.128
is the compressible Navier-Stokes equation, the low Mach number constraint restricts
the LBM to solving quasi-incompressible ow.
3.8 Conclusions
Traditional CFD techniques solve a discretisation of the Navier-Stokes equation. In this
chapter it has been shown that the Navier-Stokes equations can be derived from the
Boltzmann equation, and that therefore alternatively a discretisation of the Boltzmann
equation can be solved. This discretisation, the LBM, has been introduced and shown to
correctly solve the pressure and velocity for a simple example of a Taylor-Green vortex
in two-dimensions. Before continuing, a few comments are required. Firstly, while the
derivation of the equilibrium distribution functions of the LBM given here may not
be considered to be the standard one, it nevertheless recovers the correct hydrodynamic
equations to second order. In fact it diers to, for example, the result of He and Luo [51]
only in terms of third order in velocity. While these terms have been neglected here,
they will be discussed further in the following section. Secondly, to keep the introduction
of the method simple, the BGK collision operator has been used. While this is sucient
for the purpose of this introduction, and is favoured by many because of this simplicity,
it has placed signicant restrictions on the method. Specically it has forced each of the
moments to relax at the same rate, a restriction that for the higher order moments is
neither necessary for the recovery of hydrodynamics nor desirable in terms of the stability
of the scheme. This issue, its consequences, and its solutions form the subject of the
following chapter. Finally the extension to three dimensions, although not discussed
here, follows the same path as the extension to two dimensions, and the derivation ofChapter 3 The lattice Boltzmann method 31
the Navier-Stokes equation is unchanged. The following section again focuses on the two-
dimensional LBM for clarity in the discussion, however the three-dimensional version
will be used in the results section and therefore an overview of its development will be
deferred to the Appendix.Chapter 4
The cascaded LBM
In the previous chapter a simple lattice Boltzmann method was introduced, and shown
to recover the Navier-Stokes equations up to second order in velocity. The BGK collision
operator was used, which approximates the collision operator by relaxing the particle
distribution functions towards their equilibria with a single relaxation time. It is well
known that despite the success of this simplifying assumption in simulations of relatively
low Reynolds number, as Reynolds number is increased, and ows move from laminar
ow to turbulence, the system quickly becomes unstable. The root of the problem
lies in the higher order moments. As viscosity is decreased by over-relaxation of the
distribution functions, so the higher order moments are also over-relaxed, which can
lead to instability. A solution to this was proposed in the form of a generalised collision
operator, which introduced additional relaxation times, leading to the multi-relaxation
time (MRT) method. Despite its improvements, the MRT method still has limitations
at high Reynolds number. With the view of overcoming these limitations, Geier et
al. [38, 39] introduced the cascaded LBM, which also introduces additional relaxation
rates into the collision operator, but does so in a reference frame moving with the uid.
The derivation of this method presented here follows on from the moment representation
of the product form of the quasi-equilibrium distribution function presented in Section 3.
Once the cascaded LBM has been introduced, the Chapman-Enskog expansion, which
was used to analyse the LBGK method in the previous section, is revisited. An MRT
method is then introduced, and comparisons made to the cascaded LBM. Finally results
for the dierent collision operators are compared using a two-dimensional shear ow.
4.1 Introduction
The LBM introduced in the previous chapter, which uses the BGK collision operator,
quickly becomes unstable as the Reynolds number in simulations is increased. This
problem becomes even more apparent when multiphase ow is considered, as will be
3334 Chapter 4 The cascaded LBM
discussed in later chapters. As one of the aims of this work is to simulate as wide a
range as possible of multiphase ow parameters, this restriction is an unacceptable one.
It is obviously rst necessary to resolve this issue in the single phase case, as will be
attempted in this chapter. As already mentioned, methods for generalising the collision
operator, such as the MRT and two-relaxation time (TRT) models, have been quite
successful in the single phase case, providing signicant increases in attainable Reynolds
number [28]. However results for the multiphase extensions have often been less impres-
sive, for example Kuzmin et al. [63] reported just an 85% increase in attainable Reynolds
number, while Premnath and Abraham [92] managed to increase Reynolds number by a
factor of 5. In the single phase case the cascaded LBM has been shown to signicantly
improve on the results of the MRT method, however this has not been extended to the
multiphase case. This extension and analysis of results therefore forms a signicant part
of this thesis. While historically the MRT and TRT methods preceded the cascaded
LBM, the main purpose here lies with the cascaded LBM. Discussion will therefore be-
gin with and focus on this method. However, for completeness the introduction of the
MRT method is included, following the derivation and discussion of the cascaded LBM.
Although both methods rely on introducing additional relaxation rates for higher order
moments, and the MRT method did this rst, the original derivations of both dier
signicantly in their approach, and it is therefore felt that nothing is lost by beginning
with the cascaded method.
Before deriving and discussing the cascaded LBM, it is necessary to get to grips with
the problem that needs to be solved, namely the instability of the LBGK method at low
viscosities. This issue is not a straightforward one, but involves a number of dierent
factors, as will be shown, however the rst point to be made is a simple one. Information
travels on the lattice at a nite speed; in each time step distribution functions are
streamed one lattice unit. Information cannot travel faster than one lattice unit per
time step. Consider the example of a one-dimensional ow initially at rest with uniform
density apart from at a single lattice node, which has a density 10% higher than the
rest of the domain. This peak will decay, forming two peaks, one moving to the left, the
other to the right, which will propagate at the speed of sound, cs, as shown in Figure 4.1
(left). If a uniform velocity is now added in the x-direction, taking into account Galilean
invariance, in a frame of reference moving at that x-velocity, the decay of the density
perturbation should be identical to that in the case with no uniform velocity. Figure 4.1
(centre) shows this for ux = 0:1, and the peaks of the waves move at uxcs as required.
However if the uniform velocity is increased such that ux + cs becomes greater than
1, information will not be able to travel fast enough on the lattice to keep up. This
therefore places an upper bound on velocities allowed on the lattice to be
umax < 1   cs: (4.1)
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Figure 4.1: The decay of a 10% perturbation in density at x = 150 at time
t = 0, t = 40, t = 80 and t = 120 pictured from top to bottom, with a uniform
x-velocity of ux = 0 (left), ux = 0:1 (centre) and ux = 0:42 (right). The decay
is shifted correctly by the ow at ux = 0:1 but at ux = 0:42, just below the CFL
condition, instabilities soon develop, as discussed in the text.
This velocity limit is the Courant-Friedrichs-Lewy (CFL) condition for the LBM, and
places an absolute upper bound on velocities permitted within a simulation. The speed










which for the D2Q9 lattice with T0 = 1=3 gives an upper velocity limit of 0:423. This
is far above the low velocity limit set by the small scales expansion used in deriving the
Navier-Stokes equation, and so should already be avoided in simulations, therefore how
such velocities can arise is now considered. It is important to stress that while violation36 Chapter 4 The cascaded LBM
of the CFL condition leads to instability of the LBM, this is not the cause of the problem,
but a mechanism through which the underlying problems lead to instability. While the
CFL condition is a necessary condition for stability, it is not a sucient condition. For
example, in the stability analysis of Sterling and Chen [106] they nd u = 0:42 as the
stability limit at low viscosity, in agreement with the above result (although without
reference to the CFL condition), but a decrease in this limit as  tends to 0:5.
Instabilities are seen to increase as viscosity decreases, therefore it is sensible to look
in more detail at the terms involved in viscosity. The derivation of the Navier-Stokes
equation in the previous chapter revealed a negative contribution to viscosity due to the
discretisation of the streaming operator. By adjusting the relaxation time the viscosity
associated with diusion due to collisions can be cancelled out by this negative viscosity
associated with propagation. However, in the derivation, as only terms of up to second
order in the Taylor series were considered, it would be benecial to understand the
implications of the higher order error terms, as these will come into play as the two
leading terms cancel each other. With this in mind the Chapman-Enskog expansion of
the LBM is now briey revisited.
If instead of truncating the expansion at rst order in  the second order terms were
also included, then in the derivation of the momentum conservation equation a solution
would be required for the new term involving @t2(u). This could be found from taking
moments of the equation for the second order terms, in the same way that Equation 3.115
was derived for the rst order time derivative of momentum. This would lead to a new
term in the momentum conservation equation which would now be given by
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@t










where Z() is unknown but dependant on the relaxation time. It can be seen that this
term is of a form that will contribute to the viscous stress. Usually this contribution
is small, but as the viscosity approaches zero it would become important. Although
the form of this error in the viscosity is not given, it is easy to imagine that if it was
negative, then for small viscosity it may be sucient to reduce the eective viscosity
below zero. While negative viscosity is unphysical it is allowed by the LBM, however
while positive viscosity acts to decreas velocities higher than the surrounding velocities,
negative viscosities act to increase relatively high velocities. As the error term would be
proportional to velocity, this would drive viscosity to be more negative, with the result
that the CFL condition would quickly be violated, leading to instability. It would be
possible to measure this error in viscosity, and therefore asses its role in instability, by
measuring viscosity at  = 1=2, for example by looking at the decay rate of sinusoidal
shear waves. However, due to the instabilities under discussion this is not possible with
the present method, therefore the discussion of this will be temporarily postponed.Chapter 4 The cascaded LBM 37
It has been shown, both in the MRT models and in the cascaded LBM, that the higher
order moments of the distribution functions play a signicant role in stability. The nine
velocity lattice has nine linearly independent distribution functions, and therefore a set
of nine linearly independent moments can be formed. These nine moments have been
described above, the rst six of which are the density, the x- and y-components of mo-
mentum, and the three components of the momentum ux tensor. The set is completed
by two component of the third order moment, Qxxy and Qxyy, and a component of
the fourth order moment, Axxyy. The rst three are conserved under collisions, while
the equilibrium distribution and relaxation rate of the second three are constrained to
correctly recover the viscous stress in the Navier-Stokes equations. Although the equilib-
rium distribution function of the third order moment is also constrained in this way, the
non-equilibrium part is not, and no constraints are placed on the fourth order moment.
The relaxation rates of the third and fourth order moments therefore do not inuence
the recovery of the Navier-Stokes equation. Restricting them to be equal to the re-
laxation rate associated with moment ux, as is the case in the LBGK model, is both
unnecessary and undesirable. The over-relaxation of higher order moments, as occurs for
low viscosity in the LBGK model, leads to instability. The non-equilibrium component
of the third order moment is related to the second derivative of velocity, and contains
information about sub-grid ow. Pushing this away from equilibrium increases gradi-
ents in the sub-grid ow, exciting oscillations, which can grow and lead to instabilities.
Conversely these gradients can be reduced by relaxing the moment towards equilibrium,
and are completely eliminated at equilibrium. With this in mind the cascaded LBM
is now developed, introducing additional relaxation rates that allow such control of the
higher order moments.
Firstly, populations must be expressed in terms of moments. The equilibria in Equa-
tions 3.86 to 3.89 were derived by inserting the Maxwell moment relations into the
quasi-equilibria of Equations 3.82 to 3.85 and expanding. Here populations are derived
in terms of moments by rst expanding the brackets in Equations 3.82 to 3.85 and then
using the product relation for moments in the quasi-equilibrium,
M
y
lm = Mx(l)My(m): (4.5)
Populations are then expressed in the equivalent form
























[A + xy + Qxyy + Qyxx]: (4.9)38 Chapter 4 The cascaded LBM
Here the trace of the momentum ux tensor, T, and the normal stress dierence, N,
have been introduced
T = xx + yy; (4.10)
N = xx   yy: (4.11)
By introducing a new relaxation rate for T, this will allow the bulk viscosity to be varied
independently of the shear viscosity. Although the expressions for populations in terms
of moments was arrived at through the quasi-equilibrium, it should be noted that this is
equivalent to a change of basis, from population space to moment space. This concept is
at the heart of the MRT methods, in which a change is made from the basis in population
space to a given basis in moment space (for which a few dierent moment bases have
been proposed). Dierent relaxation rates can then be applied to those moments, before
a transformation is made back into population space for the advection step.
While this improves stability over the LBGK model, Geier et al. [38] suggested two
problems with the approach, the rst of which was a Galilean invariance arising as a
result of relaxing raw moments, dened in the reference frame of a xed lattice. This can
be overcome by instead relaxing central moments, dened in a reference frame moving
with the uid. The derivation therefore proceeds by translating from raw moment
space (i.e. moments dened relative to the lattice) into central moment space. Before
proceeding, the second source of instability should be discussed. Central moments can
be expressed in terms of raw moments, with central moments of a certain order only
containing terms of raw moments of that order and below, as shown below. Relaxing
a raw moment therefore aects higher order central moments, and it is this crosstalk
between central moments that is suggested as a source of instability. The cascaded LBM
overcomes this by relaxing moments in a cascade from lowest to highest order moment,
with the eect of the relaxation of a raw moment on a higher order central moment
being known and removed before that higher order moment is itself relaxed. In the
derivation that follows this crosstalk is not considered, neither is any attempt made to
remove it, however, as shown in Appendix B, the resulting scheme is identical to the
original cascaded derivation. As it is also unclear how this crosstalk aects stability, it
is suggested that the use of central moments is the important ingredient. The cascade
as it is presented in Ref. [38] is actually the correct transformation from the central
moment basis to the raw moment basis, once relaxation has taken place on the central
moments. The algorithm therefore proceeds as; transformation from populations to
raw moments, transformation from raw moments to central moments, relaxation of
central moments, transformation from central moments to raw moments, transformation
from raw moments to populations. As populations can be directly expressed in terms
of central moments, the algorithm used here is; transformation from populations to
central moments, relaxation of central moments, transformation from central moments
to populations. This is equivalent and simpler, however perhaps something of the originalChapter 4 The cascaded LBM 39
cascaded ingredient is lost, and the method is exposed to be a central moment MRT
method.









(vi   ux)l(vj   uy)mf(i;j); (4.12)
and distinguished from raw moments by tildes. After some algebra, each of the raw
moments can be expressed in terms of central moments,
xy = ~ xy + uxuy; (4.13)
N = ~ N + (u2
x   u2
y); (4.14)
T = ~ T + u2; (4.15)
Qxyy = ~ Qxyy + 2uy ~ xy  
1
2
ux ~ N +
1
2
ux ~ T + uxu2
y; (4.16)
Qyxx = ~ Qyxx + 2ux ~ xy +
1
2
uy ~ N +
1
2
uy ~ T + uyu2
x; (4.17)
A = ~ A + 2ux ~ Qxyy + 2uy ~ Qyxx + 4uxuy ~ xy +
1
2







 ~ N + u2
xu2
y; (4.18)
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~ Qxyy + ( + 2uy) ~ Qyxx + ~ A
#
:
With the populations written in this form, a collision operator with independent relax-
ation rates for each central moment can be derived, with each moment being relaxed
towards its own equilibrium. Expressions for the equilibria can be found by inserting the
Maxwell moment relations into the equations above relating raw to central moments, at
equilibrium
~ eq
xy = 0; (4.23)
~ Neq = 0; (4.24)
~ Qeq
xyy = ~ Qeq
yxx = 0; (4.25)
~ Teq = 2c2
s; (4.26)
~ Aeq = c4
s: (4.27)
The LBM, Equation 3.91, can be rewritten as
f(i;j)
 




where post-collisions states, f
(i;j), are dened, and here given by
f
(i;j) = (1   !)f(i;j) + !f
eq
(i;j): (4.29)





The populations are now replaced by their central moment representation, which taking
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(4.31)Chapter 4 The cascaded LBM 41
The relaxation rate for the trace of the pressure tensor, ~ T, can now be replaced by !b,
relating to the bulk viscosity, and the relaxation rates for the third and fourth order
moments replaced by !3 and !4 respectively. This allows the bulk viscosity to be set
independently of the kinematic viscosity and the higher order moments to be relaxed



















+ 2ux ~ Q
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yxx   2ux ~ Q































xyy + ( + 2uy) ~ Q




where fourth order velocity terms have been dropped, however third order terms are
kept, as will be discussed below. Post-collision moments, ~ M, are given by
~ 
xy = (1   !) ~ xy; (4.36)
~ N = (1   !) ~ N; (4.37)





xyy = (1   !3) ~ Qxyy; (4.39)
~ Q
xxy = (1   !3) ~ Qxxy; (4.40)42 Chapter 4 The cascaded LBM




A couple of comments on this scheme are in order. Firstly, as mentioned above, while
the derivation and nal form of the equations dier from the original formulation of
Geier et al. [38], the two versions are mathematically identical. The form presented
here is felt to be both advantageous in its simplicity, both in terms of understanding
and implementation, and its computational eciency. This is especially true in the
case of equilibrated higher order moments. If all moments above a certain order are
set to equilibrium, then no calculation of those moments is required. This is useful in
the two-dimensional system for the special case of equilibrated third and fourth order
moments, which, as argued previously and will be shown below, signicantly increases
stability. It is also useful in the three-dimensional system where higher than fourth
order moments are present and are always set to equilibrium. The derivation of the 3D
cascaded LBM follows the same route as presented here for the 2D case, and as such is
given in Appendix A.
4.2 Chapman-Enskog expansion of the cascaded LBM
Before proceeding to analyse the eects of the cascaded LBM on stability, the Chapman-
Enskog expansion is briey revisited. As it has been shown that the Navier-Stokes
equation is recovered for the LBGK method, it is rst worth noting that in the form
presented above it is easy to see that the cascaded LBM recovers the LBGK collision
operator in the limit of !b = !3 = !4 = !. For the case where the relaxation rates are
not equal the expansion is now analysed.
The left hand side of Equation 3.103 remains unchanged, as the expressions of popula-
tions as populations or as functions of central moments are equivalent. Only the right
hand side, which contains the relaxation rates, is altered. It is equivalent to expanding
the populations in terms of  to expand each of the moments individually, for example
the fourth order moment is expanded as
A = Aeq + A1 + 2A2: (4.42)
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i ( ~ A) + f2




where the notation fn
i ( ~ M) is used to indicated the nth order term of the part of the
distribution function which is a function of moment ~ M, and ~ Q = f ~ Qxxy; ~ Qxyyg. Also




































































i ( ~ A);
(4.45)
where again the zeroth order equation has been used in the rst order equation, and
f1
i has been written in terms of central moments. The zeroth and rst order moments
of the zeroth order equation are unchanged (Equations 3.110 and 3.111), along with
the zeroth order moment of the rst order equation (Equation 3.114). The rst order
moment of the rst order equation becomes
@
@t1











































and the rst order deviations in the central moments from their equilibria can be found
by taking the second order moment of the zeroth order equation. As the left hand side
of Equation 3.118 is unchanged, depending only on derivatives of moments at equilib-





































where third order terms have been neglected. From this equation, expressions for the





























(where the ~ N and ~ T terms have been solved as simultaneous equations). These can then44 Chapter 4 The cascaded LBM
be inserted into Equation 4.47 and the derivation completed as for the LBGK method.








  r  u

+ br  u; (4.52)





















The cascaded LBM therefore recovers the Navier-Stokes equation correctly to second
order, as in the case of the LBGK method, but with bulk viscosity independent of
kinematic viscosity. The relaxation rates of the higher order moments do not aect the
Navier-Stokes equation at second order and can therefore be tuned to aid stability, the
eects of which will now be considered.
4.3 Properties of the cascaded LBM
Before assessing the eect that varying the additional relaxation rates has on stability,
the eect of velocity terms of higher than second order is considered. In the derivation
of the viscous stress in the Chapman-Enskog expansion, the expression for Q0 was used
neglecting third order terms in velocity. If those terms are included, they cancel with
the derivative of the third order terms in the derivative of 0, and the error term in 1
(Equation 3.127) is removed. The third order terms arise naturally in the derivation of










= T0u + uu2
:
(4.55)
It should be noted that only higher order terms constructed as products of rst and
second order terms in perpendicular directions are present, and not terms of for example
u3
x. It has been argued [37] that deriving equilibria via a small scale expansion of the
Maxwell-Boltzmann distribution leads to instability if terms of higher than second order
in velocity are included. As originally discussed by Geier [37], this issue does not arise
here, as only the higher order terms of the product form discussed above are included.
In fact, from the product form point of view it is easy to see that the non-product form
higher order terms are unwanted. As the third order error term aects the stress tensor,













Figure 4.2: Ratio of the measured viscosity, m, to the theoretical viscosity
from Equation 4.53,  = 0:001, from the decay of a sinusoidal shear wave in the
y-direction, with an applied uniform perpendicular velocity, ux. Results are for
the cascaded LBM with (crosses) and without (diamonds) third order velocity
terms included, as discussed in the text (with !b = !3 = !4 = !).
Following the discussion in Geier et al. [39] the viscosity can be measured from the rate




where k = 2=X (here X is the number of grid points in the x-direction) and U0 is






from which the viscosity can be found by measuring uy at t. A uniform perpendicular ve-
locity, applied in the x-direction, should obviously not aect the rate of decay. Figure 4.2
shows the measured viscosity with and without third order velocity terms included, for
increasing x-velocity. It is no surprise that without the third order velocity terms there
is an increasing error in viscosity as ux is increased. This error is second order in velocity
as would be expected from neglecting the third order term in Equation 4.55. Taking
ux = 0:1 as the upper limit allowed by the low Mach number assumption this already
represents a signicant error in viscosity. Importantly this error is working to lower the
viscosity, at suciently high velocities this would result in negative viscosity and insta-
bility. Including the third order terms is therefore necessary both in terms of accuracy














Figure 4.3: Measured viscosity, m, from the decay of a sinusoidal shear wave
in the y-direction, with an applied uniform perpendicular velocity, ux, for a
theoretical viscosity of 0:001 (! = 1=0:503). Results are for the cascaded LBM
(with third order velocity terms included), with !3 = !4 = ! (crosses), !3 =












Figure 4.4: Measured viscosity, m, from the decay of a sinusoidal shear wave
in the y-direction, with an applied uniform perpendicular velocity, ux, for a
theoretical viscosity of 0 (! = 2). Results are for the cascaded LBM (with third
order velocity terms included), with !3 = !4 = 1:99 (crosses), !3 = !4 = 1:5
(circles), and !3 = !4 = 1:0 (pluses) (!b = ! in all cases).Chapter 4 The cascaded LBM 47
With the third order error term removed, higher order error terms can be analysed.
As discussed in Section 4.1, the higher order terms in the Taylor series expansion of
the streaming operator would introduce higher order errors into viscosity. Figures 4.3
and 4.4 show results for viscosity measurements with third order velocity terms included.
Figure 4.3 shows the result given in Figure 4.2 for  = 0:001 in the BGK limit (!b =
!3 = !4 = !), along with results for !3 = !4 = 1:5 and !3 = !4 = 1:0. The result for
over-relaxation of !3 and !4 is very similar to the BGK limit (where !3 = !4 = 1:988)
and is therefore not shown. Figure 4.4 shows the result for ! = 2 giving a theoretical
viscosity of zero, for !3 = !4 = 1:99, !3 = !4 = 1:5 and !3 = !4 = 1:0. An error in
viscosity that is fourth order in ux is observed. Unlike the previously discussed second
order error this fourth order error acts to increase viscosity at high velocity, which
would have a stabilising eect on simulations. However this eect is small, even close
to the upper velocity limit of the CFL condition. A couple of further points should be
made regarding this error. Firstly, as !3 = !4 is decreased from over-relaxed towards
equilibration the error increases slightly. While both !3 and !4 are varied here, from
further experiments this eect is found to be due to !3 only, varying !4 has no aect
on the current viscosity result, although it does aect stability, as will be discussed
later. Secondly, Geier et al. [39] concluded that for over-relaxation the error in viscosity
vanishes. They present the  = 0:001 case in which the error is indeed much smaller in
the over-relaxed case than in the equilibrated case, however it has been shown here that
for lower viscosities the dierence is much smaller. Therefore over-relaxation should not
be viewed as preferable to equilibration on these grounds.
4.4 The multi-relaxation time method
To be able to compare the results of the cascaded LBM with those of the more established
MRT method, rst the MRT method will be introduced. In fact, this only involves
revisiting the derivation of the cascaded LBM and removing the transformation from
the raw moment basis to the central moment basis. However, in the original formulation
the transformation between the population basis and moment basis was achieved via
a transformation matrix. This form will also be presented for completeness, although
obviously the two dierent ways of writing down the equations are equivalent.
In the cascaded method post-collision states are written in terms of central moments
relaxed towards their equilibria, in the case of the MRT method they are written as
raw moments relaxed towards their corresponding equilibria. In the equivalent to Equa-
tion 4.31, the post-collision state f











(1   !) ~ A + ! ~ Aeq
i
: (4.58)48 Chapter 4 The cascaded LBM
In this form, relaxation rates can again be replaced to allow bulk viscosity to be varied
independently and the third and fourth order moments relaxed separately. The full set
of post-collision populations is then
f





































where post-collision moments are

xy = (1   !)xy + !uxuy; (4.63)

























































Equilibrium values have been inserted and primes are used to distinguish raw moment
relaxation rates from central moment relaxation rates.
To express this in terms of matrix transformations in general the LBM can be written
as















In general, however, this is a full matrix, and solving Equation 4.69 becomes complex.
Through the use of a transformation matrix, K, the collision matrix can be diagonalised.
This transformation matrix is chosen such that
Kf = M; (4.71)
where f is the vector of distribution functions, and M is the vector of moments,
M = (1;ux;uy;xy;N;T;Qxxy;Qxyy;A)
T : (4.72)Chapter 4 The cascaded LBM 49














1 1 1 1 1 1 1 1 1
0 1 0  1 0 1  1  1 1
0 0 1 0  1 1 1  1  1
0 0 0 0 0 1  1 1  1
0 1  1 1  1 0 0 0 0
0 1 1 1 1 2 2 2 2
0 0 0 0 0 1 1  1  1
0 0 0 0 0 1  1  1 1













Dierent transformation matrices have been used in dierent MRT methods, corre-
sponding to dierent moment bases. Also it is normal to orthogonalise this matrix, for
example via the Gramm-Schmidt procedure, however this is unnecessary for the present
discussion, and does not eect the following results. Using this transformation matrix
the MRT method can now be written as



















where K 1 transforms the relaxed moments back into velocity space for the propagation
step, and ^  = KK 1 is a diagonal matrix,








Again it is worth saying that this is exactly equivalent to Equation 4.28 with the post-
collision states given by Equations 4.59 to 4.68. Although dierent MRT schemes using
dierent bases have been proposed it is worth pointing out that the cascaded LBM
cannot be recast in such a way by a linear transformation. While the cascaded LBM can
be cast in matrix form for the purpose of implementation, as discussed by Asinari [7], it
therefore requires separate classication from the MRT schemes. The Chapman-Enskog
procedure can be applied to this MRT method, and while this is not done here, the
result is the same as for the cascaded LBM, with shear and bulk viscosities given by
Equations 4.53 and 4.54. The dierence made by performing the relaxation of higher
























Figure 4.5: Gaussian y-velocity prole as given by Equation 4.76 (solid line)
and its second derivative in x, f(uy) (dashed line). Taking units of x as lattice
nodes it can be seen that the positive section of f(uy) would not be resolved on
the lattice.
4.5 Comparison between the cascaded and MRT methods
To begin the comparison a simple case is used. On a domain of size 46  1 a Gaussian





Density is set to 1, and ux is initially set to 0, throughout the domain. C is set to be
large enough such that the Gaussian is narrow enough so as only to aect the velocity
at the central point, xc, giving uy = 0:1 at that point and uy = 0 at all others. ! is set
to 2 to give zero viscosity, in which case the initial velocity prole should be unchanged
with time. The third order moment, Qxxy, plays the role of the second derivative in x
of the y-velocity, and Figure 4.5 shows both such a Gaussian and its second derivative,
with the positions of the lattice nodes marked. It can clearly be seen that signicant
features of the second derivative are missed by the lattice representation. Oscillations
with wavelengths shorter than two lattice units cannot be captured on the lattice. These
high frequency ow features therefore appear as incorrect lower frequency features on
the lattice, introducing errors into the ow. This can be seen in Figure 4.6 (left) in
which errors in uy have propagated throughout the domain. This could be xed in two
ways. Firstly and trivially the grid resolution could be increased to capture the higher
frequency ow features, however while this works in simple cases, for fully turbulent





















































































Figure 4.6: Change in uy with time for an initial prole with uy = 0:1 at x = 22
and uy = 0 elsewhere. ! = 2 giving a theoretical viscosity of zero, and  = 1
and ux = 0 throughout the domain. From top to bottom the rows show the
proles at t = 0, 50, 100 and 150 time steps. The left, centre and right columns
show the results for the LBGK, MRT and cascaded methods respectively. For
the MRT and cascaded methods all relaxation rates are set to 2 except the
third order moment rate, !0
3 = !3 = 1. As ux = 0 the results of the MRT and
cascaded methods are equivalent.
order moment to equilibrium, the second order derivative is set to zero, and the problem
can be removed. Figure 4.6 (centre and right) shows the results for the MRT method
with !0
3 = 1 and the cascaded method with !3 = 1. The oscillations resulting from the
over-relaxation of the third order moment in the LBGK method have been removed, and
in both cases the simulation has quickly reached equilibrium. The result is not perfect,
the velocity has still decayed slightly initially, however unlike in the case of the LBGK
method a steady state has been reached, and the picture is much improved.
In this rst case the results of the MRT and cascaded methods are indistinguishable,





















































































Figure 4.7: Results for the same setup as in Figure 4.6, except with an applied
uniform velocity of ux = 0:1. The results of the MRT and cascaded methods
are no longer equivalent, as discussed in the text.
equivalence between the two schemes. Results dier signicantly when a uniform x-
velocity is applied, as shown in Figure 4.7. The LBGK method is again shown for
completeness, although the result suers from the same problems as the stationary case.
The result of the MRT method is now seen to be signicantly worse than the cascaded
LBM result. In fact the only problem with the cascaded result is the perseverance of the
small oscillations seen in the stationary case, whereas for the MRT method signicant,
growing oscillations are observed. While it is clear that the third order moment should
be set to equilibrium, this result shows the importance of choosing the correct third
order moment, i.e. the one dened in relation to the ow, and not the underlying lattice.
While !0
3 can be tuned to reduce the oscillations, as is the basis of improved stability
via the MRT method, this is a trial and error process and does not give as good a
result as the equilibrated third order central moment. Due to Galilean invariance, the
derivatives should be the same in the stationary and uniform x-velocity cases, therefore
equilibration should have the same eect. However the third order raw moment was
never constrained to be Galilean invariant, therefore this argument does not apply. TheChapter 4 The cascaded LBM 53
equilibration of the third order moment must therefore take place in a reference frame
moving with the uid, which can only be done as in the cascaded LBM. As discussed
previously the MRT method cannot be tuned to give an equivalent result, due to the lack
of linear transformation into the co-moving reference frame. The eects of the stationary
basis could be accounted for at each stage of the relaxation, as indeed was the purpose
of the cascade in the original formulation, but this association to the stationary basis
is unnecessary and adds additional complications. Having discussed the origin of the
improvements of the cascaded LBM using a simple problem, it will now be applied to a
more interesting ow.
4.6 Results for the stability and accuracy of the cascaded
LBM
4.6.1 Stability
For the purpose of studying the stability of the cascaded LBM compared to the LBGK































as studied by Minion and Brown [85]. X is the number of grid points in both x- and y-
directions, and periodic boundary conditions are applied in both directions. Varying the
parameter  alters the width of the shear layers, and this is xed at  = 80 throughout
the following. The velocity perturbation in the y-direction initiates a Kelvin-Helmholtz
instability causing the roll-up of the anti-parallel shear layers. The parameter  controls
the size of the initial perturbation and is xed here at  = 0:05. U0 determines the
magnitude of the initial x-velocity.
Stability regimes for the parameters !3 and !4 are considered at a xed Reynolds num-
ber, and then the stability limits of the Reynolds number are considered by indepen-





U0 is held constant throughout, and the length scale is the size of the domain, L = X.
Reynolds number (at a xed L) is varied by viscosity alone. As U0 is constant, the initial















Figure 4.8: !3 vs !4 stability region, on a 128128 grid at the limit of stability
of the LBGK method, ! = 1:99692, Re  20103 (crosses, dashed line), and at
! = 1:999, Re  61  103 (unstable in LBGK) (circles, solid line). The region
inside each loop is stable up to at least 200  103 time steps (t = 62:5).
To determine stability, simulations were run for a large number of time steps, tn, with
instability being determined by any deviation in the total mass inside the domain. These





Here tn = 200;000 was used, giving t = 62:5.
For the stability analysis a xed grid size of 128  128 was used. At this grid size it
was found that the LBGK method becomes unstable at ! = 1:9969 which corresponds
to Re  20  103. A series of simulations were then run with the cascaded LBM at
the same value, ! = 1:9969, with various values of the two free parameters !3 and
!4. Results are presented in Figure 4.8, where points show limiting values around
which many simulations with varying !3 and !4 were run, the points representing the
limits of stable simulation. The stability domain inside these points corresponds to the
successful (stable) simulations. The value of ! was then increased to ! = 1:9990, giving
Re  61  103, the result also being shown in Figure 4.8. Clearly an almost convex
domain of stable values is found, within which all combinations of !3 and !4 produce a
stable result. This domain is large at the stability limit of the LBGK method, becoming
smaller as the Reynolds number is increased into values unstable for the LBGK method.
The accuracy of solutions within such a domain are analysed in the following section.












Figure 4.9: Stability limit of ! on a 128  128 grid, for varying !3 with xed
!4 = !. Values between the solid lines are stable.
the results being shown in Figure 4.9. Figure 4.10 shows the results of xing !3 = !,
and nding stable values of ! over a range of !4. In the rst case the highest ! to
remain stable was ! = 1:9974, at !3 = 1:5 which corresponds to Re  24  103. In
the second case the highest ! to remain stable was ! = 1:99914, at !4 = 1:99125 which
corresponds to Re  71  103. Varying !3 and !4 together gives signicant further
increase in stability, as shown in Figure 4.11, for example !3 = !4 = 1:98 remains
stable up to ! = 1:999942, corresponding to Re  1  106, 50 times greater than the
maximum stable Reynolds number using the LBGK method. It is interesting to note that
the result is quite dierent to the idealised one-dimensional case discussed previously.
While equilibrating !3 does increase stability, this is not found to be the ideal value.
Also increases in stability for varying !3 are small compared with those for varying !4.
Slight variations in !4 are found to give signicant increases in stability.
The grid chosen for this set of numerical experiments is too coarse to assess the accuracy
of the method. It is well known that insucient resolution in the present benchmark
results in spurious vortices which contaminate the simulation. Many conventional nu-
merical methods, as studied by Minion and Brown [85], are shown to produce spurious
vortices on 128  128 grids at Reynolds number of O(104). It should be stressed that
the instability seen in the LBGK method originates at these spurious vortices, whereas
the cascaded LBM is stable to much higher Reynolds numbers. The accuracy of these














Figure 4.10: Stability limit of ! on a 128  128 grid, for varying !4 with xed


















Figure 4.11: Stability limit of ! on a 128128 grid, for varying !3 = !4. Values
between the solid lines are stable.Chapter 4 The cascaded LBM 57
Method Minimum Resolution
LBGK 288  288
!3 = 1:5 280  280
!4 = 1:99 248  248
!3 = 1:8;!4 = 1:95 192  192
!3 = 1:0;!4 = 1:90 168  168
!3 = 0:5;!4 = 1:80 144  144
Table 4.1: Minimum resolution for which spurious vortices are not observed at
Re = 30  103.
4.6.2 Accuracy
To assess the accuracy of the cascaded LBM, the Reynolds number was initially xed at
Re = 30103, while the grid was doubled in each direction. The increase in the resolution
stabilized the LBGK method, however the spurious vortices are still present, as shown
in Figure 4.12. The simulation was run with the cascaded LBM using the following sets
of values: 1) !3 = 1:0;!4 = !, 2) !3 = !;!4 = 1:99, and 3) !3 = 0:5;!4 = 1:8, as shown
in Figures 4.12 and 4.13. It can clearly be seen that for !3 = 1:0, the spurious vortices
are slightly smaller than in the case of the LBGK method, while for !4 = 1:99 they are
completely removed. For !3 = 0:5;!4 = 1:8 the spurious vortices are removed even on a
128128 grid. On the smaller grid the lower resolution thickens the shear layer slightly,
however it is worth noting that on the larger grid the spurious vortices are completely
removed for !4 = 1:99 without any noticeable increase in the width of the shear layers.
Increased shear layer thickness would occur if spurious vortices were suppressed through
an additional articial viscosity [85].
The improvement provided by the cascaded LBM can be more clearly seen in Table 4.1.
Here the approximate grid resolutions at which spurious vortices disappear are given for
both the LBGK method and the various setups of the cascaded LBM. This again shows
the cascaded LBM providing a clear advantage over the LBGK method. The minimum
grid resolution required to remove spurious vortices in the LBGK method is 288  288,
compared with only 144  144 using the cascaded LBM. Looking at grid size alone,
this represents an eightfold reduction in computational time to give a solution of equal
reliability (although a small overhead is incurred with the cascaded LBM compared with
the LBGK method). This also represents a fourfold reduction in required memory.
While the removal of spurious vortices provides obvious qualitative improvements in
results, it is useful to compare the convergence of the cascaded LBM with that of the
LBGK method. For this a solution at a high resolution, 1440  1440, is produced in
each case at Re = 20  103. The average dierences in the x-component of velocity of
this result compared with those of varying grid resolution are shown in Figure 4.14. All
setups are seen to have approximately the expected second-order convergence, however
in each case this deteriorates below a certain resolution. In agreement with the results58 Chapter 4 The cascaded LBM
Figure 4.12: Vorticity eld at t = 1, on a 256  256 grid with Re = 30  103,
for the LBGK method (left), and for the cascaded LBM with !3 = 1:0, !4 = !
(right). The spurious vortices present for the LBGK method are reduced with
the cascaded LBM.
Figure 4.13: Vorticity eld at t = 1 with Re = 30  103 for the cascaded LBM
on a 256  256 grid, with !3 = !, !4 = 1:99 (left), and on a 128  128 grid
with !3 = 0:5, !4 = 1:8 (right). Spurious vortices are completely removed
in both cases. On the ner grid there is no visible deterioration in shear layer
width, however on the coarser grid the lower resolution thickens the shear layers















Figure 4.14: Errors in average x-velocity, "u, between a solution on a 14401440
grid and varying grid sizes, showing convergence of the LBGK method (circles)
and the cascaded LBM with 1) !3 = 1:5, !4 = ! (crosses), 2) !3 = !, !4 = 1:99
(diamonds), and 3) !3 = 1:0, !4 = 1:9 (pluses). In each case the rate of
convergence, p, is 2.16. The solid line shows second order convergence, p = 2.
(Points overlap at grid size  240  240.)
of Table 4.1, this happens for a higher grid resolution in the case of the LBGK method,
and decreases to lower grid resolutions with the cascaded LBM, the deterioration in
second order convergence being due to the formation of the spurious vortices. These
results also conrm that the cascaded LBM follows the same behaviour as the LBGK
method, the convergence rates being equal. This lends further evidence to the cascaded
LBM being an improvement on the LBGK method, without compromising its underlying
quality.
The same high resolution solution is used to assess the accuracy of points within an !3
vs !4 domain at xed !, as is observed in Figure 4.8. Here a 240240 grid is used as no
spurious vortices are observed at this resolution at Re = 20103, throughout the stable
domain. Results are compared with the 1440  1440 LBGK solution. Plots of errors in
x-velocity are made for three slices through this domain: 1) !4 = !, !3 varied, 2) !3 =
!, !4 varied, and 3) !3 = !4 varied, with results given in Figures 4.15, 4.16 and 4.17.
At this Reynolds number the average error in the case of the LBGK method is 0:32%. It
can be seen that errors are very similar to those in the LBGK method, throughout the
stability domain. For varying !3 alone, errors are smaller than for the LBGK method,
as is also the case for varying !4 alone. For varying !3 = !4, while for some values errors
are slightly higher than for LBGK method, they are of the same order. The increased















Figure 4.15: Errors in the x-component of velocity as a percentage of average x-
velocity between the cascaded LBM on a 240240 grid and the LBGK method















Figure 4.16: Errors in the x-component of velocity as a percentage of average x-
velocity between the cascaded LBM on a 240240 grid and the LBGK method
















Figure 4.17: Errors in the x-component of velocity as a percentage of average x-
velocity between the cascaded LBM on a 240240 grid and the LBGK method
on a 1440  1440 grid for varying !3 = !4.
method. In addition, a range of values of the parameters in the cascaded LBM give the
same quality of solution.
4.7 Conclusions
The cascaded LBM has been introduced and shown to be a signicant improvement
over the LBGK method. Through a simple one-dimensional example its advantage
over the MRT method has also been demonstrated. However the MRT method has
a signicant head start, the seminal paper on MRT [28] having been cited over 300
times in comparison with just over 20 for the much more recent rst paper on the
cascaded LBM [38]. Other than having an historical advantage the MRT method is
also presented more clearly than the original formulation of the cascaded LBM. It is
felt that the new formulation presented here is clearer in two ways; rstly in terms of
understanding its relation to the LBGK and MRT methods, and secondly in the ease
with which existing code can be modied to include the cascaded formulation. However
it should be reiterated that despite the dierent formulation, the method presented
here is mathematically identical to the original formulation, as shown in Appendix B.
Further comparisons with the MRT method are made in the multiphase case, once the
multiphase method has been discussed.
The inclusion of higher order velocity terms in the equilibria has also been discussed
in this section. In agreement with Geier et al. [39] it has been shown that these third62 Chapter 4 The cascaded LBM
order terms should be included. While these terms are usually neglected in the MRT
method this is not an inherent defect of the MRT method; including these terms in the
MRT method gives the same advantages as including them in the cascaded method. It is
however important to note that slightly dierent conclusions to those of Geier have been
drawn regarding the eects of higher order terms and over-relaxation on the accuracy
of viscosity, as discussed in Section 4.3. The eect of higher order terms will also be
discussed in Section 6 once multiphase models have been introduced in the following
section.Chapter 5
Multiphase LBM
The Boltzmann equation describes the evolution of an ideal gas. In the derivation of the
collision operator the gas was assumed to be dilute, and to consist of point-like, struc-
tureless molecules, interacting only via a short-range potential. To extend the lattice
Boltzmann method to multiphase ows it is rst necessary to lift these assumptions from
the Boltzmann equation. This was rst done in 1921 by Enskog in his study of dense
gases, this chapter therefore begins with a review of this work and its later extensions,
and their implications to the study of multiphase uids. The LBM is well suited to
incorporate these eects, being able to consider them at the microscopic level. Indeed
a number of methods have arisen for including multiphase phenomena into the LBM.
Here the Shan-Chen inter-particle potential model is introduced and its successes and
failures in reproducing the desired macroscopic physics are explained. Many of the orig-
inal problems have been partially solved, and their solutions are presented and analysed.
In this chapter the LBGK model is used for simplicity, the multiphase model arising as
a result of the dierent enhancements of the Shan-Chen model will be combined with
the cascaded LBM in the following chapter.
5.1 The Boltzmann equation for multiphase uids
To extend the Boltzmann equation to the study of multiphase ows two things must be
taken into account which were neglected in the ideal gas assumptions of Boltzmann's
approximation of the collision operator. The rst of these is that molecules are not
point-like, but take up a volume of space. The assumption of point-like molecules is ne
in a dilute gas, but their volume becomes important as the density is increased. This
idea led Enskog to modify the collision operator on the right hand side of the Boltzmann
equation, Equation 3.12. The derivation of this equation can be found in, for example,
6364 Chapter 5 Multiphase LBM
Ref. [15], here the result is stated,





C(f) is the original collision term, which could be the Boltzmann collision term (on
the right hand side of Equation 3.12) or the BGK approximation, Equation 3.15. The
derivation involves the modication of Equation 3.10 to take into account the distance
between the centres of non point-like molecules during collision. The resulting integral
is then approximated by Taylor expansions up to rst derivatives. The rst term in
the expansion is the original collision term, the rst derivatives lead to the second term
in Equation 5.1, for an isothermal uid, and under the assumption that f  feq. The
analysis without the isothermal assumption is also given in Ref. [15].  is the collision
probability which takes into account the increased chance of collisions at high density,
and b = 2d3=3m, where d is the eective molecular diameter.
The second point to be taken into account is the weak attractive long range force between
molecules, which was not included in Enskog's equation. It can be approximated that
particles move in a potential due to the averaged long range attractive force of the





V (jx2   x1j)(x2)dx2; (5.2)
where V (jx2   x1j) is the interaction potential between two particles. Under the mean-
eld approximation this potential acts in the same way as an external potential, and so
can be included in the Boltzmann equation with the external forcing term,
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In Section 3.3 the Chapman-Enskog expansion was used to derive the Navier-Stokes




+ r  (u) = 0; (5.4)
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+ r  ; (5.5)
where the force (and correspondingly the mean-eld potential) correctly modies the
momentum, along with the additional term from the dense gas equation. The viscosity
is now given by
 = c2
s: (5.6)
It was stated previously that the dense gas eects cannot be incorporated into the Boltz-
mann equation by an equivalent forcing term. However from the momentum equation
it can be seen that the dense gas term in the Boltzmann equation has changed theChapter 5 Multiphase LBM 65
momentum equivalent to a potential
Vd = bc2
s2; (5.7)
(where the log term has been rewritten using the laws of logarithmic dierentiation).
When looking at the multiphase LBM it will therefore be assumed that both long range
attractive forces and dense gas eects can be included by means of a potential. While this
assumption is sucient to correctly recover the momentum equation, it would lead to an
error in the energy equation [74]. However here only the isothermal case is considered.
A discussion on the eect on the energy equation can be found in Ref. [50].
Making the approximation that density varies slowly in space, (x2) can be expanded
as
(x2) = (x1) + (x2   x1)  r +
1
2
(x2   x1)(x2   x1) : rr + :::; (5.8)
and substituted into Equation 5.2 to give
Vmf =  2a   r2; (5.9)













Using this Equation 5.5 can be written as
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@t
(u) + r  (uu) = F   r  P + r  : (5.12)
After some algebraic manipulation the second term on the right hand side of Equation 5.9

































and the equation of state is
p = c2
s (1 + b)   a2: (5.15)
Equation 5.14 is in agreement with thermodynamics, in which the free energy density
functional is used to derive the pressure tensor. The last two terms in the bracket come66 Chapter 5 Multiphase LBM
from the energy required in the building of density gradients, while the term outside the
brackets is introduced to satisfy surface tension eects at the interface, see for example
Ref. [100]. This is also discussed in the work of Swift et al. [110] on the free energy
method for multiphase LBM, a brief overview of which is given in the following section.
A number of derivations for the collision probability, , have been published. The
following equation takes into account the increase in probability of collision due to the
reduction in the space available for molecules to occupy as a result of their nite volume.
It also includes the decrease in probability of collision due to a third molecule entering
the space of the colliding molecules, eectively shielding them from collision. These two














Correction to the second order term in the expansion was rst given by Clausius [21] as
















Before continuing, other equations of state are briey considered. The rst realistic
modication to the ideal gas equation of state was given in 1873 by van der Waals [117].
He took into account both the nite volume of particles (assumed point-like in an ideal








where b accounts for the excluded volume due to the nite particle size, and a the inter-
particle force. While this equation of state gives a qualitatively good picture, it is not
suciently accurate in practice (although it did win van der Waals the Nobel Prize
in 1910). Many improvements have since been made, including that by Carnahan and


























This equation of state is equal to that of Equation 5.18 up to third order in , and will
be used in the multiphase LBM. It is therefore discussed further in Section 5.5.Chapter 5 Multiphase LBM 67
Along with the modied equation of state leading to phase separation, surface tension





(pN   pT)dz; (5.21)
where pN and pT are the pressure normal and tangential to the interface respectively.
This can be derived from thermodynamics by considering the increase in free energy due





More formally this equation can be derived by integrating over the interface the excess
energy per unit surface area compared with the energy in the bulk.
Enskog's theory for dense gases combined with the mean-eld approximation for long
range molecular forces has been used to upgrade the Boltzmann equation to describe
multiphase uids, with a non-ideal gas equation of state and surface tension. It can be
shown that the result of this derivation is equivalent to that of thermodynamics, in which
the free energy function is used to derive the pressure tensor. In addition to the correct
mass and momentum described above, it can also be shown to give the correct equation
for energy [50]. The Shan-Chen multiphase LBM, which was originally derived without
considering the Enskog method and mean-eld theory, is introduced in the following. It
will then be compared with the desired equations, as described above. However before
this the free energy model is briey discussed.
5.2 The free energy model
Before introducing the Shan-Chen multiphase model that will be used in this thesis,
another popular model for introducing multiphase behaviour into the LBM is briey
considered. The free energy model was introduced by Swift, Osborn and Yeomans [110],
and is constructed with the intention of reproducing the pressure tensor as derived from
the free energy functional of thermodynamics. For the specic equation of state given
by Equation 5.15 this pressure tensor was introduced in the previous section, Equa-
tion 5.14. The derivation from free energy is considered briey, before the free energy
LBM is described.










where  0 is the free energy density in the bulk. The second term in the integral is related
to surface tension, and accounts for the additional energy required for the interface. The68 Chapter 5 Multiphase LBM













The pressure tensor can be derived by considering that force is given by the derivative of
the pressure tensor or density multiplied by the derivative of the chemical potential [118],






















and using Equation 5.13 for the second term the pressure tensor is found as
P =












This is equivalent to Equation 5.14, with the equation of state here related to the bulk




   0: (5.29)
To introduce this pressure tensor into the LBM, Swift, Osborn and Yeomans [110] dene
a general form for the equilibria
f
eq
i = A + Bvi  u + Cu2 + D(vi  u)2 + G : (vivi): (5.30)
The coecients are then solved for under the usual constraints of conservation of mass




i vivi = P + uu; (5.31)
where P is given by Equation 5.28. Coecient A contains a r2 term, while G contains
products of rst derivatives of density. These are solved by nite dierence schemes, as
discussed in Ref. [109].
This model is not used in the present work, the Shan-Chen inter-particle potential
model, as introduced in the following section, being the alternative. There are a number
of reasons for this choice. Firstly it has been reported that the free energy model is only
suited to low density ratio systems, and one of the goals here is to achieve realistic liquid
to gas density ratios. For example, the recent attempt by Zheng et al. [126] to achieve a
density ratio of the order of 1000, has been shown to be unsuitable for high density ratio
systems [32]. Secondly, while some eort has gone into solving a Galilean invariance inChapter 5 Multiphase LBM 69
the free energy model, see for example Holdych et al. [55] and Wagner and Li [119], this
is persistent at high density ratios. Finally, one criticism of the Shan-Chen model, that
it is not derived from a free energy functional, has recently been addressed. Sbragaglia
et al. [102] have shown that the Shan-Chen model can support a free energy functional
by simply introducing an additional force proportional to the gradient of density. They
also showed that this correction term made little dierence in simulation results. It is
therefore concluded that the Shan-Chen model is the correct one to use in this work,
given that it is more capable at simulating high density ratios, while still giving a good
approximation to the free energy function of thermodynamics.
5.3 The Shan-Chen multiphase model force calculation
The Shan-Chen inter-particle potential method was rst derived for a multi-component
system by Shan and Chen in 1993 [104], with each component capable of phase sepa-
ration. In their following paper [105] they analysed the single component multiphase
version, and showed good agreement with the coexistence curve and Laplace law, as will
be discussed in the following, and dispersion relation of capillary waves. Due to this
success and the models simplicity in implementation it has become a popular model for
multiphase LBM ows, and is the basis of the model used here. The Shan-Chen model
consists of two distinct ideas. The rst is the calculation of a force term dependant on a
function of the density of surrounding nodes, in similar a way to the mean-eld theory
described above. The second is the introduction of this forcing term into the LBM. This
can be discussed without reference to a multiphase force, and is relevant to the inclusion
of any force. Here the force calculation is rst introduced before later its introduction
into the LBM is examined.
For the multi-component model Shan and Chen dened an interaction potential
V (x;x0) = G&; &(x;x0) &(x)  &(x0); (5.32)
where G&; &(x;x0) is a Green's function, and  &(x) is an eective number density whose
functional form can be used to dene the intended equation of state. & and  & indicate
the dierent components, for which a lattice Boltzmann equation is solved for each. The
force is therefore given as






  &(x + vi)vi; (5.33)
where s is the total number of components. In the case of a single component, taking





Wi (x + vi)vi; (5.34)70 Chapter 5 Multiphase LBM
where Wi are weights, being Wi = 1=3 for jvij2 = 1, and Wi = 1=12 for jvij2 = 2, in the
case of the D2Q9 lattice. G plays the role of an inverse eective temperature.
Assuming this force is correctly incorporated into the Boltzmann equation its eect on
the momentum equation can be analysed using a Taylor series expansion. Here it is
assumed that this is the case, and the discussion of the inclusion of the force term into
the LBM is temporarily deferred. The expansion of the eective number density is
 (x + vi) =  (x) + (vi  r)  +
1
2




(vi  r)(vi  r)(vi  r)  + :::;
(5.35)
which inserted into Equation 5.34 gives
F(x) =  Gc2




s r( ): (5.36)
Writing
F(x) =  r  P 0; (5.37)














































These expressions require examining in some detail. Comparing Equation 5.40 with the
expression for surface tension derived in the continuous case, Equation 5.22, it is clear
to see that the only expression for   which is thermodynamically consistent is   / .
Setting   =  however does not work, as this leads to the collapse of high density areas.
In fact the original choice of   was [104]









which is approximately proportional to  at low densities, but tends to a constant density





















Figure 5.1: Illustration of the density across an interface using a hyperbolic
tangent prole (solid grey line). The functions show f() / (@=@z)2 (solid
black line) and f() / (@ =@z)2 (dashed black line), for the exponential form
of  , Equation 5.41. This shows qualitatively the eect of the thermodynamic
inconsistency of the Shan-Chen model (c.f. Equations 5.22 and 5.40 for the
surface tension).








However this is obviously not proportional to density. It is therefore not possible to
simultaneously set the equation of state and surface tension to be correct in the Shan-
Chen model. This thermodynamic inconsistency was rst pointed out by Shan and
Chen themselves [105] (although they incorrectly concluded that setting   / exp( 0=)
would give thermodynamic consistency, He and Doolen [50] later pointed out that this
should be   / ). The equations of state will be considered in more detail later, for the
initial analysis the exponential form of   will be used. Figure 5.1 shows both (@=@z)2
and (@ =@z)2 across an interface, assume an interface with a hyperbolic tangent prole.
This illustrates qualitatively the dierence the thermodynamic inconsistency causes.
Although the prole of the dierential of the density is almost unchanged it is no longer
centred on the diusive interface which may, for example, be responsible for the oset
in the Laplace law discussed in Section 5.7. However the dierence between the two
proles is relatively small.
The second important observation is that both the equation of state and the surface
tension depend on the parameter, G. This parameter is used to tune the density ratio,
but does not therefore allow the surface tension to be independently tuned. This issue72 Chapter 5 Multiphase LBM
has been addresses by Sbragaglia et al. [101], and will be discussed briey later in this
chapter. However this still does not allow denition of  as an input parameter for the
model, it must be measured from simulation results, for example using the Laplace law,
as will be discussed in Section 5.7. This is a weakness of the Shan-Chen model, although
other multiphase models, such as that of Lee and Fischer [70], oer possible solutions.
Despite these shortcomings, which have been addressed to at least some degree, the
simple model is able to introduce an equation of state that can give phase separation,
and has introduced terms that are of the correct form for the surface tension (although
these arise from the higher order terms in the Taylor expansion of the forcing term,
rather than being explicitly included).
5.4 Introducing a forcing term into the LBM
The development of the Enskog approximation for a dense gas and the mean-eld theory
for long range potentials was discussed in Section 5.1. It was noted that the averaged
eect of a long range potential could be treated as though it were an external force, in the
context of mean-eld theory, and that the eects of the dense gas could also be treated
this way to correctly recover the momentum equation in an isothermal system. Therefore
in the following it is assumed that all of the required physics for introducing multiphase
behaviour into the Boltzmann equation can be approximated using an external force
eld. Here the inclusion of a generic force is rst introduced, without reference to the
multiphase case. For this the BGK Boltzmann equation with a forcing term in used,
@f
@t
+ v  rxf + F  rpf =  
1

(f   feq): (5.43)
Taking the zeroth, rst and second order moments of the forcing term gives
Z
F  rpfdv = 0; (5.44)
Z
vF  rpfdv =  F; (5.45)
Z
vvF  rpfdv =  (Fu + uF): (5.46)
The rst two correspond to no change in the conservation of mass, and the inclusion of
the force in the momentum equation,
@
@t
(u) + r  () = F: (5.47)
Returning again briey to the Chapman-Enskog expansion, the forcing term appears in







vvvfeqdv   (Fu + uF) =  
1

1: (5.48)Chapter 5 Multiphase LBM 73
The equation for the dierential with respect to t0 of 0 contains terms which were








which results in an additional term of (Fu + uF) in Equation 3.123. However this
term is cancelled by the new term in Equation 5.48, therefore the viscous stress remains
unchanged. If a forcing term is introduced into the LBM as an addition to the collision
operator,
fi (x + vi;t + 1)   fi (x;t) = Ci + Fi; (5.50)
where C is a general collision operator, it needs to have the following moments,
X
Fi = 0; (5.51)
X
viFi = F; (5.52)
X
viviFi = 	: (5.53)
Here the general term 	 has been introduced as the second order moment of F. While
this should equal (Fu + uF) in the continuous case, it can be varied to remove dis-
cretisation errors, and diers in each of the dierent forcing methods discussed below.
Many dierent schemes have been proposed for introducing a forcing term into the LBM.
These include using the force to modify the velocity in the equilibrium distribution, as
in the original Shan-Chen method [104], adding a forcing term to the collision operator,
as in the exact dierence method [61], or a combination of the two, as used by Guo et
al. [46]. For the analysis in the following the LBGK method is used, and the LBM is
written as









Each of the dierent forcing methods can by rewritten in this form. It is easiest to
compare the dierent schemes when they are expressed in this equivalent way. A general
forcing term, Fi, added to the collision operator is therefore rst analysed, before the
variations in this term in the dierent methods are considered. The rst two moments
of Fi are the same for all methods, the dierence being in the second moment.
Some confusion exists in the literature about the best choice of method for introducing
the forcing term. This is not assisted by each of the dierent methods oering Chapman-
Enskog expansions showing the `correct' recovery of the Navier-Stokes equation, as in
both the EDM [61] and Guo methods [46]. It should however be noted, as pointed
out by Wagner [118], that some of the terms in the analysis are third order, and that
the second order Chapman-Enskog expansion is not therefore sucient to recover the
equations correctly. It is not the purpose here to go into such detail, but to provide
sucient discussion on the use of the EDM. Wagner uses the Taylor series expansion
method to fth order to correctly derive the higher order error terms that arise from the74 Chapter 5 Multiphase LBM
introduction of the forcing term. The Taylor series expansion and Chapman-Enskog
methods give equivalent results up to second order, therefore the Chapman-Enskog
expansion is now revisited.
Following the expansion procedure detailed in Section 3.7, with the force term in-




































The moments of the coecients of the expansion of Fi are
X
F1
i = 0; (5.58)
X
viF1
i = F; (5.59)
X
viviF1




i = 0; (5.61)
X
viF2
i = 0; (5.62)
X
viviF2
i = 	2: (5.63)
The zeroth order velocity moments of Equations 5.55 and 5.56 are respectively
@
@t0







r  F = 0: (5.65)
Combining these two equations the equation for the conservation of mass becomes
@
@t
+ r  (^ u) = 0; (5.66)
where




The rst order velocity moments of Equations 5.55 and 5.56 are
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@t0
(u) + r 
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0





















r  	1 = 0: (5.69)
As was done previously an expression for 1 can be found from the second moment











1 + 	1; (5.70)








+ Fu + uF   	1

; (5.71)
where the additional terms in F come from replacing the derivative of u with respect to
t0 with Equation 5.68 (the equivalent of substituting Equation 3.111 into Equation 3.122




(^ u) + r  (^ u^ u) + rp = F + r  ^  + r  E; (5.72)
where ^  = (^ u), and viscosities are unchanged from the case without forcing. E is an
error term given by
E =  (Fu + uF) +
2
4
FF   	1: (5.73)
This error requires some discussion. Firstly it should be noted that 	2 does not appear
in this error term. The exact form of this term is discussed below for each of the dierent
forcing schemes. It contains terms of FF which, as will also be shown below, can be a
signicant source of error. As already mentioned above, Wagner [118] concluded that as
the pressure tensor contains second order derivatives that are large near to interfaces, the
usual second order Chapman-Enskog expansion is insucient to identify them. While
higher order expansions are not carried out here, some results are now discussed. If the
Chapman-Enskog expansion were taken to third order the momentum equation would
gain additional contributions from the rst order moment of the third order terms in the
expansion. This equation would contain equivalent terms to those in Equation 5.69, one
order higher (therefore including terms of 	2), plus additional terms. 2 would then
be found from the second order moment of Equation 5.56, which also contains terms of
	2. The result of this would be the error term, Equation 5.73, gaining a term of  	2
and further terms of FF. This can therefore now be written as












Kupershtokh [61] concluded that the EDM does not give an error in the momentum
equation. However in the derivation the terms in 	2 are not captured by the second
order Chapman-Enskog expansion presented. The discussion given here therefore reveals
that the conclusion of zero error in the EDM is not correct. The exact form of the error is76 Chapter 5 Multiphase LBM
discussed in the following section. Care is also required if the velocity in the equilibrium
is modied to include the forcing term. As discussed by Buick and Greated [13] the
equilibrium distribution should then be expanded. This is neglected in the Chapman-
Enskog derivation of Guo et al. [46]. Finally, in the fth order Taylor series expansion of
Wagner [118], it is concluded that for a one-dimensional case a further additional error
term should appear in Equation 5.74, which is proportional to the gradient of the forcing
term. While this term is not derived for higher dimensions, its eects on results will be
discussed in the following sections, and the derivation in the one-dimensional case can
be found in the original paper. This term is not found in any other analysis, and brings
additional complications to the debate on which method for introducing forcing terms
is `correct'.
5.4.1 The Shan-Chen method
In the original method Shan and Chen introduced the force into the LBM by modifying
the velocity in the equilibrium distribution function,  u, as
 u = u + F: (5.75)
Expanding out the equibrium with this velocity, the collision operator can be written
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Comparisons between the dierent errors will be made after introducing the other meth-
ods, for now it is worth pointing out the dependence of the error on the relaxation rate,
.
5.4.2 The exact dierence method
For multiphase ow the Shan-Chen method for incorporating a force into the LBM has
been shown to be unstable when  is varied even slightly from 1, making high Reynolds
number multiphase ow unattainable. Kupershtokh's derivation of the EDM was one
attempt to solve this problem. As in He et al. [52] the rvf term in the Boltzmann
equation can be written approximately as
rvf  rvfeq: (5.82)
As f can not be expressed in terms of the microscopic velocity, v, then rvf can not
be evaluated, however assuming that the main part of f is feq then the leading part of
the gradient of f will be the gradient of feq and this approximation will be valid. He et
al. therefore wrote the forcing term as
F  rpf 




When this is included in the LBM in this form its zeroth and rst order moments are




i = Fu + uF; (5.84)
which agrees exactly with the continuous case, as shown by, for example, Luo [76]. With
the second moment of the forcing term in this form, none of the errors arising from










However, it should be noted that the derivation given in He et al. also uses the trapezoid
rule in descretising the force integral. This discretisation is second order in time, whereas
the usual discretisation is rst order. The transformation of the resulting implicit scheme
to an explicit scheme can be re-written in the form of Equation 5.54, for which the force
term only diers to the scheme of Guo at third order. Care should therefore be used
when discussing the scheme of He et al., the analysis of Kupershtokh [61], for example,
applies to the case without the transformation due to the second order discretisation. In
the following the He et al. scheme refers to the form with error given in Equation 5.85,
the transformed form giving results equivalent to the scheme of Guo, discussed below.78 Chapter 5 Multiphase LBM
Kupershtokh noticed that for Galilean invariance the relationship
rvfeq =  rufeq (5.86)












i (;u + F=)   f
eq
i (;u): (5.88)
















Unlike the Shan-Chen method, and the method of He et al. this error is no longer
dependant on , however there is still an error.
5.4.3 The method of Guo et al.
With the view of removing the force term discretisation error Guo et al. [46] derived the

























and the velocity in the equilibrium is given by
^ u = u + mF: (5.93)
From their expansion they nd m = 1=2 for the correct conservation of mass, and the
other variables in the forcing term as














(F ^ u + ^ uF): (5.96)
Expanding out the equilibrium, feq(^ u), into feq(u) and terms of F, the forcing term






























The zeroth and rst order moments of this force term are correct, as in each of the













giving an error term of
EGuo = 0: (5.99)
The error term in FF has successfully been removed. However, as discussed previously,
there is an error proportional to the gradient of the forcing term which is not taken into
account. Wagner found this error was not proportional to . Therefore both the EDM
and the method of Guo will have errors that are not dependant on . While the nal
error term could be accounted for by modifying 	 with gradients of F calculated via a
nite dierence technique, as in Wagner [118], this will not be attempted here. Instead
the eect of the error terms in the dierent methods is analysed from simulation results
of multiphase ow, and the best method chosen accordingly.
Before continuing it is worth reiterating the dierence between the method used to calcu-
late the force and to introduce such a force into the LBM. Any method for improvement
in the force calculation will still suer if the force term is then included incorrectly. For
example the method of He et al., which as discussed above contains a  dependant error
term, is used in the method of Luo [74] for solving the discretised Enskog equation when
including the contribution from the dense gas. It is therefore important when comparing
dierent methods for the force term calculation to do so using equivalent methods of
introducing the force term into the LBM.
5.5 Equations of state
Before analysing the eects of the dierent forcing schemes on the multiphase results,
the equation of state of a model with a multiphase forcing term is discussed. Combining
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Figure 5.2: Pressure versus density for the equation of state, Equation 5.101,
for dierent values of G, G = 0 - solid grey line, G =  3:5 - dotted black line,
Gc =  4:0 - solid black line, and G =  4:5 - dashed black line.
inclusion, the Navier-Stokes equation is
@
@t
(^ u) + r  (^ u^ u) =  r  P + r  ^  + r  E; (5.100)
where the pressure tensor is given by Equation 5.38 and the general forcing scheme
error term by Equation 5.74. Ignoring for a moment any contribution from the error
term, the equation of state is given by Equation 5.39, which with the original Shan-Chen







1   e 2 : (5.101)
As discussed previously the parameter G plays the role of an inverse eective temper-
ature. Associated with this eective temperature is a critical temperature below which
phase separation will occur. This critical point is found from the point of inection on a
















From setting the second derivative to zero the point of inection is found at exp( ) =
1=2, which is then inserted into the equation for the rst derivative set to zero to nd
the critical value of Gc =  4. Figure 5.2 shows the equations of state for dierent valuesChapter 5 Multiphase LBM 81
Figure 5.3: Phase separation for the Shan-Chen exponential equation of
state, Equation 5.101, with G =  4:5. The periodic domain is initiated with
 = 0:7  . From top left to bottom right the rst seven plots are density at
t = 0, 100, 200, 300, 400, 500 and 600, and the last plot shows the density at
equilibrium.
of G. G = 0 returns the ideal gas equation of state, G =  3:5 is above the critical
value, therefore no phase separation occurs, and Gc =  4 shows the point of inection
at  =  ln(1=2). G =  4:5 is below the critical value, showing more than one density
at a given pressure, which can result in phase separation. Figure 5.3 shows the time
evolution of the perturbed density eld with G =  4:5. The density eld was initiated
with a density of  = 0:7  , where  are small density perturbations, on a periodic
domain of size 150  150.
Figure 5.4 shows pressure against the inverse of density for the case of G =  4:5, with the
ideal gas case also shown for comparison. Between the two turning points of the curve
pressure increases with an increase in volume, which is thermodynamically unstable.
Experimentally, in the region where both gas and liquid phases coexist, as volume is
increased pressure remains constant, therefore the oscillating portion of the curve is
replaced by a horizontal line (the dashed line in Figure 5.4). The pressure of this line is












Figure 5.4: Pressure verses the inverse of density for the equation of state, Equa-
tion 5.101, with G =  4:5 (solid black line). The ideal gas equation is also shown
for comparison (sold grey line). The dashed line is at a pressure such that the
areas marked by A and B are equal, by the Maxwell equal area rule, as discussed
in the text.
the plot should be equal. More formally, this is derived from the Gibbs free energy in
the liquid and gas phases being equal. By solving this, the densities of the liquid and gas
phases for a system in equilibrium at a given temperature can be found. The coexistence
curve plots these densities as a function of temperature. The theoretical result for the
equation of state, Equation 5.101, is shown in Figure 5.5. A series of LBM simulations
were run on a 2D periodic domain, with each half of the domain initiated with liquid and
gas densities close to the theoretical values. For now  = 1 and the Shan-Chen method
for incorporating the forcing term is used. After reaching equilibrium the densities were
recorded and are also plotted on Figure 5.5 for varying temperatures. On the plot the





and the critical temperature TG
c is therefore 1=4. The results are qualitatively in good
agreement with the theoretical predictions of the Maxwell construction, however the
density of the vapour branch varies considerably at high eective temperature.
As discussed previously, Equation 5.39 can be rearranged into the form given in Equa-
tion 5.42, therefore allowing an arbitrary equation of state to be dened. The exponential
equation of state is known to only be stable at low density ratios, of the order of ap-
proximately 10. Yuan and Schafer [124] showed that by using a more realistic equation
















Figure 5.5: Coexistence curve for the Shan-Chen exponential equation of
state, Equation 5.101. The solid black line it the theoretical prediction from
the Maxwell equal area construction, and the diamonds are results from the















Figure 5.6: Coexistence curve for the Carnahan-Starling equation of state, Equa-
tion 5.105. The solid black line it the theoretical prediction from the Maxwell
equal area construction, and the diamonds are results from the LBGK method














Figure 5.7: Close-up of the vapour branch of Figure 5.6.
number of dierent equations of state, here the Carnahan-Starling equation is used, as


















3   a2; (5.105)
where the constants are chosen, as given by Yuan and Schafer, to be a = 1, b = 4 and
R = 1. (Although originally Carnahan and Starling only considered the hard sphere
repulsive term, as in Equation 5.20, the inter-particle attraction is also included here.
In this form the equation is therefore sometimes referred to as the Carnahan-Starling-van
der Waals equation of state, however in the following it is referred to as the Carnahan-
Starling equation). The coexistence curve is produced as described above, and is shown
in Figure 5.6, with the eective temperature, T, here dened as in the equation of
state and Tc = 0:0943. Simulation results, which again are in good agreement with the
theoretical predictions, are also shown, although slightly higher deviations in the vapour
branch densities are observed. However results also show that much higher density ratios
have been successfully simulated, which is essential for simulating real world systems. A
close-up of the vapour branch is given in Figure 5.7, which shows the error in the vapour
density. This is discussed in the following section for the dierent forcing schemes, here
it is noted that the stability limit of the Carnahan-Starling equation of state is reached
when the error in the vapour branch sends the gas density to zero.Chapter 5 Multiphase LBM 85
5.6 Multiphase results for dierent forcing terms
Having introduced dierent methods for including the forcing term in the LBM the ef-
fects of these methods on the results in the multiphase case are now considered. As men-
tioned in the previous section the density in the vapour branch of the coexistence curve
can vary signicantly in simulations from the theoretical result given by the Maxwell
construction. This error is likely to at least in part be due to the error in the pres-
sure tensor arising from discretisation as discussed for various methods in Section 5.4.
For some of the methods of incorporating the forcing term the errors were found to
depend on the relaxation rate, . Here, therefore, the variation of the error in density
is analysed for each of the three forcing methods, the Shan-Chen method which has a 
dependant error, and the EDM and method of Guo et al. which do not. Again a periodic
domain was used with one half initiated to the theoretical density of the vapour and
the other to that of the gas, with densities recorded once equilibrium was reached. The
Carnahan-Starling equation of state was used with T = 0:073 giving a density ratio of





where M and  are the densities from the Maxwell construction and the LBM simula-
tions respectively.
Figure 5.8 shows the theoretically derived coecient of the leading order error terms, C",
for the dierent schemes, for varying . This is the coecient of the FF= term in Equa-
tion 5.81 for the Shan-Chen method, Equation 5.90 for the EDM, and Equation 5.99
for the method of Guo (for which CGuo
" = 0). The method of He et al., Equation 5.85,
is also shown for completeness, however as discussed previously, this rst order in time
version should not be used in practice (it is however shown in the analysis of Kuper-
shtokh [61]). The higher order term is the same in each of these equations. Figure 5.9
shows the experimental results, which are found to be in good agreement with the theo-
retical predictions of the errors. This includes the lack of dependence on  for both the
EDM and Guo method, the equivalence of the Shan-Chen method and EDM at  = 1,
and the approach of the Shan-Chen method to that of Guo as  tends to 0:5. Despite
the method of Guo having eliminated the leading order error (CGuo
" = 0), the results
show greater errors in the scheme of Guo than in the EDM. This is likely due to the
error term derived by Wagner [118], which was found to be proportional to the gradient
of the forcing term. This will be high around interfaces, and could therefore introduce
signicant error.
A possible solution for the higher order error term is given by Wagner [118] and methods
which appear to cancel this error with a tuneable parameter have been developed by
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Figure 5.8: Coecients of the leading error terms, C", as a function of  of the
dierent methods for introducing the forcing term into the LBM, the Shan-Chen
method (Equation 5.81, CSC
" = 1=4    + 2, solid line), the method of He et
al. (Equation 5.85, CHe
" = 1=4   , dash-dot line), the EDM (Equation 5.90,
CEDM
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Figure 5.9: Measured errors, ", in gas density as a function of  for the dierent
methods of introducing the forcing term into the LBM, the Shan-Chen method
(crosses), the EDM (circles) and the method of Guo et al. (diamonds).Chapter 5 Multiphase LBM 87
term. For the present purpose, the EDM is chosen as it gives the smallest error which
importantly is not dependant on the viscosity. Signicantly for the present work, unlike
the other methods, the EDM also does not modify the collision operator.
5.7 Droplets and the Laplace law
The coexistence curves in the previous section give the density of the liquid and gas
phase in equilibrium separated by a at interface, where the pressures in the two phases
are equal. For a curved interface this is not true, and in the case of a liquid droplet
in a gaseous environment, in equilibrium the pressure in the liquid will dier from the
pressure in the gas, by an amount depending on the surface tension, , and the droplet
radius, R. This can easily be seen from the denition of surface tension as the work








where subscripts g and l are for the gas and liquid phases respectively. For a 3D droplet











These equations are special cases of the more general Young-Laplace law which describes
the relationship between the pressure dierence across a surface and the surfaces cur-
vature, which Laplace derived in 1806 [67] based on Young's work on surface tension
in the previous year [122]. This can be used as a basic initial validation case for a
multiphase model, by simulating droplets of dierent sizes and measuring their radii
and pressure dierences at equilibrium. A graph of the inverse of radius versus pressure
dierence should then give a straight line, through the origin, from which the surface
tension can be measured from the line gradient. Most multiphase LBM models have
been shown to give the expected straight line, although with a slight oset from the
origin (the exception being the colour gradient model which has been shown not to give
a straight line [56]). Figures 5.10 and 5.11 show the results obtained from simulations
for the Shan-Chen model, for the exponential equation of state with a density ratio of
approximately 50 and the Carnahan-Starling equation of state with a density ratio of
approximately 400, both with  = 1.
The results show the correct straight line, each with a small oset from the origin.












Figure 5.10: Laplace law results for the Shan-Chen exponential equation of
state, Equation 5.101, at a density ratio of approximately 50, with  = 1.
Diamonds show the simulation results, the black line is a best t line given by














Figure 5.11: Laplace law results for the Carnahan-Starling equation of
state, Equation 5.105, at a density ratio of approximately 400, with  = 1.
Diamonds show the simulation results, the black line is a best t line given by
p = 0:0211(1=R) + 2:3  10 5.Chapter 5 Multiphase LBM 89
Section 5.3 that due to the thermodynamic inconsistency of the Shan-Chen method that
the surface tension does not coincide with the centre of the diusive interface (as it would
if surface tension were proportional to jrj2), which could explain the observed oset.
However, the oset is small and should therefore not greatly aect results compared
with other issues, such as the spurious velocities which are now discussed.
5.8 Spurious velocities
A signicant problem with the LBM multiphase model is the formation of spurious
velocities at interfaces. Around a droplet in equilibrium eight vortices form, as shown
in Figure 5.12, in a manner clearly aligned with the underlying lattice. This problem
is not unique to the Shan-Chen method, also occurring in the free energy multiphase
models [110]. Neither is it unique to the LBM, it is also a source of error in nite
element methods (see, for example, [36]) and volume of uid methods (see, for example,
[98]), amongst others. The velocities are problematic as they can be suciently large
as to make a signicant incorrect addition to the motion of the ow near an interface.
The magnitude of these velocities depends on a number of factors, for example they
increase with density ratio. As discussed in Section 4.1, the LBM simulations become
unstable for velocities which are much greater than about 0:1. Figure 5.13 shows the
relationship between the maximum spurious velocity magnitudes around droplets in
equilibrium against their density ratios, for the Shan-Chen exponential equation of state.
For this plot, droplets of radius 25 lattice units were initiated in the centre of a 150150
domain at dierent values of G with  = 1. The maximum spurious velocity magnitude,
jujM, was then recorded once the simulation had reached equilibrium. The magnitude
of the maximum spurious velocities is seen to increase rapidly with increasing density
ratio, up to a maximum of approximately 0:3, at which point the simulation becomes
unstable. This is therefore the leading cause of instability for the Shan-Chen model
at high density ratio. Dierent methods for reducing the spurious velocities are now
considered.
5.8.1 Equations of state
As introduced in the previous section introducing a more realistic equation of state was
shown by Yuan and Schaefer to be able to simulate much higher density ratios. Fig-
ure 5.14 shows the increase in spurious velocity magnitude with increasing density ratio,
r, for the Carnahan-Starling equation of state, Equation 5.105. Results are again for
a droplet of radius approximately 25 lattice units in equilibrium, using a 150  150 do-
main at dierent values of T with  = 1. Although spurious velocities are still found
to increase with density ratio they do so at a much slower rate, allowing density ratios
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Figure 5.15: The grid points required to give a force calculation isotropic up to
dierent orders for a 2D lattice. The solid black line shows the equivalent of
using the velocities of the D2Q9, giving fourth order isotropy. The other lines
show sixth (solid grey line), eighth (dashed black line), tenth (dashed grey line),
twelfth (dotted black line) and fourteenth (dotted grey line) order of isotropy.
increasing orders of isotropy, up to fourteenth order. A cross-section of a droplet with
a density ratio of 34, showing the magnitude of spurious velocities across the droplet is
shown in Figure 5.16 for increasing orders of isotropy, up to fourteenth. While increas-
ing the order of isotropy has succeeded in reducing the magnitude of the velocities, the
reduction is relatively small, with the maximum velocity only reduced by a factor of 4:3
at fourteenth order. However the increased stencil is impractical computationally, while
it only increases the computation time slightly, it would have a large detrimental impact
on parallel computing.
The renement of the grid leading to more lattice points in the interface is not possible
with the original Shan-Chen model. Doubling the grid size and droplet radius at xed
density ratio will not aect the width of the interface in terms of grid points (the interface
width would halve in comparison to the droplet size). The problem lies in the fact that
as surface tension, interface width and density ratio all depend on the parameter G,
they can not be independently varied. A derivation of the theoretical prediction for the
interface width can be found in the original paper by Shan and Chen [105]. As density
ratio is increased by increasing G, surface tension also increases, as seen Equation 5.40,
and interface width is found to decrease (this is also important to note when considering
Figures 5.13, 5.14 and 5.18 which show increases in spurious velocity with density ratio,
but do not show the corresponding increase in surface tension). A smaller interface
width increases z-gradients of  , therefore increasing higher order anisotropic terms
in Equation 5.110. This leads to an increase in spurious velocities and the consequent96 Chapter 5 Multiphase LBM
of fi and solving the resulting simultaneous equations gives each distribution in terms of
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
; (5.119)
where T0 is given by





Here we only consider the lower temperature case for two reasons. Firstly the higher
temperature gives a non-Gaussian distribution of equilibria, as discussed by Chikata-
marla and Karlin [20]. More importantly here we need to compare spurious velocities
at xed density ratio and surface tension. From Equation 5.40 the surface tension is
proportional to the reference temperature. For the D1Q3 lattice T0 = 0:333, and for the
D1Q5 lattice described above the high and low temperatures are respectively T0 = 1:632
and T0 = 0:368. The low temperature case therefore allows a fair comparison between
the spurious velocities. The two-dimensional equilibria are found as the products of
Equations 5.117, 5.118 and 5.119, which here we expand and truncate at second order.
Figure 5.19 shows the magnitude of velocities across a cross-section through the centre
of a droplet, using the same setup as Figure 5.16. It can be seen that the slight dierence
in temperature has not made a signicant dierence to the interface (as it would in the
high temperature case). Spurious velocities are reduced by approximately a factor of
two.
We have shown in a previous study [77] that the D2Q25 lattice is capable of increasing
the stability of droplet collisions. Specically, an approximately three times increase in
stable Weber number was found for head-on droplet collisions. However the reductions
in spurious velocities, as shown here, are small. In addition the computational overhead
is signicant, especially in the context of additional communication in parallel comput-
ing. Larger velocity sets are therefore not considered further here, although would be
recommended for future investigation.
5.8.4 The method of Lee and Fischer
Despite some success in reducing the spurious velocities the increased isotropy and grid
renement are not able to remove them completely. Lee and Fischer [70] oer explanation
as to a possible reason for this. They identify two sources of error within the multiphase
method which both contribute to the spurious velocity. Using the eective mass in the98 Chapter 5 Multiphase LBM
errors, and therefore cancel exactly at equilibrium. Their method is shown to remove
spurious velocities around a droplet at equilibrium, however it takes many time steps
for spurious velocities to reduce to (approximately) zero and equilibrium to be achieved,
and away from equilibrium spurious velocities would likely return (although only the
equilibrium case is considered in the paper [70]). Additionally Chiappini et al. [18]
identied a lack of mass conservation in the method. However the method is promising,
and has other advantages over the Shan-Chen model, including more independent control
of density ratio, surface tension and interface width. It should therefore be the subject
of future study and development of reduced spurious velocity models.
5.8.5 The MRT method
Both separately and in combination with some of the methods already discussed for
reducing the spurious velocities, the MRT method has been shown to provide some
improvement over the LBGK method. Kuzmin et al. [63] used the MRT method in
combination with the Shan-Chen model and showed some improvement in stability.
They show that the higher order moments can be tuned to reduce the spurious velocities.
However they associate the spurious velocities with the error terms in introducing the
forcing term into the collision operator, instead of the error terms in the calculation of
the force term. This is at odds with the explanation above, and would also imply that
introducing the force by the Guo et al. method would also eliminate spurious velocities,
which is not the case. This and their use of the Shan-Chen method for introducing
the forcing into the collision operator likely account for the only small improvement
reported. However the idea that the higher order moments can be tuned to counteract
the error terms is still relevant. Yu and Fan [123] went on to show that an MRT method
can indeed reduce spurious velocities signicantly, and more so when combined with
increased isotropy. The method used in their work reduces to the forcing scheme of
Guo et al. in the limit of all relaxation rates being equal. With this idea of tuning
the relaxation rates of the higher order moments to reduce spurious velocities in mind,
the cascaded LBM is combined with the multiphase method in the following section.
Reductions in spurious velocities using the MRT method are compared with those for
the cascaded method and are therefore deferred to the next chapter.
5.9 Conclusions
There are many dierent methods for incorporating multiphase features into the LBM,
and there consequently exists a lack of consensus on the optimum approach. Here
the inter-particle potential model has been chosen. As described in this section it is
important to distinguish between the method used to calculate the force term of the
inter-particle potential model, and the method used to incorporate this force into theChapter 5 Multiphase LBM 99
LBM. Here the original formulation of Shan and Chen is used in the calculation of the
force, although various improvements have been discussed, including improved equations
of state and grid renement. Various methods for incorporating the force term into the
LBM have been discussed, and the choice of the EDM for use in this work has been
justied. For simplicity in the introduction of the multiphase approach the LBGK
method has been used throughout this section, in the following section this multiphase
method is combined with the cascaded LBM.Chapter 6
Multiphase cascaded LBM
The cascaded LBM is now applied to a multiphase model. The Shan-Chen method is
used for the force term calculation, and the exact dierence method for introducing
the forcing term into the LBM. Validation is rst performed varying each of the relax-
ation rates of the higher order moments in the cascaded LBM. It is shown that these
parameters can be used to tune the model without compromising the accuracy of the
multiphase results. A comparison between results for spurious velocities around a 2D
droplet is made between an MRT method and the cascaded LBM, before improvement
in stable Reynolds number is investigated. The importance of including the third order
velocity terms of the product form equilibria in the EDM is also discussed. Results are
then given for the validation and reduction in spurious velocities for the 3D model.
6.1 Multiphase model summary
To briey summarise the model which will be used, the EDM with general collision
operator is given by
f(i;j)
 
x + v(i;j);t + 1

  f(i;j) (x;t) = C(i;j) + F(i;j); (6.1)
where the general collision operator, C, can be that of the cascaded or MRT methods.
The EDM has been chosen for giving higher order errors independent of , therefore
allowing stable multiphase simulations at lower viscosities, and because measured errors
are smaller than those of the Guo et al. method. Also, unlike the method of Guo et
al., the addition of the force term does not modify the collision operator. This allows
the MRT and cascaded collision operators to be fairly compared (the interested reader
is referred to Yu and Fan [123] for an MRT method which modies the collision oper-
ator to be compatible with the scheme of Guo). The forcing term in Equation 6.1 is
calculated by the EDM, Equation 5.88, and F is given by the Shan-Chen model, Equa-
tion 5.34, using the Carnahan-Starling equation of state (or the original exponential
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form in some examples). Validation of the new cascaded multiphase model is now given
before comparisons between the cascaded and MRT models are made.
6.2 Validation
As in the single phase case, before the relaxation rates of the higher order moments can
be used to tune the parameters of the system, it must be conrmed that changing the
relaxation rates does not alter the multiphase behaviour. As an initial test the eect
of varying !b, !3 and !4 on density ratio was considered. The Shan-Chen exponential
equation of state was used with G =  5:4 to give a density ratio of approximately 20.
A periodic domain of 5  199 was initiated with gas in one half and liquid in the other,
and run to equilibrium, for the cases of viscosity set to 1=2, 1=6 and 1=32 (! to 0:5,
1:0 and 1:684 respectively). Comparing density ratios with the results of the LBGK
method at ! = 1, results were found to be nearly identical across the range of viscosities
and relaxation parameters (in the case of stable simulations), with the largest deviation
found to be only 0:03% (for the case of !b = 1:8). The only signicant dierence noted
between the simulations was the time taken to reach equilibrium. Equilibrium is reached
sooner for !b close to 0, and later for !b near to 2 (and unaected by changes in the
relaxation rates of the third and fourth order moments). Fixing ! = 1, and varying the
density ratio, the same setup was used to produce coexistence curves, as described in
Section 5.5. Again the relaxation parameters were varied, and no visible variation in the
phase diagrams were observed, with any dierences in density ratio being of the same
order as the above case.
6.2.1 The Laplace law
The Laplace law test, as described in Section 5.7, is now repeated for varying !b, !3
and !4, to test that the surface tension of the system in equilibrium is unchanged. The
Carnahan-Starling equation of state was used with T = 0:063 to give a density ratio of
approximately 100. Again droplets of varying initial radii were initialised in the centre of
a domain. Their radii and their dierences in pressure between the liquid and gas phases
where then measured once the simulations had reached equilibrium. Again viscosity was
set to 1=2, 1=6 and 1=32, and for each viscosity the graph of Laplace law was generated
varying in turn each of the three relaxation parameters from 0:2 to 1:8 in intervals of
0:2. In each case the results for the lowest and highest stable values are reported. Using
the LBGK method, or equivalently the cascaded LBM with !b = !3 = !4 = !, at
! = 1, the surface tension was found, from the gradient of the line of p against 1=R,
to be  = 0:0157. As discussed in Section 5.7 there is a slight error in that the line
does not pass through the origin, in this case the oset is found to be 0:00002. This











Figure 6.1: Laplace law results for the 2D cascaded LBM using the Carnahan-
Starling equation of state, at a density ratio of approximately 100, with  =
1=32. The solid grey line is the best t line to the result of the LBGK method
at ! = 1, given by p = 0:0159(1=R) + 1:7  10 5. Circles and plusses show
the simulation results for the lowest and highest stable values sampled of !b,
1:0 and 1:8 respectively. The dashed black line is a best t line to the !b = 1:0
data given by p = 0:0165(1=R)   0:4  10 5, and the dotted black line is a
best t line to the !b = 1:8 data given by p = 0:0157(1=R) + 2:5  10 5.
parameters. For the ! = 1 and ! = 1:684 cases very little deviation in surface tension
is seen across the stability range of the three relaxation parameters. Figures 6.1, 6.2
and 6.3 show the results for varying !b, !3 and !4 respectively, for the  = 1=32 case. For
individually varying the three relaxation parameters the maximum deviations in surface
tension were 1:0%, 6:3% and 0:3% for !b = 0:4, !3 = 0:2 and !4 = 0:2 respectively, at
! = 1, and 4:3%, 7:3% and 5:3% for !b = 1:0, !3 = 1:8 and !4 = 1:8 respectively, at
 = 1=32. Errors are found to be small in all cases, although slightly higher for varying
!3 and increasing in the lower viscosity case. It is important to note that the error in the
surface tension between the LBGK method at  = 1=32 and at ! = 1 is found to be 3:5%,
and that the values for the cascaded LBM are the largest observed errors, occurring at
the boundaries of stability of each varied relaxation rate. For example, Figure 6.2 shows
the largest changes in the result for varying !3, at !3 = 0:4 and !3 = 1:8. For this
case the simulation was unstable at !3 = 0:2 and !3 = 2:0. As the purpose of varying
the parameters is to enhance stability, it is unlikely that values close to the stability
limit would be used in practice, and therefore any errors would be signicantly less than
the worst case results reported here. For the high viscosity case,  = 0:5, errors were
slightly larger, with the largest being 10:7%, 16:0% and 10:1% for !b = 0:2, !3 = 0:2











Figure 6.2: Laplace law results for the same setup as in Figure 6.1. The solid
grey line is as in Figure 6.1. Circles and plusses show the simulation results
for the lowest and highest stable values sampled of !3, 0:4 and 1:8 respectively.
The dashed black line is a best t line to the !3 = 0:4 data given by p =
0:0158(1=R) + 1:3  10 5, and the dotted black line is a best t line to the











Figure 6.3: Laplace law results for the same setup as in Figure 6.1. The solid
grey line is as in Figure 6.1. Circles and plusses show the simulation results
for the lowest and highest stable values sampled of !4, 0:8 and 1:8 respectively.
The dashed black line is a best t line to the !4 = 0:8 data given by p =
0:0160(1=R) + 0:5  10 5, and the dotted black line is a best t line to the










Figure 6.4: Laplace law results for the 3D cascaded LBM using the Carnahan-
Starling equation of state, at a density ratio of approximately 100, with  =
1=32. The solid grey line is the best t line to the result of the LBGK method
at ! = 1, given by p = 0:0173(2=R)+6:810 5. Circles and plusses show the
simulation results for the lowest and highest stable values sampled of !3, 0:4
and 1:8 respectively. The dashed black line is a best t line to the !3 = 0:4 data
given by p = 0:0172(2=R) + 7:0  10 5, and the dotted black line is a best t
line to the !3 = 1:8 data given by p = 0:0168(2=R) + 9:9  10 5. The lowest
and highest stable values of both !b and !4 show even less deviation than these
results, and are therefore not shown.
again these are the worst case values, additionally the error in the LBGK method is also
higher, at 7:8%.
The experiment was repeated in the 3D case, and even smaller deviations in measured
surface tension were found across the stability range of the three relaxation parameters.
Again the Carnahan-Starling equation of state was used with T = 0:063 giving a density
ratio of approximately 100, and droplets of dierent radii between 20 and 30 lattice units
were initialised on a 100  100  100 domain. The largest errors in measured surface
tension compared to the result from the LBGK method at ! = 1 were again found at
the upper and lower stability limits of each parameter. For the  = 1=32 case these were
1:5% and 1:7% at !b = 1:2 and !b = 1:8, 0:5% and 3:1% at !3 = 0:4 and !3 = 1:8, and
1:0% and 2:6% at !4 = 1:0 and !4 = 1:8. The worst case, !3, is shown in Figure 6.4.
However all these errors are small, and compare with an error of 1:8% in the LBGK
method, therefore for droplets in equilibrium at low viscosities it can be concluded that
the relaxation parameters can be varied without signicantly aecting the multiphase
result (in fact errors are reduced compared to the LBGK method for some parameter
values). A non-equilibrium situation is now considered using the case of a 3D oscillating
droplet.106 Chapter 6 Multiphase cascaded LBM
6.2.2 Oscillating droplets
While the above results are encouraging it is not sucient to only look at an equilibrium
case. To assess the model away from equilibrium the case of an oscillating droplet is
considered. To some extent this is a useful test case as an analytical solution for the os-
cillation frequency of an inviscid droplet oscillating with small perturbations (compared
to its radius) about its equilibrium is known. This oscillation frequency is dependant on
surface tension (and not viscosity) while the decay rate of the amplitude of oscillation
depends on the liquid viscosity (and not the surface tension), at least in the low vis-
cosity case. This theoretically allows the accuracy of the action of surface tension and
viscosity to be independently probed. These results were derived by Lamb in 1932 [65].
According to his result the oscillation frequency of a 3D droplet is given by
!2
 =
( + 1)(   1)( + 2)
 
g + l( + 1)

R3 ; (6.2)
where  is the mode of oscillation, and the rate of decay of the oscillation amplitude, ,
is given by
 =
(   1)(2 + 1)
R2 : (6.3)
This is true in the low viscosity case, however for the high viscosity case both decay rate
and oscillation frequency have a more complex dependence on surface tension and vis-
cosity. This is further complicated when considering a surrounding gas of non-negligible
viscosity. For a comprehensive description the interested reader is referred to Miller and
Scriven [84], who derive more general expressions for viscous droplets surrounded by
viscous uid (again in the incompressible case), and nd the result of Lamb in the lim-
iting case of zero viscosity. As here viscosities are nite the result of Lamb can only be
used as an approximation, however the oscillating droplet can still be used to check the
eects of the higher order relaxation parameters. The correction to the surface tension
in the case of a viscous uid surrounded by a gas with non-negligible viscosity is also
small, therefore Equation 6.2 is used to estimate the surface tension. Comparisons can
then be made with the results of the Laplace law, however the main purpose here is to
asses the eects of the additional relaxation rates. Droplets of radius 20 are initiated in















where (x0;y0;z0) is the position of the droplet centre, and U0 = 0:01. This initiates the
 = 2 mode of oscillation, for which the equation for the oscillation frequency, Equa-












Figure 6.5: Droplet oscillation showing the deviation of the interface from its
position at equilibrium, R, (in lattice units), with time steps, t. The solid
grey line is the result for the LBGK method with  = 1=32, and the dashed
black line is the result with greatest deviation from the LBGK result for varying
either !3 or !4 between their limits of stability, at !3 = 0:4.





2 (3l + 2g)R3; (6.5)
where the frequency is found as 2 over the oscillation period.
Figure 6.5 shows the result for the LBGK method with  = 1=32. From the oscillation
frequency the surface tension is calculated to be approximately  = 0:0211, which diers
from the Laplace law result at ! = 1 of  = 0:0173 by just over 20%, however this dif-
ference is within the bounds of the low viscosity approximation and also the uncertainty
in the droplet radius due to the diusive interface. Each of the three relaxation param-
eters were then varied independently from 0:2 to 1:8 in intervals of 0:2, and the results
recorded in the lowest and highest stable cases. For varying !3 and !4 very little visible
dierence in results was recorded, with the largest deviation in surface tension being
less than 0:5%, Figure 6.5 shows the worst case. The results for varying !b are shown
in Figure 6.6, from which the surface tension is calculated as  = 0:0196 at !b = 1:2 and
 = 0:0215 at !b = 1:9. The decay rate, which is related to viscosity, is also seen to vary
slightly with varying !b. The eects of bulk viscosity are neglected in the equations for
oscillating droplets, and the deviations are relatively small, however they should be con-
sidered when using the bulk viscosity as a parameter to tune stability. It is noted that
in the case of the MRT multiphase method that the tuning of the bulk viscosity is often












Figure 6.6: Droplet oscillation showing the deviation of the interface from its
position at equilibrium, R, (in lattice units), with time steps, t. The solid
grey line is the result for the LBGK method with  = 1=32. The dashed and
dotted black lines are the lowest and highest sampled stable values of !b, at
!b = 1:2 and !b = 1:9 respectively.
that !3 and !4 have virtually no impact on the droplet oscillation however, lends further
condence to their use for stabilising the LBM simulations, without compromising on
accuracy.
The results presented for both the Laplace law and the oscillating droplet both used
the cascaded LBM which, as discussed in Section 4.3, includes third order terms in
velocity. The EDM also included the same third order terms. The same experiments
were conducted using the cascaded LBM (and EDM) truncated at second order. The
Laplace law results were very similar, as were the oscillations, with the exception of
varying !3. Figure 6.7 shows the oscillations of a 2D droplet, at  = 1=32, with !3 = 0:4.
As described above, in the third order case very little dierence is observed between the
results from the LBGK method and the cascaded LBM, however for the second order
case, both oscillation period and decay rate are changed. It is therefore important, as
discussed for the single phase case in Section 4.3, to include the third order terms. Their
eects on spurious velocities are also considered in the following section.
6.3 Spurious velocities
Having established that the relaxation rates of the third and fourth order moments can
be changed without signicantly aecting the multiphase results, their impact on the














Figure 6.7: Droplet oscillation showing the deviation of the interface from its
position at equilibrium, R, (in lattice units), with time steps, t, for a 2D
droplet. The solid grey line is the result for the LBGK method with  = 1=32
and the dashed black line is the result for the cascaded LBM truncated to second
order in velocity, at !3 = 0:4. Compare this with Figure 6.5 which shows very
little dierence between the LBGK result and the cascaded LBM (also with
!3 = 0:4) with third order terms included.
terms in the cascaded method is considered. Comparisons are then made with the results
of the MRT method, across a wide range of density ratios and viscosities. Grid renement
and isotropy, as described in Section 5.8.2 are also investigated in combination with the
cascaded LBM, and results are also presented for both the Shan-Chen exponential and
Carnahan-Starling equations of state. 3D results are then presented for the third order
cascaded LBM using the Carnahan-Starling equation of state. However before these
results are presented it is necessary to discuss the best method for comparing spurious
velocities. In most papers (Refs. [124, 101] to give a few examples) and also so far in this
thesis, the maximum spurious velocity magnitude has been used. This is reasonable, as
it is the maximum value becoming too high which will lead to instability. However this
value almost always occurs near to or within the interface, and no information is gained
about spurious velocities in the rest of the domain, and therefore the magnitude of the
vortices around droplets. While the maximum spurious velocity impacts on stability,
these velocities are important when considering accuracy. When discussing the origin
of the spurious velocities, the distinction was made between the source of the velocities
at the interface, and the propagation of the spurious velocities into the bulk due to
anisotropy. When considering grid renement, as in Figure 5.17, the peak velocity (near
the interface) did not decrease signicantly, while the decrease in velocities in the bulk
was much greater. Figure 6.8 shows the magnitude of spurious velocities around a droplet














Figure 6.9: Change in the average spurious velocity magnitude, ug, in the gas
phase around a droplet, for individually varying the relaxation parameters, !.
The Carnahan-Starling equation of state is used with a density ratio of approx-
imately 100 (T = 0:063), at ! = 1. The black lines are results for !b (solid
line), !3 (dashed line) and !4 (dotted line). The circle indicates the result of
the LBGK method. The dashed grey line shows the minimum value of ug found
for simultaneously varying all three parameters (this single value is plotted here
as a line for reference only).
The results for individually varying each of the relaxation rates are rst presented. Fig-
ures 6.9 and 6.10 show the average velocity in the gas for separately varying !b, !3
and !4, for a high density ratio case, r = 100 (at ! = 1), and lower viscosity case,
 = 1=32 (at r = 20), respectively, using the Carnahan-Starling equation of state. In
each case the minimum value of ug from simultaneously varying all three parameters
has also been found. For reference this is plotted on each graph as a horizontal line at
that value. The qualitative dierences between the two cases are quite signicant. For
the high density ratio case at ! = 1, varying !3 only gives increases in spurious velocity
away from the BGK value (!3 = ! = 1), whereas in the low viscosity (low density ratio)
case varying !3 gives the most signicant spurious velocity reductions (approximately
one order of magnitude). Conversely, varying !b or !4 gives signicant reductions in
the rst case, but far less in the second. Other cases give dierent results, therefore
it is necessary to tune the parameters to each individual case. This tuning, to reduce
spurious velocities and therefore increase stability, is not related to the tuning leading to
increased stability at high Reynolds number in the single phase case. There is therefore
a compromise, especially at low viscosities between tuning for increased stability and for
decreased spurious velocity. This balance presents a limit on the usage of the cascaded












Figure 6.10: Change in the average spurious velocity magnitude, ug, in the
gas phase around a droplet, for individually varying the relaxation parameters,
!. The Carnahan-Starling equation of state is used with a density ratio of
approximately 20 (T = 0:073), with a viscosity of  = 1=32 (! = 1:684). The
black lines are results for !b (solid line), !3 (dashed line) and !4 (dotted line).
The circle indicates the result of the LBGK method. The dashed grey line shows
the minimum value of ug found for simultaneously varying all three parameters
(this single value is plotted here as a line for reference only).
the multiphase case. It is interesting to see the behaviour of dierent parameter com-
binations, for varying viscosity, as shown in Figure 6.11. Each parameter set is seen
to have a particular viscosity for which it gives signicant reductions in velocities, but
the eect reduces rapidly for viscosities either side of this point. While there will be
parameter combinations where reduced spurious velocities coincide with enhanced sta-
bility in the single phase case, there will also be cases for which the opposite is true, and
the parameters for maximal reduction in spurious velocities will coincide with decreased
stability.
6.3.1 Third order velocity terms
The eect of higher order terms on the results is rst considered. It has already been
established, both from viscosity measurements in the single phase case, and the droplet
oscillations in the multiphase case that the third order terms should be included in
the cascaded collision operator (whenever the cascaded LBM is discussed it should be
assumed that this is the case). When comparing between the LBGK method and the
MRT method results these terms should also be included for fair comparison, however
















Figure 6.11: Average spurious velocity magnitude, ug, in the gas phase around
droplets of density ratio approximately 20 using the Shan-Chen exponential
equation of state (with G =  5:4), for varying viscosity, , for dierent com-
binations of relaxation parameters. For reference, the solid grey line and solid
black line show the result of the LBGK method and the minimum values ob-
tained from the cascaded LBM, respectively. The parameters combinations are
!b = 0:2;!3 = 0:6;!4 = 0:2 (dashed black line), !b = 0:2;!3 = 0:6;!4 = 0:6
(dotted black line), !b = 1:0;!3 = 1:0;!4 = 0:6 (dot-dashed black line),
!b = 1:4;!3 = 1:4;!4 = 0:6 (dashed grey line), and !b = 0:6;!3 = 1:8;!4 = 1:0
(dotted grey line) (these combinations have no particular importance and are
used here for illustration only).
order, when third order terms are included they include terms of u3
 not present in
the cascaded LBM. So that comparisons can be made due to varying the additional
relaxation parameters alone, therefore, only the higher order terms of the cascaded
method are included in the third order LBGK method referred to here. In other words
when referring to the third order LBGK method what is meant is the limit of the third
order cascaded method at !b = !3 = !4 = !. The second point is in reference to
the EDM. This uses the equilibrium distributions and should be of the same order as
the collision operator. Again it is the correct form of the equilibrium, derived using
moments, which is used in this respect and when the third order EDM is used therefore
no terms of u3
 are included. The importance of using the third order EDM with the
cascaded LBM is shown in Figures 6.12 and 6.13 (the Shan-Chen exponential equation of
state is used in this example). Here the minimum spurious velocities with the cascaded
method are shown using the EDM at both second and third order. The second order
LBGK method (with second order EDM) is shown for comparison. It can be seen that
while the cascaded LBM with third order EDM signicantly reduced spurious velocities,
















Figure 6.12: Average spurious velocity magnitude, ug, in the gas phase around
droplets of density ratio approximately 20 using the Shan-Chen exponential
equation of state (with G =  5:4), for varying viscosity, . The solid black
line is the second order LBGK result using the (second order) EDM, the solid
grey line shows the equivalent result using the Shan-Chen method instead of
the EDM, which coincides with the EDM at ! = 1 ( = 1=6). The dotted
and dashed black lines are the minimum values of ug for varying the additional
relaxation rates of the cascaded LBM, for the case of second and third order
equilibrium distributions functions in the EDM, respectively.
higher density ratios. (A possible conclusion from this data is that using the third order
terms in the EDM is completely responsible for the reduced spurious velocities of the
cascaded LBM, however it will be shown shortly that this is not the case.) Therefore in
the following the third order EDM is always used with the cascaded and MRT collision
operators.
6.3.2 Equations of state
In Section 5.8.1 it was shown that the Carnahan-Starling equation of state gave much
lower spurious velocities than the Shan-Chen exponential equation of state, allowing
higher density ratios to be achieved. Figures 6.14 and 6.15 show comparisons between the
lowest achievable spurious velocities using the cascaded LBM with the two equations of
state (the LBGK results are also shown for comparison). It can be seen that changing to
the Carnahan-Starling equation of state does not impact the magnitude of the reductions
in spurious velocities using the cascaded LBM. As in the case of the LBGK method
spurious velocities are reduced at a xed density ratio, or equivalently, higher density
ratios can be achieved before spurious velocities reach a certain magnitude. Throughout
















Figure 6.13: Average spurious velocity magnitude, ug, in the gas phase around
droplets with ! = 1 ( = 1=6), using the Shan-Chen exponential equation of
state, for varying density ratio, r. The solid black line is the result of the
second order LBGK method using the (second order) EDM, (for the special
case of ! = 1 this coincides exactly with the Shan-Chen method, therefore this
result is not shown). The dotted and dashed black lines are the minimum values
of ug for varying the additional relaxation rates of the cascaded LBM, for the
case of second and third order equilibrium distributions functions in the EDM,
respectively.
spurious velocities by at least one order of magnitude, for some values greater than two
orders of magnitude, when using either equation of state. It is important to note the
consistency with which the cascaded LBM has reduced spurious velocities, regardless of
the equation of state.
6.3.3 Comparison with the MRT method
Reductions in spurious velocities with the cascaded LBM are now compared with those
of the MRT method. As discussed previously both use the same third order terms in the
collision operator and both use the third order EDM, to allow fair comparison between
the two methods. Figures 6.16 and 6.17 show results using the Shan-Chen exponential
equation of state, for varying viscosity at a xed density ratio of 20 and for varying
density ratio at a xed viscosity of 1=6 (! = 1). Figures 6.18 and 6.19 show the same
results using the Carnahan-Starling equation of state.
In all four cases the cascaded LBM and MRT method behave similarly, both achiev-
ing signicant reductions in spurious velocities throughout the range of viscosities and


















Figure 6.14: Average spurious velocity magnitude, ug, in the gas phase around
droplets of density ratio approximately 20 for varying viscosity, . The solid and
dashed lines are the Shan-Chen exponential equation of state and the Carnhan-
Starling equation of state respectively. The grey lines are the result of the
LBGK method, and the black lines are the minimum values of ug for varying
















Figure 6.15: Average spurious velocity magnitude, ug, in the gas phase around
droplets with ! = 1 ( = 1=6), for varying density ratio, r. The solid and
dashed lines are the Shan-Chen exponential equation of state and the Carnhan-
Starling equation of state respectively. The grey lines are the result of the
LBGK method, and the black lines are the minimum values of ug for varying
















Figure 6.16: Average spurious velocity magnitude, ug, in the gas phase around
droplets of density ratio approximately 20 for varying viscosity, , using the
Shan-Chen exponential equation of state. For reference, the results of the LBGK
method are shown for both second order (grey line) and third order (black line).

















Figure 6.17: Average spurious velocity magnitude, ug, in the gas phase around
droplets for varying density ratio, at  = 1=6 (! = 1), using the Shan-Chen
exponential equation of state. For reference, the results of the LBGK method
are shown for both second order (grey line) and third order (black line). The
dashed and dotted black lines are the results of the cascaded LBM and MRT


















Figure 6.18: Average spurious velocity magnitude, ug, in the gas phase around
droplets of density ratio approximately 20 for varying viscosity, , using the
Carnahan-Starling equation of state. For reference, the results of the LBGK
method are shown for both second order (grey line) and third order (black
line). The dashed and dotted black lines are the results of the cascaded LBM
















Figure 6.19: Average spurious velocity magnitude, ug, in the gas phase around
droplets for varying density ratio, at  = 1=6 (! = 1), using the Carnahan-
Starling equation of state. For reference, the results of the LBGK method are
shown for both second order (grey line) and third order (black line). The dashed
and dotted black lines are the results of the cascaded LBM and MRT method,
















Figure 6.20: Average spurious velocity magnitude, ug, in the gas phase around
droplets of density ratio approximately 20 for varying viscosity, , using the
Shan-Chen exponential equation of state. The solid and dashed black lines are
the cascaded LBM results for the force term calculated with fourth order and
eighth order isotropy, respectively.
Shan-Chen case, this is reversed for the Carnahan-Starling equation of state, however
results are essentially very similar. This is perhaps unsurprising given the nature of the
mechanism for reducing spurious velocities. In both cases the relaxation parameters are
tuning the higher order terms of the collision operator to counteract higher order error
terms in the forcing scheme. The form of these higher order terms is the same between
the models when the same higher order velocity terms are kept, although the values of
the relaxation rates for minimum spurious velocities will be dierent.
6.3.4 Grid renement and isotropy
In Section 5.8.2 increased force term isotropy and grid renement were introduced and
shown to be able to reduce spurious velocities. For completeness these methods are
briey reviewed in combination with the cascaded LBM. Again the Shan-Chen expo-
nential equation of state is used. Figures 6.20 and 6.21 show results for the minimum
spurious velocities found for varying the full parameter set of the cascaded LBM, using
eighth order isotropy in the force calculation (c.f. Figure 5.16). For varying viscosity at
a xed density ratio of 20 a slight decrease in spurious velocity is seen over the usual
(fourth order) force calculation, while the decrease is more signicant for high density
ratios at ! = 1. Figure 6.22 shows the spurious velocities at high density ratio using the
grid renement method, with G1 = 0 and varying the density ratio by varying G2, at














Figure 6.21: Average spurious velocity magnitude, ug, in the gas phase around
droplets for varying density ratio, at  = 1=6 (! = 1), using the Shan-Chen
exponential equation of state. The solid and dashed black lines are the cascaded















Figure 6.22: Average spurious velocity magnitude, ug, in the gas phase around
droplets at high density ratio using grid renement, at  = 1=6 (! = 1), using
the Shan-Chen exponential equation of state. The solid black line is the result
of the LBGK method, and the dashed black line shows the minimum values of
ug for varying the additional relaxation rates of the cascaded LBM.Chapter 6 Multiphase cascaded LBM 123
of viscosities and density ratios that can be simulated before spurious velocities become
too large. These improvements do not aect the accuracy of the multiphase simulations.
While there is a compromise between reducing spurious velocities near interfaces and
increasing stability in the bulk, which reduces enhancements compared with the single
phase case, improvements over the LBGK method are still signicant.Chapter 7
Parallel programming
Due to the local nature of the LBM algorithm, the method is well suited for use on high
end computers. In the following section the parallelisation of the LBM is considered and
the scalability of the resulting code is analysed. The single phase case is investigated
rst, followed by the extension to multiphase, which places an additional burden on
communication between processors. It is well known (see, for example, Ref. [90]) that
the LBM shows good scaling up to many thousands of cores, however achieving this, and
extending it to the multiphase case, requires careful programming. The parallel code
achieved will allow the simulation of a large number of high resolution droplet collisions,
impossible without this parallelisation, the results of which are given in the following
chapter.
7.1 Programming
The choice of method for parallelising code depends on both the architecture of the
parallel machine and the nature of the code being adapted. A number of application
programming interfaces (APIs) exist as libraries for programming languages that dene
communication on parallel systems. These APIs are designed to correspond with the
memory layout of the machine, being either shared of distributed. OpenMP (Open
Multi-Processing) is an example of a shared memory API, while MPI (Message Passing
Interface) is used for distributed memory.
In a shared memory system each central processor core has its own cache but can access
a shared main memory. Often in programs a set of instructions is carried out on each
element of an array of data. OpenMP includes a set of compiler directives that instruct
each core to work on dierent sections of such an array simultaneously. Coding for this
is simple, for example a `for' loop over elements of an array can be parallelised with just
the addition of compiler directives before and after the loop. The program consists of a
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serial running master thread which runs until it reaches the compiler directive. A thread
is then initiated on each core with a specied section of the array on which to work.
Once all threads are complete the serial master thread continues until the next parallel
directive is reached. The simplied picture given here does not include issues such as
race conditions and load balancing. OpenMP is usually limited to a smaller number of
cores, and achieving good scaling on larger numbers of cores is dicult. Additionally
the LBM has a large memory requirement per node, making it unsuitable for a shared
memory machine. OpenMP is therefore not used here and as such is not discussed in
any more detail.
In the case of distributed memory systems, each core has its own associated memory
(and cache), but other cores cannot read directly from this memory. Communication
between the processes is therefore required, and this is the basis of MPI. The program
is run on each process simultaneously, acting on the data stored in the local memory,
and exchanging data with other processes. Each process is assigned a unique rank which
can be used to determine which processes to communicate with. Taking the LBM as
an example the domain is divided up into sub-domains stored on each node, during the
streaming step the inner nodes will stream as normal, however nodes along the boundary
will need to stream to nodes on a dierent process. MPI provides a Cartesian topology
such that the co-ordinates of a sub-domain can be used to determine its rank, allowing
calculation of the correct process to stream the distribution functions to. MPI provides
communication routines, `MPI Send()' and `MPI Recv()' for sending and receiving data
respectively. For the propagation step, the code would rst loop over each of the inner
nodes, and would then initiate a series of sends and receives for the distribution func-
tions streaming to neighbouring processes. This however creates signicant overhead as
the communications take place. Such communications are referred to as blocking, as the
program must wait for the sends and receives to have completed before the program will
continue. MPI therefore provides non-blocking versions of the communication routines,
`MPI Isend()' and `MPI Irecv()'. Once these have been executed the program does not
check if the send or receives have completed successfully before continuing the program.
This creates an obvious need for care, as received data is needed at some point in the
continuing program. Therefore a routine `MPI Wait()' is provided so that the program-
mer can specify a point in the program at which a check is made that the data has
successfully been received, before the program can continue. In the context of LBM the
algorithm for streaming now proceeds as: Initiate receives, initiate sends, stream internal
nodes, wait for sends and receives to complete. This way all the communication occurs
at the same time as the streaming of internal nodes, and the latency associated with
such communication is hidden. Ideally the communication is nished before the internal
streaming, and no time is lost during `MPI Wait()'. This should allow eective speedup
of the program as the number of processes, and therefore the required communication,
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There are a number of other aspects of both parallel and serial coding that could be
considered. Among these are cache considerations, there being a number of papers
describing often complex data structure manipulations to improve the speed of the LBM,
applicable for both parallel and serial codes (see, for example, Ref. [120]). More complex
parallelisation is also possible, include mixed mode programming using both OpenMP
and MPI simultaneously. This is appropriate on systems where the cores on each node
access the same memory as is the case on many high end computers. OpenMP could
then be used on each node, with MPI communications between nodes. The main aim
here however is designing a code that scales well on thousands of cores, and as shown
in the following results this has been achieved. In addition the investigation into such
code speedup could require signicant more time than the speedup might save. These
methods are therefore not considered further in this work.
7.2 Computing
It is worth making a few comments on existing supercomputers. As comparisons, mem-
ory size and core speed are important, although other issues such as cache design and
speed of communication between nodes also play a signicant role. Looking at a top
desktop computer available today, the maximum processor performance measured in
oating point operations per second (Flops) is around 100 giga-Flops (GFlops), and
memory available is around 16 gigabytes (GB). At the top of the June 2013 Top500 list
of supercomputers [115], the Tianhe-2 supercomputer at the National University of De-
fence Technology in China has over three million cores and achieved 3:39107 GFlops in
a benchmark test, and has 1000 terabytes (TB) of memory. This work makes use of both
the University of Southampton's central resource for high performance computing, Iridis
3, and the UK's national high-performance computing service, HECToR [53]. Iridis 3
has 8;064 cores and 25 TB of memory (of which a maximum of 512 cores and 1536 GB
of memory were used). HECToR has 44544 cores and can achieve 280  103 GFlops,
and has 59:4 TB of memory. This work uses a maximum of 6144 cores and 8:2 TB of
memory.
The LBM has large memory requirements, taking the 3D single phase case as an example,
there are three arrays of size xyzQ, these being f(t), feq(t) and f(t+1) (although
to reduce memory requirements one of these could be reused). There are also smaller
arrays for density and momentum of sizes x  y  z and x  y  z  D respectively.
Extending this to the multiphase case adds arrays for   and F of sizes x  y  z and
x  y  z  D respectively. Each element of these arrays requires 8 bytes of storage,
therefore the D3Q27 multiphase LBM requires 712  x  y  z bytes. Therefore with
the memory of 8192 GB used on HECToR, the theoretical estimate for maximum grid
size that can be simulated is 22603, although the actual value will be lower, for example
due to storage of overlapping sections of the domains on dierent nodes.128 Chapter 7 Parallel programming
7.3 Scaling results
The scaling of the parallel implementation of the LBM code developed for this work is
now considered. Two types of scaling, weak and strong scaling, are investigated. Weak
scaling consists of taking a xed problem size per core, therefore increasing the size of
the problem as the number of cores increases, with the goal of solving larger problems
in a given time. The ideal result is a constant time for any number of cores. Strong
scaling takes a xed problem size and for increasing number of cores the problem should





where t1 and tc are the time taken to run the code on one and c cores respectively. The
ideal result in this case is linear speedup, such that the program runs c times faster on
c cores than it does on one.
The D2Q9 single phase LBM code was rst run on Iridis 3. Results for weak scaling
using 128  128 and 512  512 are given in Figure 7.1, with results of speedup of a
problem size of 40962048 given in Figure 7.2. Weak scaling shows an expected initial
increase in time over the single core case, related to the additional parallel overhead,
however for a suciently large number of cores (greater than 64) no increase in time is
seen for either problem size per core. Looking at speedup the result is even better, with
the program showing superliner speedup over the range of core numbers available. One
possible explanation for the superliner speedup is a cache eect. A large problem run on
a single core will require many communications between cache and main memory in the
course of looping over the entire array. For a larger numbers of cores a larger percentage
of the problem assigned to each core will t into that cores cache, therefore requiring
less communication with that nodes main memory. This can give an additional speedup
over that provided by increased core number alone. Figures 7.3 and 7.4 present results
for the D3Q27 single phase case run on Iridis 3, showing weak scaling using 243 and
963 per core, and speedup of a problem size of 1923. Results are similar to the 2D case,
although speedup is slightly below linear.
The multiphase case introduces an additional section of code requiring parallelisation,
namely the calculation of the force term requires nearest neighbour values of eective
mass   for the Shan-Chen method. The passing of additional data between nodes is
therefore required. Figures 7.5 and 7.6 show results for the D3Q27 multiphase LBM us-
ing the Shan-Chen multiphase method, run on HECToR. Figure 7.5 shows weak scaling
results for a problem size of 963 per core. As in the single phase case once the addi-
tional communication time is accounted for, the overall simulation time is constant for
increasing problem size. The initial oscillations for a small number of cores (less than












Figure 7.1: Weak scaling results for the D2Q9 single phase LBM code running
on Iridis 3, for two dierent problem sizes per core, 128  128 (crosses, solid
line) and 512  512 (diamonds, dashed line). Time t in s is given per lattice














Figure 7.2: Speedup, Sc, for the D2Q9 single phase LBM code running on Iridis
3, for a xed problem size of 40962048 (crosses, solid line). Nc is the number












Figure 7.3: Weak scaling results for the D3Q27 single phase LBM code running
on Iridis 3, for two dierent problem sizes per core, 24  24  24 (crosses, solid
line) and 969696 (diamonds, dashed line). Time t in s is given per lattice












Figure 7.4: Speedup, Sc, for the D3Q27 single phase LBM code running on
Iridis 3, for a xed problem size of 1923 (crosses, solid line). Nc is the number











Figure 7.5: Weak scaling results for the D3Q27 multiphase LBM code running
on HECToR, for a problem size per core of 963 (crosses, solid line). Time t in













Figure 7.6: Speedup, Sc, for the D3Q27 multiphase LBM code running on
HECToR, for a xed problem size of 1923 (crosses, solid line). Nc is the number
of cores. The dashed line shows linear speedup.132 Chapter 7 Parallel programming
of cores not a multiple of 24 is used, then not all cores on each node are used (32 cores
for example will be distributed as 16 cores each on two nodes). There is therefore less
communication per node allowing faster completion of communication, however this is a
small eect. Figure 7.6 shows speedup for a problem size of 1923, the results show close
to linear speedup up to 1536 cores. After this the Shan-Chen method linear speedup
drops o quickly. At this point the problem size is less than 153 per core, and there
are no longer sucient operations on internal nodes to complete while communication
takes place. This is by no means a defect in the parallel method, such small grid sizes
per core would not be used in practice, and increasing the overall grid size will increase
the number of cores for which close to linear scaling is observed.
7.4 Conclusions
Before continuing to apply the developed multiphase cascaded LBM to the problem of
droplet collisions it is worth pointing out that both Reynolds and Weber numbers scale
linearly with radius, therefore increasing the size of the computational domain should
increase the range of attainable parameters. Each doubling of the domain size requires
a 16 times increase in computational resources, 2  2  2 for spatial dimensions, and a
factor of 2 as twice as many time steps are required to simulate the same physical time.
Therefore a 104 times increase in computational resources is the theoretical requirement
for a 10 times increase in Reynolds number. Without the use of large scale parallel ma-
chines the results in the following section, especially those requiring a large number of
simulations of droplet collisions to dene domain boundaries, would not have been pos-
sible. Additionally, although the cascaded LBM has a slightly increased computational
overhead (less than 40% for an unoptimised code) compared with the LBGK method,
this does not impact on parallelisability, and this should not be used as a justication
for using the simpler LBGK model.Chapter 8
Droplet collisions
The multiphase cascaded LBM developed and studied in this work is now applied to a
practical problem. It has been shown that the enhanced stability of the single phase
cascaded LBM also extends to the multiphase case, additionally with the reduction
of spurious velocities. It remains to show that these enhancements can be used to
study a problem of scientic importance, for which the study of binary droplet collisions
has been chosen. This problem is appropriate for a number of reasons, including a
wealth of experimental data from which to validate the model, and the diculty for
computational models in reproducing these results, as will rst be discussed. It is rst
shown qualitatively that the cascaded LBM can reproduce the dierent observed collision
outcomes. A more quantitative analysis, focusing on the location of the boundaries
between these dierent outcomes, is then given. Trends in collision behaviour are then
considered for varying various parameters, such as viscosity and droplet size ratio.
8.1 Introduction to binary droplet collisions
The study of binary droplet collisions has many important applications across dierent
scientic disciplines, from understanding cloud formation in climate theory, to engineer-
ing applications, such as turbine blade cooling, ink-jet printing, spray coating and spray
combustion in diesel internal combustion engines. As a consequence a large quantity
of experimental work has been carried out, beginning with Lord Rayleigh in the late
nineteenth century [97], who identied dierent collision outcomes, including bouncing
and coalescence followed by separation. Since then detailed studies have revealed other
collision outcomes, which will be discussed shortly, and have investigated the eects of,
amongst many other factors, the viscosity and surface tension on the results. Before
looking at these in detail it is necessary to introduce the dimensionless parameters by
which binary droplet collisions can be identied. Figure 8.1 shows a schematic diagram






Figure 8.1: Schematic diagram of binary droplet collision. Liquid droplets of
radius R, kinematic viscosity l and density l collide in a gas of kinematic
viscosity g and density g, with relative velocity U. c is the separation between
the centres of the droplets, perpendicular to their direction of motion, and h is
the height of the colliding cap.
of the droplet collisions under discussion. Droplets of equal radius R (the case of un-
equal size droplets is deferred until later) with density l and kinematic viscosity l are
surrounded by a gas of density g and viscosity g, and move towards each other with
relative velocity U. c is the separation between the centres of the droplets, perpendic-












The Ohnesorge number, a measure of the ratio of viscous forces to inertial and surface

























Figure 8.2: Schematic diagram of outcomes from binary droplet collisions, for
varying Weber number, We, against impact parameter, B, after [94]. The dif-
ferent outcomes, as described in the text, are (1) coalescence with minor de-
formation, (2) bouncing, (3) coalescence with substantial deformation, (4) near
head-on separation, and (5) o-centre separation.
To uniquely specify a head-on droplet collision, only two of these dimensionless param-
eters are required, with the usual choice being either Weber and Reynolds number, or
Weber and Ohnesorge number, depending on the topic of discussion. (This is at least
true for the present study in which We > 1. For We < 1 in describing the bouncing
regime, capillary number and Stokes number are also important, as discussed by, for
example, Zhang and Law [125]). In the case of an o-centre droplet collision a third





Figure 8.2 shows a schematic of the dierent experimentally observed collision outcomes,
for varying Weber number and impact parameter. The head on case (B = 0) is rst
considered. At very low Weber number, droplets slowly come together and coalesce,
increase the Weber number slightly and the droplets bounce o each other, while further
increase again gives coalescence. The bouncing mechanism which leads to this result is
discussed below. Further increasing the Weber number increases the distortion a droplet
experiences after coalescence. After colliding the droplet spreads out into a disk shape,
then relaxes under surfaces tension and moves outwards in the shape of two droplets
connected by a liquid bridge (often referred to as a `dumbbell' shape), this can be
seen in Figure 8.4 in Section 8.4. As Weber number is further increased there comes
a point where the inertial forces are sucient to overcome the surface tension in the136 Chapter 8 Droplet collisions
liquid bridge and the droplet re-separates into two droplets. This separation point has
been experimentally observed to occur at a specic critical Weber number, which also
depends on the Ohnesorge number, as will be discussed in the following. Further increase
of the Weber number results in a longer liquid bridge before separation, and during
separation this bridge can break up to leave smaller satellite droplets. The number
of satellite droplets is seen to increase as the Weber number increases. Increasing the
Weber number still further recent experimental work shows droplets breaking up during
the initial spreading out phase. This is not shown on Figure 8.2, further details can be
found in the experimental work of Pan et al. [88].
In the case of o-centre collisions at the higher Weber number shown in Figure 8.2,
beginning with separation at B = 0, increasing B leads rst to coalescence, and then to
o-centre separation. This is unlike near-head on separation, in which collided droplets
spread out, relax, and then separate. For o-centre separation, as only a small portion
of the droplet is involved in the collision, the bulk of the droplets carry on moving in
their opposite directions, and the collided part forms a liquid bridge between the two.
This bridge then breaks up, which can again lead to the formation of satellite drops.
This mechanism will be discussed in greater detail below.
8.1.1 Bouncing
The mechanism by which droplet bouncing occurs is a complex one. The brief de-
scription here follows the theoretical model of Zhang and Law [125], which successfully
predicts the coalescence-bouncing-coalescence transition as Weber number is increased.
As the droplets approach each other the pressure in the gas trapped between the two
droplets increases, the centre of the droplets keep moving forward under inertia while
the approaching points of the droplet atten to form an (approximately) at interface.
For low Weber number (high surface tension) the droplet deformation is small, and
therefore there is little attening of the interface and the droplets coalesce. As Weber
number is increased (surface tension is decreased) deformation increases and there is a
greater attening of the interfaces, this leads to greater pressure increase between the
droplets (although non-linearly, as the spreading out of the interface drags the inter-
vening gas outwards, reducing pressure). If all of the kinetic energy of the droplets has
been converted to surface energy (and thermal energy due to viscous dissipation) during
the deformation before the interfaces can merge, then the droplets relax under surface
tension and move apart. If there is enough kinetic energy to force the droplets together
then coalescence occurs. For the interfaces to merge they must come within the range of
the van der Waals forces. This is usually of the order of tens of nanometers, about four
orders of magnitude smaller than the typical droplet size of hundreds of micrometers.
This presents a resolution issue for any computation simulation. Also this is smaller












Figure 8.3: Schematic diagram of outcomes from binary droplet collisions when
bouncing is not present, for varying Weber number, We, against impact param-
eter, B, after [94]. The dierent outcomes are (1) coalescence, (2) near head-on
separation, and (3) o-centre separation.
of hundreds of nanometres), and therefore the ow between the droplet interfaces is of
high Knudsen number, and outside the low Knudsen number approximation of the LBM
(and any Navier-Stokes solver, although obviously not outside the scope of the Boltz-
mann equation). However modelling at higher than atmospheric pressure is theoretically
possible, especially given the pressure increase between the droplets.
Qian and Law observed that there are some circumstances under which bouncing is
suppressed, such as low gas pressure. Figure 8.3 shows a schematic of the experimentally
observed collision outcomes, for varying Weber number and impact parameter, when no
bouncing is present. No bouncing was observed with the LBM used here. There are
a couple of reasons for this. Firstly, Qian and Law showed that the presence of fuel
vapour in the gas signicantly increased the likelihood of coalescence of fuel droplets. In
our single component multiphase model the ambient gas is composed entirely of liquid
vapour which would substantially reduce bouncing. (Initial simulations have shown that
the bouncing regime can be observed at very high pressure using a multi-component
multiphase LBM.) Additionally the problem of resolving the gap between droplets is
signicant. The gas dynamics in the gap, as described above, are crucial in droplet
bouncing. However orders of magnitude higher resolution would be required to resolve
this gap, except in the highest gas pressure cases. This could be possible with a mesh
renement technique, however this is not considered here, and no bouncing is expected.
Correctly modelling bouncing represents a signicant challenge in light of the above
discussion. It therefore provides a benchmark case for any future multi-component model138 Chapter 8 Droplet collisions
development. However this is beyond the scope of the current work and is deferred to
future study.
8.2 Critical Weber number between coalescence and sep-
aration
A number of attempts have been made to theoretically predict the critical Weber num-
ber, Wec, between coalescence and separation for head-on droplet collisions. For an
inviscid uid Ashgriz and Poo [6] derived a value of Wec = 18:7 which is in good agree-
ment with their experimentally observed value for water of Wec = 19. However Qian and
Law [94] found a critical Weber for tetradecane of 34, and Jiang et al. [58] also showed
that Wec increases with increasing liquid viscosity. Instead of deriving one value for Wec
Qian and Law therefore derived an expression dependant on the viscosity. For this they
considered the balance between the initial kinetic energy and the surface tension energy
and viscous dissipation. At the point in the coalescence where the droplet is shaped as
two outward moving liquid droplets connected by a liquid bridge, for separation to occur
there must be enough remaining kinetic energy (after viscous dissipation) to overcome
the surface tension energy. They therefore balance the initial kinetic energy with the
viscous dissipation in each of the stages of coalescence considered (spreading out into a
disk, returning to a spherical shape, and nally spreading out into the dumbbell shape)
and the additional surface tension energy associated with the deformation of the droplet
shape from the original two spheres. The details of the derivation can be found in the
original paper, here the result is quoted as
Wec = Oh + : (8.6)
From the theory the values of the constants are found to be  = 54070 and  = 102,
which agree fairly well with the experimental values of be  = 680 and  = 15 (note
the dierent denition of Ohnesorge number used by Qian and Law to the one used
here results in a value of  dierent by a factor of 16
p
2). The Ashgriz and Poo result
over predicts the inviscid case (Wec = ), although their over prediction coincided with
their experimental data for water droplets. In comparing the simulation results the
experimental result from Qian and Law of Wec = 680Oh + 15 is used.
8.2.1 O-centre reexive separation
Reexive separation is not only observed for head-on droplet collisions, but also those
near to head-on, with low impact parameters. Based on the discussions of Ashgriz and
Poo, Rabe et al. [96] proposed a modication to the head-on critical Weber number
for small values of B. For o-centre collisions not all of the initial kinetic energy goesChapter 8 Droplet collisions 139
into the reexion process, instead going into stretching of the droplet. It therefore takes
a greater initial velocity (higher Weber number) to overcome the surface tension in
separation. For small impact parameters the kinetic energy available in the reexive
process, Eref








However the lower kinetic energy does not take into account additional viscous dissi-
pation due to the more complex nature of the droplet movement during the reexive
process, which for higher B includes greater stretching and oscillations. The critical







The constant  is then determined experimentally to be  = 0:28, therefore while the
general shape of the boundary is predicted correctly, this constant is not found from the
theory. However the curve is still seen to be a good t to the experimental data and will
be used below in comparing the LBM simulation results.
8.2.2 Stretching separation
At high impact parameters (B close to 1) only a small part of each droplet merges
and the bulk of the droplets continue in their direction of travel. The coalesced part is
stretched out as they move apart until either the surface tension in the liquid bridge is
sucient to stop the stretching, or the liquid bridge breaks and the droplets separate.
Unlike the low impact parameter case, no reexion occurs. Again following Rabe et
al. [96] the amount of kinetic energy available in the stretching process, Estr





The surface tension energy can be approximated from the surface energy of the inter-
acting caps of the droplets, whose surface area is given by 2Rh where h is height of
the cap as shown in Figure 8.1, and related to impact parameter by
h = 2R(1   B): (8.10)
This gives the surface tension energy in the interacting portion of the droplet, Estr
s , as
a function of the total surface energy, Etot
s ,
Estr
s = (1   B)Etot
s : (8.11)140 Chapter 8 Droplet collisions
Rabe et al. introduce the stretching Weber number, Westr, dened as the ratio of the
available kinetic energy, Estr
k , to the available surface tension energy, Estr
s , in the stretch-










This can be rearranged to give an expression for the critical impact parameter,
Bc =
q 
Westr2 + 4WestrWe   Westr
2We
; (8.13)
where  is a proportionally constant. Using geometrical arguments and curve tting they
nd  = 2 and Westr = 25:4. With these values the curve shows good agreement with
experimental results, and will therefore be used to assess the LBM simulation results.
8.3 Unequal sized droplets
So far the case of two equal droplets has been considered. Droplets of unequal size
are now discussed, and two theoretical predictions are investigated. The rst is the
relationship between the critical Weber number and the size ratio, for head-on collisions,
as discussed by Tang et al. [111]. The second is the prediction of Rabe et al. [96] that the
boundaries between coalescence and separation overlap for dierent droplet size ratios,
when using an alternative denition of the Weber number.
Tang et al. [111] recently derived a theoretical prediction for how the critical Weber
between coalescence and separation for head-on droplet collision depends on the ratio of
the droplet sizes. For this they use similar energy considerations as used by Qian and
Law in deriving Equation 8.6, but for the general case of unequal sized droplets. They
therefore derive a similar equation for the relationship,
Wec = ()Oh + (); (8.14)





Here  and  are dependant on , their form can be found in the original paper [111].
Equation 8.14 reduced to Equation 8.6 in the case of equal size droplets. The details of
the derivation can be found in the original paper, here a brief comment is made. The
point of separation is determined by considering the balance of energy. Separation occurs
when the droplets have enough initial kinetic energy to overcome viscous dissipation and
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of separation. The viscous dissipation is considered in three stages, the rst being the
point from initial coalescence to maximum deformation in the direction perpendicular
to the collision axis, the second being from this point up until the droplet returns to
a near-spherical shape, and the nal stage being the stretching of this sphere back out
along the axis of collision. The viscous losses in each stage where calculated separately,
and it was shown that the majority of the dierence in critical Weber number as size
ratio is changed comes from the second stage. In this stage viscous losses increase as size
ratio decreases. Higher initial kinetic energy is therefore required for separation, giving
an increased critical Weber number.
With regard to the denition of Weber number, for equal size droplets this is given
by Equation 8.2. However it is common when considering unequal size droplets to use
this expression with R set to the smaller droplets radius, as in for example Refs. [12,
6, 111]. As an improvement, so as not to ignore the size of the larger droplet Jiang et
al. [58] dened the Weber number using an average of the two droplet radii. Recently
Rabe et al. [96] proposed what they term the symmetric Weber number, Wes. Using
the denition of Weber number as the ratio of kinetic energy to surface tension energy





















where subscripts s and b are for the smaller and bigger droplets respectively. For equal






They show that using this symmetric Weber number the boundaries separating coales-
cence and separation on the We against B plots of dierent droplet size ratios coincide.
Using dierent size droplets the critical Weber number between head-on coalescence and
separation was found by Ashgriz and Poo [6] to depend on the size ratio, however for
the symmetric Weber number the critical point is equal. Rabe et al. found this criti-
cal value to be 0:45 (corresponding to Wec = 22, approximately the value for water),
although as discussed above this should not be constant, but dependant on viscosity.
While the reported boundaries coincide to within a certain degree of error, they do not
coincide perfectly, therefore in the following section results for simulations of unequal
size droplets, using the symmetric Weber number, will be reported.142 Chapter 8 Droplet collisions
8.4 Simulation results
Results for the computational simulation of binary droplet collisions using the multiphase
cascaded LBM are now presented. Qualitative features of the droplet collisions are rst
given, showing that each of the expected collision outcomes, coalescence, near head-on
separation and o-centre separation, can be reproduced. This has been shown with
many previous computational methods, including the LBM, however the location of the
boundaries between outcomes are not well studied. Considerable computational power
is required to perform this task, as each droplet collision in 3D is itself a computationally
demanding simulation, and many droplet collision simulations are required to accurately
locate the domain boundaries. The ease with which the LBM code can be parallelised,
as described in Section 7, is therefore instrumental in making the results presented here
possible. Each droplet collision was run on a domain of size 320  320  512 or larger,
using between 256 and 2048 cores (the former taking approximately 12 hours on Iridis 3
and the latter taking approximately one hour on HECToR, both of which are described
in Section 7). Two droplets of radii 40 lattice units (in the case of equal sized droplets)
are initiated and the system allowed to equilibrate before a velocity is applied, up to
a maximum of U=2 = 0:136. The minimum viscosity used is 0:016 and for each value
of viscosity the higher order relaxation rates were tuned to balance between minimum
spurious velocity and maximum stability, as described in Section 6. The surface tension,
as measured from the Laplace law, is between 0:015 and 0:018. The Carnahan-Starling
equation of state is used for all results, with a density ratio of at least 120 (T = 0:063),
unless otherwise stated. Periodic boundary conditions are used in all directions. There
is therefore a trade-o between using a domain large with respect to the droplet size,
and using droplets with radii large compared to the interface width, measured to be
between 6 and 7 lattice points. There is therefore a trade-o between using a domain
large with respect to the droplet size, and using droplets with radii large compared to
the interface width, measured to be between 6 and 7 lattice points. The largest domain
used was 960  960  640, however this was impractical for the large number of droplet
collisions required. The dierence in critical Weber number between results on this large
domain and those on the domain used for the following results (320320512) was less
than 1%. As discussed in Section 5.3 the interface width in the Shan-Chen model can
not be tuned independently of the density ratio. Studies of convergence with interface
width are therefore dicult. Relative interface width can only be changed by changing
the droplet radius. The Reynolds number is then kept constant by changing the liquid
viscosity. This also changes gas viscosity, the eect of which is discussed in the following.
The largest practical radius is therefore required to be used to keep interfacial thickness
eects to a minimum.
Simulation results are compared with the experimental results of Qian and Law [94],
Rabe et al. [96] and Tang et al. [111]. Taking the results of Qian and Law as an example,
droplets of both water and tetradecane were used, with radii between 100 and 200m.Chapter 8 Droplet collisions 143
Figure 8.4: Head-on coalescence of equal sized droplets, at We = 61:5 and
Re = 238.
Kinematic viscosity, density and surface tension for water are  = 997kg=m3,  =
0:87110 6 m2=s and  = 72:010 3 kg=s2, and for tetradecane are  = 756kg=m3,  =
2:7510 6 m2=s [29] and  = 26:610 3 kg=s2, at room temperature. The experimental
apparatus, details of which are given in Ref. [94], was set up inside a chamber whose
pressure could be varied between 0:1 and 20atm. The gas used was nitrogen, helium
or ethylene, or an ethylene-nitrogen mixture. The conversion between the lattice units
given in the following section and physical units is outlined in Appendix C.
Figures 8.4 to 8.6 show results for head-on droplet collisions, for increasing Weber num-
ber, by increasing velocity (Reynolds number therefore also increases, but Ohnesorge
number is xed). For the lowest Weber number case, Figure 8.4, the droplets coalesce
as expected. The case shown is for Weber number close to, but below the critical Weber
number, and therefore signicant deformation is seen. Increasing the Weber number
slightly, to above the critical Weber, and the droplets separate as expected, as shown in
Figure 8.5. A further slight increase in the Weber number results in the formation of a
small satellite drops from the breaking of the liquid bridge, as seen in Figure 8.6.
The viscosity, and therefore Ohnesorge number, is then decreased, which lowers the
critical Weber number not only between boundaries of coalescence and separation, but
also between boundaries of satellite droplet production. Therefore at only a slightly
higher Weber number than in Figure 8.6, but a signicantly higher Reynolds number of
Re > 1000, the droplet collision shown in Figure 8.7 produces three satellite droplets,
each of which is larger than the main droplets. This is in qualitative agreement with the144 Chapter 8 Droplet collisions
Figure 8.5: Head-on separation of equal sized droplets, at We = 83:3 and Re =
277.
Figure 8.6: Head-on separation of equal sized droplets creating one satellite
droplet, at We = 86:2 and Re = 282.Chapter 8 Droplet collisions 145
Figure 8.7: Head-on separation of equal sized droplets creating three satellite
droplets, at We = 101 and Re = 1190.
experimental results of Ashgriz and Poo [6], who show this ve droplet result at We = 96
(although do not give a Reynolds number). The LBM has therefore successfully captured
the features of head-on droplet collisions, namely the transition from coalescence to
separation and then increased satellite droplet formation, as Weber number is increased.
The quantitative boundaries for satellite droplet formation are not discussed in this
study, however a detailed analysis of the boundary between coalescence and separation
follows shortly.
There previously existed some debate over the mechanism through which the connecting
ligament breaks. On the one hand it was proposed that the ligament broke as a result
of capillary wave insatiability, while others proposed a pinch-o mechanism as a result
of pressure dierences due to curvature where the ligament and main droplet connect.
Stone et al. [108] showed the pinch-o mechanism to be the correct one, except in the
case of very elongated ligaments, which the experimental results of Qian and Law also
agreed with [94]. The simulation results given here are also in agreement, as can clearly
be seen in Figure 8.7.
O-centre collisions are now considered. Figure 8.8 shows the case of near head-on
separation. During the rst phase, as the droplet attens into a disk shape it can
be seen that, as discussed above, not all of the initial kinetic energy now goes into the146 Chapter 8 Droplet collisions
Figure 8.8: Near head-on separation of equal sized droplets creating one satellite
droplet, at We = 95:4, Re = 296 and B = 0:13.
Figure 8.9: O-centre coalescence of equal sized droplets, at We = 112, Re = 321
and B = 0:21.
spreading out of the disk, but some results in the stretching of the disk along the collision
axis. The eect of this on the separation was accounted for in Equation 8.8. The liquid
bridge can also be seen to oscillate during the stretching phase, this does not happen in
the head-on case, and will result in additional viscous dissipation, which as mentioned
above, is not accounted for in the model for o-centre separation. A case of o-centre
coalescence is shown in Figure 8.9. At this Weber number in the head-on case separation
occurs, but following the arguments given above, and experimental results, the lack of
separation at this increased impact parameter is qualitatively correct. The result for
increasing the impact parameter further is shown in Figure 8.10. As can be seen, the
coalesced droplet no longer gets chance to spread out into a disk as stretching dominates
the collision process. A thin liquid bridge is observed, which pinches near to the main
bulk of the droplets and contracts quickly under surface tension to form a single satellite
droplet. In qualitative agreement with experimental data, at high impact parameter,
separation occurs at a lower Weber number than the head-on critical Weber number.Chapter 8 Droplet collisions 147
Figure 8.10: O-centre separation of equal sized droplets creating one satellite
droplet, at We = 64:1, Re = 243 and B = 0:64.
8.4.1 Critical Weber number
Having shown that qualitatively the LBM is able to reproduce the dierent collision
outcomes observed experimentally, a more quantitative analysis is now undertaken. In
the previous section an equation for the relationship between the critical Weber number
separating head-on coalescence and separation, and the Ohnesorge number, was devel-
oped (Equation 8.6). To identify critical Weber number, a number of simulations of
droplet collisions were carried out. A simple process of bisection of the Weber number
was used, until simulations resulting in coalescence and separation diered by only 0:002
in the velocity. The critical Weber number was found in this way, for varying Ohnesorge
number (through varying viscosity) between 0:01 and 0:05. The resulting plot of Wec
against Oh is shown in Figure 8.11. Three important points should can be made from
this plot. Firstly the results show the correct linear relationship between varying Oh and
Wec. Increasing the viscosity results in a linear increase in viscous dissipation during
the collisions, therefore greater initial kinetic energy is required for droplets to overcome
surface tension energy and separate. Secondly, the intercept is found at  = 16:9, which
is in good agreement with the experimentally observed value  = 15. The intercept
corresponds to the inviscid case and is related to the extra surface tension energy in the
deformed coalesced droplet compared with the two initially spherical droplets. The com-
putation agreement to within approximately 10% of the experimental data is therefore
a good indicator that the surface tension in the multiphase LBM is working correctly.
The third point from the Wec against Oh result, is that the gradient of the line is found
to be signicantly higher than the experimental and theoretical results. In other words,













Figure 8.11: Critical Weber number with varying Ohnesorge number for dier-
ent density ratios. For r  60 (circles) the linear best t (dashed black line) is
given by Wec = 1800Oh+17:5. For r  120 (diamonds) the linear best t (solid
black line) is given by Wec = 1380Oh + 16:9. For r  260 (crosses) the linear
best t (dotted black line) is given by Wec = 1170Oh+13:6. The solid grey line
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Figure 8.12: Measured values of the gradients, , of the Wec against Oh plots
shown in Figure 8.11, against gas pressure, showing convergence to  = 960
in the limit of zero gas pressure (from the experimental data of Qian and Law
 = 680 [94]).Chapter 8 Droplet collisions 149
observed. There are a number of possible reasons for the observed dierence. In devel-
oping their theoretical model, Qian and Law neglect the gas phase. This is reasonable
due to the low pressure and viscosity of the gas. However, from the discussion of droplet
bouncing, as the droplets approach and the gas is squeezed between them, it is known
that gas pressure and viscosity can play a role. One signicant issue with the LBM is
the density ratio between the liquid and gas phases. Here a density ratio of 120 is used,
which compares with a density ratio of about 1000 for water droplets colliding in air
at atmospheric pressure. The pressure in the gas is therefore signicantly higher in the
LBM simulations than the experimental results. To asses the eects of density ratio on
critical Weber number, the experiment was repeated for density ratios of approximately
60 (T = 0:066), 180 (T = 0:0615) and 260 (T = 0:060). The results for r = 60 and
r = 260 are plotted along with the result for r = 120 in Figure 8.11. As expected, de-
creasing the relative gas pressure (by increasing the density ratio), improves the result.
The gradients of linear ts to the data are plotted against gas pressure in Figure 8.12.
From this the gradient for negligible gas pressure can be extrapolated, and is found to
be 960.
While density ratio has been found to play a signicant role, this is still 41% larger
than the experimentally observed value. This additional error may be due to a num-
ber of factors, including the possible eects of the diusive interface and resolving the
thin liquid bridge connecting droplets before separation, or the eects of gas viscosity.
In the multiphase LBM used here the gas kinematic viscosity is equal to the liquid
kinematic viscosity and therefore increases linearly with increasing Ohnesorge number.
Dissipation of energy to the gas depends on the gas dynamic viscosity. As Ohnesorge
number increases (at xed density ratio), gas dynamic viscosity also increases. At con-
stant Ohnesorge number (constant ) increasing gas density also increases gas dynamic
viscosity. These increases in dynamic viscosity increase energy dissipation to the gas,
which would lead to a higher critical Weber number at higher Ohnesorge number and
lower density ratio.
While the quantitative LBM result does have an error, the qualitative relationship be-
tween density ratio and the line gradient, , is important. The theoretical prediction of
Qian and Law under predicted this gradient by 20%. They neglected the eects of the
gas, which has been shown here to play a role in the value of the critical Weber number.
While this role is negligible at low gas pressure, it should be considered when deriving
theoretical predictions of critical Weber number as gas pressure is increased. Some evi-
dence for this is seen in the experimental results of Qian and Law, which show increasing
critical Weber number as gas pressure is increased from 1 to 8 atm. for collisions of water
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Figure 8.13: The Weber number boundaries between coalescence and separation
for varying impact parameter, B. The diamonds show the mid-points between
coalescence and separation outcomes at a xed B, which are separated by a
relative velocity of 0:004 or less (except for the case where no separation occurs
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Figure 8.14: The Weber number boundaries between coalescence and separation
for varying impact parameter, B, for dierent viscosities, normalised by their
critical Weber number, Wec. The results show the mid-points between coales-
cence and separation outcomes at a xed B, which are separated by a relative
velocity of 0:004 or less (except for the case where no separation occurs below
We=Wec = 1:6, for which the point is marked at this boundary). Diamonds and
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Figure 8.15: The Weber number boundaries between coalescence and separation
for varying impact parameter, B, for dierent viscosities, normalised by their
critical Weber number, Wec. The results show the mid-points between coales-
cence and separation outcomes at a xed B, which are separated by a relative
velocity of 0:004 or less. Diamonds, circles and crosses are for viscosities of
0:0625, 0:0750 and 0:0861 respectively. Results in grey indicate coalescence at
the maximum simulated velocity. The black line shows the theoretical prediction
of Equation 8.18.
8.4.2 O-centre collisions
The case of o-centre collisions is now considered. For this the above experiment was re-
peated to determine the Weber number of transition between coalescence and separation
for varying values of the impact parameter B. The result is shown in Figure 8.13. Qual-
itatively it can be seen that this is in very good agreement with the experimental data
of Qian and Law, as shown in Figure 8.3. The critical Weber number between coales-
cence and near head-on separation increases rapidly with increasing B, and with further
increasing B the critical Weber number between coalescence and o-centre separation
decreases, in agreement with experiment. As discussed above Wec is larger than ex-
pected, and the same eect increases the Weber number for boundaries in the o-centre
case. Full comparisons with theoretical predictions of Rabe et al. are deferred to the
following section, for now the eect of varying viscosity on the relationship between sep-
aration and near head-on coalescence is considered. The theoretical relationship, which
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from which it can be seen that if normalized by critical Weber number the relation-
ship between Weber number and impact parameter is independent of viscosity. The
above experiment was therefore repeated at a lower viscosity, and the result is plotted
in Figure 8.14, along with the result from Figure 8.13, both with Weber number nor-
malised by their measured Wec. (This also removes any error associated with the LBM
over prediction of Wec for this comparison). While the two sets of results are in good
agreement there are some dierences, especially as Weber number is increased for near
head-on collisions. Figure 8.15 shows a close-up of this section and includes the result
for a further viscosity. The theoretical prediction of Equation 8.18 is also shown. While
in general good agreement is seen with the theoretical prediction, deviations are ob-
served. Firstly, the critical point is seen to increase with decreasing viscosity, especially
as B approaches 0:2. This suggests that the constant  might be a function of viscosity.
As discussed in Section 8.2 the additional viscous dissipation in the more complicated
droplet oscillations at increased B was neglected in the theoretical prediction. However
further investigation is required to clarify this point, especially as increasing liquid vis-
cosity also increases gas viscosity in this model, as discussed previously. Secondly, the
results do not all exactly follow the predicted smooth curve. Oscillations of the liquid
bridge where observed to be a factor in the separation process in some simulations, the
eect of which would not be captured by the theoretical predictions. Again further work
is required to resolve this issue. Finally, no separation was observed above B  0:17,
which is slightly lower than the experimentally observed value.
Two further observation should be made. Firstly, the boundary between coalescence
and o-centre separation, as given by Equation 8.13, can be rearranged and normalised








If the value of Westr is constant as suggest by Rabe et al. then this would be inversely
dependant on the critical Weber number, and therefore viscosity. Figure 8.14 shows
close correlation between the boundary of coalescence and o-centre separation for the
dierent viscosities, suggesting that it is the ratio of Westr to Wec which is constant.
However this result is inconclusive and further data is required to verify this point.
Secondly, a slight decrease in critical Weber number over Wec is observed at B very
slightly above zero. This is not predicted theoretically and the boundary has not been
shown with enough experimental accuracy to reveal this, although some results in Qian
and Law possibly show it (e.g. Fig 6c). Further experimental and computational work
is therefore required, which may help with improving theoretical models.
8.4.3 Unequal sized droplets
The collisions of droplets of unequal sizes are now considered, initially using droplets
with a radius ratio of  = 0:7. For this the same setup as above was used, but withChapter 8 Droplet collisions 153
Figure 8.16: Head-on coalescence of unequal sized droplets, with  = 0:7, at
We = 49:7 and Re = 179.
the equilibrium radii of the small and large droplets being Rs = 31:0 and Rb = 44:5
respectively. The denitions of Reynolds number, Weber number and impact parameter













which reduce to Equations 8.1, 8.2 and 8.5 for Rs = Rb = R. The symmetric Weber
number, Wes, is also used, as discussed in Section 8.3.
Figure 8.16 shows the case of head-on coalescence, from which it can be seen that
the same sequence of attening into a disk shape, contracting, then stretching into a
dumbbell shape, as for equal droplet sizes occurs. However, due to the loss of symmetry
the disk is no longer at, and the `dumbbell' is no longer symmetrical. Additionally the
coalesced droplet is not stationary. Figures 8.17 and 8.18 show the pressure eld and
velocity magnitude respectively for a cross-section through the centre of this collision.
The highest velocities are observed at the edge of the spreading disk and also in the gas
as the disk contracts asymmetrically.
As in the equal radii case, increasing the Weber number results in separation, as shown
in Figure 8.19, which shows the slightly o-centre case. The two droplets are of slightly
dierent size to the initial two droplets. Slightly increasing the impact parameter results
in coalescence, as shown in Figure 8.20, and increasing B still further results in o-centre
separation, as shown in Figure 8.21. Due to the lack of symmetry the separation involves154 Chapter 8 Droplet collisions
Figure 8.17: Cross-section of the head-on coalescence of unequal sized droplets
given in Figure 8.16, showing the pressure, p = 0:0 (white) to p = 0:0035 (black).
Interfaces are shown in white.
Figure 8.18: Cross-section of the head-on coalescence of unequal sized droplets
given in Figure 8.16, showing the velocity magnitude, juj = 0:0 (white) to
juj = 0:14 (black).Chapter 8 Droplet collisions 155
Figure 8.19: Near head-on separation of unequal sized droplets, with  = 0:7,
at We = 101, Re = 254 and B = 0:16.
Figure 8.20: O-centre coalescence of unequal sized droplets, with  = 0:7, at
We = 66:3, Re = 206 and B = 0:21.
pinching of the connecting ligament near to one droplet, as supposed to symmetrical
pinching either in the centre, or in two places, near to each droplet. This will aect the
formation of satellite droplets compared with the symmetric case, with the production
of satellite droplets found to be far less likely in the simulation results.
Again the LBM has been shown to capture the dierent droplet collision outcomes for
the more complex case of 3D unequal droplet sizes, the results are now considered in
more detail. Initially the case of head-on collisions is considered, for varying size ratio.
Figure 8.22 shows the results for the change in critical Weber number as the size ratio
is varied. Also shown is the theoretical result of Tang et al. [111], from Equation 8.14
at a xed Ohnesorge number of Oh  0:04. The simulations used a xed Rs = 29
and varied the size of the larger droplet. Again a simple process of bisection was used
until simulations resulting in coalesce and separation diered by only 0:002 in velocity,
at each xed . The simulation results dier slightly from the theoretical prediction.156 Chapter 8 Droplet collisions
Figure 8.21: O-centre separation of unequal sized droplets, with  = 0:7, at
We = 51:9, Re = 183 and B = 0:64.
While the simulation results tend to the theoretical results as the size ratio is increased,
there is a larger discrepancy for nearly equal sized droplets. In the theoretical results
critical Weber number decreases with decreasing 1=, with the minimum Wec being
at equal droplet size. The simulation results agree initially, but show an increase in
critical Weber number as 1= is decreased below approximately 1:4. This could be
the result of the low density ratio in the simulation. Increased gas pressure between the
approaching droplets would slow both down in the near equal sized case, but would have
less eect on the larger droplet as the size ratio decreased. Figure 8.22 shows the result
for three dierent density ratios, and the result is seen to improve with increasing density
ratio. However the highest density ratio is still below the experimental case, and the
increased critical Weber number as the droplets approach equal sizes is still observed.
Interestingly, Tang et al. predicted a small increase in critical Weber number at equal
droplet size, for certain viscosities, but did not show agreement with experiment (see
Figure 10 of Ref. [111]). Further work on this point would therefore be recommended.
As discussed in Section 8.3, using the symmetric Weber number to dene droplet colli-
sions theoretically results in boundaries between separation and coalescence being inde-
pendent of droplet size ratio. Figure 8.23 shows the result for equal size droplets ( = 1,
as given in Figure 8.13) using Wes, and those of the results for  = 0:7. Also shown are
the theoretical predictions of Rabe et al., given by Equations 8.8 and 8.13. The dier-
ence in critical Weber number between head-on coalescence and separation has already
been discussed, but again it should be pointed out that the xed value of 0:45 does
not take into account viscous dissipation and should be larger for the viscous droplets
simulated (although not as large as the simulation results, due to eects of higher gas














Figure 8.22: The critical Weber number between head-on coalescence and sep-
aration, Wec, for varying inverse droplet size ratio, 1=. The results show the
mid-points between coalescence and separation outcomes at a xed , which
are separated by a relative velocity of 0:002. Circles, diamonds and crosses are
for density ratios of r  64, r  128, and r  256 respectively. The black
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Figure 8.23: The symmetric Weber number, Wes, boundaries between coales-
cence and separation for varying impact parameter, B, for dierent droplet size
ratios, . The results show the mid-points between coalescence and separation
outcomes at a xed B, which are separated by a relative velocity of 0:004 or
less. Diamonds and crosses are for equal radii ( = 1) and  = 0:7 respectively.
The black lines show the theoretical predictions of Equations 8.8 and 8.13, using
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Figure 8.24: The symmetric Weber number, Wes, boundaries between coales-
cence and near head-on separation for varying impact parameter, B, for dierent
droplet size ratios, . The results show the mid-points between coalescence and
separation outcomes at a xed B, which are separated by a relative velocity of
0:004 or less. Diamonds and crosses are for equal radii ( = 1) and  = 0:7
respectively. The solid and dashed black lines show the theoretical predictions
of Equation 8.8, using the measured values of Wec, for  = 1 and  = 0:7
respectively.
the curved boundary between near head-on coalescence and separation is in quite good
agreement with the theoretical boundary. However Figure 8.24 shows a close-up of the
small impact parameter results, with theoretical boundaries which use the measured val-
ues of Wec. In both cases the theory slightly over predicts the critical impact parameter
at the highest Weber number, and discrepancies are found around B = 0:1. On the
whole this result is inconclusive, and further simulations are required. It should also
be noted that while experimental agreement with the theoretical predictions was found
by Rabe et al., there was signicant uncertainty in the experimental results (c.f. Figure
11 of [96]). The boundary between coalescence and o-centre separation is also found
at higher Weber number than theoretically predicted, due to the energy losses already
discussed, however the shape of the boundary is in good agreement. However there is a
slight deviation from the curve seen at B = 0:5 for the unequal sized droplets. This has
not been seen experimentally, but is not ruled out due to uncertainty in the experimental
results. Further work is therefore required to clarify this point.
Finally, using the symmetric Weber number good agreement is found between the equal
and unequal sized droplet results, in agreement with the theoretical predictions and
experimental results of Rabe et al. However a slight dierence in boundary location
between the two cases should be noted. Specically, while the unequal droplet sizeChapter 8 Droplet collisions 159
boundary occurs at a lower Weber number for near head-on case, it is found at a slightly
higher Weber number in the o-centre case. This dierence is small, and again not ruled
out by experimental observations due to uncertainty, therefore it is important for future
study to clarify.
8.5 Conclusions
Previous studies have shown that the multiphase LBM is at least capable of reproducing
dierent collision outcomes, but have done so either at low density ratio, Reynolds num-
ber or Weber number, and with only a few simulations to show each outcome regime
has been observed [57, 73]. Here the cascaded LBM has allowed collisions at simultane-
ously moderate Reynolds number, high Weber number and high density ratio. High end
computing has allowed many, high resolution simulations to be run, and consequently
boundaries between collision outcomes have been dened to a high degree of accuracy.
This has allowed both validation against theoretical boundaries from the literature, and
insight into features not predicted by these theories. Although further improvements
are still required, the multiphase cascaded LBM has therefore been proven a useful tool
for the simulation of complex multiphase phenomena.Chapter 9
Conclusions
In this thesis the recently introduced cascaded LBM has been studied and combined
with a multiphase model. The resulting model has then been applied to the challenging
problem of binary droplet collisions. In this chapter conclusions are summarised and
suggestions made for extensions to the present work.
9.1 Summary of results
Results from this thesis fall into three sections; the extension of the original work of
Geier et al. [38] on the development and analysis of the cascaded LBM, the development
of a new multiphase LBM using the cascaded method, and the detailed study of binary
droplet collisions made possible by this new cascaded multiphase LBM and the use of
high end computing. The conclusions from each of these sections are now summarised.
Due to its simplicity the LBGK method dominates the eld of LBM research. Despite
the MRT methods superiority over the LBGK method being known for over a decade,
its take-up has not been complete. The simplicity of the LBGK method is still preferred
by some, while others advocate alternative methods, such as the entropic LBM. The
fact that the introduction of the cascaded LBM has only had a small impact is therefore
perhaps unsurprising. However this is not helped by the slightly inelegant form in which
it was initially introduced. The rst task here was therefore to re-derive the cascaded
LBM, and it is hoped that the form in which it is presented here is more accessible.
The cascade itself is hidden in this representation, however the purpose of the cascade
was to show the relationship with the raw moment representation. Conceptually the
cascaded LBM transforms from the population basis to the raw moment basis then to
the central moment basis, before relaxing central moments then transforming back to
the raw moment basis then to the population basis. This is, however, unnecessary, and
here transformation is made directly to the central moment basis and back. In this way
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the cascaded LBM appears more as a central moment MRT. This in no way detracts
from the original idea, however the form in which the cascaded LBM appears here is
much easier to implement in any existing LBM code.
In agreement with the work of Geier et al. [39] it was shown that the third order velocity
terms in the equilibria should not be discarded. However this is not a feature of the
cascaded LBM, rather of the equilibria of the third order moment. It therefore applies
equally to the MRT method, and should be included in both methods. Including these
terms removes a second order error in viscosity. Geier et al. [39] concluded that while
equilibrated higher order moments gave a fourth order error in viscosity, over-relaxation
of higher order moments removed the error completely. It has been shown here that
their result was a special case, and that both cases give fourth order errors which dier
little at lower viscosities. It should also be noted that the inclusion of the third order
terms arises from the moment representation, and not from equilibria derived from a
low Mach number expansion of the Maxwell-Boltzmann distribution. This lends further
evidence to the growing opinion that the LBM is best expressed in terms of moments.
A simple one-dimensional example was used to demonstrate the advantage of the cas-
caded LBM over the MRT method. For a Gaussian y-velocity prole at low viscosity
that was unstable in the LBGK method both the cascaded LBM and MRT method with
equilibrated third order moments stabilised the simulation and gave identical results.
However with an applied x-velocity the results from the MRT method were signicantly
worse. This simple experiment demonstrated both the importance of equilibration of
the third order moment, and the necessity to choose this moment correctly, i.e. in a
frame of reference moving with the uid rather than arbitrarily xed to the underlying
lattice. This lends further evidence to the cascaded LBM being an improvement over
the MRT method.
Further investigation was then made into the improvements of the cascaded LBM for
a more complex ow. For the case of the decay of a perturbed double periodic shear
layer ow signicant improvements over the LBGK method were shown. These included
removing spurious vortices even at a lower resolution, and signicantly increasing the
range of attainable Reynolds numbers. These new results further strengthen the case
for the use of the cascaded LBM.
Before discussing the introduction of the cascaded LBM into the multiphase method a
few comments on the multiphase LBM are necessary. The rst concerns the method
for including a forcing term into the LBM, which is the subject of some debate. Here a
number of dierent methods were analysed. It was shown that while the method of Guo
et al. [46] completely removes all errors found from the second order Chapman-Enskog
expansion, the EDM gives better results. This is likely due to a partial cancellation of
the second order error terms in the EDM by higher order error terms. The theoretical
predictions for the errors of each method analysed where shown to be in agreement withChapter 9 Conclusions 163
the simulation results, as rst analysed by Kupershtokh [61]. Secondly it was shown (in
Section 6) that the third order velocity terms in the equilibrium should be included in
the EDM to reduce spurious velocities.
For the cascaded multiphase LBM it was shown that the third and fourth order relaxation
rates could be varied without aecting multiphase results, both for the Laplace law and
for oscillating droplets (again, as long as third order velocity terms were included).
Reductions in spurious velocities when varying the additional relaxation rates of the
cascaded LBM were found for many dierent cases, including using dierent equations
of state and using grid renement. This extended the range of both viscosity (higher and
lower), and density ratio, that could be used before the magnitude of spurious velocities
becomes too high. Comparisons were made with the MRT method and reductions in
spurious velocities found to be very similar. Having shown that the cascaded LBM is
superior in the single phase case there is therefore no need to revert to using it in the
multiphase case.
Binary droplet collisions have been analysed in detail using the multiphase cascaded
LBM. The often quoted inherent parallelisation of the LBM has been successfully used
to simulate a large number of droplet collisions. This allowed the accurate identication
of boundaries between dierent collision outcomes. It has been shown that the proper-
ties of the gas phase signicantly aect the critical Weber number between coalescence
and separation. Despite the relatively low density ratio in the LBM the linear relation-
ship between critical Weber number and Ohnesorge number has been veried, and good
agreement with experimental results found for the critical Weber number at the limit of
zero Ohnesorge number. The accuracy with which regime boundaries have been deter-
mined has allowed the theoretical predictions for these boundaries to be tested. Good
agreement with the theoretical results of Rabe et al. [96] has been shown, however small
deviations have been noticed that are likely hidden by uncertainty in the experimental
results on which their theory is based. Firstly it has been shown that viscous dissipation
should not be neglected in the boundary between near head-on coalescence and separa-
tion. Secondly, simulation results were not in complete agreement with the prediction of
Rabe et al. that the collision regime boundaries for dierent droplet size ratios coincide
when using their newly dened symmetric Weber number. Although agreement was
close it is likely that their prediction is over-simplied. Finally, a slight initial decrease
in critical Weber number as impact parameter is increased above zero was pointed out
that is not predicted by the theory or obvious from experiment, due to uncertainty in
measurements. The multiphase cascaded LBM has therefore proven not only to be able
to capture the basic features of binary droplet collisions, but importantly has given new
physical insight into a complex multiphase problem.164 Chapter 9 Conclusions
9.2 Future work
Although results presented here are promising, they only represent a beginning for the
cascaded multiphase LBM. Possible directions for future research are therefore now
suggested. Before looking specically at the cascaded multiphase LBM, the rst issue
involves the inclusion of the forcing term discussed above. The analysis and removal of
higher order errors should be a priority. Initial analysis has been carried out by Wag-
ner [118], while attempts at removing the error have also been made by Kupershtokh [62]
and Li et al. [71]. Both solutions however involve the tuning of a parameter to give the
correct densities in the vapour branch. It seems likely that this tuning is counteracting
the higher order error terms, however neither solutions make reference to this. Finding a
consistent method for removing these higher order terms, and a consensus on the issue,
is therefore necessary.
This work only had scope to discuss the inter-particle forcing method for multiphase
LBM. While the cascaded LBM reduces the spurious velocities in this method it does
so at a price. Tuning the higher order terms to counteract higher order anisotropy
in the force term bears no relation to tuning for stability in the single phase case. A
compromise was therefore required between reducing spurious velocities and increasing
stability. While reductions in spurious velocities were signicant this method is certainly
a cure rather than prevention. Finding a method that independently removes spurious
velocities, and combining this with the cascaded LBM could produce much better results.
While Lee and Fischer [70] have made signicant progress in that direction their method
is not free of criticism. However combining their method with the cascaded LBM would
certainly be valuable, as is work to improve on their result.
While these two improvements are necessary for the future of the multiphase cascaded
LBM, the following suggestions could also be considered. The resolution of interfaces
in multiphase simulations will always be an issue in a diusive interface method. While
improvements to the multiphase method could reduce the width of the interface there
still exists a limit of a few lattice points, as discussed in, for example, Ref. [70]. Resolving,
for example, the gas between two colliding droplets is important, therefore some form
of mesh renement around interfaces seems necessary. This has already been shown for
a multiphase MRT method [114], and Geier et al. [40] have recently introduced mesh
renement in the context of the single phase cascaded LBM, therefore this certainly
deserves further investigation.
Some open problems in the LBM, such as application to non-isothermal multiphase ows,
require the use of lattices with a larger number of velocities than the standard lattices
used throughout this thesis. Chikatamarla and Karlin [19] have recently solved the long
standing problem of how to construct lattices with larger velocity sets that will support
stable simulations. Previously we have shown [77] that for a two-dimensional multiphase
model such larger lattices allow higher Weber number binary droplet collisions to beChapter 9 Conclusions 165
stably simulated. The construction of the cascaded LBM presented in this thesis begins
with the same theory of moments as used by Karlin and Asinari [59] in their derivation
of larger velocity set lattices, therefore the development of a cascaded LBM on such
a lattice is theoretically straightforward. This could open up many potential areas of
study, both in the single phase and multiphase cases.
Having developed a multiphase model capable of oering insight into challenging physical
phenomena, it is natural to ask what other problems this model could be applied to. To
give one example, impacts between droplets and wetted walls is an interesting eld of
study. This however requires wall boundary conditions which have not been touched on
in this thesis. Recent work by Bennett et al. [9] shows that many existing problems with
boundary conditions can be solved by considering them in terms of moments, therefore
the implication of this with regards to central moments would be interesting to study.
Finally, droplet bouncing remains unresolved. A multi-component multiphase model is
required to correctly model the gas between impacting droplets. A preliminary study
has shown that in two-dimensions bouncing is possible at a very low density ratio.
However, for bouncing at high density ratio the resolution of the gas layer would have
to be signicantly improved, which would require the mesh renement discussed above.
In fact most of the improvements discussed in this section would be required to simulate
droplet bouncing successfully, along with others for the multi-component model itself.
This therefore remains a signicant challenge and a benchmark for future MCMP models.Appendix A
The cascaded LBM in 3D
The derivation of the three-dimensional cascaded LBM closely follows that of the two-
dimensional case, as described in Section 4.1. To begin the quasi-equilibria are written










and moments are given by
M
y
lmn = Mx(l)My(m)Mz(n): (A.2)
Using Equations 3.59 and 3.60 the quasi-equilibria can be written explicitly as
f
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(xx + ux)(yy + uy)(zz + uz); (A.10)
where ;; = f 1;1g. Expanding the brackets and using the product relation for
moments in the quasi-equilibria, populations are then expressed in the equivalent form
f(0;0;0) = 
h
1   T + Axxyy + Axxzz + Ayyzz   M222
i
; (A.11)
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where the trace of the pressure tensor, T, and two normal stress dierences, Nxz and
Nyz, (all at unity density), have been dened as
T = M200 + M020 + M002; (A.19)
Nxz = M200   M002; (A.20)
Nyz = M020   M002: (A.21)
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Each of the raw moments can then be expressed in terms of central moments
xy = ~ xy + uxuy; xz = ~ xz + uxuz; yz = ~ yz + uyuz; (A.31)
Nxz = ~ Nxz + (u2
x   u2
z); Nyz = ~ Nyz + (u2
y   u2
z); T = ~ T + u2; (A.32)
Qxxy = ~ Qxxy + 2ux ~ xy +
1
3
uy ~ T +
2
3
uy ~ Nxz  
1
3
uy ~ Nyz + u2
xuy; (A.33)
Qxxz = ~ Qxxz + 2ux ~ xz +
1
3
uz ~ T +
2
3
uz ~ Nxz  
1
3
uz ~ Nyz + u2
xuz; (A.34)
Qxyy = ~ Qxyy + 2uy ~ xy +
1
3
ux ~ T  
1
3
ux ~ Nxz +
2
3
ux ~ Nyz + uxu2
y; (A.35)
Qyyz = ~ Qyyz + 2uy ~ yz +
1
3
uz ~ T  
1
3
uz ~ Nxz +
2
3
uz ~ Nyz + u2
yuz; (A.36)
Qxzz = ~ Qxzz + 2uz ~ xz +
1
3
ux ~ T  
1
3
ux ~ Nxz  
1
3
ux ~ Nyz + uxu2
z; (A.37)
Qyzz = ~ Qyzz + 2uz ~ yz +
1
3
uy ~ T  
2
3
uy ~ Nxz  
1
3
uy ~ Nyz + uyu2
z; (A.38)
Qxyz = ~ Qxyz + uz ~ xy + uy ~ xz + ux ~ yz + uxuyuz; (A.39)











































































































M211 = ~ M211 + uz ~ Qxxy + uy ~ Qxxz + 2ux ~ Qxyz + 2uxuz ~ xy + 2uxuy ~ xz
+ 2u2
x ~ yz +
1
3
uyuz ~ T +
2
3
uyuz ~ Nxz  
1
3
uyuz ~ Nyz + u2
xuyuz;
(A.43)
M121 = ~ M121 + uz ~ Qxyy + ux ~ Qyyz + 2uy ~ Qxyz + 2uyuz ~ xy + u2
y ~ xz
+ 2uxuy ~ yz +
1
3
uxuz ~ T  
1
3
uxuz ~ Nxz +
2
3
uxuz ~ Nyz + uxu2
yuz;
(A.44)
M112 = ~ M112 + uy ~ Qxzz + ux ~ Qyzz + 2uz ~ Qxyz + u2
z ~ xy + 2uyuz ~ xz
+ 2uxuz ~ yz +
1
3
uxuy ~ T  
1
3
uxuy ~ Nxz  
1
3
uxuy ~ Nyz + uxuyu2
z;
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M221 = ~ M221 + 2uy ~ M211 + 2ux ~ M121 + uz ~ Axxyy + 2uyuz ~ Qxxy + u2
y ~ Qxxz
+ 2uxuz ~ Qxyy + u2
x ~ Qyyz + 4uxuy ~ Qxyz + 4uxuyuz ~ xy + 2uxu2
y ~ xz
+ 2u2
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These can be substituted into Equations A.11 to A.18 to give populations in terms of
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where fourth order velocity terms have been dropped. As in the two-dimensional case
the relaxation rate of ~ T has been replaced by !b, those of ~ Q by !3 and those of ~ A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by !4. For ~ Qxyz, ~ M, ~ M and ~ M, ! = 1 is used to set these moments to
their equilibrium values. Post-collision moments are therefore given by
~ 
 = (1   !) ~ ; (A.58)
~ N
xz = (1   !) ~ Nxz; (A.59)
~ N
yz = (1   !) ~ Nyz; (A.60)
~ T = (1   !b) ~ T + !b; (A.61)
~ Q
 = (1   !3) ~ Q; (A.62)
~ Q
xyz = 0; (A.63)
~ A





 = 0; (A.65)
~ M
 = 0; (A.66)
~ M
xxyyzz = 1=27; (A.67)
where Equations A.23 to A.30 have been used for the equilibrium values. In the post-
collision distributions the moments that are set to equilibrium have been expressed in
terms of their equilibrium value.Appendix B
Relationship with the original
cascaded LBM
The cascaded LBM for single phase ow as it is presented in Section 4 of this thesis is
not immediately identiable with the original formulation as rst published by Geier et
al. in 2006 [38]. This is due to both a notational dierence, and a conceptually dierent
derivation. The formulation given in this thesis is clearer to understand and relate to
the LBGK and MRT methods, and also easier to implement. Here the equivalence of the
collision operator in this formulation to that in the original formulation is demonstrated.
In Geier et al. populations, s, are labelled by compass points such that
s = (r;e;n;w;s;ne;nw;sw;se) (B.1)
is equivalent to
f = (f(0;0);f(1;0);f(0;1);f( 1;0);f(0; 1);f(1;1);f( 1;1);f( 1; 1);f(1; 1)): (B.2)


























vixviysi = ne   nw + sw   se; (B.8)
















iysi = ne + nw + sw + se; (B.11)
and the following expressions can be written,
   xx = r + n + s; (B.12)
   yy = r + e + w; (B.13)
N = (xx   yy) = e   n + w   s; (B.14)
T = (xx + yy) = e + n + w + s + 2(ne + nw + sw + se): (B.15)
Post-collision states are given by













1 0 0  4 0 0 0 0 4
1  1 1 2 0 1  1 1 1
1  1 0  1 1 0 0  2  2
1  1  1 2 0  1 1 1 1
1 0  1  1  1 0  2 0  2
1 1  1 2 0 1 1  1 1
1 1 0  1 1 0 0 2  2
1 1 1 2 0  1  1  1 1












The denitions of the components of k given in Geier et al. are now expressed in terms
of central moments using Equations B.3 to B.15. Note, as was rst pointed out by
Premnath and Banerjee [93], there are typographical errors in the formulae for k6;k7
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Note that primes have been added to the relaxation rates as dened by Geier et al. to
distinguish from those used in this work. The post-collision state of s0 (f(0;0)), which is
s
0 = r + 4( k3 + k8)
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is used as an example. This should be compared with Equation 4.32, which (writing out
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It is now clear to see that identifying the relaxation rates as !0
4 = !0




7 = !3 and !0
8 = !4, the post-collision state of the original cascaded formulation
is identical to the one presented in this thesis. The same is also true for the other eight
post-collision states.Appendix C
Scaling lattice units to physical
units
The parameters for multiphase ow simulation used throughout this thesis have been
given in lattice units. The conversion to physical unit is now discussed, following Gross
et al. [44]. Dening conversion parameters for the length, time and mass scales as ^ x,
^ t and ^ m respectively the physical and lattice Boltzmann variables for density, viscosity











where subscript `P' indicates physical variables, and the lattice Boltzmann variables
are dened by Equation 3.42 for  and Equation 4.53 for , with  being measured
from simulation results, as discussed in Section 5.3. These three equations can be solved
simultaneously to give expressions for the conversion parameters in terms of the physical
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These conversion parameters can then be used to determine other physical parameters,







^ x^ t2p; (C.8)
where the lattice Boltzmann variables are dened by Equation 3.43 for u and Equa-
tion 5.105 for p (in the case of the Carnahan-Starling equation of state). Taking the head-
on droplet coalescence shown in Figure 8.4 as an example, the lattice Boltzmann simu-
lation uses  = 0:375,  = 0:0625 and  = 0:0178. To compare this with a water droplet
collision, with P = 997kg=m3, P = 0:871  10 6 m2=s and P = 72:0  10 3 kg=s2,
the conversion parameters are found to be ^ x = 1:28  10 7, ^ t = 1:17  10 9 and
^ m = 5:53  10 18. The droplets in Figure 8.4 have a radius and velocity of 38 and
0:098 in lattice units, which for water droplets gives a physical radius and velocity of
4:85  10 6 m and 10:7m=s. Comparing this with the experimental results of Qian and
Law [94], this radius is nearly two orders of magnitude larger than the experimental
value of around 100  10 6 m. However collision can be compared by using a higher
relative velocity to keep the Reynolds number constant. This is equivalent to raising
the Mach number while keeping Reynolds number constant, the Mach number in the
simulation being approximately 100 times larger than in the experiment. For our quasi-
incompressible ow this is acceptable, as long as the low Mach number limit is not
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