Abstract
Introduction
It is well known that in high speed digital communication systems, the communication channel will invariably distort the transmitted signals in both amplitude and phase thereby causing distortion in the received signals. Figure 1 shows a standard base-band discrete model of a communication system, where the channel input signal, where is the channel order. As depicted in Figure 1 , the channel noise-free output is corrupted by additive zero-mean Gaussian noise to produce the equalizer input signal . After equalization, the equalizer's output signal is compared with the delayed channel input signal and the error between these two signals, is used to adjust the parameters associated with the equalizer. The purpose of the equalizer is to reconstruct the transmitted signal based on the received signal sequence where Adaptive channel equalization is a major issue in digital communications. Many adaptive filters can be used to improve performance of digital communication systems [1] [2] . Use of adaptive equalizers in digital communication system can significantly improve the performance of the overall system. A novel scheme with the adaptive filtering and the pre-conditioned conjugate gradient algorithm for channel equalization was proposed in [3] . The authors of [4] proposed a channel equalizer based on Adaptive Filtering with Averaging (AFA). The main advantages of AFA are that it has high convergence rate comparable to that of the recursive least squares equalizer and has low computational complexity. Blind equalization is a particularly useful type of equalization when training sequences are undesirable. Blind equalization schemes such as the Tricepstrum Equalization Algorithm (TEA) [5] and the maximum likelihood joint data and channel estimation algorithm [6] have been developed for linear channel. Blind equalizers used for nonlinear channels were developed in [7] and [8] .
By virtue of the excellent mapping and classification ability of neural networks [9] , many types of neural networks have been applied for equalization problems, such as Multi-Layer Perceptions (MLP), Radial Basis Function Neural Networks (RBFNN) and Recurrent Neural Networks (RNN) [10] - [16] . The authors of [10] developed an adaptive equalizer using MLP to overcome channel nonlinearities and additive noise correlation. They also investigated a RBFNN equalizer to reconstruct binary signals in a dispersive channel and showed that the RBFNN nonlinear equalizer can realize optimal equalization and were beneficial in practical implementations [11] [12] . RNN equalizer has gained great attention because of its feedback property and was developed by Kechriotis et al. [13] and Parisi et al. [16] , respectively. Kechriotis et al. proposed an adaptive RNN equalizer for linear and nonlinear channels [13] . Another fast adaptive RNN digital equalizer was presented by Parisi et al. [16] , which was superior to Kechriotis' RNN equalizer in terms of Bit Error Rate (BER) and the speed of convergence. Kumar et al. [14] presented a RBF equalizer using Minimal Resource Allocation Network (MRAN) and evaluated performance of the proposed equalizer in different channels for 2-PAM and 4-QAM signals. The equalizer using the Function Link Artificial Neural Networks (FLANN) was developed by Weng et al. [17] and Yen et al. [18] . The performance of the FLANN equalizer was compared with that of an MLP equalizer and linear least-mean-square-based equalizer in several channels for QAM signals. The nonlinear channel equalizers based on self-constructing fuzzy neural network (SCFNN) was designed and developed by Weng et al. [19] . It has been demonstrated that the SCFNN-based digital channel equalizer possesses the ability to recover the channel distortion effectively. Another self-constructing recurrent fuzzy neural network (SCRFNN)-based digital channel equalizer was proposed in [20] . Growing and pruning RBF (GAP-RBF) network which is similar to the MRAN algorithm was applied to solve channel equalization problem in [15] . The GAP-RBF is able to determine an appropriate number of hidden neurons automatically. Using the growing and pruning criteria, the number of hidden-layer neurons is dynamically adjusted to achieve a compact network structure.
In the past few years, fuzzy logic has gained great attention in various industrial applications because of its ability to approximate any continuous function on a compact set to any accuracy. It is well known that fuzzy logic incorporates simple IF-Then rules to model and control an engineering system and it typically requires expert experiences in the design. However, any designer will encounter great difficulty in conventional fuzzy system design when the system is too complicated to extract an appropriate number of fuzzy rules. Recently, Dynamic Fuzzy Neural Networks (DFNN) which combines fuzzy logic and neural networks was proposed by Wu and Er [21] . By leveraging on the reasoning ability of fuzzy logic and the learning ability of neural networks, the DFNN has been applied to solve a lot of interesting engineering problems. The key idea of the DFNN is that the system starts with no hidden units and it dynamically adds and deletes neurons according to their significance to system performance. A parsimonious structure is achieved by virtue of the self-adaptive learning algorithm. Many interesting applications of the DFNN have been accomplished since it was proposed [22] - [24] . However, it is not clear whether the DFNN is suitable for handling channel equalization problems and if so, how its performance will be compared with some state-of-the-art methods. In this paper, the DFNN is applied to the channel equalization problem and its performance is evaluated in several channel models. Simulation results show that the DFNN equalizer is a useful and efficient method for linear and nonlinear channel equalization This paper is organized as follows. Section 2 reviews the DFNN architecture. Section 3 presents the DFNN learning algorithm. Section 4 compares the performance of the DFNN equalizer with the Bayesian, MRAN, RNN and other equalizers. Section 5 discusses the simulation results. Section 6 concludes the paper. 
Architecture of Dynamic Fuzzy Neural Networks
where ij μ is the membership function of , is the center of the Gaussian membership function of , 
Layer 4: In this layer, the outputs from the previous layer are normalized to the interval [0, 1], i.e. 
Layer 5: Each node in this layer represents an output variable which is the weighted sum of the incoming signals, i.e. 
where is the number of input variables. 
Learning Algorithm of DFNN

A. Criteria of Growing Neurons
The learning algorithm flowchart of DFNN is depicted in Figure 3 . Two criteria of growing neurons are defined. ‧ System Error: For each observation where is the input vector and is the desired output, calculate the overall DFNN output on the existing structure according to (5) ) , (
as system error. ‧ Accommodation Boundary For each observation , calculate the distance between the observation and the center of existing RBF units.
where is the number of existing RBF units.
If e i k e > (10)
is chosen a priori according to the desired accuracy of the DFNN and is the effective radius of the accommodation boundary, an RBF unit should be considered. We choose 
B. Weight Adjustment
At any time, the observation enters the DFNN and all these data are "memorized" by the DFNN in the input data matrix and the output data matrix respectively, based upon which the weights are determined. The input data matrix is given by
and the output data matrix is given by
where is the number of input variables.
m If RBF units are generated according to the aforementioned criteria of growing neurons for these observations, the output of normalized nodes can be obtained according to (4) can be derived as follows:
Rewriting (19) in a more compact form, we have
where Our objective is the following: Given and related by
find an optimal coefficient vector such that the error energy 
C. Criteria of Pruning Neurons
In order to realize a compact network structure, inactive hidden neurons should be detected and removed during the learning progress.
The error reduction ratio method presented in [21] is used to calculate the error reduction ratio matrix . If
where is a predefined threshold, is the row number of matrix , the RBF unit should be deleted. 
Simulation Results
The performance of the DFNN equalizer for 2-PAM signals is evaluated for three different channel models used in [13] and [16] . In Example 1 and Example 2, the simulation environment is set the same as that of [16] in order to have a fair comparison of the results. A total of 10 6 testing data are used to calculate the BER after the equalizer is trained at different signal-to-noise ratio (SNR).
Example 1: In this example, the third-order non-minmum-phase channel model is used to evaluate the performance of the DFNN equalizer. The channel transfer function used in [13] and [16] is given by . The DFNN network parameters are set as:
. The activation functions are chosen to be Gaussian functions for the MRAN, GAP-RBF and RBFNN equalizers and hyperbolic tangent function is used for the RNN equalizer. The RNN equalizer of [13] uses three units in the simulation study. The DFNN equalizer is trained with 300 samples at different SNR and Figure 4 is the DFNN equalizer output at 10dB SNR. Seven fuzzy rules have been generated by the DFNN equalizer at the end of the training process shown in Figure 5 . The distribution of neurons is shown in Table 1 Bayesian, the MRAN, the RNN, the DFNN, the GAP-RBF and the RBFNN equalizers. As shown in Figure 7 , the Bayesian equalizer (star line) attains the best BER performance. It can be seen clearly that the DFNN equalizer (circle line) always produces superior performance than the MRAN equalizer (dot line), the RNN equalizer (plus line) and the RBFNN equalizer (diamond line). It should be highlighted that for the large SNR, the GAP-RBF performs better than the DFNN, while for small SNR, the DFNN performs better than the GAP-RBF. The fuzzy rules generated by the DFNN are: Example 2: In this case, a more complicated channel model is used to evaluate the performance of the DFNN equalizer. The nonlinear channel transfer function used in [13] and [16] is given by , ,
. The DFNN equalizer is trained at different SNR with 500 training samples. Figure 8 and Figure 9 show the generation of fuzzy rules and membership functions of the input variable respectively.
The fuzzy rules generated by the DFNN are: Rule 4: If x is , then .
After the training process, a total of one million test data at various SNRs were used for the BER calculation. A comparison of BER results with five other equalizers is shown in Figure 10 . It can be seen from the figure that the DFNN equalizer attains better BER performance than other equalizers, except the Bayesian equalizer.
Example 3: The nonlinear channel model used in [13] and [14] is chosen for simulation study. The channel transfer function is given by (32)
The DFNN equalizer is trained with 50 training samples at 10dB SNR. The growth of fuzzy rules during training is depicted in Figure 11 . Figure 12 shows membership functions of the input variable.
A total of one million test data at various SNRs are used for the BER calculation. A comparison between the Bayesian, the DFNN, the MRAN, the GAP-RBF and the RBFNN equalizers in terms of BER is shown in Figure  13 . It can be seen from the figure that the DFNN equalizer is superior to the MRAN, the GAP-RBF and the RBFNN equalizers.
The fuzzy rules generated by the DFNN are: 
Conclusions
From the simulation results, for example 1, for the large SNR, the GAP-RBF performs better than the DFNN, while for small SNR, the DFNN performs better than the GAP-RBF, and for example 2 and 3 we can see that the DFNN equalizer can obtain better equalization performance than other equalizers, except the Bayesian equalizer. This is because the Bayesian equalizer uses noise-free channel states as its centers and a priori probability as its desired output, which results in an optimal solution. The limitation of the Bayesian method is that the channel model needs to be known exactly, which is difficult to achieve in real-world applications. The RBFNN proposed in [12] uses a supervised κ-means clustering procedure to eliminate noise effects so that the RBF centers can converge to the desired ones. The properties of the clustered centers will directly determine the equalization performance. For Example 1 and Example 2, the channel models are complicated which is the reason why the RBFNN equalizer cannot perform better than the DFNN, GAP-RBF and MRAN equalizers in terms of BER. For Example 3, the channel model is simple and the RBFNN equalizer can obtain almost the same equalization accuracy as the DFNN and the GAP-RBF equalizers. During training, the RBFNN weights linking the hidden layer to the output layer are adjusted using the least mean square (LMS) algorithm. From Table 2 , it can be seen that the RBFNN can achieve the fastest learning speed in all methods by virtue of simple training algorithms. The DFNN, GAP-RBF and MRAN equalizers are all self-constructing neural networks and they use growing and pruning criteria to search the compact network structure. At the end of the training process, they generated almost the same number of hidden neurons as the Bayesian method which is the optimal solution (Table 2) . For BER performance, the DFNN equalizer is the best in these three equalizers because it combines the reasoning ability of fuzzy system with the learning ability of neural networks. The LLS method used to determine the output weights enables the DFNN achieve global generalization property rapidly. Though the GAP-RBF and the MRAN equalizers can achieve compact network structure, the output weights are modified using the Extended Kalman Filter (EKF) method which leads to more computational time and cost than the DFNN equalizer during training (Table 2 ). It should be highlighted from Table 2 that there is not much difference between the equalizer time of all equalizers. This is because the equalizer time (testing time) is mainly affected by the number of hidden neurons.
In this paper, channel equalization with 2-PAM signals has been successfully attempted by using the DFNN. Performance evaluation of the DFNN equalizer has been carried out using several channel models with increasing complexity. Simulation results show that the DFNN equalizer is a useful and efficient method for linear and nonlinear channel equalization. The DFNN equalizer has been applied to three different Finite Impulse Response (FIR) channel models, how to use the DFNN equalizer to handle Infinite Impulse Response (IIR) channel case is under investigation. Further enhancement of our equalizer is still under investigation. Nonlinearities is a very serious problem for channel communication. Nonlinear channel is coped with using a pass-band filter in front of the receiver in order to somewhat suppress harmonics. How to compare our equalizer with the case of supervised equalization using an adaptive FIR filter is a promising research for our future research.
