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We define an incongruent restricted disjoint covering system on [1, n] as a set of
congruence classes such that each integer in the interval [1, n] belongs to exactly one class,
and each class contains at least two members of the interval. In this paper we report some
computational and structural results and present some open problems concerning such
systems.
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1. Introduction
We write S(m, a) for the congruence class {x : x ≡ a(mod m)}. A covering system of congruences is a set of congruence
classes with the property that every integer belongs to at least one class. If no integer belongs to more than one class then
the covering system is disjoint (or exact), if the moduli of the classes are distinct then it is incongruent. The covering system
consisting of the single congruence {S(1, 0)} is trivial. An example of a disjoint covering system is
{S(2, 0), S(2, 1)},
and an example of an incongruent covering system is
{S(2, 0), S(3, 0), S(4, 1), S(6, 1), S(12, 11)}.
Disregarding the trivial case it is not possible for a covering system to be both disjoint and incongruent (see [13]). These
covering systems were introduced by Erdős in [2] and have spawned a large literature (see the survey [13] and sections
F13 and F14 in [5]). The most important unsolved problems in the area are (a) do there exist incongruent systems in which
all moduli are odd? and (b) do there exist incongruent systems in which the least modulus is arbitrarily large? For (b) the
strongest result so far obtained is by Morikawa [9,10] who constructed an incongruent covering systemwith least modulus
24. A number of variations of these ideas have been studied: Fraenkel considered coverings by Beatty sequences and made
a notable conjecture about them (see [3,15]), Jin and Myerson [6] considered covering systems based on homogeneous
congruences, and other authors studied covering groups with cosets [12,14]. In this paper we introduce a new variation of
the theme, a restricted disjoint covering system.
We define a restricted disjoint covering system on [1, n] as a set of at least two congruence classes such that each integer
in the interval [1, n] belongs to exactly one class, and each class contains at least twomembers of the interval. The condition
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Table 1
IRDCS with length not exceeding 32.
Length Number of IRDCS Orders Minimum heft Maximum heft
11 2 5 1.0611 1.0611
17 4 7 1.0123 1.0270
18 6 7, 8 1.0123 1.0270
19 18 7, 8 1.0039 1.0449
20 14 7, 8 1.0039 1.0324
21 26 6, 7, 8, 9 0.9968 1.0306
22 84 6, 8, 9, 10 0.9968 1.0516
23 88 6, 8, 9, 10 0.9968 1.0423
24 46 8, 9, 10 0.9913 1.0301
25 176 8, 9, 10 0.9962 1.0278
26 380 8, 9, 10, 11, 12 0.9962 1.0506
27 812 8, 9, 10, 11, 12 0.9962 1.0505
28 844 8, 9, 10, 11, 12 0.9896 1.0481
29 1770 9, 10, 11, 12, 13 0.9896 1.0495
30 2164 9, 10, 11, 12, 13 0.9894 1.0429
31 5554 9, 10, 11, 12, 13, 14 0.9913 1.0582
32 9244 9, 10, 11, 12, 13, 14 0.9922 1.0578
that the classes contain at least two members is included to avoid trivialities. The requirement that the covering system
contains at least two classes excludes the trivial covering system. As with standard covering systems we describe such a
covering system as incongruent if the moduli are distinct. It is not obvious, at first sight, that any incongruent restricted
disjoint covering systems (henceforth IRDCS) exist. However they do. Here is an example of an IRDCS on [1, 11].
Example 1.
S(6, 1), S(9, 2), S(3, 0), S(4, 0), S(5, 0).
Rather than exhibiting an IRDCS in this way we can do so by writing down a sequence of n integers the ith of which
equals themodulus of the unique congruence class to which i belongs.We call this the sequential notation for an IRDCS. Thus
Example 1 becomes
6, 9, 3, 4, 5, 3, 6, 4, 3, 5, 9.
We see that an IRDCS on [1, n] could also be defined as a sequence of integers s1, . . . , sn with the property that si = m for
some m if and only if si+km = m for all k for which i + km is in [1, n], and further such that any integer appearing in the
sequence appears at least twice. Defined in this way we see a parallel with Langford Sequences. A Langford Sequence [8] of
order n is defined as a sequence l1, . . . , l2n of 2n integers in which each integer from 1 to n appears exactly twice, and such
that if li = lj then li = |i− j| − 1; for example:
Example 2. 4, 1, 3, 1, 2, 4, 3, 2.
We note that other authors, for example [1], require instead that li = |i− j|.
Even the sequential notation for an IRDCS becomes unwieldy for large examples. For these we just list the moduli in
order of their first appearance in the covering system, so that Example 1 becomes 6, 9, 3, 4, 5 from which the IRDCS can be
easily constructed. We call this the compact notation.
We need three more definitions. If {S(m1, a1), . . . , S(mt , at)} is an IRDCS on [1, n] then n is the length of the covering
system, t is its order and
∑t
i=1 1/mi is its heft. In Example 1 the covering system has length 11, order 5 and heft 191/180= 1.0611 . . . .
2. Computational and structural results
At the time of writing we have found all IRDCS with length not exceeding 40. The properties of those with length up to
32 are summarised in Table 1. Note that the only IRDCS with length less than 17 are the length 11 example given above and
its reversal.
It is easily checked that if
A = {S(mi, ai) : i = 1 . . . t}
is an IRDCS on [1, n] then
A′ = {S(2mi, 2ai) : i = 1 . . . t} ∪ {S(2, 1)}
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is an IRDCS on [1, 2n+ 1]. We call this construction ‘‘doubling’’ the IRDCS. IfA has length n, order t and heft h thenA′ has
length 2n+ 1 and order t + 1. The heft ofA′ is
t∑
i=1
1
2mi
+ 1
2
= 1
2
(
t∑
i=1
1
mi
+ 1
)
= 1
2
(1+ h).
The doubling construction can be iterated producing arbitrarily long IRDCS, with heft approaching 1 and order O(log n).
Note that using the sequential notation the IRDCS so produced begins and ends withmodulus 2. We can contract it to one of
length 2n by removing the initial 2, or to one of length 2n−1 by also removing the final 2. A consequence of this observation
is the following theorem.
Theorem 3. There exist IRDCS of all lengths greater than 16.
Proof. We have found IRDCS of all lengths in the interval [17, 32]. Doubling these produces IRDCS of odd length in the
interval [34, 65] and the even length IRDCS in the interval can be constructed by removing the initial 2 from each of the odd
length ones. A length 33 IRDCS is constructed by removing both the initial and final 2s from the length 35 one. Iterating this
construction produces IRDCS of any greater length. 
If
A = {S(mi, ai) : i = 1 . . . t}
is an IRDCS on [1, n] then so is
A′ = {S(mi, n+ 1− ai) : i = 1 . . . t}
which we call the reversal of A. In the sequential notation the reversal is obtained by simply reversing the order of the
sequence. An IRDCS and its reversal are distinct (which follows from the following result) so that the number of IRDCS of
any length is even.
Theorem 4. No IRDCS equals its reversal.
Proof. Say that such an IRDCS is palindromic and suppose such an IRDCS exists. The doubling construction can be reversed—
that is an IRDCS with moduli 2,m2, . . . ,mt can be replaced by one with moduli m2/2, . . . ,mt/2, and if the original IRDCS
was palindromic so is its replacement. Suppose that we have a palindromic IRDCS and, without loss of generality, that each
of its moduli is greater than 2. If its length is even the two central numbers must belong to the same congruence class which
is impossible, if it is odd then the numbers on each side of the centre belong to the same class. This class therefore has
modulus 2 which is a contradiction. Hence no palindromic IRDCS exists. 
A natural question to ask concerning IRDCS is whether they exist with the least modulus arbitrarily large. As noted
above the same question is asked about unrestricted incongruent covering systems. The best example we have found in this
direction is the following length 158 IRDCS (in compact notation),
40, 41, 42, 47, 43, 44, 45, 46, 50, 48, 52, 49, 73, 51, 62, 53, 68, 71, 54, 55, 61, 113, 57, 77, 58, 81, 65, 67,
59, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 63, 89, 60, 72, 76, 64, 66, 78, 56, 69, 82, 80, 79,
whose least modulus is 30. It is much easier to find IRDCS in which the least modulus is large than it is in the case of
ordinary incongruent covering systems. Morikawa’s construction [9,10] of such a covering system with least modulus 24
was extremely complicated and involved many thousands of congruence classes. Our data suggests that for every m there
is an IRDCS of length roughly 4m, with least modulus m. One can also ask whether an IRDCS exists in which no modulus is
divisible by any of the first k primes.
3. Families of IRDCS
The doubling construction produces an infinite family of IRDCS. At the 2006 Western Number Theory Conference [11]
we asked whether other infinite families of IRDCS could be constructed. We now present a technique for producing such
families.
The idea is to start with a special type of IRDCS on [1, n] called a good IRDCS, defined below, remove one of its classes
and use a mapping of the remaining classes to cover most of the 1 modulo 3 members of [1, 3n]. We then use a collection
of classes with moduli of the form 3(2i) to cover most of the 2 modulo 3 members of the interval. We use S(3, 0) to cover
all the members congruent to 0 mod 3. Each reference to ‘‘most’’ means all but 2, so that 4 members of the interval are not
yet covered. We introduce two new classes which cover these, producing an IRDCS. This turns out also to be a good IRDCS
so that the construction can be repeated.
We now define ‘‘good’’, then present the construction, then an example and finally a proof of correctness. The description
of the construction contains a number of brazen assertions which are demonstrated in the proof of correctness.
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Definition. An IRDCS on [1, n] is good if,
(a) n is an odd multiple of 3,
(b) ifm1 is the modulus of the class containing 1 thenm1 > 2n/3.
(c) 3m1 − n− 1 is not a power of 2,
(d) no modulus in the collection is a power of 2.
Note that (a) and (b) imply that
3n > 3m1 ≥ 2n+ 3. (3.1)
Example 5, below, exhibits a good IRDCS.
The Construction. Let {S(mi, ai) : i = 1 . . . t} be a good IRDCS on [1, n] where a1 = 1, so that m1 > 2n/3. We construct 4
collections of congruence classes,A,B, C andD , whose union is a good IRDCS on [1, 3n].
SetA = {S(3, 0)}.
SetB = {S(3mi, 3ai− 2) : i = 2 . . . t}. Label x1 = 1 and x2 = 1+ 3m1.B covers all of S(3, 1)∩ [1, 3n] except x1 and x2.
Let θ = blog2(n/3)c and m = 3(2θ ). It follows that 2m > n > m (since n is odd, 3n/m is not an integer and so the
inequalities are strict), and sincem and n are divisible by 3 we have
2m ≥ n+ 3 ≥ m+ 6. (3.2)
We set
y1 = n+ 2
y2 = n+ 2m+ 2. (3.3)
Set C = {S(3(2i), y1 + 3(2i−1)) : i = 1 . . . θ + 1}. It will be shown that C covers all of S(3, 2) ∩ [1, 3n] except y1 and y2.
Finally setD = {S(y2 − x1, x1), S(x2 − y1, y1)}.
ThenA ∪B ∪ C ∪D is a good IRDCS on [1, 3n].
Example 5. The collection {S(19, 1), S(13, 2), S(9, 3), S(5, 4), S(6, 5), S(10, 6), S(11, 7), S(17, 8), S(12, 10), S(14, 13)} is
a good IRDCS on [1, 27]. In the sequential notation it is
19 13 9 5 6 10 11 17 5 12 6 9 14 5 13 10 6 11 5 19 9 12 6 5 17 10 14.
Wehaven = 27,m1 = 19 (which exceeds 2n/3, as required) so x1 = 1 and x2 = 1+3(19) = 58. Also, θ = blog2(27/3)c = 3
andm = 3(2θ ) = 24. Then y1 = n+ 2 = 29 and y2 = y1 + 2m = 77. Our four collections of congruence classes are then:
A = {S(3, 0)},
B = {S(39, 4), S(27, 7), S(15, 10), S(18, 13), S(30, 16), S(33, 19), S(51, 22), S(36, 28), S(42, 37)},
C = {S(6, 32), S(12, 35), S(24, 41), S(48, 53)},
D = {S(76, 1), S(29, 29)},
and the new good IRDCS is their union.
Proof of Correctness. We first show that the construction produces an IRDCS on [1, 3n], then show that this IRDCS is good.
To show that it is an IRDCS we must show that each member of [1, 3n] belongs to a congruence class in the collection, that
these classes are disjoint, that their moduli are distinct and that each class contains at least two members of [1, 3n].
Clearly all integers congruent to 0 modulo 3 are covered by C. Removing S(m1, a1) from our original collection only
uncovers 1 and m1 + 1 since the goodness of this collection implies m1 > 2n/3. It follows that B covers all members of
[1, 3n]which are congruent to 1 modulo 3 except x1 and x2.
Now consider an integer z in [1, 3n]which is congruent to 2 modulo 3. This belongs to S(3(2i), y1 + 3(2i−1)) if and only
if 3(2i) divides y1 − z + 3(2i−1), that is, if 2i divides (y1 − z)/3+ 2i−1.
We see that all integers congruent to 2modulo 3 in [1, 3n] are covered except those for which (y1−z)/3 does not belong
to S(2i, 2i−1) for any positive i ≤ θ + 1. This happens when (y1 − z)/3 is divisible by 2θ+1, that is, when
z = y1 + 3(2θ+1)l = y1 + 2lm
for some integer l. The cases l = 0 and l = 1 give us y1 and y2 respectively, which are covered by congruence classes inD .
We must show that if l < 0 or l > 1 we get integers outside [1, 3n].
If l < 0 then, by (3.2) and (3.3), y1 + 2lm ≤ n+ 2− 2m ≤ 0 and if l > 1 then
y1 + 2lm ≥ y1 + 4m = n+ 2+ 4m > 3n,
as required. So only l = 0 and l = 1 give integers in [1, 3n]. It follows that every integer in [1, 3n] is in one of our classes.
We next show that the classes inA ∪B ∪ C ∪D are disjoint.
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The classes inB are disjoint from each other since they are derived from disjoint classes in the original collection. Each
is a subset of S(3, 1) and so disjoint from the classes in A and C which are subsets of S(3, 0) and S(3, 2) respectively. For
the same reason the classes in C are disjoint from that in A. The classes in C are disjoint from each other by construction.
We still need to consider the two classes in D . These contain x1, x2, y1 and y2 which clearly do not belong to any class in
A ∪B ∪ C. It remains to show that these classes contain no other members of [1, 3n].
Consider S(y2 − x1, x1) and recall that x1 = 1 and y2 = y1 + 2m. Clearly this class contains no member of [1, 3n] less
than x1. Any member greater than y2 is at least 2y1 + 4m− 1 which is greater than 3n by (3.2) and (3.3). Similar reasoning
using (3.1) shows that S(x2 − y1, y1) contains exactly two members of [1, 3n].
Nextwe show themoduli are distinct. It is clear that themoduli inB are distinct from each other; similarly for themoduli
in C. The moduli in B have the form 3mi, while those in C have the form 3(2i). These are distinct since goodness requires
that no mi is a power of 2. The moduli inD are y2 − x1 and x2 − y1 which are congruent to 1 and 2 modulo 3 respectively,
and so distinct from each other and from moduli inA ∪B ∪ C. Hence the moduli in our collection are distinct.
Finally we must show that each class has at least two members of [1, 3n]. This is immediate for all classes except the
class S(3(2θ+1), y1 + 3(2θ )) = S(2m, y1 + m) in C, and it is easily checked that 1 ≤ y1 − m < y1 + m ≤ 3n, so this class
too contains at least 2 members of [1, 3n].
We have shown our collection is an IRDCS. We now show it is good.
(a) The length 3n is an odd multiple of 3 since n is odd.
(b) The class containing 1 is S(y2 − x1, x1), and
y2 − x1 = n+ 2+ 2m− 1 > 2n
by (3.2), and so this modulus is greater than 2/3 the length of the IRDCS, as required.
(c) Wemust show that 3(y2−x1)−3n−1 is not a power of 2. After substitutingwe see that this expression equals 9(2θ+1)+2
which is clearly not a power of 2.
(d) We must show that no modulus in our collection is a power of 2. This is clear for the moduli of classes in A ∪ B ∪ C
which are all multiples of 3. The two moduli fromD are y2 − x1 and x2 − y1. Now y2 − x1 = n+ 2m+ 1 and by (3.2)
3m < n+ 2m+ 1 < 4m.
Now m = 3(2θ ) so y2 − x1 lies in the interval (9(2θ ), 12(2θ )). This interval contains no power of 2. Finally x2 − y1 =
3m1 − n− 1. This is not a power of 2 by part (c) of the definition of goodness. 
We consider the effect of tripling on the parameters of an IRDCS. If we triple an IRDCS with length n, order t and heft h
we get another whose length is 3n. Using the notation of the proof its order is
|A| + |B| + |C| + |D| = 1+ (t − 1)+ (θ + 1)+ 2
= t + 3+ blog2(n/3)c.
Its heft equals
1
3
(
1+ h− 1
m1
+ 1− 2−θ
)
+ 1
n+ 2 +
1
n+ 2m+ 2 =
1
3
(2+ h)+ O
(
1
n
)
.
As with doubling, iterating this construction produces arbitrarily long IRDCS with heft approaching 1 and order O(log n).
4. Bounds on order and heft
In this sectionwewillwriten(A), t(A) and h(A) for, respectively, the length, order andheft of an IRDCSA, and abbreviate
these to n, t and h when there is no risk of confusion. We have seen that the doubling construction produces IRDCS with
t(A) = O(log(n(A))), but how large can the order be in terms of n?
Theorem 6. For any IRDCS A,
t(A) ≤ n(A)− 1
2
(4.1)
with equality if and only if n(A) = 11.
Proof. We first suppose that n is odd and write n = 2r − 1. The modulus covering r must be used at least 3 times. If it is
used 5 ormore times then the remaining 2r−6 or fewermembers of the interval belong to at most r−3 congruence classes
and so
t ≤ r − 2 < n
2
and we are done. We assume this modulus is used 3 times and note that it therefore cannot have a value 3 or less, except in
the case n = 11. We assume n > 11.
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If any modulus apart from that containing r is used 3 or more times then the remaining t − 2 classes cover at most
n − 6 = 2r − 7 integers which means t is at most r − 2 as required. We therefore assume, for the sake of contradiction,
that the remaining moduli cover 2 integers each. The modulus covering r − 1 must therefore be r − 1 or r , similarly for the
modulus covering r + 1. We may assume the modulus r − 1 covers r − 1, and the modulus r covers r + 1. This forces the
modulus covering r + 2 to be r − 2, and that forces the modulus covering r − 2 to be r + 1, and that forces the modulus
covering r − 3 to be r − 3, and then there is no way to cover r + 3.
Now suppose that n = 2r . Either r or r + 1 must be covered by a modulus less than r and so belongs to a class of size at
least 3. Suppose r is covered by the modulus r and that the class containing r + 1 is the only one of size greater than 2. Then
r − 1 must belong to the modulus r − 1 and this leaves no modulus to cover r + 2.
The only IRDCS of length 11 are that in Example 1 and its reverse. These have t = 5, so we get equality in (4.1). 
We now consider the heft of an IRDCS. In the case of an (unrestricted) covering system an easy density argument shows
that the heft is always at least 1 and equals 1 if and only if the covering system is disjoint.
Theorem 7. For any IRDCS A,
n− t
n− 1 ≤ h ≤
n+ t
n+ 1 . (4.2)
Proof. We consider an IRDCSA = {S(mi, ai), i = 1 . . . t} and assume, without loss of generality, thatm1 < m2 < · · · < mt
and that 1 ≤ ai ≤ mi for each i, so that ai is the first member of [1, n] belonging to S(mi, ai). We let the last member of
[1, n] belonging to S(mi, ai) be n+ 1− bi. This implies that the ai are positive and distinct and so are the bi. We see that the
number of elements of [1, n] belonging to S(mi, ai) in [1, n] is (n+ 1− bi− ai)/mi+ 1. Since each member of [1, n] belongs
to exactly one class we have:
t∑
i=1
{
n+ 1− bi − ai
mi
+ 1
}
= n.
Thus
n
t∑
i=1
1
mi
=
t∑
i=1
(
bi + ai − 1
mi
)
+ n− t. (4.3)
The right hand side is minimised when
ai = bi = i
for each i, so we have
n
t∑
i=1
1
mi
≥
t∑
i=1
(
2i− 1
mi
)
+ n− t.
Using 2i ≥ 2 this leads to
t∑
i=1
1
mi
≥ n− t
n− 1 . (4.4)
In the other direction we note that ai ≤ mi and bi ≤ mi for each i. Applying this observation to (4.3) we get,
n
t∑
i=1
1
mi
≤
t∑
i=1
(
2mi − 1
mi
)
+ n− t = 2t −
t∑
i=1
(
1
mi
)
+ n− t
and then
t∑
i=1
1
mi
≤ n+ t
n+ 1 . (4.5)
Combining (4.4) and (4.5) completes the proof. 
Corollary 8. For any IRDCS with length greater than 11,
n+ 1
2(n− 1) ≤ h ≤
3n− 1
2(n+ 1) . (4.6)
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Proof. Substitute (4.1) into (4.2). 
The bounds obtained here are weak compared with the values we found by computation. For example, the largest and
smallest heft values we found were 1.06768 and 0.98834 to 5 decimal places. These were obtained by the following IRDCS
of lengths 38 and 40 respectively, given in compact notation.
36, 33, 6, 27, 17, 11, 16, 8, 10, 14, 22, 13, 15, 18, 19
22, 23, 7, 15, 8, 10, 20, 12, 13, 17, 18, 19, 25, 21.
Note that the Corollary does not tell us much more than that the heft lies between 0.5 and 1.5.
5. Open problems
We end with some open problems.
(1) Does there exist an IRDCS with all moduli relatively prime to the first k primes? Paul Emanuel, a Ph.D. student working
with the first author, has found an IRDCS of length 83 with all moduli odd, so the answer is yes for k = 1. Details of
Emanuel’s IRDCS will appear elsewhere.
(2) Can the smallest modulus of an IRDCS be arbitrarily large?
(3) Can we sharpen the inequalities relating order, length and heft?
(4) The following two IRDCS both have length 43 and their sets of moduli are disjoint.
{S(24, 1), S(2, 2), S(4, 3), S(36, 5), S(12, 9), S(16, 13), S(20, 17)}
{S(25, 1), S(33, 2), S(7, 3), S(8, 4), S(9, 5), S(21, 6), S(18, 7), S(13, 8),
S(10, 9), S(11, 11), S(27, 13), S(15, 15), S(26, 16), S(19, 18)}.
Generally, if each of two sets of congruences {S(m1, a1), . . . , S(ms, as)} and {S(n1, b1), . . . , S(nt , bt)} is an IRDCS for
[1, n] and their sets of moduli are disjoint, as in the case above, then
{S(3mi, 3ai + 1) : i = 1 . . . s} ∪ {S(3ni, 3bi + 2) : i = 1 . . . t} ∪ {S(3, 0)}
is an IRDCS for [1, 3n] in which every modulus is divisible by 3.
This suggests the question, does an IRDCS exist with every modulus divisible by k for any value of k? Doubling
produces one for k = 2 and the example above for k = 3.
(5) Our definition of an IRDCS requires that each congruence is satisfied at least twice. Do analogous covering systems exist
in which each congruence is satisfied at least k times for values of k exceeding 2?
(6) Say that an IRDCS is super-disjoint if the congruence classes in the system are disjoint as subsets of the integers. Do such
systems exist? If such an IRDCS does exist then it can be extended to a disjoint covering system of the integers.
(7) Our final question was suggested by a referee. Although non-trivial incongruent disjoint covering systems with a finite
number of classes do not exist, such systems with an infinite number of classes do. See [4,7]. We say such a system is
saturated if the sum of the reciprocals of the moduli is 1, and unsaturated otherwise. An IRDCS can be extended to an
unsaturated system if it is super-disjoint, so asking for such a system is equivalent to question (6). Does there exist an
IRDCS that can be extended to a saturated infinite system?
Acknowledgements
We thank the referees for their careful reading and helpful suggestions, including the question above.
References
[1] C. Colbourn, J. Dinitz (Eds.), Handbook of combinatorial designs, 2nd edition, in: Discrete Mathematics and its Applications (Boca Raton), Chapman
and Hall/CRC, Boca Raton, FL, 2007.
[2] P. Erdős, On integers of the form 2k + p and some related problems, Summa Brasil. Math. 2 (1950) 192–210.
[3] A.S. Fraenkel, Complementing and exactly covering sequences, J. Combin. Theory Ser. A 14 (1973) 8–20.
[4] A.S. Fraenkel, J. Simpson, On infinite disjoint covering systems, Proc. Amer. Math. Soc. 119 (1993) 5–9.
[5] R.K. Guy, Unsolved Problems in Number Theory, 3rd ed., Springer, 2004.
[6] B. Jin, G. Myerson, Homogeneous covering congruences and subgroup covers, J. Number Theory 110 (2005) 120–135.
[7] E. Lewis, Infinite covering systems of congruences which don’t exist, Proc. Amer. Math. Soc. 124 (1996) 355–360.
[8] J. Miller, Langford’s Problem Bibliography. http://www.lclark.edu/miller/langford/langford-biblio.html.
[9] R. Morikawa, On a method to construct covering sets, Bull. Fac. Liberal Arts, Nagasaki Univ., (Natural Sciences) 22 (1) (1981) 1–11.
[10] R. Morikawa, Some examples of covering sets, Bull. Fac. Liberal Arts, Nagasaki Univ., (Natural Sciences) 22 (2) (1981) 1–4.
[11] G. Myerson (Ed.) Western Number Theory Problems, Western Number Theory Conference, 18 and 20 Dec. 2006. http://wntc.org.
[12] M.M. Parmenter, Exact covering systems for groups, Fund. Math. 123 (1984) 133–136.
[13] Š. Porubský, J. Schönheim, Covering systems of Paul Erdős: Past, present and future, in: Halász Gábor (Ed.), Paul Erdős and hisMathematics I, in: Bolyai
Soc. Math. Stud., vol. 11, 2002, pp. 581–627.
[14] Z.-W. Sun, Finite coverings of groups, Fund. Math. 134 (1990) 37–53.
[15] R. Tijdeman, Fraenkel’s conjecture for six sequences, Discrete Math. 222 (2000) 223–234.
