We address the robust matching of lines between two views, when camera motion is unknown and dominant planar structures are viewed. The use of viewpoint non invariant measures gives a lot of non matched or wrong matched features. The inclusion of projective transformations gives much better results with short computing overload. We use line features which can usually be extracted more accurately than points and they can be used in cases where there are partial occlusions. In the first stage, the lines are matched to the weighted nearest neighbor using brightness and geometricbased image parameters. From them, robust homographies can be computed, which allows to reject wrong matches and to add new good matches. When two or more planes are observed, the corresponding homographies can be computed and they can be used to obtain also the fundamental matrix, which gives constraints for the whole scene. The simultaneous computation of matches and projective transformations is extremely useful in many applications. It can be seen that the proposal works in different situations requiring only a simple and intuitive parameter tuning.
Introduction
We address the problem of robust matching of lines in two images when the camera motion is unknown. Using lines instead of points has been considered in other works [1] . Straight lines can be accurately extracted in noisy images, they capture more information than points, specially in man-made environments, and they may be used when occlusions occur. The invariant regions used to match images, as the well known SIFT [2] , often fails due to lack of textures in man made environments with homogeneous surfaces [3] . Fortunately in this kind of scenes line segments are available to match them. However, line matching is more difficult than point matching because the end points of the extracted lines is not reliable. Besides that, there is not geometrical constraint, like the epipolar, for lines in two images.
The putative matching of features based on image parameters has many drawbacks, giving nonmatched or wrong matched features.
Previously, the problem of wide baseline matching has been addressed establishing a viewpoint invariant affinity measure [4] . We use the homography in the matching process to select and to grow previous matches which have been obtained combining geometric and brightness image parameters. Scenes with dominant planes are usual in man made environments, and the model to work with multiple views of them is well known. Points or lines on the world plane projected in one image are mapped to the corresponding points or lines in the other image by a plane-to-plane homography [5] . As known, there is no geometric constraint for infinite lines in two images of a general scene, but the homography is a good constraint for scenes with dominant planes or small baseline image pairs, although they have large relative rotation.
Robust estimation techniques are currently unquestionable to obtain results in real situations where outliers and spurious data are present [6, 7] . In this work the least median of squares and the Ransac methods have been used to estimate the homography. They provide not only the solution in a robust way, but also a list of previous matches that are in disagreement with it, which allows to reject wrong matches. To compute the homographies, points and lines are dual geometric entities, however line-based algorithms are generally less usual than point-based ones [8] . Thus, some particular problems related to data representation and normalization must be considered in practice. We compute the homographies from corresponding lines in two images making use of classical normalization of point data [9] .
The simultaneous computation of matches and projective transformation between images is useful in many applications and the search of one homography is right if the scene features are on a plane or for small baseline image pairs. Although this transformation is not exact in general situations, the practical results are also good when the distance from the camera to the scene is large enough with respect to the baseline. For example, this assumption gives very good results in robot homing [10] , where image disparity is mainly due to camera rotation, and therefore a sole homography captures the robot orientation, that is the most useful information for a robot to correct its trajectory.
Our proposal can also be applied in photogrammetry for automatic relative orientation of convergent image pairs. In this context, points are the feature mostly used [11] , but lines are plentiful in urban scenes. We have put into practice our proposal with aerial images and images of buildings, obtaining satisfactory results.
If the lines are in several planes, the corresponding homographies can be iteratively obtained. From them, the fundamental matrix, which gives a general constraint for the whole scene, can be computed [12] . We have also made experiments to segment several scene planes when they exist, obtaining line matching in that situation. This segmentation of planes could be very useful to make automatically 3D model of urban scenes.
After this introduction, we present in §2 the matching of lines using geometric and brightness parameters. The robust estimation of homographies from lines is explained in §3. After that, we present in §4 the process to obtain the final matches using the geometrical constraint given by the homography. Then we present the multi-plane method §5, and the useful case of having only vertical features §6. Experimental results with real images are presented in §7. Finally, §8 is devoted to expose the conclusions. A previous version of this matcher was presented in [13] , but now we have completed and extended the work showing the multi plane method and the special case of having only vertical lines. We also include experiments made with the new software version which implements different robust we obtain the line with its geometric description and also attributes related to its brightness and contrast used for the line matching.
techniques.
Basic matching
As said, the initial matching of straight lines in the images is made to the weighted nearest neighbor. These lines are extracted using our implementation of the method proposed by Burns [14] , which computes spatial brightness gradients to detect the lines in the image. Pixels having the gradient magnitude larger than a threshold are grouped into regions of similar direction of brightness gradient. These groups are named Line Support Regions (LSR). A least-squares fitting into the LSR is used to obtain the line, and the detector gives not only the geometrical parameters of the lines, but also several attributes related to their brightness and some quality attributes, that provide very useful information to select and identify the lines (Fig. 1) . We use not only the geometric parameters, but also the brightness attributes supplied by the contour extractor. So, agl and c (average grey level and contrast) in the LSR, are combined with geometric parameters of the segments such as midpoint coordinates (x m , y m ), the line orientation θ (in 2π range with dark on the right and bright on the left) and its length l.
In several works, the matching is made over close images. In this field, correspondence determination by tracking geometric information along the image sequence has been proposed as a good solution [15] . We determine correspondences between lines in two images of large disparity in the uncalibrated case. Significant motion between views or changes on light conditions of the viewed scenes makes that few or none of the defined line parameters remain invariant between images. So, for example, approaching motions to the objects gives bigger lines which are also going out the image. Besides that, measurement noise introduces more problems to the desired invariance of parameters. Now, it must be stated that a line segment is considered to select the nearest neighbor, but assuming higher uncertainty along the line than across it. However, to compute afterwards projective transformations between images, only the infinite line information is considered. This provides an accurate solution being robust to partial occlusions without assuming that the tips of the extracted line are the same.
Similarity measures
In the matching process two similarity measures are used: a geometric measure and a brightness measure. We name r g the difference of geometric parameters between both images (1, 2)
As previously [15] , we define the R matrix to express the uncertainty due to measurement noise in the extraction of features in each image
where C = cos θ y S = sin θ. Location uncertainties of segment tips along the line direction and along the orthogonal direction are represented by σ and σ ⊥ respectively.
Additionally we define the P matrix to represent the uncertainty on the difference of the geometric parameters due to camera motion and unknown scene structure
where σ i , (i = x m , y m , θ, l) represents the uncertainty of variation of the geometric parameters of the image segment.
Thus, from those matrixes we introduce S = R 1 + R 2 + P to weigh the variations on the geometric parameters of corresponding lines due to both, line extraction noise (R 1 in the first image and R 2 in the second image) and unknown structure and motion.
Note in R that σ is bigger than σ ⊥ . Therefore measurement noise of x m and y m are coupled and the line orientation shows the direction where the measurement noise is bigger (along the line). However, in P the orientation does not matter because the evolution of the line between images is mainly due to camera motion, which is not dependent on the line orientation in the image.
The matching technique in the first stage is made to the nearest neighbor. The similarity between the parameters can be measured with a Mahalanobis distance as
The second similarity measure has been defined for the brightness parameters. In this case we have
where σ agl and σ c represent the uncertainty of variations of the average gray level and the contrast of the line. Both depend on measurement noises and on changes of illumination between the images.
Naming r b the variation of the brightness parameters between both images
the Mahalanobis distance for the similarity between the brightness parameters is
Matching criteria
Two image lines are stated as compatible when both, geometric and brightness variations are small. For one line in the second image to belong to the compatible set of a line in the first image, the following tests must be satisfied.
• Geometric compatibility
Under assumption of Gaussian noise, the similarity distance for the geometric parameters is distributed as a χ 2 with 4 degrees of freedom. Establishing a significance level of 5%, the compatible lines must fulfill,
• Brightness compatibility Similarly referring to the brightness parameters, the compatible lines must fulfill,
A general Mahalanobis distance for the six parameters is not used because the correct weighting of so different information as brightness based and location based in a sole distance is difficult and could easily lead to wrong matches. Thus, compensation between high precision in some parameters with high error in other parameters is avoided.
A line in the first image can have more than one compatible line in the second image. From the compatible lines, the line having the smallest d g is selected as putative match. The matching is carried out in both directions from the first to second image and from second to first. A match (n 1 , n 2 ) is considered valid when the line n 2 is the putative match of n 1 and simultaneously n 1 is the putative match of n 2 .
In practice the parameters σ j (j = ⊥, , x m , y m , θ, l, agl, c) introduced in R, P, B must be tuned according to the estimated image noise, expected camera motion and illumination conditions, respectively.
From lines to homographies
The representation of a line in the projective plane is obtained from the analytic representation of a plane through the origin: n 1 x 1 +n 2 x 2 +n 3 x 3 = 0. The coefficients of n = (n 1 , n 2 , n 3 ) T correspond to the homogeneous coordinates of the projective line. All the lines written as λn are the same than n. Similarly, an image point p = (x, y, 1)
T is also an element of the projective plane and the equation p T · n = n T · p = 0 represents that the point p is on the line n, which shows the duality of points and lines.
A projective transformation between two projective planes (1 and 2) can be represented by a linear transformation H 21 , in such a way that p 2 = H 21 p 1 . Considering the above equations for lines in both images, we have n 2 = H
−1 21
T n 1 . This homography requires eight parameters to be completely defined, because it is defined up to an overall scale factor. A pair of corresponding points or lines gives two linear equations in terms of the elements of the homography. Thus, four pairs of corresponding lines assure a unique solution for H 21 , if no three of them are parallel.
Computing homographies from corresponding lines
Here, we obtain the projective transformation of points (p 2 = H 21 p 1 ), but using matched lines. To deduce it, we suppose the start (s) and end (e) tips of a matched line segment to be p s1 , p e1 , p s2 , p e2 , which usually will not be corresponding points. The line in the second image can be computed as the cross product of two of its points (in particular the observed tips) as
wherep s2 is the skew-symmetric matrix obtained from vector p s2 . As the tips belong to the line we have, p T s2 n 2 = 0; p T e2 n 2 = 0. As the tips of the line in the first image once transformed also belong to the corresponding line in the second image, we can write, p
Therefore each pair of corresponding lines gives two homogeneous equations to compute the projective transformation, which can be determined up to a non-zero scale factor. Developing them in function of the elements of the projective transformation, we have T is a vector with the elements of H 21 , and A = y s2 − y e2 , B = x e2 − x s2 and C = x s2 y e2 − x e2 y s2 .
Using four line correspondences, we can construct a 8 × 9 matrix M. The solution for h is the eigenvector associated to the least eigenvalue (in this case the null eigenvalue) of the matrix M T M. If we have more than the minimum number of good matches, an estimation method may be considered to obtain a better solution. Thus n matches give a 2n × 9 matrix M, and the solution h can be obtained using the singular value decomposition of this matrix [5] .
It is known that a previous normalization of data avoids problems of numerical computation. As our formulation only uses image coordinates of observed tips, data normalization proposed for points [9] has been used. In our case the normalization makes the x and y coordinates to be centered in an image which has unitary width and height.
Equations (2) can be used as a residue to designate inliers and outliers with respect to a candidate homography. In this case the residue is an algebraic distance and the relevance of each line depends on its observed length, because the cross product of the segment tips is related to its length.
Alternatively a geometric distance in the image can be used. It is obtained from the sum of the squared distances between the segment tips and the corresponding transformed line
where subindexes () x and () y indicate first and second component of the vector respectively. Doing the same for both images and with both observed segments, the squared distance with geometric meaning is:
Robust estimation
The least squares method assumes that all the measures can be interpreted with the same model, which makes it very sensitive to outliers. Robust estimation tries to avoid the outliers in the computation of the estimate. From the existing robust estimation methods [6] , we have initially chosen the least median of squares method. This method makes a search in the space of solutions obtained from subsets of minimum number of matches. If we need a minimum of 4 matches to compute the projective transformation, and there are a total of n matches, then the search space will be obtained from the combinations of n elements taken 4 by 4. As that is computationally too expensive, several subsets of 4 matches are randomly chosen. The algorithm to obtain an estimate with this method can be summarized as follows: 4. We store the solution H S which gives the minimum median M S .
A selection of m subsets is good if at least one of them has no outliers. Assuming a ratio of outliers, the probability of one subset to be good can be obtained [16] as,
Thus assuming a probability (1 − P ) of mismatch the computation, the number of subset m to consider can be obtained. For example, if we want a probability P = 0.99 of one of them being good, having = 35% of outliers, the number of subsets m should be 24. Having = 70% of outliers the number of subsets m should be 566 and a minor quantile instead of the median must be selected. Anyway, a reduction of ten times in the probability of mismatch the computation (P = 0.999) only yields a computational cost of 0.5 times larger (m = 36 with = 35% and m = 849 with = 70%).
Rejecting wrong basic matches
Once the solution has been obtained, the outliers can be selected from those of higher residue. Good matches can be selected between those of residue smaller than a threshold. As in [6] the threshold is fitted proportional to the standard deviation of the error that can be estimated [16] as,σ
Assuming that the measurement error for in inliers is Gaussian with zero mean and standard deviation σ, then the square of the residues is a sum of Gaussian variables and follows a χ 2 2 distribution with 2 degrees of freedom. Taking, for example, a 5% of probability of rejecting a line being correct, the threshold will be fixed to 5.99σ 
Final matches
From here on, we introduce the geometrical constraint imposed by the estimated homography to get a bigger set of matches. Our objective here is to obtain at the end of the process more good matches, also eliminating wrong matches given by the basic matching. Thus final matches are composed by two sets. The first one is obtained from the matches selected after the robust computation of the homography passing additionally an overlapping test compatible with the transformation of the segment tips. The second set of matches is obtained taking all the segments not matched initially and those being rejected previously. With this set of lines, a matching process similar to the basic matching is carried out. However, now the matching is made to the nearest neighbor segment transformed with the homography. The transformation is applied to the end tips of the image segments using the homography H 21 to find, not only compatible lines but also compatible segments in the same line.
In the first stage of the matching process there was no knowledge of the camera motion. However in this second step the computed homography provides information about expected disparity and therefore the uncertainty of geometric variations can be reduced. So, a new tuning of σ x m , σ y m , σ θ and σ l , is considered. To automate the process, a global reduction of these parameters has been proposed and tested in several situations, obtaining good results with reductions of about 1/5.
As the measurement noise (σ and σ ⊥ ) has not changed, the initial tuning of these parameters is maintained in this second step. Note that the brightness compatibility set is the initially computed, and therefore it is not repeated.
Different planes
When lines are in different planes, the corresponding homographies can iteratively be computed. Previously, we have explained how to determine a homography assuming that some of the lines are outliers. The first homography can be computed in this way assuming that a certain percentage of matched lines are good matches and belong to a plane, and the other matches are bad or they cannot be explained by this homography. We do not have a priori knowledge about which plane of the scene is going to be extracted the first, but the probability of a plane being chosen increases with the number of lines in it. The most reasonable way to extract a second plane is eliminating the lines used to determine the first homography. Here we are assuming that lines belonging to the first plane do not belong to the second, which is true except for the intersection line between both planes. This idea of eliminating lines already used will apply if more planes are extracted.
On the other hand, in the multi-plane case the percentage of outliers for each homography will be high even all the matches are good. As the least median of squares method has a breakdown point in 50% of outliers, we have used in this case the Ransac method [17] which needs a tuning threshold, but works with a less demanding breakdown point.
Besides that, all the homographies obtained from an image pair are related between them. This relation can be expressed with the fundamental matrix (F 21 ) and the epipole (e 2 ), which is unique for an image pair, through the following equation: , that is a mapping from one image into itself, exists. It turns out that the homology has two equal eigenvalues [5] . The third one is related to the motion and to the structure of the scene. These eigenvalues can be used to test when two different planes have been computed, and then the epipole and the intersection of the planes can be also obtained. The epipole is the eigenvector corresponding to the non-unary eigenvalue of the homology and the other two eigenvectors define the intersection line of the planes [18] . In case of small baseline or if there exist only one plane in the scene, the epipolar geometry is not defined and only one homography can be computed. So possible homology H will be close to identity, up to scale.
In practice, we propose a filter to notice the goodness of the homology using these ideas. Firstly, we normalize the homology dividing by the median eigenvalue. If there are no two unary eigenvalues, up to a threshold, then the computation of the second homography is repeated. If the three eigenvalues are similar we search if the homology is close to identity. In this case two similar homographies would explain the scene or the motion, and the fundamental matrix cannot be computed. In other case, two planes and two coherent homographies are given as result of the process. From them the fundamental matrix can be computed [12] .
Particular case: Vertical lines
A special case of interest in some applications can be considered reducing in one dimension the problem. For example, when robot moves at man made environments, the motion is on a plane and vertical lines give enough information to carry out visual control. For vertical lines, only the x coordinate is relevant to compute the homography, therefore the problem is simplified. The homography now has three parameters and each vertical line gives one equation, therefore three vertical line correspondences are enough.
The matching is quite similar to the presented for the lines in all directions. In this case the parameter referred to the orientation of the lines is discarded because it has no sense, although the lines are grouped in two incompatible subsets, those having 90 degrees of orientation and those with 270 degrees of orientation.
Estimation of the homography
In this case, as the dimension of the problem is reduced, only the x m coordinate is relevant for the computation of the projective transformation H 21 . We can use the point based formulation which is simpler because a vertical line can be projectively represented as a point with (x m , 1) coordinates. Then, we can write, up to a scale factor
Therefore each pair of corresponding vertical lines having x m1 and x m2 coordinates respectively provides one equation to solve the matrix H 21
With the coordinates of at least n = 3 vertical line correspondences we can construct a n × 4 matrix M. The homography solution is the eigenvector associated to the least eigenvalue of the M T M matrix. As above before, we use a robust method to compute the projective transformation. With vertical lines the problem is computationally simpler. For example with P = 0.99 and 70% of outliers only 168 sets of 3 matches must be considered (in the general case we need 566 sets of 4 matches). As told before, the estimated homography is also used to obtain a better set of matched lines.
Experimental Results
A set of experiments with different kind of images has been carried out to test the proposal. The images correspond to different applications: Indoor robot homing, images of buildings, and aerial images.
In the algorithms there are extraction parameters to obtain more or less line segments according to its minimum length and minimum gradient. There are also parameters to match the lines, whose tuning has turned out simple and quite intuitive. In the experiments we have used the following tuning parameters σ ⊥ = 1, σ = 10, σ agl = 8, σ c = 4, σ xm = 60, σ ym = 20, σ θ = 2, σ l = 10, or small variation with respect to them depending on expected image disparity.
We have applied the algorithm presented for robot homing. In this application the robot must go to previously learnt positions using a camera [10] . The robot corrects its heading from the computed projective transformation between target and current images. In this experiment a set of robot rotations (from 2 to 20 degrees) has been made. The camera center is about 30 cm. out of the axis of rotation of the robot and therefore this camera motion has a short baseline. In the table 1 the number of matches in the successive steps with this set of camera motions are shown. The number of lines extracted in the reference image is 112. Here, the progressive advantage of the simultaneous computation of the homography and matching can be seen. When the image disparity is small, the robust estimation of the homography does not improve the basic matching. However, with a disparity close to 70% of the image size, the basic matching produces a high ratio of wrong matches (> 30%), that are automatically corrected in the final matching. We observe that in this case the system also works even between two images having a large image disparity. To simplify, only the images corresponding to the 18 degrees of robot rotation are shown (Fig. 2) . A 38 % of wrong matches are given by the basic matching. At the final matching stage, all the matches are good when considered as lines, although one of them can be considered wrong as segment.
We have also used two aerial images with large baseline (Fig. 3) . In photogrammetry applications usually putative matching has a high ratio of spurious results. This is confirmed in our case, where the basic matching has given a ratio of wrong matches higher than 50%, which is the theoretical limit of least median of squares method. However, if we select a smaller quantile of the squares of the residue instead of the median, the robust method works properly. The results have been obtained with the Least 30-Quantile of Squares (Fig. 3) . The robust computation of the homography provides 55 matches, 11 of them being wrong as segments but good as infinite lines. Among the 105 final matches, there are less than 3% of wrong matches which correspond to contiguous cars. This means that the final matches are duplicated with respect to the matches obtained with the homography. Note also that the final matches selected are mainly located on the ground. There are some lines on the roofs of the buildings but they are nearly parallel to the flight of the camera which is coherent with the model of homography used. 8  9  10  11   12   13   14  15  16  17 18  19  20  21   22 23   24  25  26  27  28   29   30   31  32  33  34  35   36   37   38   39  40   41  42  43   44   1   2   3   4 5   6 7  8  9  10  11   12   13   14  15  16  17 18  19  20  21   22 23   24  25  26  27  28   29   30   31  32  33  34 We also show two examples of matched vertical lines with an homography of reduced dimension (Fig. 4) . In both cases the percentage of good final matches is close to 100%. Using vertical lines, we have developed a real time implementation for robotic applications in man made environments [10] .
Other experiments have been carried out to match lines which are in several planes, segmenting simultaneously the planes (Figs. 5, 6 ). In Table 2 we show the number of matches and the ratio of good matches for 50 repetitions of the robot computation. In this case, once an homography has been computed, the robust homography computation and the growing of matches process has been iteratively repeated twice. As it can be seen, the number and quality of the final matches is very good. The homology filter just commented in section 5 has been used to detect situations where a second plane is not obtained and therefore a sole homography can be computed, or when the homographies do not give a right homology due to noise or bad extraction. It can be seen that some lines of the second plane have been selected by the first homography (Fig. 6) . The reason is that these lines are nearly coincident with epipolar lines and they can be selected by any homography being compatible with the fundamental matrix.
The method also work with rotated images. In this case σ θ must be changed according to the image disparity. We show an example of a rotated image pair of short baseline where a sole homography gives very good results (Fig. 7) . 
Conclusions
We have presented and tested a method to automatically obtain matches of lines simultaneously to the robust computation of homographies in image pairs. The robust computation works especially well to eliminate outliers which may appear when the matching is based on image properties and there is no information of scene structure or camera motion. The homographies are computed from lines extracted and the use of lines has advantages with respect to the use of points. The geometric mapping between uncalibrated images provided by the homography turns out useful to grow matches and to eliminate wrong matches.
All the work is automatic with only some previous tuning of parameters related to the expected global image disparity. As is seen in the experiments, the proposed algorithm works with different types of scenes. With planar scenes or in situations where disparity is mainly due to rotation, the method gives good results with only one homography. However, it is also possible to compute several homographies when several planes are in the scene, which are iteratively segmented. In this case, the fundamental matrix can be computed from lines through the homographies, obtaining a constraint for the whole scene. Currently we are working with other image invariants to improve the first stage of the process.
