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Abstract: High-frequency data in financial markets often include multiple
transactions at each recording time due to the mechanism of recording. Us-
ing random matrix theory, this paper considers the estimation of integrated
covariance (ICV) matrices of high-dimensional diffusion processes based on
multiple high-frequency observations. We start by studying the estimator,
the time-variation adjusted realized covariance (TVA) matrix proposed by
Zheng and Li (2011), without microstructure noise. We show that in the
high-dimensional case, for a class C of diffusion processes, the limiting spec-
tral distribution (LSD) of the averaged TVA depends not only on that of
the ICV but also on the number of multiple transactions at each record-
ing time. However, in practice, observed prices are always contaminated
by market microstructure noise. Thus, we also study the limiting behavior
of pre-averaging averaged TVA matrices based on noisy multiple obser-
vations. We show that for processes in class C, the pre-averaging averaged
TVA has two desirable properties: it eliminates the effects of microstructure
noise and multiple transactions, and its LSD depends solely on that of the
ICV matrix. Further, three types of nonlinear shrinkage estimators of the
ICV matrix are proposed based on high-frequency noisy multiple observa-
tions. Simulation studies support our theoretical results and demonstrate
the finite sample performance of the proposed estimators. Finally, high-
frequency portfolio strategies are evaluated under these estimators in real
data analysis.
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1. Introduction
The covariance structure of capital markets is of great interest to investors and
researchers, as it has a critical role in financial problems such as pricing and
investment. Suppose that we have p stocks whose latent log price at time t
is denoted by Xt = (X
(1)
t , · · · , X(p)t )T, where T denotes the transpose. The
following diffusion processes are commonly used to model financial asset price
processes:
dXt = µtdt+ ΘtdWt, t ∈ [0, 1], (1.1)
where (µt) = (µ
(1)
t , · · · , µ(p)t )T is a p-dimensional drift process, (Θt) is a p × p
matrix, the so-called covolatility process at time t, and (Wt) is a p-dimensional
standard Brownian motion. The interval [0, 1] represents the time period of
interest, such as one trading day. The integrated covariance (ICV) matrix given
by
ICV :=
∫ 1
0
ΘtΘ
T
t dt (1.2)
is of fundamental importance in risk management and portfolio allocation for
high-frequency financial data. In the one-dimensional case, the ICV matrix re-
duces to the integrated volatility. The estimation of the ICV matrix is a funda-
mental problem in financial applications.
The classical estimator of the ICV matrix is the so-called realized covariance
(RCV) matrix, which is defined as follows. Suppose that we can observe the
log price processes {X(j)ti }pj=1 synchronously at recording time ti = i/n, i =
0, 1, · · · , n, during one trading day. Then the RCV matrix is defined as
RCV :=
n∑
i=1
∆Xi(∆Xi)
T,
where
∆Xi =

∆X
(1)
i
...
∆X
(p)
i
 =

X
(1)
ti −X(1)ti−1
...
X
(p)
ti −X(p)ti−1
 .
In the case where dimension p is fixed and the number of observations n goes to
infinity, the consistency and central limit theorem for the RCV have been well
studied, for example, by Andersen and Bollerslev (1998), Andersen et al. (2001),
Barndorff-Nielsen and Shephard (1993), and Jacod and Protter (1998). However,
the classical estimator RCV matrix is no longer consistent in high-dimensional
settings, where the number of stocks p increases with the observation frequency
n at the same rate (see Wang and Zou (2010), Fan et al. (2012), Tao et al. (2011),
Zheng and Li (2011), and Xia and Zheng (2018), for instance). Notably, when
the sparsity assumptions on the high-dimensional ICV matrix are not satisfied,
a key assumption can be used to solve the problem of estimation of the ICV
matrix, that is, the class C condition.
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Definition 1.1. Suppose that (Xt) is a p-dimensional process satisfying (1.1)
and Θt is ca`dla`g. Then (Xt) belongs to class C if, almost surely, there exist
γt ∈ D([0, 1];R) and Λ a p× p matrix satisfying tr(ΛΛT) = p such that
Θt = γtΛ, (1.3)
where D([0, 1];R) is the space of ca`dla`g functions from [0, 1] to R.
It has been shown that the log price process (Xt) belongs to class C in Propo-
sition 4 of Zheng and Li (2011), with the reasonable assumption that the corre-
lation structure of (Xt) does not change over a short time period. Moreover, the
class C process accommodates both stochastic volatility and the leverage effect,
which are common features of financial data. Thus, for class C processes, the
limiting behavior of the RCV matrix has been well studied, by Zheng and Li
(2011), Lam et al. (2017), Xia and Zheng (2018), and others. However, the RCV
matrix cannot be used to make robust inferences regarding the spectrum of the
ICV matrix, owing to the difficulty of estimating the unknown and time-volatile
covolatility process (γt). Hence, an alternative estimator has been proposed, the
time-variation adjusted realized covariance (TVA) matrix, which is defined as
TVA :=
tr(RCV)
n
n∑
i=1
∆Xi(∆Xi)
T
|∆Xi|2 .
The basic idea is to eliminate the influence of the (unknown) covolatility process
(γt) from the limiting spectral relationship between the ICV matrix and its
estimator TVA matrix. Although the TVA matrix remains inconsistent, using
random matrix theory, Theorem 2 of Zheng and Li (2011) shows that its limiting
spectral distribution depends solely on the ICV matrix through the Marcˇenko–
Pastur equation (2.6) (see Theorem 2.2). Therefore, the spectrum of the ICV
can be recovered using existing algorithms, such as those developed by Karoui
(2008), Mestre (2008), and Bai et al. (2010).
However, these approaches have only been applied to datasets that contain ex-
actly one transaction during one time stamp. Specifically, the estimators, RCV
and TVA, are established based on the assumption that there is only one obser-
vation Xti at each recording time ti. However, this is not necessarily the case
in practice. In high-frequency financial markets, owing to heavy market trad-
ing and the limitations of the recording mechanism, multiple transactions often
occur at each recording time. For example, Table 1 displays the numbers of
transactions and different prices for Apple, Cisco Systems, and Microsoft Cor-
poration in the first 30 seconds of trading on November 4, 2016. In the case of
Apple, there were 867 different transaction prices for a total of 5387 transac-
tions in this time interval, and the number of transactions per second ranged
from 32 to 632, with an average of about 180 transactions per second. However,
there was no information regarding the ordering of the different prices occurring
at each second. Such multiple transactions occur throughout the trading day,
not only at the opening of the market. Figure 1 shows in detail the numbers
of transactions and different transaction prices of Apple stock during the first
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Table 1
Numbers of transactions (NT) and different prices (NDC) of Apple, Cisco Systems and
Microsoft in the first 30 seconds on November 4, 2016
Apple Cisco Systems Microsoft
Time NT NDC NT NDC NT NDC
9:30:01 492 42 166 13 217 30
9:30:02 357 28 232 37 186 22
9:30:03 442 31 120 14 150 23
9:30:04 270 54 46 15 134 18
9:30:05 288 30 69 13 86 13
9:30:06 163 28 100 26 149 17
9:30:07 230 47 212 9 239 24
9:30:08 289 54 104 7 91 20
9:30:09 80 31 82 10 145 16
9:30:10 94 33 77 10 122 14
9:30:11 129 35 149 14 212 14
9:30:12 222 26 82 17 107 8
9:30:13 126 33 9 8 268 11
9:30:14 106 19 16 6 102 10
9:30:15 131 34 65 13 130 12
9:30:16 158 31 108 20 238 15
9:30:17 60 25 24 7 98 10
9:30:18 194 19 149 5 265 9
9:30:19 101 13 25 9 90 13
9:30:20 338 29 126 10 270 12
9:30:21 45 8 43 6 42 5
9:30:22 59 10 43 6 52 4
9:30:23 32 11 13 6 41 8
9:30:24 632 103 4 3 80 7
9:30:25 85 36 86 16 64 6
9:30:26 34 10 2 2 58 7
9:30:27 33 7 6 6 16 2
9:30:28 73 17 1 1 14 2
9:30:29 55 9 3 3 33 8
9:30:30 69 14 10 4 38 7
... ... ... ... ... ... ...
five minutes after opening of trading hours on November 4, 2016. There were
161814 transactions for Apple stock, of which 11523 were multiple transactions
(more than one transaction per second), representing approximately half of the
total transactions. In the presence of multiple transactions, the order of consec-
utive ticks is not observed and hence it is not possible to obtain the increment,
as ∆Xi in RCV or TVA, at each time stamp. Thus, it is natural to ask what
effects multiple transactions have on the estimation of the ICV matrix, and
whether an estimator of the ICV matrix can be obtained for use in the case
of high-frequency multiple observations in a high-dimensional setting. The ef-
fect of multiple transactions has been studied in the one-dimensional case; see
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Fig 1. Number of transactions and number of different transaction prices of Apple stock
during the first five minutes after opening of trading hours on November 4, 2016. There
were 161814 transactions for Apple stock during 23100 trading seconds, of which 11523 were
multiple transactions (more than one transaction per second), approximately 49.88% of the
total transactions.
Jing et al. (2017), Liu (2017), and Liu et al. (2018). However, few studies have
focused on high-dimensional settings. As the RCV matrix is not suitable for
making a robust inference of the ICV matrix, the present work mainly focuses
on investigating the limiting behavior of a TVA matrix based on high-frequency
data with multiple transactions.
The effect of multiple transactions can be easily illustrated in the simplest case
as follows. We set the number of stocks to p = 100, the observation frequency to
n = 390 (one record per minute), and assume equally spaced observation times
(ti = i/n) and an equal number of transactions at each time point, i.e., Li ≡ L,
i = 1, 2, · · · , n. Suppose that the log price processes {Xsj} are generated from
the model dXs = ΛdWs, with Λ = (0.5
|k−`|)k,`=1,··· ,p and equally spaced time
points sj = j/(nL), for j = 1, · · · , nL. The observations Xti are approximated
by the averages of L multiple transaction prices at each time point ti, that is,
for i = 1, 2, · · · , n, Xti = (1/L)
∑L
`=1 Xs(i−1)L+` . From random matrix theory,
for any p-dimensional symmetric matrix A, the empirical spectral distribution
(ESD) is defined as
FA(x) =
1
p
p∑
j=1
I(λj(A) ≤ x), ∀x ∈ R, (1.4)
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where I(·) is an indicator function and λj(A) denotes the jth largest eigenvalue
of matrix A. The limit of ESD is referred to as the limiting spectral distribu-
tion (LSD), if it exists. To illustrate the effects of multiple transactions, Figure 2
presents the ESDs of TVA matrices with different values of L. Clearly, the ESDs
of TVA matrices depend heavily on the value of L, the number of transactions,
and tend to be stable when L is large. This implies that the result of Theorem
2 in Zheng and Li (2011) may no longer hold when multiple transactions oc-
cur. Hence, it is necessary to develop new theoretical results for TVA matrices
and propose an estimator of the ICV matrix based on high-frequency multiple
observations.
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Fig 2. Plots of ESDs of TVA matrices with different values of L, for number of stocks p =
100, observation frequency n = 390, and multiple transaction frequency L = 1, 2, 5, 10, and
20, respectively. The log price processes {Xsj } are generated from the model dXs = ΛdWs
with Λ = (0.5|i−j|)i,j=1,··· ,p and equally spaced time points sj = j/(nL) for j = 1, · · · , nL.
The observations at each time ti = i/n are approximated by the averages of L log prices, that
is, Xti = (1/L)
∑L
`=1 Xs(i−1)L+` , for i = 1, 2, · · · , n. The TVA matrices were established
based on observations {Xti} for different values of L.
In this work, we first study the limiting behavior of TVA matrices based on
high-frequency multiple observations without considering microstructure noise.
We show that in the high-dimensional case, for a class C of diffusion processes,
the LSD of an averaged TVA (ATVA) matrix depends not only on that of
ICV but also on the numbers of multiple transactions at each recording time.
Hence, we propose an adjusted ATVA (A-ATVA) estimator based on latent
multiple high-frequency data. Then, considering that observed prices are always
contaminated by market microstructure noise in practice, the limiting behavior
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of TVA matrices is further studied based on high-frequency noisy observations
with multiple transactions. We adopt the pre-averaging approach proposed in
Jacod et al. (2009) to deal with microstructure noise and prove that for processes
in class C, the pre-averaging ATVA (PA-ATVA) matrix eliminates the effects of
both microstructure noise and multiple transactions, and its LSD depends solely
on that of the ICV matrix. To develop a consistent estimator of the ICV matrix,
three types of nonlinear shrinkage (NS) estimators are considered based on high-
frequency noisy multiple observations. Simulation studies are used to support
our theoretical results and demonstrate the finite sample performance of the
proposed estimators. Finally, high-frequency portfolio strategies are evaluated
under these estimators in real data analysis.
We give some notation that will be used throughout this article. Let C, R,
Z, and N denote the sets of complex, real, integer, and natural numbers, re-
spectively; C+, a subset of C, contains positive imaginary parts. All vectors
are column vectors, and we use | · | to denote the Euclidean norm for vec-
tors. The transpose of any matrix A is denoted by AT. For any real matrix
A, ‖A‖ = √λmax(AAT) denotes its spectral norm, where λmax is the largest
eigenvalue. ||A||F =
√
tr(AAT) denotes the Frobenius norm of matrix A. For
any distribution function F , mF (·) denotes its Stieltjes transform defined as
mF (z) =
∫
1
λ− z dF (λ), for z ∈ C
+ := {z ∈ C : =(z) > 0},
where =(z) is the imaginary part of z, and b·c indicates rounding down to the
nearest integer.
The rest of the paper is organized as follows. The main theoretical results are
presented in Section 2, in which two asymptotic properties of ATVA matrices
are established based on latent log price process and noisy observations with
multiple transactions, respectively. Further, three types of NS estimators are
given in Section 3. Simulation studies and real data analysis are shown in Section
4. Conclusions are drawn in Section 5, and detailed proofs are provided in the
Supplementary material.
2. Main results
The following model settings are assumed in the case of high-frequency data
with multiple transactions. In a given time interval [0, 1], one trading day, for
any process (Vt), suppose that (Vt) can be observed at time points ti = i/n
and there are Li(Li ≥ 1) transactions during each time interval (ti−1, ti], for i =
1, · · · , n. Let VTi−1+j be the jth observation at transaction time sTi−1+j during
time interval (ti−1, ti] with T0 ≡ 0 and Ti =
∑i
k=1 Lk, for j = 1, 2, · · · , Li and
i = 1, 2, · · · , n. That is, Li transactions at time points {sTi−1+j , j = 1, 2, · · · , Li}
occurred during (ti−1, ti], where ti−1 < sTi−1+1 < sTi−1+2 < · · · < sTi−1+Li =
sTi ≤ ti. The observations at each recording time point {ti} are as follows:
at time t0: Vt0 = V0;
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at time t1: V1,V2, · · · ,VT1 ;
...
at time tn: VTn−1+1,VTn−1+2, · · ·VTn .
Theoretically, these observations occur consecutively during time interval (ti−1, ti].
However, in practice, the observations at each recording time ti lose their order
of arrival owing to the recording mechanism, as is clear from Table 1. The Li
observations occurring during time interval (ti−1, ti] are only recorded at time
ti. Specifically,
V0, V1, · · · ,VT1︸ ︷︷ ︸
L1 observations at t1
, · · · ,VTi−1+1, · · · ,VTi︸ ︷︷ ︸
Li observations at ti
, · · · ,VTn−1+1, · · · ,VTn︸ ︷︷ ︸
Ln observations at tn
.
One commonly used method to deal with multiple transactions involves taking
averages of the multiple transaction prices at each time point ti, that is,
Vi =
1
Li
Li∑
j=1
VTi−1+j , i = 1, · · · , n,
and using Vi to approximate the observation at time point ti. Then the incre-
ment becomes
∆Vi : = Vi −Vi−1
=
1
Li
Li∑
j=1
VTi−1+j −
1
Li−1
Li−1∑
j=1
VTi−2+j
=
1
Li
Li∑
j=1
(VTi−1+j −VTi−2)−
1
Li−1
Li−1∑
j=1
(VTi−2+j −VTi−2) (2.1)
=
Li∑
j=1
ai,j∆i,jV +
Li−1∑
j=1
bi−1,j∆i−1,jV,
where ai,j = 1− j−1Li , bi,j =
j−1
Li
, and
∆i,jV := VTi−1+j −VTi−1+j−1, for j = 1, · · · , Li, i = 1, · · · , n,
which is an asymmetric triangular form of ∆i,jV.
2.1. LSD of non-overlapping averaged TVA (ATVA) matrix
To investigate the effect of multiple transactions, we start by studying the non-
overlapping averaged TVA (ATVA) matrix, AN , which is defined as
AN :=
∑N
i=1 |∆X2i|2
N
·
N∑
i=1
∆X2i∆X
T
2i
|∆X2i|2
=
∑N
i=1 |∆X2i|2
p
· Σ˜, (2.2)
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where N = bn/2c, Σ˜ = p
N
∑N
i=1
∆X2i∆X
T
2i
|∆X2i|2
. Using the notation in (2.1), the
log return based on the averaged log prices becomes
∆X2i =
L2i∑
j=1
a2i,j∆2i,jX +
L2i−1∑
j=1
b2i−1,j∆2i−1,jX,
where ∆i,jX = XTi−1+j −XTi−1+j−1.
Note that there are two main differences between the ∆X2i given above and
that in (2.6) of Xia and Zheng (2018), even though they are both described
by the weighted mean of log returns. First, for the ∆X2i above, the averaged
number taken within each time interval (ti−1, ti] varies owing to the different
values of the transaction time. Thus, ∆X2i is written in an asymmetric trian-
gular form. However, for the ∆X2i in (2.6) of Xia and Zheng (2018), the same
average number was taken; thus, ∆X2i was expressed as a symmetric triangular
form. Second, in this work, to handle multiple transactions at each recording
time, the average numbers taken in {∆X2i, i = 1, · · · , n} can be either finite
or infinite. In practice, the average numbers taken during each time stamp are
usually considered as finite numbers. However, an average number that went
to infinity was taken in (2.6) of Xia and Zheng (2018), in order to deal with
microstructure noise.
We now state our assumptions.
(A.i) For all p, (Xt) is a p-dimensional process in class C for some drift
process µt = (µ
(1)
t , · · · , µ(p)t )T and covolatility process (Θt) = (γtΛ);
(A.ii) there exists a C0 < ∞ such that for all p and all l = 1, · · · , p,
|µ(l)t | ≤ C0 for all t ∈ [0, 1) almost surely;
(A.iii) there exists a 0 ≤ δ1 < 1/2 and a sequence of index sets Ip satis-
fying Ip ⊂ {1, · · · , p} and #Ip = O(pδ1) such that (γt) may depend
on Wt but only on (W
(l)
t : l ∈ Ip); moreover, there exists a C1 <∞
such that for all p, |γt| ∈ (1/C1, C1) for all t ∈ [0, 1), almost surely;
(A.iv) there exists C2 < ∞ such that for all p and all l, the individual
volatilities σ
(l)
t =
√
(γt)2
∑p
k=1(Λlk)
2 ∈ (1/C2, C2) for all t ∈ [0, 1]
almost surely; in addition, (γt) converges uniformly to a nonzero pro-
cess (γ∗t ) that is piecewise continuous with finitely many jumps almost
surely;
(A.v) there exists C3 <∞ and 0 ≤ δ2 < 1/2 such that for all p, ||ICV|| ≤
C3p
δ2 almost surely;
(A.vi) the δ1 in (A.iii) and δ2 in (A.v) satisfy that δ1 + δ2 < 1/2;
(A.vii) almost surely, as p → ∞, the ESD of Σ˘ = ΛΛT converges in
distribution to a probability distribution H˘;
(A.viii) N = bn/2c with limp→∞ p/N → ρ ∈ (0,∞);
(A.ix) the transaction durations are equally spaced in each time interval
(ti−1, ti], that is, ∆si,j := sTi−1+j − sTi−1+j−1 = 1/(nLi) for j =
1, · · · , Li and i = 1, · · · , n;
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(A.x) {L1, · · · , Ln} is a sequence of independent positive integers indepen-
dent of (Xt) with E(
1
Li
) = f1,ti and E(
1
L2i
) = f2,ti for i = 1, · · · , n,
where f1,t and f2,t are ca`dla`g functions satisfying lim
n→∞ f1,t = f
∗
1,t,
lim
n→∞ f2,t = f
∗
2,t for t ∈ [0, 1].
Assumptions (A.i)–(A.vi) are reasonable for the underlying log price process
proposed in Zheng and Li (2011). In such a case, no sparsity assumption on
the ICV matrix is needed, and the dependence between the covolatility process
and the Brownian motion in Assumption (A.iii) allows the leverage effect to be
captured. Assumptions (A.vii)–(A.viii) are standard for use in high-dimensional
settings in random matrix theory. The numbers of multiple transactions are con-
sidered in Assumptions (A.ix)–(A.x) and are assumed to be equal and (weakly)
stationary. Assumption (A.ix) is only for theoretical purposes, as it is not re-
quired when microstructure noise is involved.
Theorem 2.1. Suppose that Assumptions (A.i)–(A.x) hold. Then, almost surely,
the ESDs of ICV and AN converge to probability distributions H and FA, re-
spectively, where
H(x) = H˘(x/θ), for all x ≥ 0 with θ =
∫ 1
0
(γ∗t )
2dt, (2.3)
and FA and H are related as follows:
mA(z) =
∫
τ∈R
1
θ˜f/θ · τ(1− ρ(1 + zmA(z)))− z
dH(τ), for z ∈ C+,
where θ˜f =
∫ 1
0
(
1
3
+
1
6
f∗2,s)(γ
∗
s )
2ds and mA(z) denotes the Stieltjes transform of
FA.
Remark 2.1. Note that if (Xt) belongs to class C then the ICV matrix can
be written as ICV =
∫ 1
0
γ2t dt · Σ˘, where Σ˘ = ΛΛT. When Li ≡ 1, Theorem 2
of Zheng and Li (2011) shows that the LSDs of Σ˜ and Σ˘ are related through
the Marcˇenko–Pastur equation (see (A.1)), and 2
∑N
i=1 |∆X2i|2/p is a consis-
tent estimator of θ =
∫ 1
0
(γ∗t )
2dt. Throughout the proof of Theorem 2.1 in this
paper, the LSDs of Σ˜ and Σ˘ are related through the Marcˇenko–Pastur equation
(see Proposition A.1 in the appendix); however, 2
∑N
i=1 |∆X2i|2/p is no longer
consistent with θ in a general setting when Li ≡ 1 is not satisfied. Hence, a
non-overlapping A-ATVA matrix, A˜N , is proposed in Corollary 2.1, the LSD of
which depends solely on that of the ICV matrix.
Remark 2.2. Moreover, observe that the stock intraday volatility tends to
be U-shaped, which implies that the numbers of transactions at opening and
closing of the market tend to be much larger than the numbers in the middle
of the day. Thus, if Assumption (A.x) is further taken to be piecewise constant,
Corollary 2.1 (see below) holds.
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If we further suppose that (f∗2,s) is piecewise constant, that is, there exist
constant numbers η1, · · · , ηK for K <∞ such that
f∗2,s =
K∑
i=1
ηiI{s ∈ (ai−1, ai]},
where (0, 1] =
∑K
i=1(ai−1, ai] and 0 = a0 < a1 < · · · < aK = 1, then we define
the adjusted ATVA (A-ATVA) matrix as
A˜N := 1
p
K∑
i=1
1
3
+
1
6(`i − `i−1)
`i∑
j=`i−1+1
1
L2j
−1 b`i/2c∑
m=b(`i−1+1)/2c+1
|∆X2m|2 · Σ˜,
where `i = max
0≤j≤n
j/n ≤ ai, provided that min
1≤i≤K
n(ai − ai−1) ≥ 3. A direct
consequence of Theorem 2.1 is the following corollary, which demonstrates that
the LSD of the A-ATVA matrix A˜N depends solely on that of the ICV through
the Marcˇenko–Pastur equation.
Corollary 2.1. Under the assumptions of Theorem 2.1, if we further suppose
that (f∗2,s) is piecewise constant, then, almost surely, the ESD of A˜N converges
to a probability distribution F A˜, which is determined by H through the Stieltjes
transform via the Marcˇenko–Pastur equation
mA˜(z) =
∫
1
τ(1− ρ(1 + zmA˜(z)))− z
dH(τ), for z ∈ C+,
where mA˜(z) is the Stieltjes transform of F
A˜.
2.2. Pre-averaging averaged TVA (PA-ATVA) matrix in the
presence of microstructure noise
Besides multiple observations, microstructure noise presents another challenge
to estimation of the ICV matrix. It is commonly believed that, in practice, latent
asset prices are always contaminated by market microstructure effects, so-called
microstructure noise, which is induced by various frictions in the trading process
such as asymmetric information among traders and bid-ask spread. The high-
frequency accumulation of microstructure noise seriously affects the influence
of the ICV. Several methods have been developed in recent work to deal with
microstructure noise, including the two/multi-scale approaches introduced by
Aı¨t-Sahalia et al. (2005), Mykland and Zhang (2009), Aı¨t-Sahalia et al. (2010),
Aı¨T-Sahalia et al. (2011), Zhang et al. (2005), and Zhang (2006); the realized
kernel suggested by Barndorff-Nielsen et al. (2008) and Barndorff-Nielsen et al.
(2011); the quasi-maximum likelihood method studied by Xiu (2010); and the
pre-averaging approach proposed by Jacod et al. (2009) and Li (2013). In this
section, we propose a PA-ATVA matrix to infer the ICV matrix, taking into con-
sideration both multiple observations and microstructure noise. Instead of the
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latent process (Xt), the observed contaminated process (Yt) is usually assumed
to follow the additive model
Yt = Xt + εt, for t ∈ [0, 1], (2.4)
where εt = (ε
(1)
t , · · · , ε(p)t )T denotes the noise process. In the presence of multi-
ple observations, the noisy observations (Yt) occur as follows:
Y1, · · · ,YT1︸ ︷︷ ︸
L1 observations at t1
, · · · ,YTi−1+1, · · · ,YTi︸ ︷︷ ︸
Li observations at ti
, · · · ,YTn−1+1, · · · ,YTn︸ ︷︷ ︸
Ln observations at tn
.
For any process Vt, recall that the average of multiple observations at each
recording time ti is denoted by
Vi =
1
Li
Li∑
j=1
VTi−1+j , i = 1, · · · , n.
We further introduce the following notation:
V˜i :=
1
h
h∑
j=1
V(i−1)h+j and ∆V˜2i = V˜2i − V˜2i−1.
In this work, we adopt a pre-averaging method to deal with microstructure
noise. Then, using the notation introduced above, the observed return based on
the pre-averaged price becomes
∆Y˜2i = ∆X˜2i + ∆ε˜2i.
Next, we define an averaged version of the TVA matrix as follows. Let h = bξnβc
with ξ ∈ (0,∞) and β ∈ (1/2, 1). Take M = bn/(2h)c. The PA-ATVA matrix is
then defined as
BM := 3
∑M
i=1 |∆Y˜2i|2
M
·
M∑
i=1
∆Y˜2i(∆Y˜2i)
T
|∆Y˜2i|2
= 3
∑M
i=1 |∆Y˜2i|2
p
· Ξ˜,
where
Ξ˜ :=
p
M
M∑
i=1
∆Y˜2i(∆Y˜2i)
T
|∆Y˜2i|2
. (2.5)
One key observation is that the window length h has a higher order than
√
n,
which enables us to asymptotically eliminate the effect of microstructure noise.
To study the behavior of BM based on noisy and multiple observations, we
require some assumptions regarding the noise process. Recall that the definition
of ρ-mixing coefficients is as follows.
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Definition 2.1. For a stationary time series (Uk), k ∈ Z, let F`j be the σ-field
generated by the random variables (Uk : −∞ ≤ j ≤ k ≤ ` ≤ ∞). The ρ-mixing
coefficients are defined as
ρ(r) = sup
f∈L2(F0−∞), g∈L2(F∞r )
|Corr(f, g)|, for r ∈ N,
where, for any probability space Ω, L2(Ω) refers to the space of square-integrable,
Ω-measurable random variables.
(B.i) For all j = 1, · · · , p, the noise (ε(j)t ) is a stationary time series with
mean 0 and has bounded 4`th moments and ρ-mixing coefficients
ρ(j)(r) satisfying maxj=1,··· ,p ρ(j)(r) = O(r−`) for some integer ` > 2;
(B.ii) h = bξnβc for some ξ ∈ (0,∞) and β ∈ ((3 + `)/(2` + 2), 1), and
M = bn/(2h)c satisfy that limp→∞ p/M = c > 0, where ` is the
integer in Assumption (B.i);
(B.iii) there exists a constant L∗ < ∞ such that sup
1≤i≤n
Li ≤ L∗, almost
surely;
(B.iv) max
1≤i≤n
n(sTi − sTi−1)→ 1, almost surely, as n→∞.
As pointed out by Xia and Zheng (2018), Assumption (B.i) is a quite ‘mild’
assumption that allows for not only dependence within the noise process, both
cross-sectional and temporal, but also dependence between the noise and price
processes. We have the following convergence result for the PA-ATVA matrix
BM .
Theorem 2.2. Suppose that Assumptions (A.i)-(A.vii) and (B.i)-(B.iv) hold.
Then, as p→∞, the ESDs of ICV and BM converge almost surely to probability
distributions H and FB, respectively, where H satisfies (2.3) and FB is deter-
mined by H in that its Stieltjes transform, mB(z), satisfies the Marcˇenko–Pastur
equation,
mB(z) =
∫
τ∈R
1
τ(1− c(1 + zmB(z)))− z dH(τ), for z ∈ C
+. (2.6)
In addition to microstructure noise, another challenge of high-frequency data
analysis is asynchronous trading. In practice, different stocks have different num-
bers of transactions during one time stamp. Take the example of Apple, Cisco
Systems, and Microsoft in Table 1; there were 491, 166, and 217 transactions
in the first trading seconds on November 4, 2016, respectively. Further, de-
note by L
(q)
i the number of multiple transactions for stock q, 1 ≤ q ≤ p, during
recording interval (ti−1, ti]. In financial markets, different stocks commonly have
different values of L
(q)
i . However, one big breakthrough of the current work is
that Theorem 2.2 still holds even when L
(q)
i are different for different values of
q. For any process (Vt), let V
(q)
i,j denote the observation of the jth transaction
for stock q during time interval (ti−1, ti]. The true transaction time of V
(q)
i,j is
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denoted as s
(q)
Ti−1+j , for j = 1, · · · , L
(q)
i , satisfying ti−1 ≤ s(q)Ti−1 < s
(q)
Ti−1+1 <
· · · < s(q)
Ti−1+L
(q)
i
= s
(q)
Ti
≤ ti. With asynchronous trading, the average of multiple
observations at each recording time ti is denoted as
V
∗
i =
L(1)i∑
j=1
1
L
(1)
i
V
(1)
i,j , · · · ,
L
(p)
i∑
j=1
1
L
(p)
i
V
(p)
i,j
T ,
and the pre-averaging averaged observation becomes
V˜
∗
i =
1
h
h∑
j=1
V
∗
(i−1)h+j ,
for i = 1, · · · , n. Using the above notation, the PA-ATVA matrix is then rewrit-
ten as
B∗M = 3
∑M
i=1 |∆Y˜
∗
2i|2
M
·
M∑
i=1
∆Y˜
∗
2i(∆Y˜
∗
2i)
T
|∆Y˜
∗
2i|2
.
Theorem 2.3. Suppose that Assumptions (A.i)–(A.vii) and (B.i)–(B.iii) hold.
Further, assume that max
1≤i≤n,1≤q≤p
nh(s
(q)
Ti
−ti)→ 0, almost surely. Then, as p→
∞, the ESDs of ICV and B∗M converge almost surely to probability distributions
H and FB
∗
, respectively, where H satisfies (2.3) and FB
∗
is determined by H
in that its Stieltjes transform mB∗(z) satisfies the Marcˇenko–Pastur equation,
mB∗(z) =
∫
τ∈R
1
τ(1− c(1 + zmB∗(z)))− z dH(τ), for z ∈ C
+. (2.7)
3. Nonlinear shrinkage estimators of ICV
The limiting spectral behavior of matrix BM established in Theorem 2.2 implies
that BM is still a bad estimator of ICV. Hence, our next problem was how to
build a good estimator of ICV based on high-frequency multiple noisy observa-
tions. Ledoit and Wolf (2012) propose a class of rotation-equivariant estimators
that retain the eigenvectors of the sample covariance matrix but nonlinearly
shrink its eigenvalues by pushing up the small ones and pulling down the large
ones without any particular structure assumption regarding the population co-
variance matrix. This proposal makes perfect sense, as Bai and Yin (1993) and
Yin et al. (1998) have provided solid evidence that the extreme eigenvalues of
sample covariance matrices are more extreme than the population ones. In this
section, motivated by the idea of an NS strategy, we adjust the method proposed
in Ledoit and Wolf (2012) and further propose three types of NS estimators of
the ICV matrix based on self-normalized noisy observations ∆Y˜2i/|∆Y˜2i|. A
similar estimation strategy is applied for asynchronous trading data {Y (q)i,j }.
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3.1. (Original) nonlinear shrinkage (NS) estimator
For any process in class C, note that ICV = ∫ 1
0
γ2t dt · Σ˘, in which Σ˘ = ΛΛT is
time invariant. It was shown in the proof of Theorem 2.2 that θˆp = 3
∑M
i=1 |∆Y˜2i|2/p
is a consistent estimator of θ = limp→∞
∫ 1
0
γ2t dt, and the LSDs of Ξ˜ = p/M ·∑M
i=1 ∆Y˜2i(∆Y˜2i)
T/|∆Y˜2i|2 and Σ˘ are related through the Marcˇenko–Pastur
equation (2.6). Suppose that we observe high-frequency multiple noisy obser-
vations {Yti} during time period [T − τ, T ] at current time T , for τ ≥ 1. We
construct matrix Ξ˜ based on observations {Yti} over time period [T − τ, T ] and
estimator θˆp based on observations {Yti} during time interval [T − 1, T ]. We
denote the spectral decomposition of matrix Ξ˜ by
Ξ˜ = U˜T−τ,T Λ˜T−τ,T U˜TT−τ,T ,
where the eigenmatrix U˜T−τ,T = (u˜T−τ,T [1], · · · , u˜T−τ,T [p]), whose ith column
is the eigenvector of Ξ˜, and Λ˜T−τ,T = diag{λ˜1, · · · , λ˜p} is a diagonal matrix
with non-increasing eigenvalues λ˜1 ≥ · · · ≥ λ˜p. To construct an NS estimator of
Σ˘, we retain the eigenmatrix U˜T−τ,T and consider a class of estimators of the
form:
U˜T−τ,TDU˜TT−τ,T ,
where D = diag(d1, · · · , dp) is diagonal. In order to measure the distance be-
tween two matrices, we adopt the Frobenius norm. The objective is to find the
diagonal matrix D that solves the optimization problem
min
D diag
‖U˜T−τ,TDU˜TT−τ,T − Σ˘‖F .
By elementary calculation, the solution is
Dor = diag(dor1 , · · · , dorp ),
where
dori = (u˜T−τ,T [i])
TΣ˘u˜T−τ,T [i]. (3.1)
Therefore, we propose the following nonlinear shrinkage (NS) estimator for ICV:
Σ̂NS := θˆp · Ξ̂NS ,
where Ξ̂NS = U˜T−τ,Tdiag(d̂or1 , · · · , d̂orp )U˜TT−τ,T , and d̂ori is an estimator of dori ,
solved by the algorithm proposed by Ledoit and Wolf (2017).
3.2. Averaged nonlinear shrinkage (ANS) estimator
Owing to the difficulty and computational complexity of estimation of dori in
(3.1), Lam (2016) obtained a nonparametric eigenvalue-regularized covariance
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estimator by splitting the data into two parts and regularizing the eigenvalues
using two independent sets of split data. The theoretical properties of the regu-
larized eigenvalues in Lam (2016) have been established, showing that they are
asymptotically the same as those dori in (3.1). Further, Lam improved the esti-
mator by taking an average of the permutation data. The excellent finite sample
performance of this estimator has been demonstrated in various settings. In this
section, we adopt the data-splitting idea of Lam (2016) and propose an ANS
estimator for ICV matrices in the high-frequency setting. Suppose that we have
tick-by-tick high-frequency observations {Yli} over time period [T − τ, T ] at
current time T . First, the estimator θˆp = 3
∑M
i=1 |∆Y˜2i|2/p can be established
based on high-frequency data during time interval [T −1, T ]. Suppose that there
are in total Mτ = τ ·M averaged noisy increments ∆Y˜2j , j = 1, · · · ,Mτ , over
time period [T − τ, T ], in which the overnight increments are excluded and
there are M increments each day. Next, we permute the increments B times.
At the kth permutation, we split the increments ∆Y˜
(k)
into two parts, say
∆Y˜
(k)
= (∆Y˜
(k)
1 ,∆Y˜
(k)
2 ), for k = 1, · · · , B, with ∆Y˜
(k)
` having size p ×Mτ`
(` = 1, 2) and Mτ1 +Mτ2 = Mτ . We define
Ξ˜
(k)
` :=
p
Mτ`
∑
i∈J`,k
∆Y˜2i(∆Y˜2i)
T
|∆Y˜2i|2
,
where J`,k = {i : ∆Y˜2i ∈ ∆Y˜
(k)
` } for ` = 1, 2 and k = 1, · · · , B. We denote the
spectral decomposition of Ξ˜
(k)
1 as
Ξ˜
(k)
1 = U˜
(k)
1 Λ˜
(k)
1 (U˜
(k)
1 )
T,
for k = 1, · · · , B. Then the averaged nonlinear shrinkage (ANS) estimator of
ICV is defined as
Σ̂ANS := θˆp · 1
B
B∑
k=1
Ξ˜
(k)
ANS, Ξ˜
(k)
ANS = U˜
(k)
1 diag((U˜
(k)
1 )
TΞ˜
(k)
2 U˜
(k)
1 )(U˜
(k)
1 )
T,
where diag(A) sets all non-diagonal elements of matrix A to zero. To this end,
Mτ1 is chosen using the following criterion,
arg min
Mτ1∈G
∣∣∣∣∣∣∣∣ 1B
B∑
k=1
(Ξ˜
(k)
ANS − Ξ˜(k)2 )
∣∣∣∣∣∣∣∣2
F
, (3.2)
where
G =
[
2M1/2τ , 0.2Mτ , 0.4Mτ , 0.6Mτ , 0.8Mτ ,Mτ − 2.5M1/2τ ,Mτ − 1.5M1/2τ
]
(3.3)
is the candidate set for Mτ1 , recommended by Lam (2016) and Lam et al. (2017).
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3.3. Mixed nonlinear shrinkage (MNS) estimator
Note that the effective sample size drops dramatically from n to M = O(n1−β),
for β ∈ (1/2, 1), when the matrix Ξ˜ in (2.5) is constructed. In fact, only diagonal
entries of matrix (U˜
(k)
1 )
TΞ˜
(k)
2 U˜
(k)
1 are needed in the estimator Σ̂ANS. Hence,
motivated by the idea of Liu et al. (2016), a third type of NS estimator Σ̂MNS is
considered as follows. Suppose that we observe high-frequency data {Yt} with
multiple transactions during time period [T − τ, T ]. First, the matrix Ξ˜T−τ,T−1
in (2.5) is constructed based on high-frequency data during time period [T −
τ, T − 1], and its spectral decomposition is denoted as
Ξ˜T−τ,T−1 = U˜T−τ,T−1Λ˜T−τ,T−1(U˜T−τ,T−1)T,
where
U˜T−τ,T−1 = (u˜T−τ,T−1[1], · · · , u˜T−τ,T−1[p]).
Second, we set the eigenvectors u˜T−τ,T−1[k], k = 1, · · · , p, to be given before-
hand, and transform the averaged high-frequency data {Yi} during time period
[T − 1, T ]. That is, consider Y∗∗k,i = (u˜T−τ,T−1[k])TYi as the transformed aver-
aged observations at recording time ti ∈ [T−1, T ], for k = 1, · · · , p, i = 0, · · · , n.
Third, for each k = 1, · · · , p, compute the averaging-pre-averaging estimator
d̂APAi =
12
kn
n−kn+1∑
i=0
(∆ki,knY
∗∗
k,i)
2 − 6
ϑ2n
n−1∑
i=0
(Y
∗∗
k,i+1 −Y
∗∗
k,i)
2,
where kn = bϑn1/2c, ϑ > 0 and ∆ki,knY
∗∗
k,i =
∑kn−1
j=1 g(j/kn)(Y
∗∗
k,i+j+1−Y
∗∗
k,i+j)
with g(x) = x∧(1−x), which is a consistent estimator of the integrated volatility
of (Y
∗∗
k,i) over [T − 1, T ] by given UT−τ,T−1, see Jacod et al. (2009) and Liu
et al. (2018). Finally, our mixed nonlinear shrinkage (MNS) estimator of ICV is
defined as
Σ̂MNS = U˜T−τ,T−1diag(d̂APA1 , · · · , d̂APAp )U˜TT−τ,T−1.
4. Simulation and Empirical Study
In this section, we demonstrate the finite sample performances of Theorem 2.1
and Theorem 2.2 by showing that the proposed estimators A˜N and BM have
almost the same empirical spectral distributions as their corresponding sample
covariance matrices based on independent and identically distributed (i.i.d.)
samples drawn from the ICV matrix. More impressively, the asynchronism of
different stocks with different trading numbers at one time stamp does not
disable the recommended estimator BM . Also, we show that the three types of
NS estimators perform very well even with spiked eigenvalues where the largest
few eigenvalues differ from the rest.
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We adopt scenarios for the diffusion process (Xt) from Xia and Zheng (2018)
and Lam et al. (2017). We take the following U-shaped stochastic process (γt)
as
dγt = −ρ(γt − µt)dt+ σdW˜t, for t ∈ [0, 1], (4.1)
where ρ = 10, σ = 0.05, µt = 2
√
0.0009 + 0.0008 cos(2pit), and the process
W˜t =
∑p
i=1W
(i)
t /
√
p with W
(i)
t being the ith component of the Brownian mo-
tion (Wt) that derives the price process. (A.iii) is violated since (γt) depends on
all components of the Brownian motion. However, our estimates still work, as
demonstrated by the simulation studies. We assume that Λ = (0.5|i−j|)i,j=1,··· ,p
and further rescale it to satisfy the condition tr(ΛΛT) = p when spiked eigen-
values are considered. The latent log price process (Xt) follows
dXt = γtΛdWt. (4.2)
4.1. Simulation results for A-ATVA matrix
In this subsection, we compare the ESD of the A-ATVA matrix A˜N and that
of the sample covariance matrix SN with i.i.d. samples drawn from the ICV
matrix, that is, SN = 1/N
∑N
i=1(ICV)
1/2ZiZ
T
i (ICV)
1/2, where Zi
i.i.d.∼ N(0, Ip)
and N = bn/2c. It is well known that the LSDs of a sample covariance matrix
SN and the underlying population covariance matrix ICV are related through
the Marcˇenko–Pastur equation from Theorem 1.1 of Silverstein (1995), which
coincides with the result of Corollary 2.1. We set p = 100 and n = 390, which
represents the case where 100 stocks are recorded per minute within one trading
day. Figure 3 illustrates the simulation result when the number of multiple
transactions Li−1, i = 1, · · · , n, are i.i.d. generated from a Poisson distribution
with parameter 5, Poisson (5). Intraday trading volatility commonly believed to
be greater at the opening and closing of the market. Figure 4 shows the ESDs
of the A-ATVA matrix A˜N and sample covariance matrix SN when Li − 1 are
independently generated from Poisson (20) for the first and last 1/6 of the data,
and from Poisson (5) for the remaining 2/3 of the data. As shown in Figures
3 and 4, the ESDs of A˜N and SN match quite well in both cases. However,
observe that different stocks usually have different numbers of transactions for
each recording time stamp; see Table 1. The result of Corollary 2.1 is further
examined when L
(q)
i (the number of transactions for stock q during time interval
(ti−1, ti]) varies for different q = 1, · · · , p. For each i = 1, · · · , n and q = 1, · · · , p,
we generate L
(q)
i independently from a discrete uniform distribution, U [1, 5], and
set the underlying trading time to be equally spaced during each recording time.
The resulting ESDs for the A-ATVA matrix A˜N and sample covariance matrix
SN are shown in Figure 5, and the maximum distances between two ESDs are
reported in Table 2, with p/n = 10/39 fixed but n increasing. The maximum
distances between the two ESDs, F A˜N and FSN , can be estimated using the
following formula
max
x1,··· ,x2p
|F A˜N (xi)− FSN (xi)|, (4.3)
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Fig 3. ESDs of A-ATVA matrix A˜N and sample covariance matrix SN for dimension p =
100 and observation frequency n = 390. The number of multiple transactions Li − 1 for
i = 1, · · · , n, is generated independently from a Poisson distribution with parameter 5.
0.000 0.010 0.020 0.030
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Eigenvalue
ES
Ds
A−ATVA
Sample Cov. SN
Fig 4. ESDs of A-ATVA matrix A˜N and sample covariance matrix SN for dimension p = 100
and observation frequency n = 390. The numbers of multiple transactions Li−1 are generated
independently from a Poisson distribution with parameter 20 for the first and last 1/6 of the
data and with parameter 5 for the remaining 2/3 of the data.
where x1, · · · , x2p are chosen to be equally spaced in the interval [min(λ(A˜N ), λ(SN )),
max(λ(A˜N ), λ(SN ))], where λ(A) denotes the spectral of any symmetric matrix
A. As shown in Figure 5 and Table 2, the distances between the ESDs of A˜N
and SN cannot be negligible when L
(q)
i are different. Thus, the limiting spec-
tral of an A-ATVA matrix based on different values of L
(q)
i remains an open
problem.
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Fig 5. ESDs of A-ATVA matrix A˜N and sample covariance matrix SN for dimension p = 100
and observation frequency n = 390. Let L
(q)
i be the number of multiple transactions for stock
q within recording time stamp (ti−1, ti], for q = 1, · · · , p, i = 1, · · · , n. Then each L(q)i is
generated independently from discrete uniform distribution U [1, 5].
Table 2
The averages of 1000 replications of maximum distance between the ESDs of A-ATVA
matrix A˜N and sample covariance matrix SN are reported with different values of
n = 390, 780, 1170 but fixed p/n = 10/39.
n 390 780 1170
distance 0.13761 0.13374 0.13212
4.2. Simulation results for PA-ATVA matrix
We now investigate the finite sample performance of the PA-ATVA matrix BM in
the presence of microstructure noise. It is reasonable to conjecture that the ESD
of the PA-ATVA matrix BM would have similar behavior to that of the sam-
ple covariance matrix SM = 1/M
∑M
i=1(ICV)
1/2ZiZ
T
i (ICV)
1/2, where Zi
i.i.d.∼
N(0, Ip), as both the LSDs of BM and SM are related through the Marcˇenko–
Pastur equation in Theorem 2.2 and Theorem 1.1 of Silverstein (1995). Hence,
the ESDs of the PA-ATVA matrix BM and sample covariance matrix SM are
compared here under various simulation designs. We set p = 100 and n = 23400,
which represents the case where transactions are recorded per second within one
trading day. We simulate the observations from the following additive model:
Yti = Xti + εti ,
in which the log price (Xt) follows from the continuous-time process as in (4.2),
and the noise values (εti) are drawn independently from N(0, 0.0002Ip). The
pre-averaging window length h is taken to be bn0.55c = 252. We use L(q)i to
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denote the number of transactions for stock q within time stamp (ti−1, ti], for
q = 1, · · · , p and i = 1, · · · , n.
We designed two transaction schemes as follows.
Design I: For simplicity, L
(q)
i = Li for each stock q within time interval
(ti−1, ti], where the ti values are arranged as an equally spaced grid in [0, 1].
The Li’s are generated independently from a Poisson distribution with param-
eter 20 for the first and the last hours within 6.5 hours of a trading day, and
from a Poisson distribution with parameter 5 for the remaining trading hours.
According to the simulation results, shown in Figure 6, the two ESDs were very
closely matched.
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Fig 6. ESDs of PA-ATVA matrix BM and sample covariance matrix SM for dimension
p = 100 and observation frequency n = 23400. The pre-averaging window length h was
taken to be bn0.55c = 252, with an effective sample size M = bn/(2h)c = 46. For each
stock q = 1, · · · , p, L(q)i = Li were generated independently from a Poisson distribution with
parameter 20 for the first and the last hours within 6.5 hours of a trading day, and with
parameter 5 for the rest of trading hours.
Design II: In order to generate high-frequency data such as that commonly
used in practice, we further simulated observations in a highly asynchronous
setting. Based on Design I, we allowed variation of L
(q)
i , which is generated
independently from a discrete uniform distribution within the interval [1, Li],
for each q = 1, · · · , p and i = 1, · · · , n. Figure 7 displays the ESDs of matrices
BM and SM under Design II.
4.3. Comparisons with three NS estimators
In this subsection, we describe some simulation studies to assess the performance
of three proposed NS estimators: NS, ANS, and MNS. We generated a two-day
log price process (Xt) using model (4.2), except that matrix Λ had the following
four settings:
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Fig 7. ESDs of PA-ATVA matrix BM and sample covariance matrix SM for dimension
p = 100 and observation frequency n = 23400. The pre-averaging window length h was taken
to be bn0.55c = 252, with effective sample size M = bn/(2h)c = 46. For each stock q = 1, · · · , p
and each recording time i = 1, · · · , n, L(q)i values were generated independently from discrete
uniform distribution U [1, Li].
• Setting I: set Λ = (0.5|i−j|)i,j=1,··· ,p for two days;
• Setting II: set Λ = (0.5|i−j|)i,j=1,··· ,p and change the first three eigenval-
ues of Λ to be 15, 10, 5, and further rescale the spectral of Λ to satisfy
tr(ΛΛT) = p;
• Setting III: set Λ as in Setting II, except that the first three eigenvalues
of Λ are set to be 15, 10, 5 for day 1, and the first three eigenvalues of Λ
are 30, 10, 5 for day 2.
• Setting IV: set Λ as in Setting II, except that the first three eigenvalues
of Λ are set to be 15, 10, 5 for day 1, and the first eigenvalue of Λ is 30
for day 2.
We constructed high-frequency noisy data (Yti) using Design II, described in
subsection 4.2, obtaining 23400 × 2 observations for p = 30 or 100 stocks, re-
spectively. The pre-averaging window length h in the PA-ATVA matrix BM and
window length kn in the MNS estimator Σ̂MNS were taken to be bn0.55c = 252
and b0.75n1/2c = 114, respectively. For the ANS estimator Σ̂ANS, we performed
B = 50 permutations and compared all the simulation results under the seven
data partition criteria given in (3.2). We denote ANS i, i = 1, · · · , 7, when the
data partition criterion i is adopted as in (3.3). For any matrix Q, we defined
the relative Frobenius loss (RFL) as ||Q − ICV||F /||ICV||F . For each setting,
we repeated the simulations 1000 times. The means and standard deviations for
the RFL of these estimators are presented in Table 3.
As shown in Table 3, NS and ANS7 with small error mean performed better
than the other estimators for Setting I, where the underlying covolatility struc-
ture was stable and no spikes were considered. However, when the spiked model
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Table 3
Mean and standard error of the relative Forbenius loss of the different estimators with
respect to ICV matrix based on 1000 replications.
Setting I Setting II Setting III Setting IV
Estimators mean std mean std mean std mean std
p = 30, n = 23400
NS 0.395 0.043 0.388 0.105 0.495 0.118 0.510 0.130
ANS2 0.502 0.050 0.419 0.106 0.513 0.124 0.519 0.138
ANS3 0.429 0.050 0.391 0.106 0.495 0.122 0.507 0.136
ANS4 0.401 0.046 0.380 0.106 0.489 0.121 0.504 0.134
ANS5 0.391 0.044 0.375 0.106 0.486 0.121 0.503 0.132
ANS6 0.392 0.044 0.376 0.106 0.488 0.120 0.504 0.133
ANS7 0.390 0.043 0.374 0.105 0.486 0.121 0.502 0.133
MNS 0.434 0.034 0.259 0.065 0.319 0.126 0.326 0.137
p = 100, n = 23400
NS 0.516 0.024 0.412 0.093 0.530 0.117 0.549 0.122
ANS1 0.651 0.023 0.476 0.096 0.558 0.122 0.567 0.126
ANS2 0.657 0.023 0.481 0.096 0.560 0.122 0.569 0.126
ANS3 0.579 0.028 0.429 0.096 0.533 0.122 0.548 0.127
ANS4 0.538 0.028 0.410 0.095 0.524 0.121 0.542 0.126
ANS5 0.521 0.025 0.401 0.094 0.522 0.120 0.540 0.126
ANS6 0.524 0.026 0.403 0.095 0.522 0.120 0.540 0.125
ANS7 0.519 0.025 0.400 0.095 0.521 0.120 0.540 0.125
MNS 0.606 0.022 0.322 0.053 0.347 0.105 0.357 0.119
of the ICV matrix or structure changes were considered, as in Setting II, III,
and IV, the MNS estimator outperformed the other estimators in terms of both
mean and standard deviation. Comparing all the ANS estimators with different
choices of data splitting criteria, the ANS estimator tended to have better per-
formance when the first data set was larger. However, generally speaking, the
MNS estimator was more efficient and robust when the structure changed or
under factor models.
4.4. Empirical applications
Given the simulation results described in the previous subsection, we next con-
structed a minimum variance portfolio using the three proposed NS estimators
on intraday high-frequency data for the Dow Jones Industrial Average (DJIA).
We collected tick-by-tick 30 DJIA stock prices from January 1, 2016 to Decem-
ber 31, 2016, comprising 252 trading days, from the Trade and Quote database.
Table 4 shows a brief summary of the selected dataset. These stocks had
excellent liquidity over the sampling period. In order to address microstructure
noise and asynchronous trading, we adopted the pre-averaging method and set
the recording time stamp to 10 seconds. To clean the data, we filled missing
prices using the previous price. Overnight returns and the first five minutes of
trading data were removed for purposes of the calculations, to avoid the effects
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Table 4
Summary of the prices for DJIA from January 1, 2016 to December 31, 2016.
Corporate Total Eff. 10-seconds Average obs. Max. obs. per
3M 4948363 526992 9.39 548 85.90
American Express 9355637 546208 17.13 2185 91.39
Apple 53080066 588694 90.17 8825 99.96
Boeing 8516963 553487 15.39 1856 91.51
Caterpillar 9902961 557979 17.75 825 93.26
Chevron 14862178 583537 25.47 2451 98.04
Cisco Systems 23185678 584077 39.70 1808 98.03
Coca-Cola 15540179 578058 26.88 2776 96.11
ExxonMobil 19374092 585050 33.12 2360 98.49
Goldman Sachs 9177527 553721 16.57 771 92.39
The Home Depot 10344101 575078 17.99 650 95.54
IBM 8224719 560945 14.66 986 92.32
Intel 25203925 583081 43.23 3945 97.90
Johnson & Johnson 13186553 584239 22.57 1506 97.98
JPMorgan Chase 26160690 586486 44.61 2608 99.11
McDonald’s 9872997 570740 17.30 1725 94.58
Merck 14945942 576447 25.93 1397 96.13
Microsoft 39836829 587821 67.77 4651 99.54
Nike 13927827 575189 24.21 1066 95.77
Pfizer 27497813 586176 46.91 4897 98.84
Procter & Gamble 15151131 581224 26.07 1414 97.17
Travelers 3934222 461529 8.52 519 80.50
UnitedHealth Group 7203345 547476 13.16 770 90.58
United Technologies 8215206 554497 14.82 2247 91.62
Verizon 18677248 584807 31.94 1298 98.24
Visa 14610968 578756 25.25 2352 96.78
Wal-Mart 14691129 579230 25.36 1879 96.51
Walt Disney 13610611 583584 23.32 1659 97.80
Du Pont 5753121 497033 11.57 873 85.28
General Electric 25791517 586938 43.94 2444 99.14
* “Total” means total observations during the selected period. “Eff. 10-seconds”
stands for the number of ten-seconds that contains at least one observations.
“Averged obs.” and “Max. obs.” are the averaged and maximum observed
number within the effective ten-seconds. ”Per” is the percentage of 10-seconds
that contain at least two transactions out of the total effective 10-seconds.
of price changes and irrelevant jumps. The minimum variance portfolio solves
the following optimization problem
min
w
wT(ICV)w, subject to wT1p = 1,
where 1p is a vector of p ones and ICV is a given integrated covolatility matrix.
The solution of w is
w =
(ICV)−11p
1Tp (ICV)
−11p
. (4.4)
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Initially, we invested one unit of capital using (4.4) by constructing three NS
estimators, NS, ANS, and MNS. We re-evaluated portfolio weights every day
by considering 10-day (two-week), 15-day (three-week), and 20-day (four-week)
training windows and taking the 15-minute pre-averaging window length. We
compared the annualized returns µˆ, standard deviation σˆ, and Sharpe ratio
µˆ/σˆ for each method. We also reported the averaged maximum absolute (AME)
value of the weight named as maximum exposures. For `-week training windows,
µˆ and σˆ are defined as
µˆ =
252
251− `
251∑
i=`+1
wTi ri, σˆ =
{
252
251− `
251∑
i=`+1
(wTi ri −
( µˆ
251− `
)2} 12
, (4.5)
where wi and ri are the portfolio weights and returns, respectively, for the ith
day. For the ANS estimator, we set B = 50 permutations and further searched
the split location Mτ1 by solving the optimization problem (3.2). For the MNS
estimator, we chose kn to be six minutes to pre-average the transformed data in
the estimator d̂APAi . We compared two trading strategies: (1) open-open stands
for selling and buying stocks five minutes after the opening of the market; (2)
close-close stands for selling and buying stocks at the close of the market. The
empirical results are displayed in Table 5. The ANS estimator had the smallest
Table 5
Results of the analysis for Dow Jones Industrial Average stocks. Return and standard
deviation are given in (4.5). NS, ANS, MNS are three proposed NS estimators in section
3.1 , 3.2 and 3.3, respectively.
Method Return Std Dev Sharpe AME Return Std Dev Sharpe AME
% % % % % %
open - open close - close
10-day
NS 7.36 10.32 0.71 29.01 12.46 10.51 1.19 29.01
ANS 7.40 9.46 0.78 12.73 9.65 9.57 1.01 12.79
MNS 10.28 10.09 1.02 18.46 7.29 10.33 0.71 18.46
EW 19.90 20.98 0.95 3.33 20.03 14.58 1.37 3.33
15-day
NS 6.11 10.20 0.60 28.23 8.07 10.03 0.80 28.23
ANS 11.67 9.22 1.27 13.06 12.98 9.21 1.41 13.07
MNS 14.46 10.20 1.42 18.37 13.68 9.67 1.42 18.37
EW 19.20 20.80 0.92 3.33 21.05 14.48 1.45 3.33
20-day
NS 7.69 9.92 0.77 26.00 5.25 9.79 0.54 26.00
ANS 12.86 9.26 1.39 13.12 9.55 9.00 1.06 13.12
MNS 12.57 9.75 1.29 18.40 9.54 9.20 1.04 18.40
EW 17.99 21.00 0.86 3.33 17.69 14.30 1.24 3.33
standard deviation and smallest maximum exposure for all settings. With 10-
day training windows, the ANS estimator had the largest Sharpe ratio, but on
average that of the MNS estimator was larger. Notably, the ANS and MNS
estimators also had much lower computational costs compared with the NS
estimator.
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5. Conclusion
This article considers the estimation of high-dimensional ICV matrices based
on multiple high-frequency observations. First, using random matrix theory,
we investigated the LSDs between the ATVA matrix and the targeting ICV
matrix under the latent log price process and noisy observations, respectively.
Surprisingly, the desirable property of TVA matrix established in Zheng and Li
(2011), that the LSD of TVA matrix depended solely on that of ICV matrix, no
longer held. Our theoretical results show that the LSD of the averaged version
of TVA matrix depends not only on that of the ICV matrix but also on the time
variability of the number of multiple transactions. Further, we investigated the
limiting spectral property of TVA matrix on the pre-averaging approach and
found that this approach worked well, that is, the proposed PA-ATVA matrix
eliminated the effects of microstructure noise and asynchronous trading within
one recording time stamp. Therefore, three types of NS estimators were pro-
posed based on the PA-ATVA matrix. Both simulation and empirical studies
indicated that the three estimators (NS, ANS, and MNS) performed reason-
ably well. In high-frequency portfolio allocation applications, in particular, the
ANS estimator showed the smallest annualized risk and the smallest maximum
exposure, but the MNS estimator achieved the largest Sharpe ratio on average.
This work represents a first step in investigating the effects of multiple trans-
actions in a high-dimensional setting. The results of this paper are encouraging
in this direction, and we hope to pursue some extensions in future work.
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Supplementary Material
Supplement to “On the estimation of high-dimensional integrated co-
variance matrices based on high-frequency data with multiple trans-
actions”
(). Due to space constraints, all the proofs are relegated to the supplement.
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Owing to space constraints, the proofs of Theorem 2.1, 2.2 and Theorem 2.3
have been relegated to the Supplementary material. The proposition/lemma/equation
etc. numbers below refer to the numbering in the main article.
Throughout this paper, C stands for a constant whose value may change from
line to line, and fn ∼ gn means that fn/gn converges to 1.
Appendix A: Proof of Theorem 2.1
Theorem 2.1 is a direct consequence of the following two propositions.
Proposition A.1. Under the assumptions of Theorem 2.1, the ESD of Σ˜, F Σ˜
converges almost surely to the limit F˜ , which is determined by H˘ in that its
Stieltjes transform mF˜ (z) satisfies the following equation:
mF˜ (z) =
∫
τ∈R
1
τ(1− ρ(1 + zmF˜ (z)))− z
dH˘(τ), for z ∈ C+. (A.1)
Proof of Proposition A.1. Recall that
∆X2i =
L2i∑
j=1
a2i,j∆2i,jX +
L2i−1∑
j=1
b2i−1,j∆2i−1,jX,
where ai,j = 1 − j−1Li , bi,j =
j−1
Li
, and ∆i,jX = XTi−1+j −XTi−1+j−1. Then we
separate ∆X2i into two parts,
∆X2i =
√
wi(ΛZi + Vi), (A.2)
where
wi =
L2i∑
j=1
a22i,j
∫ sT2i−1+j
sT2i−1+j−1
γ2t dt+
L2i−1∑
j=1
b22i−1,j
∫ sT2i−2+j
sT2i−2+j−1
γ2t dt, (A.3)
Zi =
1√
wi
L2i∑
j=1
a2i,j
∫ sT2i−1+j
sT2i−1+j−1
γtdWt +
L2i−1∑
j=1
b2i−1,j
∫ sT2i−2+j
sT2i−2+j−1
γtdWt
 ,
and
Vi =
1√
wi
L2i∑
j=1
a2i,j
∫ sT2i−1+j
sT2i−1+j−1
µtdt+
L2i−1∑
j=1
b2i−1,j
∫ sT2i−2+j
sT2i−2+j−1
µtdt
 .
Using the above notation, Σ˜ can be rewritten as
Σ˜ =
p
N
N∑
i=1
∆X2i∆X
T
2i
|∆X2i|2
=
p
N
N∑
i=1
(Vi + ΛZi)(Vi + ΛZi)
T
|Vi + ΛZi|2 .
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Notice that
1
L2i
L2i∑
j=1
a2i,j =
1
2
(1 +
1
L2i
),
1
L2i−1
L2i−1∑
j=1
b2i−1,j =
1
2
(1− 1
L2i−1
)
and
1
L2i
L2i∑
j=1
a22i,j =
1
3
+
1
6L22i
+
1
2L2i
,
1
L2i−1
L2i−1∑
j=1
b22i−1,j =
1
3
+
1
6L22i−1
− 1
2L2i−1
,
which are all uniformly bounded as Li ≥ 1. By the boundedness of |µ(l)t | and |γt|
from Assumption (A.ii) and (A.iii), and the equally spaced transaction durations
∆si,j from Assumption (A.ix), there exists C > 0 such that |V(l)i | ≤ C/
√
N
for all i = 1, · · · , N, l = 1, · · · , p, which indicates that the |Vi| are uniformly
bounded. By a similar argument to that used in (3.34) in Zheng and Li (2011),
we have
max
1≤i≤N
∣∣1
p
|ΛZi|2 − 1
∣∣→ 0, almost surely. (A.4)
By the boundedness of the |Vi|, we further have
max
1≤i≤N
∣∣1
p
|Vi + ΛZi|2 − 1
∣∣→ 0, almost surely. (A.5)
By the same arguments used in the proof of Theorem 2 in Zheng and Li (2011),
we can show that Proposition A.1 holds. 
Proposition A.2. Under the assumptions of Theorem 2.1, the ESD of the ICV
matrix converges almost surely in distribution to a probability distribution H as
p→∞ defined by
H(x) = H˘(x/θ), (A.6)
where θ =
∫ 1
0
(γ∗t )
2dt. Moreover,
lim
p→∞
1
p
N∑
i=1
|∆X2i|2 =
∫ 1
0
(
1
3
+
1
6
f∗2,s)(γ
∗
s )
2ds, almost surely. (A.7)
Proof of Proposition A.2. The convergence of F ICV follows from Assumption
(A.vii) and the fact that
F ICV(x) = F Σ˘
(
x∫ 1
0
γ2t dt
)
for all x ≥ 0.
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We proceed to show the convergence of 1/p · ∑Ni=1 |∆X2i|2. Write ∆X2i =√
wi(ΛZi + Vi) as in (A.2); then
1
p
|∆X2i|2 = 1
p
N∑
i=1
wi|Vi + ΛZi|2 =
N∑
i=1
Ewi +
N∑
i=1
(wi − Ewi) + ε,
where ε =
∑N
i=1 wi(p
−1|Vi+ΛZi|2−1). First, almost surely, that max
i,n
(Nwi) is
bounded follows from Assumption (A.iii) and (A.ix). Thus, combining this with
the convergence of (A.5), the error term ε converges to 0 almost surely. Besides,∑N
i=1(wi − E(wi)) converges to zero almost surely by the Kolmogorov strong
law of large numbers and the boundedness of max
i,n
(Nwi). Next, we show that
there exists a piecewise continuous process (ws) with finite jumps such that
lim
n→∞
N∑
i=1
∫ 2i/n
(2i−2)/n
|NE(wi)− ws|ds = 0,
where ws = (
1
3
+
1
6
f∗2,s) · (γ∗s )2. Suppose that (γ∗t ), (f∗1,s), and (f∗2,s) have a finite
number of jumps J in total. For each j = 1, · · · , J , there exists an `j such that
the jth jump falls in the interval ((2`j − 2)/n, 2`j/n]. Then
N∑
i=1
∫ 2i/n
(2i−2)/n
|NE(wi)− ws|ds
=
∑
`j∈{`1,··· ,`J}
∫ 2`j
n
2`j−2
n
|NE(w`j )− ws|ds+
∑
i/∈{`1,··· ,`J}
∫ 2i
n
2i−2
n
|NE(wi)− ws|ds
:=D1 +D2.
As (Nw`j ), |γ∗s |, and |f∗2,s| are bounded, for any  > 0 and for sufficiently large
n, we have
|D1| ≤ 2
n
JC < .
Notice that
E
 1
L2i
L2i∑
j=1
a22i,j
 = 1
3
+
1
6
E
( 1
L22i
)
+
1
2
E
( 1
L2i
)
,
and
E
 1
L2i−1
L2i−1∑
j=1
b22i−1,j
 = 1
3
+
1
6
E
( 1
L22i−1
)− 1
2
E
( 1
L2i−1
)
.
For the second term D2, because (γ
∗
t ), f
∗
1,s, and f
∗
2,s are continuous in [(2i −
2)/n, 2i/n] when i /∈ {`1, · · · , `J}, and by Assumption (A.v) and (A.x), (γt),
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(f1,s), and (f2,s) uniformly converge to (γ
∗
t ), (f
∗
1,s), and (f
∗
2,s), respectively. For
any  > 0 and for sufficiently large n, p, we have
|γ∗t − γ2i/n| < , and |f∗2,2i/n − f∗2,t| < , for all t ∈ [
2i− 2
n
,
2i
n
],
for i = 1, · · · , N and |γt − γ∗t | <  for all t ∈ [0, 1]. Define
w∗i =
L2i∑
j=1
a22i,j
∫ sT2i−1+j
sT2i−1+j−1
(γ∗t )
2dt+
L2i−1∑
j=1
b22i−1,j
∫ sT2i−2+j
sT2i−2+j−1
(γ∗t )
2dt,
w˜∗i = (γ
∗
2i/n)
2 1
nL2i
L2i∑
j=1
a22i,j + (γ
∗
2i/n)
2 1
nL2i−1
L2i−1∑
j=1
b22i−1,j
and ˜˜w∗i = (γ∗2i/n)2 · 2n
(
1
3
+
1
6
f∗2,2i/n
)
.
For all large n, because |γt| ≤ C and 1 ≤ Li < L∗, for any i, t, we have
|D2|
≤
∑
i
∫ 2i
n
2i−2
n
N |E(wi)− E(w∗i )|ds+
∑
i/∈{`1,··· ,`J}
∫ 2i
n
2i−2
n
N |E(w∗i )− E(w˜∗i )|ds
+
∑
i
∫ 2i
n
2i−2
n
|NE(w˜∗i )−N ˜˜w∗i |ds+ ∑
i/∈{`1,··· ,`J}
∫ 2i
n
2i−2
n
|N ˜˜w∗i − ws|ds
→0, almost surely.
This completes the proof of (A.7). 
Appendix B: Proof of Theorem 2.2
The convergence of the ESD of the ICV was proved in Theorem 2.1. The rest
of Theorem 2.2 is a direct consequence of the following two lemmas.
Lemma B.1. Under the assumptions of Theorem 2.2, the ESD of Ξ˜ converges
almost surely, and the limit F Ξ˜ is determined by H˘ in that its Stieltjes transform
mΞ˜(z) satisfies the following equation:
mΞ˜(z) =
∫
τ∈R
1
τ(1− c(1 + zmΞ˜(z)))− z
dH˘(τ), for z ∈ C+. (B.1)
Lemma B.2. Under the assumptions of Theorem 2.2, we have
lim
p→∞ 3
∑M
i=1 |∆Y˜2i|2
p
= θ, almost surely. (B.2)
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Proof of Lemma B.1. To prove the convergence of F Ξ˜, we shall show that
Ξ˜ =
p
M
M∑
i=1
∆Y˜2i(∆Y˜2i)
T
|∆Y˜2i|2
and
˜˜
Ξ :=
p
M
M∑
i=1
∆X˜2i∆X˜
T
2i
|∆X˜2i|2
have the same LSD. Following the same arguments as in the proof of Proposition
C.1 of Xia and Zheng (2018), it suffices to show that
max
1≤i≤M,1≤j≤p
√
p|∆ε˜(j)2i |
|∆X˜2i|
→ 0, almost surely. (B.3)
We start by showing that there exists a constant C˜ > 0 for large M , such that
min
1≤i≤M
|∆X˜2i|2 ≥ C˜. (B.4)
By equation (2.1), we decompose ∆X˜2i as follows:
∆X˜2i =
1
h
h∑
j=1
(
X(2i−1)h+j −X(2i−2)h
)− 1
h
h∑
j=1
(
X(2i−2)h+j −X(2i−2)h
)
=
2h∑
l=1
(
1− |h− l + 1|
h
)
∆X(2i−2)h+l
=
2h∑
l=1
(
1− |h− l + 1|
h
) L(2i−2)h+l∑
j=1
a(2i−2)h+l,j∆(2i−2)h+l,jX
+
2h−1∑
l=1
(
1− |h− l|
h
) L(2i−2)h+l∑
j=1
b(2i−2)h+l,j∆(2i−2)h+l,jX.
From the fact that ai,j + bi,j = 1, we can further write ∆X˜2i as
∆X˜2i =
1
h
L2ih∑
j=1
a2ih,j∆2ih,jX
+
2h−1∑
l=1
L(2i−2)h+l∑
j=1
(
1− |h− l + 1|
h
)
∆(2i−2)h+l,jX
+
2h−1∑
l=1
L(2i−2)h+l∑
j=1
[ |h− l + 1| − |h− l|
h
b(2i−2)h+l,j
]
∆(2i−2)h+l,jX
:=V˜i +
√
ψiΛZ˜i, (B.5)
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where
ψi :=
1
h2
L2ih∑
j=1
a22ih,j
∫ sT2ih−1+j
sT2ih−1+j−1
γ2t dt
+
2h−1∑
l=1
L(2i−2)h+l∑
j=1
[(
1− |h− l + 1|
h
)
+
|h− l + 1| − |h− l|
h
b(2i−2)h+l,j
]2
·
∫ sT(2i−2)h+l−1+j
sT(2i−2)h+l−1+j−1
γ2t dt,
Z˜i :=
1√
ψi
1
h
L2ih∑
j=1
a2ih,j
∫ sT2ih−1+j
sT2ih−1+j−1
γtdWt
+
2h−1∑
l=1
L(2i−2)h+l∑
j=1
[(
1− |h− l + 1|
h
)
+
|h− l + 1| − |h− l|
h
b(2i−2)h+l,j
]
·
∫ sT(2i−2)h+l−1+j
sT(2i−2)h+l−1+j−1
γtdWt,
and
V˜i :=
1
h
L2ih∑
j=1
a2ih,j
∫ sT2ih−1+j
sT2ih−1+j−1
µtdt
+
2h−1∑
l=1
L(2i−2)h+l∑
j=1
[(
1− |h− l + 1|
h
)
+
|h− l + 1| − |h− l|
h
b(2i−2)h+l,j
]
·
∫ sT(2i−2)h+l−1+j
sT(2i−2)h+l−1+j−1
µtdt.
Without loss of generality, we may assume that γt and Wt are independent,
which leads to the fact that each entry of Z˜i is i.i.d. standard normal. Otherwise,
by using a similar trick as in the proof of (3.34) of Zheng and Li (2011), we have
max
1≤i≤M
|1
p
|ΛZ˜i|2 − 1| → 0, almost surely. (B.6)
Combining this with the fact that all the entries of V˜i are of order O(h/n) =
o(1/
√
p), we have∑M
i=1 |∆X˜2i|2
p
=
∑M
i=1 |V˜i +
√
ψiΛZ˜i|2
p
=
M∑
i=1
ψi + oa.s.(1). (B.7)
Thus, from equation (B.5), we have
|∆X˜2i|2 = |V˜i +
√
ψiΛZ˜i|2 ≥ |V˜i|2 + |ψi| · |ΛZ˜i|2 − 2|V˜i||
√
ψiΛZ˜i|.
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Assumption (A.iv) implies that for all i, there exists C ′ such that|ψi| ≥ C ′h/n.
Taking this together with Assumption (B.ii) and Equation (B.6), there exists
C∗ > 0 such that for all n large enough,
min
1≤i≤m
|ψi| · |ΛZ˜i|2 ≥ C∗.
Moreover, maxi |V˜i| = O(√p × h/n) = o(1) follows from Assumption (A.ii).
Therefore (B.4) follows. Next, we will show that
max
1≤i≤M,1≤j≤p
√
p|∆ε˜(j)2i | → 0, almost surely. (B.8)
Observe that (ε¯
(j)
i ) = (1/Li
∑Li
k=1 ε
(j)
i,k) is also a ρ-mixing sequence following
from Definition 2.1, and the ρ-mixing coefficients ρ¯j(r) based on (ε¯
(j)
i ) have
the same order as ρj(r) by the boundedness of Li from Assumption (B.iii).
Therefore, (B.8) follows by the same process used in (C.7) of Xia and Zheng
(2018), which, together with (B.4), implies that (B.3) holds. 
Proof of Lemma B.2. Note that
M∑
i=1
|∆Y˜2i|2 =
M∑
i=1
|∆X˜2i|2 + 2
M∑
i=1
∆X˜
T
2i∆ε˜2i +
M∑
i=1
|∆ε˜2i|2.
The convergence of (B.3) implies that
∑M
i=1 |∆ε˜2i|2/p → 0 almost surely. It
remains to prove that
lim
p→∞ 3
∑M
i=1 |∆X˜2i|2
p
= θ, almost surely, (B.9)
and ∑M
i=1 ∆X˜
T
2i∆ε˜2i
p
→ 0, almost surely. (B.10)
To show (B.9), by (B.7), it suffices to show that
lim
n→∞
M∑
i=1
∫ sT2ih
sT(2i−2)h
|Mψi − 1
3
(γ∗s )
2|ds = 0,
almost surely. Suppose that γ∗t has J jumps at {τ1, · · · , τJ}; then
M∑
i=1
∫ sT2ih
sT(2i−2)h
|Mψi − 1
3
(γ∗s )
2|ds
=
∑
i∈{τ1,··· ,τJ}
∫ sT2ih
sT(2i−2)h
|Mψi − 1
3
(γ∗s )
2|ds
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+
∑
i/∈{τ1,··· ,τJ}
∫ sT2ih
sT(2i−2)h
|Mψi − 1
3
(γ∗s )
2|ds
:=∆1 + ∆2.
For any  > 0 and for sufficiently large n, |∆1| ≤  follows from the boundedness
of |Mψi| and γ∗t . For the second term, ∆2, by defining ψ∗i by replacing γt with
γ∗t from the definition of ψi, we have
|∆2| ≤ ∆21 + ∆22 + ∆23 + ∆24,
where
∆21 :=
∑
i/∈{τ1,··· ,τJ}
∫ sT2ih
sT(2i−2)h
|Mψi −Mψ∗i |ds,
∆22 :=
∑
i/∈{τ1,··· ,τJ}
∫ sT2ih
sT(2i−2)h
|Mψ∗i −M(γ∗(2i−2)/h)2Ai|ds,
∆23 :=
∑
i/∈{τ1,··· ,τJ}
∫ sT2ih
sT(2i−2)h
|M(γ∗(2i−2)/h)2Ai −M(γ∗s )2Ai|ds,
∆24 :=
∑
i/∈{τ1,··· ,τJ}
∫ sT2ih
sT(2i−2)h
|M(γ∗s )2Ai −
1
3
(γ∗s )
2|ds,
and
Ai :=
1
h2
L2ih∑
j=1
a22ih,j∆s2ih,j +
2h−1∑
l=1
L(2i−2)h+l∑
j=1
[
1− |h− l + 1|
h
+
+
|h− l + 1| − |h− l|
h
b(2i−2)h+l,j
]2
∆s(2i−2)h+l,j .
We further decompose Ai as Ai = Ai1 +Ai2 +Ai3 +Ai4, where
Ai1 :=
1
h2
L2ih∑
j=1
a22ih,j∆s2ih,j = O(
1
nh2
),
Ai2 :=
2h−1∑
l=1
(
1− |h− l + 1|
h
)2 L(2i−2)h+l∑
j=1
∆s(2i−2)h+l,j =
2h
3n
+ o(
h
n
),
Ai3 :=
2h−1∑
l=1
L(2i−2)h+l∑
j=1
2
h
(
1− |h− l + 1|
h
)
(|h− l + 1| − |h− l|)
· b(2i−2)h+l,j∆s(2i−2)h+l,j = O( 1
n
),
Ai4 :=
2h−1∑
l=1
L(2i−2)h+l∑
j=1
1
h2
(|h− l + 1| − |h− l|)2b2(2i−2)h+l,j∆s(2i−2)h+l,j
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= O(
1
nh
),
follow from the boundedness of Li both below and above, and ∆si,j = O(1/n) by
Assumption (B.iv). As (γ∗t ) is continuous in [sT(2i−2)h , sT2ih ] when i /∈ {τ1, · · · , τJ},
(γt) uniformly converges to (γ
∗
t ) by Assumption (A.iv), and ψ
∗
i = O(h/n) by
Assumption (A.iii) and (B.iii), for any  > 0 and sufficiently large n, p, it is easy
to show that
|MAi − 1/3| ≤  and max{∆21,∆22,∆23,∆24} < C.
This completes the proof of (B.9). Finally, (B.10) follows from (B.9) and (B.3).

Appendix C: Proof of Theorem 2.3
Without of generality, we may assume that γt is independent of Wt. Suppose
that we have L
(q)
i (≥ 1) observations for each stock q at recording time ti = i/n,
for q = 1, 2, · · · , p and i = 1, 2, · · · , n. Recall that for any process (Vt), V (q)i,j
denote the observation of the jth transaction for stock q during time interval
(ti−1, ti], and the true transaction time of V
(q)
i,j is denoted as s
(q)
Ti−1+j , for j =
1, · · · , L(q)i satisfying ti−1 ≤ s(q)Ti−1 < s
(q)
Ti−1+1 < · · · < s
(q)
Ti−1+L
(q)
i
= s
(q)
Ti
≤ ti.
Under asynchronous trading conditions, the average of multiple observations at
each recording time ti is denoted by
V
∗
i :=
L(1)i∑
j=1
1
L
(1)
i
V
(1)
i,j , · · · ,
L
(p)
i∑
j=1
1
L
(p)
i
V
(p)
i,j
T ;
thus, the increment at trading time ti becomes
∆V
∗
i :=

∑L(1)i
j=1 a
(1)
i,j ∆
(1)
i,j V +
∑L(1)i−1
j=1 b
(1)
i−1,j∆
(1)
i−1,jV
...∑L(p)i
j=1 a
(p)
i,j ∆
(p)
i,j V +
∑L(p)i−1
j=1 b
(p)
i−1,j∆
(p)
i−1,jV
 ,
where a
(q)
i,j = 1− j−1L(q)i , b
(q)
i,j =
j−1
L
(q)
i
and ∆
(q)
i,jX = X
(q)
i,j −X(q)i,j−1, for q = 1, 2, · · · , p.
Similar to the proof of Lemma B.1, we first show that there exists a constant
C > 0 such that for large M
min
1≤i≤M
|∆X˜
∗
2i|2 ≥ C, (C.1)
and
max
1≤i≤M,1≤j≤p
√
p|∆(ε˜∗2i)(j)| → 0, almost surely, (C.2)
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which leads to the result that the PA-ATVA matrix based on noisy observations
∆Y˜
∗
2i and that based on latent log price ∆X˜
∗
2i have the same LSD. We only
need to prove (C.1), as (C.2) holds straightforwardly from the proof of (B.8)
given earlier. By a similar decomposition to that used in (B.5), the return based
on the pre-averaged (latent) price can be decomposed as
∆X˜
∗
2i =
1
h
h∑
j=1
X
∗
(2i−1)h+j −
1
h
h∑
j=1
X
∗
(2i−2)h+j = Ri1 + Mi + Ri2,
where Mi = (M
(1)
i , · · · ,M (q)i )T, Ri` = (R(1)i` , · · · , R(q)i` )T for ` = 1, 2, and their
qth components have the form
R
(q)
i1 =
1
h
L
(q)
2ih∑
j=1
a
(q)
2ih,j∆
(q)
2ih,jX,
M
(q)
i =
2h−1∑
l=1
L
(q)
(2i−2)h+l∑
j=1
cl,h∆
(q)
(2i−2)h+l,jX,
R
(q)
i2 =
2h−1∑
l=1
L
(q)
(2i−2)h+l∑
j=1
[ |h− l + 1| − |h− l|
h
b
(q)
(2i−2)h+l,j
]
∆
(q)
(2i−2)h+l,jX,
where cl,h = 1− |h−l+1|h . Note that M (q)i can be reduced to
2h−1∑
l=1
cl,h · (X(q)
s
(q)
T(2i−2)h+l
−X(q)
s
(q)
T(2i−2)h+l−1
).
We further decompose M
(q)
i as W
(q)
i +R
(q)
i3 , where
W
(q)
i =
2h−1∑
l=1
cl,h(X
(q)
t(2i−2)h+l −X
(q)
t(2i−2)h+l−1),
R
(q)
i3 =
2h−1∑
l=1
cl,h
(
X
(q)
s
(q)
T(2i−2)h+l
−X(q)t(2i−2)h+l +X
(q)
t(2i−2)h+l−1 −X
(q)
s
(q)
T(2i−2)h+l−1
)
,
and X
(q)
ti denotes the log price for stock q at recording time ti. Let Wi =
(W
(1)
i , · · · ,W (q)i )T, Ri3 = (R(1)i3 , · · · , R(q)i3 )T. Thus, ∆X˜
∗
2i = Wi + Ri1 + Ri2 +
Ri3. As
Wi =
2h−1∑
l=1
(
1− |h− l + 1|
h
)
∆X∗(2i−2)h+l,
and
∆X∗(2i−2)h+l =

X
(1)
tT(2i−2)h+l
−X(1)tT(2i−2)h+l−1
...
X
(p)
tT(2i−2)h+l
−X(p)tT(2i−2)h+l−1
 ,
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it reduces to the synchronous setting. Using a similar argument to that in (B.9),
we have
lim
p→∞
∑M
i=1 |Wi|2
p
= θ.
Thus, (C.1) follows if we can show that there exists a constant C > 0 such that
for large M
min
1≤i≤M
|Wi|2 ≥ C, (C.3)
and
max
1≤i≤M,1≤q≤p
√
p|R(q)i1 +R(q)i2 +R(q)i3 | → 0, almost surely. (C.4)
Hence, the PA-ATVA matrix based on noisy observations ∆Y˜
∗
2i and that based
on latent log price ∆X˜
∗
2i have the same LSD. Further, using (C.3), (C.4), and
Lemma D.1, we obtain that
3
∑M
i=1 |∆X˜
∗
i2|2
p
· p
M
M∑
i=1
∆X˜
∗
i2(∆X˜
∗
i2)
T
|∆X˜
∗
i2|2
and 3
∑M
i=1 |Wi|2
p
· p
M
M∑
i=1
WiW
T
i
|Wi|2
have the same LSD, and
lim
p→∞ 3
∑M
i=1 |∆X˜
∗
i2|2
p
= lim
p→∞ 3
∑M
i=1 |Wi|2
p
= θ.
Moreover, the LSD of 3
∑M
i=1 |Wi|2
p · pM
∑M
i=1
WiW
T
i
|Wi|2 is generated by Theorem 2.3
of Xia and Zheng (2018). Therefore, the proof of Theorem 2.3 is complete.
Finally, we only need to show the proofs of (C.3) and (C.4). Notice that (C.3)
follows naturally from the proof of (B.4). To prove (C.4), by the normality
of R
(q)
i1 , R
(q)
i2 , and R
(q)
i3 , Assumption (A.ii), and max
1≤i≤n,1≤q≤p
nh(s
(q)
Ti
− ti) → 0
almost surely, we have
E(R
(q)
i1 ) = O(
1
nh
), Var(R
(q)
i1 ) = O(
1
nh2
),
E(R
(q)
i2 ) = O(
1
n
), Var(R
(q)
i2 ) = O(
1
nh
),
and
E(R
(q)
i3 ) = o(
1
n
), Var(R
(q)
i3 ) = o(
1
n
).
Let R
(q)
i = R
(q)
i1 +R
(q)
i2 +R
(q)
i3 ; thus, by Cp inequality and the normality of R
(q)
i ,
we have for any κ ≥ 1,
E(R
(q)
i ) < Cn
−1 and E|R(q)i − E(R(q)i )|2κ ≤ Cn−κ,
imsart-generic ver. 2014/10/16 file: Arxiv_04Sep2019.tex date: September 6, 2019
M. Wang, N. Xia and Y. Zhou/Estimation of ICV based on multiple noisy obs 12
for all i, q. Hence, it follows that for any ε > 0 and κ ≥ 1,
P
(
max
i,q
√
p|R(q)i − E(R(q)i )| ≥ ε
)
≤
∑
i,q
pκE|R(q)i − E(R(q)i )|2κ
ε2κ
≤ C · Mp · p
κ · n−κ
ε2κ
= O(p2−κβ/(1−β)).
We choose κ large enough such that κβ/(1− β)− 2 > 1. Therefore, (C.4) holds
by the Borel–Cantelli lemma. 
Appendix D: Useful lemmas
Lemma D.1. (Lemma 1 in Zheng and Li (2011)). Suppose that for each p,
vl = (v
1
l , · · · , vpl )T and wl = (w1l , · · · , wpl )T, l = 1, · · · ,m, are all p-dimensional
vectors. Define
S˜m =
m∑
l=1
(vl +wl)(vl +wl)
T and Sm =
m∑
l=1
wl(wl)
T.
Suppose the following conditions are satisfied:
• m = m(p) with limp→∞ p/m = c > 0;
• there exists a sequence p = o(1/√p) such that for all p and all l, all the
entries of vl are bounded by p in absolute value;
• lim supp→∞ tr(Sm)/p <∞ almost surely.
Then L(F S˜m , FSm)→ 0 almost surely, where for any two probability distribution
functions F and G, L(F,G) denotes the Levy distance between them.
Supplement to “On the estimation of high-dimensional integrated
covariance matrices based on high-frequency data with multiple trans-
actions ”
().
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