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Konferenzen	und	Meetings	vorgestellt	und	mündeten	 in	 einer	Dissertation	 sowie	bisher	 zwei	
peer-reviewed-Artikeln	in	internationalen	Zeitschriften,	siehe	Anlage	2.		
Zukünftig	 sollte	 eine	Reduktion	 der	Modelllaufzeit	 der	 biogeochemischen	Modellkomponente	
sowie	die	Verwendung	eines	einheitlichen	Lösungsverfahrens	für	die	Transportgleichung	in	der	


























Die	Ausbauten	 sowie	die	Unterhaltungsmaßnahmen	 in	den	Küstenwasserstraßen	werden	 zu-
nehmend	hinsichtlich	 ihrer	biologischen	und	ökologischen	Auswirkungen	hinterfragt.	So	kann	
beispielsweise	der	Gehalt	von	gelöstem	Sauerstoff	im	Wasser,	einer	kritischen	Einflussgröße	für	
viele	 biologische	 Prozesse,	 durch	Ausbau-	 oder	Unterhaltungsmaßnahmen	 verändert	werden.	
Gleichzeitig	können	biologische	Prozesse	den	Sedimenttransport	und	somit	die	Unterhaltungs-
maßnahmen	beeinflussen.	Eine	konsistente	Simulation	hydrodynamischer	Größen,	konservati-
ver	 Stofftransporte	 sowie	 	 der	Transporte	 und	Umwandlungen	 nicht-konservativer	 Stoffe	 er-
möglicht	 die	 prozessbasierte	Untersuchung	 dieser	Wirkungsmechanismen,	 die	 Identifizierung	
von	 Sensitivitäten	 und	 die	Analyse	 von	 Szenarien,	 beispielsweise	 unterschiedlicher	Unterhal-
tungsstrategien	oder	der	Folgen	durch	Klimaänderungen.	Für	dieses	 langfristige	Ziel	sind	um-



















wie	 die	 teils	 unzureichende	 Grundlage	 an	 Beobachtungsdaten.	 Diese	 Faktoren	 resultieren	 in	




Es	 gibt	 weltweit	 Beispiele	 für	 die	 Anwendung	 von	 dreidimensionalen	 hydrodynamisch-











serausbau	der	Fall	 ist)	und	damit	 auf	die	 ästuarine	Biogeochemie	 sind	 in	der	 internationalen	
Fachliteratur	bisher	nicht	beschrieben	worden.	
2 Entwicklungen	
Technisch	wurde	die	 im	Vorgängerprojekt	A39550370190	 „Interaktion	von	Größen	des	 Sedi-












wendbar	 gemacht	worden.	Die	 Szenarien	 der	Bathymetrien	 2010	 und	 1970	wurden	 so	 auch	
hinsichtlich	der	Veränderung	auf	die	Transportzeit	des	Wassers	ab	Geesthacht	untersucht.		
Für	 das	 Postprocessing	 wurde,	 veranlasst	 durch	 einen	 Ingenieurvertrag	 mit	 Deltares	
























Anlage	 1.	Darüber	 hinaus	wurden	 die	Arbeiten	 auf	mehreren	 nationalen	 und	 internationalen	
Konferenzen	und	Meetings	vorgestellt,	sowie	in	internationalen	Zeitschriften	veröffentlicht.	
4 Schlussfolgerungen	















betreffen,	 ist	 eine	 zu	 testende	Möglichkeit	 der	Aufbau	 eines	 vereinfachten	 Sauerstoffmodells,	
lediglich	 bestehend	 aus	 gelöstem	 Sauerstoff	 und	 Sauerstoffbedarf	 (BOD-Modell).	 Ein	 derart	
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effective	hydrodynamic	model	set-up	 that	 is	able	 to	 represent	 a	vertically	well-mixed	estuary.	
The	biogeochemical	model	 configuration	 is	 tailored	 to	 the	problem	of	DO	deficits.	 Its	 results,	
including	a	parameter	sensitivity	analysis,	clearly	show	that	the	biogeochemical	system	is	domi-
nated	by	 the	oxygen-consuming	processes	of	detritus	 remineralization	and,	 to	 a	 lesser	extent,	
nitrification.	Primary	production	within	the	estuary	only	plays	a	minor	role	due	to	severe	 light	
limitation.	A	scenario	analysis	indicates	that	a	reduction	in	riverine	nutrient	and	organic	matter	
load	 scales	down	 all	biogeochemical	processes.	Furthermore,	 the	 scenarios	 illustrate	 that	 the	
interplay	between	water	surface-to-volume	ratio	and	the	degradability	state	of	the	organic	ma-






The	second	study	 focusses	on	 the	physical	mechanisms	of	bathymetric	modification	 that	were	







bathymetric	difference	 induces	a	moderate,	10	–	15	%	change	 in	 the	ratio	of	water	surface	 to	
underlying	water	volume,	which	is	a	hydrodynamic	indicator	for	the	effect	of	reaeration	on	DO	





can	be	used	 for	predictive	purpose	of	 transport	 time	scales,	and	 for	 the	study	on	 the	effect	of	
variation	in	river	discharge	and	location	on	riverine	water	age.	
Finally,	the	preliminary	outcome	of	small	impacts	of	bathymetric	modification	is	further	inspect-






well-mixed	estuary	 type.	Factorial	 analysis	of	simulation	 results	explains	 the	 formation	of	 the	
estuarine	oxygen	minimum	by	 a	sequence	of	oxygen-consuming	processes.	Among	others,	 the	
small	impact	of	the	realistic	bathymetric	change	in	the	order	of	5	%	oxygen	saturation	change	is	
confirmed,	while	 a	50	%	variation	 in	 riverine	 load	has	 a	much	 larger	effect	on	 the	DO	deficit.	
Nevertheless,	bathymetric	modifications	pose	an	additional	stressor	 to	 the	oxygen	system	and	











Im	Wasser	 gelöster	 Sauerstoff	 (DO)	 ist	 ein	 zentrales	Element	der	Biogeochemie	und	ökologi-
schen	Funktionsfähigkeit	aquatischer	Systeme.	Jedoch	werden	weltweit	zunehmend	massive	DO	
Defizite	beobachtet,	besonders	in	Küstengebieten.	Selbst	vertikal	gut	durchmischte	Ästuare	sind	
betroffen,	 trotz	 ihrer	physikalisch	guten	Voraussetzungen	 für	die	Anreicherung	von	Sauerstoff	
aus	der	Atmosphäre.	Viele	gut	durchmischte	Ästuare	dienen	als	marine	Schifffahrtswege	zu	gro-








mischten	Ästuars	 angewendet.	Die	Ergebnisse,	die	 auch	 eine	 Studie	 zur	Parametersensitivität	




der	 flussseitigen	Belastung	 alle	 biogeochemischen	 Prozesse	 vermindert.	Weiterhin	 zeigen	die	
Szenarien,	dass	das	Zusammenspiel	von	Oberfläche/Volumen-Verhältnis	und	der	Abbaubarkeit	
des	organischen	Materials	der	bestimmende	Faktor	 für	die	Größe	des	Sauerstoffminimums	 ist.	
Bathymetrische	Modifikationen	 verändern	 das	Oberfläche/Volumen-Verhältnis	 und	 damit	 die	
Fähigkeit	 Sauerstoffverluste	 durch	 atmosphärischen	Eintrag	 auszugleichen.	Außerdem	 verän-




men	 bathymetrischer	Modifikationen,	 die	 in	 der	 ersten	 Studie	 erkannt	wurden.	 Zur	Untersu-
chung	 in	einem	 realitätsnahmen,	dreidimensionalen	Modell	des	Elbeästuars	wird	der	Einfluss	
bathymetrischer	Vertiefungen	 auf	 die	 Zeitskala	 des	 Stofftransportes	 analysiert	 und	dabei	 das	
Konzept	des	Wasseralters	verwendet.	Dabei	dient	das	flussseitige	Wasseralter	als	hydrodynami-





kleinen	 Einfluss	 auf	 das	 flussseitige	Wasseralter	 führt	 die	 bathymetrische	 Änderung	 auch	 zu	
einer	moderaten	Änderung	von	10	–	15	%	des	Verhältnisses	von	Wasseroberfläche	zu	darunter-










seitige	Wasseralter	 in	 Abhängigkeit	 des	 Oberwasserzuflusses	 für	 einzelne	 Orte	 entlang	 des	
Ästuars.	Solche	Beschreibungen	können	für	Vorhersagen	von	Transportzeit	verwendet	werden.	
Schließlich	wird	 der	 vermutlich	 kleine	Einfluss	 einer	 realistischen	 bathymetrischen	Verände-
rung	in	einer	dritten	Studie	genauer	untersucht.	Dazu	werden	die	in	den	vorangegangenen	Stu-








lative	Wirkung	 vieler	 bathymetrischer	Modifikationen	 über	 Jahrhunderte	 kann	 relevant	 sein,	
insbesondere	 im	 Zusammenhang	mit	menschlichen	Eingriffen	 zur	Unterhaltung	der	 künstlich	
hergestellten	Wassertiefen.	











affect	aquatic	 life	on	various	 levels,	from	molecular	responses	 inside	an	 individual	organism	to	
entire	ecosystem	changes	 [Diaz	and	Rosenberg,	1995;	Wu,	2002;	Breitburg,	2002;	Ekau	et	al.,	
2010;	Roman	et	al.,	2012;	Wang	et	al.,	2016;	McCormick	and	Levin,	2017].		At	the	same	time,	DO	
takes	passive	and	active	 roles	 in	various	biogeochemical	processes:	DO	concentration	 is	 influ-
enced	by	e.g.	primary	production,	organic	matter	respiration	and	nitrification	while	 it	controls	
several	redox-reaction	that	determine	the	nitrogen,	manganese,	iron,	sulphur	and	phosphorous	
cycling	 [Testa	and	Kemp,	2011].	Notwithstanding	 the	key	role	of	DO	 in	aquatic	environments,	
clear	 indication	exists	 that	 low	oxygen	conditions	 in	surface	waters	have	 increased	due	 to	an-
thropogenic	influences	[Diaz,	2001;	Diaz	and	Rosenberg,	2008;	Rabalais	et	al.,	2010;	Jenny	et	al.,	
2016]	 and	will	 continue	 to	 exacerbate	 under	 non-reduced	 nutrient	 input	 and	 anthropogenic	
climate	change	conditions	[Meier	et	al.,	2011;	Rabalais	et	al.,	2014].		










cie	 or	 ecosystem	 under	 consideration	 [Eby	 and	 Crowder,	 2002;	 Vaquer-Sunyer	 and	 Duarte,	
2008].	When	dealing	with	problematically	 low	oxygen	concentrations	 in	estuarine	and	coastal	
systems,	the	most	frequently	used	term	 in	 literature	 is	hypoxia,	e.g.	 in	[Kuo	and	Neilson,	1987;	
Justić	et	al.,	1993;	Diaz	and	Rosenberg,	1995;	Hagy	et	al.,	2004;	Baird	et	al.,	2004;	Paerl,	2006;	
Talke	et	al.,	2009;	Zhu	et	al.,	2011;	Howarth	et	al.,	2011;	Lanoux	et	al.,	2013;	Lajaunie-Salla	et	al.,	
2017]	and	many	others.	 2	mg	 l-1	 (63	µmol	 l	 -1)	 is	 the	common	 threshold	value	below	which	

















oxygen	 concentration,	 blue	 lines	 represent	 oxygen	 saturation	 concentration.	The	 ox-
ygen	deficit	is	the	gap	between	actual	concentration	and	saturation,	between	green	and	
blue	line,	respectively.		
There	 is	 rare	 evidence	of	natural	 –	 in	 the	meaning	of	not	 anthropogenically	 caused	 –	 oxygen	
minima	in	estuarine	systems;	if	at	all,	natural	oxygen	minima	may	occur	in	coastal	areas	close	to	





and	 estuaries	 [Streeter	 and	 Phelps,	 1925;	 Sharp	 et	 al.,	 1982;	 Harremoës,	 1982;	 Parker	 and	
O'Reil-ly,	1991;	O'Shea	and	Brosnan,	2000],	it	is	nowadays	due	to	massive	nutrient	enrichment,	
particu-larly	 nitrogen,	 from	 agricultural	 fertilizers,	 which	 generates	 nutrient-fueled	 primary	
production	 with	 subsequent	 oxygen-consuming	 microbial	 respiration	 of	 its	 detritus	 [Nixon,	
1995;	Cloern,	2001;	Diaz	and	Rosenberg,	2008;	Howarth	et	al.,	2011;	Fulweiler	et	al.,	2012].		
Classically,	low	oxygen	conditions	have	been	mainly	reported	from	systems	subjected	to	vertical	









acterized	 by	 a	 seasonal	 persistency	 of	 several	months,	 typically	 summer	 [Verity	 et	 al.,	 2006;	
Kemp	et	al.,	2009;	Zhang	et	al.,	2010].	
In	well-mixed	 estuaries,	 the	 direction	 of	 the	 eOMZ	 formation	 is	 horizontal,	 following	 the	 de-
crease	 in	 light	availability	which	 is	due	 to	an	 increase	 in	water	depth	and	mineral	suspended	
sediment	 concentration.	 One	 can	 distinguish	 between	 three	 different	 sections	 (see	 Figure	 2	
right),	as	described	in	Schroeder	[1997]	and	Amann	et	al.	[2012]:	first,	in	the	most	upstream	sec-
tion,	 primary	 production	 prevails	 over	 heterotrophic	 processes.	 Second,	 primary	 production	
ceases	downstream	because	of	severe	 light	limitation.	Detritus	degradation	depletes	more	oxy-











search,	 the	 term	oxygen	minimum	zone	refers	 to	areas	where	 these	concentration	minima	are	
particularly	 low,	 like	 less	than	20	µmol	 l-1,	though	an	universally	valid	threshold	 is	difficult	to	
define	[Paulmier	and	Ruiz-Pino,	2009].	Here,	general	patterns	of	eOMZs	are	compared	to	their	
oceanic	counterparts	and,	 thus,	 the	 term	oceanic	oxygen	minimum	zone	 (oOMZ)	 is	 refered	 to	
ocean	oxygen	minimum	layers	at	depths	mentioned	above,	regardless	of	a	limiting	value.	When	




















In	 his	work	 on	 the	 importance	 of	 biogeochemical	 processes	 and	 circulation	 forming	 oOMZs,	
Wyrtki	[1962]	concluded	that	“…biogeochemical	processes	are	responsible	for	the	existence	of	
oxygen	minima,	but	circulation	is	responsible	for	the	position.”	This	statement,	when	transferred	




supply)	 in	 a	 vertically	well-mixed	 estuary	 and	 in	 the	 open	 ocean.	 In	 both	 cases,	 the	 physical	
control	on	oxygen	demand	 in	 the	minimum	zone	 is	determined	by	 the	 transport	processes	of	










cussion.	 The	 perception	 of	 the	 actual	world	 as	 human-dominated	 [Vitousek,	 1997]	 is	mostly	
linked	 to	 global	 phenomena,	 particularly	 anthropogenic	 climate	 change	 [Oreskes,	 2004;	
Rosenzweig	et	al.,	2008],	which	is	expected	to	affect	surface	waters	mainly	by	an	increase	in	wa-
ter	temperature,	changes	 in	river	discharge	[van	Vliet	et	al.,	2013]	 ,	and	sea	 level	rise	[Nicholls	

































The	 estuarine	 environment	 is	 usually	 characterized	 by	 high-energy	 hydrodynamic	 processes	
induced	by	the	tides,	water	density	differences	and	river	inflow.	The	complexity	and	variability	
of	 the	 resulting	 hydrodynamic	 processes	 usually	 requires	 a	 three-dimensional	 simulation	 of	
water	movement,	 including	 the	 transport	 of	 salinity	 and	 sometimes	 also	water	 temperature	
[Warner,	2005;	Zhang	and	Baptista,	2008;	Gross	et	al.,	2010;	Sehili	et	al.,	2014;	Kärnä	and	Bap-
tista,	 2016a;	MacWilliams	 et	 al.,	 2016].	 The	 simulation	 of	 3D	 hydrodynamics	 has	 become	 a	
standard	method	during	the	last	decades.	An	overall	trend	to	increase	the	complexity	in	hydro-
dynamic	models,	indicated	by	an	increase	in	the	number	of	computational	cells	and	decrease	in	
maximum	grid	resolution,	 is	shown	by	Ganju	et	al.	 [2016].	This	 trend	 is	straightforward	given	
the	broad	consensus	on	the	mathematical	description	of	water	flow.	In	contrast,	the	modeling	of	
ecological	 processes	 is	 complicated	 by	 the	 inherent	 complexity	 of	 biological	 systems,	 limited	
understanding	of	several	processes	and	sparse	availability	of	observational	data,	leading	to	over-
parameterization,	high	model	uncertainty	and	error	propagation	[Ganju	et	al.,	2016].	These	diffi-
culties,	 together	with	 the	wish	 to	develop	models	 that	 are	 as	 general	 as	possible	 to	be	 easily	























namic	model	Untrim	 in	offline	mode	and	 in	a	mass-conserving	way	 [Lang,	2012].	 I	configured	
the	biogeochemical	processes	(see	Chapter	1	and	Appendix	A)	with	state	variables	for	DO,	inor-




The	Elbe	Estuary	 is	 the	 tidally	 influenced,	 approximately	140	km	 long	part	of	 the	Elbe	River	
which	today	has	a	total	length	of	1	094	km.	The	catchment	of	the	Elbe	River	is	fourth	largest	in	
Middle	Europe	with	about	148	000	km2,	thereof	2/3	belonging	to	Germany,	and	24.5	Mio	inhab-
itants.	The	Elbe	 is	a	 lowland	river	with	only	about	½	of	 its	 length	 lying	200	m	above	mean	sea	





Geesthacht	Weir	 is	713	m3	s-1;	mean	summer	 low	discharge	 is	301	m3	s-1,	and	mean	winter	
high	discharge	 is	1870	m3	s-1,	respectively	[FHH	and	HPA,	2014].	The	estuary	 is	a	well-mixed	
meso-tidal/macrotidal	 coastal	 plain	 estuary	 [Kappenberg	 and	 Grabemann,	 2001;	Middelburg	
and	Her-man,	2007]	with	an	inland	delta	at	about	20	–	40	km	downstream	of	the	tidal	weir.	In	
the	area	of	this	inland	delta,	the	Port	of	Hamburg	is	located;	it	is	Germany’s	largest	seaport	and	
currently	 rank	 three	among	 the	 largest	container	ports	 in	Europe	 (rank	eighteen	worldwide).	
Next	to	nat-ural	changes,	the	estuary	has	been	subjected	to	man-made	modifications	for	centu-




phosphorus	 and	 contaminant	 pollution	 before	 the	 1990s	 (before	 the	 German	 reunification).	

















This	dissertation	deals	with	 the	 impact	of	man-made	bathymetric	modification	on	 low	oxygen	
conditions	 in	an	anthropogenically	 influenced	and	vertically	well-mixed	estuary,	and	compares	
them	to	the	impact	of	a	change	in	eutrophication.		






tions	with	bathymetric	 and	 riverine	 load	 scenarios,	 and	 a	detailed	 analysis	 and	discussion	of	
results.	 I	 finally	draw	overall	 conclusions	 in	 the	 last	 chapter.	Overall,	 I	 address	 the	 following	
questions	in	this	thesis:	•	 What	 are	 the	key	processes	driving	 an	 eOMZ	 in	 a	vertically	well-mixed	 system	 and	 is	
there	a	bathymetric	impact	on	DO	dynamics?	(Chapter2)	•	 What	are	possible	physical	influences	of	a	realistic	man-made	bathymetric	modification	
on	an	eOMZ,	and	are	they	potentially	relevant?	(Chapter	3)	•	 How	 large	 is	the	effect	of	man-made	bathymetric	modification	 in	relation	to	changes	 in	
nutrient	enrichment?	(Chapter	4)		
Chapter	2	introduces	a	biogeochemical	model	configuration	for	DO	dynamics	in	anthropogeni-
cally	 impacted	estuaries,	and	an	 idealized	1D	model	domain	 for	 a	well-mixed	estuary.	Results	




relationship	between	 the	amount	of	easily	degradable	material	and	 the	conditions	 for	 reaera-





configuration.	 I.	Holzwarth	 coupled	 the	models,	performed	 and	 analyzed	 the	 simulations,	 and	
wrote	the	manuscript	with	comments	provided	by	K.	Wirtz	
Chapter	3	 focuses	on	a	realistic	man-made	bathymetric	change	and	related	hydrodynamic	ef-
fects	 that	 potentially	 influence	 an	 eOMZ.	Results	 indicate	 that	 the	 physical	 impacts	 of	multi-
decadal,	man-made	bathymetric	modifications	are	moderate	and	pose	one	among	multiple,	pos-
sibly	stronger,	stressors.	Methodically,	this	chapter	promotes	the	approach	to	identify	and	apply	
suitable	hydrodynamic	 indicators	 to	describe	 the	 influence	of	physical	 changes	on	 the	 eOMZ.	
This	 indicator-based	 approach	 allows	 distinguishing	 between	 bathymetric	modifications	with	
potentially	 low	or	high	 impact	on	eOMZs.	As	by-product,	 it	 is	shown	 that	 the	derivation	of	an	
empirical	description	for	riverine	water	age	in	dependence	of	freshwater	discharge	at	a	specific	





Weilbeer,	H.	and	Wirtz,	K.	 (2018):	The	effect	of	bathymetric	modification	on	water	age	 in	 the	
Elbe	Estuary.	Submitted	to	Estuarine,	Coastal	and	Shelf	Science.		

























Whereas	the	role	of	nutrient	 input	as	a	major	human	 impact	driving	DO	depletion	 is	clear,	the	
effect	of	bathymetric	modifications	as	another	human	impact	is	less	well-known.	
Here,	we	 aim	 at	 a	 better	 understanding	 of	 how	DO	 dynamics	 are	 influenced	 by	 bathymetric	
modifications	 and	 changed	 nutrient	 input.	Therefore,	we	 introduce	 a	 coupled	 hydrodynamic-









plex	way.	 In	 particular,	 the	 interplay	 between	 surface-to-volume	 ratio	 and	 the	 degradability	
state	of	the	organic	material	 is	the	most	 important	factor	which	determines	the	capacity	to	re-
cover	high	DO	mineralization	losses	by	atmospheric	input.	
Thus,	 our	 study	 demonstrates	 the	 relevance	 of	 bathymetric	 factors	 during	 the	 assessment	 of	
human	interference	on	DO	dynamics	and	biogeochemical	processes	in	estuaries.			















impacts	on	 estuarine	 ecosystems	have	been	 extensively	 studied	during	 the	past	 two	decades	
[Najjar	et	al.,	2000;	Scavia	et	al.,	2002;	Robins	et	al.,	2016],	and	an	exacerbation	of	estuarine	DO	




or	 from	modifying	 the	estuarine	geometry	by	e.g.	 land	 reclamation,	 realignment,	barriers	and	
channel	deepening.	Like	climate	change	effects,	 the	human-induced	change	of	substance	 input	
has	 received	much	 attention,	 especially	 the	 increased	nutrient	 load	of	nitrogen	 and	phospho-
rous,	which	was	put	on	a	level	with	the	human-induced	rise	of	carbon	dioxide	by	Fulweiler	et	al.	
[2012].	The	increase	in	nutrient	input,	which	fuels	primary	production	and	subsequent	oxygen-





arine	water	 body.	 Generally,	 geometric	 changes	 interact	with	 the	 biogeochemical	 system	 by	
several	interrelations.	Most	basically,	geometric	changes	induce	changes	in	hydrodynamic	char-
acteristics.	Furthermore,	changes	 in	hydrodynamics	 influence	advective	 transport	characteris-
tics	and	biogeochemistry	[Volta	et	al.,	2014].	Recent	research	explored	the	 influences	of	differ-
ences	 in	horizontal	size	and	shape	 to	control	biogeochemical	processes:	whereas	 Jickells	et	al.	
[2014]	focused	on	the	area	size	of	an	estuary	 independent	of	 its	shape,	Volta	et	al.	[2016a]	 in-
cluded	different	types	of	 lateral	shapes	 in	their	 investigation.	Yet,	the	 influence	of	variations	 in	
depth,	and	 thus	the	vertical	dimension,	 is	of	special	 interest	because	 in	many	estuaries	world-
wide	human	activities	have	altered	the	bathymetry	to	deepen	the	shipping	channel	for	naviga-
tional	purposes.	Prominent	examples	are	the	Scheldt	[Meire	et	al.,	2005],	the	Yangtze	[Wu	et	al.,	




This	study	aims	at	understanding	estuarine	DO	dynamics	 in	response	to	 the	direct	human	 im-
pacts	of	riverine	nutrient	load	and	depth	change.	Therefore,	we	developed	an	integrated	hydro-
dynamic-biogeochemical	model	 and	 an	 idealized	model	 domain	 to	 provide	 an	 easier	 under-






portions	are	 inspired	by	 the	Elbe	Estuary	 (Northern	Germany)	and	 the	geometric	 idealization	
enables	transferability	of	the	results	to	other	estuaries.	





between	 the	port	and	 the	sea.	Geometry	and	water	quality	of	 the	Elbe	Estuary	were	 changed	
considerably	compared	to	pristine	conditions,	making	 it	a	characteristic	example	of	an	anthro-
pogenically	influenced	estuary.	









and	Sehili	et	al.	 [2014]	 for	Untrim,	and	 in	Blauw	et	al.	 [2009]	and	Deltares	 [2014]	 for	Delwaq.	
Untrim	calculates	hydrodynamic	characteristics	 in	tidal	environments	by	solving	the	Reynolds-	
averaged	Navier	Stokes	equations	 in	a	semi-implicit	way.	Based	on	 these	 information,	Delwaq	
simulates	 biogeochemical	 processes	 in	 the	water	 column	 by	 solving	 the	 advection-diffusion-	







Our	 configuration	 of	 the	 biogeochemical	model	 Delwaq	 simulates	 the	 dynamics	 of	 nutrients,	
phytoplankton,	particulate	organic	matter,	dissolved	organic	matter	and	DO.	In	this	section	we	
summarize	 important	 interactions	between	the	state	variables	(see	Figure	3).	Appendix	A	 lists	
the	mathematical	formulations	of	the	biogeochemical	model	configuration	in	tabular	form.	
Our	model	resolves	nitrogen,	ortho-phosphate	(PO4)	and	free	silicate	(Si)	as	inorganic	nutrients.	
Dissolved	 inorganic	 nitrogen	 is	 further	 subdivided	 into	 ammonium	 (NH4)	 and	 nitrate	 (NO3).	
The	attenuation	of	light	on	its	way	through	the	water	column	is	linked	to	suspended	mineral	and	








non-diatoms	 (NON-DIAT).	 Changes	 in	 their	 biomass	 arise	 from	 three	 processes:	 net	 primary	
production,	mortality	and	settling	–	as	also	documented	 in	detail	 in	Appendix	A.	Our	approach	
ignores	higher	 trophic	 levels	but	 conceptually	 includes	 grazing	 in	 the	pelagic	 zone	 through	 a	
higher	mortality	rate	constant,	and	grazing	by	benthic	filter	feeders	through	settling.	
	




Mortality	of	phytoplankton	 results	 in	 two	 shares:	an	 autolysis	 share	 is	directly	 remineralized	
into	 inorganic	nutrients	without	any	 influence	on	 the	DO	budget.	The	share	 fuels	 the	detritus	
pool,	which	comprises	carbonaceous,	nitrogenous	and	phosphorous	fractions.	The	degradation	
of	detritus	happens	 in	several	steps:	 the	most	easily	degradable	particulate	organic	matter	 for	




ized	 inorganic	 nutrients	 and	 dissolved	 organic	matter.	 The	 dissolved	 organic	matter	 pool	 is	
remineralized	to	inorganic	nutrients.	
The	 inorganic	 nitrogen	 cycling	 in	 our	 model	 configuration	 includes	 nitrification	 and	 deni-









Our	configuration	does	not	directly	simulate	processes	at	 the	sediment-water	 interface	and	 in	
the	bottom	sediment,	but	uses	enhanced	rates	of	organic	matter	sedimentation	and	mineraliza-

















tional	purposes	 instead	of	a	water	depth	generated	 in	a	morphological	equilibrium.	To	 include	
the	artificial	 tidal	 limit,	we	modified	a	power	 law	 formulation	 [Prandle,	1986]	of	 the	estuarine	
width,	resulting	in	Equation	2.	The	model	cross	section	is	rectangular.											B = 	 B + 	 a 	 ∙ x 		 	 	 	 	 	 	 	 (2)	
with	B:	estuarine	width,	B0:	width	at	the	(artificial)	tidal	 limit,	an:	coefficient,	x:	distance	from	
tidal	limit,	and	a:	shape	factor	for	funnel	curvature.	
The	dimensions	of	 the	model	 reference	domain	are	 inspired	by	 the	Elbe	Estuary.	For	detailed	

























The	hydrodynamic	model	simulates	 flow	conditions	and	 transport	of	salt	and	water	 tempera-
ture.	 Tides	 at	 the	 seaward	 model	 boundary	 and	 freshwater	 inflow	 at	 the	 landward	 model	
boundary	mainly	govern	water	levels	and	current	velocities	inside	the	model	domain.	We	force	
the	 hydrodynamic	model	with	 the	 following	 values:	 (i)	measured	daily	mean	 freshwater	dis-
charge	at	the	gauging	station	Neu	Darchau	(last	gauging	station	upstream	of	the	weir,	data	avail-
able	on	www.portaltideelbe.de),	 (ii)	water	 temperature	of	 freshwater	discharge	 from	 gauging	
station	Cumlosen,	 about	115	km	upstream	of	 the	weir	 (provided	by	Landesumweltamt	Bran-
denburg,	 available	on	www.fgg-elbe.de),	 (iii)	 air	 temperature	measurements	 from	 the	 station	
Hamburg-Fuhlsbüttel	as	 representative	values	 for	 the	entire	model	domain	 (provided	by	Ger-
many's	National	Meteorological	Service	DWD)	to	model	heat	exchange	at	the	water	surface	using	













We	ran	 the	model	 for	 the	entire	period	2010	 to	2011	and	used	 the	results	 from	2011	 for	our	

















Seaward	biogeochemical	boundary	values	originate	 from	 the	data	of	 the	outermost	helicopter	
sampling	point.	The	 landward	boundary	values	 are	more	 critical	 for	 the	biogeochemical	pro-
cesses	in	the	estuarine	freshwater	part	and	we	compiled	landward	boundary	values	(see	Figure	
B1	in	Appendix	B)	from	three	sources:	(1)	data	from	the	helicopter	sampling	directly	upstream	
of	 the	 weir,	 continuous/biweekly	 observational	 data	 at	 the	 stations	 (2)	 Cumlosen	 and	 (3)	
Schnackenburg.	The	two	stations	are	located	more	than	100	km	upstream	of	the	weir	(data	from	










Global	 radiation	 and	wind	 speed	 are	 required	 as	meteorological	 boundary	 data	 at	 the	water	
surface.	 We	 used	 monthly	 areal	 averages	 of	 global	 radiation	 from	 maps,	 accessible	 on	
www.dwd.de,	and	daily	values	of	wind	speed,	directly	provided	by	DWD.	
Due	 to	 the	 idealized	domain,	 the	 geometric	 ratio	between	water	 surface	 area	 and	underlying	
water	volume	(surface-to-volume	ratio,	sv-ratio)	 is,	on	average,	0.5	times	smaller	 in	the	model	
compared	to	the	real	estuary.	This	ratio	is	important	for	the	impact	of	the	oxygen	exchange	with	

















ly,	 the	use	of	different	parameterizations	complicates	 the	 transferability.	This	 is	especially	 the	
case	 for	organic	matter	degradation	 rates	where	varying	organic	matter	pool	partitions	 addi-
tionally	 impede	 direct	 comparability.	Thus	we	 investigated	 a	 larger	 range	 for	 organic	matter	







1.	These	 three	 change	 scenarios	 are	 variations	 of	 the	 reference	 scenario	 (R)	which	 has	 been	
described	in	the	previous	sections.	
The	first	change	scenario	(L)	corresponds	to	the	call	of	reducing	the	human	nutrient	footprint.	
This	 scenario	 L	 contains	 a	 reduced	 riverine	 input	 load	of	nutrients,	dissolved	 and	particulate	
organic	matter	including	phytoplankton.	To	obtain	a	clear	signal	 in	the	results	we	realized	sce-















long	name	 R	reference	 L	load	reduction	 D	depth	change	 LD	load	&	depth	change	
length1			
(depth1	6m)	 30	km	 30	km	 80	km	 80	km	
length2		




measured	 ½	measured	 measured	 ½	measured	
2.3	 Results	
2.3.1	 Hydrodynamic	results	for	the	reference	scenario	R	
Along	 the	estuary,	 the	model	skill	 in	simulating	 large-scale	hydrodynamic	processes	 is	evident	
from	a	reproduction	of	the	tidal	range	and	its	symptomatic	changes	including	maximum	values	
directly	downstream	of	 the	bottom	step	at	km-30.	Furthermore,	 the	model	simulates	 realistic	
water	temperatures	in	the	freshwater	zone.	This	is	indicated	by	correspondence	of	observed	and	








and	 constant	 freshwater	discharge	Qconst.	Flushing	 time	values	 from	our	model	qualitatively	
agree	with	values	 from	Bergemann	et	al.	 [1996],	see	Figure	B2	 in	Appendix	B.	It	has	 to	be	no-
ticed,	 that	 the	values	 in	Bergemann	 et	 al.	 [1996]	 base	on	 a	30	year	older	bathymetry	 and	on	
water	volume	below	half	tide	level.	
2.3.2	 Biogeochemical	results	for	the	reference	scenario	
Computed	 longitudinal	 transects	of	major	biogeochemical	variables	at	 least	qualitatively	agree	
with	most	observational	data	 from	helicopter	 flights	 in	2011,	 see	Figure	6.	The	 first	profiling	
date	 at	 the	 beginning	 of	March	 reflects	 a	 typical	 end-of-winter/early-spring	 situation.	 In	 this	
situation,	concentration	 levels	of	DO	and	 inorganic	nutrients	correspond	to	 typical	winter	val-
ues.	Merely	phytoplankton	(as	chlorophyll-a)	concentrations	are	already	elevated	compared	to	









water	 in	2011	along	 the	estuary.	Black,	solid	 lines	 represent	simulation	 results.	Grey	
















Figure	7:	Comparison	of	observed	DO	(grey	 line)	at	 the	 two	permanent	measuring	stations	S1	
(upstream	of	 the	bottom	step)	and	S2	(directly	downstream	of	 the	bottom	step)	with	
simulated	DO	 (black	 line)	 at	 their	 corresponding	model	 locations	 for	 the	 entire	year	
2011.	The	dashed	black	line	shows	the	calculated	oxygen	saturation	concentration.		
At	 the	 sampling	 dates	 in	 summer,	 July	 and	August,	 see	 Figure	 6,	model	 results	 exhibit	 large	
changes	in	DO,	chlorophyll-a,	NH4,	PO4	and	POC	concentration	along	the	longitudinal	axes	of	the	




between	observed	data	and	modeled	 results	are	 apparent	 in	 the	exact	position	of	 the	oxygen	
minimum	zone	and	in	NH4	and	PO4	concentration	level.	




also	 follows	 from	 the	comparison	with	 long-term	continuous	measurements	at	 the	stations	S1	
and	S2.	In	Figure	7	we	compare	their	DO	data	with	model	results	in	the	corresponding	computa-






















a),	whereas	 an	 increase	 in	other	 important	 rate	 constants	 and	SPMI	 concentration	 leads	 to	 a	
decrease	in	minimum	DO.	These	results	of	the	sensitivity	study	display	an	expected	and	coher-
ent	model	behavior.	The	comparison	to	 literature	parameter	ranges	shows	that	our	parameter	
reference	values	 lie	within	 the	 common	magnitude.	Within	 this	 range,	 the	model	 reacts	most	















Upstream	of	 the	weir,	primary	production	also	starts	becoming	active	at	 this	 time	of	 the	year,	


















and	transport-related	DO	exchanges.		 primary	production	 mineralization	 nitrification	 reaeration	 sum	of	all	
Jan/Feb	 0.1	 -5.8	 -0.2	 40.0	 48.5	
Mar/Apr	 5.7	 -24.3	 -4.0	 0.7	 -11.2	
May/Jun	 16.7	 -66.3	 -15.4	 25.7	 -34.1	
Jul/Aug	 9.5	 -67.1	 -10.7	 28.4	 -35.7	
Sep/Oct	 1.6	 -40.4	 -6.3	 25.9	 -18.3	






Figure	9:	Simulated	daily	depth-integrated	oxygen	change	rates	per	process	 for	 the	 two	situa-
tions	 a)	 early	 spring	on	08-March-2011	 and	b)	 summer	on	4-July-2011,	 for	 the	 four	
scenarios	R,	L,	D	and	LD.	 'Sum	of	all'	also	 includes	 transport	which	are	not	depicted	
separately	in	the	plots.		
During	the	following	spring	and	summer	seasons	the	depth-integrated	rates	and	bulk	changes	in	
DO	 are	 substantially	 larger	 (Figure	 9,	Table	 2).	 In	 summer,	 peak	 boundary	 values	 for	 phyto-
plankton	 generate	 highly	 active	 primary	 production	 upstream	 of	 the	 bottom	 step	with	 peak	





Nitrification,	 not	 significant	 in	winter,	 also	 accounts	 for	 substantial	 DO	 loss	 during	 summer	
when	NH4	 concentration	 augments	 through	mineralization.	 Related	 depth-integrated	 oxygen	










transport	 induced	 changes,	 peaks	 directly	 downstream	 of	 the	 bottom	 step	with	 approx.	 900	
mmol	DO	m-2	in	July.	
Throughout	late	summer	mineralization	remains	high	(Table	2),	because	of	high	water	tempera-
tures	 promoting	 decomposition	 and	mineralization.	 In	 contrast,	 primary	 production	 and	 the	
related	DO	production	reduces	by	about	50	%	due	to	much	lower	upstream	phytoplankton	input	
population.	Production	 further	declines	during	autumn	and	almost	ceases	 at	 the	beginning	of	
winter.	Mineralization	 and	nitrification	 activity	decrease	more	 gradual	 from	 late	 summer	 to-
wards	 the	 end	of	 the	year	 following	 the	 falling	water	 temperature	 and	 reduction	of	 easy	de-
gradable	material	delivered	by	primary	production.	
2.3.5	 Impacts	of	anthropogenic	interventions	
Compared	 to	 the	reference	scenario	R,	 the	concentration	 levels	 in	scenario	L	are	substantially	
lower	for	nutrients,	phytoplankton	and	organic	matter,	and	the	DO	deficit	is	not	as	severe	as	in	
R,	see	Figure	10.	The	depth-integrated	oxygen	change	 rates	 in	 the	 freshwater	zone,	especially	
the	ones	for	mineralization,	nearly	scale	down	linear	to	the	reduction	by	0.5	in	boundary	values,	
see	Figure	 9	a)	and	b)	 for	L	 -	 reduced	 load,	and	Table	3.	Locally,	we	observe	main	deviations	
from	 this	 linearity	 for	 summer	DO	 changes	 due	 to	 nitrification	with	 higher	 relative	 changes	
upstream	of	km-70	benefiting	 from	higher	DO	 levels	 in	L.	Consequently	 lower	 relative	depth-
integrated	oxygen	 change	 rates	due	 to	nitrification	 result	 further	downstream	because	of	 ex-
hausted	NH4	substrate	by	the	enhanced	upstream	consumption.	The	resulting	upstream	offset	




downstream	 decrease	 in	 phytoplankton	 biomass,	 indicated	 as	 chlorophyll-a,	 happens	 more	
gradual	(Figure	10)	because	of	primary	production	being	slightly	 less	 light	 limited	by	the	shal-
lower	water	depth.	As	a	consequence,	oxygen	production	by	primary	production	is	higher	com-





constant	till	km-55,	and	 thus	smaller	 than	 in	scenario	R,	and	then	slowly	decline	connected	 to	
diminishing	easily	degradable	organic	matter,	see	Figure	11.	Conversely,	NH4	concentration	(not	























by,	 the	 relative	 importance	of	water	 surface	processes,	 such	 as	 reaeration,	 also	decreases.	 In	
























freshwater	 zone.	An	 annual	 cycle	 is	 common	 to	 all	 scenarios	with	 highest	 ratios	 resulting	 in	
spring	 and	 early	 summer	 and	 decreasing	 to	 low	 ratios	 in	winter.	 Comparing	 the	 prod/cons-




Table	3:	Mean	DO	bulk	changes	 for	primary	production,	mineralization	and	nitrification	 in	 the	
freshwater	zone	between	km-0	and	km-120	for	scenarios	R,	L,	D	and	LD	in	mmol	DO	m-2	d-1.	The	prod/cons-ratio	describes	the	relation	between	the	bulk	changes	of	the	DO-
producing	(here:	primary	production)	and	the	DO-consuming	processes	(here:	mineral-
ization	and	nitrification).		 primary	production	 mineralization	 nitrification	 prod/cons	-	ratio		 R	 L	 D	 LD	 R	 L	 D	 LD	 R	 L	 D	 LD	 R	 L	 D	 LD	
Jan/Feb	 0	 0	 0	 0	 -6	 -3	 -6	 -3	 0	 0	 0	 0	 0.02	 0.01	 0.03	 0.02	
Mar/Apr	 6	 3	 9	 4	 -24	 -12	 -25	 -13	 -4	 -2	 -4	 -2	 0.20	 0.18	 0.30	 0.27	
May/Jun	 17	 9	 26	 14	 -66	 -37	 -79	 -43	 -15	 -9	 -17	 -9	 0.20	 0.19	 0.27	 0.26	
Jul/Aug	 10	 5	 15	 8	 -67	 -38	 -79	 -43	 -11	 -6	 -11	 -6	 0.12	 0.12	 0.17	 0.17	
Sep/Oct	 2	 1	 3	 1	 -40	 -21	 -44	 -23	 -6	 -3	 -7	 -3	 0.03	 0.04	 0.05	 0.05	



















zone	downstream	of	 the	bottom	step	 in	geometric	 terms.	The	strong	 increase	 in	DO	depletion	
downstream	of	the	drop	in	bottom	bathymetry	results	from	the	concurrence	of	two	effects:	first,	
the	additional	volume	 increase	at	 the	bottom	step	 results	 in	 a	 sudden	 increase	 in	degradable	
material	 and	prolonged	 residence	 times,	and	 thus	accumulated	consumption,	per	 longitudinal	
segment;	second,	 the	available	surface	area	 for	atmospheric	oxygen	 input	remains	unchanged.	











the	 overestimated	 NH4	 concentration	 simulated	 during	 summer	 downstream	 of	 the	 bottom	
step,	 nitrification	 rate	 in	 our	 study	may	 be	 too	 high	 so	 that	 one	 can	 expect	 an	 even	 lower	




DO	production	by	primary	production	in	our	model	estuary	with	its	reference	bathymetry	plays	a	minor	role	on	DO	dynamics	and	 is	merely	performed	by	phytoplankton	 introduced	 from	 the	
continental	 river	section.	Our	model	predicts	severe	 light	 limitation	of	phytoplankton	growth,	
especially	in	the	deeper	sections	of	the	estuary,	very	much	in	the	range	reported	by	Soetaert	et	































However,	more	 complex	 feed-backs	 emerge	 in	 the	 scenario	 describing	 a	 bathymetric	 change,	
which	constitutes	 a	 special	case	of	 a	geometric	change.	Basically,	 a	geometric	change	 induces	
changes	 in	 hydrodynamic	 characteristics.	 Interdependencies	 between	 various	 hydrodynamic	
characteristics	 and	biogeochemical	processes	have	 already	been	 studied	by	 e.g.	Regnier	 et	 al.	
[2013]	and	Arndt	et	al.	[2007].	In	our	study	we	focus	on	the	biogeochemical	system	response	of	a	bathymetric	(i.e.	depth	related)	change	as	the	most	pervasive	human	intervention	in	estuarine	
geometry	nowadays.	We	show	that	a	bathymetric	change	particularly	entails	an	alteration	in	the	
surface-to-volume	 ratio.	Thereby,	 the	 exchange	possibility	of	gases	with	 the	atmosphere	 is	al-
tered.	Our	results	 illustrate	that	this	effect	strongly	 influences	DO	dynamics	 in	such	a	way	that	
high	DO	depletion	occurs	if	a	decrease	in	surface-to-	volume	ratio	coincides	with	high	concentra-
tions	 of	 easily	 degradable	material.	 So,	 we	 generally	 find	 the	 interplay	 between	 surface-to-
volume	ratio	and	the	degradability	state	and	amount	of	organic	material	to	be	most	important	in	
determining	 the	 specific	 ability	of	 the	 system	 to	 recover	high	DO-mineralization	 losses	by	 at-






























that	shape	 the	DO	distribution	 in	anthropogenically	 impacted	systems.	Moreover,	our	findings	




measure	 to	 reduce	 estuarine	 DO	 depletion.	 However,	 subsequent	 studies	 aiming	 at	 the	
quantification	of	nutrient	reduction	effects	will	have	to	explore	the	necessity	of	model	enhance-
ments	in	terms	of	benthic	processes	and	delayed	release	from	sediment	storages.	
We	 gain	 new	 scientific	 understanding	 of	 the	 role	 of	 bathymetric	 changes	 to	 biogeochemical	
cycling	and	especially	 to	DO	dynamics.	A	bathymetric	change,	as	a	subcase	of	geometric	varia-
tions,	alters	 the	 ratio	of	water	surface	 to	underlying	water	volume.	Consequently,	 the	 relative	
ability	of	gas	exchange	with	 the	atmosphere	 is	changed.	This	effect	may	similarly	apply	 to	all	
biogeochemical	substances	having	a	relevant	gaseous	form.	This	study	reveals	the	importance	to	
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of	biogeochemical	 reactions	 in	 the	 estuary	or	 certain	 estuarine	 sections.	 Since	hydrodynamic	
changes	 induce	changes	 in	 transport	 time,	river	discharge	and	 its	seasonal	variability	strongly	
determine	the	transport	time	of	riverine	water	and	its	fluctuations.	A	factor	that	leads	to	a	per-
manent	change	 in	hydrodynamics	is	man-made	bathymetric	modification.	However,	the	 impact	
of	such	modification	on	 transport	 time	has	never	been	quantified.	Here	we	show	 for	 the	Elbe	
Estuary	 (Germany)	 that	 the	 impact	of	 typical,	decadal	man-made	bathymetric	modification	on	
the	transport	time	of	riverine	water	is	much	smaller	than	the	effect	of	the	natural	variability	in	
river	 discharge.	We	 used	 riverine	water	 age	 to	 determine	 transport	 time	 and	 found	 the	 age	
difference	due	to	river	discharge	variation	to	be	in	the	order	of	days	to	weeks,	depending	on	the	
location	within	the	estuary.	A	simple	approximation	of	the	observed	dependency	between	river-






less,	 the	 increase	 in	 transport	 time	 potentially	 poses	 an	 additional	 stressor	 to	 the	 estuarine	
oxygen	minimum	zone	in	the	higher	anthropogenically	impacted	bathymetry,	especially	in	com-
bination	with	the	reduced	reaeration	ability	due	to	the	decreased	water	surface-to-volume	ratio.	A	precise	quantification	in	terms	of	oxygen,	though,	will	have	to	consider	a	possible	shift	of	the	









The	 transport	 time	of	 substances	 in	 estuaries	 is	 an	 important	 characteristic	because	 it	 is	 the	
physical	 factor	 that	 influences	 the	completeness	of	biogeochemical	reactions	 in	 the	estuary	or	
certain	 estuarine	 sections.	 In	 the	 context	 of	 nutrient	 transport,	phytoplankton	 dynamics,	 low	
oxygen	situations,	fate	of	pollutants	and	spill	events,	such	transport	times	have	been	assessed	in	




Generally,	changes	 in	 transport	 time	are	 induced	by	changes	 in	hydrodynamics.	Thus,	several	
other	 influence	mechanisms	 than	 river	discharge	on	 transport	 time	 scales	 exist;	of	particular	
interest	are	man-made	 influences	with	regard	to	the	 interaction	of	the	diverse	human	 impacts	
on	the	biogeochemical	system	of	estuaries.	One	of	 the	worldwide	dominating	man-made	 inter-
vention	 nowadays	 is	 the	 deepening	 of	 the	 estuarine	 bathymetry	 for	 navigational	 purpose	
[Avoine	et	al.,	1981;	Abood	et	al.,	1999;	Vriend	et	al.,	2011;	Meyers	et	al.,	2014b;	van	Maren	et	al.,	
2015a].	While	 bathymetric	 changes	 involve	 changes	 in	 estuarine	 hydrodynamics	 [Liu	 et	 al.,	
2001;	Prandle,	2003;	Lane,	2004;	Picado	et	al.,	2010;	Ensing	et	al.,	2015],	 they	potentially	also	
induce	a	change	in	transport	time.	Despite	the	commonness	of	bathymetric	deepening,	the	influ-
ence	of	man-made	bathymetric	modification	on	 transport	 time	has	not	been	quantitatively	 in-
vestigated	to	date.		
In	 this	study,	we	 examine	 the	 effect	of	 a	 realistic,	40-year	bathymetric	 change	due	 to	human	
interference	 on	 transport	 time	 scale	 in	 the	Elbe	Estuary	 (Germany),	 see	 Figure	 12.	The	Elbe	
Estuary	 is	a	well-mixed	alluvial	estuary	which	 is	strongly	exposed	to	anthropogenic	influences,	
particularly	by	heavy	man-made	modifications	of	 its	geometry	with	considerable	deepening	of	
the	bathymetry	during	the	 last	centuries,	and	by	riverine	substance	 loads	which	 lead	to	strong	
biogeochemical	processes	 in	 the	estuarine	 freshwater	section	 [Schroeder,	1997;	Dähnke	et	al.,	
2008;	Amann	et	al.,	2012,	2014].			
Several	methods	exit	to	estimate	or	calculate	time	scales	for	the	transport	of	substances.	Some	
methods	provide	an	 integral	 time	scale	 for	 the	 entire	system,	others	give	 local	 results	 for	 the	
different	positions	in	the	estuary	[Zimmerman,	1988].	The	former	kind	of	methods	are	so-called	
box	model	estimates	[Zimmerman,	1988;	Kärnä	and	Baptista,	2016b]	which	usually	either	base	



























tion	coefficients.	The	bathymetry	resolution	on	subgrid	level	[Casulli	and	Stelling,	2010]	enables	a	 precise	 representation	 of	water	 volume.	 The	 unstructured,	 orthogonal	 computational	 grid	
consists	of	roughly	11000	horizontal	elements	with	25	subgrid	divisions	per	edge	and	a	maxi-
mum	of	31	vertical	z-layers	with	a	thickness	of	1m.		














the	 tributaries	we	 employ	 long-term	mean	discharge	 estimates	 [IKSE,	2005]	due	 to	 a	 lack	of	











show	 that	water	depth	 in	Hi	 is	several	meters	higher	compared	 to	Lo	 in	most	sections	of	 the	
navigation	channel.		
In	Hi	we	use	the	bathymetry	of	the	year	2010	as	the	most	recent	and	consistent	one	available.	In	
Lo,	we	replace	 the	bathymetry	 in	 the	section	between	 the	 tidal	barrier	and	km-120	by	 the	40	
years	older	bathymetry	of	1970.	In	the	section	of	the	replacement,	bathymetry	differences	can	




We	 combine	 the	 two	 bathymetric	 scenarios	Hi	 and	 Lo	with	 four	 different	 discharge	 regimes,	
resulting	in	eight	simulated	scenarios,	see	Table	4:	Hi-M	and	Lo-M	include	the	variable,	observed	








discharge	 Measured		2010	–	2011		 Constant		300	m3	s-1		 Constant		700	m3	s-1	 Constant		1300	m3	s-1	
Hi	 Hi-M	(reference)	 Hi3	 Hi7	 Hi13	























nential	 growth	 or	 decay	 and	 related	 to	 the	 concentration	 of	 Tcon	 according	 to:	 ( ) =	 	 ∙ 	 .	
The	transport	equations	for	the	two	tracers	are	
= 	 −∇ 	 ∙ ( 	 − 	∇ ) 	 	 	 	 	 	 	 	 (1)	
= 	 − − ∇	 ∙ ( 	 − 	∇ ) 	 	 	 	 	 	 	 (2)	
The	water	age	a	is	then	calculated	by		
=
	( )⁄ 	 	 	 	 	 	 	 	 	 	 (3)	
We	 focus	on	 the	age	of	riverine	water	because	 the	riverine	substance	 load	governs	 the	strong	
biogeochemical	processes	 in	the	Elbe	Estuary	[Schroeder,	1997;	Dähnke	et	al.,	2008;	Amann	et	










using	 constant	boundary	 conditions.	Our	 results	 complement	 Sehili	 et	 al.	 [2014]	who	 already	
showed	good	agreement	between	model	results	and	observations	for	water	level	during	selected	
periods	in	the	years	2006	and	2011.		
Time	 series	 comparison	 generally	 shows	 a	 good	 agreement	between	 simulated	 and	observed	
















Variable	with	n	=	number	of	stations	 Mean	correlation	 Mean	difference	 Mean	 deviation	 of	means	
Water	level	(n=6)	 0.991	 0.090				(m)	 0.005				(m)	
Current	velocity	(n=4)	 0.930	 0.114				(m/s)	 -0.080			(m/s)	
Salinity	(n=10)	 0.867	 2.1								(1e-3)	 2.0								(1e-3)	










ture	 are	 compared	 at	 the	 continuous	measuring	 station	 D1-Hanskalbsand	 (km-57).	
Measurements	 from	 Water	 and	 Shipping	 Agency	 Hamburg,	 available	 on	
www.portaltideelbe.de.	 Salinity	 is	 not	 shown	 because	 the	 position	 is	 located	 in	 the	
freshwater	section.	
3.3.2	 Reference	water	age	
In	 the	reference	scenario	Hi-M	riverine	water	age	ariv	 for	 the	reference	scenario	generally	 in-





Riverine	water	 age	 ariv	 exhibits	 a	 strong	dependency	 on	 river	 discharge	 (blue	 line	 in	 Figure	
16a):	after	the	high	discharge	event	at	the	end	of	January,	ariv	values	are	smallest	for	all	stations	









the	peak	discharge	 in	 January	 is	about	3	days	whereas	 it	 is	more	 than	15	days	during	 the	 low	
flow	period	in	June/July.	
When	 looking	at	ariv	values	 in	dependence	on	river	discharge	without	chronological	allocation	
(dots	 in	 Figure	 16b),	 the	 behavior	 described	 above	 appears	 even	more	 consistent:	 at	 similar	








Seemannshöft)	and	S2	(km-65,	D2	 Julesand)	 in	 the	estuarine	 freshwater	part,	and	S3	





In	scenario	Lo-M,	ariv	 is	usually	smaller	compared	 to	Hi-M,	see	 in	Figure	16a	grey	 lines	com-
pared	to	black	 lines.	The	differences	are	in	the	range	of	hours	at	S1,	S2,	and	S3,	and	thus	lower	
than	the	differences	caused	by	the	natural	variability	of	river	discharge.	At	S1,	the	difference	in	













are	some	conspicuous	patches	 in	 the	middle	of	 the	estuary	 (sand	banks	and	 islands)	
and	at	the	banks	that	appear	to	have	a	water	age	below	1	day:	these	are	elevated	areas	
that	have	fallen	dry	and	have	a	water	age	of	zero.	b)	Water	age	difference	(Lo-M)	–	(Hi-









charge.	 Lower	 panels:	 Difference	 in	 riverine	water	 age	 between	 scenarios	with	 the	
same	discharge	but	different	bathymetries.	Left	panels	 show	values	 along	 the	 entire	





variable	discharge	scenarios,	 the	quasi-stationary	 results	 for	 the	constant	discharge	scenarios	
better	 allow	 an	 evaluation	 on	 the	 longitudinal	 profile.	Most	 prominent	 is	 the	 accelerated	 in-
crease	in	ariv	between	km-20	and	km-35	(Figure	18	zoom	area	on	upper	right	panel).	During	the	
15	km	long	distance,	ariv	increases	from	1.5	days	to	6.4	days	in	the	low-flow	scenario	Hi3,	from	
14	hours	 to	2.5	days	 in	Hi7	and	 from	8	hours	 to	1.3	days	 in	Hi13.	Downstream	of	km-35,	 the	
increase	 in	ariv	continues	steadily	but	more	gradually.	55	km	 further	downstream,	at	position	
S3,	ariv	reaches	values	of	24.8	days	in	Hi3,	of	15.6	days	in	Hi7	and	of	9.5	days	in	Hi13.	




almost	 continuously	 from	 upstream	 to	 downstream	 until	 km-70	 in	 Lo7	 and	 until	 km-100	 in	
Lo13,	 the	 differences	 between	 Hi3	 and	 Lo3	 peak	 twice	 along	 the	 estuary:	 at	 around	 km-30	
where	ariv	is	16	hours	smaller,	and	second	between	km-60	and	km-80	where	it	is	almost	1	day	
smaller	in	the	shallower	bathymetry	Lo.	Downstream	of	km-80,	ariv	values	in	Hi3	and	Lo3	con-
















Let	Q	be	a	specified	river	discharge;	 the	estuarine	width	depends	on	distance	x	 from	 the	 tidal	
limit	 (x=0)	with	 ( ) = ∙ ∙ 	 [Prandle,	1986],	 and	depth	 H	 is	 assumed	 to	be	 constant	 for	
simplicity.	The	exponent	 k	 is	 a	constant	shape	 factor	 for	 the	estuarine	 funnel	curvature	and	 a	
system	 constant.	 Then,	 the	 cross-sectional	 area	 can	 be	 approximated		 ( ) = 	 ∙ ∙ ,	
with		 = ∙ .	The	residual,	cross-sectional	downstream	velocity	can	be	approximated	by	
( ) = 	 ∙ ∙ 			 	 	 	 	 	 	 	 	 	 [1]	
The	average	residual	velocity	¯v	for	the	section	between	x=0	(tidal	limit,	point	of	release	of	river	
discharge	Q)	and	some	distance	x	downstream	is	
= 	 ∫ ( ) 	 = 	 ∙ ∙ ∙ [1 − ∙ ] 	 	 	 	 	 	 		 	 [2]	
So,	the	average	time	a	water	parcel	needs	to	flow	from	the	point	of	release	to	some	position	x	
downstream	is	









but	 real	 estuarine	 shapes	 deviate	 from	 it	 and	 include,	 e.g.,	 non-monotonic	 growth	 in	 cross-
section.			
Nevertheless,	 the	 generic	dependency	 in	Equation	 3	 lets	us	 expect	 a	 similar	 relation	 in	other	
estuaries	and	we	encourage	riverine	water	age	assessments	similar	to	ours.	
3.4.2	 Effect	of	man-made	bathymetric	modification	on	water	age	
Large	 depth	 differences	 exist	 between	 the	 bathymetric	 scenarios	Hi	 and	 Lo	 (Figure	 13b	 and	











Lo3,	Hi7	 and	Lo7,	Hi13	 and	Lo13,	 respectively)	 to	be	 in	 the	 same	order	 of	magnitude	 as	 the	
difference	between	Hi-M	and	Lo-M.	This	consistency	 in	results	 for	different	discharge	regimes	
lets	us	reliably	determine	the	difference	in	ariv	due	to	the	bathymetric	modifications	to	be	in	the	





Transport	 time	 scales	 are	usually	 explored	 in	 the	 context	of	biogeochemical	or	water	quality	
issues	[Chan	et	al.,	2002;	Fujiwara	et	al.,	2002;	Shen	and	Haas,	2004;	Brye	et	al.,	2012;	Rayson	et	
al.,	2016;	Ahmed	et	al.,	2017].	Here,	we	focus	on	estuarine	oxygen	dynamics	because	in	the	Elbe	
Estuary	 [Schroeder,	 1997;	 Amann	 et	 al.,	 2012]	 and	 in	 many	 other	 contemporary	 estuaries	


















surface.	Nevertheless,	 eOMZs	 regularly	occur	 in	many	well-mixed	 estuaries	 [Schroeder,	1997;	
Verity	et	al.,	2006;	Lanoux	et	al.,	2013;	Diez-Minguito	et	al.,	2014].	








quantification	of	physical	effects	known	 to	us,	 though,	similar	 to	 the	Elbe	Estuary,	many	well-
mixed	estuaries	worldwide	experience	the	phenomena	of	a	strongly	deepened	navigation	chan-
nel	and	severe	eOMZs,	 like	 the	upper	Delaware	Estuary	 [DiLorenzo	 et	al.,	1994;	Sharp,	2010;	
Tomaso	and	Najjar,	2015],	 the	Scheldt	 [Meire	et	al.,	2005;	van	Damme	et	al.,	2005],	 the	Loire	
[Abril	et	al.,	2003;	Etcheber	et	al.,	2007;	Walther	et	al.,	2015]	or	the	Guadalquivir	[Diez-Minguito	
et	al.,	2014;	Ruiz	et	al.,	2015].	
The	 time	 it	 takes	 for	degradable	organic	matter	 to	be	 transported	 to	a	specific	 location	deter-
mines	 the	completeness	of	 its	heterotrophic	degradation.	Middelburg	and	Herman	 [2007],	 for	
example,	showed	that	organic	matter	is	extensively	modified	due	to	heterotrophic	processing	in	
estuaries	with	 long	 residence	 times	 compared	 to	 estuaries	with	 shorter	 residence	 times.	 An	



























ing	 the	 simulation	 results	of	water	volume	 and	water	 surface	 area	 in	Hi-M	 and	Lo-M	 for	 the	
entire	 simulation	period.	The	 resulting	values	 are	presented	 in	Figure	19;	on	 average	 the	 sv-
ratio	 is	10%	 lower	 in	Hi-M	compared	 to	Lo-M,	and	15%	 lower	 if	we	only	consider	the	estuary	








ymetric	modification	 implies	 that	more	water	 volume	 has	 to	 be	 reaerated	 through	 the	 same	
surface	area	and	thus	indicates	a	lower	oxygen	supply	to	the	eOMZ.	
In	 Figure	 20	 the	 indicator-based	 approach	 is	 summarized.	 Overall,	 both	 indicators	 show	 a	
change	due	 to	more	 intense	man-made	bathymetric	modification,	each	 in	a	direction	to	create	








Figure	20:	 a)	 Influences	 that	 form	 an	 estuarine	oxygen	minimum	 zone	 (eOMZ)	 in	well-mixed	
estuaries;	b)	derived	hydrodynamic	 indicators	 for	changes	 in	 those	 influences.	c)	 Im-
pact	of	bathymetric	change	with	numbers	giving	the	quantitative	effect	from	scenario	







tions	on	an	eOMZ	 in	 terms	of	oxygen	necessitates	a	model	 that	dynamically	simulates	 the	 im-
portant	 interactions	 between	 physical	 and	 biogeochemical	 factors	 and	 that	 also	 includes	 the	
interactions	between	several	biogeochemical	quantities.	Some	biogeochemical	effects	due	to	the	
change	in	depth,	like	the	influence	on	primary	production	[Kemp	and	Boynton,	1980;	Soetaert	et	













































intervals	with	high	discharges	 and	 increases,	proportional	 to	 the	 inverse	of	discharge,	during	
periods	of	low	discharge.	Thereby,	the	age	difference	between	highest	and	lowest	discharge	is	in	
the	order	of	days	for	upstream	stations	and	grows	to	weeks	for	stations	in	the	salinity	gradient	




variability	 in	river	discharge.	The	age	difference	between	 the	bathymetric	scenarios	 lies	 in	the	
order	of	hours	up	to	one	day	maximum,	depending	on	location	and	discharge.	
With	regard	to	 the	anthropogenically	driven	problem	of	estuarine	oxygen	minimum	zones,	we	
propose	 to	use	riverine	water	age	as	a	hydrodynamic	 figure	 that	 indicates	possible	changes	 in	




can	be	saved.	 In	 this	study,	 the	 impact	of	 the	 investigated	man-made	modification	on	riverine	
water	age	is	10	-	15	%	and	process-based	biogeochemical	modeling	appears	necessary	to	more	
precisely	 quantify	 oxygen	 related	 impacts,	 including	 a	 possible	 shift	 of	 the	 oxygen	minimum	
location.	
Notwithstanding	 the	 apparently	 small	 impact,	 the	effect	of	 the	 larger	water	 age	 in	 the	higher	
impacted	bathymetry	potentially	leads	to	higher	accumulated	oxygen	consumption.	In	combina-
tion	with	 reduced	oxygen	 reaeration	due	 to	 the	decreased	water	 surface-to-volume	 ratio,	 the	
higher	 impacted	bathymetry	generates	additional	stressors	 to	 the	estuarine	oxygen	minimum	

































the	 cumulative	 effect	 of	many	 bathymetric	modifications	 over	 centuries	may	 be	 particularly	
















tions,	may	 solely	 be	 the	 consequence	 of	 the	 large	 amount	 of	 riverine	 organic	matter	 and/or	
ammonium	load.	However,	many	of	the	well-mixed	estuaries	also	serve	as	major	shipping	routes	







al.,	2015],	 that	 also	 alter	 transport	 characteristics.	 In	 addition,	 geometric	 relations	 change	by	
deepening.		
An	important	geometric	relation	for	the	dynamics	of	estuarine	oxygen	minimum	zones	(eOMZs)	
in	 vertically	well-mixed	 systems	 is	 the	 ratio	 of	water	 surface	 to	 underlying	water	 volume:	 it	
describes	the	relevant	interface	on	which	the	reaeration	rate	is	active	and	thereby	constrains	the	
amount	 of	 atmospheric	 oxygen	 that	 can	 be	 supplied	 to	 the	 underlying	 water	 column.	 In	
Holzwarth	 and	Wirtz	 [2018]	we	 demonstrated	 that	 the	 interplay	 between	water	 surface-to-
volume	ratio	and	the	degradability	state	of	the	organic	material	 is	a	key	for	the	severity	of	DO	






dimensional	model	domain	 from	 the	second	study	 (Chapter	3).	This	approach	seeks	 to	obtain	
detailed	 insights	 into	biogeochemical	process	dynamics,	 their	dependencies	and	 the	contribu-
tion	of	 individual	processes	 to	 the	 eOMZ.	 A	 comprehensive	 analysis	of	 the	 complex	 interplay	










We	couple	 a	 state-of-the-art	biogeochemical	model	with	 a	3D	hydrodynamic	model.	Estuarine	









van	Beek,	2013].	The	 two,	 individually	mass-conserving,	mathematical	models	Untrim	 and	D-
Water	Quality	communicate	 through	a	coupling	module	 that	enables	mass-conserving	 transfer	




tion	developed	 in	Holzwarth	and	Wirtz	 [2018].	There,	 the	configuration	has	been	successfully	
tested	to	provide	a	realistic	account	of	major	processes	driving	estuarine	oxygen	dynamics.	One	
outcome	was	that	primary	production	in	the	estuary	is	strongly	light	limited	and	its	importance	






from	 the	gauging	station	Cumlosen,	 about	115	km	upstream	of	 the	weir	 (provided	by	Lande-







Observational	 biogeochemical	 data	 at	 the	model	 boundaries	 are	 scarce.	Most	 importantly	 for	
this	study	are	riverine	boundary	values;	here,	we	used	observations	 from	helicopter	sampling	
directly	upstream	of	the	weir,	and	from	continuous/biweekly	observational	data	at	the	stations	








late	 organic	matter,	 and	 1%	 of	 the	measured,	 total	 amount	 of	DOC	 is	 labile.	At	 the	 seaward	
boundary,	we	applied	linearly	interpolated	rare	measurements	from	helicopter	sampling.	For	a	
detailed	description	of	biogeochemical	boundary	values	see	Holzwarth	and	Wirtz	[2018].	
For	 comparison,	DO	 values	 from	 several	 observation	 stations	 inside	 the	model	 domain	were	
available	 (from	 upstream	 to	 downstream):	 Obs1	 at	 km-23	 (Bunthaus),	 Obs2	 at	 km-42	
(Seemannshoeft),	Obs3	at	km-49	(	Blankenese),	Obs4	at	km-57	(D1	Hanskalbsand),	Obs5	at	km-
65	(D2	Juelsand),	Obs6	at	km-75	(Grauerort),	Obs7	at	km-79	(D3	Pagensand),	and	Obs8	at	km-












ties	 in	boundary	values,	 especially	 the	 labile	share	of	 riverine	DOC.	The	documented	 range	 in	
literature	 is	 large	 [Moran	 et	 al.,	 1999;	Raymond	 and	Bauer,	 2000;	Butman	 et	 al.,	 2007;	Guil-
lemette	and	del	Giorgio,	2011]	but	 rarely	mentions	values	above	10	%	 labile	DOC	of	 the	 total	
amount	of	DOC.	We	tested	the	sensitivity	of	DO	results	for	shares	of	1	%,	10	%	and	100	%	labile	
DOC,	with	model	runs	tagged	HIGH,	HIGHx10	and	HIGHx100,	respectively.	
Furthermore,	we	simulated	scenarios	of	 a	different	human	 impact	with	 regard	 to	bathymetric	
modification	and	riverine	substance	load:	in	addition	to	the	reference	bathymetry	“Hi”,	we	con-
structed	 a	model	bathymetry	 “Lo”	with	 a	 less	heavy	 impact	of	human	modification;	 the	 “Lo”-
bathymetry	 has	 lower	water	 depths	 in	 the	 navigation	 channel	 because	 on	 the	 first	 120	 km	
downstream	of	 the	 tidal	 limit	 the	“Hi”-bathymetry	has	been	replaced	by	a	40	years	older,	 less	
anthropogenically	 impacted	bathymetry	 from	1970,	 see	 section	3.2.2	 for	more	detailed	 infor-
mation	.	
Regarding	riverine	substance	load,	we	also	defined	an	alternative	scenario	to	the	situation	in	the	
reference	 simulation,	 similar	 to	 the	 study	 in	Holzwarth	 and	Wirtz	 [2018]:	while	 in	HIGH,	we	
used	 realistic	 riverine	 boundary	 values	 for	 nutrient,	 phytoplankton,	 and	 particulate	 and	 dis-
solved	 organic	matter,	we	 halved	 this	 riverine	 load	 in	 another	 scenario.	Unlike	 an	 observed	
historic	 situation,	 the	 value	 of	 50	 %	 approximately	 corresponds	 to	 the	mean	 percentage	 be-
tween	estimated	pristine	river	concentrations	 [Topcu	et	al.,	2011]	and	actually	measured	con-
centrations	[FGG	Elbe,	2017]	for	total	nitrogen	and	total	phosphorous.		Combining	the	scenarios	
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simulated	DO	 values	 are	 often	 slightly	 higher	 than	 observed	 values,	 expect	 for	 the	most	 up-
stream	station	Obs1.	At	Obs1,	the	seasonal	variation	in	DO	values	is	less	pronounced	compared	













concentrations,	we	 filled	 these	gaps	by	 linear	 interpolation.	 In	case,	data	gaps	 longer	 than	6h	








the	vertical	 turbulent	viscosity	also	 indicates	stratification	during	 these	periods.	However,	 the	







Figure	 21:	 Simulated	 dissolved	 oxygen	 concentrations	 of	 the	 reference	 scenario	HIGH	 (black	
lines)	 and	observed	 concentrations	 (green	 lines)	 at	 several	measuring	 stations	 along	







Station	ID	 Obs1	 Obs2	 Obs3	 Obs4	 Obs5	 Obs6	 Obs8	 ⍉	
position	 km-23	 km-42	 km-49	 km-57	 km-65	 km-75	 km-90	 all	
Mean	absolute	deviation	
















ferences	between	scenario	HIGHx100	and	 the	other	 two	 lability	scenarios	are	 larger	 than	100	
mmol	m-3	at	certain	stations	during	certain	periods,	 like	at	Obs3	during	August.	 In	relation	 to	
this,	differences	 in	simulated	DO	between	HIGHx10	and	HIGH	 is	small,	commonly	 less	 than	 5	
mmol	m-3,	with	a	maximum	of	about	15	mmol	m-3	during	August.	When	compared	to	observed	
DO	concentration	(green	 line	 in	Figure	23),	the	values	 in	HIGHx100	are	too	 low	for	all	stations	
during	most	of	the	year.	In	contrast,	the	deviations	of	the	simulated	DO	values	in	HIGHx10	and	










line	 shows	measured	 DO	 concentrations;	 the	 grey-shaded	 lines	 show	 simulated	 DO	
concentrations	of	 the	boundary	value	 lability	scenarios:	black	 line	corresponds	 to	1%	






















Figure	24:	 Seasonality	of	DO	 concentration	 for	2011	 in	different	 scenarios:	HIGH	 (black	 line;	
reference	 scenario	with	 high	 impact	 bathymetry	 and	 realistic	 boundary	 load),	 LOW-
bathymetry	(grey	line;	lower	impact	bathymetry	and	realistic	boundary	load),	LOWnu-
















DO	on	a	 longitudinal	profile	along	 the	navigation	channel.	Thick	black	 lines	show	 the	




During	 the	period	of	 lowest	overall	DO	concentration	 (June,	see	Figure	23	and	Figure	24)	 the	
area	with	 lowest	DO	 is	around	km-40	(upstream	of	Obs2	 in	Figure	25A,	and	Figure	26e).	This	






son,	DO	concentration	 in	LOWnutrients	are	up	 to100	mmol	DO	m-3	 larger	 than	 in	HIGH,	and	
other	substance	concentrations	are	about	half	of	 their	values	 in	HIGH,	with	not	more	 than	12	
mmol	N	m-3	for	NH4,	and	at	most	35	–	45	mmol	C	m-3	for	the	different	carbon	fractions	(45	for	

















dominates	 in	 the	surface	 layer	while	consumption	prevails	 in	 the	deeper	sections	of	the	water	
column	 [Welsh	 and	Eller,	 1991;	Melrose	 et	 al.,	2007;	Kemp	 et	 al.,	2009;	Zhang	 and	Li,	2010;	
Zhang	et	al.,	2010;	Zhu	et	al.,	2011;	Scully,	2013].		
The	reasons	for	the	existence	of	these	two	sections	are	different	and	can	be	derived	from	a	com-











volume-based	way	of	presentation	 includes	 an	 averaged	 reaeration	 rate,	which	might	 appear	
uncommon	or	even	 false	as	reaeration	only	acts	at	 the	water	surface.	 In	 the	well-mixed	water	




averaged,	 oxygen-based	mineralization	 rate,	 respectively.	 The	 high	 values	 originate	 from	 the	
almost	complete	mineralization	of	the	very	easily	degradable	material,	which	is	maximal	in	this	
section	(Figure	26a).	
The	second	hot	spot	section	 is	caused	by	 the	depth	 increase	 at	 the	beginning	of	 the	shipping	
channel.	At	that	position,	a	second	peak	for	depth-integrated	oxygen	change	due	to	mineraliza-
tion	forms	(most	clearly	for	scenario	LOWnutrient,	Figure	27c).	However,	the	peak	of	the	depth-
integrated	values	 is	neither	accompanied	by	 a	peak	of	 the	depth	averaged	values	 (Figure	28),	







































DO	 is	predominantly	consumed	 in	areas	where	most	substrate	 for	oxidation	 is	generated,	and	
directly	downstream	of	such	areas	due	to	the	combination	of	residual	flow	direction	of	the	water	



















section	 covered	 by	 the	model;	 it	 stems	 from	 the	 high	 limnic	 phytoplankton	 concentration	 in	
spring	and	summer	which	is	transported	downstream	from	the	river	into	the	estuary	[Schroed-
er,	1997;	Amann	et	al.,	2012].	In	our	model	the	phytoplankton	is	included	as	landward	boundary	
value;	 its	mortality	and	the	degradation	of	 its	detritus	 induce	a	sequence	of	carbon	mineraliza-




HIGHx100,	 see	 Figure	 29a.	This	 situation	 appears	 in	 estuaries	with	 substantially	 higher	DOC	
lability,	e.g.	 the	Pearl	River	Estuary	where	consumption	seems	 to	mainly	driven	by	DOC	 from	
sewage	inflow	[Zhang	and	Li,	2010;	He	et	al.,	2010].		
	






















levels	 than	 the	bathymetry	with	 substantially	 lower	man-made	modifications.	 In	 case	of	 load	





ly,	higher	 than	 in	 the	reference	scenario	HIGH	(Figure	22B,	Figure	24,	Figure	26e).	This	result	
complements	 findings	 from	Chapter	3:	there,	hydrodynamic	 indicators,	water	age	and	surface-
to-volume	ratio,	were	used	to	evaluate	the	same	bathymetric	change	as	analyzed	in	the	present	
study.	Results	 in	Chapter	3	hint	at	small	to	moderate	effects	on	the	DO	dynamics.	We	can	now	









However,	 it	 is	difficult	 to	generalize	 the	dominance	of	 eutrophication	effects	on	DO	dynamics	
over	those	of	realistic,	decadal	man-made	bathymetric	modifications.	The	relation	found	 in	the	
Elbe	Estuary	might	not	necessarily	be	 the	 same	 for	 all	 estuaries,	particularly	not	 for	 shallow	
systems:	 generally,	 the	 impact	 of	 a	 specific	deepening	measure	will	 increase	with	decreasing	
mean	depth	because	of	 the	 larger	relative	change;	 this	especially	applies	 to	a	volume	 increase	
with	related	increase	in	water	residence	time,	and	decrease	in	surface-to-volume	ratio.		
The	deepening	impact	on	light	conditions	was	minor	in	the	Elbe	Estuary	system	under	study,	but	







availability	by	man-made	bathymetry	deepening	may	 lead	 to	notable	changes	 in	primary	pro-
duction,	both	benthic	and	pelagic,	which	may	cause	 lower	DO	 in	some	systems	because	of	 less	










The	 scenarios	 LOWbathymetry	 and	 LOWnutrients	 are	 not	 readily	 comparable	 as	 equivalent	
severe	deviations	from	the	reference	situation:	whereas	LOWbathymetry	represents	a	possible	
realistic	state	of	a	less	severe	human	impact,	such	a	state	is	often	unknown	for	the	riverine	load.	
Decreasing	 the	entire	 riverine	boundary	 load	by	50	%	 in	 the	nutrient	 reduction	scenario	 is	 a	
vague	approximation	of	 a	 realistic	scenario	and	approximately	 represents	 a	nutrient	state	 for	
total	nitrogen	and	total	phosphorous	that	lies	in	between	actual	and	pristine	conditions	[Topcu	
et	al.,	2011;	FGG	Elbe,	2017].	 It	remains	an	uncertain	assumption	 that	 the	reduction	 in	macro	





dissolved	and	particulate	carbon	and	nitrogen).	While	Quiel	et	al.	 [2011]	showed	 for	 the	river	
Elbe	 that	a	reduction	 in	phosphorous	 load	does	not	necessarily	 lead	 to	a	reduction	 in	riverine	
algae	biomass,	 the	prevailing	opinion	 is	 that	 a	 reduction	 in	both	macronutrients	N	and	 P	will	
control	 eutrophication	 [Conley	 et	 al.,	 2009;	 Testa	 et	 al.,	 2014]	 and	 therefore,	 phytoplankton	
biomass.	Given	the	complex	interrelations	of	eutrophication,	and	considering	the	large	variety	of	
cases	with	dual	N	and	P	reduction	reported	in	Paerl	et	al.	[2016]	for	freshwater	lakes,	our	50	%	
scenario	does	not	 appear	 less	unlikely	 than	others.	Though,	more	 reliable	 riverine	 input	 load	
scenarios	would	 improve	 the	 assessment	 of	 nutrient	 load	 reduction	 effects	 in	 estuaries.	This	
holds	especially	true	due	to	the	importance	of	riverine	quantity	and	quality	of	degradable	organ-
ic	matter	and	its	nitrogen	content,	as	detected	in	Section	4.4.2.	
First	model	 limitations	arise	 from	possibly	 incomplete	description	of	 relevant	biogeochemical	
processes	and	their	uncertain	because	unconstrained	parametrization.	Our	approach	considers	
water	column	processes	only,	and	hence	neglects	effects	from	sediment	dynamics:		
Most	 importantly	our	model	does	not	yet	resolve	oxygen-related	processes	 in	and	at	 the	sedi-
ment	bed,	 like	described	 in	detail	by	Middelburg	and	Levin	 [2009].	Our	biogeochemical	model	
configuration	 only	 accounts	 for	 basic	 organic	matter	 degradation	 in	 sediments	 by	 enhanced	
process	 rate	 constants	of	water	 column	mineralization,	nitrification	 and	denitrification.	Many	




Estuary	 [Zhang	et	al.,	2017],	 the	Lower	St.	Lawrence	Estuary	 [Lehmann	et	al.,	2009]	or	 in	 the	
Northern	Gulf	of	Mexico	[Fennel	et	al.,	2013].	Nevertheless,	some	studies	report	the	opposite	like	
Hetland	and	DiMarco	[2008]	for	the	Atchafalaya	River	plume.		













































suspended	sediments	 [Talke	et	al.,	2009].	 In	case	bathymetric	modifications	have	a	strong	 im-
pact	on	suspended	sediment	concentrations,	as	e.g.	stated	by	Jonge	et	al.	[2014]	and	van	Maren	
et	al.	[2015a],	the	impediment	of	gas	exchange	at	the	water	surface	due	to	turbulence	damping	
by	very	high	suspended	sediment	concentrations	 [Abril	et	al.,	2009]	may	 influence	 the	reaera-
tion	ability	of	the	eOMZ.	





















volume	 and	water	 surface-to-volume	 ratio,	 on	 the	 level	 of	measurement	 accuracy	 in	 the	 real	
system.	Hence,	 this	study	 is	 the	 first	 that	gives	 a	precise	quantitative	 idea	on	 the	 impact	of	 a	
bathymetric	change	caused	by	direct	human	activities	for	navigational	purpose.	In	addition	this	







• Oxygen	dynamics	 in	 the	well-mixed	estuary	 is	driven	by	oxygen	consuming	processes.	
Thereby,	remineralization	is	most	dominant	followed	by	nitrification.	
• Reaeration	is	the	major	process	counteracting	DO	depletion;	the	actual	dimension	of	the	




Nevertheless,	 some	of	 the	 former	 findings	need	 to	be	 revisited,	particularly	 the	 interplay	be-
tween	organic	matter	transport	and	the	location	of	strongest	oxygen	consumption.	We	observe	a	
difference	in	the	position	of	highest	DO	deficit,	remineralization	and	nitrification	rate:	in	the	1D	
set-up	 the	DO	minimum	 formed	 too	 far	 downstream	when	 compared	 to	measurements.	This	
position	 is	better	met	 in	the	3D	set-up	(Figure	23).	We	can	explain	the	positional	deviation	be-
tween	 1D-	 and	 3D-results	with	 the	 help	 of	 riverine	water	 age	 (Chapter	 3)	 as	 a	measure	 for	




real	volume,	 though	 it	did	 in	 total:	 the	upstream	parts	contained	 too	 little	volume,	and	water	
flowed	through	too	fast.	Consequently,	the	riverine	load	also	passed	the	upstream	section	of	the	
estuary	 faster	 in	the	1D	model,	and	 the	 location	of	most	massive	remineralization	with	subse-
quent	nitrification	 is	situated	further	downstream,	and	coincides	with	the	position	of	the	steep	




in	well-mixed	 systems;	however	 the	 impact	 appears	minor	 compared	 to	 eutrophication	 influ-
























Finally,	we	demonstrated	 that	 the	geometrically	 idealized	set-ups	are	suitable	 for	 the	study	of	
system	behavior,	 relevance	of	processes	 and	process	 sensitivity.	For	quantitative	 information	
and	realistic	process	understanding,	the	model	should	represent	the	real	system	as	detailed	as	






















influences	 the	severity	of	an	eOMZ.	The	bathymetric	difference	 that	was	studied	 in	Chapter	 2	
rather	depicts	either	a	historically	different,	but	still	man-made,	development	over	centuries,	or	






demand,	 and	 thereby	 the	 effects	 overlap	 with	 expected	 consequences	 from	 climate	 change.	







changes	 in	 circulation	 [Shaffer	 et	 al.,	 2009]:	 perhaps	most	 importantly,	 [Keeling	 and	 Garcia,	
2002;	Keeling	et	al.,	2010]	emphasize	the	role	of	model-predicted	enhanced	stratification	which	
consequently	impairs	the	downward	transport	of	water	that	has	been	oxygenated	in	the	surface,	
thereby	 limiting	 the	oxygen	supply	pathway	 to	 an	oOMZ.	The	warming	 effect	on	oxygen	 con-
sumption	in	the	oOMZs	is	less	evident.	Recent	analysis	of	observational	data	indicates	a	possible	
increase	 in	 biological	 activity	 in	 the	 upper	 ocean	 linked	 to	 enhanced	 oxygen	 consumption	 in	
mid-depths	up	to	1000	m	[Schmidtko	et	al.,	2017].	Though	modelling	studies	hint	at	a	slowdown	
of	the	downward	organic	matter	transport	from	the	surface	layer,	the	described	effects	on	oxy-







is	 the	 reduction	of	solubility	 in	 a	warmer	climate.	Apart	 from	 this,	decreasing	 ratios	of	water	




Overall,	oxygen	minimum	zones	both	 in	estuaries	and	 in	 the	ocean	appear	 to	 intensify	due	 to	
comparable	 physical	 impact	mechanisms	 of	 anthropogenic	 origin,	 including	 impaired	 supply,	
increased	consumption	and	decreased	solubility	of	oxygen.		
As	bathymetric	modifications	 induce	hydrodynamic	 impacts,	 an	 approach	was	 tested	 to	used	
hydrodynamic	 indicators	 to	 assess	whether	 a	bathymetric	modification	will	potentially	 cause	
notable	 impacts	 on	 estuarine	DO	 dynamics.	The	 idea	 behind	 this	 approach	 is	 that	 in	 case	 of	










an	 idealized	1D	vertically	 and	 laterally	averaged	model	 in	an	otherwise	similar	model	set-up:	







cal	model	 configuration	will	 be	 basically	 applicable	 to	 a	wide	 range	 of	 eutrophicated	 aquatic	
systems.	Likewise,	the	idealized	1D	model	domain	can	relatively	easy	been	adapted	to	a	geomet-





times	(see	Section	4.4.5)	which	are	 likely	more	realistic,	 though	no	observational	data	exist	 to	
verify	this	assumption.	Third,	the	water	surface-to-volume	ratio	 in	3D	corresponds	to	the	ratio	
true	 to	nature	 and	 thus,	 the	amount	of	oxygen	supply	by	 reaeration	 is	more	 realistic.	Finally,	
vertical	processes	are	resolved,	which	is	particularly	relevant	in	the	saltwater	mixing	zone	(see	









ly	by	 integrating	more	detailed	 interaction	between	organic	 and	 inorganic	particulate	matter,	
and	by	benthic	processes	(see	Section	4.4.4).	Therefore,	process	understanding	for	 the	deriva-
tion	of	mathematical	formulations	and	the	availability	of	observational	data	has	to	be	improved,	
especially	 in	anthropogenically	 impacted	estuaries	with	continuous	human	 interference	 in	sed-
iment	dynamics	by	dredging,	dumping	and	ship	movements.	



















d/dt	NH4	 RAM	+	∑ 	MIN2,k		-̶	∑ 	UAMi		-	̶NIT	

























et	 light	extinction	coefficient	 etb	+	es	×	SPMI	+	∑ 	(ea	×	ALGi)	+	∑ 	(ep	×	POCk)	 m-1	
DECj,kk	 decomposition	rate	fast	to	slow		 fdecj,k	×	MINj,k	 mmol	m-3	d-1	
DISS	 OPAL	dissolution	rate	 kdiss	×	OPAL	(sieq	-	Si)	 mmol	m-3	d-1	
fdli	 daylength	limitation	 Min(DL,DLoi)	/	DLoi	 -	
fmn	 contribution	nitrate	in	mineral.	 NO3	/	(Ksni	+	NO3)	×	(1	-	DO	/	(Ksoxi	+	DO))	×	1.12T-
20	 -	
fmo	 contribution	oxygen	in	mineral.	 DO	/	(Ksoxc	+	DO)	×	1.07T-20	 -	
fni	 nitrogen	limitation	function	 (NH4	+	NO3)	/	(NH4	+	NO3	+	Ksn)	 -	
fnuti	 nutrient	limitation	function	 Min(fni,	fpi,	fsi)	 -	
fpi		 phosphorous	limitation	function	 PO4	/	(PO4	+	Ksp)	 -	
fradi	 light	limitation	function	 1.0	 -	
if	 Is	≥	Ioi	and	Ib			<		Ioi	 (1	+	ln(Is/Ioi)	-	(Is/Ioi)	×	exp(-et	×	H))/(et	×	H)	 																																											Is <	Ioi and	Ib			<		Ioi	 (Is/Ioi)	×	((1-exp(-et	×	H))/(et	×	H))	 	
fram																					fraction	N	consumed	as	NH4	 1.0	 -	
if	 NH4	<	amc																																																															NH4 /	(NH4	+	NO3)	 	
frmn	 rel.	frac.	nitrate	in	mineral.	 fmn	/	(fmo	+	fmn)	 -	
frmo	 rel.	frac.	oxygen	in	mineral.	 fmo	/	(fmo	+	fmn)	 -	
fsi	 Si	limitation	function	 Si	/	(Si	+	Kssi)	 -	
Ib	 light	intensity	at	the	bottom			 Is	×	exp(-et	×	H)	 W	m-2	
Ioi		 optimal	light	intensity	 1.04T-20	×	Ioi20	 W	m-2	
klrear	 oxygen	transfer	coefficient	 klrear20		×	0.92T-20	 m	d-1	
klrear20	 transfer	coefficient	at	20	°C	 3.863	×	(v/H)0.5	+	0.065	×	klrear20	W2	 m	d-1	
kgpi	 gross	pp	rate	of	algae																																													fdli	× fradi	×	fnuti	×	1.4T-20	×	kpp	 d-1	
krspi	 total	respiration	rate	of	algae	 fgr	×	kgpi	+	(1-fgr)	×	1.07T-20	×	kmri	 d-1	
MINj,k										 mineralization	rate	 kmink	×	1.2T-20	×	POC/N/Pk	 mmol	m-3		d-1	
MINoxy,k	 mineral.	oxygen	consumption	 frmo	×	∑ 	MIN1,k	 mmol	m-3		d-1	
MINnit,k	 mineral.	denitrification	 frmn	×	∑ 	MIN1,k	 mmol	m-3		d-1	
MORTi	 mortality	rate	phytoplankton																																											1.07T-20 ×	kmrt ×	ALGi	 mmol	m-3		d-1	
NIT	 nitrification	rate	 knit	 ×	 1.07T-20	 ×	 (NH4/(Ksam+NH4))	 ×	 (DO/(Ksox	 +	
DO))	 mmol	m-3		d-1	
nPPi	 net	primary	production	rate	 (kgpi	–	krspi)	ALGi	 mmol	m-3		d-1	
RAM	 Release	of	NH4	by	autolysis	 	fra	×	an	×	(MORT1	+	MORT2)	 mmol	m-3		d-1	
RAP		 Release	PO4	by	autolysis	 fra	×	ap	×	(MORT1	+	MORT2)	 mmol	m-3		d-1	
RAS	 Release	Si	by	autolysis	 fra	×	asi	×	MORT1	 mmol	m-3		d-1	
REAR	 reaeration	rate	 klrear	×	(	SOXY	-	DO	)	/	H	 mmol	m-3		d-1	
SETi										 settling	rate	phytoplankton	 ftau	×	svALG/H	×	ALGi	 mmol	m-3		d-1	
SETj,k										 settling	rate	particulate	matter	 ftau	×	sv/H	×	POC/N/Pk	 mmol	m-3		d-1	
ftau	 bottom	shear	stress	function	 max(0.0,	(1-τ	/	τc))	 -	
UPHi	 phosphorous	uptake	rate	 api×	nPPi	 mmol	m-3		d-1	
UAMi	 NH4	uptake	rate	 fram	(ani×	nPPi)	 mmol	m-3		d-1	
UNIi		 NO3	uptake	rate	 (1-fram)×	an	×	nPPi	 mmol	m-3		d-1	






Symbol	 Parameter	 Value	 Unit	
an	 stoichiometric	ratio	N:C	phytoplankton	 106	/	16	 -
ap	 stoichiometric	ratio	P:C	phytoplankton	 106	/	1	 -
asi	 stoichiometric	ratio	Si:C	diatoms	 106	/	15	 -
amc	 critical	concentration	NH4	in	uptake	 0.71	 mmol	N	m-3	
DL	 length	of	daylight	 calc.	based	on	latitude	and	date	
DLo1	 opt.	daylength	for	ALG1	growth	 0.5	 d	
DLo2	 opt.	daylength	for	ALG2	growth	 0.58	 d	
ea	 specific	light	extinction	coeff.	algae	 0.0012	 m2	mmol	C-1	
ep	 specific	light	extinction	coeff.	POC	 0.0012	 m2	mmol	C-1	
es	 spec.	light	extinction	coeff.	inorg.	sus.	matter	 0.03	 m2	g-1	
etb	 partial	extinction	coeff.	background	 0.08	 m-1	
fdec1,2	 factor	decomposition	POC1	to	POC2	 0.5	 	-		
fdec1,3	 factor	decomposition	POC1	to	DOC	 0.5	 	-		
fdec2,3	 factor	decomposition	POC2	to	DOC	 1.0	 	-		
fgr	 growth	respiration	factor	algae																																						0.065	 	-		
fra	 fraction	released	by	autolysis	 0.5	 	-		
Is	 light	intensity	at	the	water	surface	 model	forcing	 W	m-2	
Io120	 optimal	light	intensity	for	ALG1	 25.0	 W	m-2	
Io220	 optimal	light	intensity	for	ALG2	 30.0	 W	m-2	
kdiss	 OPAL	dissolution	reaction	rate	constant	 3.1	×	10-6	 m3	mmol	Si-1	d-1	
kmin1	 mineralization	rate	constant	POC1	at	20°C					 0.4		 d-1	
kmin2		 mineralization	rate	constant	POC2	at	20°C					 0.05	 d-1	




knit	 nitrification	rate	constant	at	20°C																			 28.6	 mmol	N	m-3	d-1	
kpp																		potential	max.	production	rate	constant	ALGi	 1.2	 d-1	
Ksam	 half	saturation	NH4	limitation	in	nitrification																					36	 mmol	N	m-3	




Ksoxc	 half	saturation	DO	consumption	in	mineral.				 63		 mmol	O2	m-3	
Ksp	 half	saturation	phosphorous	in	nPP																																			0.03	 mmol	P	m-3	
Kssi																	half	saturation	silicate	in	nPP																																						 1	 mmol	Si	m-3	
sieq															 equilibrium	concentration	Si	 357	 mmol	Si	m-3	
SPMI	 inorg.	sus.	part.	matter	concentration	 47.0	 g	m-3	
sv																			settling	velocity	POC																																																		 0.5	 m	d-1	










panels	 below	 show	 concentrations	 of	 dissolved	 oxygen,	 phytoplankton	 carbon,	DOC,	
the	sum	of	POC1	and	POC2;	nitrogen	in	the	 inorganic	forms	NO3	and	NH4,	and	 in	dis-
solved	 and	particulate	matter;	phosphorous	 in	PO4,	 and	 in	dissolved	 and	particulate	
matter.	The	values	for	Si	and	OPAL	are	shown	as	a	hundredth.	The	values	from	the	low-
er	 three	panels	 are	 compiled	 from	 three	observational	data	 sources:	 the	 sparse	data	
from	 the	helicopter	sampling	directly	upstream	of	 the	weir	where	complemented	by	
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