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limited number of sensors. The main hypothesis of  this  research work  is  that  the diffraction 
introduced by the optical system of the human eye could have a fundamental role in achieving 
visual hyperacuity. 







This  doctoral  thesis  presents  a method  that  aims  to  simulate  and  implement  the  visual 
hyperacuity  in  the human eye by  introducing of a  controlled distortion  to  improve  the  final 



















arquitectura  relativamente  sencilla  y  obtiene  imágenes  de  alta  resolución  partiendo  de  un 
número limitado de sensores. La hipótesis principal de este trabajo de investigación se basa en 
que  la  difracción  introducida  por  el  sistema  óptico  del  ojo  humano  desempeña  un  papel 
fundamental en la obtención de la hiperagudeza visual. 
La  implementación del concepto de  la hiperagudeza resulta de gran  interés para diversas 




angulares  en  los  sistemas  de  antenas  suele  implicar  el  uso  de  dispositivos  de  grandes 
dimensiones  que  pueden  generar  problemas  de  diferente  naturaleza.  La  aplicación  de  la 
hiperagudeza  visual  posibilita  el  uso  de  antenas  con  aperturas  menores  sin  suponer  una 
significante pérdida en términos de resolución angular. 

























































































































































































































































































































































































It  is widely known  that  the human eye  is able  to carry out many  impressive  functions:  it 
presents  a  high  dynamic  range with  a  high  sensitivity  in  low  light  conditions  and  avoiding 
saturation when working  under  strong  lighting  conditions;  it  can  focus  objects  at  different 
distances without any apparent difficulty; but, the most remarkable characteristic is the high‐
resolution  images  it can generate. This performance  is obtained thanks to visual hyperacuity, 
which is the capability of the human visual system to resolve details beyond the acuity defined 
by the number, size and distribution of photoreceptors.  In other words,  it could be said that 
thanks  to  visual  hyperacuity,  the  human  eye  outperforms  artificial  imaging  systems  with 
comparable optical and sensor characteristics.  
The phenomenon of hyperacuity was discovered many years ago, but  there are multiple 
different  theories  and  approaches  that  attempt  to  explain  it.  From our point of  view,  even 







area of application  is oriented to  imaging systems and technologies, where  the resolution of 
images  is  a matter of  great  importance.  In most  cases,  the maximum  resolution  that  these 
systems can achieve is defined by the number, size and separation of the sensors. Nevertheless, 
there exist technological  limits when reducing the size of the sensors endlessly and,  in some 




usually  involves the use of antennas with  large apertures, which result  in antenna systems of 
considerable dimensions. The use of so oversized devices can generate challenges in relation to 




































introduced by  the optical  system of  the human eye could play a key  role  in achieving visual 
hyperacuity. 
Chapter 2 can be considered one of the most important section of this thesis, for the reason 
that  it  describes  the  visual  hyperacuity  simulation method  in  detail,  emphasizing  different 
aspects of each step  involved  in  the proposed scheme: diffraction, sampling and  the  inverse 
Introduction 
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the  development  of  this  research work  and makes  some  suggestions  for  future work  and 
research lines.  




















when analyzing  its anatomy and physiology,  it operates  in a  relatively  simple way:  the  light 



























conjunctiva  is an outer  covering and helps  lubricate  the eye by producing mucus and  tears, 
although less than the lacrimal glands, which create secretions to keep the eye humid. The eye 
movement mechanism  is  governed by  six extraocular muscles  inserted  into  the  sclera:  four 
Application of Visual Hyperacuity to Imaging and Antenna Systems 
10 
rectus muscles—superior,  inferior, medial and  lateral—and  the superior and  inferior oblique 
muscles  (see Figure 1.1). These muscles produce movements  to  rotate  the eyeball  in orbits, 
while allowing the image to be focused on the fovea of central retina, controlling precisely the 
direction of the gaze. 
























rods)  are  located.  The  complete  system  acts  as  convex  lens,  but  refraction  occurs  at  four 
separate surfaces: anterior and posterior surfaces of the cornea and of the crystalline lens. Each 
of  these  surfaces  change  the  direction  of  propagation  of  light  rays  toward  the  visual  axis, 
converging the incoming light and projecting it onto the retina. 
The crystalline lens is attached by the zonular fibers to the ciliary muscle which can contract 
or  loosen  changing  the  shape  and,  consequently,  the  refractive  power  of  the  lens.  This 
mechanism  of  accommodation  controls  the  view  of  objects  at  varying  distances,  always 
projecting them on the retina. Accommodation is a reflex act (involuntary) and the stimulus for 
accommodation is the nearness of the object but, nevertheless, the way in which this nearness 








average  refractive  power  of  42.4  diopters.  Besides,  in  its  non‐accommodative  state,  the 
crystalline lens contributes about 15‐20 diopters of the approximately 60 diopters of convergent 






light  conditions,  the  pupil  aperture  increases  to  capture  the  incoming  energy  (mydriasis). 
Instead, when under strong  lighting conditions, the pupil  is closed to prevent photoreceptors 
from saturation  (miosis). This physiological  response of dilation and constriction  is known as 
pupillary  response  and  occurs  together with  accommodation.  The  aperture  of  the  pupil  is 





The  retina  is a  filmy piece of  tissue  (about 0.5 mm  thick) which  covers  the  inside of  the 
eyeball. This  inner coat of  the eye  is considered part of  the brain  [4], since  it  includes  light‐
sensitive sensory neurons and intricate neural circuits responsible for the first stages of image 











of photoreceptors  are  in  contact with  the  eye’s pigment  epithelial  layer,  a  very dark  tissue 
behind the retina full of melanin granules responsible for absorbing strayed photons, to prevent 
their back reflection into the photoreceptors and protect these cells from overexposure to light 







































Cone Type  Wavelength Sensitivity  Absorbance Peak  Light Color 
L‐Cones  Long  564 nm  Red 
M‐Cones  Medium  534 nm  Green 

























The HVS  is considered a biological  imaging system since  it gives the ability to process and 
















image  sensor  (digital  cameras).  Finally,  photons  are  converted  into  electrical  signals  by 
photoreceptors (cones and rods)  in the eye and digital sensors  in cameras, and subsequently 
sent to the brain by the optic nerve (or wires) to be processed. 




























in  low  light), making  it  fit  for  high‐volume,  space‐constrained  applications with  low  quality 
































which  defined  a  unified  method  to  measure  and  compute  specification  parameters  and 
characterization data  for conventional digital cameras or  image  sensors. The company Point 
Grey compared multiple color single lens camera models with CCD and CMOS sensors, adopting 
the EMVA 1288 standard for testing and published the latest results in the Q2 2016 Color Camera 






  exp exp[photons]p AEt AEth hc    ,   (1.2) 































low‐light  conditions  up  to  the  brightness  of  daylight.  Different  sources  [14],  [15],  define  a 
detectable luminance range of cone cells for photopic vision (chromatic or color perception) of 
108 or 160 dB when expressed on a logarithmic scale as it is shown in equation 1.4. 




dynamic  ranges up  to 120 dB can be  found, which are achieved by means of different High 
Dynamic Range  (HDR)  imaging  techniques  [16]–[18]. Nonetheless,  these values are nowhere 
near to the ones obtained by the human eye. 
 Sensor Resolution 
The  resolution achieved by a CCD or CMOS  image sensor  is determined by  the size of  its 
detectors  (pixels)  and  the  total  size  or  area  of  the  image  sensor  itself. However,  there  are 
technological  challenges  and  constraints  in  relation  to  reducing  the  pixel  size  below  some 





















of the  fovea. Others  [6], estimate peak  foveal cone density averages of 199,000 cones/mm2, 
which is a highly variable value between individuals (100,000‐324,000 cones/mm2). These cone 
densities are  responsible  for color vision and highest visual acuity  in  the  foveal visual angle. 
These numbers can be compared against single lens color cameras analyzed in the Q2 2016 Color 



















Aptina MT9P006  1/2.5”  CMOS  2592 × 1944  2.2 µm  ≈ 207000 
Sony IMX036  1/2.8”  CMOS  2080 × 1552  2.5 µm  ≈ 160000 
Sony IMX136  1/2.8”  CMOS  1920 × 1200  2.8 µm  ≈ 128000 
Sony ICX808  1/1.8”  CCD  2016 × 2016  3.1 µm  ≈ 104000 




The  concept  of  resolution  in  relation  to  images  can  be  interpreted  from  different 
perspectives: some theories define  it as the number of pixels or dots contained  in an  image, 












and capturing. Therefore,  the  size and  the  separation between adjacent pixels must also be 
considered.  Moreover,  since  it  establishes  the  minimum  distance  between  objects  to  be 
resolved, it can also be determined by the minimum angle formed with respect to the observer 
(imaging device, eye). 

























































































high‐resolution  images from several observed  low‐resolution  images through  increasing high‐
frequency  spectral  components  and  reducing  degradations  produced  by  the  low‐resolution 
image capturing process [27], [28]. 
Although  the existence of hyperacuity has been proven,  there are  significant differences 








that  these  movements  could  be  helping  to  fill  empty  spaces  between  cones  [29],  [30]. 
Nevertheless,  others  [31]  explained  that  these  micromovements  improve  the  acuity  in 
peripheral vision, but not in central vision. Following this line, microsaccade movements of the 
eyes  could  enhance  spatial  detail  [32]–[34]  and  there  are  also  those  who assert  that  the 
information can be gathered due  to small and quick vibrations of  the human eye,  thanks  to 
temporal  interpolation  by  combining  slightly  different  images  [35].  However,  given  the 
randomness and the high frequency of these micromovements, it results difficult to believe that 
the human eye could determine its spatial position at any time. Moreover, the eye requires of a 
certain  interval  of  time  to  adapt  the  photoreceptors  (cones  and  rods)  to  different  visual 






















who  identified  light  as  an  electromagnetic wave  and  developed  the well‐known  equations, 
creating a consistent theory about electromagnetism, classical optics and electric circuits.  
1.7.1. Mathematical Modeling of Diffraction 
The different  approaches  explained bellow  are  approximations which  consider  light  as  a 
scalar  phenomenon,  neglecting  that  electromagnetic  fields  are  vectors  (as  explained  in 
Maxwell’s equations). However, at microwave frequencies these approximations produce highly 
precise results, provided that some conditions are satisfied:  

















   2( , ) ( ) j tu P t re U P e     (1.6) 
being U(P) a complex function of position called phasor, 
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which  is  the  mathematical  formulation  of  the  Huygens‐Fresnel  principle.  As  long  as 
01cos( ) /z r  , equation 1.9 can be expressed using a rectangular coordinate system: 
  012
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Performing some mathematical operations, we can express equation 1.10 as follows:  
       2 2 2 2
2
2 2( , ) ( , )
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zz zeU x y e U e e d d
j z
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which is clearly recognizable to be the Fourier Transform of the product of the phasor  ( , )U    
at the aperture and a quadratic phase exponential. 
The Fresnel diffraction equation  is an approximation, which  is applicable  in  the near‐field 
region of the aperture. 
 The Fraunhofer Approximation [42] 
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and therefore, 
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  2k     (1.19) 
where I0 corresponds to the maximum intensity at de center of the disk, J1 is the Bessel function 















pixels  cannot  be  reduced  endlessly  due  to  a  practical  limit  established  in  connection  to 
diffraction. As stated above, the diffraction introduced by the optical system transforms point 
sources  into blobs when  light  is projected on the sensor (the focal plane). Since the  intensity 
value captured by each pixel is the result of integrating the incoming power into its area during 




















































µm when  the aperture  is 6 mm  (low  light) and 5.76 µm  for an aperture of 2 mm  (daylight). 
Therefore, a point source produces a spot from 3.84 to 11.52 µm wide over the retina.  If we 
consider that the size of a cone cell  in the fovea  is about 1.5 µm   diameter with a separation 
between cones of 0.5 µm (separation between cones centers of 2 µm) [44],  it seems obvious 
that the blobs produced by diffraction in the human eye are considerably bigger than the area 
of  a  single  cone:  the  energy  is  spread over multiple  cells both  for minimum  and maximum 
aperture sizes (see Figure 1.26). 
It seems to be clear that the human eye does not even come close to meeting the Rayleigh 














The photoreceptors  (cones) on  the  retina,  apart  from  the  frequency  response,  they  also 
produce some chemical responses which react to the arrival of photons [45]. These chemical 






independent  in  the  two eyes  [47]. Drifts, otherwise, have  larger ranges of motion and  lower 
frequencies and occur simultaneously with tremor [48]. At last, during voluntary fixation occur 
microsaccades,  that  are  small  and  fast  movements  with  amplitudes  of  hundreds  of 
photoreceptor widths [49] and durations close to 25 ms [50]. Some theories claim that these 
random  involuntary  eye movements  (tremor,  drift  and microsaccades)  could  be  helping  to 
achieve visual hyperacuity but, from our point of view, they could just contribute to generate 
blurrier images. 




be  larger  than  the period of microsaccade movements  [32],  it  could also be defocusing  the 
image. 
Summarizing, we could say that even diffraction  is the main contributor to blur the  image 
projected  over  the  retina,  there  are  other  additional  factors  that  could  be  adding  an  extra 
blurring effect before the image is captured by the HVS. 
1.7.6. Diffraction Enabling Hyperacuity 
As  formerly  explained,  there  exist  multiple  theories  that  attempt  to  explain  visual 
hyperacuity, some of them based on microsaccade movements or the integration behavior of 
the  HVS  and  others  founded  on  interpolation  techniques  combining  different  images. 
Nevertheless, from our perspective, both microsaccades and the integration time along with the 








chance of going beyond  the  supposed  limit  set by diffraction when  talking about  resolution 
improvement  [52]–[54].  Following  this  direction,  other  approaches  raised  the  idea  that  the 
blurring produced  in the human eye on account of diffraction could be enabling hyperacuity: 
[55] affirms that spatial smoothing does not hurt the possibility of extracting information and it 
could  be  effectively  used  under  certain  conditions,  while  [56]  demonstrates  how  point‐




As  previously  said,  the  introduction  of  a  controlled  distortion—understanding  it  as  the 
diffraction introduced by the optical system—can be the key issue to achieve visual hyperacuity 
or,  in  other  words,  exceed  the  angular  resolution  or  acuity  set  by  the  number,  size  and 
separation of photoreceptors. From now on, possible distortions produced by other phenomena 
as microsaccade movements or chemical coupling reactions will be omitted, since its effect can 


















by  the discrete distribution of photoreceptors. Diffraction produces a  low‐pass  filtering  (LPF) 
and the abrupt transitions of the observed image (high frequencies) are converted into smooth 
and  slowly‐varying  functions  (lower  frequencies),  relaxing  the  signal  sampling  requirements. 
This concept could be related to the reduced number of sensors used in the HVS for the sharp 
central  vision where  hyperacuity  is  produced. Moreover,  the most  relevant  information  of 
signals and images is kept in the lower frequencies and no critical data would be lost. 
Therefore, starting from the hypothesis that a strongly blurred image is projected over the 
retinal photoreceptors,  the neural network  in  the human brain  should  just  solve an  inverse 









from  anatomical  and  physiological  aspects  and,  later  on,  comparing  it  against  conventional 
imaging systems. As a result of this analysis, it can be assumed that both systems present some 
analogies  and  similarities.  First,  both  optical  systems  seem  to  be  comparable  in  terms  of 
structure and dimensions (aperture, focal length, etc.). On another note, cone photoreceptors 
in the eye are specialized in red, green and blue (RGB) light wavelengths, while digital cameras 
make use of Bayer  filters  and other CFA  for  splitting  the  light  in RGB  channels  showing  an 
equivalent scheme. Additionally, the cone density in the fovea and pixel densities values used in 
CCD or CMOS sensors are reasonably comparable. 
In  contrast,  there  are  some  significant  dissimilarities  too:  the  average  area  of  a  cone  is 
considerably  smaller  than  the area of pixel  sensors used  in digital  cameras, which  could be 
limiting the photon flux captured by each sensory cell. Nevertheless, the human eye presents 
greater  sensitivity  in  low‐light  conditions  and  good mechanisms  to  avoid  saturation,  largely 
outperforming the dynamic range of digital cameras. But the most remarkable feature  is the 
capability of the human eye to resolve details in terms of angular resolution widely exceeding 
































eye  to break  the  limits of  resolution established by  the number,  size and  separation of  the 
photoreceptors. 
On  this  assumption,  it  has  been  developed  a method  that  aims  to  simulate  the  visual 
hyperacuity: the main objective  is to  improve the final  image resolution when the number of 










although  it may  look  simple  and  straightforward  at  first  sight,  each  stage  requires  further 
attention and analysis. The most critical step corresponds to the last one, due to the fact that 
the inverse problem is usually ill‐posed and generates problems associated to stability and noise‐
amplification. Therefore,  this  stage  requires  further  in‐depth  study and multiple methods or 









The  introduction of a controlled diffraction  in a first stage produces the spreading of  light 
coming  from a point source  in a wider area. The consequence of this expansion of energy  is 
transforming  sharp points  into  larger  size blobs, generating a blurring effect over  the whole 
image. Figure 2.2 shows the effect of a PSF approximating the diffraction produced by a circular 
aperture. 




image, starting  from  the general model proposed by  [58], a valid equation  for modeling  the 
diffraction of light when it is propagated from the source through a medium: 
  2( , ) ( , ', , ') ( ', ') ' 'g x y k x x y y f x y dx dy     (2.1) 
where f  is the  light source or object (in optics), the kernel function k  is the PSF and g can be 
defined as the blurred continuous image, which represents an energy density or, analogously, 
the number of photons per unit area.  
The  image  is usually  captured with  sensors  that  consist of a  square matrix of pixels  ij  
(0 1,0 1)x yi n j n       used for photon counting. The energy captured by an individual array 
element (pixel) can be defined by 
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   .   (2.3) 
When the blurring process is considered invariant under spatial translation, the PSF can be 
represented by means of a function of two variables, instead of four variables:  




( , ) ( ', ') ( ', ') ' 'g x y k x x y y f x y dx dy    ,   (2.5) 
considerably simplifying mathematical computations. 
By analyzing equation 2.5, it can be observed a convolution form, given the source  ( , )f f x y  
and the PSF  ( , )k k x y , and therefore, the blurred continuous image g can be computed using 
the convolution theorem:  
      1g F F k F f ,   (2.6) 
where the continuous Fourier Transform of a function f defined on  d (d=2 for 2D imaging) is 
defined as:  
    2( ) ( ) Td i xF f f x e dx    ,     d .   (2.7) 
The inverse continuous function of the Fourier Transform is given by 
   1 2( ) ( ) Td i xF g x g e d     ,     dx .    (2.8) 
From equation 2.6, it can be derived the Fourier inversion formula:  




       
.   (2.9) 
However, if   F k  takes values of zero, this formula is not valid (division by zero). Moreover, 
if it takes values close to zero, the reconstructed f is unstable in relation to perturbations in the 
data g. This  is  the  case when  the problem  is  ill‐posed or,  in other words, when  any of  the 
conditions for well‐posedness explained below is violated: 
An operator equation  ( )K f g ,  1 2:K H H , it is well posed if: 
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i. For each  2g H  there exists a solution  1f H . 
ii. The solution f is unique. 
iii. The solution is stable with respect to perturbations in g, which means that if  * *Kf g  
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However,  if we want  to  consider  a  circular  aperture,  x  and  y  can  no  longer  be  treated 
independently. The Cartesian coordinates must be converted to polar coordinates by means of: 



























As stated  in  the  former section 2.2.1,  the  image blurring can be understood as a discrete 
spatial convolution of the original image f[x,y] and the PSF or kernel h[x,y] which acts as a LPF, 
resulting  in a blurred image g[x,y]. 
  [ , ] [ , ] [ , ] [ , ]∙ [ , ]
i j
g x y f x y h x y f i j g x i y j
 
 


















































Considering  a  discrete  image  f[x,y]  of  M×N  pixels,  the  corresponding  Discrete  Fourier 
Transform (DFT) is expressed by: 
 
1 1 2 ( )
0 0
[ , ] [ , ]
x yM N j u v
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x y
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If we  apply  the  convolution  theorem  to  equation  2.14, which  states  that under  suitable 
conditions  the  Fourier  Transform  of  a  convolution  is  the  pointwise  product  of  Fourier 
Transforms, we obtain: 
  1
[ , ] [ , ] [ , ] [ , ] [ , ] [ , ]
DFT
DFT
g x y f x y h x y G u v F u v H u v





The  fact  that  the convolution  in  the  frequency domain  is an element  to element product 
means that the two complex matrixes F[u,v] and H[u,v] must have the same size and, thus, also 
the original  image  f[x,y]  and  the  PSF  h[x,y].  If  this  is not  the  case,  a  zero‐padding must  be 
performed prior to calculating the DFT. 
This  method  for  calculating  convolutions  becomes  of  great  importance,  resulting  in  a 
considerable reduction  in the computational power compared to the needed to compute the 
convolution directly. Besides, the fact that the convolution is defined as a point to point product 
of Fourier Transforms enables  the possibility of recovering  the original  image—eliminate  the 
introduced blur or distortion—just by means of a simple division: 
  [ , ][ , ] [ , ] [ , ] [ , ]
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G u vG u v F u v H u v F u v
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Figure  2.12  demonstrates  the  previously  described  entire  process,  where  2  different 
diffraction patterns have been used in parallel to blur an image: a sinc2 type PSF (left) and an 


























The  two‐dimensional sampling  function  (a 2D  impulse  function)  is constructed  from Dirac 
delta functions as follows: 
  [ , ] [ , ]s s
m n
s x y x mT y nT 
 
    .   (2.19) 
By applying the sampling property, the sampled image is given by: 
  [ , ] [ , ] [ , ] [ , ]s s s s
m n
g x y s x y g mT nT x mT y nT 
 










In order  to  capture  all  the  information  in  the  sampling process,  it must be  satisfied  the 
Nyquist‐Shannon sampling theorem [60], which establishes a minimum sample rate fs for a given 
band‐limited signal (or image) with a maximum frequency fMAX: 
  2s MAXf f    (2.21) 
Equivalently,  for  a  particular  sample  rate  fs,  the  signal  will  be  perfectly  sampled  for  a 




established  in  2.21,  the  signal will  be  perfectly  captured  or  reconstructed. However,  if  this 
theorem  is not  satisfied,  the copies of  the  spectrum will be overlapped, creating an aliasing 
effect and corrupting the signal (observe Figure 2.14 for a better understanding).  














As mentioned  in Chapter 1,  in diffraction‐limited  imaging  systems  the diffraction pattern 
(PSF) and the size and separation of the sensors is what determines the maximum achievable 




distance  to  resolve  the PSF, which  is nothing more  than  the width of  the diffraction pattern 








Let  us  consider  the  1D  discrete  signal  of  Figure  2.16  as  the  signal  to  be  sampled  by  a 
diffraction‐limited system.  Observe how the signal envelope corresponds to a pulse train with 























sample.  In  the case of sampling at smaller  intervals, neighboring samples would be affected 
creating a blurring effect on the captured signal produced by the diffraction pattern. 
2.4. Signal Oversampling 
It  has  become  clear  that when  sampling  signals  or  images,  the maximum  frequency  is 











 In  first  instance,  the  signal would be blurred due  to  the overlapping effect produced by 
contiguous PSF, but the total number of samples would be higher because of an increase in the 
















small estimation errors would directly affect  the stability of  the system  if an  inverse  filter  is 
required. Nevertheless, the  introduction of a controlled diffraction at a previous stage makes 
possible  a more  precise  interpolation,  as  the  signal  presents  slower  variations  and  smooth 
transitions when  compared with  the  same  signal, but  in  absence of diffraction.  This  idea  is 
depicted in figure 2.20 for better visualization: on the upper part of the image, an original test 









































distortion or undesired effects caused by a  linear  filtering,  in our case,  the distortion will be 
introduced deliberately in order to take advantage of it as illustrated in previous sections. In any 
event,  the main purpose of  inverse problems  is  to  remove a particular  type of distortion  to 
recover or estimate some specific information, usually in the presence of noise. 
Let  us  consider  the  equation  2.22, where  g[n]  refers  to  the measured  data,  h[n]  is  the 
voluntarily or involuntarily introduced distortion (e.g., the PSF) and η represents some form of 
additive  noise.  In  terms  of  DSP,  the  deconvolution  process  is  defined  as  estimating  an 
approximation  of  f[n]  from  the  observation  g[n]  and  the  knowledge  of  the  degradation 
introduced  by  the  kernel  h[n],  so  that  η  is  reduced  to  a minimum.  It  is  assumed  that  the 
knowledge of the noise η is limited because of its statistical nature. 
  [ ] [ ] [ ]g n f n h n       (2.22) 










the kernel h[n]. The most simple and direct option  is  to perform  the division by  the Fourier 

















One of  the methods  to  deal with  the  stability of  inverse problems  is  the  Singular Value 
Decomposition (SVD) [73]. In general, for any matrix  m nA   the SVD takes the form 
  TA U V  ,   (2.23) 
where the matrices  1( ,..., )nU u u  and  1( ,..., )nV v v  consist of the left and right singular vectors, 
and both matrices are orthogonal ( T TU U V V I  ).  
The central matrix    is a diagonal matrix where the diagonal elements  i  are defined as 
the singular values of A, which are nonnegative and ranked in decreasing order: 
  1 2 ... 0n      .   (2.24) 






















x   .   (2.26) 












       0j     (2.27) 
The  previous  ratio  represents  the  condition  number  of H,  and measures  how much  the 















                  0j  .  (2.28) 
If H=I, it becomes a denoising problem and if η=0, instead, it will be a deblurring problem. 
 TSVD Regularization  
Regularization  algorithms  are  oriented  to  stabilize  the  computed  solution,  such  that  the 
system becomes  less sensitive to different perturbations  (e.g., noise). Regularization consists 
basically  of  the  introduction  of  some  information  for  the  purpose  of  stabilizing  the  inverse 
problem. 
The most natural way to regularize an  inverse problem  is based on the elimination of the 
most  unstable  singular  values when  the  noise  level  is  increased.  This method  is  known  as 
















x v                0j  .  (2.29) 
When the regularization parameter  0 , the most unstable components are  included  in 




The  TSVD method  is  possible  for  small  problems,  but  as  the  problem  size  increases,  it 
becomes prohibitive  to  compute  the  SVD  and  alternative  regularization methods  should be 
employed.  
 Tikhonov Regularization 
This  regularization algorithm was  independently  formulated by Phillips  [74] and Tikhonov 
[75],  but  it  is  commonly  recognized  as  Tikhonov  regularization.  The main  idea  is  based  on 
accepting  a  nonzero  residual  Ax y   and  in  exchange  obtain  a  smaller  solution  norm.  The 
formulation of the problem is: 
   2 222 2min Ax y x     (2.30) 
where  λ  is  the  regularization parameter  to  control  the weight  given  to minimization of  the 
solution norm 
2
x   relative  to minimization of  the  residual norm 
2
Ax y . When  0 ,  the 
Tikhonov solution  x   approaches the ‘naive solution’  Ax y (or the least squares solution, if A 
is rectangular). Instead, if  , then  0x  . However, there is a range of intermediate values 





















In  linear algebra, a Toeplitz matrix  is constant along diagonals [57]. Thus, an  n n  Toeplitz 
matrix has the following form: 
 
0 1 2 1
1 0 1 2
2 1 0 1
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 ,          0,..., 1i n  ,    (2.34) 
 where  2 11 1 0 1 1( ,..., , , ,..., ) nn nt t t t t t     . This situation is indicated by T=toeplitz(t). 


























where each block Tj is an  x xn n Toeplitz matrix. 
This type of matrices transform 1D kernels (PSF)  into a convolution matrix starting from a 
square Toeplitz matrix and symmetrical with respect to the main diagonal, which meets: 
  ijh H  ;         1, 1ij i jh h      (2.36) 
Considering an array  x yn nv  , it can be transformed into a vector  x yn nv  by stacking the 
columns of v and defining the linear operator vec:  x y x yn n n nv    v , 
  1,1 ,1 1,2 ,2 1, ,( ) [ ... ... ... ... ]x x y x y Tn n n n nv v v v v v vvec ,   (2.37) 
which corresponds  to  lexicographical column ordering of the components  in  the array v. the 
symbol array is defined as the inverse of the vec operator, 
  ( ( ))v varray vec ,         ( ( ))vec array v v ,    (2.38) 





  ( ))t f (T f  array  vec ,   (2.39) 
defining T as a  X y X yn n n n  BTTB matrix. 
The matrix‐vector representation of a discrete and noisy data model is given by: 
  T g f  ,   (2.40) 
where  T=bttb(t)  is  considered  the blurring matrix  (PSF), g=vec(g)  is  the measured distorted 













  ( )T T L T   f g    (2.42) 
2.5.3. Fourier‐Based Methods 
In  general,  a  blurring  system  is  considered  to  be  linear  and  spatially  invariant, which  is 
basically a Linear Time‐Invariant (LTI) system. In this context, Fast Fourier Transform (FFT) based 
schemes become greatly efficient methods for computational image restoration. Nevertheless, 
real  images have properties  that  cannot always be handled by  linear methods, e.g.,  images 
consist  of  positive  light  intensities  captured  by  sensors,  and  thus  nonnegativity  constraints 
should be  imposed when  implementing DSP methods. The  incorporation of these constraints 
and  other  information  have  been  suggested  in multiple  applications  leading  to  substantial 
improvements  in  inverse  problem  approaches. However,  these  constraints  can be  excluded 









  [ , ] [ , ] [ , ] [ , ]G u v F u v H u v N u v      (2.44) 
An inverse filter is a linear filter  [ , ]invh x y  which can be defined as the convolutional inverse 
of the blurring function or PSF  [ , ]h x y  and meets 
  [ , ] [ , ] [ , ]invh x y h x y x y  ,   (2.45) 
where  
  1, if 0[ , ]
0 elsewhere
x y
x y       (2.46) 
The inverse filter can also be expressed in the discrete frequency domain by: 
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It  can  therefore be  deduced  that  the  recovered  estimation  '[ , ]f x y   is  thus  equal  to  the 
original image to which the inverse filtered noise is added.  












mentioned  that  the  inverse  filter  suffers  because  it makes  no  use  of  the  properties  of  the 
measured data g[x,y]. 
2.5.4. Least‐Squares Methods. The Wiener Filter 
There exist a  set of  restoration  filters  called  least‐squares  filters and  specially  created  to 
overcome the stability or noise amplification problems connected to the inverse problem. One 
of  the most widely used  is  the Wiener  filter  [64], a  linear  space‐invariant  filter which  takes 
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One  of  the  main  motivations  for  the  use  of  iterative  procedures  is  the  existence  of 
mechanisms oriented to limit the set of possible solutions for the inverse problem by requiring 
a  closed  convex  space where  these  solutions must be  found. The  computational  load of an 
iterative method depends on the amount of operations performed in each iteration, such as the 
necessary number of iterations to ensure the quality of the image restoration. While different 







on  the  specific  iterative  scheme  used,  but  the most  intensive  computations  usually  involve 







consists  on  modifying  these  spectral  properties  to  accelerate  convergence  and  is  often 
presented in the context of solving the linear systems such as the one defined by  Ax y .  The 
standard  approach  is  to  construct  a  preconditioning  matrix  P  that  meets  the  following 
properties: 
 The construction of P should be computationally affordable. 
 The solution of the linear system Pz w should be relatively inexpensive. 
 The preconditioned system needs to satisfy  1P A I   in the sense that the singular 
values of  1P A  are clustered around 1. 
x0 = initial estimation of x 
for k = 0,1,2… 






The  first  two properties are connected  to  the additional computational  load produced by 





been carried out to overcome these difficulties [81], [82]. As  in earlier  instances, for  ill‐posed 
problems,  regularization  can  be  incorporated  and  therefore  the  previous  formulation may 
require  some  modifications.  If  Tikhonov  regularization  is  applied,  the  standard  approach 






           .   (2.52) 
Nevertheless, when regularization is implemented by truncating iterations, the process can 
be  a bit more delicate. The  first  iterations  tend  to  reconstruct mostly  the  good part of  the 
solution, while noise components are filtered out. These iterations are the ones that must be 
accelerated. At a particular point, the system starts to reconstruct noise components and the 
following  iterations  are  corrupted,  being  this  part  of  the  iteration  which  should  not  be 
accelerated. 
 Van Cittert Deconvolution 
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  ,   (2.55) 
which can also be written as 
  1 1ˆ ( ) ( )kkf I R I R g     ,   (2.56) 




R g     (2.57) 
is met, then the limiting solution is given by 
  1 1ˆ ˆlim ( )kkf f I R g H g       ,   (2.58) 
and  this  is  the  inverse  filter  solution.  Therefore,  implementing  iterations  indefinitely  will 
generate a solution with multiple inadequate properties. However, the iterative application of 
the inverse filter has some advantages over the direct implementation: first, it can be finished 
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solved more  slowly  in subsequent  iterations. The Richardson‐Lucy method presents multiple 
advantages, as  the nonnegativity constraint  if  the  initial guess  f0(x)≥0 or  the conservation of 
energy as iterations proceed. 
2.6. General Overview of the Visual Hyperacuity Simulation Method 
Once  the main  characteristics  and  particularities  of  each  step  of  the  visual  hyperacuity 
simulation method have been analyzed, it may be worth taking an overview of the whole system, 
linking  the different  stages of  the process. As already explained,  the human eye uses a  low 
number of sensors  to capture  images and, moreover,  the  retinal  image seems  to be blurred 
because of diffraction. The developed method  intends  to  improve  the  final  image resolution 
when the number of available sensors is limited, using a controlled diffraction effect introduced 
at the beginning of the process, as the human eye does based on our hypothesis. In short, it can 
be  understood  as  an  explanation  and  simulation  of  the  visual  hyperacuity,  a  diffraction‐












optical  system.  Ideally,  it  should  be  a  continuous  image  with  an  infinite  resolution  (and 
bandwidth), but it is not possible if we start from a digital (discrete) image. In view of this fact, 
it must  be  clear  that  it  is  unthinkable  to  go  beyond  this  initial  resolution, whatever  image 
restoration method is used. 
The  first  step  of  the  approach  consists  in  introducing  a  known  diffraction  (PSF)  at  the 














points, thus, creating new samples between the existing ones. The  interpolated  image  is still 
blurred  (see Figure 2.25), but  the  image size  is  increased. The LPF  (diffraction)  introduced  in 
advance makes possible a more accurate interpolation, because the blurred image presents low‐
variation and smooth  transitions and a more precise estimation of new  image data points  is 
performed. 


















the  Nyquist  theorem,  when  capturing  both  signals  or  images  the  maximum  frequency  is 
established  by  the  sampling  interval  or  equivalently  the  sampling  frequency,  and  it  is  not 
possible to detect or even recover any spectral component above this cutoff frequency. 
In  the  case  of  diffraction‐limited  systems,  the  sampling  interval  is  set  by  the  PSF  and  a 













reconstruct  spectral  components  at  higher  frequencies  even  if  some  inverse  filtering  or 
deconvolution needs to be applied. 






























digital  cameras  drive  resolutions  up  to  50  megapixels  or  even  more,  these  resolution 
improvement  procedures  have  technological  limitations  as  well.  Taking  into  account  the 
challenges  imposed by hardware  techniques,  signal processing  approaches become of great 
interest as a trade‐off between computational load and hardware cost. 
One of  the most  innovative  techniques  in  this  field  is  the  super‐resolution  imaging.  The 
operating principle of this method is based on the reconstruction of high‐resolution images from 






but  this  method  greatly  improves  visual  perception  by  combining  images  with  different 
exposure parameters.  
In connection with  leading edge technology THz  imaging cannot be forgotten, considering 
that  it has  great prospects  in  the  field of nondestructive  and  contact‐free  testing  for many 
applications (medicine, industry, security, material evaluation, agriculture, etc.). Nevertheless, 
due to technological constraints, the implementation of devices with many detectors at these 


















The  generation  of  high‐resolution  images  is  a  relevant  issue  for  most  digital  imaging 
applications. The  image resolution defines  the  level of detail contained  in an  image, but  this 
concept can be understood  in multiple different ways,  such as  spectral  resolution,  temporal 
resolution, pixel resolution, spatial resolution or radiometric resolution. In this instance, we will 
focus  on  the  spatial  resolution, which  can  be  understood  as  the  pixel  density  in  an  image, 







the optical  lens and  the  sensor array,  the most  straightforward way  for a  spatial  resolution 
enhancement is to reduce the size of each pixel, increasing the number of pixels per unit area. 
However, this solution reduces considerably the amount of available  light and produces shot 
noise  that degrades  the  image quality, since  the SNR of  the system  is  lowered  [87]. Current 












In  brief,  the  construction  of  imaging  sensors  and  optical  components  to  capture  high‐
resolution  images  involves  a  high  economic  cost  and  it  is  not  practical  in  multiple  real 
applications. Considering the difficulties of resolution enhancement via hardware techniques, 
signal  processing  methods  become  of  great  importance  when  high‐resolution  images  are 
required, to trade‐off computational load with the hardware cost. These methods are known as 
image  super‐resolution  (SR)  techniques  and  reconstruct  high‐resolution  (HR)  images  from  a 


















interpolation process, no new or additional  information  is generated and  the quality of  the 




















The  input of  the system  is  the  real scene, a continuous signal, which  is sampled beyond  the 
Nyquist rate to avoid aliasing1, generating the desired HR digital image. The motion between the 









motion,  PSF)  prior  to  down‐sampling  at  the  image  sensor  (pixels).  Additionally,  the  down‐
sampled  images  are  affected  by  the  sensor  noise  and  color  filtering  noise.  The  result  is  a 
determined number of LR frames: blurred, decimated and noisy versions of the real scene. 
The observation model is mathematically expresed by: 
  , 1,2,...,k k k kD H M n k K  ky x    (3.1) 
where x  is  the  reconstructed HR  image  (i.e.,  the digital  image  sampled  from  the continuous 
scene) and yk  is  the k‐th LR observation  from  the camera. Dk  represents  the down‐sampling 


















insufficient number of LR  frames and  ill‐conditioned blur operators. Therefore,  the model  in 





















One of  the great assets of  this method  is  that  it  takes  relatively  low computational cost, 






reconstruct  the HR  image  [87]. The HR  image  is  related with  the  LR  images by a  frequency 






These  principles  allow  the  formulation  of  the  system  equation  relating  the  aliased  DFT 
coefficients of the observed LR images to a sample of the CFT of an unknown image. Figure 3.7 
shows  the example of  two 1D LR  signals  sampled below  the Nyquist  sampling  rate  (aliased) 
decomposed into a HR signal in absence of aliasing. 










problems. The deterministic  regularized  SR approach makes use of prior  information of  the 
solution  to  solve  the observation model  shown  in equation 3.2,  turning  it  into a well‐posed 







y W x Cx

        (3.3) 
where the operator C represents a high‐pass filter and    is a l2 ‐norm. The prior knowledge is 
represented  by  a  smoothness  constraint,  accepting  that  most  images  have  limited  high 
frequency information and, therefore, minimizing the high‐pass energy in the reconstructed SR 




























computational  load.  Therefore,  it  is  crucial  to  develop  effective  and  efficient methods  to 




most of  these  challenges: multiple  LR  images are not  required  (a  single  LR  frame would be 
enough),  the  blur  introduced  by  motion  or  other  effects  is  used  as  a  benefit  for  super‐
resolution—far  from being a  limiting  factor—and  the simplicity and  robustness of  the whole 
system would suppose a considerable reduction in the computational load. 
3.3. High Dynamic Range Imaging 
A  current method  in  imaging  technologies  and  applications  is  the  High  Dynamic  Range 
Imaging (HDRI), which aims to offer a new approach of representing colors in digital images and 




more accurately  represent  the wide  range of  real‐world  lighting  levels. This method greatly 
improves the overall quality of visual content  in digital  images, obtaining much more realistic 
and attractive results. 
Even  if HDR  images can be acquired using special  image sensors (e.g., oversampled binary 




exposures. The  resulting HDR  image merged  from  these  LDR  images  spans  the  full  range of 
luminance in the scene (see Figure 3.8). 
In  theory, multi  exposure methods permit  the  capture of  scenes with  arbitrary dynamic 
ranges, provided that an adequate number of exposures per frame are merged. HDRI cannot be 
considered as a super‐resolution method because no resolution enhancement is generated as 





in absence of HDRI methods  (see Figure 3.9). This  technique  is available  in many  consumer 
products (mobile phones, digital cameras), but it is also being used for scientific purposes, such 
as  scientific  imaging  applications  [16],  electrochemical  sensors  [17]  or  even  astronomical 
applications [99].   
Althoug HDRI cannot be considered an image resolution enhancenment technique, the use 
of  this method  in  combination with both  SR  techniques or  the proposed  visual hyperacuity 















talking  in  terms of wavelength,  this  frequency band ranges  from 0.1 mm  (infrared)  to 1 mm 
(microwave).  
It  is  likewise well  known  that  there  has  been  a  lack  of  technology—mostly  sources  and 
detectors of THz electromagnetic radiation—between 0.3 and 30 THz, called the terahertz gap, 













THz  imaging  and  spectroscopy  technology  is  used  to  control  the  quality  and  production 


































The use of  terahertz nondestructive evaluation allows  the  inspection of  layers  in multiple 
materials  that are challenging  for other  technologies or characterization methods. There are 






THz  systems  play  a  major  role  as  instruments  for  contact‐free  inspection  of  plastic 
components,  improvement  of  the  performance  and  quality  of  solid‐state  properties  of 
metamaterials and the characterization of electron carriers, understanding physical processes 
such  as  carrier  transport  and  dynamics  of  semiconductors  in  order  to  further  develop 
applications of high‐speed devices. 
 Beam Profiling Systems 






With  the aid of THz  imaging devices,  it  is possible  to detect under  the shell  the presence of 
harmful  fungus and  infections affecting peanuts, corn, nuts, other grain‐crops and oil‐plants 










inherently  low  color  contrast.  The  different  absorption  that  contaminants  have  in  the  THz 
frequency range makes them clearly discernible when capturing THz images. 
Another  possible  application  of  THz  imaging  for  agriculture  relates  to  monitoring  the 
presence of water in plants and leaves. A constant control of water status in plants or any type 























effective  tools  for  developing  practical  solutions  at  the  low  THz  frequency  band.  Common 






























Moreover,  the  spatial  diversity  generated  by means  of  the  introduction  of  a  controlled 
diffraction improves the SNR of the imaging device, obtaining a higher sensitivity. This feature 











As mentioned  earlier,  human  eye  could  be  profiting  from  the  spatial  diversity  obtained 
thanks  to different  sources of distortion, mainly diffraction. Therefore,  the  introduction of a 
known diffraction blur at the entrance of the system (understanding it as a low pass filtering) 
has  a  key  role  in  the  proposed method.  This  first  step  relaxes  signal  sampling  frequency 
constraints, enabling  the use of a  reduced number of  sensors  for a  subsequent  image data 
capture. Afterwards, the low‐resolution blurry image is interpolated increasing the total number 
of data points. The softening process performed  in advance makes possible a more accurate 
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It is possible to perform 2D processing, just following the elements in two dimensions (rows 
and columns) and the general expression for the discrete 2D FIR filter is defined by 
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where h represents  the PSF,  f the original  image and g  the  filtered output  image. The PSF  is 
essentially a  sinc2  type  radial  function of 45×45 pixels  (observe Figure 3.19),  to which  some 











each  dimension),  reducing  the  image  size  to  284×378  pixels.  This  subsampling  intends  to 
reproduce  the  reduced  number  of  sensors  used  to  capture  a  real  image,  supposed  to  be 











that  the  LPF  introduced  in  advance makes  possible  a more  precise  interpolation,  since  low 
variation  transitions  reduce  sampling  frequency  constraints  and  enable  more  accurate 
estimation of new data points. 
The  last step consists  in  implementing an  inverse  filtering process, to obtain a resolution‐
enhanced  and  sharp  image,  recovering  high  frequency  spectral  components.  The  inverse 
problem comes to be  ill‐posed and thus the system becomes highly unstable and sensitive to 
small errors generated on account of interpolation. The above‐mentioned modifications made 
























b bG z b b z b z z z
b b
   







n n k n k
k
f g b f
b 
     .   (3.9) 
2D processing can be performed by following the elements in two dimensions by rows and 
columns and the discrete 2D IIR filter’s difference equations are expressed by: 
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pixels, which means that  it has been  increased by a  factor of 4 when compared to the  initial 
image or equivalent sensor size (284×378 pixels).  
3.5.3. Analysis of the Results 
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Pattern  16.85  12.32  4.53 
Cameraman  29.17  24.43  4.74 

















Additionally,  it  can be  said  that  the proposed  system breaks  the established  relationship 






blurry  image  is  then  captured with a  low number of  sensors,  i.e.,  spatially  subsampled:  this 
would be  the  input  image,  the one projected over  the sensors and captured by  the  imaging 
device. On the next stage the image goes through an interpolation process, increasing the total 
data points, thus, creating new samples. At the final stage, an inverse filter is applied to remove 










does  not  undergo  significant  changes,  unless  the  original  test  image  is  splitted  into  RGB 
components and each channel must be processed independently, before combining them at the 


































the  introduction of diffraction  as  an  anti‐aliasing  filter prior  to  the  sampling process, which 
attenuates  considerably  the  high  frequencies  of  the  image.  In  addition,  the  subsampling 
produces  spectral  truncation,  permanently  removing  some  high‐frequency  spectral 
components. At  this point, we obtain  the  image considered  to be  the system  input,  the one 































The  last stage of the visual hyperacuity simulation method  is the application of an  inverse 
filter  to  remove  the blur  introduced by  the diffraction, obtaining a  resolution‐enhanced and 
sharp image. It is worth mentioning that the inverse‐problem is ill‐posed and thus the inverse 
filtering process becomes highly unstable, presenting high sensitivity against errors produced by 
interpolation and noise‐amplification problems. However,  the  LPF effect of  the PSF and  the 
subsampling  performed  in  advance,  considerably  attenuate  or  even  remove  some  high‐
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The output image obtained from implementing the inverse filter is shown in Figure 3.33. As 
can  be  appreciated,  even  if  some  high  frequency  information  has  been  lost,  edges  appear 
considerably sharper being possible to recognize and resolve shapes, details, lines and abrupt 
color  transitions  that  were  not  detectable  in  presence  of  diffraction.  This  resolution 
improvement  is produced  thanks  to  the new data  points  created by  interpolation between 
sensed samples and the reconstruction of the spectral components attenuated in advance by 
diffraction, but  it  is not possible to recover the components previously truncated due to the 
















system, without  introducing neither diffraction and  therefore nor  inverse  filter:  the  image  is 
captured with  the  same  sensor  size  of  160×110  pixels  and  an  FFT  interpolation method  is 
implemented,  increasing  the  data  points  by  a  factor  of  10  in  each  dimension.  For  a  better 






























3.39 and 3.40).  In all cases, original  test  images  (a) are compared  to  the results obtained by 
means of the visual hyperacuity simulation method (b) and the simulation of a diffraction limited 

















Pattern  14.62  13.46  1.16 
London Eye  16.76  14.81  1.95 
City  20.17  17.89  2.28 
Bike  20.20  18.17  2.03 




Once  again,  it  has  been  demonstrated  how  the  introduction  of  a  controlled  diffraction 
pattern could play a key role on surpassing the resolution defined by the number and size of 







number of  sensors. Moreover, diffraction  can be understood as an anti‐aliasing  filter which 






















Nevertheless,  the  attenuation  and  truncation  of  some  high‐frequency  spectral  components 
produced thanks to the diffraction and subsampling, reduces considerably problems related to 
stability and noise‐amplification, allowing the use of a direct inverse filter. An important aspect 




An additional  important  remark  is  that,  since  it  is possible  to obtain  improved  resolution 
images starting from a low number of sensors, the size of each pixel sensor might be increased 





































order  to  represent  the  spectral  density  of  each  image.  As  can  be  seen,  the  process  of 
subsampling has truncated the high‐frequency spectral components of both  images and they 
are not  recovered even after applying  interpolation or  inverse  filtering. Nevertheless, when 





subsequently  recovered when  the  inverse  filter  is applied. However, when diffraction  is not 

















blur  introduced by motion or other effects  is used as a benefit  for super‐resolution and  the 
simplicity of the system would suppose a considerable reduction in the computational cost. 






of  mechanical  scanning  systems  with  software‐based  resolution  enhancement  techniques 
would lead to a significant reduction in the in the time required for analyzing objects. 












the presence of noise.  It  is  therefore necessary  the use of  inverse  functions or methods  to 


























to  antenna  systems,  that  could  benefit  from  the  proposed method  in many ways,  such  as 
improving the angular resolution of the system, decreasing the overall size of a given antenna, 
increasing  the  scanning  intervals or  reducing  the necessary number of data points  for high‐
resolution  signal  reconstruction.  Indeed,  any  antenna  system,  regardless  of  the  operation 
frequency  band  (visible,  infrared,  terahertz,  millimeter  waves,  etc.),  can  achieve  angular 
resolutions significantly higher by taking advantage of the  introduction of a known distortion 
which may later be removed. When it comes to antenna systems, the radiation pattern can be 
considered  as  the  element  which  introduces  the  distortion  or  the  PSF,  due  to  the  beam 
divergence.  
The proposed method has been  implemented by using MATLAB  software  simulations  to 
show  and prove  the previously  explained  ideas.  For  this purpose, multiple  tests  have  been 
carried out comparing antennas with different angular resolutions or beamwidths, varying the 
noise power  (SNR)  in  the  data  acquisition process or modifying  the  sampling  rates used  to 
simulate the signal capturing. On this occasion, instead of using 2D images, the tests have been 
performed with 1D signals with a view to facilitating the development and analysis of the results. 




angular  resolution achieved by antenna  systems,  the  related aperture  size and  the  required 
sampling rate, among other factors. 
4.2. Angular Resolution of Antenna Systems 
When  it  comes  to  antenna  systems,  angular  resolution  is usually  a  parameter of  critical 
importance in many applications. This spatial resolution is mainly determined by the Rayleigh 
resolution  limit  [111], which depends on  the effective wavelength and  the physic size of  the 
antenna  aperture,  leading  to  large  aperture  antenna  solutions  when  high  resolutions  are 
required.  
The angular  resolution of an antenna can be defined as  the minimum angular separation 
where  two equal point sources or  targets must be  located when at  the same  range  (i.e.  the 
minimum distance between objects to be resolved). This resolution is normally confined by the 
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where h[n]  corresponds  to  the antenna beam and  f[n]  represents  the  real  scene where  the 
targets are located. As a consequence of the convolution, the captured signal is blurred because 




















to  the antenna beamwidth, making necessary  the use of high‐directivity  systems when high 




A D    (4.3) 
4.2.1. High Directivity Antennas 
Given that high angular resolution antenna systems must generate high directivity beams, 
current  antenna  technologies  are orientated  towards  two possible  solutions or  approaches: 




Radar  (SAR)  imaging  systems  [113],  [114]  or  phased  array  antennas  used  by  many 
communication  satellites  to  create  coverage  spot  maps  over  the  earth  surface  [115]. 
Astronomical observation systems could also be included in this category, since a high directivity 
beam is created to obtain an image of the sky. This is the case of ESA’s Planck mission, devised 
to  provide  a map  of  the  Cosmic Microwave  Background  by means  of  LFI  (Low  Frequency 
Instrument)  and  HFI  (High  Frequency  Instrument)  which  are  equipped  with  receiver  and 








individual  antennas:  the  more  radiating  elements  operating  together,  the  more  directive 





a  spherical  reflector  of  305  m  in  diameter  [116],  Haystack  Radio  Telescope  (ø37  m)  in 
Massachusetts [117] or the Sardinia Radio Telescope [118], a fully steerable radio telescope with 
a  diameter  of  64 m,  just  to mention  a  few  (see  Figure  4.3).  In  other  cases,  higher  angular 





























these methods  are  dedicated  to  improving  the  angular  resolution  of  a  given  sophisticated 
antenna system, trying to achieve super‐resolution with post‐processing techniques. 
Looked at from another perspective, the opportunity to increase the angular resolution using 
deconvolution methods  enables  the  use  of  lower  angular  resolution  antennas  that  achieve 











considerably  shorten  the  time  used  for  sweeping  the  field  of  view  (FOV)  or  making 
measurements of any type. What is more, in some cases the subsampling can virtually eliminate 
the high frequencies—the most critical spectral components related to noise‐amplification and 
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Due  to  the  fact  that H(ω)  acts  as  a  low‐pass  filter,  the  captured data  g[n]  has  lost high 
frequency information and an inverse filtering or deconvolution process is required in order to 
recover an estimation of the original scene f[n]. The ill‐posedness of the problem converts the 
system very  sensitive  to noise and  this  is why  the  restoration problem  cannot be  solved by 
simply applying an inverse filter H‐1(ω). Therefore, it is necessary to rely on an inverse function 
that minimizes the noise amplification. Marmolin et al. [69] proposed a simple restoring filter 
based  on  the Wiener  filter which  operates well when  the  scene  and  noise  properties  are 
unknown and it is approximated by the following equation: 































illuminated  by multiple  beams,  creating  a  significant  overlapping  effect. As  a  consequence, 
angular  resolution  is  lost,  being  difficult  to  distinguish  adjacent  targets  and  also  range 
information  has  been  corrupted.  It  is  clear  that  a  loss  of  high‐frequency  information  has 
occurred during the data acquisition process. 
Using  the  inverse  function described  in equation 4.6,  it  is possible  to  reverse  this effect, 
obtaining similar results to those obtained by means of the BW‐3db=1° antenna, always taking 












  2( )'( ) ( ) ( ) ( ) ( )
HF G R G
H T
    











1 '[ ] [ ]
N
n
MSE f n f n
N 


















the FOV with  the antenna of BW‐3dB=1° compared  to  the estimation of  the  real  scene when 
capturing with BW‐3dB=4° and performing the inverse filtering, for different SNR values. Observe 




















15  0.0044  0.0433  0.0121  0.600 
20  0.0032  0.0405  0.0101  0.200 
25  0.0029  0.0396  0.0086  0.070 
30  0.0027  0.0393  0.0074  0.030 
35  0.0027  0.0392  0.0064  0.008 





























using  antennas  with  different  angular  resolutions,  the  outcomes  will  be  analyzed  in  the 
frequency  domain.  The  fact  that  the  value  of  T  represents  a  compromise  between  noise 
amplification  and  resolution  improvement  (high  values  of  T  entail  a  noise‐free  but  a  low 
performance filter, while a better filtering performance but an excessive noise magnification is 
obtained  with  low  values  of  T),  suggests  that  in  some  way  emulates  the  concept  of 
regularization.  The  introduction  of  additional  information  by  means  of  the  parameter  T 
somehow produces a truncation of the most unstable spectral components corresponding to 













of angular  resolution of  the method. Besides, Figure 4.9  (b)  is a  sum of different  frequency 
square waves, that is more helpful to evaluate the recovery of spectral components. 
The  process  of  data  acquisition  has  been  simulated  using  different  angular  resolution 







The  simulated  scanning  of  the  FOV  is  performed  by  signal  spectrum  multiplication  as 
explained inequation 4.5 for the different angular resolution antenna beams and adding white 
Gaussian  noise,  assuming  a  SNR  of  25  dB,  to  reproduce  more  realistic  conditions  when 
performing the data acquisition process. Figure 4.11 represents the captured signal g[n] as a 
result of scanning  the multiple  target distribution over  the FOV shown  in Figure 4.9  (a) with 
antenna beams of BW‐3dB=1°, BW‐3dB=2° and BW‐3dB=4° consecutively  (red),  together with  the 
original test signal f[n] (grey) to enable better visual comparison and their corresponding spectra 
in the range [ , ]  . Figure 4.12 displays the analogous results when scanning the signal shown 
in Figure 4.9 (b), the sum of different frequency square waves. It is possible to appreciate the 
loss  angular  resolution  and  the  attenuation  of  high‐frequency  spectral  components  when 
comparing captured data to the original test signal and  its corresponding spectra. This effect 































test signal are displayed  in Figure 4.13  (multiple size  targets at different  ranges and angular 
distances) and Figure 4.14 (sum of different frequency square waves). Observe how the results 
are  highly  satisfactory  locating  and  identifying  different  targets  when  related  to  angular 
resolution in all cases. Nevertheless, the range information (amplitude) is slightly affected due 
to the noise amplification associated to the system instability, mostly for signals captured with 
lower  angular  resolution  antenna  beams.  It  is  also  possible  to  observe  how  the  previously 
attenuated high‐frequency  components have been  recovered, being directly  linked with  the 
improvement of angular resolution. Spectral components truncated as a result of the constant 
T to approximate the noise‐to‐signal power density ration when applying the inverse filter (the 
highest  frequencies)  can  no  longer  be  recovered.  However,  the  most  important  spectral 




the  recovered estimation  f’[n] after applying  the  inverse  function, demonstrating  that noise 
amplification problem has been controlled in a significant way. 
On  this occasion as well,  it has been demonstrated how  it  could be possible  to get high 
angular resolution for antenna systems by means of devices with less directive antenna beams, 
and thus, smaller effective areas or apertures. Antennas with 3 dB beamwidths of 1°, 2° and 4° 
have  been  used  to  capture  signals with  an  angular  resolution  of  0.5°,  achieving  successful 
outcomes.  
 




1°  0.034  15.70  0.82 
2°  0.031  19.60  4.00 
4°  0.020  44.00  9.80 
Sum of Squared 
Waves 
1°  0.050  29.10  2.20 
2°  0.090  31.10  8.90 





























given antenna system using deconvolution methods, which  in  turn enables  the use of  lower 
angular  resolution—and  smaller—antennas  to achieve outcomes close  to  the ones obtained 
with higher performance systems. The beam‐overlapping effect produced by the antenna beam 






multiples benefits. First of all,  the antenna  sweep  time  for  scanning  the FOV can be greatly 
shortened, since fewer measurements must be carried out. Analogously, the reduction of the 
data points required for signal reconstruction allows the system to expend more time in each 
measurement,  thereby  improving  the  SNR  and  aspects  that  could  be  profiting  from  time 


































producing a  loss of angular  resolution:  the  spectrum drops  to  very  low  values  from a given 
spectral index (below ‐40 dB). Nevertheless, this signal seems to be oversampled (4 samples per 
antenna  beamwidth)  and we  could  subsample  it  (while  still meeting  the  Nyquist  sampling 
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(grey).  Even  if  the  information  on  range  (amplitude)  is  slightly  corrupted  due  to  problems 
associated  to  the  deconvolution  process,  results  are  greatly  satisfactory  regarding  target 

















can be  reduced without any meaningful  loss of angular  resolution. More  specifically, a data 
capturing process has been simulated using antenna beams of 3 dB beamwidths of up to 0.5 and 
2 degrees,  achieving quite  similar  results, even  if using  a 4  times  less directive  and  smaller 
aperture size antenna.  





















processing  techniques.  The  results  are  highly  satisfactory  spatially  locating  and  identifying 
different size targets  in connection with angular resolution. However,  in some  instances, the 
range  information  (amplitude) can be affected as a result of noise amplification problems of 
inverse  problems,  mainly  when  implementing  simulations  with  lower  angular  resolution 
antennas. 
The low‐pass filtering effect produced by antenna beams enables the use of lower sampling 
rates  or,  equivalently,  larger  scanning  intervals,  while  still  meeting  the  Nyquist  sampling 
theorem.  This  subsampling  reduces  considerably  the  data  points  used  to  reconstruct  high 









Spectral  components  truncated  as  a  result  of  the  applied  inverse  functions  or  due  to 






process,  making  it  possible  to  reduce  considerably  the  effective  area  or  aperture,  and 




















It  seems  clear  that  the  human  eye  shows  many  parallels  and  similarities  with  the 
conventional digital imaging systems: the structure and dimensions of the optical system, light‐
sensitive sensors based on the RGB color model, cone densities used for sharp central vision, 




and  it  has  the  ability  to  avoid  saturation  in  bright  environments.  But  the  most  striking 




From  this perspective,  it  is difficult  to believe  that  the eye works under  the principles of 








which  takes  advantage  of  the  introduction  of  a  controlled  diffraction  to  improve  the  final 
resolution of signals or images, far from being a limiting factor. The simulation results show that 
diffraction makes possible  the  capture of  fine details  that are  lost  in absence of diffraction, 
surpassing the resolution defined by the sensors. This breaks the paradigm of the number of 
pixel sensors of a given system and the obtained final resolution. The negative note is that the 
need  to  implement  an  inverse  filtering process  is  a  complicated matter  in many  cases:  the 














be  considered  a matter  of  great  importance  for  vision  under  poor  lighting  conditions,  the 
reduction of radiation power in some applications that might be controversial or the increase of 
the working distance for some specific purposes. 
In connection with antenna applications,  the  results  related  to angular  resolution  (spatial 
location and identification of targets) are highly satisfactory, even if using low directivity antenna 




of  the  proposed method makes  possible  to  obtain  high  resolution  signals, with  almost  no 
degradation of  the signal quality. Moreover,  this subsampling can avoid problems  related  to 










Even  if a  long and hard work has already been done  in order to establish the basis of the 
visual hyperacuity simulation method and its possible applications, it is clear that much remains 
to be done in this direction.  
The multiple  tests performed  to date  are based on  software  simulations. Therefore,  the 
design, construction and testing of real systems and applications is clearly one of the next steps 
that should be carried out, both for imaging and antenna systems. Dealing with more realistic 




















These  tests  are  based  on  the modification  of multiple  parameters  and  the  application  of 
different  deconvolution  methods,  for  the  purpose  of  observing  and  analyzing  the  results 











1'[ , ] [ , ] [ , ]
[ , ]
F u v F u v H u v
H u v





The  results can be observed  in Figure A.2. As can be  seen, when h1=h2  (r=50 pixels),  the 
deconvolution is performed successfully. However, when h1≠ h2, no matter how slightly h1 it is 





















By a simple matrix‐vector multiplication between  the original  test signal and  the Toeplitz 
matrix of the PSF, the 1D convolution is implemented (Figure A.4). Additionally, some noise has 
been introduced. 
If  the  Toeplitz  matrix  is  a  square  matrix,  then  the  inverse  can  be  directly  calculated. 
Nevertheless, when this is not the situation, the inverse function is computed using the formula:  
1( )T TinvH H H H
   (A.2)



























more  singular  values  are  reconstructed,  the most  unstable  components  are  included  in  the 
deconvolution process, producing noise amplification (stability) problems. 
It  is  clear  that  the  choice of  the  regularization parameter α  is  critical,  considering  that  it 




Tikhonov  regularization  aims  to  find  a  TSVD  solution  to  Hf d ,  where  the  regularized 
approximation is expressed by: 
1( )T Tf H H I H g    .   (A.4)
The  regularization parameter α determines  the  cut‐off—or  threshold—level of  the  TSVD 
filter: when α is too small, the noise is not filtered and fα is highly oscillatory; by contrast, when 







value of α  can be determined by minimizing  the  solution error norm given by  f f    [57], 
achieving  the best possible  regularized  solution. Figure A.9  shows how  the TSVD  solution  fα 
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