In this work, we analyze the learning ability of diffusion-based distributed learners that receive a continuous stream of data arising from the same distribution. We establish four distinctive advantages for these learners relative to other decentralized schemes. First, we obtain closed-form expressions for the evolution of their excess-risk for strongly-convex risk functions under a diminishing step-size rule. Using the result, we then show that the distributed strategy can improve the asymptotic convergence rate of the excess-risk by a factor of N relative to non-cooperative schemes, where N is the number of learners in the ad-hoc network. We further show that the fastest attainable rate of convergence matches the Cramér-Rao bound (up to constants that do not depend on N or the iteration number i) under some mild regularity conditions on the distribution of the data. Finally, we show that the diffusion strategy outperforms consensus-based strategies by reducing the overshoot during the transient phase of the learning process and asymptotically as well. In light of these properties, diffusion strategies are shown to enhance the learning ability of ad-hoc distributed networks by relying solely on localized interactions and on in-network processing.
I. INTRODUCTION
Data mining is a formidable example of an application that involves searching through data generated over time by a single agent or by a multitude of agents. For example, search engines utilize user queries to target advertising based on the user's search keywords. Online retailers suggest items based on the user's shopping history and even on the correlation between the user's shopping history and that of other shoppers. Likewise, online video services suggest video content based on the user's viewing history and on the viewing history of similar customers. It is clear that data mining applications benefit from leveraging information from different users. It can be advantageous to collect the information from all users at a central location for processing and analysis. Many rate asymptotically.
A. Outline and Summary of Results
For the benefit of the reader, we provide here a summary of the main contributions of this work: 1) We propose a distributed algorithm for learning over networks that relies on the use of diffusion strategies (see (9) - (10)). We establish that this algorithm converges almost surely to the desired optimizer (see Theorem 1).
2) We derive an expression for the evolution of the excess-risk of the algorithm over time (see (35) ). We determine useful closed-form asymptotic expressions for the excess-risk under different conditions (see Theorems 2-3).
3) We quantify the asymptotic convergence rates of each term in the excess-risk expression and show that these rates can be one of three possibilities depending on a certain threshold (see Table I ).
4)
We then show how to speed up the convergence rate through the optimal selection of the algorithm's combination weights (see Sec. IV).
5)
We show that the diffusion strategy leads to an N -fold improvement in convergence rate relative to the non-cooperative strategy where nodes perform learning individually and without cooperation (see Sec. IV).
We also show that this N -fold improvement matches the improvement that a centralized stochastic gradient learner provides (see . We further show that no other learning algorithm can provide a better convergence rate beyond a constant that does not depend on N nor i.
6)
We compare two classes of distributed learning strategies: diffusion and consensus. We show that the latter has worse transient performance and that its asymptotic excess-risk curve is lower-bounded by that of diffusion (see Sec. V).
II. PROBLEM FORMULATION AND ALGORITHM
Consider a network of N learners. Each learner k receives a sequence of independent data samples x k,i , for i = 1, 2, . . . arising from some fixed distribution X . The goal of each agent is to learn a vector w o that optimizes some loss function Q(w, x k,i ) on average. For example, in order to learn the hyper-plane that best separates feature data h k,i belonging to one of two classes y k,i ∈ {+1, −1}, a support-vector-machine (SVM) [13] , [14] would minimize the expected value of the following loss function over w (with the expectation computed over the distribution of the data x k,i {h k,i , y k,i } ∼ X ) [15] :
where ρ > 0 is a regularization constant. While the SVM loss function is not differentiable, other differentiable classifiers can be used such as the regularized logistic regression [16] Q RLR (w, h k,i , y k,i ) ρ 2 w 2 + log(1 + e
or the quadratic loss [17, pp. 163-166] (also referred to as the "delta rule" [18] ):
More generally, the expectation of the loss function over the distribution X of the data is referred to as the risk function [19, p. 18] J(w) E X {Q(w, x k,i )} [risk function]
The risk function is the target function to be minimized over the parameter vector w. We refer to the optimizer of (4) as w o :
where w o is unique when J(w) is strongly-convex. In order to measure the performance of each learner, we define the excess-risk (ER) at node k as:
where w k,i−1 denotes the estimator of w o that is computed by node k at time i (i.e., it is the estimator that is generated observing current and past data within the neighborhood of node k). The excess-risk serves as a measure about how well the estimate w k,i−1 will perform on a new sample x k,i ∼ X on average. For this reason, the excess-risk is also referred to as the generalization ability of the classifier. The excess-risk is non-negative because J(w) is strongly-convex and, therefore, J(w ) > J(w o ) for all w = w o .
One way to optimize (5) is for each node k to implement a stochastic gradient algorithm of the following form [20] :
where ∇ w Q(·) denotes the gradient vector of the loss function, and µ(i) ≥ 0 is a step-size sequence. The gradient vector employed in (7) is an approximation for the actual gradient vector, ∇J w (·), of the risk function. The difference between the true gradient vector and its approximation used in (7) is called gradient noise. Due to the presence of the gradient noise, the estimate w k,i becomes a random quantity; we shall use boldface letters to refer to random variables throughout our manuscript, which is already reflected in our notation in (7) .
It shown shown in [21] , [22] that for strongly-convex risk functions J(w), the non-cooperative scheme (7) achieves an asymptotic convergence rate of the order of O(1/i) under some conditions on the gradient noise and the step-size sequence µ(i). In this way, in order to achieve an excess-risk accuracy of the order of O( ), the non-cooperative algorithm (7) would require Θ(1/ ) samples. It is further shown in [21] , [23] that no algorithm can improve upon this rate under the same conditions. This implies that if no cooperation is to take place between the nodes, then the best asymptotic rate each learner would hope to achieve is on the order of Θ(1/i) where the notation Θ(g(i)) means that there exist positive constants c 1 , c 2 such that c 1 g(i) ≤ Θ(g(i)) ≤ c 2 g(i) for sufficiently large i.
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On the other hand, assume the nodes transmit their samples to a central processor, which executes the following centralized algorithm:
It can be shown that this implementation will have an asymptotic convergence rate of the order of O(1/N i) for step-size sequences of the form µ(i) = µ/i and for some conditions on µ (see Corollary 2) . In other words, the centralized implementation (8) provides an N −fold increase in convergence rate relative to the non-cooperative solution (7) . One of the questions we wish to answer in this work is whether it is possible to derive a fully distributed algorithm that allows every node in the network to converge at the same rate as the centralized solution,
i.e., O(1/N i), with only communication between neighboring nodes and for general ad-hoc networks. We show that this task is indeed feasible. We additionally show that each node in the network will converge at this rate in high probability and that the algorithm will achieve the Cramér-Rao convergence rate up to some constants that do not depend on the number of nodes N or the iteration number i.
A. Diffusion Strategy
Following the approach of [9] , it is possible to derive the diffusion strategy for the distributed evaluation of estimates w k,i by the various nodes in the network listed in (9)-(10); these estimates serve as approximations for the minimizer (5):
where ∇ w J(·) is an instantaneous approximation for the true gradient vector ∇ w J(·). Each node k begins with an estimate w k,0 and employs a diminishing positive step-size sequence µ(i). The non-negative coefficients {a k }, which form the left-stochastic N × N combination matrix A, are used to scale information arriving at node k from its neighbors. Therefore, the coefficients satisfy:
The neighborhood N k for node k is defined as the set of nodes for which a k = 0. The main difference between the above algorithm and the adapt-then-combine (ATC) diffusion strategy proposed in [9] is that we are employing a diminishing step-size sequence µ(i) as opposed to a constant step-size. Constant step-sizes have an advantage in that they allow nodes to continue adapting their estimates in response to drifts in the underlying data distribution.
On the other hand, a consensus-based algorithm [2] , [24] for the minimization of (4) performs the adaptation and aggregation steps simultaneously as follows:
The diffusion and consensus strategies (9)-(11) have exactly the same computational complexity, except that the computations are performed in a different order. We will see in Sec. V that this difference enhances the performance of diffusion over consensus. Moreover, in the constant step-size case, the difference in the order in which the operations are performed leads to an anomaly in the behavior of consensus solutions in that they can become unstable even if all individual nodes are able to solve the inference task in a stable manner; see [25] .
In order to proceed with the analysis of the distributed solutions, it is necessary to introduce an assumption on the risk function J(w)-specifically, we assume that J(w) is strongly-convex.
Assumption 1 (Bounded Hessian matrix):
The risk function J(w) is twice continuou-sly-differentiable and the Hessian matrix of J(w) is uniformly bounded from below and from above, namely,
where 0 < λ min ≤ λ max < ∞.
Assumption 1 is equivalent to assuming that J(w) is strongly-convex with a Lipschitz continuous gradient function,
as is commonly assumed in the literature [10] , [11] , [16] . The upper bound in (12) is equivalent to
We also need to introduce an assumption on the approximation used for the gradient vector. As indicated before, the instantaneous gradient at node k and time i is defined in terms of the gradient of the loss function, i.e.,
Assumption 2 (Gradient noise model): We model the approximate gradient vector as:
where, conditioned on the past history of the estimators, F i−1 {w k,j : k = 1, . . . , N and j ≤ i − 1}, the gradient noise v k,i (w) satisfies:
for some α ≥ 0, σ 2 v > 0, and where w ∈ F i−1 . Since nodes sample the data in an independent and identically distributed (i.i.d.) fashion from the distribution X , it is reasonable to expect the gradient noise to be uncorrelated across all nodes, i.e.,
Finally, we assume that the combination matrix A is left-stochastic and primitive [26, p. 730 
Now consider the expected excess-risk (6) at node k. This risk value allows us to assess the generalization ability of the classifier w k,i−1 on the yet unobserved data x k,i . Using the following sequence of inequalities, we can bound the excess-risk by a useful square weighted norm:
wherew k,i w o − w k,i , E w {·} denotes expectation over the distribution of w, and steps (a) and (b) are a consequence of the following mean-value theorem from [21, p. 24] for an arbitrary real-valued differentiable function f (·):
Step (c) is a consequence of the fact that w o optimizes J(w) so that ∇ w J(w o ) = 0.
Step (d) is due to (12) in Assumption 1. Finally, the weighting matrix S k,i that appears in (18) is defined as:
Expression (18) shows that the expected excess-risk at node k is equal to a weighted mean-square-error with weight matrix (21) . This means that one way to compute or bound the expected excess-risk is by simply evaluating weighted mean-square-error quantities of the form (18) or (19) . This is the route that we will take in this manuscript, where we will analyze the right-hand side of (18) in order to draw conclusions regarding the evolution of the expected excess-risk. In particular, once we establish that the distributed algorithm converges in the mean-square sense, then inequality (19) would allow us to conclude that the algorithm also converges in expected excess-risk. After establishing convergence of the expected excess-risk, we can then proceed to show convergence in high probability of the excess-risk itself.
Introduce the weight-error matrix:
In the next sections, we will show that the diffusion algorithm allows the estimates w k,i−1 to converge almost surely to w o as i → ∞ for step-size sequences of the form µ(i) = µ/i. It will then follow from (21) and (22) 
where
III. MAIN CONVERGENCE RESULTS
In this section, we show that the distributed diffusion strategy (9)- (10) converges both in the mean-square sense and almost surely. Subsequently, we establish that the algorithm achieves Θ(1/N i) convergence rate asymptotically.
A. Asymptotic Behavior
Our first result provides conditions on the step-sizes under which the diffusion algorithm converges in the meansquare-error sense and almost surely. The difference between the two sets of conditions that appear below is that in one case the step-size sequence is additionally required to be square-summable.
Theorem 1 (Asymptotic convergence): Let Assumptions 1-3 hold and let the step-size sequence satisfy
Then, w k,i converges in the mean-square-error sense to w o , i.e.,
If the step-size sequence satisfies the additional square-summability condition:
then w k,i converges to w o almost surely (i.e., with probability one) for all k = 1, . . . , N .
Proof:: See Appendix A-A.
Observe that (25) implies that each node converges in the mean-square-error sense. Combining this result with (19), we conclude that each node also converges in expected excess-risk. Note that this conclusion only depends on Assumptions 1-2; it does not require the approximation (23).
B. Asymptotic Approximation
The next question we address is to quantify the benefit of node cooperation. To do so, we assume the step-size sequence is selected as µ(i) = µ/i for some µ > 0. This sequence satisfies conditions (24) and (26) . We collect the weight-error vectors from across the network into the column vector:
and introduce the block quantities:
where ⊗ denotes the Kronecker product operation. We designate the covariance matrix of the gradient noise vector
Now, extending the arguments of [9] , we can verify the validity of the following recursion, which relates weighted variances of two successive network error vectors,w i−1 andw i−2 :
where the notation w i 2 X denotes the square weighted normw
Observe that recursion (30) depends on the random coefficient matricies B i . Using Theorem 1, however, we see that
We conclude that B i converges almost surely to
Furthermore, the covariance matrix R v,i in (29) will almost surely converge to
since we assumed that the gradient noise is uncorrelated across the nodes (17) , the nodes sample their data from a common stationary distribution, and the loss function is time-invariant. Under conditions (32)-(33), we observe that, asymptotically, the variance relation (30) becomes a deterministic recursion with the randomness in B i removed.
If we unfold the recursion we arrive at the following expression:
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Notice that the first term on the right-hand side of (35) models the transient behavior of the diffusion network since it is governed by the initial error in estimating w o at the different nodes. In comparison, the second term on the right-hand side of (35) models the asymptotic behavior of the network. It is necessary to study the behavior of both terms to understand the dynamics of the network. Different choices for Σ correspond to different measures of performance [29] . In order to evaluate the expected excess-risk risk at node k, we choose Σ as
where the quantity E kk denotes the N × N matrix with a single 1 at the (k, k)-th element and all other elements equal to zero. If, on the other hand, we are interested in recovering the average expected excess-risk across the network, then we select Σ instead as
In order to facilitate the analysis, we introduce the eigenvalue decomposition of the Hessian matrix of J(w) evaluated at w o , and the Jordan canonical form of the combination matrix A:
where Φ is an orthogonal matrix and Λ is diagonal with positive entries. Moreover, since the matrix A is leftstochastic and primitive, it has a single eigenvalue at one, and the remaining eigenvalues have magnitude strictly less than one [27, p. 514], [28] . We denote the right eigenvector of A corresponding to the eigenvalue at one by p and normalize its entries to add up to one, i.e., 1 T p = 1. Therefore, we can express the Jordan decomposition (38) of A as
where R, Y ∈ R N ×N −1 represent the remaining left and right eigenvectors while D N −1 represents the Jordan structure associated with the eigenvalues other than one. This can be seen by partitioning T , D, and T −1 as
We can now study the convergence rate of the transient and asymptotic terms in (35) . The following result shows that the transient term can die out at different rates depending on the value of 2λ min µ. 
where the notation f (n) = Θ(g(n)) implies that the sequence f (n) decays at the same rate as g(n) for sufficiently large n (i.e., there exist positive constants c 1 , c 2 and integer n 0 such that
Actually, in App. A-B, we derive upper and lower bounds for the transient term (see (88) and (89)). Examining these bounds, we notice that the transient term will grow initially before it starts to decay. The asymptotic rate of decay of the transient error is on the order of i −2λminµ , for any value of 2λ min µ. We will see next that when 2λ min µ ≥ 1, the transient term is not the dominant rate since the asymptotic term will converge at slower rates.
We can also examine the asymptotic convergence rate of the second term on the right-hand-side of (35) . This term is in fact the slowest converging term in all cases except when 2λ min µ < 1, when the convergence rate will match that of the transient term.
Theorem 3 (Convergence rate of asymptotic term): Let Assumptions 1-3 hold. Let the weighting matrix Σ =
. It then holds asymptotically that
where the notation
where respectively, and λ m is the m-th eigenvalue of ∇ 2 J(w o ). Moreover, the notation (X) mm denotes the m-th diagonal element of the matrix X. Furthermore, with probability at least 1 − ν, we have that
when 2λ min µ ≥ 1, and ν > 0 is a small positive number.
Proof:: See Appendix A-C further ahead.
Theorem 3 establishes a closed-form expression for the asymptotic excess-risk of the diffusion algorithm. We observe that the slowest rate at which the asymptotic term converges depends on the smallest eigenvalue of ∇ 2 w J(w o ) and the constant µ. When 2λ min µ = 1, the asymptotic term will converge at the rate log(i)/i. When 2λ min µ < 1, the asymptotic term will converge at the rate i −2λminµ , which can be arbitrary small. Table I lists the convergence rates of the transient and asymptotic terms from (35) . 
We see that in all cases, the asymptotic term is dominant, and its rate is only matched when 2λ min µ < 1. The shaded cells indicate the slowest converging term under each condition on 2λ min µ. Clearly, it is best to choose a larger value for µ to satisfy 2λ min µ > 1 in order to attain the fast convergence rate of 1/i asymptotically. When λ min is not known, and thus it is not clear how to choose µ to satisfy 2λ min µ > 1, it is common to choose a large µ that forces 2λ min µ 1. In this case, we get
This approximation is close in form to the steady-state performance derived for the diffusion algorithm when a constant step-size µ is used [31] . The main difference is that the "steady-state" term will diminish at the rate 1/i when µ(i) = µ/i and 2λ min µ 1. Moreover, under some mild conditions on the distribution of the gradient noise, it is possible to show that the diffusion strategy achieves the Cramér-Rao bound, Ω(1/N i), asymptotically, up to some constant not dependent on N or i (see Sec. IV further ahead). Finally, since the expected excess-risk agrees with the asymptotic term (since the asymptotic term is the slowest decaying term) when 2λ min µ ≥ 1, we have therefore shown that the expected excess-risk decays according to (41) when 2λ min µ ≥ 1. We further strengthened this statement to state that the excess-risk itself, not just on average, decays at this rate in high probability.
By specializing the previous results to the case N = 1 (a stand-alone node), we obtain as a corollary the following result for the expected excess-risk that is delivered by the traditional stochastic gradient algorithm (also known as Robbins-Monro stochastic approximation). This result establishes a closed-form expression for the asymptotic excess-risk performance of stochastic gradient descent.
Corollary 1 (Stochastic gradient approximation): Let N = 1 in (9)- (10). Then, the algorithm reduces to the following stand-alone stochastic gradient descent recursion:
Furthermore, let Assumptions 1-2 hold with µ(i) = µ/i. Then, the excess-risk asymptotically satisfies:
and the bounds for Θ(i −2λminµ ) are given by (88)-(89) using p = 1 and N = 1.
Furthermore, we can show that the centralized algorithm (8) achieves an N -fold improvement in convergence speed in comparison to the non-cooperative algorithm (7):
Corollary 2 (Centralized processing): Let Assumptions 1-2 hold with µ(i) = µ/i. Consider the centralized algorithm (8) , which has access to all the data across the network at each iteration. Then, the excess-risk asymptotically satisfies:
where the notation (45). Specifically, the algorithm converges at the rate Θ(1/N i) when 2µλ min > 1.
Proof:: We substitute the gradient approximation model from Assumption 2 into (8):
is the effective noise. Since the algorithm converges asymptotically and the estimate converges w i−1 → w o almost surely, the covariance matrix of the noise, due to (17) , is asymptotically characterized by
Due to the correspondence between (47) and (7), we see that the only difference between the non-cooperative algorithm (7) and the centralized algorithm (8) is that the asymptotic noise covariance of the centralized algorithm R q is that of the non-cooperative algorithm R v scaled by a factor of 1/N . Therefore, we can use Corollary 1 with (48) in place of R v to obtain the desired result.
IV. BENEFIT OF COOPERATION
Up to this point in the discussions, the benefit of cooperation has not yet manifested itself; this benefit is actually encoded in the vector p. Optimization over p will help bring forth these advantages. Thus, observe that the expression for the asymptotic term in Theorem 3 is quadratic in p. We can optimize the asymptotic expression over p in order to speed up the convergence rate. Observe from expressions (41)- (42) that, in each of the three cases qualified by the value assumed by 2λ m µ, the slowest rate of convergence of (41) to zero is dictated by the value of δ m (i) that corresponds to λ min . We denote the value of m that corresponds to λ min by m min and define
Then we consider the problem of optimizing this slowest mode of convergence, namely,
where A denotes the set of left-stochastic and primitive combination matrices A that satisfy the network topology structure. It is generally not clear how to solve this optimization problem over both A and p. We pursue an indirect route. We first remove the optimization over A and determine an optimal p. Subsequently, given the optimal p o , we show that a left-stochastic and primitive matrix A can be constructed that satisfies the network topology. The equivalent relaxed problem is:
The above optimization problem is convex, and its solution is given by
A combination matrix A that has this p o as the right-eigenvector associated with the eigenvalue at one is the following Metropolis rule [32] , [33] , which corresponds to a doubly-stochastic and symmetric combination matrix:
To see the effectiveness of this choice for p, we substitute p o from (50) into (41) to find
Comparing the above result with the rightmost term in (44), we observe an N -fold improvement in the convergence rate when 2λ min µ ≥ 1 (since the transient term will contribute to the convergence rate only when 2λ min µ < 1).
Actually, the right-hand-side of (52) is the performance attained by the centralized stochastic-gradient algorithm (8) when 2λ min µ ≥ 1 (see (46)). This implies that the diffusion algorithm will asymptotically achieve the same performance as (8) when 2λ min µ ≥ 1. Specifically, when 2λ min µ > 1, then the diffusion algorithm achieves an asymptotic convergence rate of Θ(1/N i).
We remark that this result is interesting because it is asymptotically the fastest convergence rate attainable when the nodes sample the data in an i.i.d. fashion from a common distribution X . To see this, consider a causal, potentially centralized and non-recursive, learner with access to the information {x k,j } where
. . , N } and the vectors {x k,j } depend on the fixed parameter vector w o in some fashion. It is well known that the efficiency of the estimator w i for w o , derived from {x k,j , j ≤ i}, can be characterized by the Cramér-Rao lower-bound 
where FIM Sample (w o ) is the Fisher information matrix of a single sample, defined by:
where x ∼ X . Observe that the network Fisher information matrix FIM Network (w o ) will be positive-definite so long as the sample Fisher information matrix (56) is positive-definite. Substituting (55)-(56) into (53), we have:
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This result implies that no algorithm can achieve a convergence rate in expected excess-risk or mean-square-deviation faster than Ω(1/N i), where the notation f (i) = Ω(g(i)) implies that there exist positive constant c and integer n 0 such that c · g(i) ≤ f (i) for all n > n 0 . Since we showed in this section that the diffusion algorithm asymptotically achieves the rate Θ(1/N i), then this means that the fully distributed diffusion algorithm attains an asymptotically efficient rate up to a constant that does not depend on N or i. No algorithm, not even a Newton's method based algorithm, can achieve a faster rate aside from a constant that does not depend on i or N . The work in [12] showed a similar result by using a Newton-type consensus algorithm under a linear observation model. Therefore, from a convergence-rate perspective, gradient-descent constructions are asymptotically as efficient up to a constant factor.
This result is consistent with the work by [23] which shows (under stronger assumptions such as Lipschitz risk functions) that no algorithm can converge faster than 1/T for T samples. If we apply this result for a centralized algorithm that has access to all the i.i.d. data { (y 1,1 , h 1,1 ) , . . . , (y N,i , h N,i )}, then we conclude that no algorithm can converge faster than 1/N i under the assumptions assumed in [23] . The discussion in the next section takes this comparison further and shows that there are some disadvantages to using consensus-type constructions [2] , [12] , [36] in lieu of diffusion-type constructions in the context of learning tasks. In particular, we will show that the expected excess-risk of the diffusion-type algorithm will always be upper-bounded by the performance of a consensus-type gradient-descent algorithm. Furthermore, we will observe that the transient performance may be significantly worse for consensus implementations than diffusion implementations.
V. COMPARISON TO CONSENSUS STRATEGIES
In this section, we show that the diffusion strategy has several advantages over the consensus strategy (11), which is commonly used in machine learning applications [2] , [37] , while retaining the same computational complexity [25] . Specifically, we will analytically show that, asymptotically, the consensus excess-risk curve is worse than the diffusion excess-risk curve. In addition, we will show through simulation that the overshoot during the transient phase may be significantly worse for consensus implementations.
The main difference between the dynamics of the diffusion and consensus implementations is in the definition of the B i matrices in (32) where
The seemly small change in the order in which operations take place within the consensus and diffusion strategies leads to significant differences in the dynamics of the evolution of the error vectors over the networks leading to worse transient and asymptotic performance for consensus strategies; these conclusions are consistent with results for mean-square-error estimation [25] . To examine these differences in behavior, we will consider the average network excess-risk:
When 2λ min µ ≥ 1, we can average the asymptotic terms from (35) to obtain the following expression for the asymptotic network excess-risk (attained by substituting (37) into the second term of (35)) [29] ER(i) = 1 2N
where B t is either B , depending on which algorithm we wish to examine. Likewise, the matrix G is either G diff or G cons , depending on which algorithm we wish to examine:
In this section, we will assume that the matrix A is symmetric and thus diagonalizable. This assumption is reasonable since we already showed in Sec. IV that the Metropolis rule optimizes the convergence rate and leads to a symmetric 
where we normalize the vectors so that r We summarize the variables in Table II . We can now establish the following result. Algorithm Diffusion (9)-(10) Consensus (11) . Then, the asymptotic expected network excess-risk achieved by the diffusion strategy (9)- (10) is upper bounded by that achieved by the consensus strategy (11):
Result (62) implies that, asymptotically, the curve for the expected network excess-risk for the diffusion algorithm will be upper-bounded by the curve for the consensus algorithm. Even though both algorithms have the same computational complexity, the diffusion algorithm achieves better performance because it succeeds at diffusing the information more thoroughly through the network.
VI. ILLUSTRATION OF RESULTS
In order to illustrate our results, we consider two situations. First, we optimize the quadratic loss (3) with a linear model and synthetic Gaussian-distributed data. Second, we optimize a regularized logistic loss (2) over data generated from the "alpha" dataset [38] .
A. Quadratic Risk
Consider a mean-square-error risk function:
and assume the simulation parameters shown in Table III . Metropolis weights (51) are used for combining estimates.
The quadratic loss function optimized at each node is (3), where h k,i is a random vector in R M ×1 and is a Gaussian random vector with i.i.d. elements and zero mean and unit variance. In addition, the scalar observation y k (i) is generated as
is a Gaussian random variable with zero mean and unit variance.
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The simulation results are illustrated in Fig. 1 . The curves are averaged over 100 experiments with different topologies. Fig. 1 . Comparison between learning curves of non-cooperative processing (7), diffusion algorithm (9)- (10), and consensus-type algorithm (11) for quadratic loss minimization. The simulation parameters are listed in Table III. The curves illustrate that the difference in performance between non-cooperative processing (7) and the diffusion algorithm presented in Section IV is about 13dB (10 log 10 (N )). We also observe that (9)-(10) achieves 10dB per decade decay in simulation. In comparison to the consensus algorithm (11), the diffusion algorithm (9)-(10) is seen to have better transient performance, and the expected network excess-risk for the consensus strategy remains higher than that for diffusion (as predicted by Theorem 4).
B. Regularized Logistic Regression
We next consider the minimization of the regularized logistic regression loss function (2) . We draw the feature and label data {h k,i , y k,i } randomly from the "alpha" dataset [38] . The optimal vector w o is computed using deterministic gradient descent on the empirical risk computed via:
where {h n , y n } are the n-th feature vector and label from the dataset. The simulation parameters are listed in Table IV and the simulation results are plotted in Fig. 2 . The curves were averaged over 100 experiments and the Metropolis rule (51) is used to combine the estimates at each node. Notice that the difference in performance between non-cooperative processing (7) and the diffusion algorithm presented in Section IV is about 10dB (10 log 10 (N )).
The excess-risk associated with the consensus strategy (11) remains higher than that for diffusion (as predicted by Theorem 4), and the diffusion algorithm asymptotically achieves the performance of the centralized algorithm (8) as predicted by our analysis. (9)- (10), and consensus algorithm (11) for regularized logistic regression. The simulation parameters are listed in Table IV .
VII. CONCLUSIONS
We proposed a fully distributed algorithm for the optimization of a strongly-convex risk function. We studied its performance and established that the algorithm's excess-risk can converge at the rate Θ(1/N i) asymptotically, thereby matching the Cramér-Rao bound up to a constant that does not depend on neither N nor i. This is in contrast to the convergence rate attained when no cooperation takes place between the nodes (Θ(1/i)). The algorithm's excess-risk performance matches that of the centralized algorithm (8) . Each node in the network converge, at the asymptotically optimal rate as well through local interactions. We also showed that the diffusion algorithm outperforms consensus-type algorithms.
APPENDIX A PROOF OF THEOREMS
In this appendix, we provide proofs for the various results demonstrated in the manuscript. The proofs of lemmas required for these derivations are provided in App. B if not directly referenced.
A. Proof of Theorem 1
We follow the approach of [9] and extend it to handle diminishing step-sizes as well. We define the error vectors at node k at time i as:ψ
We subtract (9)- (10) from w o using (15) to get
Using the mean-value-theorem for real vectors, we can express the gradient ∇J(w k,i−1 ) in terms ofw k,i−1 :
Notice that ∇J(w o ) = 0 since w o optimizes J(w). Substituting (69) into (67), we get
We now derive the mean-square-error (MSE) recursions by noting that x 2 x T x is a convex function of x.
Therefore, applying Jensen's inequality [39, p. 77 ] to (68) we get:
From (70) and using Assumption 2, we obtain
The matrices Σ k,i can be shown to be positive semi-definite and bounded by:
Now note that the square of γ i from (74) can be upper-bounded by:
In order to simplify the notation in the following analysis, we introduce the upper-bound
where α is defined in Assumption 2. Also, note that by Assumption 2, we have:
Combining (72), (73), and (75), we obtain for k = 1, . . . , N :
1) Global MSE Recursions: We now combine the MSE vectors at each node into global MSE vectors as:
We can then rewrite (71), and (76) as:
where x y indicates that each element of the vector x is less than or equal to the correspondent element of vector y. Using the fact that if x y then Bx By for any matrix B with non-negative entries, we can combine the above inequality recursions into a single recursion for W i :
Now, we multiply both sides by p T , where p is the right eigenvector of A associated with eigenvalue one. Let p be normalized so that 1 T p = 1. This yields the following scalar recursion:
where 0 < < 1 for sufficiently large i. 
2) Global
For the first part of Theorem 1 (asymptotic mean-square convergence), we take the expectation of both sides of the inequality in (78) over the past history F i−1 :
Noting that
we then invoke Lemma 1 to arrive at the desired result since 0 < 2λ min µ(i) ≤ 1 for large enough i. For the almost sure convergence statement, we call upon a stochastic counterpart [21, pp. 49-50] to Lemma 1.
Lemma 2:
Let there be a sequence of random variables v 0 , . . . , v i ≥ 0, Ev 0 < ∞ and
We see that (78) fits the form of Lemma 2, so we conclude that p T W i → 0 almost surely, so W i → 0 almost surely as well since all the entries of p are strictly positive when Assumption 3 is satisfied. This also implies that w k,i → w o almost surely for all k = 1, . . . , N .
B. Proof of Theorem 2
We now observe that the matrix B T i can be written as:
Then, the weighting matrix of the transient term (first term in (35)) can be written as:
Let K i denote the following diagonal matrix, which appears in (80):
Now, using (39), we conclude that
where the first term is a constant and does not vary with i. On the other hand, all other terms vary with i. We now introduce the following lemma that relates the norm of a matrix power to the power of its spectral radius.
Lemma 3 (Bound on the norm of a matrix power): Let A denote a matrix whose sp-ectral radius ρ(A) is strictly less than 1. Then,
where n ∈ N and c is some positive constant.
Proof:: From [27, p. 299], we have:
n for any > 0. We now let = (1 − ρ(A))/2 and we get the desired result.
We can now see that all the time-varying terms in (82) decay to zero at least at an exponential rate:
But using Lemma 3, we can obtain a bound on Y D
, a common factor of the above inequalities:
Since it is assumed that the matrix A is primitive, then by the Perron-Frobenius theorem, the spectral radius of D N −1 is strictly less than 1. We can see therefore that all terms, with the exception of p1 T E kk 1p T , will decay to 0 at an exponential rate. For this reason, we will ignore these terms as the convergence rate will be dominated instead by a slower term that decays at the rate i −2λminµ in K i . To see this, we first write down the transient term as:
where the last step is due to the fact that 1 T E kk 1 = 1 since E kk contains a single 1 at the (k, k) entry. We now introduce the linear transformation of the initial error vectorw 0 , denoted asw 0 :
This transformation allows us to simplify (83) as
The only remaining dependence on the iteration is now embedded in K i as defined in (81). Examining this diagonal matrix we have that it is in the form:
. .
In order to determine the rate of convergence of the matrix K i , we appeal to the following lemma.
Lemma 4 (Bounds and identities on finite products): Let µ > 0, λ > 0, and i be large. Then, it holds that:
where Γ(x) is the gamma function [30] .
Proof:: See Appendix B-A.
We can now use Lemma 4, and specifically (85), to find that
Using these results along with (84), we have:
Notice that the expressions (1 − λ k µ/i) 2i and (1 − λ k µ/(i − 1)) 2i−2 asymptotically converge to e −2λ k µ , which is independent of i. In fact, the expressions in (88)-(89) account for the increase in the excess-risk at the beginning of the iterations. Eventually, however, the denominator terms of the form
overtake the increase in (1 − λ k µ/i) 2i and (1 − λ k µ/(i − 1)) 2i−2 and the excess-risk will begin to decay from that point onwards. Furthermore, examination of (88)-(89) shows that the m-th term decays at the rate O(i −2λmµ ), making the slowest decaying term vanish at the rate of O(i −2λminµ ).
C. Proof of Theorem 3
In this section, we wish to learn the convergence rate of the asymptotic term (second term in (35)). As we will learn, this term actually determines the dominant convergence rate (i −1 ) of the diffusion algorithm. With
, we rewrite the asymptotic term as
where (90) is due to the trace property Tr(A ⊗ B) = Tr(A) · Tr(B). It is now advantageous to realize that the matrix µ 2 (j)
on the m-th diagonal entry. This means that we can simplify expression (90) to
Now we observe that the product
2 is exactly the one that appears in (86) and is described by ratios of Gamma functions:
We now call upon the following lemma that describes some properties of the Gamma function including some asymptotic expansions:
Lemma 5 (Properties of Gamma functions and asymptotic expansions):
for |x| → ∞, −3π/2 < arg(x) < 3π/2, M = 1, 2, . . . and where Γ(s, x) denotes the upper incomplete Gamma function.
Proof:: See [30] .
Notice that the first fraction will asymptotically converge as i −2λmµ according to (92). Therefore, we have
Substituting (94) into (91), we have
We use Tr(A T BCD T ) = vec(A) T (D ⊗ B)vec(C) to expand the trace as
We can now use the decomposition from (40) to expand the sum as
We observe from Lemma 6 that the first product i
Γ 2 (j+1−λmµ) will converge asymptotically to i −1 /(2λ m µ − 1) when 2λ m µ > 1 and log(i)/i when 2λ m µ = 1. When 2λ m µ < 1, we notice that the diffusion algorithm can achieve an arbitrarily small convergence rate. This means that the fastest rate at which the asymptotic term can converge at is i −1 , achieved when 2λ min µ > 1, so long as the non-constant entries also decay. To show that this is the case, we show that the second to fourth matrices along the diagonal will converge to zero asymptotically:
In order to evaluate the rate of decay of the above terms, we appeal to the following two lemmas: February 6, 2013 DRAFT Lemma 6: The sequence i Proof:: See Appendix B-B Lemma 7: When 0 < ρ < 1, the sequence i
Proof:: See Appendix B-C From Lemma 6, we have that the denominator of (98) will converge:
when 2λ m µ = 1 and
On the other hand, the numerator will converge at the rate Θ(i −2 ) according to Lemma 7 regardless of 2λ m µ as long as ρ(D N −1 ) < 1, which is clearly satisfied here when the combination matrix A is primitive. This implies that the second and third matrices along the diagonal of (97) will converge to the zero matrix asymptotically at a rate of i −2λmµ−1 when 2λ m µ = 1 and i −2 / log(i) otherwise. In a similar manner, we observe that the final matrix will also converge to the zero matrix:
The same results apply in this case, and this matrix will also converge to the zero matrix asymptotically at a rate of i −2λmµ−1 when 2λ m µ = 1 and i −2 / log(i) otherwise. Since all the non-constant matrices in (97) will converge to zero at a relatively high rate, we can now have the following asymptotic relationship for (97)
3F2(1,1,1;2−λmµ,2−λmµ;1)
Now, substituting (99) back into (96), we have
where the second equality is due to Tr(
. We now observe that T E 11 T −1 is a rank-1 matrix that is spanned by the left-and right-eigenvectors of A corresponding to the eigenvalue 1. The left eigenvector is 1 N since A is left-stochastic. Denote the right eigenvector by p and normalize the sum of its entries to unity; i.e., p T 1 N = 1, and Ap = p. Then, we have that T E 11 T −1 = p1 T N . Substituting into (101) we get
where the second equality is due to the fact that E kk is an N × N matrix with a single 1 on the (k, k)-th position and α m (i) is defined in (100). We can immediately observe that the slowest rate at which the asymptotic term converges depends on the smallest eigenvalue of ∇ 2 w J(w o ) and the initial µ. In the case where 2λ min µ = 1, we see that the asymptotic term will converge at the rate O(log(i)/i). On the other hand, when 2λ min µ 1, we have 
1) High Probability Convergence Rate: What we have shown so far is that the excess-risk decays as p 2 2 /i when 2λ min µ > 1. Indeed, this result can be further strengthened to show that the excess-risk will converge at that rate under high probability. In order to accomplish this, we notice that we have shown: 
In fact, when 2λ min µ ≥ 1 and p = 1 N 1 (as we will observe in Sec. IV), we have
and with probability at least 1 − ν,
The reason why we do not cover the case where 2λ min µ < 1 is because in this case the transient term also decays at the same rate as the asymptotic term, so we would need to examine the bounds on the transient term as well.
This case is not of interest since we usually wish to attain the fastest asymptotic rate Θ( p 2 2 /i).
D. Proof of Theorem 4
We write down the eigenvalue decomposition of B i as Table II for the diffusion and consensus strategies. Furthermore, since the eigenvectors are orthonormal (due to Assumption 4), we have that the finite product of B t matrices is:
We may now substitute (103) into (61) and use the fact that the eigenvectors are orthonormal to find that the expected excess-risk asymptotically satisfies:
By substituting the values from Table II , we can find the asymptotic expected network excess-risk for the diffusion and consensus strategies as:
We now utilize Lemma 4 and the asymptotic expansion in (93) to find that the finite product above can be re-written
We observe that the equations for the asymptotic expected excess-risk for the diffusion and consensus strategies are identical except for the most inner summation. When D kk = 1, the summands inside the first sum are identical. In fact, this slight difference is the key to the performance difference between the two algorithms. In order to show that the expected excess-risk of diffusion networks is always below that of the consensus strategy, we will compare each term in the sum to show that each term the expected excess-risk in the consensus strategy is lower-bounded by an upper-bound on the excess-risk of diffusion networks. To see this, we utilize Lemma 7 to bound the above finite sum (for D kk < 1, which occurs for all eigenvalues except D 1,1 when A is primitive):
as i → ∞. Therefore, each term inside the sum is lower bounded (for consensus) by the upper bound for diffusion.
Hence we have ER
APPENDIX B PROOF OF LEMMAS
In this appendix, we provide proofs for the lemmas in the manuscript.
A. Proof of Lemma 4
For (85), we have Furthermore, using the integral bounds (for any increasing function f (x)):
we have
Evaluating the integrals, we obtain the bounds 
B. Proof of Lemma 6
We must consider the series i Now, observe that due to (92), we have that for any > 0, there exists integer q > 1 such that for all j ≥ q, the following is satisfied:
Therefore, we may divide the sum into two parts, j < q, and j ≥ q: Finally, for the case where 2λ m µ = 1, using (107), we can obtain the upper-bound: 
C. Proof of Lemma 7
In this lemma, we are interested in the rate at which the series i
Γ(j+1−λmµ) 2 converges when 0 < ρ < 1. Notice that due to (92), we have that for any > 0, there exists integer q > 1 such that for all j ≥ q, (107) is satisfied. Therefore, we may divide the sum into two parts, j < q, and j ≥ q: 
