We propose Mecke-Palm formulas for multiple integrals with respect to a Poisson random measure interlaced with its intensity measure. We apply such formulas to multiple mixed Lévy systems of Lévy processes and obtain moment formulas for products of interlaced multiple Poisson integrals.
Introduction
The Mecke-Palm formula is an important identity in stochastic analysis of Poisson random measures and Lévy processes. In this work we propose its generalization named the multiple mixed-type Mecke-Palm formula. We show that such a variant of the formula is useful and it has a considerable scope of applications.
Part of our motivation comes from recent results on moments of stochastic integrals [14] , [5] . These are obtained for 1-processes in [14] by using combinatorics of the binomial convolution, which undoes the usual compensation in stochastic integration against Poisson random measures [10] , [9] . This result is extended in [5, Theorem 3 .1] to ensembles of integrals of 1-processes.
In this paper we generalize moment formulas in two ways: we consider moments of k-processes with arbitrary integer k ≥ 1, and we allow multiple Poisson stochastic integrations to be interlaced with integrations against the intensity measure of the Poisson random measure. Our proofs are more direct as compared to [14] and [5] , as they follow from the multiple mixed-type Mecke-Palm formulas.
When the random measure is given by the jumps of a Lévy process, the multiple mixed Mecke-Palm formulas lead to multiple Lévy systems of mixed types. The latter are identities for expectations of functionals defined by accumulated summations over jumps of the Lévy process interlaced with integrations against the product of the linear Lebesgue measure on the time scale and the Lévy measure of the process in space. They generalize the classical (single) Lévy systems [1] , [6] , [2] . The single Lévy system is an important tool in the study of jump-type Markov processes, in particular it underwrites the Dynkin's formula. We expect the multiple variants to have interesting applications as well and we indicate some of them.
The structure of the paper is as follows. In Theorem 1 of Section 2 we give the multiple mixed-type Mecke-Palm formulas for k-processes. In Theorem 2 of Section 3 we derive general moment formulas for ensembles of k-processes. These are illustrated by the moments formulas for 1-processes and 2-processes in Section 3.2 and Section 3.3, respectively. In Theorem 3 of Section 4 we present the multiple mixed Lévy systems of Lévy processes in R d . In Section 4.2 we present two applications of Lévy systems of multiplicity 1 and 2. The results are well-known, but the presentation may be of interest. Some further applications and extensions are also discussed. In Section 5 we recall the proof of the simple Mecke-Palm formula, to make the paper more self-contained.
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Mixed Mecke-Palm formulas
A straightforward approach to calculus of Poisson random measures is through the so-called configuration space. Namely, we let X be a locally compact separable metric space and we denote by δ y the probability measure concentrated at y ∈ X. We define Ω = Ω X = {ω ⊂ X : ω is locally finite in X} [13] . The elements of Ω are called configurations on X. They are identified with a class of locally finite measures: if ω = {y 1 , y 2 , . . .}, where y i ∈ X are all different, then we also write
Let F be the smallest sigma-algebra of subsets of Ω making the maps A → ω(A) measurable for all Borel sets A ⊂ X cf. [10, Chapter 10] . Elements of F are called measurable sets. A jointly Borelian map
is called process or, more specifically, k-process. Here k ∈ N 0 = {0, 1, . . .}, and in the case of k = 0, i.e. for f : Ω ∋ ω → f (ω) ∈ R, we call f random variable. We also note that for every Borel function φ ≥ 0 on X, the map
is well-defined and measurable, hence a random variable. We say k-process f on Ω depends only on
For arbitrary k-process f and n ∈ N we define the n-th coefficient of f : if y 1 , . . . , y n ∈ X are all different, then
We also let f (0) (x 1 , . . . , x n ) = f (x 1 , . . . , x n ; ∅). Thus, coefficients f (n) are Borel functions on X k ×X n = invariant upon permutations of the last n coordinates. In particular, for random variables (0-processes) f we simply have f (n) (y 1 , . . . , y n ) = f ({y 1 , . . . , y n }), where y 1 , . . . , y n are all different, and f (0) = f (∅). Of course, if f is a k-process, then ω → f (x 1 , . . . , x k ; ω) is a random variable for every choice of x 1 , . . . , x k ∈ X, and the n-th coefficients of this random variable is f (n) (x 1 , . . . , x k ; y 1 , . . . , y n ), provided (y 1 , . . . , y n ) ∈ X n = .
The random Poisson measure P on Ω and the corresponding expectation E are defined as follows. The main analytic datum is a sigma-finite non-atomic measure σ on X (the intensity or control measure of P). If X is a Borel subset of X and σ(X ) < ∞, then the corresponding probability, say P X , is concentrated on finite configurations Ω X on X and
cf. [13, p. 196] . Here the first term on the rightmost of (1) is e −σ(X ) f (0) , according to a general convention.
Further, let Borel sets X 1 , X 2 , . . . ⊂ X be such that m X m = X, X m ∩X n = ∅ for m = n, and σ(X m ) < ∞ for every m. We identify Ω X with ⊗ m Ω Xm by identifying ω with (ω ∩ X m ) m . Then P may be considered as the product measure,
For X ⊂ X, P X may be considered as a marginal distribution of P and for random variables f 1 , f 2 depending only on disjoint X 1 , X 2 ⊂ X, respectively, we have
We say k-process f vanishes on the diagonals if for all ω ∈ Ω = Ω X we have
In what follows we denote ω 1 = ω, ω 0 = σ, for ω ∈ Ω. For 1-process f ≥ 0 and ǫ ∈ {0, 1}, we have
Indeed, for ǫ = 0 the identity follows from Fubini-Tonelli, and if ǫ = 1, then it is the celebrated Mecke-Palm formula, see also [11, (2.10) ]. (For the readers's convenience the Mecke-Palm formula is given in Section 5.) We propose the following multiple mixed-type Mecke-Palm formulas.
Lemma 1.
If f ≥ 0 vanishes on the diagonals and ǫ 1 , . . . , ǫ k ∈ {0, 1}, then
Proof. Case k = 0 is trivial:
By (3), (5) and induction we obtain
which proves (4).
Remark 1.
Lemma 1 extends to signed processes f satisfying
because of the decomposition f = f + − f − , where f + = max(f, 0) and f − = max(−f, 0).
Here and in what follows we leave such extensions to the reader.
Remark 2.
The assumption in Lemma 1 that f should vanish on the diagonals is essential. Indeed, take k = 2 and (deterministic)
Considering the atoms of ω we have
On the other hand σ is non-atomic, therefore
Motivated by the above example we shall give a version of the multiple MeckePalm formulas for processes which do not necessarily vanish on the diagonals. For integers k, n ≥ 1 we consider a family of pairwise disjoint nonempty sets (blocks) of integers P = {P 1 , . . . , P k }, such that
. . , n}. Thus, P is a partition of {1, . . . , n}. We denote by P n the set of all such partitions. For P ∈ P n we let
n : x i = x j iff i, j ∈ P s for some s ∈ {1, . . . , k} .
For P = {P 1 , . . . , P k } ∈ P n and y ∈ X k = , we define y
Motivated by Remark 2 we note that for n > 1 and all ω,
because the first marginal of the product measure is non-atomic. Therefore in view of generalizing (6) to interlaced integrations against ω 1 and ω 0 , we propose the following notation. For ǫ 1 , . . . , ǫ n ∈ {0, 1} we let ǫ = (ǫ 1 , . . . , ǫ n ) and consider the family P ǫ n of all partitions P = {P 1 , . . . , P k } of {1, . . . , n} such that for every block P i ∈ P with |P i | > 1 we have ǫ j = 1 for all j ∈ P i . For P ∈ P ǫ n we let ǫ
[P ] = (ǫ
k ), where ǫ
In the following extension of Lemma 1 we write x for (x 1 , . . . , x n ) ∈ X n and σ k (dy) = σ(dy 1 ) · · · σ(dy k ).
Theorem 1.
For n-process f ≥ 0 and ǫ 1 , . . . , ǫ n ∈ {0, 1} we have
Proof. By similar reasons as in (6), and by Lemma 1,
In (9) we use (7) to eliminate P / ∈ P ǫ n .
Moment formulas
Here we give applications of the multiple mixed-type Mecke-Palm formulas to expectations of products of stochastic integrals.
General moment formulas
Theorem 2 below generalizes moment formulas of [14] , [5] . As we see in the proof, the result is equivalent to the multiple mixed-type Mecke-Palm formulas (8) and obtains after a simple linearization procedure. Let S be a finite set and X S = {x : S → X}. For x ∈ X S and s ∈ S we write x s = x(s). We consider P(S), the class of all the partitions P = {P 1 , . . . , P k } of S. Here (blocks) P 1 , . . . , P k are disjoint, and k α=1 P α = S. Let P ∈ P(S) and consider the P -diagonal:
For ǫ : S → {0, 1} we denote ω ǫ (dx) = ⊗ s∈S ω ǫs (dx s ). We note that ω ǫ vanishes on X S P if there is block P α ∈ P with cardinality |P α | > 1 and such that ǫ = 0 at some point of P α . This is so because the product measure has a non-atomic marginal. The set of the remaining partitions will be denoted P ǫ (S). In particular, if P ∈ P ǫ (S) then ǫ is constant on every block of P , and we may define ǫ
which follows because ω is a sum od Dirac measures supported at different points. Let l ∈ N + and r 1 , n 1 , . . . , r l , n l ≥ 1. We define
If 1 ≤ α ≤ l and 1 ≤ γ ≤ n α , then we let
For z ∈ X S we write, as usual, z Sα,γ for the restriction of z to S α,γ . If P = {P 1 , . . . , P k } ∈ P(S) and y ∈ X k , then y P Sα,γ denotes (y P ) Sα,γ . In particular, y P Sα,γ ∈ X Sα,γ .
Theorem 2.
Let f 0 , f 1 , . . . , f l ≥ 0 be 0, r 1 , . . . , r l -processes, respectively. Let
Proof. The first equality in the calculation below may be called linearization, and the last one follows from Theorem 1:
. . .
In applications one may either use Theorem 2 along with its somewhat heavy notation, or just follow its proof, i.e. use linearization and the multiple mixed-type Mecke-Palm formulas. For instance in Lemma 2 below we do the latter.
Moment formulas for stochastic integrals of 1-processes
We specialize to 1-processes. Let k, l, n 1 , . . . , n l ∈ N = {1, 2, . . .} and n = n 1 + . . . + n l . For j = 1, . . . , l and P = {P 1 , . . . , P k } ∈ P n we denote
Let |P i,j | be the number of elements of P i,j .
Corollary 1.
For random variable f 0 ≥ 0 and 1-processes f 1 , . . . , f l ≥ 0,
Proof. The result follows from Theorem 2.
For l = 1 we recover [14, (1.2)]:
where y = {y 1 , . . . , y k } and u ≥ 0 is a 1-process. With arbitrary l we obtain an alternative proof of [5, Theorem 3.1] for random Poisson measures. In passing we also refer the reader to recent papers [12] and [4] .
The second moment of stochastic integrals of 2-processes
Moments of arbitrary k-processes require formulas of increasing complexity, but they are entirely explicit. Here is a telling example.
Lemma 2.
If f ≥ 0 is a 2-process, then
+ 2
Ef (x, x; ω ∪ {x, y})f (y, x; ω ∪ {x, y})σ(dx)σ(dy)
Ef (x, x; ω ∪ {x, y})f (y, y; ω ∪ {x, y})σ(dx)σ(dy)
Ef (x, x; ω ∪ {x, y, z})f (y, z; ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz)
Ef (x, y; ω ∪ {x, y, z})f (z, x; ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz)
Ef (x, y; ω ∪ {x, y, z})f (x, z; ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz)
Ef (y, x; ω ∪ {x, y, z})f (z, x; ω ∪ {x, y, z})σ(dx)σ(dy)σ(dz)
Proof. By linearization,
where g(x, y, z, t; ω) = f (x, y; ω)f (z, t; ω). We will use Theorem 1. The partitions involved have k = 1, 2, 3 or 4 blocks, because the number 4 can be represented as the following sums: 4, 3 + 1, 2 + 2, 2 + 1 + 1, 1 + 1 + 1 + 1. In particular, the partition of {1, 2, 3, 4} with only one block (k = 1), namely {{1, 2, 3, 4}}, contributes
to (12) . Then, partitions with k = 2 blocks are of type 3 + 1 and 2 + 2. In the first case there are 4 different partitions as there are 4 different choices of the singleton. For instance, P = {{1, 2, 3}, {4}} contributes
to (12) . The contribution to (12) from all the partitions of type 3+1 are the 2nd and the 3rd terms on the right-hand side of (12) . In the case 2+2, P = {{1, 2}, {3, 4}}, contributes
Ef (x, x; ω ∪ {x, y})f (y, y; ω ∪ {x, y})σ(dx)σ(dy), to (12) , and the contributions from all the partitions of type 2 + 2 are precisely the 4th through 6th terms on the right-hand side of (12) . For k = 3 we have partitions of type 2 + 1 + 1, e.g. P = {{1, 2}, {3}, {4}}, which contributes
to (12) , and all partitions of type 2 + 1 + 1 result in the 7th through 10th terms on the right-hand side of (12) . Finally, the partition into k = 4 singletons yields
Ef (x, y; ω ∪ {x, y, z, t})f (z, t; ω ∪ {x, y, z, t})σ(dx)σ(dy)σ(dz)σ(dt).
This finishes the proof of (12) .
We now investigate the second moment of mixed double stochastic integrals, the ones with respect to the random measures ω ⊗ σ and σ ⊗ ω.
+ E
Proof. (13) is a consequence of Fubini-Tonelli. The left hand side of (14) is
By Theorem 1 we get the result, cf. the proof of Lemma 2.
Lévy systems
The second important motivation for this work are the so-called Lévy systems for Lévy processes. These are identities between expectations of sums taken with respect to the jumps of a Lévy process and expectations of integrals taken with respect to the corresponding intensity measure. There exist a considerable variety of (multiple) Lévy systems, as we discuss below.
General result
We consider (time) R + = (0, ∞), (space) R d and (space-time) R + × R d . Let ν be a non-zero Lévy measure on R d , thus ν({0}) = 0 and
Let X = {X t } t≥0 be a Lévy process in R d with Lévy triplet (ν, A, b), where A is a symmetric, nonnegative-definite d × d matrix and b ∈ R d [15] . Let
the convolution semigroup of X. Let ∆X u = X u − X u− and
Then ω is a Poisson random measure with the intensity (control) measure σ(dudz) = duν(dz) on 
Lemma 4. If
Proof. First, let X be a compound Poisson process, that is ν( By Fubini-Tonelli theorem the right-hand side of (25) equals
Let S i = inf{t > 0 : N(t) = i}, the arrival time of the i-th jump of X. Recall that S i has gamma distribution, and clearly X S i has distribution ν * i . By Fubini-Tonelli the left-hand side of (25) equals
This yields (25) for compound Poisson process X. Now let X be a general Lévy process. We shall prove that for every ǫ > 0,
To this end we use the following decomposition,
The terms in the decomposition have the following properties. Process V t is a Lévy process with the triplet (A, ν |z|<ǫ , b), on a probability space
Here ν |z|<ǫ is the measure ν restricted to {z ∈ R d : |z| < ǫ}. Z t is a compound
Poisson process on an independent probability space (Ω Z , F Z , P Z ), and has the Lévy measure ν |z|≥ǫ . We denote by E V , E Z and P V , P Z the corresponding expectations and probabilities. We may assume that Ω = Ω V × Ω Z and P = P V ⊗ P Z , according to the fact that V and Z are independent. In what follows we consider
By Fubini-Tonelli theorem and by (25) for the compound Poisson process Z, the left hand side of (17) becomes
We have proved (17). Let ǫ ↓ 0. By monotone convergence theorem,
and
By (20), (19) and (17) we obtain (25).
Lemma 4 asserts that the expectation of the sum over the jumps of the Lévy process X equals to the expectation of the integral with respect to the corresponding intensity measure. As we remarked, the result is well known, see [1] , [6, p. 375] , [2, VII.2(d) ], but the present simple proof suggests extensions, which we call multiple mixed Lévy systems. Before presenting them we propose a reformulation of Lemma 4.
The multiple mixed Lévy systems can be described within the framework presented in the previous sections. We consider the "simplex"
The following defines the (complete set of the multiple) mixed Lévy systems.
Proof. We first prove this result for compound Poisson process X. By the Lévy-Itô decomposition for t ≥ 0 we have
We note that X t− is a 1-process on X, and
is a n-process, which vanishes on the diagonals. Using the notation from the proof of Lemma 1, by Theorem 1 we see that the left-hand side of (21) equals
Since we have
here, (21) follows. Then we note that the distribution of X u− is p u and use FubiniTonelli to get (22). This resolves the case of compound Poisson processes. The case of general Lévy processes follows as in the proof of Lemma 4.
Corollary 2. If X is a Lévy process and F is nonnegative, then
E 0<u 1 <...<un≤∞ ∆Xu 1 =0,...,∆Xu n =0 F (u 1 , X u 1 − , X u 1 ; . . . ; u n , X un− , X un ) (23) = E ∞ 0 . . . ∞ u n−1 R d . . . R d F (u 1 , X u 1 , X u 1 + z 1 ; . . . ; u n , X un , X un + z n ) ν(dz n ) . . . ν(dz 1 )du n . . . du 1 .
Corollary 3. If X is a Lévy process and F is nonnegative, then
We note in passing that Corollary 2 and Corollary 3 can also be proved without using Mecke-Palm formulas, in a way similar to the first part of the proof of Lemma 4, see [16] . Such proofs are quite involved and the case of the general mixed Lévy systems appears very problematic with this approach. On the contrary, Theorem 3 offers a clear insight into the structure of multidimensional mixed-type Lévy systems. The structure is explained by accumulation of the j-th jump of the process, as enumerated by the j-th variable of the integrations in (22), if ǫ j = 1. We encourage the reader to consider the statement of Corollary 3 from this perspective. Notably, the complex machinery of stochastic analysis of general Markov processes and the notion of predictability play no explicit role in the above treatment of Lévy systems of Lévy processes.
Remark 3.
We note that Theorem 3 may be generalized to allow for n-processes more complicated than F (u 1 , X u 1 − , z 1 ; . . . ; u n , X un− , z n ), with similar proofs based 
By predictability, g u (ω + δ (u,z) ) = g u (ω) with probability 1. The result follows from the usual Mecke-Palm identity (31).
Applications of Lévy systems
A typical application of the Lévy system is to the well-known Ikeda-Watanabe formula [7] , given as (27) below. The formula concerns the behavior of the Lévy process X in R d as it reaches the complement of the open set D. We shall use the usual Markovian notation: for x ∈ R d we write E x and P x for the expectation and distribution of x + X, but we use the same symbol X for the resulting process, cf. [15, Chapter 8] . We write p t (x, A) = p t (A − x) = P x (X t ∈ A), so that We note that
so by Lemma 4, EM(t) = 0. Let 0 ≤ s ≤ t. By considering the Lévy process u → X s+u − X s , independent of X r , 0 ≤ r ≤ s, we calculate the conditional expectation
F (u, X u− , X u )− 
This defines the joint distribution of (τ D , X τ D − , X τ D ) restricted to the event {X τ D − ∈ D} and calculated with respect to P x . The following well-known result [8, II (3.9) ] can be proved with the use of the double mixed Lévy systems. Lemma 7. Let X be a Lévy process in R d with Lévy measure ν. Let function
For every t ∈ [0, ∞) the following limit exists in L t → M t is a martingale with respect to (F t ), EM t = 0 and
Furthermore, the square bracket of M is
and the predictable quadratic variation of M is
