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On the Semi-perfect Elimination 
B. JAMISON AND S. OLARIU 
Department of Computer Science, Old Dominion University, Norfolk, Virginia 23508 
We give algorithmic characterizations of two classes of graphs, for which every 
ordering produced by the Lexicographic Breadth-First Search and the Maximum 
Cardinality Search, respectively, satisfies a prescribed property. These characteriza- 
tions allow us to design linear-time optimization algorithms for these classes of 
graphs. Q 1988 Academic Press, Inc. 
1. INTRODUCTION 
Chvital [3] characterized graphs G which admit a perfect order: this is a 
linear order < on the set of vertices of G such that no induced subgraph 
with vertices a, b, c, d and edges ab, bc, cd has a < b and d < c. Such 
graphs are called perfectly orderable, and Chvatal [3] proved that they are 
perfect in the sense of Berge [l]. 
Recognizing perfectly orderable graphs in polynomial time is still an 
open question. This, quite naturally, motivated the study of particular 
classes of perfectly orderable graphs: several such classes have been re- 
ported by Golumbic, Monma, and Trotter [8], Chvatal, Hoang, Mahadev, 
and de Werra [4], Hoang and Khouzam [9], and Preissmann, de Werra and 
Mahadev [12]. 
A classical example of perfectly orderable graphs (see Chvatal [3]) is the 
class of triangulated graphs (also known as chordal graphs): these are 
graphs such that every cycle with at least four vertices contains a chord. 
Dirac [5] proved that every triangulated graph has a vertex all of whose 
neighbours are pairwise adjacent. Such a vertex will be referred to as 
simplicial. 
A linear order < on the set of vertices of a graph G is said to be a 
perfect elimination if the corresponding ordering x1, x2, . . _ , x, of the vertices 
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of G with xi < xi iff i < j satisfies 
xi isasimplicialvertexinGt,,X,+l ,.,,X,) for every i. 
Fulkerson and Gross [6] proved that a graph G is triangulated if, and 
only if, it admits a perfect elimination. Rose, Tarjan, and Leuker [13] 
proposed a linear-time search technique which is referred to as Lexico- 
graphic Breadth-First Search (LBFS). They prove that a graph G is tri- 
angulated if, and only if, any ordering of the vertices of G produced by 
LBFS is a perfect elimination. Later, Tarjan and Yannakakis [14] proposed 
a different linear-time graph search technique which they call Maximum 
Cardinality Search (MCS). It turns out [14] that a graph G is triangulated if, 
and only if, any ordering of the vertices of G produced by MCS is a perfect 
elimination. 
The purpose of this work is to characterize algorithmically two classes of 
graphs, each of which contains the class of triangulated graphs. More 
precisely, we are motivated by the following question: 
What is the class of graphs G for which every ordering produced by algorithm ll 
has a prescribed property P? 
We shall answer this question, with II standing first for LBFS, and then for 
MCS. Furthermore, we shall let property P stand for semi-perfect elimina- 
tion, which we are about to define. 
For this purpose, however, we need to define some new terms. (As usual, 
we shall let C, ( Pk) stand for the chordless cycle (path) on k vertices.) 
First, given a graph G and a vertex x in G, we shall let N(x) stand for 
the set of all the vertices adjacent o x in G. N’(x) will denote the set of all 
the vertices adjacent to x in the complement G of G. 
Next, if {a, b, c, d} induces a P4 in G with edges ab, bc, cd, then we 
shall refer to the vertices a and d as the endpoints, and to the vertices b 
and c as the midpoints of the P4. 
We shall say that a vertex x in a graph G is semi-simplicial if x is 
midpoint of no P4 in G. Trivially, every simplicial vertex is also semi-simpli- 
cial, but not conversely. 
A linear order < on the vertex-set V of G is said to be a semi-perfect 
elimination if the corresponding ordering xl, x2,. . . , x, of the vertices of G 
with xi < xj iff i < j satisfies 
xi is a semi-simplicial vertex in G,, I. ,+I,.... x x.1 for every i. (1) 
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It is immediate that every graph G with a semi-perfect elimination is 
brittle in the sense of Chvatal: every induced subgraph H of G contains a 
vertex which is either midpoint or endpoint of no P4 in H. Furthermore, it 
is an easy observation that every brittle graph is also perfectly orderable. 
To anticipate, the class of graphs for which every ordering produced by 
LBFS is a semi-perfect elimination is precisely the class of graphs which 
contain no induced subgraph isomorphic to ps, C, (k 2 5) and no Fl in 
Fig. 1. Non-algorithmic characterizations of this class were given by Olariu 
[lo] and by Hoang and Khouzam [9], but these did not imply a fast way to 
obtain a perfect order on the graph. 
Furthermore, this class contains all triangulated graphs. all Matula- 
perfect graphs (see Chvatal, Hoang, Mahadev, and de Werra [4]), all weak 
bipolarizable graphs (see Olariu [ll]), all Welsh-Powell opposition graphs 
(see Olariu [lo]), all superbrittle graphs (see Preissmann. de Werra, and 
Mahadev [12]), all superfragile graphs (see Preissmann, de Werra, and 
Mahadev [12]) and all maxibrittle graphs (see Preissmann, de Werra. 
and Mahadev 1121). 
Next, the class of graphs for which every ordering produced by MCS is a 
semi-perfect elimination, is precisely the class of graphs which contain no 
induced subgraph isomorphic to Fs, C, (k 2 5) and no F2 in Fig. 1. It 
turns out that this class contains all triangulated graphs, all Welsh-Powell 
opposition graphs (see Olariu [IO]), and all superfragile graphs 
(see Preissmann, de Werra, and Mahadev [12]). 
Finally, we shall show how these results can be exploited to obtain 
linear-time algorithms to solve the four classical optimization problems for 
these two classes of brittle graphs. 
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2. THE &WLTS 
Let G be a graph. We shall let I/ stand for the vertex-set of G; E will 
denote the set of edges of G. 
To make our exposition self-contained, we shall reproduce here the 
details of both LBFS and MCS. 
Procedure LBFS(G); 
{ Input: the adjacency list of G; 
Output: an ordering a of the vertices of G) 
begin 
for every vertex w in V do label(w) + 0 ; 
for i + n downto 1 do begin 
pick an tmnumbered vertex u with the largest label; 
a(u) + i; { assign to u number i} 
for each unnumbered w E N(v) do 




{ Input: the adjacency list of G; 
Output: an ordering u of the vertices of G} 
begin 
for i + n downto 1 do begin 
pick an unnumbered vertex u which is adjacent to the most numbered vertices; 
U(U) + i { assign to u number i) 
end 
end: 
Note that we can think of the output of both LBFS and MCS as a linear 
order c on V by setting 
u<v whenever u(u) < u(v). 
Consider the following properties of a linear order < on the vertex-set 
of a graph: 
(Pl) a < b, b < c, UC E E, and bc ~5 E imply the existence of a 
vertex b’ with bb’ E E, ab’ 4 E, and c < b’. 
(P2) Q < b, b < c, UC E E, and bc 65 E imply the existence of a 
vertex b’ with bb’ E E, ab’ e E, and b < b’. 
Tarjan and Yarmakakis [14] proved that every linear order produced by 
MCS satisfies property (P2). Similarly, it is immediate (see Golumbic [7]) 
that every linear order produced by LBFS satisfies property (Pl) (and 
therefore also P2)). 
In our proofs we shall often find it convenient to rely on the following 
result. 
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LEMMA 1. Let G be a graph with no induced FS, C, (k 2 5) or F,, and let 
-C be a linear order on the vertex-set of G satisfying the property (P2). Then 
for every vertices a, b, c, d with 
a -C b, b < c, a < d, ab, ac, bd E E, bc, ad CZ E, 
we have cd E E. 
(2) 
Proof of Lemma 1. Write G = (V, E), and let < be a linear order on I/ 
satisfying the hypothesis of Lemma 1. If < is a semi-perfect elimination, 
then the conclusion follows trivially. 
We may, therefore, assume that < is not a semi-perfect elimination. If 
the statement is false then we shall let a stand for the last vertex in the 
linear order < for which there are vertices b, c, d with cd 4 E satisfying 
(2). Next, we let c stand for the largest vertex in N(a) for which there exist 
vertices b and d with cd 4 E satisfying (2). Further, with a and c chosen 
as before, let b stand for the largest vertex in < for which there is a vertex 
d, cd $6 E, such that (2) is satisfied. Finally, with a, b, c chosen as above, 
we let d be the largest vertex in the linear order < which is adjacent o b 
but to neither a nor c. 
For the proof of Lemma 1 we shall need the following intermediate 
results which we present as facts. 
FACT 1. If e is a common eighbour of b and c with a < e and ae 4 E, 
then d < b and d < e. 
Proof of Fact 1. Let the vertex e, with a < e and ae 4 E, be a common 
neighbour of b and c. Trivially, de e E, for if not then {a, b, c, d, e} 
induces a pS. 
We note, first, that 
d < e. (3) 
(To justify (3), note that if e < d, then we must also have e < b, or else b 
would contradict our choice of a. But now, e contradicts our choice of a.) 
If d < b, then we are done; we shall, therefore, assume that 
b < d. (4) 
Next, we claim that 
c < d. (5) 
(To prove (5), note that if d < c, then applying property (P2) to the vertices 
a, d, c, we find a vertex d’ with ad’ 6C E, dd’ E E, and d < d’. Clearly, 
cd’ 4 E, for otherwise {a, b, c, d, d’} induces a p5 or a C,, depending on 
whether or not bd’ E E. Further, bd’ @ E, else we contradict our choice of 
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d. But now, either b contradicts our choice of a, in case ed’ 65 E, or else 
{ a, b, c, d, d’, e } induces an F,, in case ed’ E E .) 
Property (P2) applied to the vertices b, d, e guarantees the existence of a 
vertex d’ with bd’ 4 E, dd’ E E and d < d’. Note that cd’ +C E, else 
{a, b, c, d, d’} induces a F5 or a C,, depending on whether or not ad’ E E. 
We must have ed’ E E, for otherwise b would contradict our choice of a. 
Similarly, we must have ad’ E E, else {a, b, c, d, d’, e} induces an Fl. 
By (4) and (5), we can apply property (P2) to the vertices b, c, d: we find 
a vertex c’ with bc’ G E, cc’ E E, and c < c’. Clearly, c’d e E, else 
{a, b, c, d, c’} induces a ps or a C,. 
It follows that UC’ G E, for otherwise c’ contradicts our choice of c. 
Next, c’d’ 4 E, else {a, b, c, c’, d, d’} induces an Fl. But now, by (5) 
together with d < d’, it follows that d’ contradicts the maximality of c: 
more precisely, the assignment c + d’, b + c, and d +- c’ still satisfies (2). 
With this, the proof of Fact 1 is complete. q 
FACT 2. b and c have no common neighbour e with a < e and ae CZ E. 
Proof of Fact 2. Let e be a common neighbour of b and c with a < e 
and ae E E. By a previous observation, de 4 E; by Fact 1, we have d < b 
and d < e. Apply property (P2) to the vertices a, d, c: we find a vertex d’ 
with ad’ G E, dd’ E E and d -C d’. (We shall let d’ be as large as 
possible.) 
Note that cd’ @ E, for otherwise {a, b, c, d, d’} induces a F5 or a C,. 
Trivially, our initial choice of d guarantees that bd’ e E. 
Now ed’ @ E, or else {a, b, c, d, d’, e} induces an Fl. We must have 
d’ < b, else d would contradict our choice of a. 
Apply property (P2) to the vertices a, d’, c (we note that d’ -C b 
guarantees that this can be done). We find a vertex d” with ad” @ E, 
d’d” E E, and d’ < d”. Our choice of d’ implies that dd” g E. 
Note that cd” @ E, else {a, b, c, d, d’, d”} induces an F1 or a C,. 
Finally, bd” @ E, for otherwise we contradict our choice of d. However, 
now d contradicts our choice of a. This completes the proof of Fact 2. 0 
Next, we claim that 
b -C d. (6) 
(To justify (6), we note that property (P2) applied to the vertices a, b, c 
implies the existence of a vertex b’ with bb’ E E, ab’ 4 E, and b < b’. If b’ 
coincides with d, then we are done. Otherwise, by Fact 2, we have cb’ 4 E. 
But now, b’ contradicts our choice of d.) 
Write x E B whenever there exists a path 
b = w,,, We,..., ws = x 
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joining b and x, with 
q-1 -c wi and aw,GE, (1 I i I s). (7) 
Similarly, write y E C whenever there exists a path 
c=o,,u,,...,u,=y 
joining c and y, with 
uiel<ui and aui 4 E (1 I i I t). (8) 
We note that (6) implies that B f { 6). 
Let b’, c’ stand for the largest vertex in < which belongs to B,C, 
respectively. By the definition of B, we find a chordless path 
b = b,, bl,..., bp = b’ 
in B, joining b and b’, with the hi’s satisfying (7) in place of the wi’s. 
Similarly, the definition of C guarantees the existence of a chordless path 
c = c(),q,..., 4 c =c’ 
in C, joining c and c’, with the ci’s satisfying (8) in the place of the u,‘s. 
For further reference, we note that 
cb, 4 E (0 I i Ip). (9 
(To justify (9), let i stand for the smallest subscript for which cb, E E. 
Since bc G!! E, we have i 2 1; by Fact 2, we have i 2 2. But now, 
{a,c,b,,,b,,..., bi} induces a C, with k 2 5.) 
It is easy to see that 
c < b’. (10) 
(Otherwise, property (P2) applied to the vertices a, b’, c implies the 
existence of a vertex b” with b’b” E E, ab” 4 E, and b’ < b”, contradict- 
ing the maximality of b’.) 
FACT 3. c Z {c}. 
Proof of Fact 3. Let i stand for the smallest subscript such that c < b,. 
Such a subscript must exist by b < c together with (10). 
Note that (9) guarantees that we can apply property (P2) to the vertices 
biel, c, bi. We find a vertex x with xbibl 4 E, xc E E, and c < x. We may 
assume that ax E E, otherwise we are done. 
If i = 1, then either {a, biWl, b,, c, x} induces a ?‘s or x contradicts our 
choice of c, depending on whether or not xbi E E. 
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Now we may assume that i 2 2. Observe that xb E E, else xb, 4 E, and 
x contradicts our choice of c. 
Let j (1 <j I i - 1) be the first subscript such that xbj 4 E (such a 
vertex must exist since xb, E E and xbk, 4 E). Now xbj+l @ E, for 
otherwise {z, bjpl, bj, bj+l, x} induces a P5, with z = a or z = bjd2, de- 
pending on whether or not j = 1. 
However, now {x, bjel, bj, bj+,} induces a P4 with bj < x, and so b,-, 
contradicts our choice of a. This completes the proof of Fact 3. 0 
Now symmetry allows us to assume that 
b’ < c’. (11) 
FACT4. BnC# 0. 
Proof of Fact 4. Clearly, we may assume that no edge in G has one 
endpoint in B and the other in C, for otherwise we are done. 
Let i be the smallest subscript for which b’ < ci (such a subscript must 
exist by virtue of (10) and (11) combined). 
Property (P2) applied to the vertices ci-i, b’, ci guarantees the existence 
of a vertex b” with b’b” E E, ciTIb” 4 E, and b’ < b”. We must have 
ab” E E, else we contradict the maximality of b’. 
The shortest path joining b” and b with all the internal vertices in B, 
together with the P3 induced by {a, b, b”} determines a chordless cycle I. 
By assumption, I’ contains at most four vertices. 
Next, note that 
cob” E E. 
(If not, then qb” E E, or else b” contradicts our choice of c. But now, 
{a, co, cl, b”} U I’ induces a F5 or an F’i.) 
Since cob” E E and ciplb” 4 E, it follows that c,, and cipl are distinct 
vertices. Let j be the first positive subscript such that cjb” $5 E (such a 
subscript must exist since civlb” @ E). Note that ~~+~b” E E, for other- 
wise cj-i contradicts our choice of a. But now, {z, cj-i, cj, c~+~, b”} 
induces a F5 with z = a or z = cjw2. This completes the proof of Fact 4. 0 
Let w be the first vertex in the linear order < which belongs to B n C. 
By the definition of B, there exists a chordless path Q, in B joining w and 
b satisfying (7); similarly the definition of C implies the existence of a 
chordless path Qc in C joining w and c, and satisfying (8). 
By our choice of the vertex w, QB n Q, = {w }. By Fact 2, w is adjacent 
to at most one of the vertices b and c, and thus G must contain a chordless 







cycle of length at least five induced by {a, b, c} together with Qlp U Q,. 
With this the proof of Lemma 1 is complete. •I 
We are now in a position to state our main result. 
THEOREMS 1. For a graph G the following two statements are equivalent: 
(i) G contains no induced subgraph isomorphic to a F5, a C, (k 2 5) or 
the graph FI in Fig. 1. 
(ii) For every induced subgraph H of G, every ordering of the vertices of 
H produced by LBFS is a semi-perfect elimination. 
Proof of Theorem 1. Write G = (V, E). The implication (ii) + (i) is 
trivial: no ordering produced by LBFS on a C, with k 2 5 or on the graph 
FI in Fig. 1 is a semi-simplicial elimination; furthermore, it is a routine 
matter to check that the ordering implied by the labeling of ps suggested in 
Fig. 2 is produced by LBFS and yet not a semi-perfect elimination. 
Assuming the implication (i) + (ii) true for all the graphs with fewer 
vertices than G, we only need show that G itself satisfies the implication. 
If this is not the case, then some linear order < on V produced by 
LBFS is not a semi-perfect elimination. We shah let a stand for the last 
vertex in the linear order < which contradicts (1). Write x E A whenever 
a < x. 
Let c be the largest vertex in N(a) f~ A for which there exist a vertex b 
in N(a) n A with bc 4 E, and a vertex in N’(a) n A which is adjacent to 
precisely one of the vertices b and c. Our choice implies, trivially, that 
b < c. 
Since every ordering produced by LBFS satisfies (Pl) and, in particular, 
(P2), Lemma 1 guarantees that every vertex w in N(b) fl N’(a) n A is 
adjacent to c. 
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Therefore, by our choice of a, we find a vertex d with cd E E and 
ad, bd $E E. We shall let d be as large as possible. 
Property (Pl) applied to vertices a, b, c guarantees the existence of a 
vertex b’ such that ab’ 4 E, bb’ E E, and c < b’. By Lemma 1, we must 
have b’c E E. Obviously, b’d 4 E, or else {a, b, b’, c, d } would induce 
a pS. 
We claim that 
d< b’. (12) 
(To prove (12) assume b’ < d, and apply property (Pl) to the vertices c, b’, 
d: there exists a vertex b” with cb” E E, b’b” E E, and d < b”. Lemma 1 
guarantees that b”d E E. By Lemma 1, again, we must have bb” g E. 
Clearly, ab” E E, else {a, b, b’, b”, c, d } induces an Fi. But now, b” 
contradicts our choice of c.) 
Next, we claim that 
b < d. 03) 
(To justify (13), assume d < b, and apply property (Pl) to the vertices a, d, 
b. We find a vertex d’ with ad’ e E, dd’ E E and b < d’. Note that 
bd’ @ E, for otherwise {a, b, c, d, d’} induces a ps or a C,. Our choice of d 
guarantees that cd’ @ E. Further, b’d’ E E, or else d contradicts our 
choice of a. But now, {a, b, b’, c, d, d’} induces an Fi.) 
By virtue of (12) and (13) combined, we can apply property (Pl) to the 
vertices b, d, b’. We find a vertex d’ with dd’ E E, bd’ @ E, and b’ < d’. 
Note that since c < b’, we must have d’ # c. Clearly, ad’ 4 E, for other- 
wise d’ contradicts our choice of c. Furthermore, cd’ 4 E, or else d’ 
contradicts our choice of d. 
Now b’d’ E E, for otherwise either c or d contradicts our choice of a. 
It follows that ad’ E E, or else {a, b, b’, c, d, d’} induces an F1. How- 
ever, now d’ contradicts our choice of c. With this the proof of Theorem 1 
is complete. 0 
THEOREM 2. For a graph G the following two statements are equivalent: 
(i) G contains no induced subgraph isomorphic to a P,, a C, (k 2 5) or 
the graph F2 in Fig. 1, 
(ii) For every induced subgraph H of G, every ordering of the vertices of 
H produced by MCS is a semi-perfect elimination. 
Proof of Theorem 2. Write G = (V, E). The implication (ii) + (i) is 
trivial: no ordering produced by MCS on a C, with k r 5 is a semi-simpli- 
cial elimination; furthermore, it is easy to check that the orderings implied 
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by the labelings of the graphs F, in Fig. 1 and ps suggested in Fig. 2 are 
produced by MCS and yet not semi-perfect eliminations. 
Assuming the implication (i) 3 (ii) true for all the graphs with fewer 
vertices than G, we only need show that G itself satisfies the implication. 
Suppose not; we find a linear order < produced by MCS which is not a 
semi-perfect elimination. 
We shall let a stand for the last vertex in the linear order < which 
contradicts (l), and we shall choose the vertices c and b as in the proof of 
Theorem 1. 
Since every linear order produced by MCS satisfies property (P2), and 
since, trivially, G has no induced subgraph isomorphic to an FI, Lemma 1 
guarantees that every vertex u in N(b) n N’(a) with a < u is adjacent o c. 
By our choice of a, we find a vertex d adjacent o c but to neither a nor 
b. Apply property (P2) to the vertices, a, b, c: we find a vertex b’ with 
ab’ $Z E, bb’ E E, and b < b’. 
By Lemma 1, we have b’c E E. However, now {a, b, b’, c, d } induces a 
ps or an F2 depending on whether or not b’d E E. This completes the proof 
of Theorem 2. 0 
3. ALGORITHMS 
In the remainder of this paper we shall point out how Theorem 1 
(Theorem 2) can be used to find linear-time solutions of the four c&ssical 
optimization problems for graphs G with no induced C, (k 2 5) PS, and 
no FI ( F2), namely: 
l find a minimum colouring of G (a colouring of the vertices of G 
using the smallest number of colours), 
l find a largest clique (standing for a set of pairwise adjacent vertices) 
in G, 
l find a largest stable set (standing for a set of pairwise non-adjacent 
vertices) in G, and 
l find a minimum clique cover of G (a partition of the vertices of G 
into the smallest number of cliques). 
To solve all these problems in linear time, we shall rely on the following 
result. 
THEOREM 3 (Chvhtal, Hoang, Mahadev, and de Werra [4]). Given any 
graph G = (V, E), along with a perfect order on G, one can find in time 
O() V( + ) E I) a minimum colouring of G and a largest_clique in G. Given any 
graph G, along with a perfect order on its complement G, one can&d in time 
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0( 1 VI + 1 E I) a minimum clique cover and a largest stable set in G. 
Furthermore, we shall need the following easy observations. 
Observation 1. If < is a semi-perfect elimination of a graph G, then the 
linear order < ’ defined by 
x < ‘y if, and only if y < x 
is a perfect order on G. 
(To see this, consider vertices a, b, c, d with ab, bc, cd E E, and such 
that a < ‘b and d < ‘c. This implies that b < a and c < d, and so either b 
or c contradicts the assumption that < is a semi-perfect elimination.) 
Observation 2. If < is a semi-perfect elimination on Graph G, then < 
is a perfect order on the complement G of G. 
(Let a, b, c, d be vertices of G with ab, bc, cd 4 E, and such that a < b 
and d < c. But now, either a or d contradicts the assumption that < is a 
semi-perfect elimination, depending on whether or not a < d.) 
Let G be a graph with 
no induced subgraph isomorphic p,, 
C, (k 2 5) and F1 (F,). (14) 
The following algorithm will produce a minimum colouring, a largest 
clique, a largest stable set, and a maximum clique cover for G. 
Step 1. Let < be the linear order produced by LBFS (MCS) with G as input. 
Step 2. Call Colour(G, <); 
Step 3. Call Max-Clique(c, <); 
Step 4. Let < ‘ be obtained by reversing < 
Step 5. Call Colour(G, < ‘); 
Step 6. Call Max-Clique(G, < ‘). 
Here, Colour and Max-Clique are algorithms which, given a graph G 
along with a perfect order on G return a minimum colouring of G, and a 
largest clique in G, respectively. Their existence, as well as their running 
time, is guaranteed by Theorem 3. In addition, both LBFS and MCS take 
linear time to return an ordering of the vertices of an arbitrary graph. 
Theorem 1 (Theorem 2) guarantee that, with a graph G satisfying (14) as 
input, LBFS (MCS) will return a semi-perfect elimination. Hence the above 
algorithm correctly solves the four optimization problems in linear time. 
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