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Abstract
This dissertation presents a new method for the estimation of oceanic surface 
velocity vector fields using multiresolution. Multiresolution is the ability to analyze 
a signal at various levels of resolution. In this dissertation, wavelet analysis is used 
to obtain multiresolution.
This method requires the use of two sea surface temperature (SST) images of the 
same region taken within a known time interval. Wavelet analysis is performed in both 
images to reveal their components at decreasing resolution levels. The comparison of 
these components at each level yields vector fields representing local displacements of 
features within the images. These vector fields are smoothed to eliminate noise and 
to produce coherent vector fields at each resolution level. Vector fields produced with 
images at levels with higher resolutions are used as refinements to vector fields found 
at lower resolution levels.
Analysis of the operational parameters for the new method are presented in this 
dissertation. Artificial SST images and NOAA satellite SST images are used to test 
its accuracy. Comparison with drifter information is also performed. Extensions 
to the basic algorithm that improve the accuracy of estimations are also discussed. 
Finally, foreshadowing of the use of the new technique in GOES satellite images and 
hurricane imagery concludes this dissertation.
xix




The past century revealed multiple scientific and technological accomplishments. 
Among them, mankind’s first global view of the Earth from the space was an achieve­
ment that opened new doors for exploration and research. Today, hundreds of man- 
made satellites orbit the Earth providing watchful eyes from the sky, a constant source 
of information on the workings of both nature and people on the planet. These satel­
lites also provide a prime communications hub.
This dissertation deals with one of many areas where information provided by satel­
lites allows a new perspective of a problem and a new solution. The problem is the 
estimation of sea velocities using satellite imagery. Knowing the velocity of oceanic 
surfaces is important in a variety of applications. Sea rescue operations as well as 
cleaning operations of oil spills can be aided with this knowledge. In particular, 
oil spills models require velocity estimates for their initialization. Also, scheduled 
maintenance of oil rigs, and any other activity involving swimmers and divers in 
open-ocean, can be planned more safely if surface velocities of the ocean are known 
over space and time. To solve this problem, certain preliminaries on how satellites 
produce relevant information for the matter at hand will be explained. This is the 
topic for the current chapter. It also covers previous attempts to solve this problem. 
Chapter 2 presents mathematical background that was used in our problem solution: 
signals, Fourier and wavelet transforms, smoothing, interpolation, extrapolation and 
warping. This research introduces a new strategy to estimate the speed of oceanic
1
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surfaces from a series of sea surface temperature images. It produces the patterns 
of sea movement at various scales of resolution. The composition of these patterns 
generates a coherent velocity vector field for the oceanic surface under study. The 
details of this method are presented in Chapter 3. Chapter 4 discusses the validation 
of the method and the results produced using images from NOAA satellites. Chapter 5 
presents additional developments related to the basic method and its use with GOES 
satellite images. Finally, Chapter 6 summarizes the research conclusions and proposes 
future research and development.
1.2 Electromagnetic Radiation
R adiation  is the transmission of energy between objects without a specific transport 
medium. Radiant energy is transmitted in the form of electromagnetic waves. Each 
electromagnetic wave is identified by its wavelength (A), that is, the distance be­
tween the starting and ending positions of a cycle in the wave. The electrom agnetic 
spectrum  is the set of all electromagnetic waves with different wavelengths. Several 
regions of this spectrum have been clustered and named. These regions include radio 
waves, microwaves, infrared, visible, ultraviolet, etc. Table 1.1 shows the ranges of 
these clusters.
Table 1.1: Ranges of the electromagnetic spectrum 
Cluster Name Wavelength Range
Long radio waves 10,000 km 1 km
AM radio broadcasts 1 km 100 m
Short radio waves 100 m 100 mm
Microwaves 100 mm 100 pm
Infrared 100 pm 0.7 pm
Visible 0.7 pm 0.4 pm
Ultraviolet 0.4 pm 0.01 pm
X-rays 0.01 pm 0.0001 pm
Gamma rays < 0.0001 pm
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A black body is an ideal material that absorbs radiant energy of any wavelength 
completely and also emits this energy in total. Planck’s radiation law states that a 
black body will emit radiant energy in all wavelengths of the spectrum, but that the 
intensity at each wavelength depends on the absolute temperature of the surface of 
the black body. This radiation intensity B  is expressed by the following relation:
B (A>T ) =  \ S ( e C 2 / \T  _  ! )  ( L 1 )
where : B  is the radiation intensity in Watts/ (m2.steradian.cm)
A is the wavelength in cm
T  is the absolute temperature in °K
Ci is 1.191066 x 10-8 Watts/  {m2 .steradian.cm~A) and
C2 is 1.438833 K.cm
Figure 1.1 shows the radiation intensity for a black body with equation (1.1) at various 
surface temperatures.
For each curve, the wavelength with the maximum radiation intensity Xmax can be 
found by equating to zero the derivative of B  with respect to A:
Amoi =  0.2897/T (1.2)
where Amoi is in cm and T  in °K.
Equation (1.2) indicates that the wavelength of maximum radiation intensity is in­
versely proportional to the surface temperature of the black body. This is known as 
the Wien’s displacement law.
The Sun has a surface temperature of approximately 5780°K, while the Earth’s at­
mosphere averaged temperature is only 255° K. This huge temperature difference
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Figure 1.1: Radiation intensity of a black body according to Planck’s equation.
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means that Sun and Earth emit electromagnetic waves in ranges centered on differ­
ent sections of the electromagnetic spectrum. By the time Sun’s emissions hit Earth, 
their intensity and wavelength range have decreased because of the distance traversed. 
These emissions, are then reflected by the Earth’s surface. It is possible to discrimi­
nate between the Sun’s reflected emissions and the Earth’s own emissions because the 
former are in the visible and near infrared regions of the electromagnetic spectrum, 
while the later are in the infrared region. Figure 1.2 highlights this phenomenon by 
showing how the ideal radiation intensity curves of these celestial bodies barely in­
tersect. Figure 1.2 assumes that Sun and Earth behave as black bodies. The curves 
were normalized in the vertical axis to compare visually their wavelength ranges on 
the horizontal axis. Satellite sensors for the Earth’s radiation must be tuned to record 
emissions in the appropriate electromagnetic range described by these curves. 
Neither the Sun, nor the Earth are perfect black bodies, so their emissions will be 
smaller or, at the maximum, equal to that predicted by Planck’s radiation law. For 
the Earth, its atmosphere also plays a role by absorbing, scattering and emitting 
the radiation it receives from Earth and Sun. T ransm ittance is the percentage 
of radiation that is allowed to pass through to the atmosphere and this varies for 
each wavelength. Energy of certain wavelengths is readily absorbed by atoms and 
molecules in the atmosphere, while at other wavelengths energy pass entirely unab­
sorbed. Satellite sensors measure the energy within ranges of the electromagnetic 
spectrum with high transmittance. These electromagnetic ranges are known as chan­
nels. Figure 1.3 shows the atmospheric transmittance at various wavelengths and 
indicates some channels used by satellite sensors. It also describes the variation in 
transmittance values at some wavelengths due to differences in the water content at 
various latitudes and seasons.


















Figure 1.2: Normalized radiation intensity from Sun and Earth.
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Figure 1.3: Atmospheric transmittance (from Wilson [39]).
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1.3 Satellite Imagery
1.3.1 Polar Orbiting Satellites
There are two main categories of satellites orbiting the Earth that could be used 
in this research: polar orbiting satellites and geostationary satellites. Polar orbiting 
satellites maintain an orbit that lies on a plane that bisects the Earth at 8° from 
the poles. This plane rotates around the Sun throughout the year following Earth’s 
translation. That is why the orbit is also known as sun-synchronous. Figure 1.4 
describes this displacement.
North North
A L -  8° i L--------8°
Earth translation
South
Figure 1.4: Sun synchronous polar orbit.
In 1960 the United States started its polar orbiting satellite program with the launch 
of TIROS-1 (Television Infrared Observational Satellite), the first of a series of 10 
generations of experimental meteorological satellites that terminated in 1965. Af­
ter this experimental program, the Environmental Science Services Administration 
(ESSA) launched nine more satellites (ESSA 1-9) from 1966 to 1969. They formed
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the basis for the first operational weather satellite in the world, the TIROS Opera­
tional System (TOS). During the same period, the National Aeronautic and Space 
Administration (NASA) launched the NIMBUS series with seven satellites. NIMBUS 
tested instrumentation that would later be used in other similar satellites.
In the seventies, satellites based on the TIROS model were launched by the National 
Oceanic and Atmospheric Administration (NOAA), the new name for ESSA. These 
satellites included the Improved TOS 1 (ITOS 1) and NOAA 2 through 5. These 
incorporated new developments in navigational and sensor technology. Among them, 
NOAA 2 introduced the first Very High Resolution Radiometer that permits the 
recording of multiple channels of the electromagnetic spectrum. The visible and 
infrared channels were the first recorded.
Tiros N, launched on October 1978, was the prototype of the modern NOAA satel­
lites. Further satellites from NOAA A-D through NOAA 9-15 with the Advanced 
TIROS N system (the latest launched on 1998) have followed its basic design. Each 
new generation increased the number of instruments for remote sensing. Of partic­
ular importance is the Advanced Very High Resolution Radiometer (AVHRR) in­
corporated in TIROS N. It registered four spectral channels and successive satellites 
increased this count to five. Some of the other on board instruments include the 
High Resolution Infrared Radiation Sounder (HIRS/2), to measure atmospheric pa­
rameters, the High Resolution Picture Transmission (HRPT), to rely data to ground 
stations, and the Search and Rescue (SAR) instruments, to help localize the radio 
signals from Emergency Locator Transmitters (ELT) under distress.
The speed of a satellite is determined by its altitude, because there is a critical velocity 
to be reached at a given altitude to maintain the satellite in orbit. Once the altitude 
and speed are set, the satellite’s period is also fixed. For the NOAA polar orbiting 
satellites, a period takes about 102 minutes. In a day, approximately 14 orbits are
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completed around the Earth. As the Earth rotates, different sections of the globe are 
scanned, a fact presented on Figure 1.5. The final result is global coverage 2 times a 
day.
1.3.2 Geostationary Satellites
Another important group of satellites orbiting Earth are the Geostationary Satellites, 
also known as Earth synchronous. They remain stationary with respect to the Earth 
at some point over the Equator. They constantly monitor the same section of the 
globe between specified longitudes.
The first geostationary satellites launched by United States were six Applications 
Technology Satellites (ATS) from 1966 to 1974. They were used for testing commu­
nications and meteorology. The Synchronous Meteorological Satellites (SMS 1 and 
SMS 2) followed, between 1974 and 1975. They incorporate a Visible and Infrared 
Spin Scan Radiometer (VISSR) and became the prototype for the next satellite gen­
eration, the Geostationary Operational Environmental Satellites (GOES).
GOES were the first fully operational geostationary satellites. Two GOES are re­
quired to cover United States and the Western Hemisphere. One located at 75°W 
longitude covers the eastern side and another at 135°W covers the Western side. From 
1975 to 1989, GOES 1 through GOES 6 maintained full coverage of the United States, 
but in 1989, GOES 6 unexpectedly ran out of fuel and the European Space Agency 
(ESA) leased METEOSAT 3 for the coverage of the eastern side. An improved GOES 
series emerged from this mishap. The current GOES 8 and GOES 9 satellites have 
a new design that includes a new three-axis stabilization system and new arrays of 
independent sensors, among its devices.
GOES images from the Northern Hemisphere are updated every 30 minutes and a 
rapid mode operation can provide faster rates on limited areas or at lower resolution. 
Figure 1.6 shows the scanning from a GOES satellite.









Figure 1.5: Scanning from a NOAA polar orbiting satellite.




Figure 1.6: Scanning from a geostationary satellite.
1.3.3 From Sensors to Images
There are two kinds of sensors of electromagnetic radiation on board of satellites: 
passive and active sensors. Passive sensors register the radiation that is emitted 
or reflected by their target (in our case the Earth) as it reaches them. On the other 
hand, active sensors emit an electromagnetic signal of a known wavelength range 
toward a target and measure the reflected radiation. The measurements required 
for this dissertation are obtained by radiom eters, passive sensors that record the 
intensity of radiation in various wavelength ranges. Radiometers can work in the 
visible, infrared and microwave segments of the electromagnetic spectrum; the first 
two ranges are relevant in this study.
An important concept for sensors is the concept of instantaneous field of view or 
(IFOV). This is the total solid angle covered by the sensor on the target. It extends 
from a point on the target that is perpendicular to the sensor, up to a maximum 
radius determined by the sensor design. It is assumed that the radiance measured by
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the sensors is the integral of the complete and uniform contribution of every section 
within the IFOV. In reality, no optical system can be so definitive in its specifications 
and radiative contributions from areas adjacent to the IFOV are also considered, 
albeit in a lesser degree. Also, not all contributions are equally counted, because the 
angle of reception is not uniform throughout the entire IFOV. Figure 1.7 shows the 
contrast between ideal and real radiance for a given IFOV.
Sensors within polar orbiting satellites can be fixed at a given position in the satel­
lite, taking measurements at constant intervals of time. These intervals are usually 
designed to allow the sensors to record radiation from non-overlapping contiguous 
regions. An arrangement like this produces a single strip of measurements along the 
orbit of the satellite. More information can be obtained from each orbit if the sensor 
is allowed to scan a given segment of the target that is perpendicular to the satellite 
orbit. The segment is known as a sw ath and its width is also timed to obtain non­
overlapping contiguous swaths. Figure 1.8 depicts the difference of both approaches 
to sensor operation.
Most of the images presented in this study will be constructed from measurements 
obtained from the Advanced Very High Resolution Radiometer used on polar orbit­
ing NOAA satellites. The current NOAA’s AVHRR monitors five spectral channels. 
Table 1.2 summarizes information about these 5 spectral channels.
Table 1.2: Channels of the Advanced Very High Resolution Radiometer (AVHRR). 
Channel Spectrum________  Spectral Bandwidth Spatial Resolution
1 Visible 0.58 pm - 0.68 pm 1.1 Km x 1.1 Km
2 Near Infrared 0.73 pm - 1.10 pm 1.1 Km x 1.1 Km
3 Thermal Infrared 3.55 pm - 3.93 pm 1.1 Km x 1.1 Km
4 Thermal Infrared 10.30 pm - 11.30 pm 1.1 Km x 1.1 Km
5 Thermal Infrared 11.50 pm - 12.50 pm 1.1 Km x 1.1 Km










(b) Sensor Instantaneous Field of View (IFOV)
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Figure 1.8: Sampling with fixed and scanning sensors.
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Because geostationary satellites remain fixed with respect to the Earth, their sensors 
scan only their area of coverage. They do this from North to South, and depending 
on the sensors they could either scan a swath from West to East and return West 
without scanning, or they could scan a swath from West to East and another from 
East to West. Again, Figure 1.8 shows both strategies.
GOES satellites are equipped with imagers. These are multichannel sensors that 
register the electromagnetic emissions of the Earth in the visible, near infrared and 
infrared spectrum. Table 1.3 provides details on these sensors.
Table 1.3: Channels on the sensors of GOES satellite series.
Channel Spectrum__________ Spectral Bandwidth Spatial Resolution
1 Visible 0.55 pm - 0.75 pm 0.5 Km x 1 Km
2 Near Infrared 3.80 pm - 4.00 pm 2 Km x 4 Km
3 Water Vapor 6.50 pm - 7.00 pm 2 Km x 8 Km
4 Thermal Infrared 10.20 pm - 11.20 pm 2 Km x 4 Km
5 Thermal Infrared 11.50 pm - 12.50 pm 2 Km x 4 Km
Whichever the strategy the sensors use to record radiation, in the end, a bidimensional 
array of measurements for each monitored channel is generated. These are the satellite 
images. Each measurement on a image is known as a pixel and it corresponds to 
the cumulative radiation within a given wavelength range of a particular area of the 
Earth. The arrangement of the pixels resembles the spatial coverage of the satellite 
and, in general, the area is covered with no empty spots.
Satellite images are relayed to Earth stations where further processing allows cus­
tomization and extraction of information. Examples of further processing include con­
version of measurements to appropriate physical units (like temperature and albedo), 
image navigation to correct spatial incongruities with geographic landmarks, eval­
uation of multichannel sea surface temperatures, sea surface albedo correction that
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compensates for atmospheric scattering and image registration to an appropriate rect­
angular projection. Further information on satellites and their instruments can be 
found in Schwalb [27], Robinson [26], Menzel [18], Menzel and Purdom [17], Conway 
[3] and Kidwell [11].
1.3.4 Sea Surface Temperatures
In meteorological and oceanographic studies it is important to know the temperature 
in the upper layers of the sea, and in particular the sea surface temperatures (SST). 
These temperatures influence many of the processes of heat and mass transfer involv­
ing the sea. Sea temperatures vary with water depth, latitude, season and time of 
the day.
The Sun is the main source of heat for the oceans, and as a general rule, temperatures 
of the sea decrease with depth. The temperature declines until a depth of about 1000 
meters from where the temperature decreases at a slower pace [22],[24]. The layer 
immediately below the surface up to a depth of 10 to 200 meters is known as the 
m ixed layer. The mixed layer experiences the effects of the Sun’s radiation and 
the winds over the surface. At mid-latitudes, the Sun directly heats the sea surface 
and can raise its temperature well above the temperature of layers below the surface, 
unless the wind induces their mixing. Winter is a time with low insolation from 
the Sun and frequent strong winds. In Winter, sea surface temperatures are more 
representative of the temperatures in the upper layers and the mixed layer deepens. 
In Summer, on the other hand, the insolation is greater and there are fewer strong 
winds. As a consequence, in Summer the sea surface temperatures can diverge sharply 
from the temperatures below.
The sea surface temperatures measured by satellite are referred to as “skin tempera­
tures” because they are the temperatures of an extremely thin top layer of the ocean, 
generally up to 1 mm deep. The day-night cycle can produce variations in surface
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temperatures as a result of change in the heat balance of the air-water interface. Dur­
ing the day, the direct Sun radiation increases the sea surface temperature producing 
a warm surface skin. At nighttime surface temperatures are more representative of 
mixed layer temperatures since the skin temperatures are not abnormally warm due 
to solar radiation. Katzaros [9] explains the dynamics of the physical processes that 
involve these skin temperatures.
Estimation of the sea surface temperatures was one of the first applications to be 
investigated when satellite images in the infrared spectrum were available. NOAA 
satellites started providing sea surface temperatures with the first Improved TIROS 
Operational Satellite (ITOS). The algorithms to generate these temperatures have 
been tested, perfected and continuously evaluated with each new satellite to produce 
unbiased results. McClain et al. [16] describe the current algorithm, known as Multi­
channel Sea Surface Temperature (MCSST) algorithm because it involves the use of 
the multiple infrared channels from the AVHRR on board the NOAA polar orbiting 
satellites. The MCSST algorithm uses the following equation to calculate the SST on 
a given point during nighttime:
SSTnight = 3.6139Tn ~ 2.5789Tl2 -  283.18 (1.3)
where Tn and Ti2 are the temperatures produced by the AVHRR in “Kelvin. The
subscripts indicate the wavelengths in fim at which the measurements were made. 
The SST estimates are in “Celsius.
For daytime images the following correlation is used:
S S T day = 1.0346TU +  2.5779(TU -  Tl2) -  283.21 (1.4)
Similar correlations have been generated for geostationary satellites, for example 
Legeckis and Zhu [12] proposed for the GOES 8 satellite:
SS T q o es  = 1.0595TU + (1.6425 +  0.8526Z)(TU -  T12) -  0.3977 (1.5)
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where Z  =  sec(<f>) — 1 and 0 is the GOES satellite zenith angle at the Earth’s surface. 
The predictions of temperatures at each point in the images generate new SST images 
like presented in Figure 1.9. In this dissertation, unless otherwise specified, darker 
shades of gray in SST images represent warmer areas.
The images used in this study were obtained from the Earth Scan Laboratory (ESL) at 
the Coastal Studies Institute (CSI), Louisiana State University (LSU). Image retrieval 
and handling was done using the Terascan™ package from the SeaSpace Corporation 
[28].
1.4 Optical Flow Problem
The optical flow problem  is defined as the determination of object velocities from 
their apparent movement within a sequence of images. The object movement is 
apparent because it is detected by the brightness changes observed between images 
and because it is assumed that the path followed by the object from one image to 
the next is the straight line. The real path between two consecutive images could 
have been more complex (see Figure 1.10), but without additional knowledge, it is 
not possible to determine by the mere comparison of the images. It is assumed that 
the objects remain within the field of view in the whole sequence of images. The 
tracing of a particular object’s path in the sequence of images is known as feature 
tracking.
In the following discussion, it will be assumed that the sequence of images is only 
two images taken consecutively, within an interval of time At, from the same point 
of view and the same modality (for example, both are SST images). Sequences with 
more than two images can be reduced to sets of image pairs that can be treated 
individually. The first of the two images will be called the source image and the 
second the ta rge t image.
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Figure 1.9: A SST image from NOAA 12. Gulf of Mexico. Dec. 14, 1993 01:12 GMT.
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Figure 1.10: Apparent and real displacements of an object between images.
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One application of the optical flow concept is the evaluation of velocity vector fields 
on oceanic surfaces from sequences of SST images. Under certain assumptions, move­
ment of oceanic features such as currents, eddies and fronts can be traced from image 
to image because of the apparent displacement of their temperature profile. The main 
assumption is that changes in temperatures between images are due to advection, 
that is, the displacement of water masses along the horizontal and vertical axes of 
the images. Any other factor affecting the temperature can be considered negligible 
in comparison.
In reality, changes in temperature may also be due to diffusion, the transfer of heat 
from hot to cold waters due to the temperature gradient. Air-sea heat exchange is 
also capable of altering surface temperatures. As described in VVhal and Simpson 
[37], these two factors are relevant when wind speeds are below 10 m/sec (meters per 
second), that is the mean wind speed over the world. At greater speeds (> 20 m/sec), 
vertical mixing of water can drastically change SST profiles.
Whal and Simpson [37] studied the validity of the “advection only” assumption and 
found that, in many cases, within a reasonable period of time (up to 24 hours), the 
other effects are not as influential and advection is the main component in temperature 
change. This preponderance of advection becomes less true as the time between 
images increases. Sudden climatic changes as well as cloud presence can shorten 
the time interval where it is safe to make this assumption. The “advection only” 
assumption will be considered valid for the remaining of the dissertation.
There have been two main approaches to the solution of the optical flow problem. The 
first involves the solution of applicable differential equations between the images. The 
second approach studies the similarities between source and target images to propose 
the displacement that better explains the transition from one image to the another. 
The following subsections discuss both approaches. Further details can be found in
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Horn and Schunck [8], Aggarwal and Nandhakumar [1], Whal and Simpson [37],[38], 
Emery et al. [5] and Kelly and Strub [10].
1.4.1 Gradient Methods
Horn and Schunck [8] presented one way to solve the optical flow problem that as­
sumes that there is “Conservation of Brightness” from image to image. Namely, the 
total amount of brightness in the images remains constant in time. This can be 
expressed by the motion constraint equation (1.6) where H  stands for brightness. 
Brightness is expressed by the gray values in the image.
dH dH d x d H  dydH  .
rfT=  a T + a n t e  + a n > r f t  = 0 ‘L6>
If the velocities in the x and y directions are replaced by u and v respectively, the
motion constraint equation becomes:
dH dH dH dH „
—  = —  + u—  + v—  = H b = 0 (1-0
dt dt dx dy
To justify the use of equations (1.6) and (1.7) the following assumptions are made:
1. Brightness changes are directly related to movement. This eliminates the pos­
sibility of external brightness sources and sinks.
2. The objects in the image belong to a “flat” world. Only two spatial dimensions 
and time describe the domain of the images. With this assumption no brightness 
variations are assumed to come from shades between objects in the image.
3. External illumination is uniform for the whole domain. This avoids variations 
in brightness due to external illumination sources.
4. Reflectance is smooth and without discontinuities in the spatial domain. This 
allows differentiation of the brightness function.
5. Any object in the image occludes no other object. All the objects will remain 
under the field of view all the time.
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Horn and Schunck [8] showed that there are multiple solutions to this equation and 
certain constraints are required to obtain meaningful results. They forced smoothness 
by minimizing the sum of squares of gradients of velocity:
#  = I J t { ti}+ cM l)d x d y  (1.8)
where
H, = n(S  *(£) *(£) *(£)
and a  is a parameter to be set in each run of an application.
Solving these equations with finite differences produces the following:
M. ( M m  a. M m  4 - M \
un+l = un -  ------- p --------* 1  (1.10)
*+(*)+(«)
M  ( M m  4 . M m  4- M \v^ = r _ a y [ a 1 ay---------- at j  (1 n )
+ +(f)
where n is the number of iterations and u and v are the velocity averages within the 
neighborhood of the grid constructed for the finite differences method, u and v are 
evaluated for each of the nodes in this grid.
The main problem with this method is that the smoothing is not based on any con­
dition related to the physics of the problem domain, but is arbitrary. The parameter
a  is also arbitrary, because it is set to match expected results. A consequence of
the smoothing process is the smearing of velocity fields near boundaries where the 
method is known not to work well.
Whal and Simpson [38] used temperature values from SST images directly, instead 
of using pixel values. They were approximating a “Heat Balance Equation” using 
temperature as a proxy for energy. For this approach, equation (1.7) was transformed 
into:
dT dT dT n „
—  + u—  + v—  = 0  (1.12)at ox ay
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Assumptions added for this transformation are that diffusion coefficients along the x  
and y axes are constant and that heat sources and sinks are negligible. Unfortunately, 
Whal and Simpson [38] showed that solutions obtained with this approach only yield 
velocities that are normal to the isotherms and do not include a parallel component. 
They suggest a combination of gradient methods and Maximum Cross Correlation 
techniques to obtain more realistic values.
Another possible solution to equation (1.7) is presented by Simard and Mailloux [29] 
and discussed in Leming’s dissertation [13]. Here, the vector solutions are found in 
the intersection of all possible vector fields that satisfy the set of constraints imposed. 
The constraints formulated in this approach are basically two: the vectors should 
satisfy equation (1.12) and the vector field must be locally linear. Solving equation 
(1.12), a finite differences formulation with a grid of selected points will produce the 
following equations:
arr (un a r ,  nar , ar)
= „n _  a, y* 8, + Sy_ + ( u 3 )
((f)2 + (f)2)
ar (un§T+ narr , a r \  
vn + i = vn _  oy + at I (U4)
((f) +(f))
These relations are similar to the equations (1.10) and (1.11). The difference being
that temperature is used instead of energy and averages are no longer used, but
individual points are.
To make the vector field locally linear, each of the velocity vectors (u*, i>,) at position
(xi,y,) in the image should also satisfy the following equations:
u" =  A +  +  Cy, (115)
u? =  D +  Exi +  Fy, (1.16)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
26
where n is the iteration number and the parameters A, B, C, D, E  and F  are 
chosen so that within a small neighborhood S  around (rr,, y*), the overall error on the 
predictions of (tq, is minimized. The overall error is defined as:
Error =  ((4  +  +  Cy* -  u")2 + (D +  Exi +  Fy, -  u")2) (1.17)
«es
This method begins by initializing velocity vector components u° and v° to some 
educated guess for every point in the image. An iterative process follows where 
new values for the velocity vector fields are generated by applying alternatively the 
constraints expressed by equations (1.8), (1.9), (1.15) and (1.16). Values generated 
with one constrain are used as input to the other constraints. The iterations continue 
until no big changes in values are detected or when a maximum number of iterations 
is reached. If required, this methodology easily allows addition of more constraints 
in the iterative process. With the present constraints, convergence of the process is 
assured, but the number of iterations required is unpredictable.
1.4.2 Similarity Methods
Alternative methods to determine velocity vector fields are the similarity methods 
that compare small sections of both images to identify similar features. These meth­
ods define a small neighborhood in the source image centered on a given pixel. The 
neighborhood is called the sam ple window (some authors call it the p a tte rn  win­
dow or the p a tte rn  tile). The size of the smallest sample window is a 3 pixel by 3 
pixel square. This is a common neighborhood size for many applications.
The next step is to define a pixel that is equivalent to the pixel at the center of the 
sample window, but in the target image. The pixels are equivalent if they represent 
the same geographical location in both images. A bigger neighborhood around the 
equivalent pixel in the target image is also defined. This is know as the tria l window
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(search window or search tile). For a  3-by-3-sample window, the minimum allowed 
size for a trial window will be a 5 pixel by 5 pixel square.
The sample window is compared with every neighborhood of the same size within 
the trial window and the most similar is selected. This is the destination  neigh­
borhood. Given the similarity, the method assumes that the sample window moved 
to the destination neighborhood. The length of the displacement divided by the time 
interval between source and target images generates a velocity vector that is assigned 
to the center of the sample window. This process is repeated for each interior pixel 
in the source image.
Similarity can be measured in many ways, the m axim um  cross correlation m ethod 
uses the stan d ard  cross correlation as a measure of similarity. If the sample win­
dow is denoted by the function s and a neighborhood of the same size in the trial 
window is denoted by the function t , their standard cross correlation is defined:
Cross Correlation = Coaariancejs, t) ^
JVariance(s) * Variance(t)
where the variance of any function h is:
Variance(h) =  — ^  (/i — Jij (119)
n  A
the covariance of the two functions s and t is:
Cova,Tiance(s, t) =  — 51 ((s ~ s)(t — t)) (1-20)
n A
and s and t are averages over a the neighborhood A with n pixels.
The standard cross correlation has values between -1 and 1, with 1 being perfect corre­
lation, indicating total agreement between the two functions s and t. In the maximum 
cross correlation method, the destination neighborhood is the neighborhood t with
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the highest cross correlation among all tested in the trial window. Generally a des­
tination neighborhood is selected only if a certain predefined threshold value for the 
standard cross correlation is exceeded.
Similarity methods rely on an appropriate choice of size for the sample and trial 
windows. Pixels within a sample window are assumed to have similar velocities, 
making the case for a small window size. On the other hand, sample windows should 
be big enough to contain the important features to be matched in the comparison. A 
compromise of these two trends is required. The size of the trial window is determined 
by the maximum velocity expected. The trial window should be big enough to detect 
a possible displacement of the sample window at the expected maximum velocity 
within the time interval between images.
Leming [13] presented a method where a decision on the neighborhood size is avoided 
by analyzing the images at various resolution levels. The technique involves the 
creation of image pyramids from the source and target images. To create a pyramid, 
an original image is filtered with a Gaussian filter and later shrunk in size by the 
elimination of every other pixel value. The result is an image, half the size and 
half the resolution of the original image. The process can be repeated with this 
newly created image, generating another image, a quarter of the size and a quarter 
of the resolution of the original image. Needless to say, this process can be repeated 
multiple times until the last image generated contains only one pixel. The set of 
images produced in this process constitutes the image pyramid. Each of the images is 
considered a level in the pyramid. The original image is at the bottom of the pyramid 
and the latest image generated is at the top.
Once the two image pyramids are created from source and target images, the idea 
of the method is to test their similarity at each level using a sample window of 3 
pixels by 3 pixels, the smallest possible, and a trial window of 5 pixels by 5 pixels.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
29
This combination of sizes for sample and trial windows allows the discovery of a pixel 
movement of at most one pixel. Starting from the top, maximum cross correlation 
calculations are performed around every pixel in this level. The velocity vector field 
found at the top level is used to warp the source image towards the target image 
in the next pyramid level. This eliminates the component of the velocity vector 
field associated with the image resolution at the top level. The process is repeated 
at every level where new maximum cross correlation and warping computations are 
performed. The final velocity vector field is obtained by the vectorial addition of the 
vector components found at each level.
Computations for the estimation of velocity vector fields made with traditional simi­
larity methods may take a long time to execute. Depending on the size of the images 
and the sizes of the sample and trial windows considered, similarity computations 
may take hours, even days, to converge. By limiting the sizes of sample and trial win­
dows to the smallest possible and analyzing the images at various resolution levels, 
the execution time is reduced to only several minutes.
An image pyramid need not have all the levels that will render a single pixel image 
at the top. The number of pyramid levels is determined by the expected maximum 
velocity that limits the resolution at the top of the pyramid. The generation of levels 
in the pyramid stops when a displacement of at most one pixel can still be detected. 
For each pixel in the source image, the traditional evaluation of the maximum cross 
correlation yields a movement vector with integer components (in pixels per time 
unit), because it matches pixels at discrete positions from source and target images. 
Leming’s method [13] expands the domain of possible movements from the Integer set 
of numbers to the Real set by assuming that the cross correlation values at discrete 
positions are only samples of a continuous function. He uses these samples to fit a 
quadratic polynomial function over a 3 pixel by 3 pixel grid of points, centered over the
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geographical location associated with each sample window. The grid contains points 
at intervals of 0.1 pixel in both, horizontal and vertical directions. The quadratic 
polynomial is evaluated at each of the points in the grid. The point that renders the 
maximum value for the quadratic polynomial, also indicates the position at which 
the maximum cross correlation is found. The coordinates of this point, with respect 
to the center of the grid indicate the displacement that corresponds to the velocity 
vector for the pixel under analysis. Each component of this displacement can now be 
expressed in tenths of a pixel per time unit.
Maximum cross correlation calculations at each level generate velocity vector fields 
that are locally optimal, but that need smoothing to take into account their neigh­
bors displacements. Smoothing is obtained by assuming that local velocity within a 
small neighborhood is linear, in other words, by enforcing the restrictions stated by 
equations (1.15) and (1.16). The smoothing process is iterative and the number of 
iterations is a parameter that has to be determined. Leming’s experiments showed 
that beyond 30 iterations, the refinements in the velocity vector field are minimal, 
at least for the examples presented. The smoothed velocity vector field is used for 
warping at the next pyramid level. Because the resolution doubles at the next pyra­
mid level, the number of pixels in the image at that level also increases. Therefore, 
the smoothed velocity vector field has to be interpolated before warping to provide 
velocity vectors for each pixel in the image at this next level.
This dissertation will use Leming’s method [13] as the starting point for the devel­
opment of an algorithm that will estimate velocity vector fields using the concept of 
multiresolution. Before this method is described, some mathematical concepts will 
be stated in the next chapter.





A signal is a function that relates a time or space interval with a range of values 
of a property. In mathematical notation a signal g(t) is defined as the function 
g : Time —> Property or the function g : Space -> Property.
The time or space interval over which the signal is described is known as the tim e 
domain. The property related by the signal could be any property of interest that 
is expected to display variations in the time domain.
A continuous signal is a signal that has property values defined for every posi­
tion in its time domain. An example of a continuous signal is the one described by 
the equation (2.1), a sum of cosines with different frequencies. Its time domain is 
( - 0 0 , 0 0 ). Figure 2.1 shows a plot of this signal.
<7e i (t)  =  cos(27r(3 t)) +  cos(27r(7t)) -I- co s(2 7 r(1 2 t)) (2 .1 )
In practice, a discrete signal is more common than a continuous one. A discrete 
signal is a signal that has property values defined for some, but not all the positions 
in its time domain. The most useful form of a discrete signal is one where the 
property values are defined at regular intervals of size At. This discrete signal can be 
represented by a vector g[n\ where n is used as the vector index. Assuming that signal 
g is defined for a certain value t0 of the time domain, the value g(t0) is designated as 
g[n] at n = 0, or g(t0) = #[()]. Consequently, n is related to the time domain by:
tn =  nAt n € I  (2.2)
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Figure 2.1: A sum of cosines generating a signal over time.
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and the discrete signal #[n] is described by:
=  9{tn) =  s(nAt) (2.3)
Usually a discrete signal is obtained by sampling a continuous signal at regular in­
tervals. For example, Figure 2.2 shows a discrete signal ge,[n] generated from the 
original signal gex{t) in equation (2.1). It has been sampled at a constant time inter­
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Figure 2.2: Discretized signal over time.
This dissertation will be concerned with two important classes of signals: images and 
vector fields. Images are discrete signals over a finite bidimensional spatial domain.
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In the case of a  satellite image, the domain is the area covered by the satellite sensors 
to produce the image. The property captured by the satellite sensors is always a 
measurement of electromagnetic radiation at some wavelength, or most commonly, 
at some range of wavelengths. The measurements are made at regular intervals in 
the North-South and East-West axes. They are considered to be representative of 
the value of the property in the spots directly sampled and their surrounding areas. 
Because a value is taken to represent a region in the space domain, the image becomes 
naturally a discrete signal. Some processing has to be done to the raw image produced 
by the sensors. This was briefly explained in Chapter 1. After this processing, the 
image obtained is a bidimensional array of values These values correspond
to the property measured and they are known as pixels. The array indices i and j  
have values belonging to independent finite ordered sets of integer values (i, j  € I) 
that maintain a one-to-one relationship to the spatial domain. It is assumed that the 
image has zero values for positions beyond the limits establish by its indices.
Vector fields are multidimensional signals over time or space domains. Instead of 
having scalar values, their values are vectors. This dissertation will deal with bidi­
mensional vector fields over space domains, Vf. Vj will represent velocities associated 
to positions in the space domain. In particular, Vf will represent velocities of pixels 
in a image. The domain of Vf will be the same as the image domain and its vector 
values will contain the velocity components of the pixel in a planar coordinate system.
2.1.2 Fourier Analysis
Because a signal is a function, it is possible to use functional analysis to study it. 
Therefore, the terms signal and function can be used interchangeably, and they will 
be used as such in this dissertation. Fourier analysis is one of the tools for functional 
analysis. Among its various uses, Fourier analysis allows the decomposition of a
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function into a linear combination of sines and cosines. To see how this is done, the 
concept of a periodic function g(t) will be defined.
Periodic Functions and the Fourier Series
A function g(t) is periodic if g(t +  2L) =  g(t) for all g e  ( - 0 0 , 0 0 ). The value of 
2L is positive and it is known as the period of g(t). From the definition of a periodic 
function it can be seen that any interval of size 2 L on the time domain can be taken 
as its period. If a period centered at t =  0  spans the interval (—L, L), then g(t) can 
be represented as the following Fourier series:
where the Fourier coefficients a m and bm are:
1  f L  TTLirt
am = - y ^g(t) cos(-£-  )dt m = 0 ,1 ,2 ,... (2.5)
bm =  j  J  ^ g ( t ) s i n { ^ ^ - ) d t  m  =  0,1,2,... (2.6)
The Fourier series described by equation (2.4) will converge only if the following 
conditions arc satisfied:
1 . g(t) is periodic with a period of 2 L and well defined within the interval (—L, L ).
2. Both, the function g(t) and its derivative g'{t) are piecewise continuous functions 
in (—L, L). A function is piecewise continuous if it is possible to divide its 
domain in a finite set of intervals such that in each one the function is continuous 
and where the limits on each side of the intervals is finite.
These are known as the D irichlet conditions. If they are satisfied, the series con­
verges to g(t) for all t where g(t) is continuous. If t = to is a point of discontinuity
the serie will converge to the average of limto_,t+ g[to) and limto_,t- g{to).
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Often equation (2.4) is expressed using the Euler identities:
e‘x =  cos(x) +  i sin(x) (2 .7 )
e~*z =  cos(x) -  i sin(x) (2 .8 )
With these, g(t) can be rewritten:
9(t) = £  cmexmitt̂ L (2.9)
m = —oo
where the coefficients Cm are:
Cm = h. / . t  (2.10)
Non-Periodic Functions and the Continuous Fourier Trans­
form
The decomposition of a periodic function g(t) as a sum of sines and cosines, expressed 
by equations (2.4) and (2.9), can be extended to non-periodic functions if the period
L is allowed to increase to infinity (L —> oo). However, the function g(t) must also
satisfy the following conditions:
1. Both, g(t) and its derivative g'(t) are piecewise functions in every finite interval.
2 . g(t) is absolutely integrable in (—oo, oo), i.e. \g(t)\dt converges to a finite 
value.
With these restrictions, according to Fourier analysis, g(t) can be expressed:
9 { t ) = [  { ^ (/)  cos(27r/t) +  £?(/) sin(27r/t)}d/ (2.11)Jo
where /  is the frequency in cycles per time unit and the coefficients A(f )  and B(f )  
are defined as:
A(f )  = 2 I  g(t)cos(2irft)dt (2-12)
J—00
£ ( / )  =  2 f  g(t) sin(27r/<)di (2.13)J— 00
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As with the case of the periodic functions, equation (2.11) will converge to the true 
value of g(t) for all t where g(t) is continuous. If t =  to is a point of discontinuity 
equation (2 .1 1 ) will converge to the average of limto_+t+ g{t0) and limto_+t- g(t0).
With equations (2.12) and (2.13), equation (2.11) can be rewritten:
g(t) = f°° e2*iftdf g{u)e~2*ifudu (2.14)
7 —0 0  7 —0 0
The continuous Fourier transform is defined as follows:
G(f)  =  r  g(u)e-2irifttdu (2.15)
7 -o o
Using equation (2.15) in equation (2.14) we obtain the continuous inverse Fourier 
transform:
s W =  r ° ( (2-16)
J —00
Equations (2.15) and (2.16) transform the function g{t) in the time domain to the 
function G(f )  in the frequency domain and vice versa. G (/) reveals the frequencies 
/  present in g(t). Both are representations of the same signal.
Other representations of the continuous Fourier transform include the replacement of 
the frequency with the angular frequency u. Both variables are related by:
u) =  2 7T/ (2.17)
and the units of u  are radians per time unit. The continuous Fourier transform 
becomes:
G(u) =  r  g(u)e~iumdu (2.18)
7 - 0 0
Additionally, the exponential term can be replaced by the complex variable 2  defined:
2  =  e,w (2.19)
And the continuous Fourier transform becomes:
G(z) = r  g(u)z~udu (2 .2 0 )
7 - 0 0
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The spectral power of the signal g(t) is defined:
p m = r  m?dt = r  iG{/)i2d/ (2.2i)
J —00 * —00
The spectral power of a signal is an indication of its relative strength compared 
with similar signals that span the same domain. It consolidates into a single positive 
real function the real and imaginary parts of the signal that the Fourier transform may 
reveal. The fact that the power of a signal is the same in both, time and frequency 
domains, is known as the Parseval’s theorem.
Fourier Decomposition of Discrete Signals
So far, the equations presented in this section require complete knowledge of the signal 
g(t) over the entire time domain. As indicated in the previous subsection, in practical 
situations, a signal is often sampled in time domain, generating a discrete signal. This 
discrete signal is finite, because an infinite signal cannot be all realistically sampled. 
Let N  be the number of samples in this signal. If a discrete signal g[n] follows the 
format of equations (2.3) and (2.2), the vector index could take N  values from 0 to 
N  — 1 . An equal number of values can be generated for the Fourier transform of this
signal if equation (2.15) is approximated by the following summation:
-oo N - l  N - 1
G[fk\ =  /  g{t)e-^iIktdt w £  g[n}e-2nifktnAt = At £  g[n}e-2*iktl/N (2 .2 2 )
- '- 0 °  n= 0  n=0
where /* is the frequency at a point k in the frequency domain and it is defined by:
k N N
A - A ®  * ~ 7  2 <2-23>
Equation (2.22) assumes that either the signal g(t) is periodic, and the sample set 
represents this period, or that the signal vanishes, becomes zero, outside the sample 
set. This equation is also reversible, with the discrete inverse Fourier transform 
defined:
sW  =  ^ E G ( / * ] e 2' i*"/"  (2.24)
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The Fourier transform G(f )  of a signal is a periodic function. It can be expressed as 
the product of two terms, its magnitude and its phase:
G(f )  =  l|G (/)l|e*l/> (2.25)
The phase is the imaginary term e ' ^  and contains the periodic behavior of G(f).  
The m agnitude ||G (/)|| indicates the strength of the signal at each frequency /  and 
it can be evaluated by:
l|G (/)|| =  \/G (/) • GU)  (2.26)
where G(f)  is the complex conjugate of the function G(f).  Because the magnitude is 
a real function, it is generally used in plotting as a proxy of the Fourier transform. Due 
to the square root function, ||G (/)|| is symmetric along the ordinate axis, therefore, 
some graphical representations, including the ones present in this dissertation will 
only show the positive part of this function.
Consider again the signal gei{t) described by the equation (2.1) and discretized to 
obtain gei[n], in Figure 2 .2 . The discrete Fourier transform is applied to gei[n] and 
the magnitude of the transform is shown in Figure 2.3. It reveals 3 prominent peaks 
centered at the values 3, 7 and 12 cycles per time unit. They correspond to the 
frequencies of gei(t) that were used to define equation (2.1). Indeed, the Fourier 
transform reveals the frequencies of a signal.
However, in many situations we are not only interested in the frequencies of a signal, 
but we also need their position in the signal. Signal gei{t) is highly regular, display­
ing constant frequencies throughout its entire domain. Function ge2(t), described in 
equation (2.27) is not as regular. It concentrates on a reduced interval of the time 
domain and, within that interval, specific frequencies are only active at particular 
subintervals.




Frequency (f) in cycles per time unit
Figure 2.3: Discrete Fourier transform of the sum of cosines.
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cos(2tt(3<)) if 0 < t < 1.5 
cos(27r(7f)) if 1.5 < t < 2.45 








Figure 2.4: A signal with varying frequency over time.
Figure 2.4 displays ge2{t). Applying the discrete Fourier transform to a sample of 
gej(t) we obtain the frequencies shown in Figure 2.5.







Frequency (f) in cycles per time unit
Figure 2.5: Fourier transform of the signal with varying frequency over time.
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The frequencies found for ge2(t) are the same ones found for gei(t). This is not 
surprising, because both signals were constructed with the same elementary cosine 
functions. What is important is that the Fourier transform cannot mark the locations 
in the time domain at which the frequencies were present. Only that they exist. 
Wavelet analysis can be used to determine these locations, and that will be the topic 
of the next subsection. However, one more point remains and this is the concept of 
filtering.
Filtering
Consider the signal ge3(t) described by equation (2.28) and shown in Figure 2.6:
<7e3(£) =  cos(27r(3£)) +  cos(27r(7£)) + cos(27r(12i)) +  e (2.28)
<7e3 is the function ge, with an added noise e at higher frequencies. From Figure 2 .6 , it 
is difficult to visualize the trend or periodicity of ge3(t) in the time domain. However, 
the Fourier transform of this signal can reveal the previously known frequencies from 
gei{t) as well as the frequencies of the sources of noise added to this signal. Figure
2.7 illustrates this point.
In real world applications, it is usually desirable to eliminate the high frequency 
components of a signal to obtain a more representative or “pure” representation of 
the function. This process is known as smoothing. A direct way to achieve smoothing 
is to use filters or filtering.
A filter is a function that extracts certain frequency components of other functions 
while eliminating the rest. In the frequency domain, the action of a filter can be 
viewed as the multiplication of the desired frequencies by a factor of one, while the 
other frequencies are multiplied by zero.
A low pass filter is a filter that extracts the low frequencies of a function. An ideal 
low pass filter has a cut-off frequency /o, such that frequencies /  that satisfy \ f \ < fo
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Figure 2.6: A sum of cosines with added background noise.
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Figure 2.7: Fourier transform of a sum of cosines with added background noise.
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Reproduced with
are kept, while the others are eliminated. Similarly, a high pass filter extracts high 
frequencies. The ideal high pass filter keeps only frequencies where | / |  > / 0. Figure
2 .8  shows examples of an ideal low pass and high pass filter with cut-off frequencies 
/o =  1/4.
I I G ( f ) l l
f1/21/40 0 1/4 1/2 f
(a) Ideal Low Pass Filter (b) Ideal High Pass Filter
Figure 2.8: Ideal filters in frequency domain.
The multiplication of a function by a filter in the frequency domain, has a counterpart 
operation in the time domain known as convolution. If h(t) and H{f )  refer to a 
filter function in the time and frequency domains respectively, when applied to the 
function g(t) with Fourier transform G{f),  it generates a filtered function p(t) with 
Fourier transform P ( /)  that satisfy the following relation:
P( f )  = H( f ) G( f )  p(t) =  f  h{a)g{t -  a)da = f  g(a)h{t -  a)da = h(t)*g(t)
J  —00 J —OQ
(2.29)
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If the {unction analyzed is the discrete vector ^[n] and the filter is also a discrete 
vector h[n], equation (2.29) becomes:
P ( f )  =  H U ) G ( f )  «• p(n] =  f )  A [ k ] S [ (  -  t ]  =  f )  # ] A [ (  -  i] =  % ]  .  9 [„]
k = —oo fc=-oo
(2.30)
As seen in the previous equation, convolution may require infinite sums if the filter has 
an infinite number of terms. Unfortunately, ideal filters do have an infinite number of 
terms making them computationally impossible. The best alternative is a filter with 
a finite number of non-zero terms at known positions. Usually real filters determine 
a transition band of frequencies, known as band pass, instead of a definitive cut­
off frequency. Frequencies in the band pass are partially filtered. Figure 2.9 shows 
examples of real filters.
It is common practice to design low pass and high pass filters that are complementary. 
For example, if Ho(f)  represents the low pass filter in the frequency domain and 
H\{f )  represents the high pass filter, they could be designed so that at any point in 
the frequency domain the following relationship holds:
# o ( / )  +  t f i ( / )  =  l  (2-31)
For more on Fourier analysis and filtering review Spiegel [31], [32] and Gerald and 
Wheathley [6 ].
2.1.3 Multiresolution and Wavelet Decomposition 
Wavelets
Like Fourier decomposition, wavelet decomposition allows the representation of a 
signal as a linear combination of elementary functions. The difference is that the 
elementary functions are functional families known as wavelets. Each family has a 
m other wavelet w(t), and every member of the family is obtained by translation
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Figure 2.9: Real filters in frequency domain.
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and scaling its mother wavelet. Figures 2.10 and 2.11 show examples of some mother 
wavelets.



















■2 5 74 60 1 2 3
Figure 2.10: Daubechies mother wavelets.
Given a mother wavelet w(t), the general expression that defines its wavelet family 
is:
wab(t) = —r=w{-— ~) for a > 0 (2.32)’ y/a a
The parameters a and 6 are the scale and position of the wavelet. If a =  1 and 6  =  0, 
wa,b{t) becomes the mother wavelet. The scale a is a measure of the relative size of a 
wavelet with respect to its mother wavelet. For example, a value of a =  0.5 indicates
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Figure 2.11: Biorthogonal and Coiflet mother wavelets.
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that the wavelet is half the size of its mother wavelet. The position b of the wavelet
is the relative displacement of the wavelet with respect to the mother wavelet in the
time domain.
Wavelet functions display the following properties:
1. The spectral power of a wavelet function is one. Therefore:
f°° K ,4 )(0 l2d* =  1 (2-33)
J -  OO
2. The wavelet function consists of rapid fluctuations between non-zero values, but 
its average value is zero. This implies that:
f  wM {t)dt = 0 (2.34)
j - o o
3. Frequently, wavelet functions are orthogonal. Orthogonality requires that:
[  W(a,b)(t)iO(c,d){t)dt = 0 Ya, 6 ^  c,d (2.35)
J  — OO
Wavelet Decomposition
Having a wavelet family represented by its mother wavelet w(t), then a signal g(t) 
can be described as:
1 ra=0° f b=0° 1 , t — b.dadbg(t) =  —- /  / C(a,b)-j=w(------- )—— (2.36)
K w Ja-t0+ Jb=—oo y f l  O fl
where Kw is a constant that depends on the wavelet family. C(a, b) is the continuous 
wavelet transform  and it is defined:
C(a, b) =  I "  g{t)±=w(— )dt (2.37)
J —oo y f l  Q
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C(a,b) is analogous to G(f )  in equation (2.16). However, in this case it does not 
depend upon one variable, but two, the scale and the position. This can be seen in 
Figure 2.12 which shows the continuous wavelet transform applied to the signal get(t) 
described by equation (2.27). The figure is a tridimensional plot. C(a,b) is evaluated 
for every scale value of a in the interval (0,32] and every position b in the interval 
[0,3].
t
Figure 2.12: Continuous wavelet transform of a signal with varying frequency 
over time.
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The value of C(a, b) is a measure of the similarity between the signal being analyzed 
and the mother wavelet that have been scaled a factor a and translated to the position 
b. The higher the value, the more the similarity.
A more common graphical representation of C(a, b) is the projection of its values onto 
the plane C(a,b) =  0 for every value of a and 6 . Variations of C(a, b) are indicated 
by variations of gray level, with the brighter spots representing higher values. Figure 
2.13 shows this projection from the values on Figure 2.12.
500  1000 1500 2 000  250 0  3000
t
Figure 2.13: 2D Projection of a continuous wavelet transform of a signal with 
varying frequency over time.
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Given a scale value a, the translation of a wavelet along the time domain, using the 
value of b, generates values of C(a, b) that are specific to the positions being evaluated. 
Due to this specificity, three distinct regions along the time axis can be observed in 
Figures 2.12 and 2.13. They correspond to the regions where the different cosine 
functions used to construct the signal are each dominant. It could be said that the 
three frequencies of the signal were localized in the time domain. This is not possible 
with Fourier analysis but is with wavelet analysis.
Along the scale axis the value of a increases and so does the size of the wavelet used. 
Coefficients C(a, b) close to a =  1 are produced with smaller wavelets than the ones 
with larger a values. The former represents high frequency features of the signal while 
the later represents the low frequency features.
The characteristics described in the two previous paragraphs exemplify multiresolu­
tion. M ultiresolution is the ability to analyze a signal at various levels of resolution. 
The aim is to reveal some new knowledge about the signal with the analysis of the 
relations of its representation at various resolution levels. Wavelet analysis is a mul­
tiresolution technique where the resolution levels are determined by the scale values 
a.
For a discrete signal ^[n], the discrete wavelet transform  C[a,6] also contains 
discrete values defined by:
C[a,b] = Ci j= £  (2.38)
n = —oo
where the values of a and b are discretized with indexes i e  N  and j  € Z  and the 
relations a =  2‘ and b =  j  -2'. The wavelet wy[n] has the following definition:
=  ~7zW(~— ~) =  2~^2w(2 ~ln — j )  (2.39)yja a
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As in the continuous case, tCjj[n] is obtained by scaling and translation of the mother 
wavelet w(n) =  u>ooW with the coefficients a and b. Figure 2.14 shows the results of 
applying the discrete wavelet transform to the signal 5 ej[nj. Signal g2[n] was obtained 
by sampling the signal g2{t) at every At  = 0 .0 0 1  time units within the time interval 
t G [0,3).
500  1000 1500 200 0  2 5 0 0  3000
t
Figure 2.14: Discrete wavelet transform of a signal with varying frequency over time.
The signal </[n] can be reconstructed from the coefficients Cy as follows:
*W =  T .  E  CijWij[n\ (2.40)
t6ATj6Z
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Rearranging equation (2.40) displays how a signal can be decomposed. If the index i 
is kept constant (and therefore also the scale value a), the term <fc[n] can be defined 
as:
0i[n] =  2 2  CijWijln] (2.41)
iez
This term represents the component of signal </[n] at scale i and produces the following 
representation of p[n]:
sM  =  2 2  3i[nl =  £  9i[n] + 2 2  9i[n\ (2.42)
i$N i>l i<f
where I  is any non-zero natural number and the term £ i< / 0 «[n] is known as the
fluctuation or detail of g[n] at level i — I. Any arrangement of the summation
presented in equation (2.42) will yield a valid decomposition. One of the most frequent
is a progressive decomposition at different levels of detail:
s(nl =  £  9i\n\ + <7iN =  £  9i[n\ +  92 W +  <h[n] (2.43)
i > l  i > 2
In general this is expressed as:
sW  -  £  &W + 9i[n] +  9i-i[n] + • • • + 92[n\ + 0 i[n] (2.44)
»>/
The term £ i> /0 i[n] contains the trends or averages of the signal g[n] at level i = /
and each of the terms </j[n], i < I  are the fluctuations or details at each of the i levels.
Certain kind of wavelets allow the term Yli>i 0 iN  t 0  be also described by a function 
0 , called the scaling function, that spans a family of functions similar to wavelet 
functions. The continuous scaling function is defined as:
0a,6(t) =  - U ( — ) for a > 0 (2.45)
y Q  CL
The continuous scaling function can also be discretized with the relation:
*,[»] =  - U ( — ) =  -  j )  (2.46)
y d  0.
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Figure 2.15: Daubechies scaling functions.
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Coiflet scaling functions.
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Figures 2.15 and 2.16 show examples of some scaling functions. Scaling functions 
have the following properties:
1. The spectral power of a scaling function is one:
r  \<ha,bm 2dt = 1 (2-47)7—00
2. Scaling functions are integrable in ( - 0 0 , 0 0 ), producing a non-zero value <j>c:
f°° 0(.,6)(0* = & (2-48)
7 -o o
3. Frequently, scaling functions are orthogonal with themselves and their wavelet 
functions, therefore:
[  0(«,6)(O^M)(O* = 0  Va, b c,d (2.49)
7 —oo
[  0(a,&)(*)w(c,d)(t)dt = 0 Va, 6 , c,d (2.50)
7 -o o
4. Scaling functions maintain a “two-scale relation” in which functions at a given 
scale are related to functions at half the scale by:
0(«,o)(*) = £  Pk<t>(*,k)(t) (2.51)
00
The values pk are the scaling coefficients. The number of non-zero pk values
is the support of the scaling function. It is desirable to find scaling functions
with finite number of p* values or finite support.
5. Scaling functions are also related to wavelet functions by another “two-scale 
relation”:
W(Q,o)(t) = zL (2.52)
it= —00
The values qk are the wavelet coefficients. The number of non-zero qk values
is the support of the scaling function. Finite support is also desirable.
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The right sides of equations (2.51) and (2.52) resemble the definition of convolution 
stated in equation (2.30). Under these circumstances, the scaling coefficients p* and 
the wavelet coefficients <7* become filters that characterize the scaling and wavelet 
functions respectively. These coefficients can be used directly to decompose a signal 
g[n]. The wavelet coefficients carrying the fluctuations of the signal become the high 
pass filter, while their complement, the scaling coefficients become the low pass filter. 
Fast Wavelet Transform
An efficient way to perform the wavelet decomposition of a signal g[n\ was described 
by Mallat [15]. A pair of complementary low pass and high pass filters, as the ones 
described in the previous subsection and known as the analysis filters, separates 
the original signal g[n] in two components. The high pass filter contains the wavelet 
coefficients of the wavelet function being used, while the low pass filter contains the 
corresponding scaling coefficients.
Both filters perform convolutions with the original signal p[n] that generate streams 
of coefficients. Convolution with scaling coefficients generates the trend coefficients. 
Convolution with wavelet coefficients generates the fluctuation coefficients.
If the original signal p[n] has N  elements, the filters will each create N  new elements, 
doubling the amount of information. Fortunately, a correct choice of filters can ren­
der half of the coefficients in each stream as redundant. In fact, only every other 
coefficient in each stream is needed. The process of eliminating these coefficients is 
called downsampling. The decomposition produced by filtering and downsampling is 
known as wavelet analysis because it leaves the components of the signal ready for 
further analysis. Wavelet analysis is represented in Figure 2.17.
An inverse process to decomposition is the reconstruction of the original signal, also 
known as wavelet synthesis. Downsampling is replaced by Upsampling, where each



















Figure 2.17: Wavelet Analysis of a signal into low and high frequencies, 
also known as trends(averages) and fluctuations(details) respec­
tively.
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stream of coefficients is doubled in size by adding zeroes between every other coeffi­
cient. The upsampled streams of coefficients are then filtered. The trend coefficients 
are filtered with a new low pass filter and the fluctuation coefficients with a new high 
pass filter. This time, the low pass and high pass filters, known as the synthesis 
filters, will reverse the action of the analysis filters. The outputs of both filters are 




















Figure 2.18: Wavelet synthesis of a signal from its low and high frequency components.
Wavelet analysis can be recursively applied to the trend signals, generating at each 
step a new trend and a new fluctuation, each one with approximately one half of the 
coefficients of their input signal. This process may continue until it is no longer pos­
sible to divide the trend signal by 2. The whole process is the fast wavelet transform.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
63
Wavelet synthesis can also be applied recursively. This is the fast wavelet inverse 
transform. At each recursive step a trend and a fluctuation are generated. They cor­
respond to the signals £i>/&[n] and gi[n] in equation (2.44) respectively, performed 






























































(b) Wavelet Synthesis of a Signal
Figure 2.19: Multiresolution analysis using wavelets.
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Usually wavelet analysis is performed to study, enhance or modify the signal compo­
nents before wavelet synthesis. However, these activities are clearly separated and it 
is possible to think of applications where only one of them is required. On the other 
hand, there are applications that require the perfect reconstruction of the original 
signal after analysis. This appears to be impossible when considering that downsam­
pling eliminates half of the signal components generated by filtering. As indicated 
before, a correct choice on filters allows the perfect reconstruction, even with half the 
points.
To chose appropriate filters for perfect reconstruction, first a half-band low pass filter 
must be chosen. This is a filter with a cut-off band equidistant from the middle
frequency ir/2 as shown in Figure 2.9. Using the z notation, the Fourier transform
of this filter is denoted as Po(z). The corresponding high pass filter P\.(z) is found 
using the relation (2.31). Both filters are factored in the following fashion:
P0(z) = H0(z)F0(z) (2.53)
Pt(z) = Ht t fF i iz )  (2.54)
such that
Ht(z) = Fo(-z) (2.55)
Ft(z) =  -Ho( -z )  (2.56)
The coefficients for the analysis filters are the factors of H q ( z )  and Hi(z), low pass 
and high pass filters respectively. The synthesis filters are Fa(z) and F\(z). These 
filters are known as the Q uadrature M irror Filters (QMF) and guarantee perfect 
reconstruction. There may be more than one way to factor P q { z ) and Pi(z). Different 
factorizations may generate different low pass and high pass filters for both, analysis 
and synthesis.
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Fast Wavelet Transform of Images
So far, the fast wavelet transform has been applied to unidimensional signals. Be­
cause wavelet and scaling functions used in this dissertation are orthogonal to each 
other, multidimensional signals can be decomposed by consecutively applying wavelet 
analysis in each of the dimensions. Also, because is understood that the dimensions 
in which the signal spans are orthogonal, the order in which the dimensions are con­
sidered for wavelet analysis does not affect the result.
Images are bidimensional signals. Wavelet analysis entails the use of low pass and high 
pass filters with downsampling in the image’s rows, followed by the same procedure 
applied to the image’s columns. Figure 2.20 shows this process.
Wavelet analysis could have been applied to the columns first and the rows later. The 
result is the same, the original image is decomposed into four component images. One 
of the images contains the trends generated by the low pass filters applied in both 
dimensions. Two of the images have the low pass applied to one of its dimensions 
and the high pass to the other. The image with the low pass applied to the rows 
is known as the horizontal component of the image, while the image with the low 
pass applied to the columns is the vertical component. The final image contains 
the fluctuations generated by the high pass filters applied in both dimensions. It is 
known as the diagonal component.
Wavelet analysis can be applied recursively to the generated trend images. This is 
the fast wavelet transform applied to images. For unidimensional signals, the fast 
wavelet transform generates a series of functions that add up to the original signal. 
In the case of images, the fast wavelet transform generates a quad tree  of images. A 
quadtree is a tree where every interior node has four children. A quadtree is a data 
structure often used for image representation and manipulation. In the case of the 
fast wavelet transform, the root of the tree is the original image that decomposes into























































































(b) Image Wavelet Synthesis
Figure 2.20: Wavelet analysis of an image.
Reconstructed
Image
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the four component images, the four children. Only the trend images are decomposed 
in successive transformations. They are the interior nodes that generate four more 
children. Each application of the fast wavelet transform generates a new level for 
the quadtree. The original image is at level 0, the first transform generates level 1, 
the second level 2, and so on. The quadtree is skewed toward the side of the trend 
images. Figure 2.21 shows a typical quadtree.
Wavelet theory is explained in detail by Chui [2]. The relation between wavelets and 
filters is greatly emphasized in Strang and Nguyen [33]. A good practical descrip­
tion of wavelet analysis can be found in the Matlab manual for the wavelet toolbox 
[20]. Theory and some previous applications of wavelet analysis to oceanography and 
meteorology were described in Meyers et al. [19], Liu et al. [14] and Torrence and 
Compo [36].
2.2 Measures of Similarity
With the usage of signals of different kinds, invariably the issue of signal comparison 
is addressed. The simplest standard to compare two signals is comparing signal values 
over their domains. This implies the domains for both signals are equal or an analysis 
restricted only to the non-empty intersection of these domains. The results obtained 
with this approach are simple but not very useful. That is either both signals are 
exactly the same or they are not. It is of greater interest to have a measurement of 
similarity that indicates the degree of likeness or difference between the signals. This 
is the topic of this section.
2.2.1 Coefficient of Correlation
Given two sets of variables X  and Y,  each with n elements (X = {xfc}> Y  =  {y*}, k = 
1 , . . . ,  n), with a functional dependency of the form /  : X  —> Y  postulated between 
the sets, if the functional dependency holds deterministically then Vx* € X,  Vyfc € 
Y  : yk =  /(£*)• In the “real world”, signal values are subject to noise and rarely hold








Trend Horizontal Vertical Diagonal
* • K\V Level 2
Figure 2.21: Quadtree from a fast wavelet decomposition of an image.
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this strong correspondence. However, it is possible to measure how they deviate from 
a desired functional relationship.
Assuming that the functional relationship is linear:
Y  = bQ + bxX  (2.57)
The goal will be to minimize the differences between the real values and those pre­
dicted by equation (2.57). This is done by finding parameters b0 and by that minimize 
the following expression:
G = i t ( y k -(bo + byxk))2 (2.58)
jt=i
These parameters are found taking derivatives of (2.58) with respect to 60 and &i and 
equating the resultant to zero:
? r  =  s  (v* -  (*. +  M»)) = o (2.59)dbo S
fir1 n
■sr = I t ,  ( y k -  (feo + byxk))xk =  0 (2.60)
d t ) l  fc=l
This is the least squares m ethod  of regression and equations (2.59) and (2.60) 
are called the normal equations. Their simultaneous solution yields:
b0 -  y -  byx (2.61)
h -  ^ k = A x k - x ) { y k - y )  (2 0)
1 ~  EU=i (** -  i )2 ( W
where x and y are the averages of xk and yk respectively.
The total sum of squares (T S S ) is a measurement of the information that can be
obtained from the variables X  and Y  with the proposed functional relation / .  It is
defined as:
T S S  = j 2 ( y k - y )2 (2.63)
fc=i
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Using yt  as the predicted value /(x*), equation (2.63) can be expanded as follows:
T S S  = '52{yk- yk  + y k - y ) 2 =  E  fa* ~yik)2+ E  (»* ~ S )2 + 2 £  (»* ~ &)(&*~ v )
k=l fc=I k=l k-1
(2.64)
Using the normal equations, the last term in equation (2.64) becomes zero and the 
final version of T S S  is
T S S  =  £  (yk -  y‘k?  + E  (yjfc -  y ?  = SSE +  S S R  (2.65)
*=1 Jk=l
S S R  is the sum of squares due to regression. It is the portion of T S S  that can be 
explained by the functional relationship described in equation (2.57). S S E  is the sum 
of squares of the part of T S S  due to noise and errors. Figure 2.22 shows graphically 
the values associated with S S E , S S R  and TSS.
The coefficient of determ ination  r2 is the ratio SSR/TSS :
_ 2  iVk y) /et cc\
T =  -----7------------------------------------------------------------------ ( 2 -6 6 )E2= i (vk -  y r
It indicates the degree in which the functional relationship /  explains the relation 
between the variables A' and Y. r2 has values in the closed interval [0,1]. A value of 
one indicates a perfect relationship that explains every value in the sets. Values closer 
to zero indicate that the function /  is a poor predictor of the relation between A' and 
F. It can be seen that equation (2.66) is independent of the functional relationship 
that defines y*- This can be linear, as in this section or non-linear. If the functional 
relationship described by equation (2.57) is used, equation (2.66) is transformed into:
2  _  K i U  -  * ) ( » *  -  i / ) P  „
(i* -  £)2]Efc=i (yk -  s)2] '
The coefficient of correlation r, also known as the cross correlation, is the 
square root of equation (2.67).
r =  E iU  f a  -  -  V) (2.68)
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Difference due to error
Difference due to (Xj - x )
Real value o f  Y
Predicted value o f  Y
Average value o f  Y
Average value o f  X'
Figure 2.22: Visual description of the components involved in a least squares method.
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Its sign can be obtained by keeping the sign of its numerator, the only term in the 
fraction that can be non-positive. This sign is the same as the sign of the parameter 
bi, the slope.
In this dissertation, the coefficient of correlation will be used to compare images 
or sections of images to determine their similarity. As indicated in subsection 2.1.1, 
images are bidimensional arrays that contain discrete values of a property. To compare 
a section X  of an image with a section Y  of the same (or any other) image, both 
sections should be the same size in each of their corresponding dimensions. This allows 
the establishment of a correspondence of pixels X[i,j] in section X  with the pixels 
Y'[i, j ] in equivalent positions. The set of all ordinated pairs (xk) yk) =  (X[i, j], Y[i, j]) 
so generated, can be used to calculate the coefficient of correlation, equation (2.68). 
Values close to one indicate high similarity between sections X  and Y.
Equation (2.68) is to be used with discrete signals. Two continuous signals over the 
same domain can be compared with the coefficient of correlation if the summations 
are replaced by integrals over the common domain D, as:
r  = f D( x - x ) ( y - y ) d x d y
\J[Sd (*  -  x ) 2dx][SD (y  -  v ) 2d y\
More on cross correlation can be found in Spiegel [30].
2.2.2 Other Measurements of Similarity
The coefficient of correlation is a good indicator of the similarity between two signals. 
However, it is a ratio, and as such, it does not show the magnitude of the numerical 
difference between the signals. Other measurements could be used to complement 
the information provided by the coefficient of correlation. The sum  of absolute 
differences (SAD)  determines the total difference between signals. It is obtained by 
adding the absolute difference at every point in the common domain of the signals.
SAD = j 2 \ x " - y k \  (2.70)
*=i
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This error measurement increases with the signal size, therefore the average abso­
lu te  difference (AAD) is often used and it is defined:
A A D = ] - f ^ \ x k - y k\ (2-71)
n *=i
If signal X  with values x* is considered to be the source, against v/hich the second 
signal Y  with values y* is to be compared, then another ratio can be defined that 
indicates the average relative difference of signal Y  with respect to signal X.  This is 
the relative absolute difference (RAD):
RAD = - f  \ — ~ ^  (2.72)
n tei **
Equations (2.70), (2.71) and (2.72) can also be modified for continuous signals by 
replacing the summations with integrals over the common domain of the signals.
In some applications, especially those which favor computation of continuous func­
tions, the absolute value function in SA D , AAD  and RAD  is replaced by the square 
power function. This increases the values of the coefficients, a fact that should be 
remembered when comparative studies between more than two signals are expected.
2.3 Signal Smoothing, Interpolation and Extrapo­
lation
As indicated in subsection 2.1.2, smoothing is the practice of eliminating noise from 
signals. Noise is identified with the high frequencies in a signal. It could be random 
noise with a uniform distribution of energy that averages to zero, or it could be noise 
with a particular frequency or frequencies. Figure 2.7 presents both kinds of noise. 
The random noise is associated with the ripples at high frequencies. On the other 
hand, the peak at 100 cycles per time unit could be considered part of the signal, or 
non-random noise. The application determines how that frequency should be treated.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
74
There are various ways in which smoothing can be accomplished. Subsection 2.1.2 
described smoothing that involves filters. Another way to smooth involves the repre­
sentation of the signal as a series of terms, like those obtained by Fourier or wavelet 
decomposition. Generally, the terms in these representations diminish in energy as 
the series increases. Keeping only the terms with high energy would eliminate the 
noise and produce smoothing.
The least squares method presented in the previous section, could also be used to 
eliminate noise. The idea here is to find an appropriate model that maximizes the 
coefficient of correlation. This model could be different than the linear model pre­
sented, as long as it explains the relation between the variables under study. Once 
a model is found, it can be used instead of the original signal. If the coefficient of 
correlation is high, any discrepancies between real values and the values predicted by 
the model could be attributed to noise.
The next section describes a method to smooth vector fields, a topic of interest in 
this dissertation.
2.3.1 Smoothing of Vector Fields
The evaluation of velocity vector fields in this dissertation will require smoothing of 
these vector fields at various stages. A typical vector field without smoothing is pre­
sented on Figure 2.23. It shows a section of image pixels, which have tentative velocity 
vectors assigned from previous calculations. This assignment was done individually, 
pixel by pixel without any consideration for the velocity vectors of neighboring pixels. 
Such an arrangement could generate inconsistencies in the vector field when vectors 
appear to collapse on a single pixel or become colinear. While these situations are 
possible in a general vector field, the vector fields desired in this research are smooth 
and coordinated. The mechanism by which velocity vector fields are smoothed comes 
from Leming’s dissertation [13] and involves the assumption that velocity vector fields





Figure 2.23: A noisy vector field over a section of an image.
should be linear within small neighborhoods. This implies that for a pixel located at 
position (Xj, j/j), the estimates of its velocity components (u,_,, Uy) are expressed by:
Uij = A +  Bxi + Cyj (2.73)
vtj =  D + Exi +  Fijj (2-74)
The goal of the method is to minimize any discrepancy between the original velocity 
vector field (utJ, %) and the estimates proposed by the previous correlations. For 
this purpose, a small neighborhood 5 around the position (Xi,yj) is considered, and 
the following expression is to be minimized:
M =  53 (A +  Bi i  + Cyj -  Uij)2 -\-{D + Ei i  + Fyj -  % )2 (2.75)
s
To minimize this expression, partial derivatives with respect to the parameters A 
through F  within the neighborhood S  are obtained and equated to zero. Assuming
the neighborhood 5  of a pixel (xj,j/j) is centered around it, this position can be
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considered to be (t,j)  =  (0,0), as shown on Figure 2.23. If the neighborhood S  of 
pixel (xQ,yo) consists of itself and the eight pixels surrounding it, then the values of 
the parameters A through F  that minimize expression M  are:
A = ^ i L  B =  c = % UiT
n ^  76)
D = ' ^ l  E  =  F  =
n 4  L,j v.j
Because of the large number of pixels in an image, instead of directly solving a 
system of equations for all of the pixels, an iterative process is used to approximate 
the solution in each neighborhood. This process follows: beginning at a chosen pixel, 
the neighborhood S  is centered around it and the values of the parameters A through 
F  are determined using equations (2.76). The value of the velocity components 
is updated for each pixel in the neighborhood using equations (2.73) and (2.74). 
The neighborhood is then displaced to another pixel and similar calculations are 
performed. New neighborhoods are selected until every one, around every pixel in 
the image, have been updated. This new velocity vector field is smoother and more 
locally linear than the previous one. This whole process can be repeated, making the 
vector field smoother each time until convergence. There is a. practical threshold for 
iterations of this process and it is given by the little difference found in the vector 
fields after consecutive iterations. The way pixels are chosen in each iteration for 
the center of each neighborhood seems to have little impact in the final results. This 
dissertation employed a systematic spiral navigation of the image starting at its center, 
as presented in Figure 2.24. This figure also shows the result of smoothing.
2.4 Interpolation, Extrapolation and Warping
A discrete signal g[n] contains values at specific points within its domain t. Sometimes 
the value of the signal is required at positions between known points. Interpolation 
is used to estimate these values. An concept akin to interpolation is extrapolation,







Figure 2.24: A smoothed vector field over a section of an image and smooth­
ing calculation path.
the process of estimating values of points beyond the domain. First this subsection 
describes interpolation in the context of this dissertation. Then interpolation will be 
used to derive extrapolation and warping techniques.
When the signal </[n] is the discrete representation of a continuous signal g(t), it is 
possible to obtain values by sampling g(t) at the appropriate positions. In most real 
cases, this is not possible, because g(t) is not available, therefore, the interpolation is 
used to estimate required values with information from the discrete signal. Usually, 
the values of the discrete signal closer to the positions of interest are fit with a 
functional form that satisfies some desired properties. These properties may include 
proximity to real values, smoothness and functional simplicity.
This dissertation will use interpolation to estimate values of properties within a bidi- 
mensional domain, specifically, an image. The method used is bilinear in terpola­
tion. It assumes a simple linear relation between the discrete values in both dimen­
sions. Using this, a bidimensional discrete signal S[i, j] is obtained from sampling a
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function S(x,y)  at equal intervals in both dimensions. The values of 5[i, j] span a 
grid of values over the domain. The indexes i and j  represent position (x^y,) in the 
domain. The goal is to interpolate a value at position (xp,yp) within the rectangle R  
defined by 4 points (x^y*), (xi+l,y,), (xi+l,yJ+i) and (xj,yJ+l), listed counterclockwise 
from the bottom left corner of a quadrangle. This can be seen in Figure 2.25. The 
interpolated value is obtained from the following relation:
S(xp,yp) =  (1 -  a )( l — P)S(xi ,yj)  4- ( a ) ( l  -  (3)S(xi+\,yj) +
(1 -  a)(p)S(xi+l,yj+0 + (a)(/3)S(xi, yj+l) (2.77)
where the values of a  and (3 are:
a  =  (xp -  Xi)/(xi+i -  Xi) (2.78)
0 =  (yP-  %)/(yj+i ~ Vi) (2.79)
Values of a  and /3 are fractions from zero to one that indicate how far the coordinates 
of the position (xp,yp) are from the point (xi,yj).
Extrapolation can be attained as an extension of interpolation. Equation (2.77) 
represents a surface in a tridimensional space. Although the intent is to use it as 
the interpolator within the rectangle R, it can also estimate values outside. The 
estimations will not be as reliable as interpolation, but they could be the only values 
available for a point (xp,yp) not circumscribed by known values of the signal 5[z, j). 
Examples of this are the borders of the image, image corners, and areas where not all 
the values are known. It is advisable not to extrapolate too far from the rectangular 
region. The confidence in the estimation decreases the farther the point evaluated is 
from the rectangle.
Bilinear interpolation can also be used to transform a signal subject to a pattern of 
distortion. For example, a pattern of distortion can be produced by the application
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I 1+1
Figure 2.25: Interpolation points for a signal in a regular grid.
of a vector field over the signal domain. This process is known as warping. Consider 
a rectangle R  on a grid that supports a discrete signal and a vector field is applied to 
its domain. The vector field assigns specific vector components (u^Uy) to the points 
(xi,yj) on each corner of the rectangle R, the new location (Xi,yj) of these points 
becomes:
Xi =  Xi +  Uij (2.80)
yj = yj +vij (2.81)
Every point within the rectangle R will have coordinate changes based on these new 
positions of its corners. The relationship between old and new coordinates for points 
within the rectangle can be expressed as:
X i  =  a x i  +  b y j  +  c X i U j  +  d  (2.82)
x i =  exi +  f y j  +  giiVj +  h (2.83)
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The eight values of the parameters a through h are calculated by the solution of the 
eight linear equations generated with the replacement of the old and new coordinates 
for the corners of R  in equations (2.82) and (2.83). This system of equations has 
a solution if the applied vectors do not generate an ill-defined system. A rectangle 
that is ill-defined becomes a triangle, or produces any other sort of colinearity in the 
corner points. Figure 2.26 shows the effect of warping and a ill-defined warping. 
Finally, with a new set of coordinates for the rectangle R, the values of the discrete 
signal are also translated with these new coordinates. For points ( ip,yp) within the 
rectangle, the value of the signal can be estimated using a relation similar to equations 
(2.82)and (2.83):
S(xP, yp) = a'ii + b'ijj +  c'ijj/j +  d! (2.84)
The four parameters a' through b' are evaluated again by solving this system of four 
linear equations created by the corners of the rectangle R  in equation (2.84). 
Interpolation, extrapolation and smoothing are also explained in Youla and Webb[41], 
Gonzalez and Woods [7], Gerald and Wheatley [6] and Leming [13].
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Figure 2.26: Warping a signal over a discrete grid.
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Chapter 3 
Algorithm Description
This chapter presents our algorithm for the estimation of velocity vector fields from 
SST images. This algorithm belongs in the category of similarity methods used 
to solve this problem and it was inspired by some ideas presented by Leming [13] 
associated with novel developments in this dissertation research.
The algorithm requires two SST images of the same size from the same geographical 
area with the same point of view. These are called the source and target images. 
The time interval between images must be known and it should not exceed twenty 
four hours to satisfy the “advection only” assumption that a solution for this problem 
requires [16]. These images should also portray oceanic surfaces without sun glints 
and with minimal cloud coverage in the study area.
As described in subsection 1.4.2 a similarity method defines a sample window in the 
source image and a trial window in the target image. The algorithm presented uses 
a 3 pixel by 3 pixel sample window centered on every interior pixel in the source 
image. This is the minimum size to be considered for a sample window. Bigger 
sizes could have been chosen, but the algorithm’s use for various resolution levels 
and the strategy used to the search for points of maximum similarity tend to favor 
smaller sample windows to minimize computations. For every sample window in the 
source image there is a corresponding trial window in the target image. The center 
of the trial window is the pivot location. The pivot location is the position in the 
target image that is designated as equivalent to the center of the sample window. 
The equivalence is based in positional registration of features between the two images
82
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and it will be detailed in the following sections. The target window is a 5 pixel by 5 
pixel neighborhood. This size allows a similarity search of, at most 1 pixel in every 
direction.
To explain the algorithm, two SST images from the Gulf Coast will be used. They 
were taken by the NOAA-11 satellite on December 14,1993 at 23:07GMT and De­
cember 15,1993 at 22:53GMT. The area depicted lies between 29.455N and 27.465N 
latitudes and 94.495W and 92.244W longitudes. These images are shown in Figure
3.1 and Figure 3.2, the source and target respectively.
3.1 First Step: Image Decomposition
The first step in the algorithm is the wavelet analysis of source and target images. The 
reason for this analysis is to compare source and target images at various resolution 
levels. The analysis is done with the fast wavelet transform procedure applied to 
images and described in subsection 2.1.3.
In this procedure an image is recursively filtered with wavelet analysis filters and 
downsampled. The most efficient execution of these two activities is to perform partial 
convolutions of the scaling and wavelet coefficients with the rows and columns of the 
image. This method was used by Press et al. [25] in their programs for fast wavelet 
transforms. As seen previously, convolution is the counterpart of the multiplication 
of Fourier transforms for functions and thus becomes a filtering process when one of 
the functions is a filter, like the wavelet functions.
Part (a) of Figure 3.3 shows the convolution process. The vertical array with eight 
values is the signal representing a row or a column in the image. The filter is the 
vertical array with four values. During convolution the filter is moved along the direc­
tion of the signal, multiplying the corresponding values in the signal and adding the 
results. If the signal has a length of m  and the filter has a length of n, a convolution
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Figure 3.1: Source SST image from NOAA 11, Dec.14, 1993 23:07 GMT.
Figure 3.2: Target SST image from NOAA 11, Dec.15, 1993 22:53 GMT.





































(b) Partial convolution of a signal with a filter. 
(Filtering & Downsampling combined)
Figure 3.3: Signal filtering with convolution.
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will generate m -fn—1 values. But half of these values will be removed with downsam­
pling, which eliminates every other value. Instead of doing unnecessary computations, 
a partial convolution performs the required operations to filter and downsample the 
signal in one pass. This is achieved by skipping every other position while moving as 
depicted in part (b) of Figure 3.3. The number of generated values nm will be given 
by the following equation that takes into account the downsampling of odd and even 
number of points:
■ m +  n — 1. ^  x
nm — L 2  -I (3-1)
Each row in the image is partially convoluted, generating a new row of length nT from 
an original row length of r. This is followed by the partial convolution of each of the 
nr columns. If the original column length is c the new columns generated will be of 
length nc. The order of the convolutions could have been exchanged with columns 
first followed by rows. In either case the result is the same, a filtered nr x nc image. 
The filtering process is done only if the original signal length is greater than the
filter length. Filtering rows and columns with low and high pass filters (the scaling
and wavelet coefficients) generates four images each with half the resolution of the 
original image and lengths given by equation (3.1). The image produced with the low 
pass filter applied to both the rows and columns is the trend sub-image. The image 
with the low pass filter applied to only its rows contains trends in the horizontal 
dimension, and therefore is known as the horizontal component of the image or the 
horizontal sub-image. Similarly, the image produced by the application of the low 
pass filter to only the columns is the vertical component of the image, or vertical 
sub-image and contains the trend in the vertical dimension. The remaining image is 
the diagonal sub-image with the high pass components on both the rows and columns. 
Figure 3.4 shows the four sub-images obtained by one application of the fast wavelet
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transform on the source SST image, Figure 3.1. Daubechies 2 wavelets were used for 
the analysis.
The filtering process is repeated recursively, using the trend sub-image as the new 
input image. The final product of this recursive fast wavelet transform is a quadtree 
with the original image as its root and at each other level the wavelet analysis of the 
trend sub-image from the previous level. Figure 3.5 presents a quadtree generated by 
this process.
Before wavelet analysis can be performed, the number of levels in the quadtree must 
be determined, i.e., the number of steps for the fast wavelet transform. In many 
wavelet applications, the number of analysis steps have to be determined by trial and 
error fashion, to render the best number for a specific problem. Fortunately in this 
problem, the number can be determined when a value for the expected maximum 
velocity is set.
Given an expected maximum velocity for the oceanic surfaces vmax, in units of dis­
tance per time, and the time interval between images At, the expected maximum 
velocity in pixels per unit time vmaxpixeis is expressed by the following relation:
_ Vmax At 
^maxpixels — «-> »Resolution
where Resolution is the satellite resolution in units of distance per pixel (1.1132 
km/pixel in current NOAA satellite radiometers). The value of vmaxpixeis indicates 
how far an image pixel can be displaced during the time interval. Pixels within 
a distance v maxpixeis from any side of the image can be considered as pixels in the 
border of the image. Interior pixels are all the remaining pixels at the core of the 
image. No procedure can determine with certainty the displacement of a pixel in 
the border, because the pixel might have moved outside the field of view. Confident 
displacement estimations can be made only in interior pixels.
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Trend Image Vertical fluctuation image
Horizontal fluctuation image Diagonal fluctuation image
Figure 3.4: One level wavelet transform of a SST (Source image Figure 3.1).




Trend Horizontal Vertical Diagonal
Horizontal Vertical DiagonalTrend
Figure 3.5: A quadtree generated by the fast wavelet transform.
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Traditional similarity methods compare sample windows centered on every interior 
pixel in the source image with neighborhoods of the same size within a trial window 
in the target image. Large maximum velocities would produce large trial windows 
and consequently would require a large number of comparisons and computations. 
However, wavelet analysis reduces the number of computations required. For example, 
if source and target images are decomposed using wavelet analysis only once, the new 
images obtained are at half-scale. Each of their pixels represents 4 pixels from the 
original images (2 pixels in each direction). The total number of pixels in the new 
images is reduced to approximately one-fourth the size of the original image. In the 
new image, the value of v maxpixeu  is half of what it is in the original image, because the 
value of the Resolution is doubled. Every additional decomposition step reduces the 
scale and the value of v maxpixeu  in similar proportion. This process can be repeated 
until the value of vmaxpixels is, at most, one pixel per time period. Here, a 3-by-3-pixel 
sample window can be matched with neighborhoods of a 5-by-5-pixel trial window, 
where the displacement is, at most, one pixel.
In summary, the number of levels in the quadtree can be determined by considering 
the number of decompositions required to obtain an expected maximum velocity of, 
at most, one pixel at the last level of the quadtree. The number of levels nl is then:
Ul =  [log2 Vmaxpixeis] +  1 = [log2 ( ^ - 2 ^ — )]  +  1 (3.3)
This logarithm (base two) indicates the number of decompositions required; the +1 
represents the original image that is included in the number of levels. The ceiling 
function (|~|) causes the result of this logarithm to be an integer. Equation (3.3) 
assumes that both original images are large enough to be fully decomposed in both 
dimensions to the number of levels indicated by nl. This means that at the last
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decomposition level the number of pixels in the image is more than the support of 
the wavelet filters used in the horizontal and vertical dimensions.
3.2 Second Step: Similarity Evaluations
With quadtrees constructed for both source and target images, the associated ve­
locity vector field is estimated by the analysis of the similarity of features between 
corresponding quadtree levels.
Similarities are evaluated starting at the lowest level of the quadtree and continue, one 
level at the time, toward the root, the original image. Note that except for the root, 
every level contains four sub-images that can be used for comparison. The procedure 
could be applied to any of these sub-images or their linear combinations. However, 
as explained in the next chapter, only treud and diagonal sub-images provide good 
results in similarity comparisons. In this chapter we will assume, without losing 
generality, that comparisons are made using the diagonal sub-images at each level, 
except the root, where original images are used. The diagonal sub-images will be 
called the source diagonal sub-images and the target diagonal sub-images for 
source and target quadtrees respectively.
At any given level, every interior pixel in the source diagonal sub-image will initiate 
a similarity calculation. Here again, an interior pixel is any pixel that is not on the 
border. A number rif, is determined by the difference between the size of the trial 
and sample window sides. Having selected sides of 5 pixels and 3 pixels for the trial 
and sample windows respectively results in a value of =  5 — 3 =  2. The image 
border is made up of the first n* rows and columns in the image and the last n* rows 
and columns. If the border has less than n6 rows or columns, some trial windows 
would lie outside the target diagonal sub-image and similarity calculations could not 
be performed in all directions.
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When an interior pixel in a  source diagonal sub-image initiates similarity calculations, 
it becomes the center of a 3-by-3-pixel sample window. Figure 3.6 shows a typical 
sample window around a pixel with indexes Pixels are drawn as squares. Pixel 
values are representative of the temperatures on the areas covered by the squares and 
are assumed to be at the center of the pixel (drawn as black dots).
Every sample window will be matched with windows of the same size within its 
corresponding trial window from the target diagonal sub-image. A trial window is a 
5-by-5-pixel window centered on a point known as the pivot location. At the lowest 
level in the quadtree, a sample window centered on the pixel (i ,j) in the source 
diagonal sub-image determines a trial window centered on the pixel (i,j) in the target 
diagonal sub-image. Its pivot location is at the center of the pixel (i, j) in the target 
diagonal sub-image. The search for similarity starts at the same geographical location 
in source and target diagonal sub-images.
For the remaining levels in the quadtree, some velocity information has been deter­
mined by the time they are analyzed because each sample window has a previous 
associated velocity vector (u,7, % ). Its corresponding trial window is centered at the 
pivot location (t +  utJ-, j  + Vij) in the target diagonal sub-image. This pivot location 
may not have integer components and therefore, it may lie in between pixel values. 
Figure 3.6 also depicts the trial windows for the lowest level and the other levels in 
the quadtree.
When sample and trial windows are identified in their respective diagonal sub-images, 
similarity is evaluated using the coefficient of correlation or cross correlation defined 
by equation (2.69) and rewritten below:
r  =  /d (J  ~ *)(y ~ y)dxdV (3  4 )
\J[Id (x -  x )2<Ix ][Jd (y -  y)2dv\
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Figure 3.6: Sample and trial windows in source and target images.
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The goal is to find the position within the trial window that maximizes the cross 
correlation. Because the windows sizes are set for a displacement of at most one 
pixel, the algorithm evaluates the cross correlation of points separated by at most 
one pixel from the pivot location. These points lie within a circle of one pixel radius 
around the pivot location. Figure 3.6 shows this circle in the depicted trial window. 
The points in the circle could be infinite in number, but the algorithm only evaluates 
those within a regular grid centered on the pivot location and separated by distances of
0.1 pixel in the horizontal and vertical axes. The point at which the cross correlation 
is maximum indicates the destination that best resembles the sample window. The 
vector from the pivot location to this point is the displacement vector that must be 
added to the initial vector (u{j, Vij). This new vector is a refinement on the initial 
vector. For the lowest level in the quadtree, no vector (iiy, «y) is provided and the 
displacement vector is the first estimate of the displacement of the pixel. Figure 3.7 
shows a set of cross correlations over a trial window. The maximum point of this 
surface determines the displacement vector.
The following are some observations regarding the determination of the maximum 
cross correlation:
1 . The initial vector (uy , % ) could locate the pivot on or beyond the border of the 
image. At these locations, it is impossible to estimate cross correlations, because 
not enough pixels are available in the trial window. Therefore calculations are 
not performed and the initial vector is assumed to be correct without any more 
refinement. This is the best estimate possible with the available information.
2. The values used for comparison are the values of the filtered images, not the 
original SST values. This does not affect the outcome of the similarity calcu­
lations because both sets of values, the original and the filtered SST values,
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are related by linear operations applied to the images within each level of the 
quadtree.
3. Sample and trial window sizes remain constant for all levels of the quadtree. 
This does not limit the range of allowed displacements for the pixels, but breaks 
the range into more manageable sections based on the resolution for each level. 
At the lowest level any displacement is reduced to a value between zero to one 
pixel. This displacement is doubled at each higher level, because the resolution 
decreases by half at each level. Any new displacement discovered will refine 
the original displacement, but not at the same order of magnitude, it will be a 
fraction of the maximum displacement. This fraction is one-half of the previous 
level because details that influence similarity calculations are revealed at higher 
levels at one-half the resolution. A favorable consequence of the constant size 
windows is that calculations are equivalent at all levels in the quadtree. 
Examples of the results obtained with similarity calculations are presented on Figures
3.8 and 3.9 which show the velocity vector fields for the last level of the quadtrees 
and the previous level. They are plotted with the source diagonal sub-image used 
for this calculation. Notice the pivot locations on Figure 3.9 that were used as the 
starting points for vector refinements.
Figure 3.10 shows the velocity vector field obtained when the estimates for velocities 
at the lowest level in the quadtree are added to the estimates at the next level.
3.3 Third Step: Smoothing the Vector Field
The values obtained by similarity calculations are the velocity vectors that were cal­
culated for a sample window without considering any movement in the other adjacent 
sample windows. This is an optimization process that is based only on local infor­
mation without considering the displacement of any other pixel. This process may
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Figure 3.8: Velocity vector field estimates at the lowest level in the quadtree.
Figure 3.9: Velocity vector field estimates at level before the lowest in the quadtree.
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Figure 3.10: Velocity vector field estimates after addition of last two levels.
generate a vector field that does not represent a coherent displacement of pixels from 
image to image.
A vector field smoothing process is performed at this stage to determine agreement 
between the independent estimations of velocity vectors on contiguous pixels. The 
process was described in subsection 2.2.1. It assumes that velocity vector fields within 
a small neighborhood are linear. Equations (2.73) and (2.74) from subsection 2.2.1 
define the shape of the velocity vector field for a small neighborhood around a given 
pixel. It is important to define what small means. The equations previously men­
tioned were used to smooth a 3-by-3 pixel neighborhood around every interior pixel 
in the image. When the resolution of an NOAA SST image is considered, this neigh­
borhood may extend up to 1.65 Km in radius. This is an area of reasonable size 
in which linearity is expected, or at least assumed. However, the smoothing process 
must be repeated at every level in the quadtree, because at each of these levels the
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vectors are estimated locally. For a quadtree with several levels, this means that at 
lower levels, linearity is imposed over vast oceanographic regions. For example, in a 
quadtree with 6  levels (including the original image), every pixel at the lowest level 
(level 5) represents an area with a radius 2s larger than the original image. With 
the NOAA SST image, this results in a radius of 52.8 Km, where the assumption of 
linearity cannot be justified.
The algorithm presented solves this problem by vector field smoothing at an appro­
priate resolution level. When a vector field at a low level in the quadtree is to be 
smoothed, it is transformed into another vector field with the resolution of the orig­
inal image at the root. The new vector field is smoothed and transformed back to 
its initial resolution. The transformations to higher resolutions and back require a 
consistent vector field with representative values at each level. Wavelet synthesis and 
analysis ensures these characteristics and were chosen for this task.
It must be emphasized that the wavelet transform will be applied to the vector field. 
This implies that not only it must be applied in two dimensions, but also that it must 
applied to the vector components independently. The components are orthogonal, so 
to apply the transform separately is sound. Also notice the algorithm uses wavelet 
synthesis first because the vector field at the lowest level in the quadtree becomes 
the trend sub-image in the estimated vector field. Wavelet synthesis fills the gaps 
between vectors in the vector field at higher resolutions. After smoothing, wavelet 
analysis will recover the trend of the smoothed vector field at the desired resolution 
level.
The process follows: orthogonal wavelet filters that allow perfect reconstruction are 
chosen. The vector field generated at a given level is used as the trend sub-image for 
wavelet synthesis. The horizontal, vertical and diagonal sub-images are assumed to 
contain zero values at all levels for wavelet synthesis. Two quadtrees of images are
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generated from the level at which the wavelet synthesis started (i.e.,from bottom to 
root), one for each vector component. The vector field at the root is smoothed by the 
method in subsection 2.2.1. The smoothed components of the vector field are sepa­
rately decomposed using wavelet analysis to the level the process started. Only the 
final trends are kept, because they contain the required velocity components of the 
vector field at the same resolution of the level being considered. The horizontal, ver­
tical and diagonal sub-images produced are not needed, even though after smoothing 
they may contain some non-zero values.
Smoothing with this procedure does no harsh modification of the values found by 
similarity calculations, it only determines agreement with their neighbors, at higher 
resolutions. By contrast, huge modifications are expected after smoothing, if syn­
thesis and analysis are ignored. Figures 3.11 and 3.12 are the result of applying the 
smoothing process with 30 iterations to the velocity vector fields shown in Figures
3.8 and 3.10 respectively.
3.4 Fourth Step: Vector Field Refinement
3.4.1 Border Extrapolation
Once a vector field is smoothed, there is the possibility of increasing its size by 
extrapolating vector components at its borders. This action increases the coverage 
of the vector field over the image. Extrapolation can be done with the method in 
section 2.4. Each vector component is extrapolated independently. Only the pixels 
in the border that are the closest to the domain of the smoothed vector field will 
be extrapolated for velocity vectors. These pixels correspond to the row and column 
immediately before the first row and column in the domain of the vector field and the 
row and column immediately after the last row and column in the same domain. They 
are depicted in Figure 3.13. Square dots in the image indicate the positions used in the 
calculations and the arrows indicate the points that generate the extrapolated values.
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1 2 3 4 5 6 7
Figure 3.11: Smoothed velocity vector field at the lowest level in the quadtree.
2 4 6 8 10 12
Figure 3.12: Smoothed velocity vector field after calculations for two levels 
of the quadtree.
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Extrapolation beyond these pixels will probably not produce reasonable estimates. 
Even estimates for the pixels being extrapolated should be accepted with caution. 
Normal abrupt changes in velocity patterns in the sea may not be compatible with 
the smoothed estimates for extrapolation. It is not recommended to use extrapolation 
in these circumstances.
Left-top comer Top border Righ-top comer
Right borderLeft border
Right-bottom comerBottom borderLeft-bottom comer
Figure 3.13: Extrapolated positions on a vector field.
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Figure 3.13 shows pixels, for which velocity vectors will be extrapolated, aligned 
within the rows and columns of the image. Equation (2.77) for extrapolation is 
simplified, because the parameters a  and 0  become zero, one or minus one according 
to their position.
Vector Extrapolation exercised at all the levels on the quadtree has a multiplicative 
effect, because the additional rows and columns of velocity vectors extrapolation 
added at one level are doubled at the following higher level during scale-up. From 
this recursive process, the total number of rows or columns added in the extrapolation 
of a quadtree with n levels is given by the following expression:
n
Extra Rows (Columns) added =  52 2* (3.5)
i—0
3.4.2 Vector Scale-Up
Up to this point, for a given level in a quadtree, the velocity vector field has been 
estimated, smoothed and possibly extrapolated. This vector field is used to determine 
pivot locations when similarity calculations are performed in the level immediately 
above in the quadtree. Vector field estimates at consecutive levels in a quadtree differ 
by a factor of 2 in their resolution. Accordingly, to obtain the pivot locations, vector 
fields at a given level need to scale-up to the resolution of the level above.
Scale-up can be obtained with wavelet synthesis, as was done with smoothing. How­
ever, no wavelet analysis follows and the transformed estimates will be carried out 
permanently to the final vector field. To avoid undue influence by the synthesis filters 
on the final result, a minimum support on the wavelet for synthesis is desired. The 
Haar wavelets with the smallest possible support are chosen for the task. Using Haar 
wavelets for synthesis is equivalent to the process of interpolation of vector compo­
nents between every row and every column in the vector field and extrapolation on
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the last row and column. Again, equation (2.77) will be used for these interpolations 
and extrapolations.
Figures 3.14 and 3.15 show the scale-up of the velocity vector field at a lower level in 
the quadtree to the next higher level.
3.4.3 Border Clipping
Before the scaled-up vector field can be used at the higher level, the number of vectors 
it contains may be more than required at that level. The reason for this discrepancy 
can be traced back to wavelet analysis, where the number of pixels in a level depends 
on the number of pixels in the previous higher level, and in addition, to the support 
of the wavelets used in the analysis. Equation (3.1) describes this relationship. It 
indicates that at a given level in the quadtree the number of pixels in each dimension 
should be approximately half the number found at their previous level plus half the 
support of the wavelets used. Wavelets with longer support generate bigger analysis 
images than wavelets with smaller support. The additional values are located in the 
periphery of the generated image rather than its core. They are produced at the 
beginning and the end of the convolution where the wavelet filter is not completely 
matched with pixels in the image. When the decomposed images generate scaled- 
up vector fields, these vector fields include this periphery and it must be clipped 
(removed) to match the number of vectors at the higher level. The number of vectors 
remaining from the scaled-up vector field should be the original number of pixels for 
images at the next level. Equation (3.6) is used to clip the borders:
71 1
First Non-Clipped Row (Column) = [—-—J (3.6)
£
It defines the starting position of the vectors to be used, for each row and column 
in the scaled-up vector field. All the vectors needed to fill the image at the previous 
level with vector assignments are taken, starting from these positions.








Figure 3.14: Smoothed velocity vector field at the lowest level in the 
quadtree, ready to be scaled-up.
Figure 3.15: Scaled-up velocity vector field from the lowest level in the quadtree.
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3.5 Algorithm Summary
This is a summary of the algorithm that integrates the various steps previously de­
scribed in this chapter. Figure 3.16 encapsulates the algorithm steps , while Figure 
3.17 shows them schematically.
V elocity Vector Field Estim ator
Input: Two SST images of the same area and size, expected maxi­
mum velocity and time interval between images.
Output: A velocity vector field.
Steps:
1. Estimation of nl, the number of levels in the quadtree.
2. Fast wavelet transform of both images.
Creation of two quadtrees with nl levels each.
3. For each level i in the quadtree, from the lowest level
(nl — 1 ) to the root (level 0 ) do the following:
3.1. Get vector field using similarity calculations be­
tween diagonal (or trend) sub-images at level i.
3.2. If level i is not the lowest level ( i ^ n l  — 1 ), add the 
vector field generated at the previous level (i +  1 ).
3.3. Smooth velocity vector field at the original resolu­
tion of the image.
3.4. Extrapolation of vectors at the periphery of the 
velocity vector field at this level (Optional).
3.5. If level i is the root (i = 0), stop and output the 
velocity vector field.
3.6. Scale-up of the velocity vector field to next level 
(from level i to level i — 1 ).
3.7. Reduce border pixels to match size of images at the 
following level (i — 1 ).
Figure 3.16: Algorithm for estimation of a velocity vector field from SST images.
The algorithm requires two SST images of the same geographical area with the same 
view point, the same size and resolution (the source and target images). The time 
interval between the images should be known and should not exceed 24 hours. The
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maximum expected velocity is required. Besides this input, there are certain param­
eters that should be set before execution starts, these include the wavelet type to be 
used for generation of the quadtrees and for vector field smoothing, the maximum 
number of iterations for smoothing and a decision to use vector extrapolation (or 
not).
With this input information, the algorithm creates two quadtrees of images using 
fast wavelet transforms, one for each SST image. They become the source and tar­
get quadtrees. Both quadtrees have the same number of levels nl. This number 
is determined by the maximum expected velocity and equation (3.3). Fast wavelet 
transforms are applied nl — 1 times to both SST images to generate the quadtrees. 
Both transforms use the same wavelet filters.
From here, the algorithm calculates in a bottom-up fashion, starting at the lowest 
level of the quadtrees and analyzing every level ending at the roots. The first level to 
be analyzed, the lowest level, generates the first estimate of the velocity vector field. 
This is done by comparison of the diagonal (or trend) sub-images from both quadtrees 
at this level. Similarity calculations assign vector estimates for the interior points of 
the source diagonal sub-image. These estimates are then smoothed. Smoothing is 
done with three steps. First, the application of the fast wavelet inverse transform 
to the vector field is done until its resolution is compatible with the images at the 
root of the quadtrees. Second, a relaxation process smoothes the vector field at this 
resolution level by trying to minimize its difference with respect to linear behavior. 
This relaxation process proceeds until a maximum number of iterations is reached or 
until there is no improvement of estimates beyond a certain possible tolerance. Third, 
is the application of the fast wavelet transform to the smoothed vector field which 
restores it to the appropriate resolution. If requested, the smoothed vector field is 
extrapolated to obtain values for pixels at its borders. If the quadtrees have only one
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level (the roots with the original images), the process stops and the estimated velocity 
vector field is the output of the algorithm. If there are other levels, the estimated 
velocity vector field is scaled-up to a higher resolution level. Bilinear interpolation is 
used to produce values for vectors between the values already estimated. More values 
than required to analyze the image at the next level may have been produced with 
the scale-up. These values are eliminated from periphery of the velocity vector field, 
making it ready for calculations at the next level in the quadtree.
At following levels, the operations performed are equivalent to those applied at the 
lowest level. There are a few variations. Similarity calculations use the velocity 
vector field from the previous level to identify pivot locations for each pixel under 
study. Also, the velocity vectors found at this level are a refinement of the estimates 
from the previous level, therefore after similarity calculations they are added before 
smoothing and extrapolation. Finally, the process stops after extrapolation if the 
level being analyzed is the root. The output of the algorithm is the evaluated velocity 
vector field to this point.
3.6 Complexity Analysis
In this section computer memory and time complexities associated with our algorithm 
are addressed.
3.6.1 Computer Memory Considerations
Computer memory is required to hold the quadtrees generated by wavelet analysis of 
source and target images. Memory is also required to hold the velocity vector field 
being estimated.
Source and target images are the root of their respective quadtrees. Both have the 
same size r  x c, corresponding to r rows and c columns. Equation (3.1) calculates 
the number of values generated by convolution and downsampling of a discrete signal 
with a wavelet filter. If the number of coefficients in a wavelet is n, equation (3.1)
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Vector Reid









Vector ReidVector Scaling Up
Border Cutting
Figure 3.17: Flowchart of the algorithm for estimation of a velocity vector 
field from SST images.
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applied to the rows of size c in the original images can be expressed as:
, . c +  n -  1 . c +  n
»; = i — 2— j = —  (37)
where the superscript indicates the number of times convolution and downsampling 
were performed. Similarly, if the n* values are convoluted and downsampled again, 
the new set of values will be of length:
, . n* +  n -  1 . nl + n
2 c +  3n
"c -  - j -  (3 -8 )
In general, after I convolution and downsampling steps, the length of the resulting 
set of values is:
n, _  =
a  = + (3.9)
By analogous procedure, convolution and downsampling performed I times with a 
wavelet filter of length n with columns of length r, produce:
, . nj.- 1  + n — 1 , n ' - 1  + n< =  L 2 - - - - J - — 2 —
a  L ^  + n (3.io)
Each original image (source and target) require memory size rc for its values. Wavelet 
analysis generates four sub-images at each decomposition level. At level I the total 
memory required for the four sub-images is 4n{.nj.. With this information and equa­
tions (3.9) and (3.10), the total memory for source and target quadtrees (TM Q ) is 
given by:
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nl
TMQ  = rc +  2 5 ] K n ‘
t = l  
nl
a  ™+ 8 S ( - » + b ) ( - » + i .)
~  r e +  8  j^ (r  - n ) ( c - n ) ( l  -  (^) ) + (c 4-r -  2n)n(l -  (^) ) + (nl)n2 
=  0(max(rc,nr,nc,n2,(nl)n2)) = 0(rc) (3.11)
where nl is the number of wavelet decomposition steps. Because n is always consid­
erably smaller than r and c, the product rc is the maximum. Equation (3.11) shows 
that the total memory for the quadtrees is on the order of original image sizes.
The memory required for the velocity vector field is also 0(rc). At level I in the 
quadtree, the size of a vector field is very close to nlTnlc (it contains fewer points 
because there are no predictions at the borders). If vector fields at each level in the 
quadtree are to be kept throughout the algorithm’s execution, a total memory is of 
order O(rc), estimated analogous to equation (3.11). However, it is not necessary 
to keep all the vector fields generated at each level. Once used as pivot locations 
and added to the refinements at each level, their memory can be released and the 
new vector field created using this memory. Following this procedure, the maximum 
memory required for the velocity vector fields is 2rc = O(rc), where 2 is for the two 
components required in a bidimensional vector.
3.6.2 Computer Time Considerations
As shown in Figure 3.16, our algorithm has three main parts. First, the number of 
levels in the quadtree is estimated. This operation is executed in a constant time 
and therefore of order 0(1). The second part is wavelet analysis of source and tar­
get images. If wavelet analysis is performed on the rows first, then convolution and 
downsampling of the r rows of length c, with both low pass and high pass wavelet
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filters of length n requires 0(2nlcr) multiplications and additions because each con­
volution and downsampling generates n\ values each per r  rows with 2  wavelet filters 
(low-pass and high-pass). Next, convolution and downsampling on 2n\ newly created 
columns of length r  with 2 wavelet filters. This generates 2nl values per column 
requiring computations of 0(4n*nJ). The total number of computations for one level 
of wavelet analysis is 0(2n\r  +  4nlcnl).
Analogously, the computations required for a second level of wavelet analysis are 
0(2nlnl + 4nln1). In general, the computations required to generate a level I wavelet 
analysis are 0(2nlc(nl~l + 2nlr)). This assumes that the first level of wavelet analysis 
=  r. The total number of computations required for the entire wavelet analysis 
(TNC),  is the sum of computations at all levels, which follows:
nl
T N C  = 0 ( £ 2 n‘(n;-l + 2 n*))
=  0 ( | ( c - n ) ( r - n ) ( l - ( ^ )  ) +  6(n/)n2 +
n(6(c -  n) + 8(r — n))(l — (^) ))
= 0(max(rc,nr,nc,n2,(nl)n2)) = 0(rc) (3-12)
where nl is the number of wavelet decompositions.
The third part of the algorithm includes a loop for the nl levels of the quadtree where 
cross correlation, vector addition, smoothing, border extrapolation, vector scale-up 
and border clipping are performed. Except for smoothing, all these are performed in 
(0(1)) per pixel. From equation (3.11), the total number of pixels analyzed in nl levels 
is 0(rc). This is also the required computation for the third part of the algorithm 
excluding smoothing. Smoothing calculations are performed in (0(1)) per pixel. If
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the number of smoothing iterations at each level is it, the required computations for 
smoothing at all levels becomes 0(rcit).
Adding the time complexity of the three parts of the algorithm, the time complexity 
of the algorithm ('TC) is:
TC = 0(1) +  O(rc) +  (O(rc) + 0 ( r d £))
=  0(rcit) (3.13)
In practice, the algorithm spends most of its time for cross correlation calculations, 
even with a high number of smoothing iterations and our results were better with a 
low number of smoothing iterations.
3.7 Algorithm Features Revisited
This section highlights some of the contributions our approach makes to previous 
solutions of this problem. The idea of analyzing the images at various resolution 
levels was first introduced by Leming [13]. It was presented as an improvement to 
other similarity methods. One problem these techniques face is the large number 
of computations required when the expected maximum velocity from the images is 
large. By analyzing images at various resolution levels, using small sample and trial 
windows, the number of computations becomes linear versus image size rather than 
quadratic.
In previous solutions, the expected maximum velocity determines the size of the trial 
window, but in Leming’s solution it determines the number of levels an image pyramid 
has, while the trial window size remains constant throughout the calculations. At the 
last level in the image pyramid, displacements of features of at most one pixel should 
be detected. Therefore, trial windows only need to be one pixel larger than the 
sample window in every direction. However, to use these window sizes, fractionary 
pixel measurements must be considered while doing similarity calculations to detect
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displacements of less than a pixel. The concept of fractionary pixel sizes used in this 
problem is an important contribution of Leming.
The algorithm presented in this dissertation utilizes Leming’s concepts but imple­
ments them in a different way, plus other novel approaches to the problem.
To produce images at various resolution levels our algorithm uses wavelet analysis 
to generate quadtrees of images. Leming’s method generated image pyramids. His 
method smoothed the image with a Gaussian filter followed by downsampling. Recur­
sive application of this process generates the levels of the pyramid. The fast wavelet 
transform performs a similar process, with the analysis filters creating four filtered 
images, that are downsampled. One of the four filtered images, the trend sub-image, 
is used in the recursive step of the fast wavelet transform to produce the next level of 
the quadtree. The trend sub-image is equivalent to the smoothed image used in the 
pyramid approach; however, the fast wavelet transform is a generalization of Lem­
ing’s procedure and allows more than one kind of analysis filters. It also incorporates 
downsampling as part of the filtering process.
A key difference with Leming’s approach is that it uses smoothed images for similarity 
calculations, where our method could use either trend or diagonal sub-images. Trend 
sub-images, contain the low frequencies of the original image while diagonal sub­
images contain the high frequencies (fluctuations). Our research found that in some 
cases diagonal sub-images are better than trend sub-images for similarity calculations. 
The diagonal sub-images contain a good number of small features that help to identify 
them in displacements. A problem with trend sub-images is that sometimes they are 
too smooth at lower levels in the quadtree to allow estimation of the displacement 
with any degree of certainty.
Both methods also perform similarity calculations in a different manner. If similar­
ity calculations start at the center of a trial window, Leming’s method makes nine
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evaluations of the cross correlation corresponding to the nine possible one-pixel dis­
placements of a sample window: North, South, East and West, the combination of 
these, Northeast, Northwest, Southeast, Southwest and no movement at all. A poly­
nomial of degree two is fitted to the 2 pixel by 2 pixel domain of displacement that is 
circumscribed by the nine values. The polynomial is further sampled at intervals of 
0.1 pixel apart in both, horizontal and vertical axes over its entire domain. From the 
441 sample points evaluated, the one with the highest value, indicating the highest 
estimated cross correlation is chosen as the position most likely for displacement. 
Our method also samples the same 441 locations but evaluates cross correlation di­
rectly at those points. Instead of estimating a polynomial function for the cross cor­
relation, we assume a linear functional relationship among neighboring temperature 
values. The functional relationship is produced by bilinear interpolation applied over 
the rectangles of contiguous temperatures within the domain of displacement. Using 
the functional relationships found at appropriate rectangles, equation (3.4) evaluates 
the cross correlation between the sample window and a corresponding area in the 
trial window. This process is slower than Leming’s, requiring more calculations per 
point, but it is more accurate. Figure 3.18 shows the polynomial function created by 
Leming’s method over the same sample window used in Figure 3.7. Note differences 
on the surfaces created by both methods. Leming’s method generates a simplified 
surface that may lead to erroneous displacement estimations. Even more, because 
the polynomial generated is free of constraints regarding the possible values for cross 
correlation, it is possible to obtain values greater than 1.0, as the case in Figure 3.18, 
where the maximum cross correlation is 1.1238.
Another difference in approaches can also be seen in Figure 3.18. Leming’s samples 
the cross correlation over the whole domain of displacement, while our method only 
evaluates cross correlation of points that are within a 1 pixel radius of the pivot
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location. The reason we restrict our calculations is that, if we consider points outside 
the 1 pixel radius, but still within the 2  pixel by 2  pixel square, there is the possibility 
of estimating velocities that are greater than the maximum expected velocity. This 
problem is solved by not allowing at any level displacements greater than 1 pixel and 
by checking that the refinements on vectors do not exceed the expected maximum 
velocity at their respective level.
Smoothing is also different. The basic idea is to try to smooth the predicted velocity 
vector field by approximating small neighborhoods around everyone of its pixels into 
a linear behavior by relaxation. The difference is Leming uses this process directly at 
every level of the image pyramid. The disadvantage of this is that when the number of 
levels in the pyramid grows, it is not realistic to expect linear behavior at the higher 
levels of the pyramid. They cover too large a geographical area to be considered 
linear in its displacement. To overcome this difficulty, our method smoothes at the 
resolution level of the original image. This is achieved by applying the fast wavelet 
transform to the velocity vector field being smoothed to transform it into an equivalent 
vector field, but at the resolution of the original image. This vector field is smoothed 
and transformed back to its initial resolution with the fast wavelet inverse transform. 
Finally, Leming’s process discovers velocity components at each level of the image 
pyramid by first eliminating the effects of previously found velocity vector fields. This 
is done by warping the source image at the level under analysis using the velocity 
vector field found in previous levels. Warping is done for every interior pixel as 
described in section 2.4. In theory, the warped image is free of the velocity components 
at coarse resolution levels and ready to reveal orthogonal velocity components at a 
finer resolution. From a practical point of view, warping moves sections of the image 
toward areas where the velocity vector field indicates they have been displaced. From 
their new positions, refinements can be determined at a smaller resolution. The
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
118
problem with warping is that it distorts the original image and may lose important 
information that may lead to a correct vector estimation. And additional problem is 
presented at the borders of the image where no vector is estimated and therefore no 
warping can be performed. This problem concerns not only the natural borders of the 
original image, but the borders of all the images in the pyramid. Our process avoids 
the distortion problem by the use of the previous velocity vector fields found at lower 
levels in the quadtree to be pivot locations. The source image is not modified, but 
the search for refinements starts at these pivot locations.
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Chapter 4 
Algorithm Evaluation
This chapter presents the results obtained by applying the algorithm described in 
the previous chapter to various artificial and real sea surface temperature images. 
The chapter shows the steps followed to develop the algorithm, its initial findings, 
parameters estimation and analysis of results.
Section 4.1 introduces the images and techniques used to validate the algorithm. 
Section 4.2 presents the results obtained with a first algorithm developed to match 
Leming’s strategies for smoothing and warping [13]. Results from the final algorithm, 
that was described in the previous chapter, are presented and discussed in section 4.3. 
The influence of smoothing parameters for the algorithm is analyzed in section 4.4.
4.1 Description of Images Tested
To test the algorithm, artificial and real sea surface temperature images were used. 
The artificial SST images were created using a random number generator that as­
signed values of temperature to pixels. These values were between 10°C and 30°C, a 
typical range for sea surface temperatures. These images became source images for 
the algorithm. Known velocity vector fields were applied to these source images to 
obtain target images. The objective is to reproduce the known vector field with the 
proposed algorithm. Figure 4.1 shows an example of the artificial source images and 
Figures 4.2 through 4.4 show samples of the target images generated when velocity 
vector fields are applied to this source image.
The vector field used for Figure 4.2 consists of a vector magnitude of 3 pixels in 
the East direction, applied to each pixel in the source image. Similar images were
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Figure 4.2: Artificial target SST image generated by a constant velocity vec­
tor field of 3 pixels in the East direction.
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generated with vectors of the same magnitude oriented to the North, West and South 
(not shown). The image in Figure 4.3 was created by applying to each pixel in the 
source image a vector of magnitude \/5 at an angle of 63.43° respect to the East 
direction (the positive X axis). Vectors of the same magnitude at angles of 153.43°, 
243.43° and 333.43° also generated similar images with other diagonal displacements 
(not shown). Finally, the image in Figure 4.4 was created with a circular velocity 
vector field centered in the middle of the source image that rotates each of its pixels 4° 
clockwise. A similar image was also created but with a counterclockwise displacement 
(not shown).
Real SST images were obtained from the Earth Scan Laboratory (ESL) at the Coastal 
Studies Institute (CSI), Louisiana State University (LSU). The ESL receives daily 
transmissions of registered Earth electromagnetic radiation at various channels from 
the NOAA polar satellites and the geostationary satellites stationed over the Gulf of 
Mexico. The information in these channels is processed according to the methods 
described in Chapter 1 , producing SST images.
The ESL archives images to tapes from NOAA satellites and has for a number of 
years. From these archives, several pairs of SST images were chosen that satisfy the 
following criteria:
1 . The pair of SST images in each set represents the same area of the Gulf of 
Mexico and they were taken within at most a 24 hour interval between them. 
This guarantees the applicability of the assumptions the optical flow problem 
requires in SST images as described in section 1.4. This also minimizes the effect 
of tidal currents on the continental shelf and eliminates possible differences due 
to the diurnal heat flux cycle of the sea surface.
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Figure 4.3: Artificial target SST image generated by a constant velocity vec­
tor field of v/5 pixels at 63.43° from the East direction.
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Figure 4.4: Artificial target SST image generated by a circular velocity vec­
tor field centered in the middle of the image and rotating 4° 
clockwise.
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2. To evaluate the accuracy of the predictions of the algorithm, it was decided to 
use SST images from periods where some sea truth measurements were avail­
able. The Surface Current and Lagrangrian-drift Program (SCULP) provided 
these sea truth measurements from drifters deployed in the Gulf of Mexico in 
a period from October 1993 through July 1994 known as the SCULP-I period 
[4]. SST images from this period were chosen for this study. The drifters are 
rigid structures consisting of 4 rectangular vanes, each 50 cm wide and 90 cm 
tall that are attached at equal angles to a vertical tube as shown in Figure 4.5. 
Ideally the drifter is kept at 50 cm depth by floats and follows the movement of 
the ocean. Its location was constantly transmitted to satellites and recorded. 
This information was processed to eliminate noise and reading errors [23].
3. Finally, the chosen SST images are cloud free in most of their domain and 
particularly in the areas where the SCULP drifters were located.
From ESL archives, 59 pairs of SST images were chosen as initial candidates for this 
research because their written records of processing indicated that their cloud coverage 
was minimum. On closer inspection of each of the pairs and following the mentioned 
criteria only 12 pairs of images were selected. These 12 sequences constitute the 12 
cases for this study. Because every image in the 12 cases was not completely cloud- 
free or land-free, some of the images were divided into more manageable subsets, 
generating a total of 23 pairs of images for this study. Each one of these pairs is 
called a set. Tables 4.1 through 4.3 describe the 23 sets.
Once a velocity vector field is estimated for an image set, the quality of the estima­
tion is tested with two techniques. First, the average absolute difference {AAD) and 
the relative absolute difference (RAD) between source and target images described 
by equations (2.71) and (2.72) in subsection 2.2.2 are calculated. These are measure-
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Figure 4.5: Photograph of a drifter used in the SCULP program (Courtesy 
of Dr. Pearn P. Niiler of University of California, San Diego, 
California and Dr. Carter Ohlmann of University of California, 
Santa Barbara, California).
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Table 4.1: SST image pairs taken from NOAA 11 satellite used in this research.
Case name: cs066
Start Date (Time): 931214 (23:07) End Date (Time): 931215 (22:53)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
1 sOl 29.455N 94.497W 27.465N 92.244W
2 s0 2 29.455N 94.497W 26.765N 92.244W
3 s05 29.395N 95.675W 27.405N 92.289W
4 s07 29.805N 97.442W 26.435N 92.289W
5 s08 30.495N 95.052W 26.505N 92.345W
6 s09 30.495N 97.431W 26.505N 92.345W
Case name: cs045
Start Date (Time): 940410 (11:23) End Date (Time): 940411 (11:11)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
7 sOl 29.995N 97.555W 27.005N 91.904W
Case name: cs001.p02
Start Date (Time): 940401 (11:33) End Date (Time): 940402 (11:21)
Set Set Upper-left Corner Lower-right Corner
No. Name! Latitude Longitude Latitude Longitude
8 sOl 29.255N 94.950W 26.065N 92.697W
9 s0 2 29.895N 96.072W 26.405N 92.232W
Case name: cs014.p01
Start Date (Time): 940607 (11:15) End Date (Time): 940608 (11:02)
Set Set Upper-left Corner Lower-right Corner
No. Name! Latitude Longitude Latitude Longitude
1 0 sOl 29.895N 95.279W 28.605N 92.119W
11 s0 2 29.495N 97.431W 26.605N 94.724W
Case name: cs014.p02
Start Date (Time): 940608 (11:02) End Date (Time): 940609 (10:50)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
1 2 sOl 29.895N 95.279W 28.605N 92.119W
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Table 4.2: SST image pairs taken from NOAA 12 satellite used in this research.
Case name: cs089
Start Date (Time): 941020 (01:19) End Date (Time): 941021 (00:57)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
13 sOl 29.295N 97.431W 26.705N 94.384W
Case name: cs099
Start Date (Time): 941011 (13:37) End Date (Time): 941012 (13:16)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
14 sOl 29.089N 97.431W 25.911N 94.837W
15 s0 2 28.605N 97.487W 25.221N 94.780W
16 s03 29.305N 97.544W 26.915N 94.837W
17 s04 28.295N 97.204W 26.705N 94.950W
Case name: cs028
Start Date (Time): 940729 (01:15) End Date (Time): 940730 (00:53)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
18 sOl 29.745N 95.392W 28.005N 91.439W
19 s0 2 28.895N 91.541W 27.505N 89.854W
Case name: cs069
Start Date (Time): 940318 (00:46) End Date (Time): 940319 (00:24)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
2 0 sOl 29.095N 95.109W 27.905N 91.723W
Case name: cslOO.pOl 
Start Date (Time): 940103 (14:47) End Date (Time): 940104 (14:25)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
2 1 sOl 28.305N 96.473W 23.195N 92.953W
Case name: cs025.p02 
Start Date (Time): 940608 (01:15) End Date (Time): 940609 (00:53)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
2 2 sOl 29.895N 96.185W 25.505N 91.666W
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Table 4.3: SST image pairs taken from NOAA 12 satellite used in this re­
search (Cont.).
Case name: csl89.p01 
Start Date (Time): 931214 (13:37) End Date (Time): 931215 (13:16)
Set Set Upper-left Corner Lower-right Corner
No. Name Latitude Longitude Latitude Longitude
“ 23 sOl 28.355N 96.462W 23.245N 93.648W
ments of the differences between the original images. After these evaluations, the 
source image is warped using the estimated velocity vector field and the resulting 
image is also compared to the target image by calculating new AAD  and RAD  co­
efficients. A correct velocity vector estimation will minimize the values of AAD  and 
RAD  coefficients and certainly should be smaller than the AAD  and RAD  evaluated 
initially. Table 4.4 shows the values for AAD  and RAD  calculated between the source 
and target images for all the cases in this study before any velocity estimation has 
been made.
The second technique involves the comparison of drifter displacements within the area 
of the images under study and the predicted velocities. For each drifter in an image 
set, a small neighborhood of 5 pixels by 5 pixels around the beginning of the drifter 
displacement is selected. The velocity estimates for this neighborhood are averaged 
and compared with the drifter displacements.
4.2 Initial Findings
Because our research was influenced by Leming [13], it was natural to start with a 
modified version of his algorithm that incorporates wavelet analysis. This algorithm 
will be known as the first algorithm. The results obtained with the first algorithm 
provided insight into areas where improvement would be required and contributed 
modifications implemented in the final algorithm. These results were presented in
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Table 4.4: Absolute and relative average differences (AAD and RAD) for the 
SST image sets used in this study before velocity estimations.
Set Case Set Source-Target Differences 
No. Name Name AAD RAD
1 cs066 sOl 0.522 2.256
2 cs066 s0 2 0.503 2.105
3 cs066 s05 0.708 3.220
4 cs066 s07 0.845 4.399
5 cs066 s08 0.796 4.658
6 cs066 s09 0.938 5.746
7 cs045 sOl 1.581 8.767
8 cs0 0 1 .p0 2 sOl 1.181 6.437
9 cs0 0 1 .p0 2 s0 2 1.337 7.457
1 0 cs014.p01 sOl 2 .0 1 1 7.280
11 cs014.p01 s0 2 1 .1 2 2 4.198
1 2 cs014.p02 sOl 1.692 7.053
13 cs089 sOl 0.615 2.576
14 cs099 sOl 1.080 5.898
15 cs099 s0 2 1.130 5.317
16 cs099 s03 1.116 7.415
17 cs099 s04 0.877 3.676
18 cs028 sOl 0.480 1.693
19 cs028 s0 2 0.433 1.451
2 0 cs069 sOl 0.730 3.930
2 1 cslOO.pOl sOl 0.763 3.446
2 2 cs025.p02 sOl 0.795 2.820
23 csl89.p01 sOl 0 .6 8 6 2.930
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two conferences of the International Society for Optical Engineering (SPIE) [34], [35]. 
Figure 4.6 presents the first algorithm, that was used to evaluate velocity vector fields. 
Some features in the first algorithm are:
First Velocity Vector Field Estimator
Input: Two SST images of the same area and size, expected maxi­
mum velocity and time interval between images.
Output: A velocity vector field.
Steps:
1 . Estimation of nl, the number of levels in a wavelet anal­
ysis quadtree.
2. Fast wavelet transform of both images.
Creation of two quadtrees with nl levels each.
3. For each level i in the quadtree, from the lowest level
(nl — 1 ) to the root (level 0 ) do the following:
3.1. Get vector field using similarity calculations be­
tween trend images at level i.
3.2. Smooth velocity vector field at this level.
3.3. If level i is not the lowest level (i ^  nl — 1 ), add the 
vector field generated at the previous level (i + 1 ).
3.4. If level i is the root (i =  0), stop and output the 
velocity vector field.
3.5. Scaling up of the velocity vector field to next level 
(from level i to level i — 1 ).
3.6. Reduce border pixels to match the size of images 
at the following level (i — 1 ).
3.7. Warp the source trend image at the following reso­
lution level (i — 1). Use this warped image in simi­
larity calculations at the next level.
Figure 4.6: First algorithm proposed for estimation of a velocity vector field 
from SST images (Based on Leming’s algorithm).
1. The images used to evaluate similarity are the trend images. This is equivalent 
to the use by Leming of average images for these calculations.
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2 . At each level in the quadtree, estimates for velocity vectors are produced for 
every pixel in the image. Extrapolation is used to estimate vector components 
for the image borders.
3. Smoothing at each level of the quadtree is performed at the image resolution of 
that particular level.
4. Smoothing is implemented over the estimated vector field without incorporating 
the velocity components found in the analysis of coarser levels of the quadtree.
5. Warping of the target image is done at every level of the quadtree (except 
at the coarser level) to eliminate the vector components estimated so far and 
also to put each of the image pixels at the estimated location where similarity 
calculations at the following level may start.
The first algorithm was initially applied to artificial images. Figures 4.7 through 
4.16 show the velocity vector fields generated when the first algorithm is applied to 
the artificial images shown in Figures 4.1 through 4.4 and other equivalent images. 
Daubechies 2 wavelets were used to decompose the images.
The estimated velocity vector fields presented show that the algorithm could repro­
duce the patterns of displacement being tested. Table 4.5 shows the calculated average 
absolute difference (AAD) from the previous figures. A value for AAD  before warp­
ing corresponds to the difference between original source and target images. Once 
the velocity vector field is estimated, it is used to warp the source image to obtain an 
approximation for the target image. This approximated target image is used together 
with the original target image to obtain a value for AAD  after warping. Similarly, the 
relative average difference (RAD) is presented in Table 4.6. Notice that the values of 
the coefficients in both tables drop significantly from-before to-after the warping in-
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
131
Figure 4.7: Estimated vector fields using First Algorithm. Expected out­
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Figure 4.8: Estimated vector fields using the First Algorithm. Expected out­
comes were vectors with 3 pixel displacements in the North di­
rection.
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Figure 4.9: Estimated vector fields using the First Algorithm. Expected out­
comes were vectors with 3 pixel displacements in the West direc­
tion.
Figure 4.10: Estimated vector fields using the First Algorithm. Expected 
outcomes were vectors with 3 pixel displacements in the South 
direction.
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Figure 4.11: Estimated vector fields using the First Algorithm. Expected 
outcomes were vectors of magnitude \/5 oriented 63.43° with 
respect to the East direction.
Figure 4.12: Estimated vector fields using the First Algorithm. Expected 
outcomes were vectors of magnitude \/5 oriented 153.43° with 
respect to the East direction.
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Figure 4.13: Estimated vector fields using the First Algorithm. Expected 
outcomes were vectors of magnitude %/5 oriented 243.43° with 
respect to the East direction.
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Figure 4.14: Estimated vector fields using the First Algorithm. Expected 
outcomes were vectors of magnitude \/b oriented 333.43° with 
respect to the East direction.
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Figure 4.15: Estimated vector fields using the First Algorithm. Expected 
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Figure 4.16: Estimated vector fields using the First Algorithm. Expected 
outcome was a counterclockwise circular vector field.
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dicating that the estimated velocity vector field gives a fair description of the pattern 
of displacement. The results obtained parallel those reported by Leming.
Table 4.5: Absolute average differences on artificial images (°Centigrades).
Displacements Before Warping After Warping
1. 3 pixels East 4.81 0.84
2. 3 pixels North 4.70 1 .0 0
3. 3 pixels West 4.80 1.36
4. 3 pixels South 4.71 1.05
5. 1 pix.E, 2 pix.N 4.73 1.15
6 . 1 pix.N, 2 pix.W 4.70 1.30
7. 1 pix.W, 2 pix.S 4.73 1.44
8 . 1 pix.S, 2 pix.E 4.70 1.48
9. 4 Degrees Clockwise 3.77 0.60
1 0 . 4 Degrees Counterclock. 3.77 0.54
Table 4.6: Relative average differences on artificial images (Percentage %).
Displacements Before Warping After Warping
1 . 3 pixels East 27.53 4.86
2. 3 pixels North 26.90 5.82
3. 3 pixels West 27.49 7.92
4. 3 pixels South 26.99 6.08
5. 1 pix.E, 2 pix.N 26.97 6 .8 6
6 . 1 pix.N, 2 pix.W 26.78 7.52
7. 1 pix.W, 2  pix.S 27.19 8.39
8 . 1 pix.S, 2  pix.E 26.76 8.61
9. 4 Degrees Clockwise 2 1 .8 8 3.35
1 0 . 4 Degrees Counterclock. 21.90 3.00
After this initial success, the first algorithm was applied to real images. Figure 4.17 
depicts the source and target images of one of the cases where the first algorithm was 
applied. This case is number 23 in Table 4.3.
Various scenarios were analyzed, trying to find parameters that minimize the average 
absolute difference and reproduce the observed drifter displacement better. In par-
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(a) Source Image (b) Target Image
Figure 4.17: Source (Dec.14,1993 13:37 UTC) and target (Dec.15,1993 13:16 
UTC) SST images. NOAA 12. 23.25N-28.25N, 93.65W-96.46W 
(Set 23).
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ticular, various wavelet functions were tested. Figure 4.18 shows velocity vector fields 
estimated with a choice of wavelet functions. The size of the images favored wavelet 
functions with lower support. The colder sections of the images in Figure 4.18 are 
depicted by the darker shades of gray.
The number of smoothing iterations at each quadtree level was also tested. Figure 
4.19 shows the results when smoothing takes 10 and 30 iterations at each level and 
the result obtained when iterations are carried out until convergence. Again, colder 
areas are depicted with darker shades of gray in this figure.
The velocity vector fields presented in Figures 4.18 and 4.19 describe correctly some 
of the qualitative features observed when comparing source and target images. The 
eddy located in the lower region of the image is being displaced to the East with 
its lower side moving slightly South. Some of the drifters in the top region of the 
image also indicated an Eastward displacement. Human expert analysis of the images 
expected a central displacement of water from South to North that was predicted by 
the algorithm. Unfortunately, drifter displacement is not reproduced in magnitude 
or direction except in a few instances. The analysis of the causes of the discrepancies 
in these and similar images led to a thorough investigation into each of the steps in 
the first algorithm. From this research the following were noted and used as a base 
for modifications of the algorithm:
1 . The general appearance of the estimated velocity vector field is very smooth and 
very similar in the entire image. Although this could be a good property to have, 
it is also expected that local features will be recognizable by their different rates 
of displacement. In the results presented, the movement of the local features is 
masked by the general movement of mesoscale features. One of the reasons for 
this is that smoothing at coarser levels is too severe. At coarse levels each pixel 
represents vast areas of the images and smoothing assigns velocity estimates that
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(a) Daubechies 2 (4 coef.) (b) Daubechies 3 (6 coef.) (c) Coiflet 1 (6 coef.)
(d) Biorthogonal 13 (6 coef.) (e) Biorthogonal 2.2 (6 coef.) (f) Biorthogonal 3.1 (4 coef.)
Figure 4.18: Estimated velocity vector fields over NOAA-12 AVHHR SST.
December 14, 1993 (13:37 UTC) 23.25N-28.35N, 93.65W- 
96.46W. Subtitles indicate wavelets used. Drifter displacements 
shown with thicker arrows.
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Figure 4.19: Estimated velocity vector fields over NOAA-12 AVHHR SST.
December 14, 1993 (13:37 UTC) 23.25N-28.35N, 93.65W- 
96.46W. Vector field estimated with Daubechies 2 wavelets and 
the indicated smoothing iterations.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
141
are very similar in even larger areas. On the other hand, velocity components 
found at higher resolution levels do not have a major influence in the final 
estimated vector field because they are also smoothed before being added to 
the previously identified vector field.
2. Trying to maximize the area where velocity estimates are produced, the pixels at 
the border of the images are given estimates for velocities that are extrapolated 
from the estimates at adjacent pixels. This operation is performed at each 
level in the quadtree and its effect is cumulative, extrapolated velocities at 
coarser levels are used to predict extrapolated velocities at the border of higher 
resolution levels. As a result, the final vector field includes a band of estimates 
in its border that cannot be completely trusted because they are the result of 
the product of multiple extrapolations.
3. Much of the need for extrapolated velocity estimates is to produce enough es­
timates for warping. Warping is required at every level of the analysis to elim­
inate vector fields with velocity components found at coarser resolution levels. 
This elimination produces independent velocity estimates at the next resolution 
level. But warping also alters the original image with its pixel interpolations. 
Because the interpolations are done using a bilinear model, the pixel values are 
also smoothed as a consequence.
To avoid these problems, the first algorithm was modified to its current form, de­
scribed in Chapter 3. The main goals were to eliminate extrapolations and warping 
and to avoid the masking of the movement of small features. The following sections 
show the results produced with this new algorithm when applied to the sets of images 
introduced in Tables 4.1 through 4.3. They will also indicate the parameters for the 
algorithm that produce the best results.
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4.3 Analysis of Results Produced by the Final Al­
gorithm
In this section, the algorithm presented in Chapter 3 will be evaluated using the 
cases shown in Tables 4.1 through 4.3. The main issue is to address the effectiveness 
of the algorithm to estimate ocean surface velocities. This effectiveness is related 
directly to the choice of the algorithm’s parameters, in particular, the choice on the 
sub-image from wavelet decomposition used in calculations, the wavelet functions 
used in decomposition, the wavelet functions used in smoothing and the number of 
smoothing iterations required at each level.
4.3.1 Choosing Wavelet Decomposition Sub-Images 
To discuss the effect of the wavelet decomposition parameters we will use the pair of 
images corresponding to set 1 in Table 4.1. This set was chosen to illustrate the search 
for parameters because its images correspond to an open-ocean area, are completely 
cloud free and are the smallest images from all the cases. They are shown in Figure 
4.20.
The visual comparison of both images indicates a northward displacement of the 
features in the central part of the image, while the features at the top of the image 
seem to move slightly to the South. Additional information that is known is that 
there is a eastward ocean current in the depicted area.
Wavelet decomposition generates four sub-images at each decomposition level. Our 
first task was to determine which of these sub-images is better suited for the calcula­
tions. The initial selection was the trend sub-image, which contains the low frequen­
cies in both, horizontal and vertical dimensions. This was viewed as more appropriate, 
because it contained the main features of the images. We found that this is not al­
ways valid. Figure 4.21 shows the velocity estimates obtained from set 1 of the images
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(a) Source image. (b) Target image.
Figure 4.20: Source (Dec.14,1993 23:07 UTC) and target (Dec.15,1993 22:53 
UTC) SST images. NOAA 11. 27.465N-29.455N, 92.244W- 
94.497W (Set 1 ).
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when each of the sub-image components of wavelet analysis are used for the calcu­
lations. Other parameters used in the computation were the Daubechies 1 wavelets 
for decomposition and smoothing and 5 smoothing iterations per level. As expected, 
the estimates produced by the trend sub-images described the upward movement of 
the central features. However, the estimates from the diagonal sub-images appear to 
produce a better description of the movement. They captured the displacement of a 
circular feature that appears to separate from a central isotherm. All other factors 
being equal, the values for AAD  and RAD  were smaller when the diagonal sub-images 
were used on this set. These values are shown in Table 4.7. A possible explanation 
for this discovery is that trend sub-images are more likely to contain areas with very 
similar values for the temperature. In these areas, the coefficients of cross correlation 
are very similar and produce unreliable estimations of displacement. On the other 
hand, the diagonal sub-images are composed of many details that make registration 
of features comparatively easy. The estimates from the other two sub-images, hor­
izontal and vertical, were completely erroneous. This was expected given that each 
of these sub-images contain mixed low and high frequency features that are bias in 
either the horizontal or vertical directions. We concluded that both the trend and 
the diagonal sub-images are likely choices for velocity vector field calculations. We 
will consider both when analyzing results further in this section.
4.3.2 Choosing Wavelet Functions
The next step is the analysis of any effect for the choice of wavelets in the estimations. 
Figures 4.22 and 4.23 show the results obtained when various wavelet functions are 
used. Figure 4.22 shows the results using the trend sub-images while Figure 4.23 
shows the results using the diagonal sub-images.
The first thing to notice in these images is that the vector fields presented cover 
different areas. The area of coverage depends on the support of the wavelet filter.
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nSĝ if
(a) Trend Estimation (b) Vertical Estimation
(c) Horizontal Estimation (d) Diagonal Estimation
Figure 4.21: Estimation of velocity vector fields using trend, vertical, hori­
zontal and diagonal sub-images (Set 1).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
146
(a) Daubechies 1 (2 coef.) (b) Daubechies 2 (4 coef.) (c) Daubechies 3 (6 coef.)
(d) Biorthogonal 3.1 (4 coef.)(e) Biorthogonal 2.2 (6 coef.) (I) Biorthogonal 1.3 (6 coef.)
(g)Coiflet 1(6 coef.)
Figure 4.22: Effect of wavelets in velocity vector field predictions (Set 1 , 
Trend sub-images used).
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(a) Daubechies 1 (2 coef.) (b) Daubechies 2 (4 coef.) (c) Daubechies 3 (6 coef.)
(d) Biorthogonal 3.1 (4 coef.)(e) Biorthogonal 2.2 (6 coef.) (f) Biorthogonal 1.3 (6 coef.)
(g) Coiflet 1 (6 coef.)
Figure 4.23: Effect of wavelets in velocity vector field predictions (Set 1, Di­
agonal sub-images used).
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A wavelet filter with more coefficients generates more predictions at the border of 
the images because the convolution process (depicted in Figure 3.3) has a longer 
tail of coefficients generating values. This phenomenon repeats at every level of the 
quadtree.
The figures demonstrate that wavelet filters with smaller numbers of support coef­
ficients do a better job of estimating movement. Daubechies 2 and the Biorthogo- 
nal 3.1 wavelets, each with a support of 4 coefficients, and Daubechies 1 wavelets, 
with support of 2  coefficients, describe the eastward and northward components of the 
displacement in some of the areas. They also have the smallest values for AAD  and 
RAD  coefficients calculated after warping with the estimated velocity vector fields. 
These values are shown in Table 4.7. The table also shows the poorer performance of 
the other wavelets that allow the values of AAD  and RAD  coefficients to grow be­
yond their initial values, rather than diminish. The Coiflet 1 wavelets, in particular, 
not only show this increase, but also describe a vector field that is the opposite of the 
expected displacement.
Table 4.7: Absolute and relative average differences (AAD and RAD) for the 
image set 1 after warping with the velocity vector fields estimated 
with the indicated wavelet families and the sub-images considered.
Source-target trend Source-target diagonal
sub-images differences sub-images differences
No. Wavelet function AAD RAD AAD RAD
0 None (Before evaluations) 0.522 2.256 0.522 2.256
1 Daubechies 1 (2 coef.) 1.034 4.262 0.551 2.276
2 Daubechies 2 (4 coef.) 0.464 1.921 0.501 2.037
3 Daubechies 3 ( 6  coef.) 0.615 2.645 0 .6 8 8 3.028
4 Biorthogonal 3.1 (4 coef.) 0.526 2.239 0.468 2 .0 2 2
5 Biorthogonal 2.2 ( 6  coef.) 0.608 2.603 0.701 2.995
6 Biorthogonal 1.3 ( 6  coef.) 0.555 2.380 0.585 2.537
7 Coiflet 1 (6  coef.) 0.614 2.632 0.667 2.853
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Analysis of Set 23
The observations made for set 1 in the previous section can also be made in set 23. 
Figures 4.24 and 4.25 show the results of using various wavelets in trend and diagonal 
sub-images from set 23, respectively. Table 4.8 shows the AAD  and RAD  values 
associated with this set.
Table 4.8: Absolute and relative average differences (AAD and RAD) for the 
image set 23 after warping with the velocity vector fields estimated 
with the indicated wavelet families and the sub-images considered.
Source-target trend Source-target diagonal
sub-images differences sub-images differences
No. Wavelet function AAD RAD AAD RAD
0 None (Before evaluations) 0 .6 8 6 2.930 0 .6 8 6 2.930
1 Daubechies 1 (2 coef.) 0.540 2.257 0.754 3.161
2 Daubechies 2 (4 coef.) 0.569 2.390 0.792 3.623
3 Daubechies 3 ( 6  coef.) 0.802 4.018 0.900 4.479
4 Biorthogonal 3.1 (4 coef.) 0.738 3.535 0.749 3.462
5 Biorthogonal 2.2 ( 6  coef.) 0.763 3.887 0 .8 8 6 4.383
6 Biorthogonal 1.3 ( 6  coef.) 0.741 3.785 0.879 4.389
7 Coiflet 1 ( 6  coef.) 0.765 3.879 0.898 4.454
Daubechies 1 and 2 wavelets, used with trend sub-images provide a description of the 
eastward eddy movement, and its slight broadening to the South. They also describe 
the north bound movement of the longitudinal feature that divides the image along a 
central North-South axis. These wavelets are the only ones that reduce the magnitude 
of AAD  and RAD  coefficients from their initial values when used with trend sub­
images. Daubechies 2 wavelets also describe some of the circular velocities around 
the edge of the eddy. This is an interesting feature, because the temperatures within 
an eddy are very similar. The algorithm was not expected to define movement within 
the eddy, but to view an eddy as a single feature being displaced within the image. 
Other wavelets, like Daubechies 3 and Biorthogonal 3.1 and 2.2 also describe some of




(a) Daubechies 2 (4 coef.) (b) Daubechies 2 (4 coef.) (c) Daubechies 3 (6 coef.)
(d) Biorthogonal 3.1 (4 coef.) (e) Biorthogonal 22  (6 coef.) (f) Biorthogonal 13  (6 coef.)
Figure 4.24: Effect of wavelets in velocity vector field predictions (Set 23, 
Trend sub-images used).
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(a) Daubechies 2 (4 coef.) (b) Daubechies 2 (4 coef.) (c) Daubechies 3 (6 coef.)
(d) Biorthogonal 3.1 (4 coef.) (e) Biorthogonal 22  (6 coef.) (f) Biorthogonal 1.3 (6 coef.)
Figure 4.25: Effect of wavelets in velocity vector field predictions (Set 23, 
Diagonal sub-images used).
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the movement within the eddy, but not all their directions are correct. It is noted that 
wavelets with larger support produced a lowering of the average vector magnitude in 
the velocity vector fields. In this particular set, the diagonal sub-images could not be 
used to describe the movement with confidence. They produced lateral displacement 
patterns that become more pronounced with increased wavelet support. A possible 
reason for this is the proximity of the features (especially the two lines that delineate 
the central stream). At coarser levels of decomposition, these features tend to be 
closer and masked in the diagonal sub-images. Larger support only increases the 
masking of these features because it takes more pixels to produce the sub-images for 
the next level in the quadtree. The boundaries of the features become blurred in this 
process.
So far we have addressed only open-ocean images. The next three sets that follows 
contain sections of land. They were included to study the feasibility of our algorithm 
close to the coasts.
Analysis of Set 14
The source and target images for set 14 are presented on Figure 4.26. Figures 4.27 
and 4.28 show the results of applying the wavelet functions to the trend and diagonal 
sub-images of this set. Table 4.9 shows the corresponding AAD  and RAD  values. 
Features in the sea are being displaced toward the Northeast in this set of images. 
They follow the normal path of currents along the Gulf of Mexico coastline. Again 
wavelet functions with smaller support provide the best description of the movement 
obtainable with our algorithm. Daubechies 1 and 2 wavelets produce the smaller 
AAD  and RAD  values using the trend and diagonal sub-images. All other wavelets 
increased the magnitude of these coefficients from their initial values.
One characteristic is the presence of small vectors estimated over land. They are 
small in magnitude and were produced by the difference of land temperatures between
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(a) Source Image (b) Target Image
Figure 4.26: Source (Oct.11,1994 13:37 UTC) and target (Oct.12,1994 13:16 
UTC) SST images. NOAA 12. 25.911N-29.089N, 94.837W- 
97.431W (Set 14).
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(a) Daubechies 1 (2 coef.) (b) Daubechies 2 (4 coef.) (c) Daubechies 3 (6 coef.)
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(d) Biorthogonal 3.1 (4 coef.) (e) Biorthogonal 2.2 (6 coef.) (f) Biorthogonal 1.3 (6 coef.)
Figure 4.27: Effect of wavelets in velocity vector field predictions (Set 14, 
Trend sub-images used).
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(a) Daubechies 1 (2 coef.) (b) Daubechies 2 (4 coef.) (c) Daubechies 3 (6 coef.)
(d) Biorthogonal 3.1 (4 coef.) (e) Biorthogonal 22 (6 coef.) (0 Biorthogonal 1.3 (6 coef.)
Figure 4.28: Effect of wavelets in velocity vector field predictions (Set 14, 
Diagonal sub-images used).
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Table 4.9: Absolute and relative average differences (AAD and RAD) for the 
image set 14 after warping with the velocity vector fields estimated 
with the indicated wavelet families and the sub-images considered.
Source-target trend Source-target diagonal
sub-images differences sub-images differences
No. Wavelet function AAD RAD AAD RAD
0 None (Before evaluations) 1.080 5.898 1.080 5.898
1 Daubechies 1 (2 coef.) 0.697 2 .6 8 8 0 .8 6 8 3.626
2 Daubechies 2 (4 coef.) 0.990 4.542 1.061 5.394
3 Daubechies 3 ( 6  coef.) 1.203 7.048 1.540 9.152
4 Biorthogonal 3.1 (4 coef.) 1.260 6.305 1.158 6 .2 1 2
5 Biorthogonal 2.2 ( 6  coef.) 1.297 6.658 1.483 8.693
6 Biorthogonal 1.3 ( 6  coef.) 1.452 7.350 1.618 9.337
7 Coiflet 1 (6  coef.) 1.314 6.806 1.594 9.788
source and target images. This difference is compounded by the target image being 
slightly blurred. The proximity of these vectors on land to larger vectors over the 
ocean demonstrates the ability of the algorithm to discriminate between different 
vector field patterns. This is a desirable feature that is not present in other methods, 
nor in the first algorithm (section 4.2).
Velocity estimations over the top section of the images, near the coasts, are not 
reliable due to the similarity of temperatures found in these regions. The algorithm 
is equally likely to chose any direction when values of temperatures are very similar. 
The following two cases are examples of land features influencing the ocean velocity 
vector field estimates.
Analysis of Sets 9 and 13
Source and target images for set 9 are shown in Figure As with previous sets, values 
for AAD  and RAD  coefficients for set 9 can be seen in Table 4.10. Only Daubechies 1 
wavelets obtained values for AAD  and RAD  below their initial values. 4.29.
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(a) Source image. (b) Target image.
Figure 4.29: Source (Apr.01, 1994 11:33 UTC) and target (Apr.0 2 , 1994 
11:21 UTC) SST images. NOAA 11. 26.405N-29.895N,
92.232W-96.072W (Set 9).
Table 4.10: Absolute and relative average differences (AAD and RAD) for 
the image set 9 after warping with the velocity vector fields es­
timated with the indicated wavelet families and the sub-images 
considered.
Source-target trend Source-target diagonal
sub-images differences sub-images differences
No. Wavelet function AAD RAD AAD RAD
0 None (Before evaluations) 1.337 7.457 1.337 7.457
1 Daubechies 1 (2 coef.) 0.930 5.110 0.980 5.710
2 Daubechies 2 (4 coef.) 1.470 8.740 1.420 1 0 .0 1 0
3 Daubechies 3 (6  coef.) 1.960 13.670 2.159 14.310
4 Biorthogonal 3.1 (4 coef.) 1.408 8.577 1.590 11.133
5 Biorthogonal 2.2 (6  coef.) 1.843 11.637 1.657 11.509
6 Biorthogonal 1.3 (6  coef.) 1.583 10.511 1.724 12.141
7 Coiflet 1 ( 6  coef.) 2.018 12.956 1.918 12.622
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Due to the size of the image in set 9, the estimated vector fields are being de­
scribed in four parts, Figures 4.30 through 4.33. Although Daubechies 2 wavelets 
did not improve AAD  and RAD  values, they produced better qualitative results 
than Daubechies 1 wavelets for the formation of a clockwise eddy next to the bot­
tom left corner of the images. They also described the northwardly displacement of 
features at the bottom center of the images. The bottom right section of the image 
is covered with clouds making results in that section unreliable. The same reliability 
problem happens next to the coasts were spot clouds are present. Another difficult 
estimation area in this set is the northern section of the ocean that contains very simi­
lar temperature values. Cross correlation techniques cannot determine with certainty 
the movement direction in this circumstance. This effect can be seen in results pro­
duced with Biorthogonal and Coiflet wavelets with longer support. Due to the longer 
supports, marginal temperature differences generate spurious displacement patterns. 
Contrary to set 14 results, vector field calculations for set 9 generated large vector 
estimations over land. Marked differences in the texture of land features between 
source and target images are responsible for this effect. An even more problematic 
scenario is presented in set 13, here due to the texture similarity in the image between 
land and sea. Figure 4.34 shows the source and target images for this set. Ocean 
features are being displaced from the Southwest into the Northeast parallel to the 
coastline. Notice how similar the temperatures are at both sides of the coastline. 
Table 4.11 indicates that Daubechies 1 and 2 wavelets do the best to minimize the 
AAD  and RAD  values. Although this time more wavelet functions succeeded in this 
task, there is not much difference with the original values.
Again we present the estimated velocity vector fields generated with various wavelet 
functions in Figures 4.35 and 4.36. Various estimations indicate a pronounced vector 
field bridging the coastline. Temperature similarity between land and sea generates
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(a) Daubechies 1 (2 coef.) (b) Daubechies 2 (4 coef.)
(c) Daubechies 3 (6 coef.)
Figure 4.30: Effect of Daubechies wavelets in velocity vector field predictions 
(Set 9, Trend sub-images used).
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(a) Biorthogonal 3.1 (4 coef.) (b) Biorthogonal 2.2 (6 coef.)
(c) Biorthogonal 1.3 (6 coef.) (d) Coiflet 1 (6 coef.)
Figure 4.31: Effect of Biorthogonal and Coiflet wavelets in velocity vector 
field predictions (Set 9, Trend sub-images used).
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(a) Daubechies 1 (2 coef.) (b) Daubechies 2 (4 coef.)
(c) Daubechies 3 (6 coef.)
Figure 4.32: Effect of Daubechies wavelets in velocity vector field predictions 
(Set 9, Diagonal sub-images used).
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(a) Biorthogonal 3.1 (4 coef.) (b) Biorthogonal 2.2 (6 coef.)
(c) Biorthogonal 1.3 (6 coef.) (d) Coiflet 1 (6 coef.)
Figure 4.33: Effect of Biorthogonal and Coiflet wavelets in velocity vector 
field predictions (Set 9, Diagonal sub-images used).
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(a) Source image. (b) Target image.
Figure 4.34: Source (Oct.20.1994 01:19 UTC) and target (Oct.21,1994 00:57 
UTC) SST images. NOAA 12. 26.705N-29.295N, 94.384W- 
97.431W (Set 13).
Table 4.11: Absolute and relative average differences (AAD and RAD) for 
the image set 13 after warping with the velocity vector fields 
estimated with the indicated wavelet families and the sub-images 
considered.
Source-target trend Source-target diagonal
sub-images differences sub-images differences
No. Wavelet function AAD RAD AAD RAD
0 None (Before evaluations) 0.615 2.576 0.615 2.576
1 Daubechies 1 (2 coef.) 0.449 1.740 0.529 2.043
2 Daubechies 2 (4 coef.) 0.538 2.082 0.622 2.381
3 Daubechies 3 ( 6  coef.) 0.609 2.356 0.625 2.506
4 Biorthogonal 3.1 (4 coef.) 0.742 2.878 0.611 2.534
5 Biorthogonal 2.2 ( 6  coef.) 0.556 2.155 0.766 3.145
6 Biorthogonal 1.3 ( 6  coef.) 0.586 2.270 0.698 2.711
7 Coiflet 1 ( 6  coef.) 0.599 2.388 0.677 2.611
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this incorrect estimation. A small displacement of the coastline was also detected, 
produced by inaccuracies in the registration process of source and target images in 
this set. The presence of incorrect vector estimations and the very small improvement 
on AAD  and RAD  coefficients indicate that the method is not suitable for this image 
pair.
Summary of Results on Wavelet Functions Determination
The previous cases seem to indicate that the use of wavelet functions with smaller 
support provides the best results with our algorithm. They provide the smallest 
values for AAD  and RAD  coefficients while describing the main features of the ocean 
movement. One explanation for this outcome comes from the wavelet analysis process 
itself. Whenever a wavelet function is used for analysis of a signal, each of the 
generated values contains partial information of every point of the signal. The larger 
the support, the larger the area where information is drawn. However, each point 
within that area may actually move at totally different rates and directions. Their 
movement is therefore masked in the wavelet analysis and tends to be less accurate 
than when smaller areas are considered.
Daubechies 1 and 2, and Biorthogonal 3.1 were the wavelets that produced the best 
results on the observed cases. Their support was 2, 4, and 4 coefficients respectively, 
the smallest number of coefficients possible for wavelets. The use of trend sub-images 
in the analysis was also favored by the results.
Finally, all other sets from Tables 4.1 through 4.3 were tested with the available 
wavelet functions and the use of trend and diagonal sub-images. The source and 
target images, together with the best result for each of the sets are presented in the 
appendix at the end of the dissertation. Tables 4.12 and 4.13 show the AAD  and 
RAD  values under the wavelet functions with smaller support.
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(a) Daubechies 1 (2 coef.) (b) Daubechies 2 (4 coef.) (c) Daubechies 3 (6 coef.)
(d) Biorthogonal 3.1 (4 coef.)(e) Biorthogonal 2.2 (6 coef.) (f) Biorthogonal 1.3 (6 coef.)
(g) Coiflet 1 (6 coef.)
Figure 4.35: Effect of wavelets in velocity vector field predictions (Set 13, 
Trend sub-images used).
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(a) Daubechies 1 (2 coef.) (b) Daubechies 2 (4 coef.) (c) Daubechies 3 (6 coef.)
(d) Biorthogonal 3.1 (4 coef.)(e) Biorthogonal 2.2 (6 coef.) (f) Biorthogonal 1.3 (6 coef.)
(g) Coiflet 1 (6 coef.)
Figure 4.36: Effect of wavelets in velocity vector field predictions (Set 13, 
Diagonal sub-images used).
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Table 4.12: Absolute average differences (AAD) for the SST image sets used 
in this study after velocity estimations.
Set Case Set Daubechies 1 Daubechies 2 Biorthogonal 3.1 
No. Name Name Trend Diagonal Trend Diagonal Trend Diagonal
1 cs066 sOl 1.034 0.551 0.464 0.501 0.526 0.468
2 cs066 s0 2 0.508 0.469 0.414 0.520 0.469 0.446
3 cs066 s05 0.665 0.752 0.630 0.834 0.728 0.820
4 cs066 s07 0.860 0.983 0.890 1.009 0.908 1.031
5 cs066 s08 0.788 0.870 0.671 0.776 0.762 1.099
6 cs066 s09 0.912 1 .0 2 0 1 .0 1 0 1.146 1 .0 2 1 1.320
7 cs045 sOl 1.820 1.860 1.550 1.680 1.448 1.546
8 cs0 0 1 .p0 2 sOl 1.080 1.240 1.250 1.080 1.242 0.902
9 cs0 0 1 .p0 2 s0 2 0.930 0.980 1.470 1.420 1.408 1.590
1 0 cs014.p01 sOl 1.560 1.685 2.300 2 .2 0 0 2.023 1.991
11 cs014.p01 s0 2 1.170 1.150 1.380 1.118 1.174 1.205
1 2 cs014.p02 sOl 1.697 1 .2 0 0 2.650 2 .0 0 0 2.302 2.242
13 cs089 sOl 0.440 0.520 0.530 0.620 0.792 0.611
14 cs099 sOl 0.690 0.860 0.990 1.060 1.260 1.158
15 cs099 s0 2 0.730 0.790 0.890 1 .0 2 0 0.917 0.988
16 cs099 s03 1.350 2.560 1.416 1.670 1.650 1.988
17 cs099 s04 0.850 0.720 0.860 1.280 0.891 1.142
18 cs028 sOl 0.370 0.378 0.420 0.443 0.466 0.547
19 cs028 s0 2 0.510 0.415 0.479 0.456 0.454 0.451
2 0 cs069 sOl 0.460 0.586 0.625 0.840 0.704 0.751
2 1 cslOO.pOl sOl 0.517 0.560 0.538 0.730 0.608 0.714
2 2 cs025.p02 sOl 0.660 0.620 0.578 0.660 0.611 0.633
23 csl89.p01 sOl 0.540 0.754 0.569 0.792 0.738 0.749
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Table 4.13: Relative average differences (RAD) for the SST image sets used 
in this study after velocity estimations.
Set Case Set Daubechies 1 Daubechies 2 Biorthogonal 3.1 
No. Name Name Trend Diagonal Trend Diagonal Trend Diagonal
1 cs066 sOl 4.260 2.276 1.921 2.037 2.239 2.022
2 cs066 s02 2.010 1.870 1.667 2.067 1.914 1.844
3 cs066 s05 2.827 3.219 2.576 3.740 3.240 3.682
4 cs066 s07 3.935 4.610 4.400 4.925 4.452 5.246
5 cs066 s08 3.930 4.685 3.880 4.250 4.266 5.722
6 cs066 s09 5.110 5.670 5.890 6.556 5.923 7.482
7 cs045 sOl 10.530 10.570 9.090 9.640 8.509 8.923
8 cs001.p02 sOl 5.090 5.960 6.010 5.160 5.933 4.322
9 cs001.p02 s02 5.110 5.710 8.740 10.010 8.577 11.133
10 cs014.p01 sOl 5.470 5.870 8.030 7.720 7.025 6.925
11 cs014.p01 s02 5.200 5.350 5.670 4.549 4.815 4.942
12 cs014.p02 sOl 6.770 4.370 16.660 8.890 10.080 10.062
13 cs089 sOl 1.740 2.040 2.080 2.380 2.879 2.534
14 cs099 sOl 2.680 3.626 4.540 5.394 6.305 6.212
15 cs099 s02 2.770 2.975 3.550 4.270 3.555 4.025
16 cs099 s03 7.130 17.870 7.930 9.730 9.138 12.947
17 cs099 s04 3.240 2.800 3.240 5.900 3.735 5.032
18 cs028 sOl 1.218 1.249 1.400 1.469 1.531 1.863
19 cs028 s02 1.680 1.378 1.600 1.497 1.488 1.484
20 cs069 sOl 2.490 3.180 3.460 5.120 4.260 4.435
21 cslOO.pOl sOl 2.225 2.430 2.320 3.300 2.666 3.153
22 cs025.p02 sOl 2.350 2.240 2.040 2.320 2.156 2.235
23 csl89.p01 sOl 2.257 3.161 2.390 3.623 3.535 3.462
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From the previous tables, a summary of the minimal AAD  and R AD  values found for 
each of the sets plus the wavelet functions and the type of sub-image used to obtain 
them is presented in Table 4.14.
Table 4.14: Best values obtained for absolute and relative average differences 
(AAD and RAD) for the image sets used in this study before and 
after velocity estimations. Wavelet functions and the choice of 
sub-image for evaluations are also included.
Source-target diff. Source-target diff. Wave­ Sub-
Set Case Set before warping after warping let Image
No. Name Name AAD RAD AAD RAD used used
1 cs066 sOl 0.522 2.256 0.464 1.921 db2 Trend
2 cs066 s02 0.503 2.105 0.414 1.667 db2 Trend
3 cs066 s05 0.708 3.220 0.630 2.576 db2 Trend
4 cs066 s07 0.845 4.399 0.860 3.935 dbl Trend
5 cs066 s08 0.796 4.658 0.671 3.880 db2 Trend
6 cs066 s09 0.938 5.746 0.912 5.110 dbl Trend
7 cs045 sOl 1.581 8.767 1.448 8.509 b31 Trend
8 cs001.p02 sOl 1.181 6.437 0.902 4.322 b31 Diag.
9 cs001.p02 s02 1.337 7.457 0.930 5.110 dbl Trend
10 cs014.p01 sOl 2.011 7.280 1.560 5.470 dbl Trend
11 cs014.p01 s02 1.122 4.198 1.118 4.549 db2 Diag.
12 cs014.p02 sOl 1.692 7.053 1.200 4.370 dbl Diag.
13 cs089 sOl 0.615 2.576 0.440 1.740 dbl Trend
14 cs099 sOl 1.080 5.898 0.690 2.680 dbl Trend
15 cs099 s02 1.130 5.317 0.730 2.770 dbl Trend
16 cs099 s03 1.116 7.415 1.350 7.130 dbl Trend
17 cs099 s04 0.877 3.676 0.720 2.800 dbl Diag.
18 cs028 sOl 0.480 1.693 0.370 1.218 dbl Trend
19 cs028 s02 0.433 1.451 0.415 1.378 dbl Diag.
20 cs069 sOl 0.730 3.930 0.460 2.490 dbl Trend
21 cslOO.pOl sOl 0.763 3.446 0.517 2.225 dbl Trend
22 cs025.p02 sOl 0.795 2.820 0.578 2.040 db2 TVend
23 csl89.p01 sOl 0.686 2.930 0.540 2.257 dbl Trend
Considering each set as a separate sequence of images in Table 4.14, Daubechies 1 
wavelets describe the largest number of sets best, 15 out of 23, followed by Daubechies 2
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wavelets (6 sets) and Biorthogonal 3.1 wavelets (2 sets). Regarding the use of trend 
or diagonal sub-images, 18 sets are better described using trend sub-images versus 5 
for diagonal sub-images.
Assuming that pairs of images of the same case should be described better with the 
same wavelets and subsequent use of the same sub-images after decomposition, we 
identify the best wavelets and sub-image choice to estimate velocity vector fields for 
each case. This identification was done using the information provided in Table 4.12 
and the following observations:
1. The movement of most of the image pairs from case cs066 are better described 
by Daubechies 2 wavelets and the trend sub-images. The two cases that are an 
exception to this could also be described with this same combination, because 
it produces the second best reduction of the AAD  coefficient, with differences 
from the optimal of only 0.03°C and 0.089°C.
2. To describe the two sets from case csOOl, the combination Daubechies 1 wavelets 
and trend sub-images is chosen because it produces the best reduction of the 
AAD  coefficient for one set and the second best for the other set.
3. Daubechies 1 wavelets with diagonal sub-images are chosen to describe the 
movement of the sets in case cs014.p01, even though the best result for AAD  
and RAD  coefficients are not produced by this combination. However, this 
combination was the second best for lowering the AAD  coefficient in both sets 
and the difference in values compared to the best choices were very small.
4. Case cs099 can be better described with the Daubechies 1 wavelets and trend 
sub-images. This combination produced the best results in 3 of the 4 sets in 
this case. Daubechies 1 wavelets were selected for all the sets in this case.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
171
5. The combination Daubechies 1 wavelets and diagonal sub-images is selected to 
describe the movement of the two sets in case cs028. This produces the best 
reduction of the AAD  coefficient for one set and the second best for the other 
set.
6. All other cases contain only one set, and the combinations selected for each 
case were the ones that produced the lowest values for AAD  coefficients, except 
for case csl89.p01. The lowest value for AAD  for case csl89.p01 was with 
the Daubechies 1 wavelets and trend sub-images. The next smallest value was 
the Daubechies 2 wavelets with trend sub-images. The later combination was 
selected for two reasons: first, the difference between the AAD  values of the 
two combinations is only 0.029°C. Second, the analysis of set 23 previously 
resulted in the Daubechies 2 wavelets producing a better description of some 
local features of the movement.
Table 4.15 summarizes the choices made for the wavelets and sub-images used in each 
case.
Table 4.15: Summary of wavelet functions and best type of sub-images to 
describe the movement in each of the cases studied.
Case Name Wavelet Used Sub-Image Used
cs066 Daubechies 2 Trend
cs045 Biorthogonal 3.1 Trend
cs001.p02 Daubechies 1 Trend
cs014.p01 Daubechies 1 Diagonal
cs014.p02 Daubechies 1 Diagonal
cs089 Daubechies 1 Trend
cs099 Daubechies 1 Trend
cs028 Daubechies 1 Diagonal
cs069 Daubechies 1 Trend
cslOO.pOl Daubechies 1 Trend
cs025.p02 Daubechies 2 Trend
csl89.p01 Daubechies 2 Trend
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Table 4.15 indicates that of the 12 cases studied, 8 are better described using Daubechies 1 
wavelets, 3 with Daubechies 2 wavelets, and Biorthogonal 3.1 wavelets the remaining 
case. Also 9 of the 12 cases are better described using trend sub-images in the calcu­
lations versus 3 cases for diagonal sub-images. These results corroborate the results 
using the sets individually.
Figure 4.37 graphically summarizes the information from Table 4.12. The horizon­
tal axis is the six possible combinations of wavelets and sub-images choices. The 
cases using trend sub-images are to the left of the figure and the cases using diagonal 
sub-images to the right. The vertical axis is the number of times a combination was 
used. To produce the figure, for each of the sets, the combinations were sorted in 
the ascending order of their AAD  values, also known as ranks. The combinations 
that produced the smallest AAD  values belong to the rank 1. Combinations that 
produce the second smallest AAD  values belong to the rank 2, and so on. The num­
ber of occurrences of a particular combination within each rank is obtained. The 
lines on Figure 4.37 indicate the cumulative sum of occurrences of each combination 
up to that rank. Figure 4.37 shows the capability of each wavelets-sub-image com­
bination to describe movement in all the sets. All the combinations in the figure 
level out their occurrences to the maximum in the last rank. Therefore, the most 
important information is in the first three ranks. It can clearly be seen that, when 
using trend sub-images, Daubechies 1 wavelets will produce the better results most 
times, followed by Daubechies 2 wavelets and Biorthogonal 3.1 wavelets. When using 
diagonal sub-images, Daubechies 1 wavelets still produces better results, followed by 
the Biorthogonal 3.1 wavelets, and Daubechies 2 wavelets. Comparing results for the 
use of trend or diagonal sub-images another inference can be made. If we need to 
produce results with a combination other than Daubechies 1 wavelets and trend sub­
images, it is better to use the diagonal sub-images with Daubechies 1 wavelets than
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Db31Tdb2 Tb31 Ddb1 Ddb2Tdb1
Figure 4.37: Per rank, cumulative number of occurrences of wavelet func­
tions and choice of sub-images combinations in the cases 
under study (T=Trend, D=Diagonal, dbx=Daubechies x, 
b31=Biorthogonal 3.1).
4.3.3 Velocity Vector Field Comparison with Drifter Data
The appendix at the end of this dissertation shows the source image, the target image 
and the best velocity vector field found for each set in this study. The velocity vector 
field is plotted over a copy of the source image. In the same picture, the displacement
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of drifters moving in the area is depicted with thicker arrows. A certain degree of 
agreement was expected between a drifter movement and the estimated velocity vector 
at the point where the drifter displacement starts.
Table 4.16 shows the percentage of drifters with rectangular displacement components 
within three standard deviations of the average estimated vector in an area of 5 km2 
around its starting point. The percentages are calculated with the total number of 
drifters over the areas where estimations are made. This total varies from set-to- 
set, not only because drifters are deployed and remove continuously in the SCULP 
program, but also because the areas covered in each set are different. In addition, 
within the same set of images, the zones where estimations are made vary depending 
on the kind of wavelets used. The numbers in parentheses in the table indicate the 
actual number of drifters that produced the percentage values. The u and v vector 
components refer to the velocity vector components along the West-East and South- 
North directions, respectively. The last column in the table shows the percentage of 
drifters in which agreement was simultaneously found for both the u and v vector 
components.
Similarly, Table 4.17 shows the percentage of drifters with polar displacement com­
ponents within three standard deviations of the average estimated vector around an 
area of 5 km2 of the starting point. The polar displacement components are magni­
tude and phase. The last column shows the percentage of drifters where agreement 
was simultaneously found in the magnitude and phase.
An important point in these tables is the small number of drifters that agree with the 
estimations. Even though we obtained 100% agreement in some of the components 
(rectangular and polar), these represent a rather small number of drifters. In cases 
where the number of drifters is high, the low percentage obtained indicates there 
are many more drifters that did not agree with the estimations. This becomes more
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Table 4.16: Percentage of drifters that were found within three standard de­
viations of the estimated average values for the velocity com­
ponents (u and v) in each set. The last column indicates the 
percentage of drifters that were found within the three stan­
dard deviations for both, u and v components at the same time. 
Values in parentheses indicate the number of drifters the per­
centages represent. (T=Trend, D=Diagonal, dbx=Daubechies
x, b31=biorthogonal 3.1).
Wavelet u V Both
Set Case Set Sub-Image vector vector u and v
No. Name Name Combination component component components
1 cs066 sOl Tdb2 25.0 (7) 28.6 (8 ) 10.7(3)
2 cs066 s0 2 Tdb2 6.3 (2) 34.4(11) 6.3(2)
3 cs066 s05 Tdb2 0 .0  (0 ) 7.4 (4) 0 .0 (0 )
4 cs066 s07 Tdbl 6.2 (4) 6.2 (4) 0 .0 (0 )
5 cs066 s08 Tdb2 2.4 (1) 7.3 (3) 0 .0 (0 )
6 cs066 s09 Tdbl 17.6(12) 4.4 (3) 1.5(1)
7 cs045 sOl Tb31 0 .0  (0 ) 6.5 (2) 0 .0 (0 )
8 cs0 0 1 .p0 2 sOl Db31 45.5 (5) 45.5 (5) 27.3(3)
9 cs0 0 1 .p0 2 s0 2 Tdbl 31.6 (6 ) 42.1 (8 ) 21.1(4)
1 0 cs014.p01 sOl Tdbl 30.0 (3) 30.0 (3) 0 .0 (0 )
11 cs014.p01 s0 2 Ddb2 50.0 (2) 25.0 (1) 25.0(1)
1 2 cs014.p02 sOl Ddbl 0 .0  (0 ) 33.3 (3) 0 .0 (0 )
13 cs089 sOl Tdbl 0 .0  (0 ) 0 .0  (0 ) 0 .0 (0 )
14 cs099 sOl Tdbl 62.5 (5) 37.5 (3) 25.0(2)
15 cs099 s0 2 Tdbl 33.3 (1) 100.0 (3) 33.3(1)
16 cs099 s03 Tdbl 33.3 (2) 16.7 (1) 16.7(1)
17 cs099 s04 Ddbl 1 0 0 .0  (2 ) 0 .0  (0 ) 0 .0 (0 )
18 cs028 sOl Tdbl 0 .0  (0 ) 0 .0  (0 ) 0 .0 (0 )
19 cs028 s0 2 Ddbl 0 .0  (0 ) 0 .0  (0 ) 0 .0 (0 )
2 0 cs069 sOl Tdbl 0 .0  (0 ) 0 .0  (0 ) 0 .0 (0 )
2 1 cslOO.pOl sOl Tdbl 0 .0  (0 ) 0 .0  (0 ) 0 .0 (0 )
2 2 cs025.p02 sOl Tdb2 14.3 (2) 28.6 (4) 0 .0 (0 )
23 csl89.p01 sOl Tdbl 50.0 (2) 25.0 (1) 0 .0 (0 )
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Table 4.17: Percentage of drifters that were found within three standard de­
viations of the estimated average values for the magnitude and 
phase velocity components in each set. The last column indi­
cates the percentage of drifters that were found within the three 
standard deviations for both, magnitude and phase components 
at the same time. Values in parentheses indicate the number 
of drifters the percentages represent. (T=Trend, D=Diagonal, 













1 cs066 sOl Tdb2 28.6 (8 ) 32.1 (9) 10.7(3)
2 cs066 s0 2 Tdb2 31.3(10) 53.1(17) 18.8(6)
3 cs066 s05 Tdb2 1.9 (1) 13.0 (7) 0 .0 (0 )
4 cs066 s07 Tdbl 10.8 (7) 9.2 (6 ) 0 .0 (0 )
5 cs066 s08 Tdb2 4.9 (2) 9.8 (4) 0 .0 (0 )
6 cs066 s09 Tdbl 17.6(12) 7.4 (5) 2.9(2)
7 cs045 sOl Tb31 6.5 (2) 0 .0  (0 ) 0 .0 (0 )
8 cs0 0 1 .p0 2 sOl Db31 54.5 (6 ) 18.2 (2 ) 9.1(1)
9 cs0 0 1 .p0 2 s0 2 Tdbl 42.1 (8 ) 31.6 (6 ) 21.1(4)
1 0 cs014.p01 sOl Tdbl 1 0 .0  (1 ) 40.0 (4) 1 0 .0 (1 )
11 cs014.p01 s0 2 Ddb2 75.0 (3) 25.0 (1) 25.0(1)
1 2 cs014.p02 sOl Ddbl 1 1 .1  (1 ) 33.3 (3) 1 1 .1 (1 )
13 cs089 sOl Tdbl 33.3 (1) 0 .0  (0 ) 0 .0 (0 )
14 cs099 sOl Tdbl 25.0 (2) 62.5 (5) 25.0(2)
15 cs099 s0 2 Tdbl 100.0 (3) 100.0 (3) 100.0(3)
16 cs099 s03 Tdbl 16.7 (1) 16.7 (1) 16.7(1)
17 cs099 s04 Ddbl 0 .0  (0 ) 0 .0  (0 ) 0 .0 (0 )
18 cs028 sOl Tdbl 0 .0  (0 ) 0 .0  (0 ) 0 .0 (0 )
19 cs028 s0 2 Ddbl 0 .0  (0 ) 0 .0  (0 ) 0 .0 (0 )
2 0 cs069 sOl Tdbl 0 .0  (0 ) 12.5 (1) 0 .0 (0 )
2 1 cslOO.pOl sOl Tdbl 16.7 (2) 0 .0  (0 ) 0 .0 (0 )
2 2 cs025.p02 sOl Tdb2 28.6 (4) 14.3 (2) 7.1(1)
23 csl89.p01 sOl Tdbl 50.0 (2) 0 .0  (0 ) 0 .0 (0 )
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pronounced when agreement is searched with two components simultaneously (e.g. 
magnitude and phase). Nearly half of the sets do not have drifters in agreement with 
the predictions.
Initially it was believed that the drifter information could be used to verify the esti­
mations of our method. With this contrary result, our reaction was to find reasons 
for the discrepancies wherever possible. There are various reasons why these discrep­
ancies may occur. Some could be with the algorithm itself, but others are related to 
the drifters and the features of the movement.
First, one should consider the dissimilarity of the movement of some features in 
the image and the general movement of the sea. For example set 1 depicted in 
the appendix, and discussed in subsection 4.3.2. Although it is known that the sea is 
moving in a West to East direction, corroborated by drifters displacement, the features 
in set 1 are mostly displaced in the South to North direction. Sets 15 and 16 also 
shows northern displacements of sea features while the drifters indicate a southbound 
movement along the coast. Finally, the most pronounced case of disagreement is set 
2 1  where a visible mass of water on the left side of the image is displacing eastwards, 
but drifters over this feature appear perpendicular to the velocity vector predictions. 
The differences observed in these cases may be explained, in part, if the drifters are 
following the movement of features that are not detected in the SST images. In these 
examples, doing an inspection by eye, there is no apparent motion following the path 
set of the drifters. Our estimations corroborate what our eyes see in the images. 
The location of drifters is measured with greater precision than the resolution of the 
SST images used in this study. While the drifter position can be known within a few 
meters of its actual location, each of the pixels in an SST image covers an area of more 
than 1 square kilometer. Local conditions that may influence the true displacement 
of drifters are not apparent in the coarser resolution of the SST image.
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A drifter moving in the ocean does not follow a straight path, but meanders, subject 
to various forces in the sea and atmosphere. Wind has been considered as one of the 
likely forces acting on the drifters as well as the ocean. We obtained records of wind 
velocities during the times some of our images were taken. These records came from 
stationary buoys within an area in our images. Table 4.18 indicates the location of 
these buoys and the average wind velocities that correspond to some sets of images 
in our study.
Table 4.18: Average wind velocities on stationary buoys within the areas of 
some SST image pairs used in this research.
Case name: cs066
Start Date (Time): 931214 (23:07) End Date (Time): 931215 (22:53)
Buoy No. Latitude Longitude Average Wind Speed Average Wind Direction
19 27.91N 95.36W 5.065 m/s 284.53 Deg
2 2 28.36N 93.96W 5.749 m/s 302.00 Deg
35 29.25N 94.41W 5.387 m/s 295.70 Deg
52 28.80N 93.02W 6 .2 0 0  m/s 294.60 Deg
Case name: cslOO.pOl 
Start Date (Time): 940103 (14:47) End Date (Time): 940104 (14:25)
Buoy No. Latitude Longitude Average Wind Speed Average Wind Direction
19 27.91N 95.36W 7.932 m/s 330.48 Deg
2 2 28.36N 93.96W 7.402 m/s 345.43 Deg
Case name: csl89.p01 
Start Date (Time): 931214 (13:37) End Date (Time): 931215 (13:16)
Buoy No. Latitude Longitude Average Wind Speed Average Wind Direction
19 27.91N 95.36W 7.971 m/s 311.47 Deg
2 2 28.36N 93.96W 7.473 m/s 326.60 Deg
From Table 4.18 we observe that the average wind in the areas described is from 
Northwest to Southeast. This is the same direction many of the drifters in case cs066 
are moving, even though the ocean appears in images to move from the Southwest to 
Northeast. Drifters are susceptible to drag from wind and waves. This is probably
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
179
a reason for discrepancy with some predictions. On the other hand, cases cslOO.pOl 
and csl89.p01 contain drifters that move against the wind and the visible ocean fea­
tures. In these cases, wind does not explain the differences between drifters movement 
and our estimations. Although many studies have been made to explain drifter dis­
placements ([21],[40] and [23] among others), no known definitive studies have been 
published on a bias introduced by wind in the displacement of drifters to explain our 
results.
Another important cause of disagreement is the presence of clouds in the images. 
Although an effort was made to select sets containing no cloud coverage, there were 
instances where the clouds appeared so faintly that we decided to use them anyway. 
Mixed results were obtained from these. That is, cloud coverage did not hampered 
calculations in sets 3, 14, 15 and 23 because the clouds were located marginally in 
the images. But the scattered clouds in sets 7, 8 , 10, 1 1 ,12, 19 and 22 had an impact 
on the estimated velocity fields. This may have contributed to our disagreement with 
some sea-truth measurements.
Finally, the algorithm itself may be a source of inaccuracies, especially in both its 
search for similarities and its smoothing technique. The mechanism to search for sim­
ilarities is based on cross correlation and may incorrectly decide the correct direction 
in areas with very similar pixel values, e.g. a large common loci of temperatures. In 
these regions, every path is equally likely and the algorithm does not have a valid way 
to decide the best path. The smoothing technique, even though it produces better 
results than previous algorithms, especially with the low frequency components of the 
movement, still seems too harsh. As an example, using the smoothing process shown 
in the previous chapter the estimated vector field shown in Figure 3.10 is smoothed to 
obtain Figure 3.12. After only 5 iterations, the size of some vectors have considerably 
decreased in magnitude. The smoothed vector field is more coordinated, but some of
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the vectors are pointing in directions very different from their initial direction. There 
is no mechanism to check if the coordinate vector field still represents the similarity 
originally found with the cross correlation.
Future research will be necessary to verify the possibilities postulated in this section 
and to improve these estimations. In the meantime, agreement of estimations and 
drifter displacements can be seen in cloudless, open-ocean images where the drifters 
follow the same paths that distinctive features within the images trace.
4.4 Analysis on Smoothing
All the results presented in section 4.3 were generated using 5 smoothing iterations 
at each level in the quadtree. Empirically, this value was found to be adequate to 
develop a coherent vector field while at the same time avoiding loss of information 
that occurs with more smoothing iterations.
To show the effect of the number of smoothing iterations in the estimations, Figure 
4.38 presents the results obtained when set 23 is analyzed with 5,10, 30 and more than 
1 0 0  smoothing iterations at each level. Using less than 5 smoothing iterations does not 
produce a coherent vector field. Some of the vectors within this vector field represent 
ill-defined displacements. The estimation with 5 smoothing iterations is used as our 
base case, described in previous sections. The value of 30 smoothing iterations is the 
number recommended by Leming [13] to use in his method. The last vector field was 
produced with as many smoothing iterations as required to achieve convergence. In 
this case, a little more than 1 0 0  iterations were required. Daubechies 2  wavelets and 
the trend sub-images were used for wavelet analysis.
Although there are some differences between the displayed vector fields, these dif­
ferences are minimal, especially between the cases where 5, 10 and 30 smoothing 
iterations were applied. In the case where convergence was reached, the vector field 
obtained is very smooth. It contains the main movement traits already present after
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Figure 4.38: Effect of the varying the number of smoothing iterations in 
velocity vector field estimations. Set 23, decomposed with 
Daubechies 2 wavelets, trend sub-images analyzed, (a) 5 it­
erations (b) 10 iterations (c) 30 iterations (d) Iterations to con­
vergence.
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only 5 iterations, but with the local variations eliminated. The aim of the smoothing 
technique was to obtain a method that is sensitive to small local variations. From 
the results presented it is clear that a small number of smoothing iterations is needed 
to obtain more representative vector fields. The number of iterations can be as low 
as 5, given that smaller numbers generate incoherent vector fields with impossible 
movement patterns. Using the smallest number of allowed smoothing iterations also 
produces a savings in the amount of computational time required to perform the 
additional iterations.
Testing of Other Smoothing Parameters
Throughout our previous analysis, smoothing was performed using Daubechies 1 
wavelets as the smoothing wavelet functions. We also performed smoothing calcula­
tions at the resolution level of the original image where linearity constraints are more 
likely to be met. In this subsection, variations of the previous conditions to illustrate 
that the parameters used were appropriate, are presented.
Our smoothing process assumes that velocity vectors are linear within an small neigh­
borhood of 3 pixels by 3 pixels. If the smoothing process is performed at the resolution 
level of the original image, this small neighborhood comprises an area of roughly 3x3  
km2 for the images presented in this study. Linearity can be assumed on regions of 
this size, and possibly on bigger regions. To test this possibility, rather than perform­
ing smoothing at the resolution level of the original image (the root of the quadtree), 
it was done at the resolution level of the images after one, two and three wavelet trans­
formations, corresponding to the levels in the quadtree at a depth of one, two and 
three from root. The resolution at each level halves with the depth in the quadtree, 
each pixel representing four pixels at the previous level. In our cases, this produces 
an implicit assumption of linearity in neighborhoods with areas of roughly 6 x 6  km2, 
12 x 12 km2 and 24 x 24 km2 when smoothing. It is also possible that linearity can be
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assumed in neighborhoods of a size that is in between these. However, given that pix­
els represent discrete areas in the images with a fixed resolution and considering that 
the initial resolution for the original images at about 1 km2 per pixel, it is not pos­
sible to explore linearity in other area sizes than those indicated. Figure 4.39 shows 
estimated velocity vector fields generated for set 23, using Daubechies 2  wavelets 
and trend sub-images. The smoothing wavelets were Daubechies 1 , the number of 
smoothing iterations was 5 and smoothing was performed at the resolution levels of 
the original image (our base case), 1, 2 and 3 levels of wavelet transformation. Figure 
4.40 shows similar cases with the only difference that the smoothing wavelets were 
Daubechies 2.
Figures 4.39 and 4.40 show that details of the vector field are lost when smoothing 
is performed at coarser resolution levels. A good example is the pseudo-circular 
movement observed in the upper left corner of the images in Figure 4.39. The vector 
field smoothed at the resolution level of the original image shows local variations of 
vectors in this area that are smoothed in the next vector field (labeled b). In the 
third vector field (labeled c) the circular feature is smoother and clearer, although 
the size of its vectors is smaller. The circular feature is completely absent in the final 
vector field (labeled d). Similarly, vectors that describe the northbound movement of 
features at the center of the first image are increasingly homogenized in the images 
that follow.
As these images demonstrate, performing smoothing at levels in the quadtree other 
than the root produces considerably smoother vector fields. The degree of smoothness 
is so high, that comparing any of the vector fields labeled b, c or d in Figures 4.39 
and 4.40 with the convergent vector field labeled d in Figure 4.38, one notices that 
the former are smoother or at least equally smooth.
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(a) Smoothing at the resolution (b) Smoothing at the resolution
of the original image of 1 level of transformation
(c) Smoothing at the resolution (d) Smoothing at the resolution 
of 2 levels of transformation of 3 levels of transformation
Figure 4.39: Effect of varying the level in which smoothing calculations are 
performed in velocity vector field estimations. Set 23, decom­
posed with Daubechies 2 wavelets, trend sub-images. Smooth­
ing performed with Daubechies 1 wavelets at indicated resolu­
tion levels in the quadtree.
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(a) Smoothing at the resolution (b) Smoothing at the resolution
of the original image of 1 level of transformation
(c) Smoothing at the resolution 
of 2 levels of transformation
(d) Smoothing at the resolution 
of 3 levels of transformation
Figure 4.40: Effect of varying the level in which smoothing calculations are 
performed in velocity vector field estimations. Set 23, decom­
posed with Daubechies 2  wavelets, trend sub-images. Smooth­
ing performed with Daubechies 2 wavelets at the indicated res­
olution levels in the quadtree.
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The conclusion is that our smoothing method produces better results when used at 
the resolution level of the original image. By smoothing at other levels in the quadtree, 
linearity constraints are imposed over regions of the ocean that are too large to have 
realistic linear displacements.
Figure 4.40 also describes the effect of using Daubechies 2 wavelets as the smoothing 
wavelet functions instead of Daubechies 1 wavelets. The first image on this figure was 
obtained performing smoothing at the root of the quadtree. It produced vector fields 
in which the magnitude of the vectors are smaller, compared with a similar case in 
Figure 4.39. In all images, the patterns of displacement, although smooth, contain 
spurious features that dominate most of the estimated vector field. A combination 
of factors generates these features. The velocity vector fields are expanded to the 
required level of resolution in the quadtree to perform smoothing. Wavelet synthesis 
is used for this expansion. The wavelets that perform the synthesis filter the signal 
with a given shape that may add artifacts to the expanded signal. The longer the 
support of the wavelets, the more the artifacts occur. When smoothing, the artifacts 
are considered part of the signal and contribute to the final vector field, becoming 
the spurious features.
Therefore, due to its small support, Daubechies 1 wavelets are the preferred smooth­
ing wavelets.
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Chapter 5 
Additional Developments
The proposed research project was actually fulfilled with developments presented in 
Chapter 4. However, we performed additional research presented in this chapter. It 
comprises the following three areas: 1. A modification to our basic algorithm that 
permits the use of a-priori knowledge of the displacement patterns in the oceans to 
bias estimations for the velocity vector field described in Section 5.1. 2 . GOES 
satellite images with a smaller spatial resolution than NOAA satellite images are 
used to estimate vector fields in section 5.2. 3. Our algorithm applied to a different 
problem in remote sensing, the estimation of velocity vector fields of hurricanes is 
presented in section 5.3.
5.1 Guided Vector Fields
Figure 5.1 shows the estimated vector field for set 5, produced with Daubechies 2 
wavelets, trend sub-images and 5 smoothing iterations. This is the best estimation 
produced in the work by our algorithm. As indicated in the previous chapter, there 
is some agreement between our velocity estimations and the displacements of ocean 
drifters (shown as thicker arrows in the figures). Discrepancies are clearly seen in 
Figure 5.1, particularly at the bottom and upper regions of the vector field were few 
drifter displacements are available. In both these regions, the drifters are moving 
Northwest to Southeast, while the estimation is Northeast to Southwest.
In this section, the possibility of using a-priori information to improve the agreement 
between our estimations and the displacements of drifters will be explored. The in­
formation used was obtained from the drifters. If it is assumed that the displacement
187
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Figure 5.1: Results of our algorithm on set 5. Daubechies 2 wavelets /  Trend 
sub-images.
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of drifters is correct, we could use these directions (phases) to guide similarity calcu­
lations in our algorithm. Having similarity calculations for a pixel that matches the 
starting point of a drifter displacement allows us to limit the search for the maximum 
cross correlation in certain areas of the image of interest. Figure 5.2 shows such a 
pixel, its neighborhood and its search space for the maximum cross correlation (shown 
as the circle). The drifter displacement is also shown as the thicker vector and it will 
be the drifter vector. This drifter vector is perpendicular to a line that divides the 
search space into two halves. The search for a maximum cross correlation can be 
limited to and focused on the half of the search space that contains the drifter vector. 
Any estimation in the other half will not be in the known general direction of the 









Figure 5.2: Limited search space for maximum cross correlation in a pixel 
neighborhood.
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The dot product operation is used to determine if a vector is in the same half search 
space as the drifter vector. The dot product will be positive if both vectors are in 
the same half space, negative if they are not and zero if they are perpendicular. The 
magnitude of the vectors does not change this. Only vectors that have a positive dot 
product with the drifter vector are considered for the cross correlation computations. 
Very few pixels in an image have information from the drifters. Thus, a mechanism is 
required to provide reference vectors for every pixel. These reference vectors produce 
similar information to the information provided by drifter vectors, and their direction 
is used for the calculations of cross correlation.
Reference vectors can be generated from drifter vectors by two processes: seed grow­
ing and smoothing. Seed growing involves the assignment of reference vectors to 
pixels based on the reference vectors of their neighboring pixels. Initially, pixels with 
drifter vectors use the drifter as their reference vectors. These are the seeds. An iter­
ative process assigns each pixel, those without reference vectors, the average reference 
vectors of their neighbors, if and only if they are adjacent to at least one reference 
vector. Because the magnitude of vectors conveys no importance in its direction, 
these reference vectors are normalized. This iteration ends when all pixels have been 
assigned reference vectors. An example outcome of seed growing can be seen in Figure 
5.3. All the drifters present in set 5 were used as seeds. Notice in Figure 5.3 that 
even the “land” pixels have reference vectors assigned.
The vector field produced through seed growing contains various uniform sections 
with the same vector for each of its pixels. The boundary between these sections 
abruptly ends. Smoothing is performed to eliminate the steep vector changes between 
sections. The smoothing technique used is similarly used in our algorithm in which 
linearity of the vector field is assumed within small neighborhoods of 3 pixels by 3 
pixels. An iterative process modifies the reference vectors minimizing the difference
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Figure 5.3: Reference vector field generated by drifters in the area. No 
smoothing performed. Thicker arrows show the actual drifters 
movements.
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with an ideal linear vector field. Figure 5.4 shows the result of smoothing the vector 
field in Figure 5.3 with 100 iterations. Notice how section boundaries blend between 
the different vector patterns.
Figure 5.4: Reference vector field generated by all drifters in the area. 100 
smoothing iterations performed. Thicker arrows show the actual 
drifters movements.
The reference vector field generated, the source, and target images are all decom­
posed to provide reference vectors for every resolution level in the quadtree. Figure
5.5 shows the velocity vector field produced with this modified algorithm. Figure
5.5 was constructed with Daubechies 2 wavelets, trend sub-images, 5 smoothing it­
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erations and the reference vector field from Figure 5.4. Notice that the differences 
between estimated vectors and drifter vectors have diminished in almost all cases. 
In particular, the Northeast to Southwest displacement previously observed at the 
bottom of the vector field in Figure 5.1, shifted towards a North-South direction and 
now blends with the Northwest to Southeast vectors in the field. Also notice that 
vector estimations on land where small, as in previous cases, these are the result 
of temperature differences between source and target images on land, and are not 
affected by the use of reference vector fields in calculations.
Comparing quantitative indexes, we found the values of AAD  and RAD  coefficients 
increased slightly. The AAD  coefficient was 0.671°C with the original algorithm and 
0.684°C using guided vector fields. Similarly, RAD  values increased from 3.880% 
to 3.921%. However, the increase of the percentage of agreement with drifters is 
great. This can be seen in Table 5.1 that contains comparative statistical results of 
our algorithm with and without reference vector fields applied to set 5. The table 
presents results using both Daubechies 1 and Daubechies 2 wavelets.
Figure 5.6 shows the vector field generated with Daubechies 1 wavelets. According 
with Table 5.1, this vector field produced better quantitative results than any previous 
estimate in this research. The goodness of this estimation can be seen in the central 
and lower portions of the vector field where the vectors follow the displacement of the 
features and drifters. There is a section in this vector field, in the upper region to the 
right, where vectors follow a North to South direction. This pattern can also be seen, 
to a lesser degree, in the vector field generated with Daubechies 2 wavelets. These 
vector estimations, although an improvement to the East-to-West direction vectors 
shown in Figure 5.1, still do not predict the Northwest to Southeast displacement 
of drifters. The reference vector field in Figure 5.4, used in these computations, 
also contains a section of vectors in the area going from Northeast to Southwest.
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Figure 5.5: Guided vector field for set 5 produced by our algorithm with 
Daubechies 2 wavelets, trend sub-images and the reference vector 
field from Figure 5.4. Thicker arrows show the actual drifters 
movements.
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Figure 5.6: Guided vector field for set 5 produced by our algorithm with 
Daubechies 1 wavelets, trend sub-images and the reference vector 
field from Figure 5.4. Thicker arrows show the actual drifters 
movements.
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Table 5.1: Comparative statistical results between our original algorithm 
and the guided vector field algorithm for image set 5 using 
Daubechies 1 and Daubechies 2 wavelets. Values in parentheses 
indicate the number of drifters each percentage represents.
Daubechies 1 wavelets Daubechies 2 wavelets
Original Guided Original Guided
algorithm vector Algorithm Vector
AAD (°C) 0.778 0.613 0.671 0.684
RAD (%) 3.930 3.131 3.880 3.921
Drifters Agreement
u vector component (%) 0 .0  (0 ) 9.4 (3) 2.4 (1) 22.0 (9)
v vector component (%) 6.3 (2) 25.0 (8 ) 7.3 (3) 26.8(11)
u and v simult. (%) 0 .0  (0 ) 0 .0  (0 ) 0 .0  (0 ) 7.3 (3)
Magnitude (%) 3.1 (1) 28.1 (9) 4.9 (2) 34.2(14)
Phase (%) 6.3 (2) 25.0 (8 ) 9.8 (4) 26.8(11)
Magnitude and Phase simult. (%) 0 .0  (0 ) 6 .2  (2 ) 0 .0  (0 ) 7.3 (3)
This section is generated by an “odd-drifter” with a very small displacement in this 
direction. It is believed that the reference vectors in this section steer the cross 
correlation computations against the movement of the other drifters. To test this 
assertion, another reference vector field was created with another seed growing and 
100 smoothing iterations, but without the “odd-drifter”. This new reference vector 
field is shown in Figure 5.7.
Even though the new reference vector field does not contain the section generated 
by the “odd-drifter”, the new estimated vector field shown in Figure 5.8 resembles 
the other from Figure 5.6. The differences are minute and not visually perceptible. 
Features within the images must have a more dominant influence than the reference 
vectors in the cross correlation computations.
Although the modification made to the reference vector field did not produce the 
expected result, it illustrates the trial and error nature of the procedure to fine tune 
a reference vector field. A reasonable reference vector field is important to produce
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Figure 5.7: Reference vector field generated by selected drifters in the area.
100 smoothing iterations performed. Thicker arrows show the 
actual drifters movements.
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Figure 5.8: Guided vector field for set 5 produced by our algorithm with 
Daubechies 1 wavelets, trend sub-images and the reference vector 
field from Figure 5.7. Thicker arrows show the actual drifters 
movements.
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good vector estimations with this method. Drifters displacements are a prime source 
of information to create reference vector fields. In absence of drifter vectors, expert 
knowledge of the ocean flow patterns could be used to chose appropriate vector seeds. 
One advantage of using reference vector fields is that it halves the number of compu­
tations required to maximize the cross correlation. It also helps determine adequate 
vector directions, especially in cases were cross correlation values are very similar. 
Future research may involve the use of a subset of the drifter displacements to estimate 
a vector field. The remaining drifters in the set could then be used to validate the 
predictions.
5.2 Velocity Vector Fields from GOES
Our research was to use only SST images from NOAA satellites. They were chosen 
for their adequate resolution, their availability during the time period the drifter 
information was obtained and because of the existence of an automated procedure to 
obtain SST images from the channels recorded by NOAA sensors.
GOES satellites generate images at a faster rate than NOAA satellites, producing 
an image every half hour at their peak. These images are ideal to track short term 
sea features, unfortunately, their normal resolution is about 4 Km x 4 Km per pixel. 
A GOES pixel represents the same area as 16 pixels in NOAA images. Another 
problem with GOES satellite images was that no sea truth data was available for the 
time period of the study.
However, we analyzed a sequence of GOES images to determine if they would be useful 
for future research. GOES satellites record radiation in 5 channels as described in 
Table 1.3. The images used in this section are the near infrared channel, or channel 
2. This channel is used as a proxy for sea surface temperatures. Correlations between 
channels and SST, like equation (1.5), will have to be implemented for future studies.
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Figures 5.9 through 5.11 describe a sequence of images North of the Yucatan Peninsula 
taken at 02:09 GMT every day from May 20, 1999 through May 24, 1999. This region 
was chosen because it is known to have strong winds from Southeast to Northwest 
that can greatly influence the ocean movement in the direction of the wind. The goal 
was to determine if the estimated velocity vector field follows this pattern.
Our algorithm was applied without any modification except a change in pixel resolu­
tion for GOES images. From the results in Chapter 4, the Daubechies 1 wavelets were 
chosen for wavelet analysis and wavelet smoothing. Both, trend and diagonal images 
were used to estimate the vector fields. Five smoothing iterations were applied. The 
results are presented on Figures 5.12 through 5.15
The results obtained indeed show a general displacement from the Southeast to North­
west direction, with some localized variations. Table 5.2 presents the values for AAD  
and RAD  coefficients in these image pairs. Diagonal sub-images were slightly better 
for improving the AAD  and RAD  coefficients in one out of the four cases, a number 
that is consistent with our results with NOAA SST images.
Table 5.2: Absolute and relative average differences (AAD and RAD) for 
GOES images (Channel 2) after warping with velocity vector fields 
estimated with Daubechies 1 wavelets.
Trend sub-images Diagonal sub-images
GOES image pair dates AAD RAD AAD RAD
May 20,1999 - May 21,1999 0.352 1.469 0.334 1.394
May 21,1999 - May 22,1999 0.274 1.136 0.303 1.259
May 22,1999 - May 23,1999 0.682 2.751 0.720 2.890
May 23,1999 - May 24,1999 0.520 2.160 0.584 2.427
The results produced in this section are an indication that our algorithm can be 
applied to GOES satellite images.
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(a) GOES Channel 2 - May 20,1999
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(b) GOES Channel 2 - May 21,1999
Figure 5.9: Sequence of GOES images. Yucatan Peninsula off-shore. Part 1 .
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(a) GOES Channel 2 - May 22,1999
(b) GOES Channel 2 - May 23,1999
Figure 5.10: Sequence of GOES images. Yucatan Peninsula off-shore. Part 2 .
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
203
GOES Channel 2 - May 24,1999
Figure 5.11: Sequence of GOES images. Yucatan Peninsula off-shore. Part 3.




Figure 5.12: Vector fields over GOES images. Yucatan Peninsula off-shore. 
Daubechies 1 wavelets and trend sub-images used. Part 1.
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(a) May 22-23,1999
(b) May 23-24,1999
Figure 5.13: Vector fields over GOES images. Yucatan Peninsula off-shore. 
Daubechies 1 wavelets and trend sub-images used. Part 2.
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(a) May 20-21,1999
(b) May 21-22,1999
Figure 5.14: Vector fields over GOES images. Yucatan Peninsula off-shore.
Daubechies 1 wavelets and diagonal sub-images used. Part 1 .




Figure 5.15: Vector fields over GOES images. Yucatan Peninsula off-shore.
Daubechies 1 wavelets and diagonal sub-images used. Part 2.
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5.3 Hurricanes V elocity Vector Fields
As indicated previously, GOES satellite images are excellent for tracking short term 
features. This prompted the consideration of the use of our algorithm to track dis­
placements other than ocean movements. Hurricanes are candidates for this exten­
sion. Knowledge of their speed and path is important in the prevention of disasters. 
GOES satellites monitor hurricane developments and ample imagery is available from 
this source. In this section, results obtained by applying our algorithm to GOES 
satellite images of hurricane George in the Gulf of Mexico in September 1998, will be 
presented.
To apply our algorithm to images other than SST images we are using it as an 
evaluator of similarity between regions in the images. None of the assumptions made 
with SST images are assured to be valid with these modalities. However, the short 
time interval between images helps to maintain features that can be used to register 
similarities. We analyzed thermal infrared images from channel 4 of GOES sensors. 
This channel was chosen because it contained a large number of features that are 
useful to visually analyze the images. Figures 5.16 and 5.17 show a sequence of three 
GOES images (channel 4) of hurricane George taken at 01:15, 02:15 and 03:15 GMT 
on September 29, 1998 in the Gulf of Mexico. These images were analyzed with our 
algorithm.
We do not believe that velocities in the core of the hurricane can be determined with 
our algorithm, because the resolution of GOES images is not fine enough for this, 
and because the hurricane has areas of near similar values that make cross correlation 
calculations difficult. We were more confident that displacement of mesoscale features 
would indicate the global displacement of the hurricane. In the results obtained, 
the estimated velocity vector fields clearly show the direction of the hurricane and 
in some instances, outlined local displacements within its core. Figure 5.18 shows
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(b) GOES Channel 4 - Sept 27,1998 02:15 GMT
Figure 5.16: Hurricane George. Sequence of GOES images. Part
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GOES Channel 4 - Sept 27,1998 03:15 GMT
Figure 5.17: Hurricane George. Sequence of GOES images. Part 2 .
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the velocity vector field obtained when analyzing the images in Figures 5.16 and 
5.17 using Daubechies 1 wavelets and trend sub-images. Figure 5.19 does this same 
analysis using diagonal sub-images.
Table 5.3 shows the values of AAD  and RAD  coefficients for these cases. Trend 
sub-images obtained better values for AAD  than diagonal sub-images although both 
are large compared with similar calculations obtained for non-hurricane cases. The 
large temperature gradient within the hurricane produces this outcome. Another in­
teresting observation is that RAD  values are above 100%, indicating that the average 
difference of temperature values between the warped source image and the target 
image is greater than the temperatures in the source image. This is the effect of the 
low temperatures recorded for atmospheric features.
Table 5.3: Absolute and relative average differences (AAD and RAD) for 
GOES images (Channel 4) after warping with velocity vector fields 
estimated with Daubechies 1 wavelets. September 29, 1998.
Trend sub-images Diagonal sub-images 
GOES image pair times AAD RAD AAD RAD
01:15 GMT - 02:15 GMT 3.220 109.68 3.912 129.38
02:15 GMT - 03:15 GMT 3.435 115.72 4.149 135.37
Further research is needed to determine appropriate parameters and channels to 
improve results offered in this section.
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(a) Sept 27,1998 01:15 • 02:15 GMT
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(b) Sept 27,1998 02:15 - 03:15 GMT
Figure 5.18: Estimated hurricane George velocity vector fields. Daubechies 1 
wavelets and trend sub-images used.
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(b) Sept. 27,1998 02:15 - 03:15 GMT
Figure 5.19: Estimated hurricane George velocity vector fields. Daubechies 1 
wavelets and diagonal sub-images used.
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Chapter 6 
Conclusions and Future Research
The research resulted in the following:
1. We successfully produced a new algorithm for the solution of the optical flow 
problem on sets of images where distinctive features are moving.
Notably, when applied to sea surface temperature satellite images the algorithm 
reveals displacement of features of oceanic surfaces present at various resolution 
levels. This is an advantage of our algorithm over previous approaches that 
tend to mask small localized movement patterns within the general trend of 
displacement found in the images. As far as we know, it always works for this 
optical flow problem.
2. Multiresolution can be effectively used to analyze displacement of features be­
tween images.
When similarity methods are used for this task, they require a-priori sizes for 
sample and trial windows. Movement of some features may be lost if the sam­
ple window is too small. On the other hand, having large sample windows is 
computationally expensive.
Multiresolution avoids these problems by analyzing the images at various reso­
lution levels. Sample and trial window sizes remain constant throughout calcu­
lations at each of these levels. Displacements of features are estimated at the 
level in which they become detectable.
214
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3. Our algorithm uses multiresolution to analyze various components of source and 
target images The multiresolution resulted from our use of wavelets. Wavelet 
analysis of an image generates one trend sub-image containing the low frequency 
components of the original image and three other sub-images containing its fluc­
tuations. One of the fluctuation sub-images, the diagonal sub-image, contains 
only the low frequencies of the original image. The resolution of the four sub­
images is one-half of the original image. The trend sub-image can be further 
decomposed with wavelet analysis to obtain four more sub-images at a lower 
resolution.
Previous similarity methods that use multiresolution, only analyze sub-images 
containing the main features (trends) of the original image. However, our al­
gorithm allows for additional sub-images to be generated. The use of these 
sub-images led to the discovery that the displacement of features in approx­
imately one in five pairs of SST images studied, were better described using 
the diagonal sub-images than with only trend sub-images. The reason is that 
trend sub-images are more likely to contain areas with very similar tempera­
ture values. In these areas, the cross correlation coefficients are also similar and 
produce unreliable estimates for displacement. On the other hand, the diagonal 
sub-images have many details that make registration of features comparatively 
easy.
4. Our algorithm produced better results using wavelets with small support. Wave­
lets with more support group contributions of large sections of an image in each 
resultant point. Therefore, displacement of individual features is masked by 
the movement of their neighbors. Wavelets with small support decomposed the 
images into sub-images in which features are more localized. Daubechies 1,
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Daubechies 2 and Biorthogonal 3.1 wavelets, with support of 2, 4 and 4 coeffi­
cients respectively, produced the best results found in this research.
Daubechies 1 wavelets, in particular, produced better results than any other 
wavelets for the cases studied. This is computationally convenient, because 
Daubechies 1 wavelets (also known as the Haar wavelets) is most basic, and its 
scaling and wavelet functions compute averages and differences between pairs of 
pixels. In some cases, Daubechies 2 and Biorthogonal 3.1 wavelets were found to 
be the best wavelets to estimate displacements using trend sub-images, instead 
of Daubechies 1 wavelets.
5. Maximum cross correlation was used to determine similarity between pixel 
neighborhoods. Previous research by Leming [13], defined the use of fractionary 
pixel values to describe movements of less than a pixel in which to evaluate cross 
correlations. To estimate cross correlation values, Leming defines a polynomial 
of degree 2 centered on the neighborhood to be tested. This polynomial returns 
a cross correlation value at every point in the neighborhood. The coefficients 
of the polynomial are evaluated from samples of cross correlation values taken 
when the neighborhood is displaced an integer number of pixels. The problem 
with this approach is that the polynomial is not an accurate indicator of the 
variation of cross correlation values across the neighborhood. Polynomials of 
higher order may be needed to describe the cross correlation function. The 
polynomial does not satisfy all the constraints for cross correlation. For exam­
ple, a cross correlation value cannot be greater than 1 , but the polynomial may 
sometimes generate values larger than 1 .
Our research improves estimation of cross correlations. It also uses fractionary 
pixels, but instead of fitting a polynomial to cross correlation, it assumes a linear
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function between pixel values on the SST images. With this linear function, 
cross correlation is evaluated directly at each required point. Because of this, 
the values obtained for cross correlation are never greater than 1 . It was shown 
in this research that the cross correlation profile generated by this method 
requires a polynomial of higher degree than 2 .
Another improvement is the way maximum cross correlation is evaluated. In 
this regard the restriction of the search area to a circle with a radius of one 
pixel is used. Leming’s method maximized cross correlations over a square 
with a side length of two pixels. Velocities of magnitude greater than 1 can be 
obtained in this square and this can potentially produce velocities greater than 
the maximum allowed.
A disadvantage of our technique is that it is time consuming, but produces more 
accuracy.
6 . In general, cross correlation is an effective measure for similarity. However, it 
was found that in areas where temperature values are very close, the maximiza­
tion of cross correlation yields unreliable results for displacement. Additional 
information may be required to overcome this problem. To provide this addi­
tional information we used reference vector fields to guide the search for the 
point of maximum cross correlation. This modification to our basic algorithm 
substantially improved agreement between our estimated vector fields and the 
values for drifter displacements. This and similar approaches need further in­
vestigation and development.
7. Because displacements for each pixel are determined without any regard for 
the evaluated displacement of neighboring pixels, smoothing is required to co-
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ordinate the flow with adjacent pixels, eliminate noise in the calculations, and 
produce a coherent vector field.
Smoothing is performed using a relaxation process that modifies iteratively the 
velocities in a vector field. The goal is to minimize the difference between the 
estimated velocities and an ideal linear vector field.
Leming’s algorithm uses this technique at every resolution level. This implies 
that the vector field is linear at all resolution levels, but the lower the resolution 
of a level the less linear the vector field. The result is a very smooth vector field, 
but one that can miss the displacement of local features in favor of the global 
pattern of movement.
Our algorithm also uses this smoothing mechanism, but it is implemented at the 
resolution level of the original image, where there is more linearity in the vector 
field. When a vector field at a given level is to be smoothed, it is transformed 
with wavelet synthesis filters into another vector field at the resolution level 
of the original image. Relaxation and linearity constraints are applied at this 
resolution to smooth the vector field. The vector field is finally transformed 
back to its initial resolution using wavelet analysis filters. Smoothing in this 
manner, coordinated vector fields are produced, and vectors associated with 
displacement of local features are preserved.
Daubechies 1 are the preferred wavelets for synthesis and analysis because they 
produce the least distortion of the vector field.
Attempts to determine the smallest resolution level at which linearity of the 
vector field can be assumed were made. For NOAA satellite images, it was 
shown that the resolution level of the original image (about 1 square kilometer 
per pixel) is the most appropriate to assume linearity of the vector field.
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8 . The new smoothing technique requires very few iterations. Our research shows 
that 5 smoothing iterations obtain a coordinated vector held. The impact to 
the estimated vector field of a larger number of smoothing iterations is very 
small.
9. Vector estimates at a given resolution level using multiresolution, are refine­
ments of estimated vectors from previous levels. Leming’s algorithm uses warp­
ing of the source image with previous vector fields as the mechanism to eliminate 
these vector components before refinements are evaluated. Warping introduces 
modifications in the pixel values of the source image that sometimes produces 
large inaccuracies in estimations. Our algorithm eliminates warping by using 
the vectors previously estimated as the starting point for similarity calculations.
10. For images with r  rows and c columns, our memory complexity is O(rc). It 
reflects the storage requirements for 2  quadtrees and a vector field.
The time complexity is 0 (r d t), where it is the number of smoothing iterations. 
In practice, the algorithm expends most of its time in similarity calculations of 
O(rc), but with a large coefficient of proportionality. By contrast, the time for 
smoothing is relatively short, because it is generally small, and the operations 
performed at every smoothing step can be executed with constant time.
11. Disagreements between estimated vector fields and drifter displacements were 
found in many of the cases studied. Although no definitive reason was found for 
this, likely causes have been determined. A drifter movement is conditioned by 
features undetected in SST images is one cause for discrepancies. Wind plays 
a role in some of the studied cases, by having a different effect on drifters than 
the ocean surface. Also cloud coverage, although sparse, can still be a reason 
for differences in displacement estimates. The algorithm is an estimate and may
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be too harsh smoothing, or fail to determine the appropriate vector direction in 
ocean areas with similar temperatures.
12. Images in which temperatures for landmasses are markedly different from the 
temperatures of adjacent water masses, generated adequate estimated velocity 
vector fields in which displacement of land is negligible, while having a sizable 
displacement for water. If land and ocean share the same temperatures, sim­
ilarity calculations tend to couple them as similar features and the estimated 
velocity vector field would be in error.
Steep variations in temperature for land masses may generate vector estima­
tions that are not displacements, but simply differences in pixel values. Mask­
ing landmasses with a constant pixel value, outside of the range of values for 
temperatures expected at sea, will eliminate erroneous vector estimations for 
land masses.
13. Previous methodologies for evaluation of velocity vector fields have produced 
globalized displacement patterns of features within images. Our algorithm is 
a reasonable attempt to discern local patterns of displacement that tend to be 
masked by the low frequency components of the movement.
Improvements in the accuracy for our method will be required to make it a 
reliable production system. In this regard, modifications on the mechanism to 
evaluate cross correlations need further study. Expansion of the areas considered 
for computation of cross correlation is one future avenue of research, as well as 
thresholding of cross correlation values to remove those estimations that show 
poor cross correlation between source and target windows.
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Another area that can still be improved is the smoothing of velocity vector 
fields. In some instances, the actual smoothing technique may be too harsh. 
Future study of alternative smoothing mechanisms is required.
14. We also presented results for our algorithm with GOES satellite images. More 
research can be done to find the appropriate parameters for these images. The 
generation of SST images from GOES channels is important to future studies. 
The high temporal coverage obtained with GOES may permit velocity vector 
fields on sequences of images, rather than in pairs of images. Comparative 
studies of the vector fields generated with NOAA and GOES SST images of the 
same region could also be enlightening.
15. A generalization of our methodology for the analysis of any moving feature 
within an sequence of images is a logical ulterior step. A glimpse of this pos­
sibility was shown by the analysis of some GOES images following the path 
of hurricane George. Although the assumptions required for the use of our al­
gorithm in SST images were not satisfied in this, the displacements of some 
features were reasonably described by the estimated velocity vector field ob­
tained.
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(a) (b) (c)
Figure A.l: Set 1, case name cs066, set name sOl. NOAA 11. 27.465N- 
29.455N, 92.244W-94.497W. (a) Source (Dec. 14, 1993 23:07 
UTC) (b) Target (Dec.15, 1993 22:53 UTC) (c) Vector field with 
Daubechies 2 wavelets /  Trend Sub-Images.
Figure A.2: Set 2, case name cs066, set name s02. NOAA 11. 26.765N- 
29.455N, 92.244W-94.497W. (a) Source (Dec.14, 1993 23:07 
UTC) (b) Target (Dec.15,1993 22:53 UTC) (c) Vector field with 
Daubechies 2 wavelets /  Trend Sub-Images.





Figure A.3: Set 3, case name cs066, set name s05. NOAA 11. 27.405N- 
29.395N, 92.289W-95.675W. (a) Source (Dec. 14, 1993 23:07 
UTC) (b) Target (Dec.15,1993 22:53 UTC) (c) Vector field with 
Daubechies 2 wavelets /  Trend Sub-Images.
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(b)
Figure A.4: Set 4, case name cs066, set name s07. NOAA 11. 26.435N- 
29.805N, 92.289W-97.442W. (a) Source (Dec.14, 1993 23:07 
UTC) (b) Target (Dec.15, 1993 22:53 UTC).
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Figure A.5: Set 4, case name cs066, set name s07 (cont.). NOAA
11. 26.435N-29.805N, 92.289W-97.442W. Vector field with
Daubechies 1 wavelets /  Trend Sub-Images.




Figure A.6 : Set 5, case name cs066, set name s08. NOAA 11. 26.505N- 
30.495N, 92.345W-95.052W. (a) Source (Dec. 14, 1993 23:07 
UTC) (b) Target (Dec.15,1993 22:53 UTC) (c) Vector field with 
Daubechies 2 wavelets /  IVend Sub-Images.
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(b)
Figure A.7: Set 6 , case name cs066, set name s09. NOAA 1 1 . 26.505N- 
30.495N, 92.345W-97.431W. (a) Source (Dec. 14, 1993 23:07 
UTC) (b) Target (Dec.15,1993 22:53 UTC).
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Figure A.8 : Set 6 , case name cs066, set name s09 (cont.). NOAA
11. 26.505N-30.495N, 92.345W-97.431W. Vector field with
Daubechies 1 wavelets /  Trend Sub-Images.




Figure A.9: Set 7, case name cs045, set name sOl. NOAA 11. 27.005N- 
29.995N, 91.904W-97.555W. (a) Source (Apr.10, 1994 11:23 
UTC) (b) Target (Apr.ll, 1994 11:11 UTC).
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Figure A. 10: Set 7, case name cs045, set name sOl (cont.). NOAA
11. 27.005N-29.995N, 91.904W-97.555W. Vector field with
Biorthogonal 3.1 wavelets /  Trend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure A .ll: Set 8 , case name csOOl, set name p02.s01. NOAA 11. 26.065N- 
29.255N, 92.697W-94.950W. (a) Source (Apr.01, 1994 11:33 
UTC) (b) Target (Apr.02, 1994 11:21 UTC) (c) Vector field 
with Biorthogonal 3.1 wavelets /  Diagonal Sub-Images.
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(c)
Figure A.12: Set 9, case name csOOl, set name p02.s02. NOAA 11. 26.405N- 
29.895N, 92.232W-96.072W. (a) Source (Apr.01, 1994 11:33 
UTC) (b) Target (Apr.02, 1994 11:21 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Trend Sub-Images.
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(C)
Figure A.13: Set 10, case namecs014, set name pOl.sOl. NOAA 11. 28.605N- 
29.895N, 92.119W-95.279W. (a) Source (Jun.07, 1994 11:15 
UTC) (b) Target (Jun.08, 1994 11:02 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Trend Sub-Images.




Figure A.14: Set 11, case namecs014, set name p01.s02. NOAA 11. 28.605N- 
29.495N, 94.724W-97.431W. (a) Source (Jun.07, 1994 11:15 
UTC) (b) Target (Jun.08, 1994 11:02 UTC) (c) Vector field 
with Daubechies 2 wavelets /  Diagonal Sub-Images.
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(C)
Figure A.15: Set 12, case name cs014, set name p02.s01. NOAA 11. 28.605N- 
29.895N, 92.119W-95.279W. (a) Source (Jun.08, 1994 11:02 
UTC) (b) Target (Jun.09, 1994 10:50 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Diagonal Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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(c)
Figure A.16: Set 13, case name cs089, set name sOl. NOAA 12. 26.705N- 
29.295N, 94.384W-97.431W. (a) Source (Oct.20, 1994 01:19 
UTC) (b) Target (Oct.21, 1994 00:57 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Trend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure A.17: Set 14, case name cs099, set name sOl. NOAA 12. 25.911N- 
29.089N, 94.837W-97.431W. (a) Source (Oct.ll, 1994 13:37 
UTC) (b) Target (Oct.12, 1994 13:16 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Trend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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(c)
Figure A.18: Set 15, case name cs099, set name s02. NOAA 12. 25.221N- 
28.605N, 94.780W-97.487W. (a) Source (Oct.ll, 1994 13:37 
UTC) (b) Target (Oct.12, 1994 13:16 UTC) (c) Vector field 
with Daubechies 1 wavelets /  TVend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure A.19: Set 16, case name cs099, set name s03. NOAA 12. 26.915N- 
29.305N, 94.837W-97.544W. (a) Source (Oct.ll, 1994 13:37 
UTC) (b) Target (Oct.12, 1994 13:16 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Trend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure A.20: Set 17, case name cs099, set name s04. NOAA 1 2 . 26.705N- 
28.295N, 94.950W-97.204W. (a) Source (Oct.ll, 1994 13:37 
UTC) (b) Target (Oct.12, 1994 13:16 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Diagonal Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure A.21: Set 18, case name cs028, set name sOl. NOAA 12. 28.005N- 
29.745N, 91.439W-95.392W. (a) Source (Jul.29, 1994 01:15 
UTC) (b) Target (Jul.30, 1994 00:53 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Trend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(a) (b)
(c)
Figure A.22: Set 19, case name cs028, set name s02. NOAA 12. 27.505N- 
28.895N, 89.854W-91.541W. (a) Source (Jul.29, 1994 01:15 
UTC) (b) Target (Jul.30, 1994 00:53 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Diagonal Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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(c)
Figure A.23: Set 20, case name cs069, set name sOl. NOAA 12. 27.905N- 
29.095N, 91.723W-95.109W. (a) Source (Mar.18, 1994 00:46 
UTC) (b) Target (Mar. 19, 1994 00:24 UTC) (c) Vector field 
with Daubechies 1 wavelets /  Trend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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(a) (b)
Figure A.24: Set 21, case name cslOO, set name pOl.sOl. NOAA 12. 23.195N- 
28.305N, 92.953W-96.473W. (a) Source (Jan.03, 1994 14:47 
UTC) (b) Target (Jan.04, 1994 14:25 UTC).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure A.25: Set 21, case name cslOO, set name pOl.sOl. NOAA 12. 23.195N- 
28.305N, 92.953W-96.473W. Vector field with Daubechies 1 
wavelets /  Trend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure A.26: Set 22, case name cs025, set name p02.s01. NOAA 12. 25.505N- 
29.895N, 91.666W-96.185W. (a) Source (Jun.08, 1994 01:15 
UTC) (b) Target (Jun.09, 1994 00:53 UTC).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure A.27: Set 22, case name cs025, set name p02.s01 (cont.). NOAA
12. 25.505N-29.895N, 91.666W-96.185W. Vector field with
Daubechies 2 wavelets /  Trend Sub-Images.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure A.28: Set 23, case name csl89, set name pOl. NOAA 12. 23.245N- 
28.355N, 93.648W-96.462W. (a) Source (Dec. 14, 1993 13:37 
UTC) (b) Target (Dec.15, 1993 13:16 UTC).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure A.29: Set 23, case name csl89, set name pOl (cont.). NOAA
12. 23.245N-28.355N, 93.648W-96.462W. Vector field with
Daubechies 2 wavelets /  TVend Sub-Images.
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