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1. Introduction
In 1938, Iyengar proved the following theorem obtaining bounds for a trapezoidal quadrature rule for functions whose
derivative
∣∣f ′(x)∣∣ < M for x ∈ (a, b) (see for example, [1]).
Theorem 1. Let f be a differentiable function on (a, b) and assume that there is a constant M > 0 such that
∣∣f ′(x)∣∣ < M,∀x ∈
(a, b). Then,∣∣∣∣∫ b
a
f (x)dx− (b− a) f (a)+ f (b)
2
∣∣∣∣ ≤ M(b− a)24 − 14M (f (b)− f (a))2.
Using a classical Steffensen’s inequality, Cerone and Dragomir proved a generalization of the above result involving
weighted integrals in terms of bounds involving the first derivative of the function in [2].
In this work, we establish some new weighted Iyengar type integral inequalities using Steffensen’s inequality on time
scales. Our results extend the results in [2] to arbitrary time scales by correcting some of the incorrect results in the cited
paper.
2. Preliminaries from time scale calculus
The theory of time scales originates with the doctoral dissertation of Hilger [3] that resulted in his seminal paper [4]
in 1990. These works aimed to unify and generalize various mathematical concepts from the theories of discrete
and continuous dynamical systems. Afterwards, the body of knowledge concerning time scales was advanced in the
monograph [5].
We first briefly introduce the time scales calculus, which can be found in [5,6]. A time scale is an arbitrary nonempty
closed subset of the real numbers.
The more important examples of time scales are R, Z and qN0 = {qk : k ∈ N0}.
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Definition 1. Let T be a time scale. The forward jump operator σ on T is defined by
σ(t) = inf{s ∈ T : s > t} ∈ T ∀t ∈ T.
In this definition we put inf ∅ = supT, where ∅ is the empty set. If σ(t) > t , then we say that t is right-scattered. If
σ(t) = t and t < supT, we say that t is right-dense. The backward jump operator, and left-scattered and left-dense points
are defined in a similar way. The graininess µ : T→ [0,∞) is defined by µ(t) := σ(t)− t . The set Tk is derived from T as
follows: If T has a left-scattered maximumm, then Tk := T− {m}; otherwise, Tk = T.
Remark 1. Clearly, we see that σ(t) = t if T = R and σ(t) = t + 1 if T = Z.
For a, b ∈ Twith a ≤ b, we define the interval [a, b]T in T by
[a, b]T = {t ∈ T : a ≤ t ≤ b}.
Open intervals and half-open intervals, etc., are defined accordingly.
Definition 2. If f : T→ R is a function, then we define the function f σ : T→ R by
f σ (t) = f (σ (t)), all t ∈ T,
i.e., f σ = f ◦ σ .
Definition 3. Let f : T→ R and t ∈ Tk. Then we say that f has the delta derivative f ∆(t)which is the number (provided it
exists) with the property that, given any ε > 0, there is a neighborhood U of t such that∣∣f (σ (t))− f (s)− f ∆(t)[σ(t)− s]∣∣ ≤ ε |σ(t)− s| for all s ∈ U .
In this case, we say that f is delta differentiable at t .
Remark 2. For T = R, f ∆ = f ′, the usual derivative; for T = Z the delta derivative is the forward difference operator,
f ∆(t) = ∆f (t) = f (t + 1)− f (t).
Definition 4. A function f : T → R is called right-dense continuous or rd-continuous (denoted by Crd) provided it is
continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense points in T.
Theorem 2 ([5], Theorem 1.74). Let f be rd-continuous and t0 ∈ T. Then f has an antiderivative F satisfying F∆(t) = f (t).
Definition 5. If f is rd-continuous and t0 ∈ T, then we define the integral
F(t) =
∫ t
t0
f (τ )∆τ for t ∈ T.
Therefore for f ∈ Crd we have
∫ b
a f (τ )∆τ = F(b)− F(a), where F∆ = f .
Theorem 3. If a, b, c ∈ T, α, β ∈ R, and f , g ∈ Crd, then:
(i)
∫ b
a [αf (t)+ βg(t)]∆t = α
∫ b
a f (t)∆t + β
∫ b
a g(t)∆t;
(iii)
∫ b
a f (t)∆t = −
∫ a
b f (t)∆t;
(iv)
∫ b
a f (t)∆t =
∫ c
a f (t)∆t +
∫ b
c f (t)∆t;
(v)
∫ b
a
[
f (σ (t))g∆(t)
]
∆t = (fg)(b)− (fg)(a)− ∫ ba f ∆(t)g(t)∆t;
(vi)
∫ b
a
[
f (t)g∆(t)
]
∆t = (fg)(b)− (fg)(a)− ∫ ba f ∆(t)g(σ (t))∆t.
Proof. See [5]. 
Theorem 4 (Existence of Antiderivatives). Let f be rd-continuous and t0 ∈ T. Then f has an antiderivative F satisfying F∆ = f .
Proof. See [5]. 
Definition 6. Let T be a time scale and f (t) be differentiable on T in the∆ and∇ senses. For t ∈ Twe define the diamond-α
dynamic derivative f α (t) by
f α (t) = αf 4(t)+ (1− α)f 5(t), 0 ≤ α ≤ 1.
Thus f is diamond-α differentiable if and only if f is∆ and ∇ differentiable.
Here, the diamond-α derivative reduces to the standard∆ derivative forα = 1 or the standard∇ derivative forα = 0. On
the other hand, it represents a ‘‘weighted dynamic derivative’’ forα ∈ (0, 1). Furthermore, the combined dynamic derivative
offers a centralized derivative formula on any uniformly discrete time scale Twhen α = 12 . The following theorem is proved
by Ozkan and Yıldırım in [7] for the diamond-α dynamic.
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Theorem 5. Let a, b ∈ Tkk with a < b and f , g, h : [a, b]T → R be a ♦α-integrable function, with f of one sign and decreasing
and 0 ≤ g(t) ≤ h(t) on [a, b]T. Assume γ , ` ∈ [a, b]T such that∫ b
`
h(t)♦αt ≤
∫ b
a
g(t)♦αt ≤
∫ γ
a
h(t)♦αt, if f ≥ 0, t ∈ [a, b]T, (2.1)∫ γ
a
h(t)♦αt ≤
∫ b
a
g(t)♦αt ≤
∫ b
`
h(t)♦αt, if f ≤ 0, t ∈ [a, b]T. (2.2)
Then ∫ b
`
h(t)f (t)♦αt ≤
∫ b
a
f (t)g(t)♦αt ≤
∫ γ
a
h(t)f (t)♦αt. (2.3)
Throughout this work, we suppose that T is a time scale, a, b ∈ Twith a < b and an interval means the intersection of a
real interval with the given time scale.
3. Main results
Definition 7. Letw(t) be a positive∆-integrable function on [a, b]T. Let v be its zeroth moment about zero so that
v =
∫ b
a
w(t)∆t <∞.
Definition 8. P and Q will be used to denote the zeroth and first moments ofw(t) over a subinterval of [a, b]T. In particular,
for `, γ ∈ [a, b]T the subscript a or bwill be used to indicate the intervals [a, γ ]T and [`, b]T respectively. Thus, for example,
P(a, γ ) :=
∫ γ
a
w(t)∆t
and
Q (`, b) :=
∫ b
`
σ(t)w(t)∆t.
In Theorem 5, we take α = 1 and setting h(t) = 1, inequality (2.3) reduces to∫ b
`
f (t)∆t ≤
∫ b
a
f (t)g(t)∆t ≤
∫ γ
a
f (t)∆t. (3.1)
The inequality (3.1) will now be used to obtain inequalities for weighted integrals to give trapezoidal type quadrature rules
on time scales.
Theorem 6. Let h : [a, b]T → R be delta differentiable
m ≤ h∆ ≤ M
on [a, b]T for some real numbers m < M. Let w(t) ≥ 0 for all t ∈ [a, b]T and
ω =
∫ b
a
σ(t)w(t)∆t <∞
be the first moment of w(.) on [a, b]T. If h∆ is delta integrable on [a, b]T, then we have
Q (`, b)− `P(`, b) ≤ 1
M −m
(∫ b
a
w(t)hσ (t)∆t −mω − (h(a)−ma)
∫ b
a
w(t)∆t
)
≤ Q (a, γ )− γ P(a, γ )+ (γ − a)v (3.2)
where P,Q are as described in Definition 8.
Proof. Let fb(t) =
∫ b
t w(u)∆u and g(t) = h
∆(t)−m
M−m . Then from inequality (3.1)∫ b
`
fb(t)∆t ≤ 1M −m
∫ b
a
fb(t)(h∆(t)−m)∆t ≤
∫ γ
a
fb(t)∆t. (3.3)
Now, an integration by parts and the change of order formula give∫ b
a
fb(t)(h∆(t)−m)∆t = −mω − (h(a)−ma)
∫ b
a
w(t)∆t +
∫ b
a
w(t)hσ (t)∆t. (3.4)
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By change of the order of integration, we have∫ b
`
fb(t)∆t =
∫ b
`
w(u)
∫ σ(u)
`
∆t∆u = Q (`, b)− `P(`, b) (3.5)
where Q and P are as described in Definition 8.
Similarly, by change of order of the integration, we obtain∫ γ
a
fb(t)∆t =
∫ γ
a
w(u)
∫ σ(u)
a
∆t∆u+
∫ b
γ
w(u)
∫ γ
a
∆t∆u
=
∫ γ
a
(σ (u)− a)w(u)∆u+
∫ b
γ
(γ − a)w(u)∆u
= Q (a, γ )− γ P(a, γ )+ (γ − a)v (3.6)
where Q and P are as described in Definition 8 and v is the zeroth moment ofw(t) on [a, b]T.
Using (3.4)–(3.6) the theorem is proved. 
Theorem 7. Let the conditions in Theorem 6 be satisfied; then the following inequality holds:
Q (`, b)− `P(`, b)− (γ − a)v ≤ 1
M −m
(∫ b
a
w(t)hσ (t)∆t −mω − (h(b)+ma)
∫ b
a
w(t)∆t
)
≤ Q (a, γ )− γ P(a, γ ). (3.7)
Proof. The proof follows along similar lines to that of Theorem 6.
Let fa(t) = −
∫ t
a w(u)∆u and g(t) = h
∆(t)−m
M−m . Then from inequality (3.1)∫ b
`
fa(t)∆t ≤ 1M −m
∫ b
a
fa(t)(h∆(t)−m)∆t ≤
∫ γ
a
fa(t)∆t. (3.8)
Now, a straightforward integration by parts and the change of order formula yield∫ b
a
fa(t)(h∆(t)−m)∆t = mω − (h(b)+ma)
∫ b
a
w(t)∆t +
∫ b
a
w(t)hσ (t)∆t. (3.9)
Further, an interchange of the order of integration and simplification of results yields∫ b
`
fa(t)∆t = Q (`, b)− `P(`, b)− (γ − a)v (3.10)
and ∫ γ
a
fa(t)∆t = Q (a, γ )− γ P(a, γ ). (3.11)
Hence, using (3.9)–(3.11) the theorem is proved. 
Theorem 8. Let the conditions of Theorems 6 and 7 be satisfied. Then, the following inequality holds:
Q (`, b)− `P(`, b)−
(
γ − a
2
)
v ≤ 1
M −m
(∫ b
a
w(t)hσ (t)∆t −mv − h(a)+ h(b)
2
∫ b
a
w(u)∆u
)
≤ Q (a, γ )− γ P(a, γ )+
(
γ − a
2
)
v (3.12)
where P,Q are as described in Definition 8.
Proof. Addition of (3.2) and (3.7) produces (3.12) upon division by 2. 
Corollary 1. Let the conditions be as in Theorems 6–8. Then∣∣∣∣∫ b
a
w(t)h(t)∆t −mv − h(a)+ h(b)
2
∫ b
a
w(u)∆u
∣∣∣∣ ≤ (γ − a2
)
v. (3.13)
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Proof. The corollary follows readily from (3.12) on noting that
Q (`, b) =
∫ b
`
σ(t)w(t)∆t ≥ `
∫ b
`
w(t)∆t = `P(`, b)
and
Q (a, γ ) =
∫ γ
a
σ(t)w(t)∆t ≤ γ
∫ γ
a
w(t)∆t = γ P(a, γ ). 
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