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Tujuan penelitian ini dirancang untuk: (1) Mengetahui cara membuat database 
cluster untuk meningkatkan skalabilitas Moodle, (2)mengetahui cara menghilangkan 
deadlock yang terjadi di database cluster yang menggunakan HAProxy, (3) 
mengetahui perbedaan performa website Moodle jika menggunakan load balancer 
HAProxy atau MaxScale. 
 Penelitian ini merupakan penelitian deskriptif komparatif untuk menganalis dan 
meyimpulkan apakah ada perbedaan performa saat database cluster yang digunakan 
di moodle saat menggunakan HAProxy atau MaxScale. Tempat penelitian 
menggunakan layanan EC2 dari Amazon Web Service. Intrumen penelitian yang 
digunakan adalah perangkat lunak Httperf dengan berdasar pada standar 
internasional ITU-T G.1030 11/2005. Variabel yang diteliti di penelitian ini adalah 
Troughput, Response Time, Reply Client dan Error Client. 
Hasil penelitian ini diketahui bahwa:  (1) Moodle bisa dijadikan sistem cluster 
dengan menjadikan web server tunggal  menjadi cluster dan database server 
tunggal menjadi database cluster menggunakan Galera Cluster dan Percona Cluster, 
(2) load balancer MaxScale mempunyai fitur read-write split yang menjadikan 
database server tidak mengalami deadlock sehingga database terbebas dari masalah 
redudansi data, (3)tidak ditemukan perbedaan performa website Moodle jika 
menggunakan load balancer HAProxy atau MaxScale. 
 










ANALYSIS AND COMPARATIVE HAPROXY AND MAXSCALE DATABASE 








The purpose of this research was designed to: (1) Determine how to create 
the cluster database to improve Moodle scalability, (2) determine how to eliminate 
deadlocks that occur in the database cluster using HAProxy, (3) determine 
differences performance Moodle website if using a load balancer HAProxy or 
MaxScale, 
This research is a comparative descriptive research to analyze and concludes 
whether there are differences in performance when the database cluster used in 
Moodle when using HAProxy or MaxScale.This research using the services of Amazon 
Web Services EC2. Instruments used in this study is software Httperf based on an 
international standard ITU-T G.1030 11/2005. Variables examined in this study is 
throughput, response time, reply client and client error. 
Results of this research: (1) Moodle can be used as the cluster system by 
making a single web server into a cluster and database single server into a database 
cluster using Galera Cluster and Percona Cluster, (2) load balancer MaxScale 
features the read-write split that makes the database server is not experiencing a 
deadlock so that the database is free from the problem of data redundancy, (3) no 
differences were found when using the Moodle website performance load balancer 
HAProxy or MaxScale. 
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A. Latar Belakang 
 Teknologi Informasi telah berkembang sangat pesat, dimulai dengan sistem 
komputer stand-alone sampai saat ini semuanya telah dimungkinkan terhubung 
ke internet. Hampir seluruh sektor yang ada di sekitar kita telah memanfaatkan 
teknologi informasi untuk membantu pekerjaan sehari-hari ataupun sekedar 
untuk hiburan. Semakin berkembangnya pengguna internet, otomatis semakin 
besar juga data yang ditransmisikan dan data yang disimpan dalam jaringan 
autonom. Sekarang ini, paradigma telah berubah, pada sektor industri misalnya, 
pada jaman dahulu mesin fisik memegang peranan yang paling penting dalam 
industri, tapi saat ini data digital-lah yang menjadi hal yang paling penting di 
suatu industri. Saat ini hampir semua hal telah dibuat sistem online untuk 
menambah produktifitas dan kemudahan pendistribusian data. Hal itu 
menunjukkan bahwa saat ini begitu besar pengaruh keberadaan sebuah data 
dalam segala aspek. 
 Dunia pendidikan sekarang ini sangat cepat dalam mengadopsi teknologi 
informasi. Penggunaan teknologi informasi menjadikan proses belajar mengajar 
menjadi lebih hidup dan interaktif. Pada awal adopsi teknologi informasi, 
sebagian pengajar menggunakan teknologi informasi  untuk menyampaikan 
presentasi materi menggunakan Power Point, Adobe Flash, maupun aplikasi 
khusus lain yang mempunyai fungsi yang sama. Saat ini seiring dengan 
tumbuhnya internet, proses belajar mengajar menjadi banyak memanfaatkan 
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internet, diantara menggunakan e-learning. Salah satu e-learning yang paling 
populer saat ini adalah Moodle, Moodle saat ini menjadi salah satu LMS (Learning 
Management System) yang paling populer menurut suervei yang dilakukan oleh 
Capterra. Dalam infografis yang dirilis capterra, terlihat bahwa Moodle 
mempunyai sekitar 74 juta pengguna di seluruh dunia. 
 Proses pembelajaran menggunakan Moodle berarti data ada sebagian data 
pembelajaran ditampung di Moodle, Moodle akan menjadi sebuah sistem yang 
penting sehingga harus dibangun dengan arsitektur sistem yang baik. Cade dan 
Roberts menjelaskan bahwa sistem arsitektur yang baik harus memiliki 7 aspek 
yaitu, scalability, reliability, availability, extensibility, maintainability, 
manageability dan security. Diantara 7 aspek tersebut, scalability sangat penting 
diperhatikan karena sebuah sistem yang baik harus bisa tetap bekerja meski 
jumlah pengguna terus bertambah. Meningkatkan skalabilitas bisa diperoleh 
dengan peningkatan kapasitas perangkat keras ataupun optimalisasi perangkat 
lunak. Aspek skalabilitas juga diperlukan untuk LMS Moodle. Moodle harus bisa 
dikonfigurasi secara sistem agar tingkat skalabilitasnya tinggi. Ketika pengguna 
sebuah website learning bertambah banyak, Moodle tetap bisa beroperasi 
normal. Berdasarkan  observasi masalah di SMP 1 Wates sebagai pengguna 
Moodle, website sering mengalami overload saat penggunanya melebihi 
kapasitas. Server menggunakan VPS dengan RAM 512MB, jika ingin 
meningkatkan kapasitas harus melakukan upgarde VPS. 
 Peningkatkan skalabilitas Moodle lebih mudah dengan penambahan kapasitas 
hardware yang digunakan untuk server Moodle daripada optimalisasi perangkat 
lunak. Penambahan kapasitas hardware dibagi menjadi 2 metode yaitu scale-out 
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(mendatar) dan scale-up (menurun). Scale-out berarti menambah  atau 
mengurangi jumlah server disesuaikan dengan jumlah pengguna yang 
mengakses Moodle, sedangkan scale-up berarti melakukan upgrade komponon 
dalam satu server seperti CPU dan RAM. Moodle standar saat ini hanya bisa 
ditingkatkan skalanilitasnya menggunakan metode scale-up yaitu dengan 
melakukan ugrade server, CPU, RAM, atau media penyimpanan. 
 Keberhasilan peningkatkan skalabilitas Moodle melalui peningkatkan kapasitas 
hardware dengan metode scale-out ditentukan oleh jumlah web server dan 
database server. Semakin banyak web server dan database server, semakin 
banyak pengguna yang bisa mengakses Moodle secara bersamaan, sistem 
tersebut disebut sebagai sistem cluster. Namun di Moodle standar sampai 
dengan versi terbaru, tidak tersedia fitur untuk membuat sistem yang biasa 
menjadi sistem cluster. Sistem cluster mampu melakukan pembagian beban 
komputasi ke banyak server menggunakan sebuah load balancer. Load balancer 
untuk Moodle terbagi menjadi dua yaitu web load balancer dan database load 
balancer. Web load balancer dapat menggunakan nginx, apache, ataupun 
haproxy sedangkan untuk database load balancer dapat menggunakan HAProxy 
atau MaxScale. 
 HAProxy dan MaxScale keduanya merupakan database load balancer, namun 
memiliki karakteristik yang berbeda. HAProxy langsung mentranslasikan data 
tanpa harus melihat isi data, sedangkan MaxScale mentranslasikan data namun 
dengan fitur yang lebih detail sehingga harus melihat data yang lewat sebelum 
ditranslasikan ke server tujuan. Fitur MaxScale yang bisa milihat data (query) 
sebelum disampaikan ke server tujuan ini menjadi sisi positif karena bisa 
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membaca query yang read dan write. MaxScale memiliki fitur read-write split, 
yaitu memisahkan server yang digunakan untuk membaca dan menulis ke 
database server. Berdasarkan observasi masalah di PT sebangsa Bersama dan PT 
Pojok Celebes (Telkom Grup), sering muncul deadlock sehingga membuat 
munculnya redudansi unique data yang terjadi jika menggunakan HAProxy 
dengan database Percona XtraDB Cluster.  Menggunakan fitur read-write split 
yang ada di MaxScale seharusnya bisa memecahkan masalah ini. 
 HAProxy pertama kali dirilis pada tahun 2001, sedangkan MaxScale pertama 
kali rilis pada akhir tahun 2014. MaxScale membawa beberapa fitur yang tidak 
ada di HAProxy diantaranya sharding dan read-write split. Fitur-fitur tambahan 
tersebut menggunakan algoritma yang lebih kompleks. Berdasarkan notasi Big-O, 
setiap penambahan algotirma akan menambah waktu yang dibutuhkan untuk 
pemrosesan data. Berdasar teori tersebut seharusnya kecepatan pemrosesan 
MaxScale lebih rendah karena menggunakan algoritma yang lebih kompleks 
dibandingkan menggunakan HAProxy yang algoritmanya lebih sederhana. 
Setelah dilakukan observasi awal oleh peneliti menggunakan website drupal, 
ternyata memang terjadi penurunan kecepatan di website drupal saat load 
balancer diganti dari HAProxy menjadi MaxScale. Saat ini belum ada ujicoba 
komparasi yang menunjukkan perbedaan performa penggunaan HAProxy dan 
MaxScale yang diimplemantasi untuk Moodle. 
 Pemilihan load balancer yang tepat untuk Moodle sangat berpengaruh 
terhadap kecepatan server menampilkan sebuah halaman di browser. Untuk 
memilih load balancer mana yang tepat maka harus dilakukan uji coba terhadap 
kedua load balancer tersebut.  
5 
 
 Permasalahan-permasalahan diatas menginspirasi penulis untuk melakukan 
penelitian dengan melakukan observasi untuk mengetahui berapa besar 
perbedaan performa kecepatan website e-learning Moodle saat menggunakan 
HAProxy dan MaxScala. 
B. Identifikasi Masalah 
 Dari fakta-fakta pada latar belakang, dapat diidentifikasi beberapa masalah, 
diantaranya: 
1. Peningkatan kapasitas Moodle standar tidak mendukung metode scale-out 
namun hanya bisa menggunakan metode scale-up yaitu menambahkan 
kapasitas CPU, RAM dan media penimpanan. 
2. Moodle secara standar belum mempunyai sistem database cluster. Moodle 
berjalan di satu web server dan satu databaser server. 
3. Load balancer HAProxy dengan database cluster sering mengalami masalah 
deadlock sehingga terjadi redudansi data yang seharusnya bertipe unique. 
4. MaxScale mempunyai algoritma yang lebih kompleks dalam metode load 
balancing sehingga berdasar notasi Big-O ada asumsi performa akan menjadi 
lebih lambat. 
5. Tidak diketahui apakah ada perbedaan performa website Moodle jika 
menggunakan load balancer HAProxy atau MaxScale. 
B. Batasan Masalah 
 Berdasarkan masalah yang telah diidentifikasi, maka penelitian ini 
difokuskan pada penyelesaian masalah-masalah berikut:  
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1. Moodle secara standar belum mempunyai sistem database cluster. Moodle 
berjalan di satu web server dan satu databaser server. 
2. Load balancer HAProxy dan database cluster sering mengalami masalah 
deadlock sehingga terjadi redudansi data yang seharusnya bertipe unique. 
3. Tidak diketahui apakah ada perbedaan performa website Moodle jika 
menggunakan load balancer HAProxy atau MaxScale. 
C. Perumusan Masalah 
1. Bagaimana cara mengatasi masalah rendahnya skalabilitas pada database 
Moodle? 
2. Bagaimana cara menghilangkan deadlock yang terjadi di database cluster 
yang menggunakan HAProxy? 
3. Apakah ada perbedaan performa website Moodle jika menggunakan load 
balancer HAProxy atau MaxScale? 
D. Tujuan Penelitian 
Adapun tujuan dari penelitian ini, antara lain: 
1. Mengetahui cara membuat database cluster untuk meningkatkan skalabilitas 
Moodle. 
2. Mengetahui cara menghilangkan deadlock yang terjadi di database cluster 
yang menggunakan HAProxy. 
3. Mengetahui apakah ada perbedaan performa website Moodle jika 
menggunakan load balancer HAProxy atau MaxScale. 
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E. Manfaat Penelitian 
Manfaat dari penelitian ini, antara lain: 
1. Manfaat Praktis 
a. Bagi instansi/ lembaga, penelitian ini dapat menjadi referensi  dalam     
mengembangkan atau memilih database load balancer server. 
b. Bagi peneliti, penelitian ini dapat meningkatkan pengetahuan penulis 
dalam bidang database load balancer sever. 
2. Manfaat Teoritis 

















A. Kajian Teori 
1. Linux Cluster 
a) Pengertian dan Cara Kerja Linux Cluster 
 Linux cluster merupakan sebuah sistem cluster yang berjalan diatas sistem 
operasi Linux. Pfister (1997) memberikan definisi tentang cluster yaitu sebuah 
tipe sistem paralel dan sistem terdistribusi yang terdiri dari kumpulan komputer 
yang saling berhubungan dan berjalan layaknya sebuah sistem yang besar, 
walaupun didalamnya terdapat bagian bagian namun bagian tersebut tidak 
terlihat oleh pengguna, bahkan programmer. Penjelasan senada juga dijelaskan 
oleh Jayaswal (2006) dalam bukanya yang berjudul “Administering Data Centers: 
Servers, Storage, and Voice over IP”, cluster didefinisikan sebagai kumpulan 
sistem yang saling terhubung namun bekerja sebagai satu sistem tunggal, 
bersifat scalable, dan High Available. Konsep cluster membuat sebuah sistem 
berjalan dengan downtime yang minimal. Keuntungan menggunakan sistem 
cluster adalah meningkatkan performa, pemenuhan SLA dan mempermudah 
pengelolaan sistem. 
 Syarat utama sebuah cluster adalah seluruh server harus berjalan sebagai 
sebuah sistem tunggal. Kopper (2005) menyebutkan agar sistem kita sukses 
berjalan sebagai sebuah sistem tunggal, ada empat karakteristik yang harus 
dipenuhi antara lain: 




 Karakteristik ini bisa dilihat di sistem-sistem yang besar seperti google. Di 
Google kita bisa yakin Google menggunakan cluster namun secara awam tidak 
bisa dibuktikan.  
2) Setiap server yang ada di dalam cluster tidak tahu bahwa server tersebut 
bagian dari sebuah cluster. 
 Sistem operasi tidak perlu dikonfigurasi ulang untuk menjadi bagian dari 
sebuah cluster. Sebuah server saat mengalami gangguan juga tidak membuat 
semua anggota cluster menjadi bermasalah. Saat sebuah server mati, sistem 
harus tetap berjalan normal dengan downtime yang minimal.  
3) Aplikasi yang berjalan di atas sebuah cluster tidak tahu jika mereka berjalan 
di atas sebuah cluster 
 Jika kita membangun website dengan sistem cluster, seharusnya website 
tersebut tidak mengalami modifikasi yang terlalu banyak agar bisa berjalan diatas 
sistem cluster.  
4) Server pendukung yang tidak secara langsung anggota cluster namun satu 
jaringan dengan cluster tidak tahu bahwa mereka terkoneksi dengan sistem 
cluster 
 Mail server dan DNS merupakan sebuah sistem yang di luar sistem cluster 
namun berfungsi untuk mendukung kinerja sistem cluster. Server pendukung 
seperti ini seharunya tidaktahu bahwa mereka sedang melayani sebuah sistem 
cluster. Walaupun server pendukung tidak terisolasi secara jaringan namun 





b) Arsitektur Cluster 
 Sebuah sistem cluster dijelaskan oleh Pfister(1997) harus berfungsi seperti 
"a single unified computing resource".  Gambar dibawah ini menjelaskan konsep 
tersebut: 
 
Gambar 1. Cluster Sebagai “a single unified computing resource ” 
Sumber : Pfister(1997) 
 Kopper (2005) memberi contoh, jika konsep tersebut diimplmentasikan 
kedalam sistem cluster, maka secara sederhana gambarnya akan sebagai 
berikut: 
 
Gambar 2. Sistem Cluster Sederhana 




 Load balancer berfungsi sebagai input devices yang menerima request dari 
pengguna dan menyebarkan ke semua node anggota cluster. Anggota cluster 
jumlahnya menyesuaikan dengan jumlah request yang masuk setiap detik dan 
berapa beban yang timbul di node cluster untuk setiap requestnya. Menurut 
Jayaswal (2006) terdapat empat jenis cluster yaitu: 
1) Performance Cluster 
 Performance cluster bertujuan untuk meningkatkan kinerja, skalailitas dan 
availability. Server ini juga sering disebut sebagai high-performance computing 
clusters (HPPC) atau paralel cluster.  
2) Fail-over Cluster 
 Fail-over cluster mempunyai fungsi utama menjaga availability. Jika salah 
satu node anggota cluster mati, sistem harus terus berjalan karena secara 
otomatis aplikasi akan dipindahkan ke node yang hidup. Proses pemindahan ini 
biasanya juga ada downtime dalam beberapa detik atau menit tergantung dari 
konfigurasi server.  
3) Global Cluster 
 Global cluster dibangun menggunakan node yang terkoneksi namun berada 
di daerah yang berbeda-beda. Walaupun satu cluster, namun node anggota 
cluster bisa di negara lain, pulau lain bahkan benua lain. Cluster ini sering 
disebut sebagai disaster recovery. Disaster recovery digunakan untuk 
menampung data utama di daerah lain agar terhindah dari masalah seperti 





4) Load-balancing Cluster 
 Cluster ini khusus untuk meningkatkan performa. Dengan load balancing, 
tingkat skalabilitas cluster menjadi lebih baik.  
c) Hal yang Dibutuhkan Cluster 
 Menurut Jayaswal (2006) ada beberapa komponen yang menjadi kebutuhan 
untuk membuat sistem cluster: 
1) Server 
 Komponen utama clsuter adalah server. Server dalam cluster tidak bisa 
hanya satu sendiri karena sistem cluster harus bisa berjalan meskipun ada server 
yang mengalami masalah. Server yang digunakan untuk pemrosesan data 
minimal dua server.  
 Server di dalam sistem cluster berjalan menggunakan perangkat lunak yang 
sama, sistem operasi yang sama, dan versi pembaruan software yang sama.  
Selain software yang sama, hardware juga lebih baik menggunakan spesifikasi 
yang sama. Hardware mencakup jumlah CPU, jumlah RAM, dan hardware 
lainnya.  
2) Private (heartbeat) Network 
 Private network merupakan jaringan yang khusus digunakan untuk 
komunikasi antar server di dalam cluster. Harus dipastikan bahwa jaringan yang 
bekerja juga memenuhi konsep failover. Switch yang digunakan untuk sistem 
cluster juga harus redundan sehingga saat salah satu mengalami kendala, switch 




Gambar 3. Jaringan Privat Cluster 
Sumber : Jayaswal (2006) 
3) Administrative (maintenance) network 
 Administratif network merupakan jaringan yang khusus digunakan untuk 
pemeliharaan server. Pemeliharaan server bisa mencakup monitoring, konfigurasi 
dan pekerjaan administratif lainnya. 
Saat ingin mengganti IP server, proses penggantian dilakukan melalui remote ke 
IP administratif kemudian baru dikonfigurasi IP utamanya.  
4) Public/Service Network 
 Public network merupakan jaringan yang terhubung dengan pengguna di 
luar cluster. Pengguna bisa berupa orang ataupun sistem lain yang juga 
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menggunakan data dari cluster. Jaringan public bisa diakses melalui sebuah IP 
public. IP public dalam sistem cluster harus bisa berpindah secara otomatis jika 
terjadi kesalahan di sistem utama.  
5) Shared Disk 
 Shared Disk merupakan media penyimpanan yang berupa SAN atau NAS. 
Media penyimpanan ini bertugas sebagai tempat penyimpanan utama untuk 
data-data yang harus bisa dibaca oleh semua anggota cluster. Sebagai contoh 
data session, aset gambar ataupun file lainnya. Jika session tidak menggunakan 
shared disk, maka yang terjadi adalah ketidakkonsistenan sistem cluster.  
 
Gambar 4. Sistem Shared Disk Cluster 
Sumber : Jayaswal (2006) 
6) Local Disk 
 Local disk merupakan media penyimpanan yang terdapat di masing-masing 
server. Data yang disimpan bisa berupa sistem operasi, aplikasi binari, file 
konfigurasi. Data yang ada di local disk juga harus di-mirror menggunakan teknik 
RAID untuk mengamankan data. Jika ada 2 media penyimpanan yang di-mirror, 
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maka jika salah satu media penyimpanan mengalami gangguan, server akan 
tetap berjalan normal.  
2. E-Learning  
Menurut Muhammad (2011), e-learning tersusun dari dua bagian, yaitu 'e' 
yang merupakan singkatan dari 'electronica' dan 'learning' yang berarti 
'pembelajaran'. Jadi e-learning berarti pembelajaran dengan menggunakan jasa 
bantuan perangkat elektronika. Jadi dalam pelaksanaannya, e-learning 
menggunakan jasa audio, video atau perangkat komputer atau kombinasi dari 
ketiganya 9 . Dengan kata lain e-learning adalah pembelajaran yang dalam 
pelaksanaannya didukung oleh jasa teknologi seperti telepon, audio, videotape, 
transmisi satelite atau komputer.(Tafiardi, 2005) Sejalan dengan itu, Onno W. 
Purbo (dalam Amin, 2004) menjelaskan bahwa istilah "e" dalam e-learning 
adalah segala teknologi yang digunakan untuk mendukung usaha-usaha 
pengajaran lewat teknologi elektronik internet. Internet, satelit, tape audio/video, 
tv interaktif, dan CD-ROM adalah sebagian dari media elektronik yang digunakan. 
Pengajaran boleh disampaikan pada waktu yang sama (synchronously) ataupun 
pada waktu yang berbeda (asynchronously). Secara lebih singkat william Horton 
mengemukakan bahwa (dalam Sembel, 2004) e-learning merupakan kegiatan 
pembelajaran berbasis web (yang bisa diakses dari internet). Tidak jauh berbeda 
dengan itu Brown, 2000 dan Feasey, 2001 (dalam siahaan, 2002) secara 
sederhana mengatakan bahwa e-learning merupakan kegiatan pembelajaran 
yang memanfaatkan jaringan (internet, LAN, WAN) sebagai metode 
penyampaian, interaksi, dan fasilitas yang didukung oleh berbagai bentuk 
layanan belajar lainnya. 
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 Selain itu, ada yang menjabarkan pengertian e-learning lebih luas lagi. 
Sebenarnya materi e-learning tidak harus di distribusikan secara on-line baik 
melalui jaringan lokal maupun intemet. Interaksi dengan menggunakan 
internetpun bisa dijalankan secara on-line dan real-time ataupun recara off-line 
atau archieved. Distribusi secara offline menggunakan media CD/DVD pun 
termasuk pola e-learning. Dalam hal ini aplikasi dan materi belajar di 
kembangkan sesuai kebutuhan dan di distribusikan melalui media CD/DVD, 
selanjutnya pembelajar dapat memanfatkan CD/DVD tersebut dan belajar di 
tempat dimana dia berada (Lukmana,2006). 
3. Load Balancer 
a) Pengertian Load Balancer 
 Load balancer merupakan sebuah alat untuk membagi kinerja dari yang 
sebelumnya satu server manjadi banyak server. Load balancer bisa berupa 
perangkat lunak maupun perangkat keras. Bourke (2001) menjelaskan load 
balancing merupakan proses atau teknologi yang mendistribusikan trafik sebuah 
website menuju ke banyak server menggunakan perangkat berbasis jaringan. 
Pengakat ini mengintersepsi trafik untuk kemudian mentranslasikan paket data 




Gambar 5. Arsitektur Load Balancer 
Sumber: Jayaswal (2006) 
 
b) Fungsi Load Balancer 
 Menurut Bourke (2001) ada beberapa fungsi load balancer yaitu 
1) Melakukan intersepsi terhadap trafik yang berbasis jaringan. 
2) Memecah banyak trafik menjadi trafik spesifik yang disesuai masing-masing 
konfigurasi kemudian diarahkan ke server tujuan sesuai dengan konfigurasi. 
3) Memonitor status server tujuan sehingga jika ada salah satu server yang 
mengalami masalah, load balancer tidak lagi mengarahkan trafik ke server yang 
bermasalah. 
4) Menyediakan fitur redudansi untuk load balancer itu sendiri melalui skema 
fail-over. 
5) Membaca konten yang akan ditranslasikan, melakukan parsing, membaca 
URL, membaca cookies, dan parsing XML.  
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4. Galera Cluster 
a) Pengertian Galera Cluster 
 Galera cluster merupakan perangkat lunak yang berfungsi mengkonversi 
MySQL biasa menjadi sebuah cluster. MySQL sendiri sebenarnya mempunyai 
versi cluster namun hanya jika menggunakan versi mysql yang enterprise. Galera 
dikembangkan secara opensource sehingga banyak modifikasi seperti 
dikembangkan oleh percona dan mariadb. Menurut Pierre (2014), galera cluster 
merupakan sebuah solusi yang pertama kali diperkenalkan oleh Codership yang 
berfunsi untuk membuat database MySQL menjadi multimaster sinkronous.  
b) Keuntungan menggunakan galera cluster. 
Pierre (2014) menjelaskan banyak keuntungan menggunakan galera cluster, 
diantaranya sebagai berikut: 
1) True multimaster 
 Galera cluster bisa digunakan untuk menjalankan query write ke semua 
database server, tidak seperti sistem master-slave yang hanya bisa menulis ke 
salah satu server. 
2) Metode reliplikasi sinkronous 
 Setiap data menggunakan mode sinkronous untuk melakukan replikasi antar 
anggota cluster. Metode ini digunakan untuk meyakinkan tidak ada data yang 
hilang saat sewaktu-waktu database mengalami crash. 
3) Data konsisten 
 Semua server anggota cluster mempunyai data yang sama. Tidak ada 
lagging saat melakukan insert data sehingga bisa dipastikan data konsisten di 
semua server anggota cluster. 
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4) Multithreaded slave 
 Fitur ini menjadikan galera siap untuk beban pekerjaan yang tinggi. Batas 
atas galera sesuai dengan spesifikasi server database.  
5) Tidak membutuhkan perangkat lunak khusus untuk menejemen HA cluster 
 Percona bersifat multimaster sehingga tidak perlu menggunakan perangkat 
lunak untuk failover.  
6) Hot Stanby 
 Saat salah satu server mengalami gangguan, tidak perlu adanya konfigurasi 
ulang yang menyebabkan downtime, fitur ini karena galera berjalan sebagai 
multimaster database server.   
7) Transparent to application 
 Di sisi pengguna, galera cluster berjalan seperti MySQL biasa. Tidak 
diperlukan driver khusus untuk melakukan koneksi ke galera cluster 
8) WAN 
 Fitur untuk meningkatkan redudansi dengan penempatan server di daerah 
lain sebagai cadangan bisa menggunakan WAN.  
9) No read and write splitting need 
 Karena bersifat multimaster, galera cluster bisa digunakan sebagai master 
maupun slave pada konsep lama. MySQL default hanya menyediakan  tools 
berbayar. 
c) Batasan Penggunaan Galera Cluster 
 Selain keunggulan yang ada di cluster, juga ada batasan jika akan 
menggunakan cluster, menurut Pierre (2014) berikut ini batasan-batasannya 
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1) Galera cluster hanya mendukung database yang menggunakan engine 
InnoDB. 
 Jika menggunakan MyISAM,fitur fitur yang ada di galera tidak akan berjalan 
secara optimal. Ada pula database TokuDB yang sedang dikembangkan agar bisa 
berjalan diatas galera cluster. 
2) Semua tabel harus mempunyai primary keys.  
 Primary keys di semua table digunakan untuk menghindari perbedaan 
antrian eksekusi query diantara semua anggota galera cluster. 
3) Tidak mendukung locking dan unloking tabel.  
 Secara standar, galera sudah mengimplementasi metode locking tersendiri 
sehingga jika pengguna menggunakan fitur yang sama, pasti akan terjadi 
tabrakan penggunaan tabel locking maupun unlocking. 
4) Galera cluster menonaktifkan query cache 
 Query cache hanya bisa berjalan di sistem MySQL biasa namun tidak bisa 
berjalan di Galera Cluster. 
5) Query log harus disimpan dalam bentuk file. 
 Query log secara standar bisa disimpan di tabek ataupun di file. Jika 
menggunakan galera cluster, hanya tersedia opsi penyimpanan di file. 
5. Cloud Computing 
a) Pengertian Cloud Computing  
 Sebelum era cloud computing, setiap individu yang membutuhkan komputasi 
harus berinvestasi biaya untuk membeli hardware, software , perangkat jaringan, 
dan storage. Investasi ini biasanya membutuhkan banyak biaya tambahan seperti 
biaya perawatan dan biaya operasional seperti biaya listrik. Menurut 
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Chandrasekaran (2015), biaya bisa lebih besar jika digunakan untuk perusahaan 
daripada untuk penggunaan individu. Perusahaan harus menggunakan listrik dari 
beberapa sumber untuk memastikan sistem berjalan tanpa kendala.  
Cloud computing sangat ekonomis dan aman, dengan cloud computing juga jika 
kita kehilangan data di komputer pribadi kita, data masih aman karena tersimpan 
secara remote di server cloud (Chandrasekaran:2015).  
 
Gambar 6. Cloud Computing 
Sumber: Chandrasekaran (2015) 
 
 Pengertian sederhana dari cloud comuting adalah menyimpan, mengakses, 
dan mengolah data menggunakan sistem yang berjalan remote , tidak dilakukan 
dengan  komputer lokal yang menggunakan komputer personal pengguna cloud 
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computing (Chandrasekaran:2015). Cloud computing membutuhkan internet 
untuk mengirimkan data-data kepada penggunanya.  
b) Jenis-jenis Cloud Computing 
 Badger dkk (2012) menjelaskan jenis jenis cloud computing menjadi 
beberapa jenis yaitu 
 
Gambar 7. Jenis-jenis Cloud Computing 
Sumber: Badger dkk (2012) 
1) Software as s Service (SaaS) 
 Teknologi  cloud SaaS memungkinkan pengguna untuk menggunakan 
aplikasi yang disediakan oleh penyedia layanan saas yang berjalan diatas 
infrastruktur cloud. Pengguna tidak perlu untuk memanejemen dan kontrol 





2) Platform as a Service (PaaS) 
 Teknologi ini memungkinkan pengguna untuk memakai atau mengunggah 
sendiri aplikasi yang telah dibuat menggunakan bahasa pemrograman tertentung 
yang bisa berjalan di server penyedia PaaS. Pengguna tidak perlu memanajemen 
server fisik, jaringan, sistem operasi, dan storage namun tetap harus 
memanajemen aplikasi mereka seperti penyesuaian pembaharuan perangkat 
lunak, patch dan penambahan fitur aplikasi. 
3) Infrastrutur as a Service (IaaS) 
 IaaS memungkinkan pengguna untuk mengkonfigurasi sendiri spesifikasi 
server yang akan digunakan oleh aplikasi. Pengguna bisa mengkonfigurasi 
jumlah server, jumlah RAM, CPU, maupun terkait jaringan internet. Pengguna 
harus memilih sendiri sistem operasi dan melakukan manajemen secara 
keseluruhan terhadap server tersebut. Semua server berjalan secara virtual 
pengguna yang mengelola, namun karena server fisik dari pihak penyedia 
layanan, maka server fisik dikelola oleh penyedia layanan. 
 
Gambar 8. Jenis Cloud Berdasar Pengguna 
Sumber : Qarea 
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c) Karakteristik Cloud Computing 
Chandrasekaran (2015) menjelaskan lima karakterisitik cloud computing sebagai 
berikut: 
1) On-demand self-service 
 Pengguna bisa mengubah pemesanana, membuat pemesanan produk sesuai 
dengan kebutuhan sendiri. Pengubahan pemesanan seharunya bisa langsung 
dilakukan oleh pengguna sendiri tanpa harus ada interaksi dari penyedia layanan 
cloud.  
2) Broad network access 
 Kemampuan jaringan cloud untuk bisa diakses dari alat apapun. Alat yang 
dimaksud adalah server diluar cloud yang mengakses cloud tersebut maupun 
perangkat mobile seperti telepon selular, tepelon pintar, komputer jinjing, 
maupun perangkat portable lainnya. 
3) Elastic resource pooling 
 Penyedia layanan cloud seharunya bisa memastikan bahwa pengguna bisa 
menaikkan dan mengurangi kapasitas komputasi secara fleksibel. Kapastitas 
komputas bisa berupa storage, RAM, CPU amupun bandwith jaringan. Walaupun 
pengguna tidak mengetahui kapastitas total dari penyedia layanan, namun saat 
pengguna akan menambah kapastitas yang dipakai, maka penyedia cloud bisa 
mngakomodasi kebutuhan tersebut.  
4) Rapid elasticity 
 Tidak perlu waktu yang lama untuk penyesuaikan skalabilitas. Cloud harus 
mempunyai tingkat skalabilitas tinggi sehingga saat pengguna membutuhkan 
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perubahan konfigurasi dan kapasitas, layanan cloud bisa tetap melayani 
kebutuhan tersebut.  
5) Measured service 
 Segala bentuk penggunaan sumber daya cloud harus bisa terukur dengan 
sangat detail. Cloud biasanya bersifat pay-as-you-go yang artinya pengguna 
hanya membayar apa yang digunakan saja. Untuk bisa menentukan berapa biaya 
yang dikeluarkan pengguna, semua sumber daya yang dipakai harus dihitung 
seperti kapasitas CPU, RAM, storage, maupun koneksi internet server.  
 
Gambar 9. Karakteristik Cloud Computing 






6. Tahap Pengembangan Arsitekur Infrastruktur 
 Jayaswal(2006) dalam bukunya “Administering Data Centers: Servers, 
Storage, and Voice over IP” menjelaskan ada beberapa tahap untuk melakukan 
konsolidasi arsitektur, tahap-tahapnya adalah sebagai berikut: 
a) Tahap Analisis dan Dokumentasi Arsitektur Lama  
 Tahap pertama merupakan tahap yang paling penting . dalam tahap ini 
semua bagian infrastruktur yang lama dikumpulkan informasinya dan dibuat 
sebuah dokumentasi. Ada 5 hal yang harus digali informasinya, yaitu: 
1) Analisis Kebutuhan Aplikasi 
 Setiap aplikasi yang dijalankan diatas sebuah infrastruktur harus dianalisis. 
Analisi bisa mencakup data-flow, melakukan interview dengan pengembang, 
arsitek sebelumnya maupun sistem administrator.  
 
Gambar 10. Contoh Analisis Kebutuhan Aplikasi 
Sumber: Jayaswal (2006) 
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2) Analisis Kebutuhan Hardware 
 Setelah semua kebutuhan aplikasi dikumpulkan, analisis kebutuhan hardware 
menjadi langkah selanjutnya. Analisis mencakup varifikasi inventori hardware dan 
memperkirakan penggunaan sumber daya hardware. Inventori hardware 
mencakup tentang berapa server yang ada, berapa perangkat jaringan yang ada, 
termasuk jumlah CPU, RAM, dan periperal lainnya.  
3) Analisis Kebutuhan Media Penyimpanan 
 Ada 3 aspek yang harus dianalisis dalam analisi media penyimpanan. Aspek 
yang pertama adalah perangkat keras storage, aspek ini menghitung berapa total 
media penyimpanan yang dipunnya, apakah menggunakan RAID, dan apakah 
ada storage yang ada di luar daerah sebagai disaster-recovery. Aspek kedua 
adalah konfigurasi logik. Konfigurasi logik dalam media penyimpanan 
menganalisa jenis konfigurasi logik yang digunakan dalam media penyimpanan. 
Contoh konfigurasi logiknya adalah, apakah menggunakan LVM, dan partisi jenis 
apa yang dipakai. 
4) Analisis Kebutuhan Jaringan  
 Menganalisis kebutuhan jaringan di arsitektur lama, dianalisis tentang 
performa jaringan dan seperti apa topologi jaringan yang saat ini sudah berjalan.  
5) Analisis Kebutuhan Operasional 
 Analisis kebutuhan operasional mencakup analisis tenaga ahli, analisis 
standar operasional. Hal ini penting karena berdasarkan penelitian 80 persen 
kasus gangguan datacenter adalah karena kesalahan manusia dan standar 




b) Mendesain Arsitektur Baru 
1) Analisis Informasi Arsitektur Lama 
 Setelah proses analisis arsitektur lama, data data yang terkumpul harus 
dianalisis agar kemudian dijadikan acuan untuk mengembangkan arsitektur yang 
baru.  
2) Analisis Kebutuhan Arsitektur Baru 
 Setelah melihat kelemahan yang ada di arsitektur lama, tahap selanjurnya 
adalah membuat detail rancangan penyelesaian masalah yang ada di arsitektur 
lama dan membuat daftar kebutuhan apa saja yang dibutuhkan oleh arsitektur 
yang baru.  
3) Membuat Desain Arsitektur Dasar 
 Tahap ini terdiri dari 3 desain yang harus dibuat. Desain pertama adalah 
desain arsitektur server. Arsitektur server yang baru harus mengakomodasi 
semua penyelesaian masalah. Selain mengelola hardware, tahap ini juga akan 
menentukan apakah akan menggunakan sistem server biasa, grid computing, 
cluster, paralel computing ataupun jenis jenis arsitektur lainnya.  
 Tahap kedua adalah desain storage. Desain storage dimaksudkan untuk 
menentukan metode apa saja yang akan digunakan di arsitektur yang baru, 
apakah menggunakan SAN, NAS, atau media penyimpanan lokal.  
 Tahap ketiga adalah desain arsitektur jaringan. Tahap ini menentukan tipe 
jaringan yang dipakai, membagi jaringan berdasar fungsinya seperti apakah 
untuk backup, produksi, ataupun untuk NAS. Masing-masing fungsi tersebut 




4) Mengukur Kembali Semua Kebutuhan 
 Semua yang sudah didesain harus bisa memenuhi standar minimal performa 
yang diperlukan oleh aplikasi.  
5) Membuat Prototype Arsitektur 
 Setelah semua selesai dialisis dan dihitung, tahap selanjutnya adalah 
melakukan prototype arsitektur yang baru. Semua komponen arsitektur dibangun 
namun dengan skala yang kecil.  
6) Ujicoba Prototype 
 Setelah prototype selesai dibuat, arsitektur yang baru harus segera 
idujicoba. Ada 3 aspek yang harus diujicoba. Aspek pertama adalah setup, 
ujicoba aspek ini untuk memastika semua server, storage, jaringan dan aplikasi 
berjalan normal sama seperti saat berjalan di arsitektur lama.  
 Aspek yang kedua adalah aspek keamanan, diuji apakah semua port dan 
firewall sudah dikonfigurasi secara benar. Aspek yang terakhir adalah aspek 
fungsionalitas. Aspek fungsionalitas mencakup kerja aplikasi, ujicoba backup, 
monitoring.  
7) Revisi Prototype Arsitektur Baru 
 Jika saat ujicoba terdapat kendala, maka tahap selanjutnya adalah 
melakukan revisi desain arsitektur. 
8) Dokumentasi Prototype Arsitektur Baru 
 Setelah uji coba selesai, segala hal dalam ujicoba harus di dokumentasikan 
agar bisa segera diimplementasikan di infrastruktur yang baru. Dokumentasi 
yang dibuat biasanya berisi tentang asesmen dari data yang sudah diperoleh, 
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kebutuhan arsitektur baru, arsitektur yang baru, hasil ujicoba dan revisi jika ada 
dilampirkan revisi desain arsitektur setelah uji coba. 
c) Membangun Arsitektur Menggunakan Desain Arsitektur Baru 
1) Mambangun Arsitektur Baru 
 Dalam tahap ini dokumentasi dan desain arsitektur yang sudah diuji coba 
dalam tahap prototype akan diimplementasikan.  Semua komponen disesuaikan 
dengan kebutuhan nyata aplikasi yang akan berjalan diatas arsitektur yang baru.  
2) Mempersiapkan Migrasi Data 
 Mempersiapkan media apa yang akan digunakan untuk migrasi data dari 
infrastruktur lama ke infrastruktur baru. Ada banyak pilihan metode migrasi, bisa 
melalui FTP, SCP, atau manggunakan tape backup. Selain file aplikasi, untuk 
database juga harus disiapkan metode migrasinya apakah hanya perlu export 
atau perlu dengan metode replikasi.  
3) Backup Data dari Arsitektur Lama 
 Proses backup ini bukan proses backup untuk kemudian dilakukan restore di 
infrastruktur baru, namun untuk keamanan data jika terjadi sesuatu saat proses 
migrasi. 
4) Migrasi Data dari Arsitektur Lama ke Arsitektur Baru 
 Migrasi data dilakukan dengan alat migrasi yang sudah ditentukan 
sebelumnya, setelah proses migrasi data selesai, biasanya dilanjutkan dengan 
mengubah data DNS jika berupa web. Setelah proses migrasi selesai, sistem 





Httperf merupaka perangkat lunak yang dikembangkan oleh Hewlett-packard 
pda tahun 1998. Httpert menurut Jin (1998) memiliki fungsi untuk mengukur 
performa server dengan cara memberikan beban kepada server. Httperf dibuat 
menggunakan bahasa pemrograman C. 
8. Notasi Big-O 
Notasi Big-O adalah sebuah cara pengukuran kinerja sebuah algoritma. 
Notasi Big-O digunakan untuk mengukur efisiensi dari waktu eksekusi ataupun 
penggunaan memori dari sebuah algoritma. Paul (2005) menjelaskan bahwa 
dengan notasi Big-O, pembuat algoritma bisa memperkirakan bagaimana kinerja 
algotirma yang dibuat, bahkan bisa memperkirakan penggunaan resource jika 
ada banyak algoritma yang dipakai.Berdasar notasi Big-O setiap penambahan 
algoritma, maka semakin besar juga waktu yang dibutuhkan dan resource yang 
digunakan. 
 
Dalam notasi Big-O terdapat algoritma linear dengan model sebagai berikut: 
T(n) = O(n) 
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 Algoritma linear menjunjukkan bahwa waktu eksekusinya sebanding dengan 
jumlah data, dan algoritma linear saat ini menjadi yang paling banyak 
diimplementasi akrena merupakan kondisi optimal dalam membuat algoritma. 
9. Variabel Performa Server Berdasar ITU-T G.1030 11/2005 
a) Throughput 
 Throughput adalah jumlah bit yang diterima dengan sukses perdetik melalui 
sebuah sistem atau media komunikasi dalam selang waktu pengamatan tertentu. 
Umumnya throughput direpresentasikan dalam satuan bit per second (bps). 
Aspek utama throughput yaitu berkisar pada ketersediaan bandwidth yang cukup 
untuk menjalankan aplikasi. Hal ini menentukan besarnya trafik yang dapat 
diperoleh suatu aplikasi saat melewati jaringan. Aspek penting lainnya adalah 
error (pada umumnya berhubungan dengan link error rate) dan losses (pada 
umumnya berhubungan dengan kapasitas buffer).  
b) Response time 
 Response time adalah selang waktu antara user memasukkan suatu perintah 
ke dalam sistem hingga mendapat balasan selengkapnya dari sistem. Pada ITU-T 
G.1030 11/2005 (2005:4), dijelaskan bahwa response time memiliki range yang 
dapat dibagi ke dalam beberapa kategori: 
1) Instantaneous experience (0,1 detik) 
 0,1 detik adalah perkiraan batasan waktu seorang pengguna merasakan 
bahwa sistem langsung bereaksi (instan) setelah memasukkan input atau 





2) Uninterrupted experience (1,0 detik) 
 1,0 detik adalah perkiraan batasan waktu seorang pengguna tetap tidak 
terganggu, meskipun pengguna mulai merasa bahwa sistem tidak merespon 
input secara instan, contohnya pada gaming. 
 
3) Loss of attention (10 detik)  
 10 detik adalah perkiraan batasan waktu seorang pengguna tetap fokus 
memperhatikan dialog. Pada delay yang lebih lama, pengguna umumnya akan 
melakukan pekerjaan lain sembari menunggu komputer selesai merespon, 
sehingga pengguna harus diberikan feedback bahwa komputer akan segera 
memberikan respon. 
c) Reply Connection Client 
 Merupakan jumlah request yang diterima oleh server, kemudian server 
memberikan pengiriman pemberitahuan kepada client bahwa request telah 
diterima. Selain berpengaruh terhadap latency, reply connection juga 
berpengaruh terhadap tinggi throughput. Dalam praktiknya, throughput 
merupakan rata-rata besarnya content (jumlah bit) yang diterima dikalikan 
jumlah permintaan content yang dibalas (replied connecion), kemudian dibagi 
dengan waktu pengukuran (test durations). 
d) Error Connection Client 
 Merupakan jumlah request dari client yang ditolak atau tidak mampu 
terjawab oleh server. Jika terdapat 10 permintaan koneksi ke server dan reply 
connection-nya ada 8, maka error connection-nya sama dengan 2. Waktu 
pengukuran (test durations) secara tidak langsung dipengaruhi oleh response 
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time masing-masing permintaan. Semakin tinggi response time masing-masing 
permintaan, maka akan semakin lama pengukuran berlangsung. Response time 
tidak berpengaruh secara langsung terhadap waktu pengukuran karena waktu 
pengukuran juga dipengaruhi oleh jumlah permintaan dan jumlah thread. 
B. Kajian Penelitian yang Relevan 
1. Hasil penelitian dari Omar Muhammad Altoumi Alsyaibani yang berjudul 
“Performa Algoritma Load Balance pada Server Web Apache dan Nginx dengan 
Database PostgreSQL”. Tujuan dari penelitian ini adalah mengetahui kinerja web 
load balancer. Masing-masing algortima load balance digunakan pada Apache 
dan Nginx. Database yang digunakan adalah PostgreSQL. 
2. Hasil penelitian tesis dari Didik Ariwibowo yang berjudul “Optimalisasi Cluster 
Server LMS dan IPTV dengan Variasi Algoritma Penjadwalan”. Penelitian ini 
bertujuan untuk menerapkan sistem cluster server LMS dan server IPTV dengan 
berbagai macam algoritma penjadwalan kemudian juga untuk mendapatkan 
algoritma penjadwalan yag terbaik pada sistem cluster yang sudah dibangun.  
C. Kerangka Berpikir 
 Penelitian ini berawal karena ada masalah rendahnya skalabilitas untuk e-
learning Moodle sehingga diperlukan dibuat sebuah cluster. Pengembangan 
cluster untuk web server sudah ditemukan, namun belum ada standar dari 
moodle untuk mengembangkan database server menggunakan sistem cluster.  
Ada beberapa opsi untuk  implementasi sistem database cluster untuk Moodle 
diantaranya dengan Galera Cluster. Selain bertujuan membuat arsitektur 
database cluster untuk Moodle, penelitian ini juga membandingkan kinerja 
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database load balancer antara HAProxy dan MaxScale. Pengembangan arsitektur 
dan implementasi arsitektur database cluster menggunakan tahapan yang 
dijelaskan oleh Jayaswal(2006) dalam bukunya “Administering Data Centers: 
Servers, Storage, and Voice over IP”. Untuk membandingkan kinerja dua load 
balancer, dilakukan dengan cara pengambilan data menggunakan perangkat 
lunak httperf dengan aspek aspek yang dhitung disesuaikan dengan standar ITU-
T G.1030 11/2005. Ada 4 aspek yang dihitung yaitu throughput, response time, 
reply client dan error client. Pengujian perbedaan menggunakan metode 

















A. Desain Penelitian 
 Desain penelitian yang digunakan dalam penelitian ini adalah penelitian 
deskriptif komparatif dengan pendekatan kuantitatif. Pengertian deskriptif 
menurut (Nazir, 2005) adalah suatu metode dalam meneliti status sekelompok 
manusia, suatu objek, suatu set kondisi, suatu sistem pemikiran, ataupun suatu 
kelas peristiwa pada masa sekarang. Tujuan dari penelitian deskriptif adalah 
untuk membuat deskripsi, gambaran, atau lukisan secara sistematis, faktual dan 
akurat mengenai fakta-fakta, sifat-sifat serta hubungan antar fenomena yang 
diselidiki. Dalam metode deskriptif peneliti bisa membandingkan fenomena-
fenomena tertentu sehingga merupakan suatu studi komparatif. 
 Penelitian komparatif adalah penelitian yang membandingkan keberadaan 
satu variabel atau lebih pada dua atau lebih sampel yang berbeda, atau pada 
waktu yang berbeda (Sugiyono, 2013).  
B. Metode Penelitian 
 Penelitian ini menggunakan penelitian deskriptif yaitu suatu metode dalam 
meneliti status sekelompok manusia, suatu obyek, suatu kondisi, suatu sistem 
pemikiran ataupun suatu kelas peristiwa pada masa sekarang. Tujuan dari 
penelitian deskriptif ini adalah untuk membuat deskripsi, gambaran atau lukisan 
secara sistematis, faktual dan akurat mengenai fakta-fakta, sifat-sifat antar 
fenomena yang diteliti. 
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 Metode yang digunakan dalam penelitian kuantitatif ini adalah metode 
observasi terstruktur. Penggunaan metode dalam penelitian disesuaikan dengan 
masalah serta tujuan penelitian tersebut. Oleh sebab itu, metode penelitian 
sangat penting dalam pelaksanaan, pengumpulan dan analisis data.  
C. Prosedur Penelitian 
 Dalam menyelesaikan penelitian ini prosedur penelitian yang digunakan 
adalah sebagai berikut: 
1. Mencari ide atau gagasan penelitian 
Ide atau gagasan penelitian muncul karena MaxScale menambahkan beberapa 
fitur yang sangat berguna untuk meningkatkan aspek skalabilitas, namun dalam 
observasi sebelumnya menggunakan website drupal, terjadi penurunan 
kecepatan saat load balancer diubah dari HAProxy menjadi MaxScale. 
2. Melakukan study literature 
Sebelum melakukan penelitian, peneliti melakukan studi pendahuluan yang 
dilakukan dengan mencari informasi dan referensi yang terkait untuk mendukung 
penelitian. 
3. Menentukan rumusan masalah 
Setelah melakukan studi literature maka menentukan rumusan masalah yang 
tepat. 
4. Menentukan tujuan penelitian 
Menentukan tujuan- tujuan yang akan dicapai dalam kegiatan penelitian agar 
tidak menyimpang dari permasalahan yang telah dirumuskan. 
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5. Melakukan pengambilan data 
Data diambil dengan observasi terhadap performa kecepatan website moodle 
saat load balancer diganti dari HAProxy ke MaxScale. 
6. Menganalisis data 
Data yang telah dikumpulkan diolah lebih lanjut kemudian disajikan dalam 
bentuk statistic dan selanjutnya dianalisis. 
7. Merumuskan kesimpulan 
Hasil analisis data akan memberikan kesimpulan penelitian yang merupakan 
kegiatan akhir penelitian 
D. Lokasi Penelitian 
 Penelitian dilakukan di Public Cloud Amazon Web Service (AWS). AWS 
digunakan untuk melakukan instalasi semua server untuk ujicoba penelitian. 
Datacenter yang dipilih adalah datacenter Singapura karena mempertimbangkan 
latency. 
 Penelitian dilakukan di sistem clud Amazon Web Service menggunakan 
layanan EC2. Untuk memastikan tidak ada gangguan dari luar, dalam penelitian 
ini menggunakan Provisioned IOPS. Provisioned IOPS memastikan resource yang 
digunakan hanya dipakai oleh komputer peneliti dan tidak dibagi dengan 
pengguna AWS yang lain.  
 Agar ketika benchmark tidak terjadi intervensi jaringan dari luar lingkungan 
penelitian, maka dalam penelitian ini menggunakan server benchmark yang 
lokasinya ada dalam satu jaringan datacenter AWS.  
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E. Populasi dan Sampel Penelitian 
1. Populasi Penelitian 
 Sebuah penelitian selalu berkaitan dengan kegiatan mengumpulkan dan 
menganalisis suatu data, menentukan populasi merupakan langkah yang penting. 
Populasi penelitian merupakan kelompok keseluruhan orang, peristiwa atau 
sesuatu yang ingin diselidiki oleh peneliti. Sugiyono (2013), menjelaskan bahwa: 
“Populasi adalah wilayah generalisasi yang terdiri dari objek atau subjek yang 
mempunyai kualitas dan karateristik tertentu yang ditetapkan oleh peneliti untuk 
dipelajari dan kemudian ditarik kesimpulannya.” 
 Berdasarkan penjelasan tersebut, maka penelitian ini populasinya adalah 
website e-learning moodle yang menggunakan spesifikasi dan arsitektur yang 
sama dengan penelitian ini. 
2. Sampel penelitian 
 Menurut Sugiyono (2013), sampel adalah bagian dari jumlah dan 
karakteristik yang dimiliki oleh populasi. Sampel uji penelitian ini mengambil 
sampel dengan teknik purposive sampling. Menurut Juanda (2014), untuk 
menentukan jumlah sampel yang dibutuhkan, digunakan rumus cross sectional 
dengan besar populasi tidak diketahui. Untuk menentukan jumlah sampel yang 
dibutuhkan, digunakan rumus cross sectional sebagai berikut: 
 
𝑛 =







n = jumlah sampel minimal yang diperlukan 
Z = score Z, berdasarkan nilai α yang diinginkan 
α = derajat kepercayaan 
d = toleransi kesalahan 
p = proporsi kasus yang diteliti dalam populasi, jika p tidak diketahui maka 
gunakan p terbesar. p terbesar yaitu p = 0.5 
1-p = q, yaitu proporsi untuk terjadinya suatu kejadian. Jika penelitian ini 
menggunakan p terbesar, maka q = 1-p = 1=0.5 
 Pada penelitian ini, ditentukan bahwa batas toleransi kesalahan adalah 
5%=0.05. 
Α 1 – α Z1 – α/2 Z1 - α 
1% 99% 2.58 2.33 
5% 95% 1.96 1.64 
10% 90% 1.64 1.28 
 Sesuai dengan rumus cross sectional dimana Z 1 – α/2, maka besaran score 
Z yang akan diambil adalah sesuai dengan kolom ketiga. Pada penelitian ini, 
derajat kepercayaan yang digunakan adalah 5%, maka Z 1 – α/2 = 1.96 Jika 
sudah ditetapkan bawah score Z = 1.96, maka Z2 = 3.84 atau dibulatkan 
41 
 
menjadi 4. Rumus untuk mengetahui jumlah sampel yang dibutuhkan sering kali 





 Maka, dari rumus di atas jumlah sampel yang dibutuhkan pada penelitian ini 
adalah 384. Menurut Kusnandarr (2014), pada  umumnya  distribusi  sampling  
dari  rata - rata  sampel  akan  mendekati  distribusi  Normal  jika  ukuran  
sampelnya  lebih  besar  dari  30.  Sebuah studi simulasi Monte Carlo oleh  Smith  
dan  Wells  menunjukkan  bahwa  ukuran  sampel  15  sudah  sesuai  dengan  
teorema  limit  pusat untuk  Distribusi  Normal,  tetapi  untuk  Distribusi  Bimodal  
pada  saat  ukuran  sampel  30  baru  sesuai dengan  teorema  limit  pusat. 
Dengan data tersebut, distribusi sampling dalam penelitian ini sudah normal 
karena lebih dari 30.  
F. Teknik Pengumpulan Data 
 Teknik pengumpulan data yang digunakan dalam penelitian ini adalah 
observasi terstruktur. Sugiyono (2013) mengungkapkan bahwa observasi tidak 
terbatas pada orang, tetapi juga objek-objek alam yang lain. Teknik 
pengumpulan data dengan observasi digunakan bila penelitian berkenaan 
dengan perilaku manusia, proses kerja, gejala-gejala alam dan bila responden 
yansg diamati tidak terlalu besar. 
G. Instrumen Penelitian 
 Instrumen penelitian yang digunakan dalam penelitian ini adalah perangkat 
lunak httperf. Httperf merupakan perangkat lunak yang dirilis oleh perusahaan 
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HP (Hawlett Packard) untuk menghitung performa sebuah website. Menurut 
Orsini(2007), Httperf merupakan merupakan alat yang digunakan untuk 
memberikan berbagai jenis beban untuk HTTP server. Httperf bisa mengukur 
performa server setelah diberikan beban tertentu. Instrumen pengukur 
kecepatan website diukur menggunakan standar internasional ITU-T G.1030 
11/2005. Variabel yang diteliti di penelitian ini adalah Troughput, Response Time, 
Reply Client dan Error Client. 
H. Teknik Analisis Data 
 Analisis  data  dilakukan  dengan  menggunakan  uji  statistik  yang disebut  
Uji  Beda. Uji  statistik yang  digunakan  dalam  penelitian  ini adalah : Uji 
parametrik untuk dua sampel tidak berhubungan (two independent samples). 
 Analisis menggunakan perangkat lunak Microsoft Excel dengan tambahan 
Add-on Alalysys Toolpack. Data yang dianalisis adalah data troughput, response 









HASIL DAN PEMBAHASAN 
A. Tahap Analisis dan Dokumentasi Arsitektur Lama  
1. Analisis Kebutuhan Aplikasi 
 Aplikasi yang dibangun dalam peneliti adalah e-learning moodle. Kebutuhan 
dasar untuk menjalankan moodle adalah menggunakan Apache, 
PostgreSQL/MySQL/MariaDB dan PHP. Moodle bisa diinstall di sistem operasi 
Linux maupun Windows.  
2. Analisis Kebutuhan Hardware 
 Berikut spesifikasi hardware yang dibutuhkan untuk menjalankan aplikasi 
Moodle:  
a) Processor: 1GHz (minimal), disarankan 2GHz dual core atau lebih.  
b) Memory: 256MB (Minimal), sangat disarankan 1GB atau lebih.  
3. Analisis Kebutuhan Media Penyimpanan 
 Kebutuhan media penyimpanan terbagi menjadi dua jenis yaitu, media 
penyimpanan utama dan untuk backup. Berikut detail kebutuhan media 
penyimpanan Moodle: 
a) Kapasitas media penyimpanan utama : 160MB (minimal), disarankan diatas 
5GB namun disesuaikan dengan kebutuhan.  
b) Backup: Minimal sama dengan kapasitas media penyimpanan utama namun 




4. Analisis Kebutuhan Jaringan 
 Kapasitas jaringan disesuaikan dengan jumlah pengguna yang mengakses 
moodle secara bersamaan. Server yang ditempatkan di datacenter biasanya 
mempunyai kecepatan jaringan sebesar 100Mbps dan 1Gbps. Kecepatan jaringan 
sangat ditentukan oleh penyedia layanan network yang dipakai, baik untuk 
koneksi lokal maupun internet.  
5. Analisis Kebutuhan Operasional 
 Setelah selesai diinstall, Moodle harus dimonitor kondisinya, untuk memonitor 
kondisi server menggunakan aplikasi internal seperti top, htop, iostat, iotop, dan 
iftop dan menggunakan aplikasi monitoring tambahan new relic. 
B. Mendesain Arsitektur Baru 
1. Analisis Data Arsitektur Lama 
 Arsitektur Moodle yang lama merupakan arsitektur minimal untuk Moodle 
yaitu terdiri dari 1 Web Server dan 1 Database Server. Arsitektur ini bisa 
menjalankan Moodle secara optimal namun tingkat skalabilitasnya rendah. 
 




 Gambar diatas menunjukkan bahwa minimal moodle mempunyai dua 
komponen yaitu web server dan database server. Web server berfungsi untuk 
melakukan pengolahan data sedangkan database server digunakan untuk 
penyimpanan data.  Spesifikasi web server dan database server seharusnya sama 
baiknya, namun dalam kasus tertentu terkadang terjadi ketidakseimbangan 
beban sehingga perlu dioptimasi lebih lanjut  seperti dengan menambahkan web 
server tambahan maupun meningkatkan melalui mekanisme upgrade server. 
2. Analisis Kebutuhan Arsitektur Baru 
 Arsitektur moodle yang akan diteliti menggunakan konsep cluster. Terdapat 
beberapa web server, database server, web load balancer dan database load 
balancer. Arsitektur yang baru didesain agar lebih scalable oleh karena itu 
menggunakan load balancer sebagai pembagi beban untuk masing-masing 
cluster yaitu web cluster dan database cluster. 
 Arsitektur Moodle yang baru diinstall di Amazon Web Services (AWS), AWS 
merupakan sebuah perusahaan penyedia layanan cloud yang pusatnya ada di 
Amerika Serikat. Walauun berpusat di Amerika Serikat, namun AWS mempunyai 
datacenter yang tersebar di seluruh dunia. Mendesain arsitektur yang 
menggunakan AWS berbeda  dengan mendesain arsitektur  datacenter seperti 
biasanya. Mendesain arsitektur di AWS kita tidak perlu memikirkan tentang 
pemasangan server fisik, router, switch maupun cabling karena AWS sudah 
membantu memanajemen hal-hal tersebut dan pengguna hanya perlu membuat 
server secara virtual melalui panel kontrol yang sudah disediakan oleh AWS. 
Sistem yang digunakan AWS dinamakan sistem server cloud. 
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 Ada banyak penyedia cloud selain AWS namun peneliti dalam hal ini 
menggunakan AWS karena pertimbangan sistem di AWS yang stabil, kemudahan 
manajemen server dan sistem pembayaran yang sesuai kebutuhan. 
3. Membuat Desain Arsitektur Dasar 
 Desain arsitektur dasar yaitu desain arsitektur yang mencakup kebutuhan 
dasar sebuah arsitektur yakni web load balancer, web server, database server 
dan load balancer. Pada tahap ini arsitektur dibuat seideal mungkin. Dalam 
penelitian ini load balancer web menggunakan Nginx sedangkan load balancer 
database menggunakan HaProxy dan MaxScale.  
 




4. Membuat Prototype Arsitektur 
 Hanya ada dua komponen yang terhubung langsung  dengan internet yaitu 
web load balancer dan gateway. Web load balancer menjadi gerbang pertama 
masuknya request dari pengguna. Request yang masuk kemudian diteruskan 
kepada web server. Koneksi yang digunakan dari load balancer ke web server 
dan dari web server menuju database server merupakan koneksi private 
menggunakan IP private. 
 
Gambar 13. Arsitektur Baru Jaringan Moodle 
5. Revisi Prototype Arsitektur Baru 
 Setelah dilakukan ujicoba, didapatkan data ternyata untuk ujicoba load 
balancer tidak membutuhkan banyak web server karena load web server yang 
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masih rendah sehingga akhirnya web server dikurangi dari 3 web server menjadi 
1 web server.  
 
Gambar 14. Arsitektur Moodle dalam Penelitian 
C. Membangun Infrastruktur Menggunakan Arsitektur Baru 
 Ada beberapa komponen yang harus dikonfigurasi saat membangun arsitektur 
baru. Arsitektur baru berjalan di datacenter AWS yang menggunakan teknologi 
cloud. Server berjalan sebagai virtual machine bukan sebagai server fisik. 
Menggunakan virtual machine mempunyai keuntungan namun juga mempunyai 
kerugian, keuntungannya peneliti tidak harus memanajemen server fisik yang 
rawan mengalami kerusakan, sedangkan jika menggunakan teknologi cloud dari 
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AWS, peneliti hanya perlu membuat VM tanpa harus memanajemen server fisik. 
Saat server fisik yang digunakan AWS bermasalah, teknologi cloud dari AWS 
memungkinkan VM tetap hidup menggunakan server fisik lainnya. Perpindahan 
dari server fisik ke server fisik lainnya terjadi secara otomatis.  
1. Menggunakan layanan EC2 
 Penelitian ini hanya menggunakan layanan EC2 dan tidak menggunakan 
layanan yang lainnya. 
 
Gambar 15. Halaman Layanan AWS 
 Layanan EC2 mempunyai banyak region (data center) yang bisa digunakan, 
pemilihan region disesuaikan dengan kebutuhan. Memilih region berarti memilih 
dimana datacenter yang dipilih. Dalam penelitian ini, peneliti menggunakan 
datacenter Singapura untuk menempatkan VM. Datacenter Singapura dipilih 
karena lokasinya yang dekat dengan Indonesia sehingga latency rendah. Latency 
rendah membuat VM lebih cepat diakses, semakin cepat VM diakses, semakin 
cepat proses pengerjaan penelitian ini.  
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2. Sistem Operasi 
Sistem operasi yang tersedia di AWS terbagi menjadi dua yaitu yang berbayar 
dan gratis. Sistem operasi berbayar seperti Windows Server dan RedHat. 
Sementara CentOS gratis karena berbasis komunitas.  
 
Gambar 16. Pilihan Sistem Operasi AWS 
Penelitian ini menggunakan sistem operasi CentOS 6 versi terakhir. 
3. Spesifikasi Virtual Machine  
Jenis vm terbagi menjadi banyak jenis tergantung dari alokasi RAM, CPU, kualitas 
jaringan, dan kualitas IO ke media penyimpanan. Peneliti bisa memilih berapa 
RAM, CPU dan aspek lain yang dibutuhkan setiap VM untuk bisa menyesuaikan 
kebutuhan dan biaya. 
Dalam penelitian ini peneliti menggunakan dua jenis VM yaitu t2.micro dan 
t2.large. VM t2.micro digunakan untuk load balancer database server dan server 




Gambar 17. Jenis-Jenis Virtual Machine di AWS 
4. Spesifikasi jaringan 
Dalam penelitian ini, spesifikasi perangkat network mengikuti spesifikasi standar 
dari Amazon. Jaringan menggunakan VLAN dengan subner 172.31.0.0/16 dengan 
IP Private diperoleh secara DHCP. 
 
Gambar 18. Konfigurasi Jaringan 
5.  Spesifikasi Storage 
Storage di AWS terbagi menjadi tiga yaitu Magnetic, general purpose (SSD) dan 
provisioned IOPS (SSD). Tipe storage magnetic menggunakan hard disk sebagai 
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media penyimpanan sedangkan storage general purpose menggunakan SSD 
sebagai media penyimpanan. Provisioned IOPS berbeda dengan jenis general 
purpose walaupun sama-sama menggunakan SSD karena provisioned IOPS 
memberikan garansi IOPS, tidak seperti jenis storage lain dimana menggunakan 
shared IOPS. Provisioned IOPS memberikan garansi yang artinya performa IO 
VM tersebut tidak akan dibawah nilai IOPS yang sudah dipesan.  
Penelitian ini menggunakan storege dengan jenis General Purpose (SSD) karena 
secara kualitas masih sangat mencukupi untuk kebutuhan benchmark. Peneliti 
memilih kapasitas storage  minimal yaitu 8GB karena hanya akan diiisi sistem 
operasi dan Moodle yang penggunaan totalnya masih dibawah 3GB. 
 
Gambar 19. Spesifikasi Storage VM AWS 
6. Konfigurasi keamanan Virtual Machine 
 Jaringan di AWS menggunakan NAT, IP public yang diarahkan ke server tidak 
dikonfigurasi langsung di VM tapi harus dikonfigurasi di management console. 
Jika menggunakan AWS, konfigurasi IP Tables tidak hanya di sistem operasi 




Gambar 20. Konfigurasi Firewall VM AWS 
Peneliti menentukan port apa saja yang harus dibuka dan ditutup aksesnya dari 
luar. Port yang dibuka dalam penelitian ini adalah port SSH dan port 80 sebagai 
akses web server.  
7. Konfigurasi IP Publik 
Secara default semua VM yang ada di amazon tidak mempunyai IP public statik. 
AWS menyediakan layanan IP publik yaitu elastic IP. Pengguna AWS bisa 
menyewa IP untuk dialokasikan untuk setiap VM yang ada di cloud. Setiap VM di 
AWS saat selesai install hanya mempunyai IP private sedangkan untuk koneksi 
dari luar dibutuhkan IP publik. Penelitian ini membutuhkan 5 IP publik yang 
dialokasikan untuk setiap VM. Berikut daftar IP publik yang dialokasikan ke setiap 
VM 
Dalam gambar di atas, terlihat ada 5 IP public yang disewa dan sudah 
dialokasikan ke setiap VM yang digunakan untuk membuat cluster moodle. 
Alasan fleksibilitas pengguna IP ini juga membuat peneliti memilih AWS sebagai 




Gambar 21. Detail Alamat IP VM AWS 
8. Konfigurasi Global Server 
Setiap server harus dikonfigurasi manual agar bisa memenuhi kebutuhan spesifik 
tiap VM. Sebelum diinstall menggunakan  software spesifik, terlebih dahulu 
server dikonfigurasi secara global. Berikut beberapa konfigurasi yang dilakukan, 
- Mengubah SELINUX dari enforcing ke disabled 
- Konfigurasi Repo 
- Konfigurasi NTP 
- Konfigurasi Software Monitoring 
9. Database Server (Percona XtraDB Cluster) 
Database server menggunakan Percona XtraDB Cluster. Database server dalam 
penelitian ini berbeda dari MySQL biasa karena database dibangun dalam model 
cluster dan master-to-master sehingga semua database server bisa digunakan 
untuk melulis data (active-active).  
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10. Web Server (Apache Web Server dan PHP) 
 Web server yang digunakan dalam penelitian ini menggunakan Apache 2.2.15. 
Menggunakan Apache karena kompabilitas moodle paling baik jika web server 
menggunakan Apache. Selain Apache, moodle juga membutuhkan PHP 5. PHP 
berfungsi untuk menterjemahkan source code PHP ke kode binary yang bisa 
langsung dieksekusi oleh mesin.  
11. Load Balancer (HaProxy dan MaxScale) 
 Ada dua load balancer yang digunakan dalam penelitian ini. HaProxy 
merupakan TCP load balancer yang sebenarnya tidak hanya untuk database load 
balancer namun juga bisa digunakan sebagai load balancer aplikasi lain yang 
berbasis koneksi TCP.  
D. Hasil Pengujian Load Balancer 
Pengujian load balancer dilakukan dengan benchmark menggunakan software 
httperf. Berikut perintah yang digunakan untuk melakukan benchmark 
httperf --server skrip.anjar.web.id --uri /moodle/mod/page/view.php?id=4 --
num-conn 384 --timeout 10 --rate 10 
Ada beberapa varibel yang harus disesuaikan dengan instrumen penelitian, 
variabel-variabelnya sebagai berikut: 
1. --server  
Variabel --server merupakan variabel yang harus diisi alamat server tanpa path 





Variabel --uri merupakan variabel yang berisi path URL. Dalam penelitian ini path 
yang digunakan merupakan halaman mata pelajaran di moodle. Menggunakan 
halaman mata pelajaran karena jika diakses halaman ini mempunyai kombinasi 
query write dan read.  
3. --num-conn   
Variabel --um-con merupakan variabel yang diisi dengan jumlah sampel. 
Penelitian ini menggunakan sampel sejumlah 384 sampel.  
4. --timeout 
Variabel timeout adalah batas waktu loading yang dibutuhkan oleh web server 
untuk menyelesaikan proses render halaman web yang dikirimkan oleh software 
benchmark. Dalam penelitian ini timeout dikonfigurasi menjadi 10 detik. Didapat 
angka 10 detik karena disesuaikan dengan standar ITU-T G.1030 11/2005 
tentang waktu loss of attention. Dalam  ITU-T G.1030 11/2005 disebutkan 
bahwa 10 detik adalah batasan waktu pengguna website tetap fokus menunggu 
hasil render dari web server.  
5. --rate 
Variabel --rate adalah variable yang digunakan untuk membuat paralel proses 
dalam setiap detik. Dalam penelitian ini menggunaan beberapa nilai yaitu 1, 5, 







Berikut bagan proses dalam melakukan pengujian load balancer: 
 
Gambar 22. Proses Pengujian Load Balancer 
 
1. Hasil Pengujian Throughput 
Jumlah Paralel Proses HAProxy (kbps) MaxScale (kbps) 
1 392.8 392.8 
5 1948.8 1947.8 
10 2518.9 2470.7 
15 1650.9 1634.5 
20 874.2 1057.6 
25 928 957.6 
30 909.2 926.4 





Gambar 23. Hasil Pengujian throughput 
Throughput adalah jumlah data (kb) yang lewat dalam satu satuan waktu 
(per detik). Throughput menggunakan satuan kbps, yaitu berapa kilobyte data 
yang lewat dalam satu detik. Throughput satu request moodle tanpa koneksi lain 
adalah kurang lebih 400 kbps, namun bertambah saat jumlah paralel koneksi 
ditambah. Saat request 1 koneksi setiap detik sampai 10 request setiap detik, 
sistem masih berjalan secara normal, namun saat jumlah paralel request sudah 
mencapai 15 request setiap detik, kondisi sistem mulai tidak stabil. 
2. Hasil Pengujian Response Time 
Jumlah Paralel Proses HAProxy (ms) MaxScale (ms) 
1 364.3 373.5 
5 376.2 390.7 
10 11203.2 11319.2 
15 16435.6 16200.2 
20 11977.5 13701.2 
25 11388.6 11530.7 
30 12295.9 11836.9 




















Gambar 24. Hasil Pengujian Response Time 
Response time diukur menggunakan satuan mili detik (milisecond). 
Response time merupakan waktu yang dibutuhkan pengguna untuk menunggu 
untuk mendapatkan halaman yang diakses. Dalam penelitian ini, response time 
moodle merupakan waktu yang dibutuhkan server cluster untuk menerima dan 
mengembalikan halaman sesuai yang diakses pengguna.  Response time adalah 
selang waktu antara user memasukkan suatu perintah ke dalam sistem hingga 
mendapat balasan selengkapnya dari sistem. Saat request mencapai 10 request 
setiap detik, sistem rata-rata server mengembalikan data dalam waktu 11 detik. 
3. Hasil Pengujian Reply Client 
Jumlah Paralel Proses HAProxy (request) MaxScale (request) 
1 200 200 
5 200 200 
10 200 200 
15 130 128 
20 58 83 
25 61 67 
30 59 66 

















Gambar 25. Hasil Pengujian Reply Client 
Reply client adalah jumlah halaman yang berhasil diterima oleh 
penggunan (software benchmark) dalam kondisi baik. Halaman yang diterima 
dalam kondisi baik mempunyai tanda menggunakan HTTP status dengan nilai 
200. Timeout setetapkan sebesar 10 detik, setelah 10 detik tidak selesai, maka 
dianggap gagal mengembalikan request dan dihitung sebagai request error. 
Sistem masih konsisten saat dibebani request antara 1-10 request setiap detik 
namun mulai tidak stabil saat request 15 sampai 30 request setiap detik. 
4. Hasil Pengujian Error Client 
Jumlah Paralel Proses HAProxy (request) MaxScale (request) 
1 0 0 
5 0 0 
10 0 0 
15 70 72 
20 142 117 
25 139 133 
30 141 134 





















Gambar 26. Hasil Pengujian Error Client 
 
Error client adalah jumlah halaman yang gagal diterima oleh penggunan 
(software benchmark) dalam kondisi baik. Halaman yang diterima dalam kondisi 
gagal mempunyai tanda HTTP status dengan nilai 400 dan 500. Timeout 
setetapkan sebesar 10 detik, setelah 10 detik tidak selesai, maka dianggap gagal 
mengembalikan request dan dihitung sebagai request error.  Error client dalam 
observasi menjunjukkan bahwa tingkat kegagalan pengembalian request lebih 
rendah untuk MaxScale, hasil ini setara dengan hasil dalam ujicoba Reply Client. 
E. Analisis Data Hasil Pengujian 
 Analisis penelitian ini menggunakan perangkat lunak Microsoft Excel dengan 


















1. Analisis Throughput  
 
Gambar 27. Hasil Analisis Throughput 
 Pada gambar diatas, terlihat bahwa rata-rata throughput dari HAProxy dan 
MaxScale ada perbedaan namun tidak signifikan. Nilai P(T<=t) two-tail lebih 
besar dari taraf nyata 5% yaitu sebesar 0.437148 sehingga bisa disimpulkan 
bahwa tidak terdapat perbedaan yang signifikan antara HAProxy dan MaxScale. 
63 
 
2. Analisis Response Time 
 
Gambar 28. Hasil Analisis Response Time 
 Pada gambar diatas, terlihat bahwa rata-rata response time dari HAProxy dan 
MaxScale ada perbedaan namun tidak signifikan. Nilai P(T<=t) two-tail lebih 
besar dari taraf nyata 5% yaitu sebesar 0.511401 sehingga bisa disimpulkan 
bahwa tidak terdapat perbedaan yang signifikan dalam response time antara 





3. Analisis Reply Client 
 
Gambar 29. Hasil Analisis Reply Client 
 
 Pada gambar diatas, terlihat bahwa rata-rata reply client dari HAProxy dan 
MaxScale ada perbedaan namun tidak signifikan. Nilai P(T<=t) two-tail lebih 
besar dari taraf nyata 5% yaitu sebesar 0.893527 sehingga bisa disimpulkan 
bahwa tidak terdapat perbedaan yang signifikan dalam reply client antara 
HAProxy dan MaxScale. 
4. Analisis Error Client 
Pada gambar dibawah, terlihat bahwa rata-rata error client dari HAProxy dan 
MaxScale ada perbedaan namun tidak signifikan. Nilai P(T<=t) two-tail lebih 
besar dari taraf nyata 5% yaitu sebesar 0.928115 sehingga bisa disimpulkan 
bahwa tidak terdapat perbedaan yang signifikan dalam error client antara 




Gambar 30. Hasil Analisis Error Client 
F. Pembahasan Hasil Penelitian 
1. Throughput  
Berdasarkan hasil ujicoba, throughput satu request moodle tanpa koneksi lain 
adalah kurang lebih 400kbps, namun bertambah saat jumlah paralel koneksi 
ditambah. Saat request 1 koneksi setiap detik sampai 10 request setiap detik, 
sistem masih berjalan secara normal, namun saat jumlah paralel request sudah 
mencapai 15 request setiap detik, kondisi sistem mulai tidak stabil. Saat sistem 
masih normal, HAProxy menghasilkan jumlah throughput yang lebih tinggi 
namun saat jumlah paralel koneksi sudah banyak, MaxScale menunjukkan 
throughput yang lebih baik. Kondisi ini disebabkan oleh HAProxy yang belum 
mendukung multi-core. MaxScale mempunyai fitur multithreaded, yaitu fitur yang 
memungkinkan MaxScale menggunakan semua core CPU yang ada di server.  
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2. Response time 
Saat request masih 1 sampai 5 request setiap detik nilai response time masih 
sekitar 200ms menunjukkan sistem masih dalam kondisi normal. Saat request 
mencapai 10 request setiap detik, sistem rata-rata mengembalikan data dalam 
waktu 11 detik. Walaupun sudah 10 detik, namun sistem masih berjalan normal 
karena dari nilai reply client, semua request yang dikirim oleh server benchmark 
masih dikembalikan secara penuh. Namun saat request sudahmencapai 15 
request setiap detik, mulai terjadi bootleneck yang menyebabkan sistem menjadi 
tidak stabil. Kondisi paling parah adalah saat sistem diberi beban 20-30 request 
setiap detik, terlihat terjadi bootleneck yang parah karena server tidak bisa 
mengembalikan semua request yang dikirim oleh server benchmark.  
3. Reply Client 
Dalam penelitian ini, timeout setetapkan sebesar 10 detik, setelah 10 detik tidak 
selesai, maka dianggap gagal mengembalikan request. Sistem masih konsisten 
saat dibebani request antara 1-10 request setiap detik namun mulai tidak stabil 
saat request 15 sampai 30 request setiap detik. Saat request 15 sampai 30, 
MaxScale memberikan hasil yang lebih baik daripada HAProxy karena tingkat 
keberhasilan mengembalikan request yang lebih baik. Kondisi server yang 
overload memaksa kinerja HAProxy yang hanya menggunakan 1 core CPU 
kurang optimal.  
4. Error Client 
Error client dalam observasi menjunjukkan bahwa tingkat kegagalan 
pengembalian request lebih rendah untuk MaxScale, hasil ini setara dengan hasil 
dalam ujicoba Reply Client. Kondisi ini disebabkan karena HAProxy yang tidak 
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mendukung multhreaded. Jika dilihat dari perangkat lunak monitoring, terlihat 





















SIMPULAN DAN SARAN 
A. Simpulan 
 Berdasarkan hasil penelitian dan pembahasan maka peneliti dapat mengambil 
kesimpulan sebagai berikut: 
1. Moodle bisa dijadikan sistem cluster dengan menjadikan web server tunggal  
menjadi cluster dan database server tunggal menjadi database cluster. 
Database cluster menggunakan Galera Cluster dan Percona XtraDB Cluster. 
Dengan menggunakan database cluster, skalabilitas database server menjadi 
lebih baik. 
2. Load balancer MaxScale mempunyai fitur read-write split yang menjadikan 
database server tidak mengalami deadlock sehingga database terbebas dari 
masalah redudansi data. 
3. Tidak ditemukan perbedaan performa yang signifikan untuk website Moodle 
jika menggunakan load balancer HAProxy atau MaxScale. 
Perfoma HaProxy lebih baik saat kondisi server dalam beban yang rendah 
namun MaxScale lebih stabil saat server dalam kondisi beban yang berat. 
Namun secara keseluruhan tidak ada perbedaan tidak signifikan. 
B. Saran  
 Berdasarkan dari simpulan dan temuan dari penelitian yang telah dilakukan, 
maka peneliti memberikan saran sebagai berikut: 
1. Untuk mencapai tingkat skalabilitas yang tinggi, Moodle dari awal sebaiknya 
dikonfigurasi menggunakan sistem cluster. 
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2. Untuk menghindari masalah redudansi data di Moodle, disarankan 
menggunakan load balancer MaxScale. Selain tidak terjadi redudansi data, 
MaxScale juga lebih stabil saat beban server tinggi.  
3. Dengan fitur MaxScale yang lebih baik, MaxScale disarankan digunakan untuk 
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Lampiran 4. File Konfigurasi Server HAProxy 
HaProxy 
global 
    log 127.0.0.1    local0 
    log 127.0.0.1    local1 notice 
    maxconn 40000 
    user haproxy 
    group haproxy 
    daemon 
 
defaults 
    log    global 
    mode    http 
    retries    3 
    option redispatch 
    maxconn    400 
    timeout connect 5000ms 
    timeout client 50000ms 
    timeout server 50000ms 
 
listen  DB 0.0.0.0:21221 
  mode tcp 
  balance roundrobin 
  maxconn 3500 
  server db1 172.31.18.4:3306 maxconn 1000 check 
  server db2 172.31.18.5:3306 maxconn 1000 check 
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  server db3 172.31.18.3:3306 maxconn 1000 check 
 
listen admin 
    bind 0.0.0.0:8080 
    stats enable 
    stats enable 
    stats hide-version 
    stats uri     /stats 


























































































Lampiran 6. File Konfigurasi Moodle 
$CFG->dbtype    = 'mysqli'; 
$CFG->dblibrary = 'native'; 
$CFG->dbhost    = '172.31.16.170'; 
$CFG->dbname    = 'moodle'; 
$CFG->dbuser    = 'root'; 
$CFG->dbpass    = 'syan'; 
$CFG->prefix    = 'mdl_'; 
$CFG->dboptions = array ( 
  'dbpersist' => 0, 
  'dbport' => 21221, 
  'dbsocket' => '', 
); 
$CFG->wwwroot   = 'http://skrip.anjar.web.id/moodle'; 
$CFG->dataroot  = '/var/www/moodledata'; 
$CFG->admin     = 'admin'; 




Lampiran 7. Halaman Akun Amazon Web Services 
 
