In this paper we study the numerical methods for Fuzzy Differential equations by an application of the Runge-Kutta Verner method for fuzzy differential equations. We prove a convergence result and give numerical examples to illustrate the theory.
Introduction
The concept of fuzzy derivative was first introduced by Chang, Zadeh in [6] it was followed up by Dubois, Prede in [7] , who defined and used the extension principle. The fuzzy differential equations (FDEs) and the intial value problem where regularly treated by Kaleva in [18, 19] and by Seikkal in [20] . The numerical method for solving fuzzy differential equations is introduced by Ma, Friedmen, Kandedl in [22] by the standard Eular method and by authors in [1, 2] by Taylor method. Jayakumar et al [13] discussed numerical solution of FDEs of order five. In the last few years many works have been performed by several authours in numerical solutions of fuzzy differential equations [1, 2, 3, 4, 5, 11, 16, 20] . Recently, the numerical solution of FDEs by predictor-corrector method has been stiuded in [5] . In this work we replace the fuzzy differential equation by its parametric form and then solve numerically the new system. Which consider the two classic ordinarry differintial equations with initial condition. The structure of this paper organizes as follows: In section 2. some besic results on fuzzy numbers and definition of a fuzzy derivative, which have been discussed by Seikkala in [25] are given. In section 3. we define the problem, this is a fuzzy Cauchy problem whose numerical solution is the main interest of this chapter. The numerically solving fuzzy differential equation by the Runge-Kutta Verner method is discussed in section 4. The proposed algorithem is illustrated by solving some examples in section 5. and conclusion is in section 6.
Preliminaries
Consider the intial value problem
The basis of all Runge-Kutta method is to express the difference between the value of y at t n+1 and t n as
where for i = 1, 2, 3......, m the w ′ i s are constants and
2) is to be exact for powers of h through h m , because it is to be coincident with Taylor series of order m. Therefore, the trunction error T m , can be written as
The true magnitude of γ m will generally be much less than the bound of theorem 2.1. Thus, if it the O(h m+2 ) term is small compared with γ m h m+1 , as we expect, to be so if h is small, then the bound on γ m h m+1 , will usally be a bound on the error as a whole. The famous nonzero constants α i , β i j in the Runge Kutta Verner Method are 
Let E be the set of all upper semicontinuous normal convex fuzzy numbers with bounded r-level intervals. It means that if v ∈ E then the r-level set
[v] r = {s|v(s) ≥ r}, 0 < r ≤ 1,
is a colsed bounded interval which is denoted by
. [25] .
Let I be a real interval. A mapping x : I → E is called a fuzzy process and its r−level set is denoted by
[x(r)] r = [x 1 (t; r), x 2 (t; r)], t ∈ I, r ∈ (0, 1].
The derivative x ′ (t) of a fuzzy process x(t) is defined by
[x ′ (r)] r = [x ′ 1 (t; r), x ′ 2 (t; r)], t ∈ I, r ∈ (0, 1].
Provided that this equation defines a fuzzy number, as in Seikkala

A Fuzzy Cauchy Problem
Consider the fuzzy initial value problem
where f is a continuous mapping from R + × R into R and y 0 ∈ E with r-level sets
The extension principle of Zadeh leads to the following definition of f (t, y) when y = y(t) is a fuzzy number
where
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where the w ′ i s are constants and
Now we define, 
The exact and approximate solutions at t n , 0 ≤ n ≤ N are denoted by [Y (t n ] r = [Y (t n ; r),Y (t n , r)] and [y(t n ; r), y(t n ; r)], respectively. The solution is calculated by grid points at (3.6),(4.10) we have
We define
The following lemmas will be applied to show convergence of these approximates i.e., 
for some given positive constants A and B . Then
The proof, using mathematical induction is straight forward.
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Lemma 4.2. Let the sequence of numbers {W
For some given positive constants A and B, and denote
Proof. By virtue of equation (4.13) we get
and by applying Lemma 4.1 for U n , 0 ≤ n ≤ N we conclude equation (4.12) 
t, y(t; r))
The domain where F and G are defined is therefore
. Let F(t,u,v) and G(t,u,v) belong to C 8 (K) and let the partial derivatives of F and G be bounded over K. Then, for arbitary fixed r, 0 ≤ r ≤ 1, the approximately solutions (4.12) converge to the exact solutions Y (t; r) and Y (t; r) uniformly in t.
Proof. It is sufficient to show lim
where t N = T . For n = 0, 1, ....., N − 1, by using Taylor theorem we get denote W n = Y (t n ; r) − y(t n ; r),V n = Y (t n ; r) − y(t n ; r).
Hence from (4.12) and (4.14)
and L > 0 is bound for the partial derivatives of F and G. Thus by lemma 4.2
and if h → 0 we get W N → 0 and V N → 0 which completes the proof. 
