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For more than 40 years, Jeffrey Buzen has been a leader in performance prediction of computer 
systems and networks. His first major contribution was an algorithm, known now as Buzen’s 
Algorithm, that calculated the throughput and response time of any practical network of servers 
in a few seconds. Prior algorithms were useless because they would have taken months or years 
for the same calculations. Buzen’s breakthrough opened a new industry of companies providing 
performance evaluation services, and laid scientific foundations for designing systems that meet 
performance objectives. Along the way, he became troubled by the fact that the real systems he 
was evaluating seriously violated his model’s assumptions, and yet the faulty models predicted 
throughput to within 5 percent of the true value and response time to within 25 percent. He 
began puzzling over this anomaly and invented a new framework for building computer 
performance models, which he called operational analysis. Operational analysis produced the 
same formulas, but with assumptions that hold in most systems. As he continued to understand 
this puzzle, he formulated a more complete theory of randomness, which he calls observational 
stochastics, and he wrote a book Rethinking Randomness laying out his new theory. We talked 
with Jeff Buzen about his work. 
 
 


























Most	 casinos	 have	 done	 these	 calculations	 and	 set	 the	 odds	 and	 payoffs	 to	 give	 a	 slight	
advantage	to	the	house.		
Uncertainty	also	arises	when	analyzing	the	throughput	and	response	time	of	computer	systems	
and	 networks.	 In	 these	 cases,	 important	 quantities	 such	 as	 individual	 message	 lengths,	




roulette	wheel	 to	 determine	 the	 length	 of	 the	 next	message	 did	 not	 resonate	with	my	 own	
experience—or	 that	of	anyone	else	 I	knew.	For	me,	 randomness	 is	about	appearances	 rather	
than	causes.	 Instead	of	thinking	about	the	way	a	random	sequence	can	be	generated,	 I	begin	
with	 a	 simple	 question:	 What	 does	 randomness	 look	 like?	 More	 specifically,	 what	 types	 of	








few	 of	 these	 relationships	 to	 analyze	 a	 computer	 system’s	 performance.	 If	 the	 particular	
relationships	 I	 need	make	 sense	 to	me	 on	 an	 intuitive	 level	 and	 are	 directly	 verifiable,	 I	 can	
carry	 out	my	 analysis	 with	 confidence.	 That's	 the	 bottom	 line.	 I	 never	 need	 to	 assume	 that	
message	 lengths	 or	 other	 important	 values	 are	 determined	 by	 spinning	 a	 roulette	 wheel	 or	
drawing	 a	 sample	 from	 a	 probability	 distribution.	 I	 can	 get	 by	 with	 assumptions	 that	 are	
expressed	entirely	in	terms	of	relationships	among	directly	observable	quantities.	
While	 thinking	 about	 these	 issues,	 I	 discovered	 something	 even	 more	 interesting:	 Certain	







in	 the	 derivations	 of	 these	 laws.	 Step-by-step	 details	 may	 change	 with	 each	 new	 set	 of	
observations,	but	the	laws	remain	valid	in	all	cases.	
	




that	 I	 can	 safely	 do	 this	when	 channel	 utilization	 is	 less	 than	 90	 percent.	What	 exactly	 does	
utilization	mean,	and	how	is	it	measured?	
As	 a	 practitioner,	 the	 answer	 is	 obvious.	 Simply	 attach	 a	 monitor	 to	 the	 channel	 that	
accumulates	 the	 total	 amount	 of	 time	 the	 channel	 is	 actually	 busy.	 Suppose	 this	 total	 is	 48	
minutes	during	 a	 full	 hour	of	monitoring.	 Then	utilization	 is	 simply	 the	 ratio	of	 channel	 busy	
time	to	the	total	time:		48/60,	which	means	channel	utilization	is	80	percent	and	it’s	OK	for	me	
to	use	the	channel.	What	could	be	simpler?	
When	 developing	 models	 of	 channel	 behavior,	 traditional	 mathematicians	 approach	 the	














the	 idea	that	there’s	no	way	to	know	for	sure	 if	 the	channel	will	be	busy	or	 idle	at	any	given	
instant.	 This	 leads	 traditional	 analysts	 to	 assume	 that	 some	 random	 process	 switches	 the	








the	 channel	 is	 busy.	 This	 is	 how	 traditional	mathematicians	 think	 about	 utilization:	 not	 as	 a	










shortest	 algorithm	 for	 computing	 the	 sequence	 is	 as	 long	 as	 the	 sequence	 itself.	 Is	 this	 a	




Chaitin's	 work	 has	 implications	 for	 random	 number	 generators	 (technically,	 pseudo-random	
number	 generators).	 These	 utilities	 are	 used	 routinely	 to	 generate	 sequences	 of	 “random	
numbers”	 for	 Monte	 Carlo	 simulations.	 Even	 though	 the	 generated	 sequences	 are	 not	
completely	 random,	 the	 good	 ones	 pass	 standard	 statistical	 tests	 for	 randomness.	 The	
simulations	that	employ	them	typically	generate	valid	results.	In	other	words,	they	are	“random	
enough”	to	provide	satisfactory	answers	to	the	questions	being	asked.	
Many	of	 today’s	 computers	use	 special	hardware	mechanisms	 to	generate	 random	numbers.	












relationship	 between	 probabilistic	 models	 and	 the	 real-world	 systems	 I	 deal	 with	 is	 a	 bit	
mysterious.	 The	 conclusions	 I	 derive	 depend	 on	 the	 existence	 of	 random	 processes	 that	 I	
cannot	 see	 or	measure.	Moreover,	 the	 assumptions	 are	 not	 valid	 in	 any	 system	 I	 have	 ever	
worked	with.		
Compounding	 the	 mystery	 is	 the	 fact	 that	 these	 models	 often	 work	 astoundingly	 well	 in	
practice—even	though	the	real	systems	they	are	applied	to	violate	all	the	key	assumptions	of	
the	model	itself!	
I	 first	 noticed	 this	 in	 the	 early	 1970s	 in	 conjunction	 with	 the	 queueing	 network	 models	 I	
developed	 to	 predict	 throughput,	 response	 time,	 and	 utilization	 levels	 of	 large	 mainframe	
computer	 systems.	 Analysts	 who	 employed	 my	 models	 found	 them	 quite	 accurate	 for	
predicting	the	impact	of	increases	in	processor	speed,	memory	size	and	disk	performance.	As	a	
theoretician,	 I	 was	 delighted	 to	 learn	 of	 these	 successes.	 However,	 as	 a	 practitioner,	 who	
appreciated	 the	 complexity	 of	 computer	 systems	 and	 the	 many	 factors	 that	 affect	 their	
performance,	 I	 found	 it	 curious	 that	 the	models	worked	well	 in	 cases	where	 they	 seemed	 to	
have	no	right	to.	
Rethinking	Randomness	provides	an	answer	to	this	puzzle.	It	presents	an	alternative	framework	
for	 thinking	 about	 and	 deriving	 formulas	 that	 predict	 throughput,	 response	 time	 and	 other	
performance	quantities.	 In	the	new	framework,	all	derivations	are	based	on	directly	verifiable	
assumptions	 that	 are	 likely	 to	 be	 satisfied	 by	 many	 real	 world	 systems.	 These	 alternative	
assumptions	lead	to	results	that	have	the	same	mathematical	forms	as	traditional	results	from	
queueing	 theory.	 This	 explains	 why	 traditional	 formulas	 are	 able	 to	 work	 in	 cases	 where	
traditional	assumptions	are	unlikely	to	be	valid.	
PD:	What	are	the	key	points	of	your	approach	to	randomness?	
JB:	My	approach	 is	 based	on	 three	 simple	 ideas.	 The	 first	 is	 that	 the	 evolving	 dynamics	 of	 a	
system	can	be	represented	as	a	sequence	of	states	together	with	the	times	of	their	transitions.	I	
































variables	 I	 use	 in	 my	 analysis—should	 represent	 quantities	 whose	 values	 can	 be	 obtained	













real	 world	 computer	 system?	 Second,	 given	 a	 trajectory,	 how	 do	 you	 evaluate	 the	 symbolic	
variables	that	your	model	requires?	












trajectories.	 They	 also	 provide	 checkpoints	 to	 verify	 that	 the	 trajectory	 is	 being	 generated	
properly.	
It’s	 a	 trivial	 matter	 to	 generate	 a	 complete	 trajectory	 from	 the	 file	 to	 which	 both	 types	 of	
records	are	written.	Once	a	trajectory	has	been	generated,	it’s	also	a	routine	matter	to	extract	a	
basic	set	of	measurements.	These	include:	T	=	the	total	length	of	the	observation	interval;	A	=	
the	 number	 of	 jobs	 that	 arrived	 during	 the	 interval;	 C	 =	 the	 number	 of	 jobs	 that	 were	
completed	during	the	interval;	B	=	the	amount	of	time	the	system	is	busy	processing	jobs	(the	
amount	of	time	there	is	at	least	one	job	in	the	system).	













PD:	 Is	mean	 response	 time	 the	 same	 as	mean	 service	 time?	 How	would	 you	 obtain	mean	
response	time	from	a	trajectory?	
JB:	Response	time	is	defined	as	the	time	between	a	job’s	arrival	at	a	system	and	its	departure.	It	





Begin	 by	 considering	 a	 trajectory	 such	 as	 the	 one	 in	 Figure	 3.	 Note	 that	 the	 height	 of	 the	





Next	 divide	W	 by	 T,	 the	 length	 of	 the	 interval.	 The	 result	 is	 Q,	 the	 average	 height	 of	 the	
trajectory—and	 thus	 the	 average	number	of	 jobs	 in	 the	 system	during	 the	 entire	 interval.	 In	
other	words,	Q	=	W/T.		
Average	 response	 time	 R	 can	 also	 be	 obtained	 directly	 from	W,	 but	 the	 argument	 is	 more	
subtle.	Note	first	that	each	job	passing	through	the	system	adds	1	to	the	value	of	n(t)	during	the	
time	it	 is	actually	present.	 Imagine	that	each	job	has	an	associated	timer	that	counts	“time	in	
system”	 for	 every	 second	 the	 job	 is	 actually	 present.	 Since	 the	 value	 of	 n(t)	 at	 any	 instant	
represents	 the	number	of	 jobs	 that	are	currently	present,	n(t)	also	 represents	 the	number	of	
timers	 that	 are	 counting	 “time	 in	 system”	at	 that	 instant.	 Thus,	 the	 total	 rate	 at	which	 “job-
seconds”	are	being	accumulated	by	all	 jobs	present	at	time	t	will	be	equal	to	n(t)	 job-seconds	
per	second.		
This	 implies	 that	 the	quantity	n(t)	 has	 two	different	 interpretations.	We’ve	already	discussed	
the	original	interpretation:	The	value	of	n(t)	is	the	number	of	jobs	present	at	time	t.	However,	
the	value	of	n(t)	is	also	equal	to	the	rate	at	which	job-seconds	are	being	accumulated	at	time	t	









because	 the	 units	 on	 the	 Y-axis	 are	 different,	 W	 has	 a	 different	 interpretation:	 W	 now	
represents	 the	 total	 number	 of	 job-seconds	 accumulated	 by	 all	 jobs	 that	 were	 ever	 present	





A	 formal	 proof	 of	 this	 relationship—as	 a	 limit	 theorem	 for	 a	 general	 class	 of	 stochastic	
processes—was	published	 in	1961	by	John	D.C.	Little.	 It’s	often	called	Little’s	 formula.	 I	call	 it	
“Little’s	law”	because,	like	the	utilization	law,	it	is	valid	for	every	possible	trajectory	that	can	be	




in	 our	 1978	ACM	Computing	 Surveys	 paper,	 “The	Operational	 Analysis	 of	Queueing	Network	
Models.”	
	
PD:	 You	 have	 specialized	 in	 performance	 issues	 of	 computer	 systems	 and	 networks	 for	 40	
years.	Performance	evaluation	was	 important	a	 long	 time	ago	when	 resources	were	 scarce	
and	 it	paid	off	 to	 identify	and	 remove	bottlenecks	 from	our	 systems.	But	 today	 computing	
resources	are	not	scarce.	Is	performance	evaluation	a	fading	industry?	
JB:	 There	 are	many	 facets	 to	what	might	 be	 called	 the	 performance	 analysis	 industry.	 Forty	
years	ago,	the	Internet	was	in	 its	 infancy	and	most	 large	corporations	had	their	own	in-house	
mainframe	 systems	 (think	 of	 them	 as	 in-house	 servers	 that	 were	 exceptionally	 powerful	 for	




upgrade	 needed	 to	 be.	 Dozens	 of	 small	 software	 companies	 formed	 to	 develop	 tools	 for	








that	 demand	 very	 high	 levels	 of	 security,	 but	 the	 majority	 of	 today’s	 apps	 run	 on	 servers	
maintained	by	third	parties	and	located	out	in	the	Internet.	Performance	remains	an	important	
concern	 in	 both	 environments,	 but	 performance	 analysis	 is	 now	 complicated	 by	 networking	
delays	 that	 degrade	 performance,	 content	 delivery	 systems	 that	 improve	 performance	 by	






Each	 site	 had	 its	 own	 local	 server	 that	 could	 be	 accessed	 by	 employees	who	worked	 there.	
Because	of	 the	type	of	work	that	was	being	done,	 these	 local	site	servers	were	powerful	and	
highly	secure	systems	in	their	own	right.		
There	were	 performance	 problems	 at	 one	 of	 these	 sites:	 sluggish	 response	 times,	 unusually	










contents	 that	 other	 local	 users	 had	 cached.	 These	 other	 users	 then	 needed	 to	 retrieve	 their	
documents	from	local	disks	as	they	continued	working.	This	caused	a	dramatic	increase	in	local	
I/O	 activity	 and	 extra	 delay	 for	 users	 of	 these	 documents.	 CPU	 utilization	 also	 increased	
because	 of	 the	 overhead	 associated	 with	 the	 extra	 disk	 I/O.	 The	 end	 result	 was	 severely	
degraded	performance	and	a	very	unhappy	corporate	customer.		
Once	the	problem	was	diagnosed,	it	was	fixed	by	a	minor	software	update.	My	point	is	that	the	










“systems	thinking.”	 I	 fear	that	this	skill	may	not	be	getting	enough	attention	 in	the	computer	




of	 a	 computing	 system,	 which	 you	 called	 the	 central	 server	 model.	 You	 accepted	 the	
traditional	stochastic	assumptions,	which	gave	rise	to	a	mathematical	solution	by	Gordon	and	
Newell	 called	 the	product	 form	 solution.	 The	GN	model	was	 considered	useless	 in	practice	
because	 its	 computational	 complexity	 grew	 exponentially	 with	 the	 size	 of	 the	 system	







be	 useful	 in	 a	 practical	 sense.	 Then	 I	 stumbled	 upon	 Gordon	 and	 Newell’s	 article	 while	
searching	 through	 journals	 in	 the	 stacks	 of	my	 Department’s	 library.	 I	 saw	 immediately	 that	
their	 results	 could	 be	 used	 to	 solve	 instances	 of	 my	 model	 that	 were	 arbitrarily	 large	 and	
complex.	But	then	I	realized	that	these	solutions	involved	the	summation	of	an	unmanageably	
large	 number	 of	 individual	 terms,	 each	 of	which	 contained	 a	 set	 of	 factors	 raised	 to	 various	
powers.	
It	was	clear	that	it	would	not	be	computationally	feasible	to	evaluate	this	summation	directly,	
so	 I	 looked	 for	 a	 more	 efficient	 way.	 I	 started	 by	 systematically	 applying	 all	 the	 various	
techniques	I	had	ever	learned	in	class.	None	of	these	standard	techniques	proved	useful.	I	then	
began	 looking	 over	 the	 sea	 of	 algebraic	 expressions	 I	 had	 scrawled	 on	 the	 pages	 of	 my	














with	 one	 customer	 removed.	 This	 wasn’t	 something	 I	 was	 looking	 for,	 but	 I	 realized	
immediately	that	it	was	a	very	promising	discovery.		
I	 then	examined	the	second	group	and	quickly	realized	that	 it	corresponded	to	the	sum	for	a	
network	 with	 one	 server	 removed	 (the	 server	 whose	 exponent	 was	 always	 zero).	 The	











servers.	 Even	 though	 the	 mathematics	 was	 more	 complex,	 I	 was	 still	 able	 to	 extend	 the	
algorithm	to	this	case	rather	quickly.	Within	an	hour	or	so,	I	also	discovered	that	a	number	of	
other	important	network	properties	(such	as	the	marginal	distribution	of	queue	lengths	at	each	
server)	 could	be	expressed	as	 simple	 functions	of	quantities	 that	 are	by-products	of	my	new	
algorithm.		







queue	 length	 distributions	 in	 the	 time	 required	 to	 fill	 a	 rectangular	 	matrix	with	 numbers.	
Many	people	considered	that	a	breakthrough	because	queueing	network	models	could	now	
be	applied	to	real	systems.	What	impact	on	the	computing	industry	did	it	have?		
JB:	 Four	 years	 after	 completing	 my	 Ph.D.	 dissertation,	 I	 founded	 a	 software	 company,	 BGS	
Systems,	 along	with	 two	 of	my	 fellow	 graduate	 students	 at	 Harvard—	 Robert	 Goldberg	 and	
Harold	 Schwenk.	 Conventional	 wisdom	 at	 the	 time	was	 that	 hardware	 companies	 started	 in	
garages	and	 software	 companies	 started	 in	basements.	 Since	 I	had	 the	 largest	basement,	we	
started	our	company	there.	
One	of	our	primary	goals	was	to	transform	the	algorithms	and	models	I	developed	for	my	Ph.D.	




By	 the	 mid	 1980s,	 most	 major	 corporations	 and	 large	 government	 agencies	 were	 using	
queueing	 network	 models	 to	 plan	 the	 capacity	 and	 manage	 the	 performance	 of	 their	 large	







BGS	 Systems	 was	 the	 dominant	 provider	 of	 these	 modeling	 products,	 but	 other	 companies	





PD:	 Did	 industrial	 engineers	 use	 your	 algorithm	 because	 the	 manufacturing	 facilities	 they	
modeled	were	also	queueing	networks?	
JB:	 Yes,	 that's	 right.	 I	 know	 of	 industrial	 engineers	who	 programmed	 the	 algorithm	 on	 their	
portable	 HP	 calculators	 and	 performed	 detailed	 performance	 analyses	 of	 manufacturing	
facilities	on-the-spot.	
In	 fact,	queuing	network	models	were	originally	developed	 to	analyze	workflows	 in	 industrial	
factories	 that	manufactured	 physical	 products	 of	 various	 types.	 In	 these	 factories,	 complete	
products	are	assembled	 from	 individual	 components	produced	at	different	 stations.	Products	
move	from	station	to	station	to	have	the	required	components	attached.		
The	analysis	of	flows	in	such	factories	provided	the	impetus	for	major	advances	in	the	theory	of	
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