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ABSTRACT
For synthetic aperture imaging, position and orientation deviation is of great con-
cern. Unknown motions of a Synthetic Aperture Sonar (SAS) can blur the re-
constructed images and degrade image quality considerably. Considering the high
sensitivity of synthetic aperture imaging technique to sonar deviation, this re-
search aims at providing a thorough navigation solution for a free-towed synthetic
aperture sonar (SAS) comprising aspects from the design and construction of the
navigation card through to data postprocessing to produce position, velocity, and
attitude information of the sonar.
The sensor configuration of the designed navigation card is low-cost Micro-
Electro-Mechanical-Systems (MEMS) Magnetic, Angular Rate, and Gravity (MARG)
sensors including three angular rate gyroscopes, three dual-axial accelerometers,
and a triaxial magnetic hybrid. These MARG sensors are mounted orthogonally
on a standard 180mm Eurocard PCB to monitor the motions of the sonar in six
degrees of freedom. Sensor calibration algorithms are presented for each individ-
ual sensor according to its characteristics to precisely determine sensor parameters.
The nonlinear least square method and two-step estimator are particularly used
for the calibration of accelerometers and magnetometers.
A quaternion-based extended Kalman filter is developed based on a total state
space model to fuse the calibrated navigation data. In the model, the frame trans-
iv
formations are described using quaternions instead of other attitude representa-
tions. The simulations and experimental results are demonstrated in this thesis to
verify the capability of the sensor fusion strategy.
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1CHAPTER 1
INTRODUCTION
1.1 Overview
The Acoustics Research Group at the University of Canterbury has designed and
built a Synthetic Aperture Sonar (SAS) for high resolution underwater imagery.
The towfish is nose towed and slightly positively buoyant [1]. A towboat pulls the
towfish through a tow cable. A chain is attached to the tow cable to depress the
towfish. However, the towfish’s movement of rotation and drift is not constrained,
and it has six degrees of freedom. Since SAS has high sensitivity to the position
and orientation deviation, the unknown motion is a great concern for aperture
synthesis imaging [2]. The basic operational principle of a SAS is the determina-
tion of the time delay between the transmission of a ping signal and subsequent
detection of the echoes from a target [1]. Unknown towfish motion varies the de-
tected time delay and consequently degrades the process image quality. However,
if the towfish motion could be monitored, the blurring caused by the position and
orientation deviation could be eliminated by postprocessing the signal data before
image reconstruction [2].
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For position and orientation tracking of the towfish, an integrated dead-reckoning
navigation system is desirable. Dead reckoning navigation is a process of estimating
position by advancing a known position using time, speed, and heading measure-
ments. An Inertial Navigation System (INS) is a dead reckoning technique which
obtains position estimation by double integrating the signal from accelerometers
and orientation determined by integration of the angular rates of gyros. This nav-
igation technology has become more popular because the new developed Micro-
Electro-Magnetic-Systems (MEMS) inertial sensors provide significantly decreas-
ing cost and size as well as improved performance.
Meanwhile, other sensors such as inclinometers and magnetometers can also
be used for underwater navigation. An inclinometer is a device for measuring
the angles of elevation and inclination of an object with respect to the Earth’s
gravity, and a magnetometer is a device for measuring the angle of yaw relative to
the Earth’s magnetic field. Furthermore, there are various speed sensors available
for measuring the velocity, such as flow sensors, which are designed for sensing
the rate of fluid flowing through them, and Doppler Velocity Logs (DVL), which
adopt Doppler effects to measure vehicle speed over ground. Position information
obtained from Global Positioning Systems (GPS) can also be applied to underwater
navigation for position fixing purposes when the underwater vehicles periodically
swim to the surface [3].
Different types of sensors are designed according to different physical principles,
which lead to characteristic strength and weakness. Ideally, the strength of one
type of sensors should be able to cope with the weakness of another type of sensors
through proper selection, and thus sensor data sources can be combined to produce
more accurate information. The hybridization of sensors is known as sensor fusion.
The Kalman filter is one of the commonly used sensor fusion technologies. The
linear Kalman filter is an optimal observer that estimates the states of a linear
dynamic system from noise-corrupted sensor measurements [4]. There are some
variations of the linear Kalman filter, which can be used for state estimation of a
nonlinear dynamic system, such as the extended Kalman filter. The Kalman filter
is often used to estimate position, velocity, and orientation states from multi-sensor
measurements [5, 6, 7].
A previous work on the construction of the navigation card was reported in [8].
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The old navigation card contains a 3DM module, which uses three accelerometers
and three magnetometers to provide orientation estimation, and a dual-axis fluid
inclinometer to obtain the angles of pitch and roll. An absolute pressure sensor
as well as a leakage sensor were also installed for monitoring the depth of the
towfish and detecting the leakage status. The accelerometers in 3DM was utilized
to measure the translational motion of the towfish by double integration of the
acceleration measurements. Based on the navigation data of this INS, the effects
of towfish pitch and roll were able to be substantially reduced [8]. However, the
correction for yaw and translational movements gave less satisfactory results [8].
Unfortunately, this card was damaged by an accident.
1.2 Thesis Objective
The objective of this thesis is to develop a thorough navigation solution for moni-
toring the unknown movements of the towfish with emphasis on orientation predic-
tion using off-the-shelf and low-cost sensor clusters. The complete solution needs
to cover sensor calibration, sensor fusion, as well as Position, Velocity, and At-
titude (PVA) estimation algorithm to provide a study reference and navigation
design infrastructure for further expansion.
Low-cost Magnetic, Angular Rate, and Gravity (MARG) sensors were chosen to
provide data sources for the new navigation card. Sensor configuration, hardware
construction and software architecture are given in detail in this thesis. The moti-
vation of the sensor hybridization is to combine the complementary aspects of each
sensor. The angular velocities obtained from rate gyroscopes are contaminated by
errors. Through integration, the resulting orientation estimates drift because of
fluctuations of the gyroscope offset and measurement noise. In contrast, gravity
and magnetic sensors provide drift-free measurement of orientation with reference
to the Earth’s gravity and magnetic field [9]. Therefore, orientation estimates with
higher accuracy are expected to be achieved through the sensor fusion of MARG
sensors.
In practice, all sensors are prone to errors. A few common errors exist such as
bias and scale factor uncertainty. Manufacturing and assembly errors also result
in axis misalignment. For the rate gyroscopes, temperature variation can cause
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output drift correlated with time. Magnetic disturbances corrupt the measure-
ments of the magnetometers. These errors are of great concern. In order to obtain
correct navigation information, initial sensor calibration is essential. Part of this
thesis also focus on providing efficient and accurate calibration methods for sensors
without the aid of specialized equipment.
A sensor fusion algorithm is required to hybridize these calibrated navigation
data. The Kalman filter has been widely used in the area of autonomous or as-
sisted navigation [10], which can be involved in the post processing to provide
an optimal filter for optimizing the whole sensing system performance. With the
focus on orientation estimation, a quaternion-based extended Kalman filter is stud-
ied. Since the accelerometers measure absolute acceleration including translational
acceleration and gravitational acceleration. The gravity sensing ability of the ac-
celerometers is manipulated to provide orientation information. The orientation
estimates from the sensor fusion is used to decouple translational acceleration from
the total acceleration measurements, and consequently velocity and position can
be estimated through the first and double integration of the translational acceler-
ation. The satisfaction of the strategy is thoroughly tested and discussed in this
thesis.
1.3 Thesis Outline
Chapter 2 gives a background review of the thesis and introduces some general
concepts used in the towfish navigation. First, the fundamentals of the towfish
design and mechanism are described. A few commonly used frames of reference are
introduced in order to provide background for the towfish motion description. For
coordinate transformation between the frames of reference, a variety of attitude
parameterization methods, including direction cosine matrix, Euler angles, and
quaternions, are given in detail. In this chapter, a brief review of the Kalman filter
is also provided to give perspective on the extended Kalman filtering technique
implemented in Chapter 5.
Chapter 3 unveils the details of the navigation card in term of hardware and
software design. The integrated MARG sensors are of the essence among the design
and introduced firstly. In order to convert these valuable analog navigation data
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in requirement of this work, associated electronics are required. The functionality
of the associated electronics includes sensor control, data acquisition, and data
communication. Embedded software programming configuration is also covered in
this chapter.
Because considerable errors contaminate the outputs of these low-cost navi-
gation sensors, initial calibration is of the importance of higher accuracy of the
sensors. Chapter 4 presents the calibration procedures and techniques. For each
individual sensor, the calibration focus is on scale factor, bias, and misalignment.
The bias can be determined first and calibrated simply using static measurements
or on-board electronic control interface, such as the set/reset circuit interfacing
with the magnetometers. For scale factor and misalignment errors of the ac-
celerometers and magnetometers, a nonlinear least squares routine is adopted. An
algorithm called the two-step estimator is implemented specifically for the mag-
netic disturbance compensation of the magnetometers and is also discussed in this
chapter.
In Chapter 5, a quaternion-based extended Kalman filter is derived. It is a
total state space model that has position, velocity, and attitude vectors as well as
the gyro bias vector as the state variables. The total state estimation starts with
initial alignment process to determine the initial values of each state. The initial
alignment is categorized into stationary alignment and in-motion alignment, which
deal with the initial value determination process while the towfish is stationary and
in-motion. A quaternion is implemented for parameterizing the orientation and
rotation transformation within the filter. The accelerometers and magnetome-
ters are used to correct for the effective orientation estimation based on the rate
gyroscopes. The simulations and experimental results are also demonstrated.
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NAVIGATION SYSTEM
FUNDAMENTALS
In order to design and implement a navigation system, some navigation system
fundamentals are provided in this chapter. Firstly, the navigation-related basics of
the towfish are introduced. Then, various frames of reference that are commonly
used in navigation system applications are presented in Section 2.2. The motion of
the towfish is included in the following section according to the frames of reference
defined previously. In Section 2.4, the transformation of quantities between the
various frames of reference is described. Details of the linear and extended Kalman
filters are given in the last section of this chapter.
2.1 Towfish Introduction
The KiwiSAS IV towfish is a 1.7m long PVC tube containing two pressure hous-
ings. The front pressure housing, named the transmitter can, contains the embed-
ded computer and power amplifiers with projector arrays attached to its rear end
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cap; the rear pressure housing, named the receiver can, contains preamplifiers and
navigation sensors with hydrophone arrays interfaced to it. Before the sonar is
submerged in the water, vacuums are created in both the transmitter and receiver
cans. Pressure and leakage sensors in both cans monitor the vacuum status and
detect water leaks. Also, a temperature-compensated absolute pressure sensor is
installed in the receiver can and connected externally through a tapped hole for
measuring the depth of the towfish.
Figure 2.1. Illustration of the boat and the towed sonar.
The sonar is towed from its blunt nose and connected via a tow cable to the
towboat interface. An illustration is shown in Figure 2.1. The tow cable provides
an Ethernet connection between the towfish and towboat computers and power
supply for the towfish. Because the towfish is slightly positively buoyant, a chain
is attached to the cable via galvanic releases. In case of a problem, the galvanic
releases corrode allowing the sonar to float to the surface. The operating depth of
the towfish depends on the length of cable and the tow speed.
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2.2 Frames of Reference
Many navigation systems are designed to fulfill accurate navigation over trajec-
tories, especially for military purposes and long distance tracking applications.
However, not every quantity in a navigation system is referenced to the Earth’s
geoid. For instance, the measurements of inertial sensors are relative to the inertial
frame of reference. In this section, various frames of reference that are commonly
used in navigation applications are introduced.
2.2.1 The Inertial Frame (i-frame)
The coordinate system in which Newton’s first and second laws of motion are
valid is called an inertial frame. In practice, one can often effectively assume that
an inertial frame of reference is one at rest with respect to the Earth [11]. This
frame can be called the pseudo-inertial frame. It has its origin at the centre of the
Earth. The x axis points toward the vernal equinox, the z axis extends through
the true north pole, and the y axis points to the east in the equatorial plane. The
measurements of inertial sensors are relative to the inertial reference frame but
resolved along the individual instrument-sensitive axis.
2.2.2 The Earth Frame (e-frame)
The Earth frame is a Cartesian reference system that follows the rotation of the
Earth. There are two commonly used coordinate systems for the Earth frame, the
rectangular coordinate system and the geodetic coordinate system [12].
The rectangular coordinate system, also named the Earth Centred Earth Fixed
(ECEF) coordinate system, has its origin fixed to the centre of the Earth. Different
to the pseudo-inertial frame, the x axis of the ECEF frame points towards the
intersection of the Greenwich meridian with the equator [12]. The z axis is still
along the Earth’s spin axis, and the y axis is changed correspondingly to complete
a right-handed orthogonal frame.
The other coordinate system is called the geodetic coordinate expressed in
terms of the geodetic latitude, longitude, and altitude. The world geodetic system
1984 (WGS-84) ellipsoid parameters can be used for the transformation between
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these two coordinate systems [12].
Figure 2.2. The Earth frame coordinate systems.
In Figure 2.2, both coordinate systems of the Earth frame are illustrated. Ac-
cording to the WGS-84, the Earth geoid is expressed as an ellipsoid with major
axis length a and minor axis length b [12]
a = 6378137.0m
b = 6356752.3142m
The flatness and eccentricity of the ellipsoid can be calculated as [12]
f =
a− b
a
= 0.0034 (2.1)
and
e =
√
f(2− f) = 0.0818 (2.2)
2.2 FRAMES OF REFERENCE 11
The length of the orthogonal line from the Earth surface to the intersection with
the z axis of the rectangular coordinate is [12]
N(λ) =
a√
1− e2 sin(λ)2 (2.3)
Altitude h is determined by the distance between the point of interest and the
intersection between the Earth surface and the orthogonal line. Latitude λ is the
angle between the orthogonal line and the Earth equatorial plane, and longitude φ
is the angle between the prime meridian and the plane containing both the z axis
and the point of interest. By using the three parameters in the geodetic coordinate,
the point of interest can be expressed as
x = (N + h) cos(λ) cos(φ) (2.4)
y = (N + h) cos(λ) sin(φ) (2.5)
z = (N(1− e2) + h) sin(λ) (2.6)
2.2.3 The Tangent Plane (t-frame)
The tangent (local level) plane is also called the local geodetic frame, since it is
defined locally relative to the geodetic reference ellipsoid [12]. The origin of the
tangent plane may be arbitrarily chosen at a point of interest for local measure-
ments. For the convenience of this application, the x axis heads towards the east
and the y axis points to the true north. The z axis points up perpendicular to the
Earth’s reference ellipsoid to complete the right-handed coordinate system. The
tangent plane is often used for local navigation [12].
2.2.4 The Body Frame (b-frame)
In order to describe the motion of the body of interest, the body frame is defined as
a Cartesian coordinate system rigidly attached to the body platform. The origin
of the body frame can be chosen at the centre of mass of the body. The selection
of the coordinate axes is not restricted and mainly determined by the navigation
applications. The definition of the coordinate axes of the towfish in this thesis is
introduced in the following section.
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2.2.5 The Sensor Frame (s-frame)
The sensor frame specifies the orientations of the sensing axes of a sensor system
with respect to a reference system, for example, the tangent plane or the body
frame [12]. The configuration of the sensor frame is dependent on applications. For
many inertial navigation applications, the same type of sensors are configured in
an orthogonal triad configuration. Ideally, the resulting sensor frame is a Cartesian
coordinate system and can be attached to the body frame to provide a reference for
sensing the motion of the body of interest. However, because of misalignment, these
two frames are not perfectly coincide with each other [12]. The transformation
between these two frames is discussed in Chapter 4. There are two sensor frames
used in the thesis, the orthogonal sensor frame and the realistic sensor frame.
The realistic sensor frame specifies the true sensing axes of the sensor system,
whereas the orthogonal sensor frame is an orthogonal Cartesian coordinate system
transformed from the nonorthogonal realistic sensor frame located at the same
origin.
2.3 Towfish Motion Description
The body of interest in this application is the towfish. A Cartesian coordinate
system is attached to the towfish with the origin placed at the centre of gravity
of the towfish (see Figure 2.3). The y axis is aligned with the towfish pointing
forward. Since the y axis is along the image signal sampling track, it is also called
the along-track axis. The x axis, named the cross-track axis, is orthogonal to the
receiver keel hung below the fins at the rear of the towfish. The z axis points up to
complete the right-handed coordinate system of the towfish. The rotation about
the z axis is referred to as direction.
Although the towfish is driven externally, it is not constrained to shift and
rotate. It has six degrees of freedom for three translational motions and three
rotational motions as shown in Figure 2.3.
The definitions of the translational motions are:
Sway is the translational motion along the x axis. A positive sway motion is
defined as a translational movement along the x axis towards the positive
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direction of the x axis.
Surge is the translational motion along the y axis. A positive surge motion is
defined as a translational movement along the y axis towards the positive
direction of the y axis.
Heave is the translational motion along the z axis. A positive heave motion is
defined as a translational movement along the z axis towards the positive
direction of the z axis.
The definitions of the rotational motions are listed below.
Pitch is the rotational motion around the x axis. Zero pitch is achieved when the
y axis aligns horizontally with the local level frame. A positive pitch motion
is defined as a clockwise rotation around the x axis. For example, lifting the
nose of the towfish up is a positive pitch.
Roll is the rotational motion around the y axis. Zero roll is achieved when the x
axis aligns horizontally with the local level frame. A positive roll motion is
Figure 2.3. The towfish body coordinate and motions including rotational motion
(pitch, roll, and yaw) and translational motion (sway, surge, and heave).
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defined as a clockwise rotation around the y axis. For example, rolling the
receiver keel away from the positive direction of the x axis of the towfish is
a positive roll.
Yaw is the rotational motion around the z axis. Zero yaw is achieved when the y
axis aligns horizontally with the true north. A positive yaw motion is defined
as a clockwise rotation around the z axis. For example, swinging the nose of
the towfish away from the positive direction of the x axis of the towfish is a
positive yaw.
2.4 Coordinate Transformations and Attitude Pa-
rameterizations
The frames of reference were introduced in the last section. In order to transform
vectors in one frame of reference to another, or express rotation or attitude in
a coordinate system, the techniques of transformations are needed. There are a
few commonly used techniques for parameterizing the transformations, which are
the direction cosine matrix, Euler angles, and quaternions. Each method has its
own advantages and disadvantages. In this section, the basics of the coordinate
transformation are presented in detail. Numerous parameterization techniques
and the relationships among these methods are also given. At the end of this
section, the coordinate transformation from the Earth frame to the tangent plane
is described.
2.4.1 Direction Cosine Matrix
The Direction Cosine Matrix (DCM) is the rotation matrix that rotates a vector
from one coordinate frame to the other. Taking i, j, and k as the orthogonal unit
vectors, the DCM from frame b to frame a equals [12]
Rb2a =

ia · ib ia · jb ia · kb
ja · ib ja · jb ja · kb
ka · ib ka · jb ka · kb

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=

cos(α1) cos(β1) cos(γ1)
cos(α2) cos(β2) cos(γ2)
cos(α3) cos(β3) cos(γ3)
 (2.7)
where the symbol · is used to denote the dot product of two vectors. The DCM
is an orthonormal 3×3 matrix consisting of the cosine of the angles between the
axes of the two coordinate frames. Because of the orthonormality of the DCM,
only three of the nine numbers are independent and the other six are constrained
correspondingly.
For estimating coordinate system relative rotations, the derivative of the DCM
is required. Assume that, during the time interval of each relative rotation, the
instantaneous angular velocity between two relative coordinate systems named
frame a and frame b, is ωaba. The notation ω
a
ba denotes the rate of angular rotation of
frame a relative to frame b in the coordinate system of frame a and its components
are (ωx, ωy, ωz)
T . The derivative of the DCM can be calculated using [12]
R˙b2a(t) = −ΩabaRb2a(t) (2.8)
where Ωaba is the skew-symmetric form of ω
a
ba
Ωaba =

0 ωz −ωy
−ωz 0 ωx
ωy −ωx 0
 (2.9)
2.4.2 Euler Angles
Another common way of parameterizing the transformation matrix is by the use
of Euler angles. They consist of pitch θx, roll θy, and yaw θz with the subscripts
x, y, and z defined corresponding to the towfish’s coordinate axes mentioned in
Section 2.3. For coordinate transformations, the DCM can be derived from three
successive plane rotations involving the Euler angles. Since matrix multiplication
is not commutative, the order of rotation is not commutative. Different Euler angle
sequences may be implemented [9, 13]. For example, the order of plane rotations
can be roll, pitch and yaw.
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A sequence of rotations in the order of pitch θx, roll θy, and yaw θz for trans-
formations from the towfish’s body frame to the tangent plane was implemented
in this work. The DCM can be determined using
Rb2t = RzRyRx (2.10)
where
Rx =

1 0 0
0 cos θx − sin θx
0 sin θx cos θx

Ry =

cos θy 0 sin θy
0 1 0
− sin θy 0 cos θy

Rz =

cos θz − sin θz 0
sin θz cos θz 0
0 0 1

Therefore, a vector e in the body frame can be transformed into the tangent plane
using:
et = Rb2te
b = cos θz cos θy − sin θz cos θx + cos θz sin θy sin θx sin θz sin θx + cos θz sin θy cos θxsin θz cos θy cos θz cos θx + sin θz sin θy sin θx − cos θz sin θx + sin θz sin θy cos θx
− sin θy cos θy sin θx cos θy cos θx
eb
(2.11)
According to the orthonormality of the Direction Cosine Matrix, the rotation ma-
trix used for transformation from the tangent plane to the body frame is
Rt2b = R
T
b2t (2.12)
Since the integrated angular rate sensors are rigidly attached to the body frame,
the angular rates (ωx, ωy, and ωz) of the body frame are directly measured. The
transformation between the angular rates of the body frame and the derivatives of
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the Euler angles can be expressed as [12]

ωx
ωy
ωz
 =

1 0 − sin θy
0 cos θx cos θy sin θx
0 − sin θx cos θy cos θx


dθx
dt
dθy
dt
dθz
dt
 (2.13)
The inverse transformation of the above equation gives the definition of the Euler
angle derivatives as
dθx
dt
dθy
dt
dθz
dt
 =

1 sin θx tan θy cos θx tan θy
0 cos θx − sin θx
0 sin θx
cos θy
cos θx
cos θy


ωx
ωy
ωz
 (2.14)
A singularity occurs in Equation 2.14, when the pitch angle θx goes to ±90◦.
It makes sec θx and tan θx undefined. This is also known as “Gimbal lock”, a term
originally describing the collapse situation in the gimbal mechanism caused by the
alignment of two of the three gimbals so that one of the rotations is cancelled [14].
Despite this, Euler angles are intuitive and have been widely used in virtual reality,
orientation tracking, and so on [9, 13].
2.4.3 Quaternions
A quaternion is a four-dimension vector and a linear combination of four quaternion
elements 1, i, j, and k. The latter three elements correspond to unit vectors along
the coordinate axes. Every quaternion can be uniquely expressed in the form of
q = q0 + q1i+ q2j+ q3k
where q0, q1, q2, and q3 are real numbers. The fundamental formula for quaternion
multiplication is
i ◦ i = j ◦ j = k ◦ k = i ◦ j ◦ k = −1
where the symbol ◦ is used to denote the quaternion product.
Quaternions provide a useful tool for formulating the composition of arbitrary
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spatial rotations. Providing a vector e in the tangent plane as a pure quaternion
et = 0 + e1i + e2j + e3k, for example, the transformation of this vector from the
tangent plane to the body frame can be expressed via the unit quaternion q as
eb = q ◦ et ◦ q∗
=

q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0


0 −e1 −e2 −e3
e1 0 −e3 e2
e2 e3 0 −e1
e3 −e2 e1 0


q0
−q1
−q2
−q3

=

q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0


q0 q1 q2 q3
−q1 q0 −q3 q2
−q2 q3 q0 −q1
−q3 −q2 q1 q0


0
e1
e2
e3

=

1 0 0 0
0 1− 2q22 − 2q23 2q1q2 − 2q0q3 2q1q3 + 2q0q2
0 2q1q2 + 2q0q3 1− 2q21 − 2q23 2q2q3 − 2q0q1
0 2q1q3 − 2q0q2 2q2q3 + 2q0q1 1− 2q21 − 2q22
et (2.15)
where q∗ is the conjugate of the quaternion q and defined as
q∗ = q0 − q1i− q2j− q3k
Consequently, when quaternions are used, the DCM for transforming vectors from
the tangent plane to the body frame is
Rt2b =

1− 2q22 − 2q23 2q1q2 − 2q0q3 2q1q3 + 2q0q2
2q1q2 + 2q0q3 1− 2q21 − 2q23 2q2q3 − 2q0q1
2q1q3 − 2q0q2 2q2q3 + 2q0q1 1− 2q21 − 2q22
 (2.16)
By comparison of the DCM equations formulated in Euler angles and quater-
nions (Equation 2.11 and Equation 2.16), the Euler angles can be calculated using
quaternions:
θx = arctan2
[
2q2q3 − 2q0q1, 1− 2q21 − 2q22
]
(2.17)
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θy = arcsin (−2q1q3 − 2q0q2) (2.18)
θz = arctan2
[
2q1q2 − 2q0q3, 1− 2q22 − 2q23
]
(2.19)
The quaternion can also be expressed using a known DCM (see Equation 2.16) in
the formulation of [12]
q =

√
1 +Rt2b[1, 1] +Rt2b[2, 2] +Rt2b[3, 3]/2
(Rt2b[3, 2]−Rt2b[2, 3])/4q0
(Rt2b[1, 3]−Rt2b[3, 1])/4q0
(Rt2b[2, 1]−Rt2b[1, 2])/4q0
 (2.20)
The quaternion derivatives can be deduced using the angular rate measure-
ments as [12]
q˙ =

q˙0
q˙1
q˙2
q˙3
 = 12

q1 q2 q3
−q0 q3 −q2
−q3 −q0 q1
q2 −q1 −q0


ωx
ωy
ωz

=
1
2

0 ωx ωy ωz
−ωx 0 −ωz ωy
−ωy ωz 0 −ωx
−ωz −ωy ωx 0


q0
q1
q2
q3
 = 12Ψq (2.21)
where ωx, ωy, and ωz represent pitch, roll, and yaw angular rates around the towfish
coordinate axes x, y, and z, respectively, and Ψ is a skew symmetric matrix given
by
Ψ =

0 ωx ωy ωz
−ωx 0 −ωz ωy
−ωy ωz 0 −ωx
−ωz −ωy ωx 0

The discrete form of the quaternion derivative equation has to be determined.
Assuming that the angular rates are constant between a time interval 4t, the
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first-order discrete equation is derived as
qn+1 = qn + q˙n4t = (I+ 1
2
Ψ4t)qn
=
1
2

2 ωx4t ωy4t ωz4t
−ωx4t 2 −ωz4t ωy4t
−ωy4t ωz4t 2 −ωx4t
−ωz4t −ωy4t ωx4t 2
qn (2.22)
The orientation parameterization using quaternions avoids the singularities of
Euler angles. However, since the manoeuvres of the towfish rarely exceed the
pitch angle ±90◦, this is not significantly advantageous. Quaternions also have the
advantage of simplicity and efficiency, which make them a common way to represent
rotations in robotics, virtual reality, tracking, and other real-time applications [15,
16].
2.4.4 Geodetic-coordinate-to-tangent-plane Transformations
A variety of advanced navigation technologies are available, such as global position
system technology and inertial navigation technology. However, each technology
has different frame of reference [12]. GPS technology implements satellites in the
space to pinpoint the target of interest in the parameter of longitude, latitude,
and altitude with respect to the Earth’s geodetic coordinate, whereas inertial nav-
igation technology provides position and orientation measurements relative to the
body frame. For local navigation applications, the scope of a smaller range is of-
ten on focus, and the navigation area of interest is often assumed to be flat, which
is called the tangent plane. In order to fuse all the valuable navigation informa-
tion, the tangent plane is chosen as the common ground. In the previous section,
the coordinate transformation between the body frame and the tangent plane is
discussed. This part of the section is focused on the transformation between the
geodetic coordinate and the tangent plane.
The whole transformation process can be split into two parts. The first part is
the transformation from the Earth’s geodetic coordinate to the Earth’s rectangular
coordinate, which is introduced in Section 2.2.2. The transformation from the
rectangular coordinate to the tangent plane coordinate is the second part.
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The transformation from the Earth’s rectangular coordinate to the tangent
plane’s North-East-Up (N-E-U) axes can be accomplished by a sequence of plane
rotations. There are only two plane rotations required, a plane rotation around
the z axis of the rectangular coordinate to align the x axis with the east axis (x
axis) of the tangent plane and a sequential plane rotation about the new x′ axis
to align the z axis with the up axis of the tangent plane [12]. Therefore, with
φ and λ representing longitude and latitude, the transformation matrix from the
rectangular coordinate to the tangent plane coordinate is defined by
Re2t = RzRx (2.23)
where
Rz =

− sinφ cosφ 0
− cosφ sinφ 0
0 0 1

Rx =

1 0 0
0 − sinλ − cosλ
0 sinλ − cosλ

2.5 Kalman Filter
The Kalman filter is named after Rudolph E. Kalman, who published his research
on a recursive solution to the discrete filtering problem in 1960 [4]. It has been used
in a wide range of engineering applications for almost a half century to produce
an optimal estimation for unknown states of a dynamic system from a variety of
measurements corrupted by noise.
The Kalman filter is a recursive observer using two phases, the predict phase
and the correct phase [10]. It implements only the estimated state from the previ-
ous time step for computing the current state in the predict phase. In the correct
phase, the measurements from the current time step are used to update the pre-
dicted result to achieve the final optimized state estimation of the time step. A
wide variety of Kalman filters have been developed based on the predict-correct
philosophy, for example, the original linear Kalman filter, the extended Kalman
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filter, and the unscented Kalman filter [10, 17]. In the following, the basic discrete
Kalman filter is presented and the extended Kalman filter for nonlinear system
estimation is given in detail.
2.5.1 Discrete Kalman Filters
In order to predict the state of interest at discrete points in time, a process model
for expressing the characteristics of the referred system is required. The process
model is assumed to be linear, and is governed by the equation [10]
xk = Akxk−1 +Bkuk +wk−1 (2.24)
where k is the current time step, xk is the state vector at step k, Ak is the state
transition matrix for the model, and Bk relates the control input uk. Since the
measurements are prone to errors, the actual observation model at time k is [10]
zk = Hkxk + vk (2.25)
where Hk is the measurement matrix relating the measurement vector zk to the
system state, and where wk and vk represent the process and measurement noise,
respectively. They are assumed to be white and Gaussian with zero mean and
covariance matrices Q and R. The covariance matrices are given by
Qk = E[wkw
T
k ] = E[w
2
k] (2.26)
and
Rk = E[vkv
T
k ] = E[v
2
k] (2.27)
Theoretically, the state transition matrix, Ak, the measurement matrix, Hk, the
input control matrix, Bk, the process noise covariance matrix, Qk, and the mea-
surement noise covariance matrix, Rk, are assumed to be constant.
Two state estimates at step k relative to the true state vector xk are defined as
the a priori state estimate xˆ−k and the a posteriori state estimate xˆk, which repre-
sent the estimates prior to the time step k and after the update of the measurement
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zk, respectively. An a priori state estimate is computed using
xˆ−k = Axˆk−1 +Buk (2.28)
The corresponding a priori and a posteriori error covariance matrices are given
by [10]
P−k = E[(xk − xˆ−k )(xk − xˆ−k )T ]
Pk = E[(xk − xˆk)(xk − xˆk)T ]
The a posteriori state estimate can be computed as [10]
xˆk = xˆ
−
k +Kk(zk −Hxˆ−k ) (2.29)
where Kk is the Kalman gain that minimizes the a posteriori error covariance.
The Kalman gain Kk at step k is given by [10]
Kk = P
−
kH
T (HP−kH
T +R)−1 (2.30)
Note that the Kalman gain approaches zero as the measurement noise covariance
R increases and rises up to H−1 as the a priori state estimate error covariance P−k
increases. This can be interpreted that the measurement zk is less emphatic when
the measurement noise is bigger and is more emphatic when the state estimation
is less accurate.
Figure 2.4. Illustration of the discrete Kalman filter structure [10].
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The basic recursive structure of a discrete Kalman filter can be illustrated in
a diagram (see Figure 2.4). The initial state and covariance estimates are used
to predict the a prior state and the corresponding error covariance of the next
step. During the correct phase, the Kalman gain is determined first. Then, an a
posteriori state estimate is generated and folded back together with the obtained
a posteriori error covariance to update the process model and start a new cycle.
2.5.2 Extended Kalman Filters
The standard discrete Kalman filters are limited to linear system estimation. When
dealing with nonlinear dynamics or nonlinear measurements, a nonlinear Kalman
filter is needed. An extended Kalman filter is a nonlinear Kalman filter that
linearizes the process and observation models using partial derivatives to achieve
nonlinear state estimates.
The nonlinear process and observation models can be described as
xk = f(xk−1,uk,wk−1) (2.31)
zk = h(xk,vk) (2.32)
Using the nonlinear models, the a priori state estimate and the predicted mea-
surement can be directly computed as
xˆ−k = f(xˆk−1,uk, 0) (2.33)
zˆ−k = h(xˆ
−
k , 0) (2.34)
However, when calculating error covariance and Kalman gain, partial derivatives
of nonlinear functions f and h are used for each time step. The first partial
derivatives of the process and observation models are defined to be the following
Jacobian matrices
Ak =
∂f(xˆk−1,uk, 0)
∂xk
(2.35)
Hk =
∂h(xˆ−k , 0)
∂xk
(2.36)
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Extended Kalman filtering has been proven to be adequate in many naviga-
tion applications [18, 6]. However, frequent access to Jacobian calculation during
an estimation cycle considerably increases time consumption and computational
demand, which makes it less favorable in real-time applications.
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CHAPTER 3
NAVIGATION CARD DESIGN AND
IMPLEMENTATION
3.1 Introduction
The Synthetic Aperture Sonar (SAS) designed and built by the Acoustics Research
Group at the University of Canterbury is named KiwiSAS. The navigation card
is located inside a sealed can at the rear of the KiwiSAS towfish. The design of
the navigation card started with an overview of the present available navigation
technologies.
Inertial Measurement Units (IMU) have been used widely for navigation and
motion tracking applications. IMUs are capable of providing both translational
and rotational measurements. The decreasing cost and size as well as improved
performance of Micro-Electro-Mechanical System (MEMS) inertial sensors allow
inertial measurement units to be used for low-cost navigation applications. Typi-
cally they are combinations of three accelerometers and three angular rate sensors
in a triaxial configuration.
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MEMS accelerometers and rate gyroscopes utilize differential capacitance and
the Coriolis effect to measure translational and angular acceleration. These sensors
are considered strapdown devices since they have no moving or pendulous parts,
which eliminates the need for mechanical gimbals [19]. However, these sensors have
considerable errors, such as bias, and are dramatically affected by temperature.
Therefore, the combination of inertial measurement units and other technologies
becomes necessary. IMUs and GPS are often integrated to form a navigation unit
to take advantage of the complementary nature of the two navigation technologies
[18, 20]. However, the limited water-penetrating capability of electromagnetic
waves makes GPS unsuitable for underwater navigation. Another motion tracking
technology, which has been widely used, is magnetic tracking. Magnetometers
measure the local magnetic field vector and, in spite of iron disturbances, provide
long-term stability similar to GPS. Magnetic, Angular Rate, and Gravity (MARG)
sensors have been used for motion tracking applications, as in [16] and [21].
An integrated navigation system based on MARG sensors was considered and
built as shown in Figure 3.1. The card is built on a four-layer 180mm stan-
dard sized Eurocard PCB with a DIN41612 edge connector to provide power.
The schematic for the navigation card can be found in Appendix B. This chapter
presents the integrated MARG sensors and summarizes the hardware configuration
of the integrated navigation system.
3.2 Integrated MARG Sensors
The designed integrated navigation system contains three accelerometers, three an-
gular rate gyros, and a magnetic hybrid in a triaxial configuration (see Figure 3.1).
As shown at the lower left corner of the navigation card, the inertial modules are
assembled orthogonal to each other to ensure the orthogonality of the sensing axes
of the accelerometer and magnetometer triad. Because the accelerometers used in
each inertial measurement module are dual-axis, in each axis in the body frame
there are two sets of linear acceleration measurements. This section states the
integrated sensing device specifications and capabilities.
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Figure 3.1. The navigation card for the KiwiSAS towfish with a PCB dimension of
100mm by 180mm and DIN41612 (Type B) edge connector. Note that three identical
inertial measurement modules are located at the lower left corner and the magnetic
hybrid is mounted horizontally at the lower right corner.
3.2.1 Inertial Measurement Units
Analog Devices provides varieties of low-cost MEMS-based sensors, including ADXRS
series rate gyroscopes and ADXL series accelerometers available in a tiny Ball Grid
Array (BGA) package. The MEMS sensors have the advantage that they require
low power and have good reliability. However, the BGA footprint of these sensors
makes hand-soldering tedious and impractical considering all the components on
the navigation card prototype are meant to be hand-soldered. Sparkfun Electron-
ics [22] supplies modules with these MEMS sensors pre-mounted on a circuit board
(see Figure 3.2).
Figure 3.2. Inertial measurement unit combo board from Sparkfun. The dimensions
are 20×25.4mm.
Each IMU combo board contains one ADXRS401 rate gyroscope and a dual-
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axial ADXL203 accelerometer. It has the ability to conduct two degrees of freedom
measurements. The characteristics of ADXRS401 and ADXL203 are given in Ta-
ble 3.1 and Table 3.2, respectively [23]. Considering that the dynamic characteristic
of the towfish is slowly accelerating and rotating, the range of the gyroscopes and
accelerometers is sufficient for monitoring the towfish’s motions. Also, the bias
drift temperature coefficient and the measurement noise of the inertial sensors are
considerably low, which makes the inertial measurement modules desirable for this
work.
Table 3.1. Rate gyroscope ADXRS401 specifications.
Characteristics Units Range
Supply Voltage V 4.75 – 5.25
Dynamic Range ◦/s −75 – 75
Scale Factor mV/◦/s 15
Initial Null V 2.5
Null Shift Tempco mV/◦C 1
Nonlinearity % 0.1
Noise Density ◦/s/
√
Hz 0.06
Temperature Vout at 298K V 2.5
Temperature Scale Factor mV/K 8.4
Dimensions mm3 7 x 7 x 3
Each IMU combo board provides an angular rate voltage output about the
axis normal to the top surface of the assembled board and two acceleration voltage
outputs on the longitudinal axis and the lateral axis of the assembled board, re-
spectively. Since an ADXRS401 gyroscope has an internal temperature sensor and
2.5V precision output, the temperature sensor voltage output and 2.5V reference
voltage output are also available from the output pins of the assembled board.
Both inertial sensors share power supply and ground signals connected externally
through the 5V power input pin and ground connection pin on the board.
On the IMU boards, capacitors are added close to the inertial sensor signal
outputs to implement low-pass filtering for anti-aliasing and noise reduction. The
bandwidth of the accelerometer ADXL203 is configured as 500Hz with 0.01µF
filter capacitor connected with each acceleration signal output pin. For the rate
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Table 3.2. Accelerometer ADXL203 specifications.
Characteristics Units Range
Supply Voltage V 3 – 6
Dynamic Range g −1.7 – 1.7
Scale Factor V/g 1
Scale Factor Tempco ppm/◦C ±17
Zero g Bias V 2.4 – 2.6
Initial 0 g Output Deviation from Ideal (25◦C ) mg ±25
0 g Offset Tempco mg/◦C ±0.1
Nonlinearity % 0.5
Noise Density µg/
√
Hz 110
x and y Axes Alignment Error ±0.1◦
Dimensions mm3 5 x 5 x 2
gyro ADXRS401, a 22 nF bandwidth limit capacitor is added, and the bandwidth
is modified to 40Hz. The bandwidth of the analog signals is further reduced by
the low-pass filters integrated on the navigation card discussed in the next section.
3.2.2 Magnetometers
There are a number of different types of magnetometer available for the Earth’s
magnetic field detection. According to the sensing methodologies, there are mainly
three types of magnetic sensor for the Earth’s magnetic detection, which include
fluxgate sensors, magnetoinductive (MI) sensors, and magnetoresistive (MR) sen-
sors. Fluxgate sensors are the most widely used type for compass navigation
systems [24]. These sensors provide a low cost means of magnetic field detection
but tend to be bulky and have a slow response time. In contrast, MI magnetome-
ters have a much smaller size and shape. However, this makes automatic assembly
and axis alignment of this kind of sensor difficult [24]. MR magnetometers con-
structed with four magnetoresistive resistors in a wheatstone bridge configuration
are produced as an integrated circuit and have high sensitivity, short response
time, and low cost [24]. Also, the solid-state components provide high reliability
and repeatability [24]. The towfish navigation system implements a triaxial MR
magnetic sensor HMC2003 produced by Honeywell.
32 CHAPTER 3 NAVIGATION CARD DESIGN AND IMPLEMENTATION
Figure 3.3. Magnetic hybrid HMC2003 from Honeywell. The dimensions are
20×25.4mm.
Table 3.3. Magnetic Hybrid HMC2003 specifications.
Characteristics Units Range
Supply Voltage V 6 – 15
Dynamic Range gauss −2 – 2
Scale Factor V/gauss 0.98 – 1.02
Scale Factor Tempco ppm/◦C -600
Null Field Output V 2.3 – 2.7
Null Field Tempco ppm/◦C ±400
Resolution µgauss 40
Bandwidth kHz 1
Dimensions mm3 7 x 7 x 3
The HMC2003 is a three-axis magnetometer hybrid using a single axis magne-
tometer HMC1001 and dual-axial magnetic sensor HMC1002 (see Figure 3.3). Its
characteristics are listed in Table 3.3. With 6 – 15V power supply, the hybrid has
three magnetic field strength outputs in the range of 0 – 5V, 40µgauss resolution
and ±2 gauss dynamic range, well suited for measuring the Earth’s magnetic field.
The output signal bandwidth of HMC2003 is claimed to be 1 kHz. An internal
2.5V reference pin is available, which can be used to improve measurement accu-
racy and stability. A couple of Honeywell patented Set/Reset pins are configured
to be powered by strong regular current pulses to compensate for the errors caused
by offset drifts. For each axis, there are two offset pins used to drive the internal
offset straps. By providing a defined current, the offset strap can generate a mag-
netic field along the sensitive axis, which can be used to cancel the offset of the
magnetometers and any ambient magnetic field [24].
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3.3 Hardware Configuration
The navigation card electronics are controlled by an AVR 8-bit AT90CAN128 mi-
crocontroller with 12MHz crystal oscillator. This interfaces with the equipped
MARG sensors and communicates with a data collection card located in the trans-
mitter can (see Section 2.1) at the front of the towfish via a Controller Area Net-
work (CAN) bus. The received data can be transmitted over Universal Serial Bus
(USB) to the computer in the towfish also contained in the transmitter can. Since
the sensors put out analog signals, in order to have high-fidelity analog signals, the
printed circuit board (PCB) layout was considered carefully.
For maximum elimination of the interference from digital logic ground to analog
circuitry on the mixed-signal four-layer PCB, routing disciplines are followed for
component placement and partitioning when laying out the PCB [25]. There are
a few aspects of PCB layout to be noticed:
 Analog and digital sections are separated. As shown in Figure 3.1, the analog
sensors are all located at the lower half of the PCB. Other electronics includ-
ing the microcontroller are in the upper left portion, and power regulators
are in the upper right portion.
 Analog and digital power planes are separated. Analog sensors except mag-
netometers are supplied by a 5V regulator; another 5V regulator is used for
digital electronics power supply; the magnetic hybrid is supplied by a 10V
power regulator; also, the external reference voltage of the programmable
gain amplifiers (PGA) is powered by 2.5V reference power supply.
 One solid ground plane is used for providing a common reference and short
ground current return path, which prevents big current loops.
A block diagram is shown in Figure 3.4. In the rest of the section, the con-
struction and functionality of different electronics are described.
3.3.1 Navigation Data Acquisition
The signal obtained from sensors is accompanied by noise as well as vibrations
from the towfish. In order to eliminate these disruptions, low-pass filtering was
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Figure 3.4. A block diagram of the navigation card.
used. Considering that the Butterworth filter provides a good compromise between
attenuation and phase response [26] and it has no ripple in the pass band, a fourth-
order Butterworth low-pass filter was used to reduce noise and prevent aliasing for
each sensor output channel. The Sallen-Key filter topology was chosen. Figure 3.5
shows the unity-gain Sallen-Key circuit configured for low-pass operation.
Figure 3.5. A fourth-order unity-gain Sallen-Key low-pass filter.
The filtered analog sensor signals are multiplexed and amplified using three
analog Programmable Gain Amplifiers (PGAs) MCP6S28. The MCP6S28 provides
eight channels and eight gain selections configurable through a Serial Peripheral In-
terface (SPI) port [27]. Two PGAs are configured in cascade with another PGA to
provide 22 analog input channels. Twenty-one channels are used to sample signals
including sensor outputs, temperature signals, and power supply measurements.
Each channel can be selected and configured individually via the SPI interface.
The cutoff frequency of the anti-aliasing filters and the PGA channel settings are
configured as shown in Table 3.4. In order to identify each component clearly, a
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navigation card model is displayed in Figure 3.61.
Table 3.4. Low-pass filter bandwidth and PGA channel configuration of the navigation
data acquisition system.
Sensors Bandwidth Body coordinate PGA channel
IMU-A Accelerometer x axis 10Hz Negative cross-track axis PGA-A CH1
Accelerometer y axis 10Hz Negative along-track axis PGA-A CH2
Gyroscope 10Hz Negative yaw PGA-B CH0
IMU-B Accelerometer x axis 100Hz Negative cross-track axis PGA-A CH0
Accelerometer y axis 100Hz Height axis PGA-A CH3
Gyroscope 30Hz Negative roll PGA-B CH1
IMU-C Accelerometer x axis 10Hz Height axis PGA-A CH4
Accelerometer y axis 100Hz Negative along-track axis PGA-A CH5
Gyroscope 30Hz Negative pitch PGA-B CH2
HMC2003 Magnetometer x axis 30Hz Negative along-track axis PGA-C CH4
Magnetometer y axis 30Hz Negative height axis PGA-C CH3
Magnetometer z axis 30Hz Cross-track axis PGA-C CH5
Figure 3.6. A navigation system model showing sensing axes and the body coordinates.
For this multiplexed data acquisition system, a 16-bit Successive Approxima-
tion Register (SAR) Analog-to-Digital converter (ADS8325) was selected. It offers
1The marking of the ADXL203 accelerometer sensing axes (x and y) on the inertial mea-
surement units is found to be inconsistent with the manufacturer-provided datasheet [23]. The
definitions of the datasheet is followed.
36 CHAPTER 3 NAVIGATION CARD DESIGN AND IMPLEMENTATION
excellent linearity, very low noise, and low power dissipation [28]. No pipeline de-
lay makes it ideal for multichannel sampling application [29]. The analog input of
the ADS8325 is differential. The inverting analog input is connected to the ground
for single-ended operation. Regulated power of 5V for analog circuits is used to
supply the chip and external reference input, which enables the analog input range
of 0V to 5V. The maximum sampling rate of 100 kHz is sufficient for this applica-
tion. Also, the ADS8325 has a synchronous 3-wire serial interface compatible with
SPI, which provides an easy way for data transfer [28].
A SPI network was constructed for communication among the microcontroller,
the PGAs and the ADC. The PGAs and the ADC are driven by the clock signal
from the microcontroller SPI interface.
(1) Through the chip select pins and the Master Out - Slave In (MOSI) line
of the SPI interface, the microcontroller controls and instructs each PGA
individually. Channel and gain setting instructions are transmitted to the
corresponding PGAs.
(2) One of PGAs directly ouputs to the signal input pin of the AD convertor.
It is called the central PGA. The other two are configured in cascade with
the central PGA. When an analog signal is to be sampled, the amplifier that
the targeted signal is directly connected to and the central PGA receive the
channel and gain configuration instructions and process the commands. The
reconstructed targeted signal is put out from the analog output pin of the
central PGA.
(3) When the wanted signal is ready, the microcontroller sets the chip select pin
(CS) of the ADC low, and initiates the conversion and data transfer, so that
the Master In - Slave Out (MISO) line of the SPI interface is able to receive
the digitized signal.
Since the SPI interface is a synchronous data transfer interface, data is always
simultaneously shifted from Master to Slave on the MOSI line and from Slave to
Master on the MISO line. However, in this design, only part of the transmission
is meaningful. When the microcontroller sends instructions to the PGAs through
the MOSI line, the characters read in from the MISO line are ignored, and vice
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versa. Therefore, in order for the sampled signals to be read by the MISO line, an
all-zero instruction, which means nothing to the PGAs, has to be shifted out from
the MOSI line.
3.3.2 Magnetometer Set/Reset
Magnetoresistive (MR) sensors are fabricated with permalloy thin films that change
in resistivity with respect to external magnetic fields. The magnetic domains of
the film particles are orientated to a certain direction aligned with the sensing
axis of the sensor. However, strong magnetic fields (more than 10 gauss) can
disrupt the smooth factory orientation to arbitrary directions [30]. The HMC2003
provides an on-chip current strap called the Set/Reset strap for performing re-
magnetization and for restoring the sensing characteristics. Also, by using the
Set/Reset strap to alternate the sensor output polarity periodically, subtracting
two readings eliminates any temperature induced drift and electronics offsets [30].
Figure 3.7. The circuit used for the magnetometer Set/Reset functionality [30].
The circuit constructed for providing the strong set/reset pulses is illustrated
in Figure 3.7. It is powered by a regulated 10V supply. The 5V CMOS logic
inputs from the microcontroller are translated by a CMOS voltage level shifter
(CD4504B) to 10V CMOS logic level signals, and drive two P and N channel
power metal-oxide-semiconductor field-effect transistors (MOSFET) IRF7105 to
produce approximately 20V across the Set/Reset strap. Because the resistance
of the strap is about 4.5Ω [31], a strong current pulse of approximately 4 amps
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$PNACC,31344,32499,45084,32057,33036,45336,18000*42
$PNRGY,28440,32158,27537,18001*59
$PNMAG,35054,31130,26448,18002*55
$PNMSC,32607,32555,32632,33120,33132,33118,33089,221,220,18006*45
Figure 3.8. An example of the navigation card proprietary NMEA0183 data format.
can be generated with a pulse width of about 2µs. The set and reset pulses have
the same effect on the sensor. The only difference is that the sensor output signal
changes sign. Set pulses are defined as pulsed currents that enter the positive pin
(S/R+) of the Set/Reset strap.
3.3.3 Data Communication Interface
The sampled navigation data is transmitted to the computer inside the towfish,
and streamed from the towfish up the tow-cable to computers on the towboat for
storage and display. The CAN bus and USB interface are implemented for the
towfish internal data communication.
All the electronics are sealed inside of the towfish pressure housing consisting of
a stainless steel canister with a perspex end-cap sealed with o-rings. The navigation
card is positioned in the receiver can at the rear of the pressure housing. The top
and bottom edges of the board are supported by guide rails, while the rear side of
card is held tightly by the edge connector interfaced with the 64-way DIN41612
backplane. Currently, 12V power input and the CAN interface are available for
the navigation card from the DIN41612 bus.
With the equipped CAN transceiver chip, the navigation data is broadcasted
to the CAN bus. A data collection card located in the transmitter can at the front
of the towfish collects the data available on the CAN bus. The card formats into
NMEA strings, and transmits the data over USB to the computer in the towfish
also contained in the transmitter can.
A USB-serial converter is integrated on the navigation card for embedded pro-
gramming and testing purposes. With a 12V battery connected to the on-board
power supply header, the navigation card is able to put out the navigation data
via the USB interface in NMEA format so that the integrated navigation system
can be individually calibrated and tested.
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The implemented navigation card data format is illustrated in Figure 3.8. The
format is based on the NMEA0183 standard which is developed for marine inter-
faces. The data is human readable. It can be easily loaded into computers and for
a program to parse for postprocessing.
Each NMEA sentence begins with the character “$”, followed by a five character
ID. The prefix P shows these sentences are propriety sentences, which are not part
of the NMEA standard protocol, and the following letter N stands for navigation.
The last three letters of the ID indicate the type of sentence that is being sent.
For example, ACC indicates the the signal sentence contains the sampled data
from the accelerometers and MSC means that the corresponding sentences have
all the miscellaneous sampled data including temperature, voltage reference, and
so on. Each NMEA sentence ends with a checksum field, a carriage return and line
feed. The checksum field starts with the star character “*” and is implemented to
verify the validity of the data. Between the beginning and end of each sentence
are ASCII data fields separated by commas. The last field of the ASCII data is
the time stamp field indicating time of occurrence.
3.4 Software Flow Diagram
The current embedded software configuration is based on the timer scheme. There
is a main loop triggered at a certain frequency set up by the 8-bit timer 2 of the
AT90CAN128 microcontroller in Clear Timer on Compare (CTC) mode. Inside
the main loop, the MARG sensors’ outputs and other analog signals, for example,
temperature and voltage reference signals, are sampled and processed. The basic
software flowchart is illustrated in Figure 3.9.
The sampling rate of each sensor is configured according to the bandwidth of
signal being sampled. The Nyquist theorem2 is closely followed. The bandwidth
setting of each sensing channel can be found in Table 3.4. For the CAN bus config-
uration, each CAN data packet consists of a sequence number byte, two data bytes,
and two time stamps bytes, which gives a total frame length3 of 87 bits/frame [32].
2The Nyquist theorem, also known as the sampling theorem, states that, in order to reproduce
an analog signal, the sampling frequency should be greater than twice the bandwidth of the signal.
Lower sampling rates result in incomplete reconstruction of the sampled signal.
3The standard CAN frame length is equal to 47 + 8N bits for N data bytes (up to 8 bytes)
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Figure 3.9. Basic navigation card software flowchart.
With a bit rate of 500 kbps, the frame rate is equal to 5747 frames/s. Currently,
the baud rate between the microcontroller on the data collection card and its as-
sociated USB interface is 57600 bps. The configured sampling frequency for each
signal is shown in Table 3.5.
After formatted into the NMEA strings (see Section 3.3.3), the length is 52 bytes
for accelerometer measurements, 34 bytes for rate gyroscope measurements, and
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Table 3.5. Analog signal sampling frequency configuration.
Accelerometers Gyroscopes Magnetometers Others
Sampling rate (Hz) 100/3 200/3 200/3 1
34 bytes for magnetometer measurements. At a result, the required transfer rate
is about 50134 bps. Thus, both CAN bus and USB can satisfy the transfer rate of
the navigation data.
The sampling process of each signal starts at the pre-configured sampling fre-
quency by comparing the time stamps based on the main loop frequency. The
flowchart of gyroscope sampling process is demonstrated in Figure 3.10. Other
sampling processes run in a similar way.
Figure 3.10. Flowchart of gyroscope sampling process.
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CHAPTER 4
SENSOR CALIBRATION
The implemented sensing components are susceptible to many errors caused, for
example, by sensor axis misalignment, bias and scale factor drift, and external
disturbances. These errors are of great concern during the navigation process. In
order to obtain correct navigation information, sensor calibration is required. In
this chapter, the error model of each sensor is analyzed and the calibration routines
are discussed. Some calibration results are illustrated at the end of each section
to demonstrate the effectiveness of the calibration techniques. The calibration
method is accomplished by hand without the aid of specialized equipment.
4.1 Common Errors
Errors corrupt the navigation solution. Most of the error sources are from sensor
errors and random disturbances. There are a few errors common to all types of
MARG sensors, which are the focus of the calibration routines.
Bias Error — A bias can be simply defined as the output signal of a sensor
when there is no input to the sensor. It is independent of the input but
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dependent on temperature. The significance of variation of a bias over tem-
perature is different for each individual sensor. For example, the ADXL203
accelerometers have comparatively high immunity to temperature drift. The
temperature coefficient of bias is approximately 0.1mg/◦C (see Table 3.2),
whereas the coefficient for the ADXL320 accelerometers of the same type
is more than 0.5mg/◦C [23]. Considering that the temperature drift of the
sensing components inside the towfish from turn-on to normal operating is
about 10 – 20◦C , the bias error of ADXL203 can be modelled as a constant.
However, a bias may vary from turn-on to turn-on. The initial alignment
process dealing with turn-on bias is discussed in Chapter 5. Comparatively,
the bias error of low-grade gyroscopes is of more concern. The bias of a
gyroscope is often modelled as a first-order Gauss-Markov process [7].
Scale Factor Error — Scale factor is also called sensitivity, which interprets a
voltage output of a sensor into a magnitude of the observed field. When the
same types of sensors are subject to an identical field, the consequent output
from each may not be the same owing to scale factor error. The scale factor
is also affected by temperature drift. For example, the scale factor variation
of ADXL203 over the whole operating temperature range from −55◦C to
125◦C is about 0.3% (see Table 3.2).
Misalignment — Ideally, a triad of sensors is constructed orthogonally, and
the defined coordinate frame is aligned with the Cartesian coordinate of the
body frame. However, in reality, manufacturing and assembly errors result in
considerable sensor axis misalignment. Misalignments cause cross-coupling
between the measurements of each axis in a triad. Because sensor axis mis-
alignment does not change from turn-on to turn-on1, the misalignment cali-
bration procedure needs only to be performed once.
1The constancy of sensor axis misalignment is under the assumption that the sensors are rigidly
mounted and their relative position is not affected by the external forces, such as vibration.
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4.2 Accelerometers
Accelerometers measure the absolute acceleration with respect to an inertial frame.
Theoretically, the Earth’s rotational effects are within the scope of accelerometers,
and may affect the acceleration measurements. Among them, the Coriolis effect2
is of most concern. Applying to the inertial frame defined with the origin at the
centre of mass of the Earth, the total acceleration caused by the specific force
impacting on an accelerometer triad can be formulated as [34]
aacc = a
b − gb + 2(ωe + ωi)× v (4.1)
where ωe is the angular rate vector of the Earth with respect to the inertial frame,
ωi is the angular rate vector of the vehicle with respect to the inertial frame, and
v is the translational velocity vector relative to the Earth frame. The addition of
the two angular velocity vectors, ωe and ωi, results in the rotation of the body
frame with respect to the Earth frame, and its cross product with the velocity
vector v generate the Coriolis effects [34]. According to the properties of the
cross product operation, the acceleration force caused by the Coriolis effect is
always perpendicular to the velocity vector v. Because the accelerometers utilize
differential capacitance to measure only the acceleration along the sensing axis
[23], the Coriolis effect is negligible. Consequently, the model of an accelerometer
triad relative to the body frame can be expressed as3
Vacc = saccPT (a
b − gb) + bacc +wacc (4.2)
where T is the direction cosine matrix for transformations from the body frame to
an orthogonal sensor frame, P, named the nonorthogonality correction matrix, is
for adjusting the nonorthogonal realistic sensor frame into the orthogonal sensor
frame, and wacc represents the measurement noise vector of the accelerometers.
The noise vector is assumed to have zero mean Gaussian components.
2The Coriolis effect is caused by relative movements of an object respect to the constantly
rotating Earth, whereas centrifugal force is caused by the rotation of the Earth regardless of the
dynamic status of the object. Commonly, centrifugal force is considered as part of the Earth’s
gravity [33].
3Through this study, the gravitational vector is given as the action force instead of the reaction
force of the accelerometers. Therefore, the sign in front of the gravitational vector is negative.
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During initial calibration, the sensing units are moved slowly to minimize the
translational acceleration impacted on the sensors. Assuming that the moderate
movements of the sensing units during calibration have negligible influence on the
measurements, ab can be ignored, and the output model for calibration is
Vacc = −saccPTgb + bacc +wacc (4.3)
The vector gb is the gravitational acceleration relative to the body frame and can
be interpreted by transforming the true gravity vector g with respect to the tangent
plane using a direction cosine matrix symbolized as Rt2b
gb = Rt2b g (4.4)
4.2.1 Bias Calibration
The accelerometers are constantly subjected to the Earth’s gravitational field. Al-
though the gravity is location dependent, it is constant within a small range [35],
especially during initial calibration. Each accelerometer can be calibrated individ-
ually by placing it according to the sensing axis in a vertical position to measure in
one direction and then turning it over to measure in the other direction. According
to Equation 4.3, the measured values Vupacc and V
down
acc of the i
th accelerometer can
be used to calculate the initial bias by
(bacc)i =
(Vupacc)i + (V
down
acc )i
2
(4.5)
From Equation 4.3, it can be seen that the scale factor is correlated to the nonorthog-
onality correction matrix P. However, a simple method for the scale factor cali-
bration using the same measurements can be performed using
(sacc)i =
(Vupacc)i − (Vdownacc )i
2
(4.6)
which ignores the nonorthogonality of the accelerometers and assumes that both
the acceleration measurements are achieved with the sensing axis aligned with the
Earth’s gravity vector. A nonlinear least squares calibration algorithm considering
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both the nonorthogonality correction and the scale factor error is discussed in the
following subsection.
4.2.2 Misalignment and Scale Factor Calibration
Practically, the sensing axes of the accelerometers are not perfectly aligned with
the body frame coordinates. Thus, the misalignment calibration is essential for
providing accurate acceleration measurements of the towfish. The essential part
of misalignment calibration is called nonorthogonality correction, which fixes the
sensing axes of accelerometers into an orthogonal triad. Moveover, an orthogonal
rotation matrix is required to transform this fixed orthogonal triad to the body
frame. In this part of the section, a nonlinear least squares algorithm is introduced
for estimating the nonorthogonality correction parameters and the scale factors.
To begin with, the accelerometer observation model (Equation 4.3) can be used
to solve g. The yielded equation is
g = −R−1t2bT−1P−1 s−1acc (Vacc − bacc −wacc) (4.7)
The inner product of g is equal to
gTg = (R−1t2bT
−1P−1 s−1acc (Vacc − bacc −wacc))T (R−1t2bT−1P−1 s−1acc(Vacc − bacc −wacc))
= (Vacc − bacc)T s−TaccP−TP−1s−1acc(Vacc − bacc)
−(Vacc − bacc)T s−Tacc P−T P−1 s−1accwTacc
−wTacc s−Tacc P−T P−1 s−1acc(Vacc − bacc)
+wTacc s
−T
acc P
−TP−1s−1accwacc (4.8)
Note that the orthogonality characteristic of the direction cosine matrices T and
Rt2b is implemented to simplify the equation. By taking the expected value, the
following is obtained:
E[gTg] = E[(Vacc − bacc)T s−Tacc P−T P−1 s−1acc (Vacc − bacc)] + const (4.9)
Since the gravity vector in the tangent plane is simply a pointing-down unit vector
multiplying the gravitational constant g, the following equation can be constructed
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as the cost function to be minimized over the specified elements for the nonlinear
least squares estimation4:
C =
N∑
i=1
(
√
(Vacc − bacc)T s−Tacc P−T P−1 s−1acc (Vacc − bacc)− g)2 (4.10)
Assuming the bias of each accelerometer has been calibrated using the method
mentioned above, the nonorthogonality correction matrix P and/or the scale factor
sacc can be chosen as the elements to be estimated. The correction matrix is 3×3
and sacc is a diagonal matrix with the scale factor of each sensor as the diagonal
entries. Therefore, nominally, including the scale factor of each accelerometer,
there are twelve unknown parameters when the correction matrix P is configured
as
P =

P11 P12 P13
P21 P22 P23
P31 P32 P33

when one sensing axis is constrained and only the other two are adjusted, the
correction matrix can be simplified to a lower triangular matrix:
P =

P11 0 0
P21 P22 0
P31 P32 P33

The estimation parameters can be further reduced to six by using the alignment
angles, α, β, and γ shown in Figure 4.1. The selection of the coaxis between the
sensor frame and the calibrated orthogonal triad is arbitrary, and the x axis is used
as the coaxis in formulation and illustration. The angle-based nonorthogonality
correction matrix can be constructed as [36]
P =

1 0 0
cosα sinα 0
cos γ cos β
√
1− cos2 β − cos2 γ

4The Matlab function lsqnonlin was used to fulfill the estimation procedure.
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Figure 4.1. Illustration of the nonorthogonality correction using the alignment angles.
Since the nonorthogonality correction only adjusts the sensing axes into an
orthogonal triad (see Figure 4.1), the calibration of the transformation matrix T is
required for transformation from this triad to the body frame. For calculating the
transformation matrix, the towfish sits still aligned with the tangent plane, and
the outputs of the accelerometers are measured. According to the accelerometer
model (see Equation 4.3), the following occurs:
Tgb = −P−1 s−1acc (Vacc − bacc) (4.11)
Since the towfish is stationary aligned with the tangent coordinate, the gravita-
tional component of the body frame, gb, is equal to the Earth’s gravity vector g.
The left side of this equation can be extended further using the DCM formulation
consisting of Euler angles.
Tg = cosφz cosφy sinφz cosφy − sinφy− sinφz cosφx + cosφz sinφy sinφx cosφz cosφx + sinφz sinφy sinφx cosφy sinφx
sinφz sinφx + cosφz sinφy cosφx − cosφz sinφx + sinφz sinφy cosφx cosφy cosφx
 00
g

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=

−g sinφy
g cosφy sinφx
g cosφy cosφx
 (4.12)
It can be seen that only pitch and roll misaligned angles, φx and φy, can be
compensated using Equation 4.11. Consequently, by assuming the yaw angle equals
to zero, the simplified transformation matrix can be expressed as:
T =

cosφy 0 − sinφy
sinφy sinφx cosφx cosφy sinφx
sinφy cosφx − sinφx cosφy cosφx
 (4.13)
4.2.3 Experimental Results
The accelerometer calibration experiments were performed according to the algo-
rithm and procedures described above. The bias for each accelerometer has been
calibrated several times. The measurements were averaged and the comparison of
the calculated bias of each calibration shows that the variation of turn-on bias is
quite insignificant. The result for accelerometer bias calibration is listed in Ta-
ble 4.1 and expressed by the equivalent offset for a 16-bit binary analog-to-digital
convertor:
Table 4.1. Experimental results for accelerometer bias calibration expressed using the
digital output of the 16-bit analog-to-digital convertor in decimal format.
Accelerometer Test 1 Test 2 Test 3
x-axis 32296.5 32296.5 32293.5
y-axis 32734.5 32736.5 32726.5
z-axis 32300 32300.5 32297.5
The nonorthogonality correction matrix constructed by three alignment angles
was adopted for misalignment calibration. Thus, there are six elements for the
nonlinear least squares algorithm including the scale factor of each accelerometer.
In Table 4.2, the estimation result is shown. Because the x-axis and y-axis ac-
celeration measurements are provided by a dual-axis accelerometer, the alignment
angle between these two axes, α, should be comparably small and expected to
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match the manufacturer-defined axes alignment error, ±0.1◦(see Table 3.2). As
can be seen, the calibrated alignment angle α is 89.9117◦ and the alignment error
is only 0.0883◦, which proves the satisfaction of the nonorthogonality correction
algorithm.
Table 4.2. Experimental result of scale factor and aligned angles for accelerometers.
Scale factor (V/g) Aligned angles
x-axis y-axis z-axis α β γ
0.9854 0.9864 0.9951 89.9117◦ 91.1850◦ 88.8985◦
The original measurements and the data after nonorthogonality correction are
illustrated in comparison in Figure 4.2. The transformation matrix T is computed
Figure 4.2. Comparison between the original and nonorthogonality corrected total
gravitational acceleration.
using the stationary measurements of the accelerometer triad obtained when the
body frame of the towfish is aligned with the tangent plane coordinate. The
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calibrated result of the transformation matrix is
T =

1 0 0.0094
0.0002 0.9998 −0.0180
−0.0094 0.0180 0.9998

The diagram in Figure 4.3 shows the comparison between the original and cali-
brated y-axis accelerometer measurements, and demonstrates the effectiveness of
the accelerometer calibration algorithm.
Figure 4.3. Comparison before and after the thorough bias calibration.
4.3 Magnetometers
Magnetometers are sensitive to any nearby objects that have magnetic proper-
ties including the Earth. The magnetic fields generated by the objects except the
Earth are considered as disturbances for the Earth’s magnetic navigation applica-
tions. With no magnetic disturbance, a magnetometer triad is able to provide the
Earth’s magnetic heading of a levelled platform referenced to the tangent plane. If
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the declination angle5 of the Earth’s local magnetic field is known, the true head-
ing can be achieved. This certainly provides valuable information for underwater
navigation without the assistance of position sensors. However, errors such as bias
error and misalignment exist in the magnetic sensors. In addition, the nearby mag-
netic disturbances disrupt the heading measurements. The calibration methods to
compensate these errors are presented in this section.
4.3.1 Temperature Effects and Magnetic Disturbances
The effects of temperature on magnetometers can be classified into two categories,
scale factor deviation and bias drift with temperature [24]. As listed in Table 3.3,
the scale factor and null field temperature coefficients indicate how these two pa-
rameters change with temperature. Since bearing estimation uses the ratio of two
orthogonal magnetometers (see Equation 5.6), the temperature dependence of the
scale factor can be neglected. In comparison, bias drift with temperature affects
the heading accuracy more. The temperature compensation algorithm for the bias
is discussed in Section 4.3.2.
Another consideration for sensing accuracy is the effects of nearby magnetic
materials on the Earth’s magnetic field. Ideally, when a magnetometer triad is
rotated in a full circle horizontally, the output plot of the x and y axes is a perfect
circle centred at the the origin as illustrated in Figure 4.4 and the measurement
of the z axis keeps constant. Practically, the effects of the magnetic disturbances
distort the circle. Magnetic disturbances can be divided into two types according
to their related characteristics [37].
Hard Iron Disturbance — This kind of interference is caused by nearby mag-
netized materials such as the electronics and circuit boards. The magnetic
vector generated by these magnetic disturbances has constant magnitude and
fixed direction with respect to the magnetometers. The magnetized materi-
als could be attached to the magnetometers inside the towfish; alternatively,
the disturbance may constantly affect the magnetic field surrounding the
5The angle between the true north and the magnetic north. The positive declination angle
points to the east. For example, the declination angle in Lyttelton Harbour is approximately
23.4◦.
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towfish but be some distance from the sensors. Generally, while the tow-
fish is running underwater, the magnetized materials attached to the sensing
platform have more impact on the magnetic measurements. The disturbance
constantly appends magnetic components to the all the magnetic sensing
axes. This effect appears in the 2D plot as a shift of the circle’s centre (see
Figure 4.4).
Soft Iron Disturbance — This kind of interference is caused by nearby ferrous
materials or variable magnetic fields, for example, the surrounding ferrous
rocks while the towfish is moving and the altering electromagnetic interfer-
ence (EMI) of the nearby electronics. The distinction between the hard iron
and soft iron disturbances is that the magnetic vector generated by the soft
iron disturbance has inconstant magnitude and direction with respect to the
magnetometers. Hence, it deforms the circle as shown in Figure 4.4. Because
of the variability and weakness of the soft iron disturbance, the effect on the
magnetometers is often insignificant.
Figure 4.4. Locus of the x and y axis measurements of a horizontally rotated magne-
tometer triad including hard and soft iron disturbances [37].
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4.3.2 Bias Calibration
The bias is the output magnitude of a magnetic sensor subject to a zero magnetic
environment. The bias can be determined by taking a measurement inside a mag-
netically shielded region [38]. For this work, because the implemented magnetic
hybrid HMC2003 is equipped with the Set/Reset strap for orientating the mag-
netic sensing direction (see Section 3.2.2), no specialized equipment is required;
consequently the bias of each magnetic sensor can be calibrated through setting
and resetting the sensing orientation.
For the initial calibration purpose, the set/reset algorithm simply flips the
sensing orientation of each magnetic sensor to measure the ambient magnetic field
at the same spot. Because the position and attitude of the sensors are not changed,
the Earth’s magnetic field, which constantly covers the magnetic sensors, and hard
iron disturbance can be considered to be constant. Only soft iron disturbance may
vary with time. Therefore, in order to correctly determine the bias, soft iron
disturbance has to be avoided carefully. An open field is ideal for calibrating
bias to minimize variation of the ambient magnetic disturbances. Assuming the
ambient soft iron disturbance is negligible, the outputs of magnetometers can be
sampled while the magnetic sensing orientation is flipped a number of times by
sending set/reset commands. The bias can be computed using the bi-directional
magnetic field measurements as
(bmag)i =
(Vsetmag)i + (V
reset
mag )i
2
(4.14)
Some measurements obtained from a single magnetic sensor are plotted in Fig-
ure 4.5 to illustrate the bias calibration process.
The set/reset algorithm can also be used for compensating the bias drift caused
by temperature. The same set/reset procedure is implemented periodically through
the whole sampling process, and the bi-directional measurements are applied to
Equation 4.14 to track the variation of the bias.
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4.3.3 Magnetometer Modelling and Calibration
The calibration of magnetometers can be performed by turning the sensors through
a series of known headings, a technique called “swinging”. A complete equation
modelling the misalignment, hard iron, and soft iron errors can be written as [3]
Mψ = A+B sin(ψm) + C cos(ψm) +D sin(2ψm) + E cos(2ψm)
where ψm is the measured compass heading, A represents the magnetometer mis-
alignment error, B sin(ψm) + C cos(ψm) is a function for the hard iron error, and
D sin(2ψm)+E cos(2ψm) is the soft iron error model. The least squares algorithm
is used to evaluate the five unknowns using the measurements from the known
headings, and the true vehicle heading ψ can be determined by
ψ = ψm− Mψ
This calibration algorithm is only suitable when a dual-axis magnetometer is
levelled, whereas for a triaxial magnetic sensing unit this method is not applicable.
Figure 4.5. Illustration of the bias calibration using the set/reset algorithm.
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Obviously, a secondary heading determination system is required for giving the
headings for this algorithm. The accuracy of the headings given by the secondary
system greatly influences the calibration results.
Similar to the accelerometers, a magnetometer triad system can be mathemat-
ically modelled as [39]
Vmag = smagPTB
b + bmag +wmag (4.15)
The difference is that the gravitational acceleration is replaced by the ambient
magnetic intensity Bb. The magnetometer bias represented by bmag can be deter-
mined using the set/reset algorithm. The measurement noise wmag is added to the
model and assumed to have zero mean Gaussian components.
The magnetic intensity relative to the body frame can also be expressed using
the intensity relative to the tangent plane as
Bb = Rt2bB
t = Rt2b (B
t
e + δB
t) (4.16)
where Bt is the total magnetic intensity vector in the tangent plane, Bte is the
Earth’s nominal magnetic field intensity related to the tangent plane, and δBt
represents the ambient magnetic disturbances. Since the effects of soft iron dis-
turbance on magnetometers is incoherent, and also this type of disturbance has
relatively low magnitude especially in an open field or at the sea, soft iron distur-
bance is often negligible. Thus, δBt is considered mainly as hard iron disturbance.
Derived using the same algorithm employed for the accelerometers (see Sec-
tion 4.2.2), the cost function is constructed to minimize over the elements smag
and P
C =
N∑
i=1
(
√
(Vmag − bmag)T s−TmagP−T P−1 s−1mag (Vmag − bmag)− (Bte + δBt))2
(4.17)
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where the correction matrix P is constructed using three alignment angles as
P =

1 0 0
cosα sinα 0
cos γ cos β
√
1− cos2 β − cos2 γ

Since the scale factor is relative to the total magnetic intensity Bte + δB
t, in order
to determine the absolute scale factor, the intensity term needs to be quantified.
Without aid of specialized equipment, one way to obtain the local magnetic inten-
sity is to explore the online magnetic field database available from the National
Geophysical Data Center (NGDC) website using global positioning information.
The resulting values are computed using the current International Geomagnetic
Reference Field (IGRF) and are generally accurate to within 100-250 nT for the
magnetic intensity elements [40]. When the intensity term is known, both of the
elements smag and P can be estimated. Alternatively, because of the normality
of the angle-based correction matrix P, its determination is independent of the
magnetic intensity. Therefore, without losing the generality, the term Bte + δB
t
can be replaced by one [39]. It is concluded that
C =
N∑
i=1
(
√
(Vmag − bmag)T s−TmagP−T P−1 s−1mag (Vmag − bmag)− 1)2 (4.18)
To minimize this cost function over correction matrix and scale factor elements, P
can be calculated regardless of quantifying the total magnetic field intensity.
4.3.4 Disturbance Compensation
The magnetic disturbances affect the heading accuracy dramatically for both initial
calibration and navigation processes. The selected estimator for the disturbance
compensation is called the Two-Step Estimator (TSE) [41].
The basic idea of two step estimation is to divide the problem of a nonlinear cost
function minimization into two steps, a linear first step and a nonlinear second step.
The desired parameters are the states for the second step, and the combinations
of the second-step states are chosen as the first-step states so that the first-step
estimation is linear. Thus, the linear first-step problem can be solved optimally
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using a linear Kalman filter or linear least squares fit. The resulting first-step
states are treated as measurements for the second-step problem, and an iterative
Gauss-Newton algorithm is used to perform a nonlinear least squares fit. This
algorithm avoids the linearized process of recursive nonlinear estimators such as the
extended Kalman filter and consequently provides optimal estimates. The study
of magnetometer calibration adopting the TSE algorithm is based on a reported
research [42].
First, the mathematical model for the nonlinear two-step estimator is derived.
According to Equation 4.15 and Equation 4.16, the Earth’s magnetic intensity is
given by
Be = B
t − δB = Rb2tT−1P−1 s−1mag (Vmag − bmag)− δB (4.19)
Considering the fact that the locus of the Earth’s magnetic field measurements of
an orthogonal magnetometer triad is a sphere, the following can be obtained:(
Vx
sx
− δBx
)2
+
(
Vy
sy
− δBy
)2
+
(
Vz
sz
− δBz
)2
= B2e (4.20)
where Vx, Vy, and Vz are orthogonally corrected bias-free magnetometer voltage
outputs. Note that the transformation matrices Rb2t and T are neglected, because
only the nonorthogonality correction is required to guarantee the orthogonality
of the magnetometer triad and satisfy the above equation. Equation 4.20 can be
rearranged in matrix format as follows:
− (Vx)2 = [−2Vx V2y − 2Vy V2z − 2Vz 1]

δ˜Bx
k2
k2(δ˜By)
k3
k3(δ˜Bz)
k4

(4.21)
where
δ˜Bx = sx(δBx)
δ˜By = sy(δBy)
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δ˜Bz = sz(δBz)
k1 = s
2
xB
2
e
k2 = s
2
x /s
2
y
k3 = s
2
x /s
2
z
k4 = δ˜B
2
x + k2(δ˜By)
2 + k3(δ˜Bz)
2 − k1
In the two-step estimation, [δ˜Bx, k2, k2(δ˜By), k3, k3(δ˜Bz), k4]
T is defined as the
states for the linear first step. By gathering the voltage outputs from the mag-
netometer triad, a system of equations can be collected, and the first-step states
can be solved, for instance, using a linear Kalman filter. The estimated first-step
states and their associated error covariances are treated as measurements in the
second step, where the hard iron disturbance δBx, δBy, and δBz, as well as the
scale factors sx, sy, and sz are used as the states. A nonlinear least squares al-
gorithm such as the Gauss-Newton method can be implemented for the nonlinear
second step. For open-field experiments, the first-step states can be assumed to
be time independent, and the optimal static solution can be derived because the
two steps are decoupled [41].
4.3.5 Experimental Results
A few experiments were performed for magnetometer initial calibration. The
set/reset algorithm was used at the beginning of each test to calculate the bias,
and the results are listed in Table 4.3.
Table 4.3. Experimental results for magnetometer bias calibration expressed using the
digital output of the 16-bit analog-to-digital convertor in decimal format.
Accelerometer Test 1 Test 2 Test 3
x-axis 33551.5 33570 33553
y-axis 33277 33280 33276
z-axis 33204.5 33204 33205.5
The nonorthogonality correction matrix was also calculated. The matrix was
constructed using alignment angles, and the computed results of the three align-
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ment angles are shown in Table 4.4. Considering that the nonorthogonality cor-
rection matrix is independent of the magnetic intensity (see Section 4.3.3), the
trial location can be selected arbitrarily if only the ambient magnetic field inten-
sity keeps relatively constant. This experiment was accomplished in a lab at the
University of Canterbury. The original total magnetic intensity was computed
in comparison with the nonorthogonality corrected total magnetic intensity (see
Figure 4.6). It can be seen that, although no precise ambient magnetic intensity
was implemented, the nonorthogonality matrix calibrated correction matrix gives
an absolute relationship between the orthogonal sensing package frame and the
nonorthogonal sensing axes. There is still some vibration of the corrected total
magnetic intensity, which is suspected to be magnetic disturbances in the lab.
Table 4.4. Experimental results of alignment angles for magnetometers.
Aligned angles
Test α β γ
1 89.70◦ 85.73◦ 86.38◦
2 88.57◦ 85.52◦ 86.24◦
3 90.22◦ 85.92◦ 86.90◦
The data from a sea trial in Lyttelton Harbour (Christchurch, New Zealand)
was used for the simulation of the magnetic disturbance compensation. According
to the magnetic field data from the National Geophysical Data Center (NGDC)
[40], the total Earth’s magnetic intensity is about 0.579 gauss. The linear least
squares algorithm and Gauss-Newton method were implemented for the two step
estimation. A thoroughly calibrated magnetic data is illustrated in Figure 4.4 in
comparison with the original data, and the scale factors are also calculated from
the two-step estimator as shown in Table 4.5.
Table 4.5. The calibrated magnetometer scale factors.
Magnetometers
x y z
Scale Factor 1.0682 1.0987 1.1408
62 CHAPTER 4 SENSOR CALIBRATION
Figure 4.6. Comparison between the original and nonorthogonality corrected total
magnetic intensity.
Figure 4.7. The total Earth’s magnetic intensity comparison before and after compen-
sation.
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4.4 Rate Gyroscopes
The rate gyroscopes are the essential elements for this dead reckoning system.
These sensors provide output signals proportional to rotation rates used to monitor
the orientation of the towfish. However, these output signals are contaminated by
errors such as noise, bias drift, and scale factor error. In this section, the error
model of the rate gyroscopes is studied, and the initial calibration algorithms are
discussed in detail.
4.4.1 Bias Error
Ideally, the gyro bias is considered as a random constant and can be determined
using the observed output signals while a gyroscope is stationary and horizontally
aligned. Theoretically, a gyro is able to detect any rotation around the sensing axis
including the Earth’s rotation rate. The technique implementing gyros to sense the
Earth’s rotation for heading calibration is known as gyrocompassing [43]. However,
for low performance gyroscopes, the effect of the Earth’s rotation is negligible.
Since the Earth’s rotation rate is about 0.004 ◦/s, for instance, for the ADXRS401
gyroscopes, the rotation of the Earth results in an output signal of approximately
60µV, which is well below the noise floor for this kind of gyroscopes6.
Strictly speaking, the gyro bias is not constant over time. The actual bias can be
categorized to two components. One component is identified as non-deterministic
output errors, and the other are errors caused by external factors such as temper-
ature variation [44]. The non-deterministic error can be modelled as a stochastic
constant. Hence, the one of most concern is the output error caused by external
factors. One of the obvious external factors affecting the gyro bias is temperature
variation. One way to calibrate the temperature sensitivity of the bias is to place
a gyro in a temperature chamber and monitor its output [44]. For this work, the
sensor units were kept in the laboratory over night and day. Since each ADXRS401
rate gyro has an integrated temperature sensor inside the sensor packaging, each
gyro and the associated internal temperature were precisely measured. The desire
is to imitate a wide range of temperature variance and construct a lookup table
6With the bandwidth configured as 10Hz, the noise floor of the ADXRS401 gyroscopes is
about 1.5mV.
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of the bias over the temperature range for future compensation. A static test was
performed on the Analog Devices ADXRS401 rate gyros and the voltage output
of one rate gyro is shown in Figure 4.8.
Figure 4.8. Gyroscope voltage output for bias determination.
The implementation of the bias lookup table over temperature provides a so-
lution for temperature compensation during postprocessing. However, it increases
time consumption and computational demand. Also, this algorithm considers the
bias drift is only caused by temperature variation, and other external factors are
neglected.
Another technique for compensating the bias is to construct a error model. The
bias of a rate gyro can be considered to be a stochastic process driven by white
noise sequences [45]. For a rate gyro, the bias is correlated in time and can be
modelled as a first order Gauss-Markov process [16, 45], which can be expressed
mathematically as
b˙rgy = −1
τ
brgy + wb (4.22)
where brgy is the gyro bias, the constant τ is called the correlation time, and wb
represents the driving process noise.
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In order to determine the Gauss-Markov process model for the gyro bias, the
correlation time constant τ has to be obtained. By using the static measurements
of the ADXRS401 rate gyros, the autocorrelation function was derived7, and an
autocorrelation function plot of one of these gyros is displayed in Figure 4.9. The
mean value was removed from the long term angular rate measurements. The
autocorrelation function has been normalized so that the magnitude at zero-lag
is unity. The correlation time constant for this rate gyro is approximately 350 s
determined when the autocorrelation is reduced to the 36.78 percent of the total
noise variance.
Figure 4.9. Autocorrelation plot for the ADXRS401 rate gyro.
4.4.2 Scale Factor Error
Unlike the gyro bias, the scale factor error has no influence on the stationary
measurements of a gyro, whereas the effect of this error only occurs during rotation.
According to this characteristic, the gyro scale factor can be observed when the
sensing platform takes a turn. Commonly, this is accomplished using specialized
7The Matlab function xcorr was used to fulfill the autocorrelation calculation.
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equipment such as a turn table, which gives precise and configurable rotation rates,
and the scale factor can be directly calculated using the desired angular rate and
the measured results.
In practice, the calibration of scale factor can also be accomplished but with
increased difficulty and reduced accuracy. Considering generally the scale factor of
a gyro is constant for both clockwise and anti-clockwise rotations, if a vehicle takes
an equal number of clockwise and anti-clockwise rotations around the rate axis of
a gyro8, the heading error due to scale factor tends to be zero [46]. The period
of time spent should be minimized so that temperature variation is negligible.
The rotated angle calculation using the measured angular rate ωi can be given
mathematically as
θi =
∫
ωi + (brgy)i + vm dt =
∫
(srgy)iVi + (brgy)i + vm dt (4.23)
where brgy and srgy are defined as the gyro bias and scale factor, and vm is the
gyro output noise. Since the rotated angles on the left side of the equation are the
same for clockwise and anti-clockwise rotations described above, and the polarity
of the output voltage is opposite, the scale factor of this gyro can be computed by
subtracting the integration equations for both rotations. However, similar to the
gyro bias, the scale factor also changes with temperature. Some studies have also
implemented a first order Gauss-Markov process for this error component [16, 45].
8The rate axis of a gyro is defined as the axis normal to the sensor package top. A gyro
produces a positive output voltage for clockwise rotation about its rate axis.
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CHAPTER 5
SENSOR FUSION AND RESULTS
Sensor calibration can only optimize the performance of an individual sensor,
whereas even better results can be achieved using the properly chosen combi-
nation of sensors according to each characteristic strength and weakness. The
hybridization of sensors is known as sensor fusion. In this work, the calibrated
MARG sensor data is integrated to provide more accurate estimation through an
extended Kalman filter.
The filter is constructed based on quaternions. This rotation parameterization
technique avoids singularity and simplifies the rotation and derivative calculations
as discussed in Section 2.4. However, in order to integrate the angular rates and
translational acceleration data measured from the inertial sensors to achieve po-
sition, velocity, and attitude estimation, initial position, initial velocity, and the
initial attitude angles of the body frame relative to the tangent plane must be
known accurately. This process is known as initial alignment. In Section 5.1, the
algorithm used for the initial alignment is described. The details of the quaternion-
based extended Kalman filter is presented in Section 5.2, followed by some simula-
tions and experimental results to demonstrate the implementation of the designed
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filter.
5.1 Initial Alignment
The accuracy of the navigation estimation is heavily dependent on the initial align-
ment of the body frame. The initial alignment process includes the determination
of the initial position and velocity values and initial attitude angles relative to the
tangent plane. According to the dynamics of the body frame with respect to the
tangent plane, the initial alignment can be categorized into stationary alignment
and in-motion alignment.
5.1.1 Stationary Initial Attitude Alignment
Stationary alignment is performed when the towfish platform is at rest with the
result that the velocities and accelerations of the platform can be considered zero.
The settled location can be simply set as the origin of the tangent plane for the
following navigation proposes. The focus of stationary alignment is specifically on
the initial attitude alignment.
The initial attitude alignment determines the rotation matrix between the body
frame to the user-defined tangent plane. In principle, the stationary initial attitude
alignment can be directly obtained from the measurements of the integrated ac-
celerometers and the magnetic hybrid. Two of the Euler angles, pitch and roll, can
be calculated using the accelerometer measurements along the x-axis and y-axis
of the towfish coordinate. The magnetic hybrid provides the azimuth information
of the towfish platform. However, because of the turn-on bias deviation of the
accelerometers and the ambient magnetic disturbances of the magnetic hybrid, the
navigation data needs to be compensated first.
As shown in Table 3.2, the initial bias deviation from the ideal value of the
ADXL203 accelerometers is ±25mg, which means the variation of the turn-on
bias can be as much as 50mg. While the towfish platform aligns horizontal along
both x and y axis with the tangent plane, the unknown bias can bring approxi-
mately 3◦ alignment error in pitch and roll angles. This acts similar to the gyro
bias and introduce an error in velocity and position calculation. In Chapter 4,
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a nonlinear least squares routine for the nonorthogonality calibration of the ac-
celerometers has been introduced. Since the nonorthogonality is mainly caused by
manufacturing and assembling error, the nonorthogonal parameters only need to
be calibrated once. By using the pre-calibrated nonorthogonality information, the
turn-on bias can be estimated according to the same technique (see Section 4.2.2).
The difference is that the designed parameters of the nonlinear least squares rou-
tine change from the nonorthogonality elements to the bias elements. Note that
although this is called stationary alignment, in order to achieve better estima-
tion results, multi-position alignment may be required. Because the ADXL203
accelerometers provide high zero g bias stability and high sensitivity accuracy [23],
the calibration of scale factor error and temperature drift of the accelerometers can
be neglected. According to the coordinate transformation matrix based on Euler
angles (see Equation 2.11), the compensated data from the accelerometers is used
to establish the following equation:
ax
ay
az
 = RTb2t

0
0
g
 (5.1)
Consequently, the pitch and roll angles can be calculated as:
θx = arctan
(
ay
az
)
and θy = − arcsin
(
ax
g
)
(5.2)
The magnetic hybrid outputs the ambient magnetic field measurements for
all three axes of the towfish body. By using the two-step estimation method
(see Section 4.3), the true Earth’s magnetic field can be refined. The calibrated
Earth’s magnetic field measurements relative to the towfish platform can be used
for azimuth estimation. In order to result in the correct yaw angle relative to
the tangent plane, the Euler angles calculated from the accelerometers are used
to transform the magnetic measurements of the body frame to the tangent plane.
Equation 2.11 is simplified by neglecting the yaw plane rotation, which means only
pitch and roll of the three-step rotation sequence (see Section 2.4.2) are taken. The
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modified transformation matrix is
Rb2t =
 cos θy sin θy sin θx sin θy cos θx0 cos θx − sin θx
− sin θy cos θy sin θx cos θy cos θx
 (5.3)
Assuming that the magnetic component is represented by B with the superscript
denoting the related frame and the subscript denoting the specific axis, the tangent
magnetic components can be calculated using
Btx = cos θyB
b
x + sin θy sin θxB
b
y + sin θy cos θxB
b
z
Bty = cos θxB
b
y − sin θxBbz (5.4)
Btz = − sin θyBbx + cos θy sin θxBby + cos θy cos θxBbz (5.5)
The yaw angle is expressed in the ratio of the tangent magnetic components as
θz = arctan
(
Btx
Bty
)
− θdec (5.6)
where θdec is the location-dependent and time-dependent declination angle of the
Earth’s magnetic field vector, for instance, 23.381◦ currently in Lyttelton Harbour.
Therefore, the complete initial transformation matrix from the body frame to
the tangent plane can be resolved. In order to distinguish from the orientation
transformation matrix, Cb2t is used to represent the initial orientation matrix, and
can be specified as
Cb2t = C
T
t2b = cos θz cos θy − sin θz cos θx + cos θz sin θy sin θx sin θz sin θx + cos θz sin θy cos θxsin θz cos θy cos θz cos θx + sin θz sin θy sin θx − cos θz sin θx + sin θz sin θy cos θx
− sin θy cos θy sin θx cos θy cos θx

(5.7)
5.1.2 In-Motion Initial Alignment
The in-motion alignment is carried out when the towfish is in motion. Since on the
open water the towfish can be hardly stationary, in-motion alignment is a practical
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and essential alignment technique for the towfish navigation. In this subsection,
the scheme implemented for the towfish alignment is presented.
Commonly, in-motion alignment estimation requires external velocity or posi-
tion sensors [47, 48]. Inside the towfish, a pressure sensor is available to monitor
the depth of the towfish. Also, since the tow cable is accurately marked (see Sec-
tion 2.1), the distance between the towboat and the towfish is known. Therefore,
if the position of the towboat is marked as the origin of the tangent plane, the
distance relative to the tangent plane can be calculated from the length of the tow
cable and the depth of the towfish. Because of the weight of the tow cable and
the chain used to depress the towfish, the shape of the tow cable should also be
considered for the distance calculation. According to the dynamic characteristics
of the towfish, if the towboat drives along a close-to-straight line at a constant
speed, ideally the towfish travels without any translational force from the boat1.
Therefore, in theory, by taking the position of the towboat provided by the GPS
unit on board and the distance between the boat and the towfish, the position of
the towfish can be estimated.
In Section 5.2, a quaternion-based extended Kalman filter is presented for po-
sition, velocity, and attitude estimation. For this work, the position information
obtained from the global positioning information of the boat can be directly im-
plemented for determining the start point of the towfish for every run.
5.2 Quaternion-Based Extended Kalman Filter
This section presents a quaternion-based extended Kalman filter that combines the
well calibrated measurements of the integrated MARG sensors to produce attitude,
velocity, and position estimation in a complementary fashion. Although gyro mea-
surements have been calibrated, there are still considerable errors which grow with
time due to integration. The magnetometer triad is used to measure the Earth’s
magnetic field providing a magnetic heading. This magnetic heading provide the
external reference to correct the gyro drift in yaw, and is also stabilized by the
gyroscopes. The accelerometer triad provides dynamic and static measurements
for detecting the translational acceleration and orientation. The resulting pitch
1The effect waves and the vibration of the towfish are neglected.
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and roll angles provide a means to resolve the measured magnetic field into the
horizontal component (see Equation 5.4) to form a compass heading, and also curb
the gyro drift in pitch and roll. The mechanism diagram of the designed Kalman
filter is illustrated in Figure 5.1.
Figure 5.1. The mechanism of the quaternion-based extended Kalman filter.
As shown in Figure 5.1, a direct filtering architecture2 is used for this quaternion-
based extended Kalman filter. Position, velocity and attitude are directly chosen
as the state of the navigation model. For the coordinate transformation, quater-
nions are used rather than Euler angles in order to avoid singularity and improve
calculation efficiency. For every sampling of the navigation data, the quaternion
representation is updated, and the coordinate transformation matrix between the
body frame and the tangent plane can be resolved for decoupling the translational
acceleration from the gravitational acceleration.
According to the basics of the Kalman filtering introduced in Section 2.5, a
Kalman filter consists of a process model and an observation model to fulfill the
predict and correct phases of the recursive filtering. In the following, the process
model and observation model of the quaternion-based extended Kalman filter are
described in detail.
2Direct filtering adopts total state space, compared to the error state space architecture of
indirect filter. Direct filtering models position, velocity, and attitude of a navigation system and
uses the sensor signals as inputs, whereas an indirect filtering uses system errors as states and
requires system errors as inputs [49].
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5.2.1 Process Model
The goal of this Kalman filter is to provide position, velocity, and attitude esti-
mation of the towfish. The attitude quaternion, q, the velocity relative to the
body frame, vb, and the position with respect to the tangent plane, rt, are directly
used as the states of the filter. Also, because the gyroscope measurements are cor-
rupted by a bias influenced by temperature and other undetermined factors (see
Section 4.4) and correlated with time, the gyro bias, brgy, is also chosen as a state
of the filter. Therefore, the state vector of the Kalman filter can be expressed as
x = [(q)T (brgy)
T (vb)T (rt)T ]T (5.8)
A process model is required to predict the value of each state. It can be seen in
Figure 5.1 that the orientation estimate represented by quaternions is of the essence
and determines position and velocity in a direct manner. The attitude quaternion
provide the coordinate transformation from the body frame to the tangent plane.
The propagation of the quaternion state is described using the angular rates of the
body frame, ωb, according to the differential equation:
q˙ =
1
2
qωb =
1
2
Ψq (5.9)
where
ωb = [ωx ωy ωz]
T
and
Ψ =

0 −ωx −ωy −ωz
ωx 0 ωz −ωy
ωy −ωz 0 ωx
ωz ωy −ωx 0

Note that renormalization is required at the end of each iteration for providing a
unity quaternion to perform vector rotation. The gyro bias term, brgy, and the
gyroscope measurement noise term, wrgy, are subtracted from the raw angular rate
measurements, ωrgy, obtained from the gyroscopes to resolve the bias and noise
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corrected angular rates of the body frame:
ωb = ωrgy − brgy −wrgy (5.10)
The transformation matrix between the tangent plane and the body frame can be
written in terms of the four-element quaternion state vector as
Rt2b = R
T
b2t =

1− 2q22 − 2q23 2q1q2 − 2q0q3 2q1q3 + 2q0q2
2q1q2 + 2q0q3 1− 2q21 − 2q23 2q2q3 − 2q0q1
2q1q3 − 2q0q2 2q2q3 + 2q0q1 1− 2q21 − 2q22
 (5.11)
For translational modelling, the velocity with reference to the body frame is
chosen. The advantage is that the available velocity information (either direct
or indirect), such as the speed data from GPS for the alignment purpose and
the accelerometer measurements, is relative to the same frame of reference, and
the velocity with reference to the tangent plane can be simply resolved using the
transformation matrix given above. The disadvantage is the slightly increased
complexity of the Jacobian matrix computation. The velocity differential equation
can be described in terms of the total acceleration caused by the specific force (see
Equation 4.1) measured by the accelerometer triad, the transformation matrix
derived from the quaternion, Rt2b, and initial orientation matrix, Ct2b.
v˙b = aacc −Rt2bCt2bg (5.12)
The position of interest is with reference to the tangent plane. The propagation
of the position state can be described using the differential equation:
r˙t = Rb2tCb2tv
b (5.13)
As discussed in Section 4.4, the gyro bias can be modelled as a first order
Gauss-Markov process. Hence, the propagation of the gyro bias, brgy, is described
mathematically as
b˙rgy = − 1
τ
brgy +wb
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=

− 1
τx
0 0
0 − 1
τy
0
0 0 − 1
τz
brgy +wb (5.14)
where wb represents the driving process noise. The correlation time constant (τx =
τy = τz) for three ADXRS401 gyroscopes was determined as approximately 350 s
(see Section 4.4).
Consequently, combing the quaternion differential equation (Equation 5.9), the
bias propagation equation (Equation 5.14), and the translational differential equa-
tions (Equation 5.12 and 5.13), the state equation can be written as
q˙
b˙rgy
v˙b
r˙t
 =

1
2
Ψq
− 1
τ
brgy
aacc −Rt2bCt2bg
Rb2tCb2tv
b
 (5.15)
5.2.2 Observation Model
The calibrated navigation data from the accelerometers and magnetometers on
the navigation card provides observation for the Kalman filter to correct the state
prediction. Therefore, the observation vector for the extended Kalman filter is
given by
z = [aacc Bmag]
T (5.16)
Although calibration has been performed for the rate gyroscopes, the measure-
ments are still corrupted by stochastic error and noise, which cause a random walk
for the quaternion state estimation. This error increases with time. Therefore,
in the correct phase of the Kalman filter, the implementation of the observation
vector focuses on the correction of the quaternion state estimation.
By using the accelerometers as tilt sensing devices, the random walk in pitch
and roll can be corrected based on the constant Earth’s gravity. Also, the mag-
netometers give the yaw correction with reference to the Earth’s magnetic field.
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Both measurements can be expressed using a quaternion representation as
aacc = Rt2b g = g

2q1q3 + 2q0q2
2q2q3 − 2q0q1
1− 2q21 − 2q22
 (5.17)
and
Bmag = Rt2bB
t
e =

1− 2q22 − 2q23 2q1q2 − 2q0q3 2q1q3 + 2q0q2
2q1q2 + 2q0q3 1− 2q21 − 2q23 2q2q3 − 2q0q1
2q1q3 − 2q0q2 2q2q3 + 2q0q1 1− 2q21 − 2q22


Btex
Btey
Btez

(5.18)
where g and Bte are the Earth’s gravitational constant and magnetic intensity
vector with respect to the tangent plane.
5.2.3 Filter Parameters and Implementation
In order to implement the filter, a few important parameters need to be initialized
on startup. First is the initial state, xˆ0. With the orientation matrix specified
for initial orientation of the body frame relative to the tangent plane, the attitude
quaternion is set to [1, 0, 0, 0]T . The initial gyro bias drift estimates are set to
0. Because, for the conducted experiments, the body platform started from a
stationary position, the initial translational velocities in the three axes of the body
frame are set to 0 and the initial position is chosen to be the origin of the tangent
plane.
Table 5.1. Sensor noise characteristics.
Gyroscopes Accelerometers Magnetometers
Bandwidth 10 Hz 30 Hz 10 Hz 100 Hz 30 Hz
Sensor noise 0.19 ◦/s 0.33 ◦/s 0.35 mg 1.1 mg 7.1 µgauss
The key elements of the Kalman filter are the three covariance matrices, includ-
ing the state error covariance, the process noise covariance, and the measurement
noise covariance matrices. Since the state errors are considered uncorrelated, the
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initial error covariance matrix, P0, has the off-diagonal entries set to 0. The di-
agonal entries are configured to 0.01. The measurement noise covariance matrix,
R, consists of the square of the Root Mean Square (RMS) noise for each sensor
on the diagonals of the matrix. The off-diagonal terms are zero, since the mea-
surements are assumed to be uncorrelated. The sensor noise characteristics (see
Section 3.2) and the corresponding bandwidth for each signal channel (see Sec-
tion 3.4) are summarized in Table 5.1. The process noise matrix on the Kalman
filter, Q, defines the model uncertainty and disturbance. Because the attitude
quaternion is obtained from the angular rate measurements, the diagonal entries
of the process noise covariance for the quaternion is quantified as the square of the
standard derivation of the gyroscope noise.
The Earth’s gravity and magnetic strength are location dependent. These val-
ues are also required for the filter initialization. Because of the gravity anomalies,
the local gravity value at sea level can be calculated, given latitude λ, as [35]
g = 9.780327(1 + 0.0053024 sin2(λ)− 0.0000058 sin2(2λ)) (5.19)
This conventional gravity formula has an accuracy of 1µm/s2 sufficient for this
navigation application [35]. As mention in Section 4.3.3, the Earth’s magnetic
intensity vector, Bte, can be quantified using the Earth’s magnetic parameters
available online [40], such as the total Earth’s magnetic strength, Be, the declina-
tion angle, θdec, and the inclination angle
3, θinc. The magnetic intensity vector can
be formulated as
Bte =

Be cos θinc sin θdec
Be cos θinc cos θdec
−Be sin θinc
 (5.20)
The implementation procedure of the Kalman filter algorithm is outlined in the
following. Matlab code showing the algorithm is presented in Appendix A.
Step 1: Data initialization The navigation card NMEA output sentences were
converted into arrays of raw data for each type of sensors. Synchronization of
3The angle between the Earth’s magnetic vector and the plane of the horizon. The positive
inclination angle points down. For example, the inclination angle in Lyttelton Harbour is ap-
proximately -68.612◦. Because the axis configuration of the tangent plane is north-east-up, the
sign in front of the z axis (see Equation 5.20) of the magnetic vector is negative.
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the data was performed due to the different sampling rates for sensors. The
calibration process was conducted using the predetermined sensor calibration
information. The process includes nonorthogonality correction, scale factor
and bias implementation, and gyro bias temperature compensation.
Step 2: Initial alignment The accelerometer and magnetometer measurements
were used to approximate the initial orientation matrix. Initial velocity and
position were also specified according to the dynamics of the body platform.
Step 3: Filter initialization and loop The initial parameters of the Kalman
filter were given as discussed in Section 5.2.3. The parameters include initial
state, the associated error covariance matrix, and process noise and mea-
surement noise covariance matrices. The algorithm of the Kalman filter is
referred to in Section 2.5. Note that in the predict phase all the integrations
were carried out using the fourth order Runge-Kutta method.
5.3 Experimental Results
For experimental purposes, the navigation card was attached to a small skate
board. The initial calibration was performed according to the algorithm provided
in Chapter 4. In order to verify the accuracy of the experimental results, a XH6831
USB GPS receiver was also attached to the skate board. The GPS receiver has a
built-in active antenna and supports industry standard NMEA 0183 commands.
It can provide horizontal position accuracy of about 15m and velocity accuracy of
about 0.1m/s. A laptop was connected to both the navigation card and the GPS
receiver via the USB interface for receiving the data through HyperTerminal.
The simulation and experimental results are demonstrated in two parts. The
first part focuses on the orientation estimation performance of the Kalman filter
implementing the sensor cluster in comparison with the estimation of the filter
implementing the rate gyroscopes alone and the calculation based solely on the
combination of accelerometers and magnetometers. The second part includes the
velocity and position estimation of the sensor fusion to examine the capability of
the (total state space) filtering strategy in evaluating velocity and position infor-
mation.
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5.3.1 Orientation Estimation
Theoretically, both gyroscopes and the combination of accelerometers and magne-
tometers are capable to provide orientation estimation. With known initial atti-
tude, the orientation information can be updated using the angular rates measured
by the rate gyroscopes through integration. The combination of accelerometers and
magnetometers measure the relative rotation with respect to the Earth’s gravity
and the Earth’s magnetic field to achieve the orientation information. The prob-
lem of the gyroscope orientation estimation is the gyro drift due to the fluctuations
of the gyroscope offset and measurement noise. The concern of a combination of
accelerometers and magnetometers is that the sensor measurements are noisy and
disturbed. From the orientation estimation perspective, the disturbances include
translational acceleration and magnetic disturbances. However, the resulting val-
ues of this combination have long term stability and much less drift, whereas the
short term stability of gyroscopes can be utilized to compensate the disturbances
of the combination. The simulation results in this part of the section is focussed
on the verification of the orientation estimation capability of the designed filter to
solve both the gyro drift and the disturbances of the combination of accelerometers
and magnetometers.
The navigation data was simulated according to the characteristics of the
MARG sensors. The orientation and some dynamic manoeuvres were designed
in the simulation, and white noise was added to the ideal data. Additionally, the
translational acceleration and magnetic disturbances were included in the simu-
lated accelerometer and magnetometer measurements. The orientation estimation
results are illustrated in Figure 5.2 and Figure 5.3 using the intuitive Euler angle
representation. The velocity and position estimation results in the same simulation
are presented in the next section. The Euler angles calculated using the combina-
tion of the accelerometers and magnetometers as well as the gyroscopes alone are
shown in comparison. As seen in these figures, the sensor fusion gave significant
improvement over individual sensors in orientation estimation. The combination
estimation is plotted in the dashed line. Because of the translational acceleration,
the combination gave erroneous pitch and roll estimation. The simulated magnetic
disturbance occurring at 10 s was detected by the magnetometers. This resulted in
the inaccuracy of the yaw estimation. By combining the gyroscope measurements,
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Figure 5.2. Euler angle representation of the orientation estimation from the
quaternion-based extended Kalman filter using simulated MARG measurements in com-
parison with the Euler angles calculated using the measurements from the combination
of accelerometers and magnetometers.
Figure 5.3. Euler angle representation of the orientation estimation from the
quaternion-based extended Kalman filter using simulated MARG measurements in com-
parison with the Euler angles calculated using the measurements from the gyroscope
alone.
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the filter eliminated the disturbances and provided estimation very close to the
actual values. On the other hand, the estimated values are compared with the
results using the gyroscopes alone. It can be seen in Figure 5.3 that occasionally
the results using the gyroscopes alone are even more closer to the actual values
than those from the Kalman filter. The reason of that is that the gyro drift con-
taminating in the orientation estimates is comparatively small compared to the
disturbances brought in by the combination so that the errors of the combination
became dominant in the estimation process. Accordingly, the measurement noise
covariance was increased to reduce the effects of the disturbances to the estima-
tion, which means the model calculation based on the gyroscope measurements is
trusted more. Therefore, the disturbances from the combination were compensated
well whereas the compensation of the gyro drift is not really obvious.
Figure 5.4. Euler angle representation of the orientation estimation in comparison with
the angle values obtained from gyro alone estimation.
An experimental result is illustrated in Figure 5.4. In the experiment, the nav-
igation card was moved around the perimeter of a football field. The Kalman filter
estimated the orientation in agreement with the desired values and eliminated the
gyro drift. The estimated results are also compared with the Euler angles directly
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Figure 5.5. Euler angle representation of the orientation estimation in comparison with
the angle values obtained from the combination of accelerometers and magnetometers.
calculated based on the combination of the accelerometers and magnetometers.
The gray line represents the desired angles achieved with the assumption that the
navigation card moves on a horizontal surface and each turn is a right angle. The
difference of two set of Euler angles can be seen clearly. The Kalman filter removes
some component from the pitch and roll angles gained from the accelerometers,
which makes the estimated Euler angles closer to the desired angles. On the other
hand, the yaw angle estimation from the Kalman filter provides smooth transi-
tion and eliminates the spike in the yaw angle obtained from the magnetometers.
The simulation and experimental results show that the Kalman filter can tolerate
linear acceleration and magnetic disturbances to a moderate degree and eliminate
the gyro drift to provide considerably accurate orientation information.
5.3.2 Velocity and Position Estimation
The other important part of the experiment concentrates on velocity and position
estimation. The simulation given in the last section also gives the velocity and
position estimation of the designed filter. The accuracy of the velocity and po-
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sition is heavily determined by the orientation estimation results. Because, from
the simulation, the Kalman filter gave precise orientation to decouple the transla-
tional acceleration from the gravitational acceleration and eliminate the magnetic
disturbances (see Section 5.3.1), the velocity and position estimation were resolved
using the resulting translational acceleration and orientation information. The re-
sults are illustrated in Figure 5.6 and Figure 5.7. As can be seen, the velocity and
position calculated from the Kalman filter match closely to the actual values. For
testing the robustness of the filter in practice, some experiments were performed,
and results are shown in the following section.
Figure 5.6. Velocity estimates with respect to the body frame resulted from the
quaternion-based extended Kalman filter using simulated MARG measurements.
Figure 5.8 presents the position estimation of the quaternion-based extended
Kalman filter compared with the values obtained from the USB GPS unit. In
this experiment, the skate board was pulled along a slightly curved path on a flat
surface. In the figure, the square represents the start point and the circle represents
the last sampling point. All position information is expressed with respect to
the tangent plane. It can be seen that the sensor fusion prediction followed the
trajectory obtained from GPS very closely at the beginning but drifted apart close
to the finish. The GPS did not provide accurate position information due to
84 CHAPTER 5 SENSOR FUSION AND RESULTS
Figure 5.7. Position estimates with respect to the tangent plane resulted from the
quaternion-based extended Kalman filter using simulated MARG measurements.
Figure 5.8. 2D trajectory plot of a straight line run using the position estimated by
the quaternion-based extended Kalman filter in comparison with the position obtained
from GPS.
5.3 EXPERIMENTAL RESULTS 85
the limited accuracy especially when the skate board approached the end of the
path. This can be more clearly seen from a 3D position plot shown in Figure 5.9.
Comparatively, the position estimated by the sensor fusion has smoother transition
and is more realistic.
The effectiveness of the sensor fusion estimation can also be demonstrated with
and without the aid of the accelerometers and magnetometers. In this experiment,
the skate board started stationary and was moved in anti-clockwise circles three
times. The position plot shown in Figure 5.11 is obtained from the prediction based
on the gyroscopes alone. The predicted position plots a spiral growing in scale.
The performance is unsatisfactory due to the gyro drift and noise. In comparison,
when the Kalman filter was aided by the observation of the accelerometers and
magnetometers, the performance is improved. The resulting position estimation
is given in Figure 5.11 in comparison with the GPS-obtained position. However,
because the navigation card is not velocity-aided or position-aided, the growing
errors of velocity and position estimation can not be eliminated effectively.
Figure 5.9. 3D trajectory plot of a straight line run using the position estimated by
the quaternion-based extended Kalman filter in comparison with the position obtained
from GPS.
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Figure 5.10. 2D trajectory plot of three anti-clockwise circles estimated by the
quaternion-based extended Kalman filter without the aid of the accelerometers and mag-
netometers.
Figure 5.11. 2D trajectory plot of three anti-clockwise circles estimated by the
quaternion-based extended Kalman filter with the aid of the accelerometers and magne-
tometers in comparison with the position obtained from GPS.
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CHAPTER 6
CONCLUSIONS AND
RECOMMENDATIONS
6.1 Conclusions
The work in this thesis developed a thorough navigation solution for orientation
and position tracking. It included the construction of the integrated sensing mod-
ule, sensor calibration algorithm study, and sensor fusion implementation.
An integrated navigation card was constructed based on low-cost off-the-shelf
MARG sensors. The sensor cluster was mounted in an orthogonal triad config-
uration to monitor the motions in six degrees of freedom. The data acquisition
system and associated electronics were tested and are able to correctly sample and
transmit the navigation data to the towfish computer for postprocessing.
Sensor calibration algorithms were studied and the stochastic properties of the
sensors were analyzed. The nonlinear least squares algorithm was used to minimize
cost functions based on the accelerometer and magnetometer models to determine
the calibration parameters, such as scale factor and misalignment. Some results
88 CHAPTER 6 CONCLUSIONS AND RECOMMENDATIONS
demonstrated the accuracy of the calibration algorithm.
Sensor fusion was developed based on the extended Kalman filter. The quater-
nion was used for the parameterization of the coordinate transformation. It sim-
plified the rotation and derivative calculations and improved the fusion efficiency.
The extended Kalman filter was based on a total state space model, which out-
puts the position, velocity, and attitude as well as the gyro bias. The total state
space scheme provided a simple and efficient estimation method. The simulations
and experimental results demonstrated that the MARG sensors can be configured
in a complementary fashion to compensate the weakness of one sensor with the
strength of another sensor. It was also proven that the Kalman filter using the
total state space model can provide accurate orientation estimation but is inade-
quate for position and velocity estimation based on only the MARG sensors due
to the sensor noise and integration error. The filter gave poorer estimation results
when the platform had more manoeuvres.
6.2 Recommendations
Compared to the total state space model, the error state space model has more
advantages. The error model defines the errors of the sensors rather than the total
states, such as position and velocity. The inputs for this model are the deviation
of each defined total state. Because the error state space model only provides the
correction for the sensor signals, it is more robust than the total state space model.
However, because the error state space model contains more nonlinear terms, the
complexity of the model is increased correspondingly. By applying the error state
space model, the errors of the sensor parameters as well as the uncertainty of
initial parameters can be estimated with improved accuracy. Moreover, different
sensor fusion algorithm can be adopted, such as the unscented Kalman filter [17].
The unscented Kalman filter uses a deterministic sampling technique to specify
a minimal set of carefully chosen sample points, which propagate through the
nonlinear model capturing the mean and covariance accurate to the second order
[17]. The unscented Kalman filter can improve the robustness of the estimation.
Currently, the in-motion alignment scheme is totally based on theoretical con-
sumption. Some parameters can not be accurately computed in practice. The
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error state space model can also include the initial alignment error so that the
initial values can be indirectly determined by the filter. The unscented Kalman
filter can improve the tolerance towards the erroneous initial values so that large
initial alignment errors are allowed [48].
The system can also be improved by including velocity or position sensors, for
example, a doppler velocity log (DVL). As mentioned, the constructed total state
space model is capable of accurate orientation estimation based on the integrated
MARG sensors. If velocity or position information is available, the errors caused
by sensor noise and integration error can be compensated accordingly. A simple
and low-cost solution is to integrate a flow sensor to roughly determine the velocity
of the underwater vehicle or a GPS unit for position fixing when the underwater
vehicle periodically swims to the surface. The redundant axes of the ADXL203
accelerometers can also be implemented in the future research to improve the
system performance [50].

91
APPENDIX A
MATLAB CODE
92 APPENDIX A MATLAB CODE
1
%
Q
u
a
t
e
r
n
io
n
−
b
a
s
e
d
e
x
t
e
n
d
e
d
K
a
lm
a
n
f
i
l
t
e
r
m
a
t
la
b
c
o
d
e
2
%
P
r
o
c
e
s
s
i
n
c
l
u
d
i
n
g
3
%
1
.
D
a
t
a
i
n
i
t
i
a
l
i
z
a
t
i
o
n
4
%
2
.
I
n
i
t
i
a
l
a
li
g
n
m
e
n
t
5
%
3
.
K
a
lm
a
n
f
i
l
t
e
r
i
n
i
t
i
a
l
i
z
a
t
i
o
n
a
n
d
lo
o
p
6 7
%
G
l
o
b
a
l
i
z
a
t
i
o
n
8
g
l
o
b
a
l
t
a
u
b
g
B
t
d
e
c
i
n
c
9
%
I
n
i
t
i
a
l
i
z
e
p
a
r
a
m
e
t
e
r
s
1
0
t
a
u
b
=
4
0
0
;
1
1
%
t
h
e
E
a
r
t
h
’
s
g
r
a
v
i
t
y
c
a
l
c
u
l
a
t
e
d
a
c
c
o
r
d
i
n
g
t
h
e
l
a
t
i
t
u
d
e
v
a
lu
e
1
2
g
=
9
.7
9
0
5
;
1
3
%
T
h
e
E
a
r
t
h
’
s
m
a
g
n
e
t
ic
f
i
e
l
d
s
t
r
e
n
g
t
h
1
4
B
t
=
0
.5
7
9
1
3
3
1
;
1
5
%
D
e
c
l
i
n
a
t
i
o
n
a
n
g
le
,
p
o
i
n
t
i
n
g
t
o
t
h
e
n
o
r
t
h
−
e
a
s
t
d
i
r
e
c
t
i
o
n
1
6
d
e
c
=
2
3
.
3
5
6
;
1
7
%
I
n
c
l
i
n
a
t
i
o
n
a
n
g
le
,
p
o
i
n
t
i
n
g
u
p
in
t
h
e
s
o
u
t
h
e
r
n
h
e
m
is
p
h
e
r
e
1
8
i
n
c
=
6
8
.
6
1
2
;
1
9
2
0
%
1
.
D
a
t
a
l
o
a
d
i
n
g
2
1
%
A
n
a
n
m
e
a
i
s
a
f
u
n
t
i
o
n
t
o
r
e
a
d
a
n
d
s
y
n
c
h
r
o
n
i
z
e
t
h
e
n
a
v
i
g
a
t
i
o
n
2
2
%
d
a
t
a
fr
o
m
a
N
M
E
A
f
i
l
e
2
3
[
a
c
c
,
r
g
y
,
m
a
g
,
m
s
c
]=
a
n
a
n
m
e
a
(
’
.
.
\l
o
g
s
\n
a
v
f
2
7
.
t
x
t
’
)
;
2
4
2
5
%
S
e
n
s
o
r
c
a
l
i
b
r
a
t
i
o
n
a
n
d
c
o
m
p
e
n
s
a
t
io
n
2
6
%
A
c
c
e
le
r
o
m
e
t
e
r
n
o
n
o
r
t
h
o
g
o
n
a
l
i
t
y
c
o
r
r
e
c
t
i
o
n
m
a
t
r
ix
2
7
p
a
=
[
8
9
.9
1
1
7
9
1
.1
8
5
0
8
8
.8
9
8
5
]/
1
8
0
*
p
i
;
%
A
li
g
n
m
e
n
t
a
n
g
l
e
s
(
d
e
g
)
2
8
p
a
m
3
3
=
s
q
r
t
(
1
−
c
o
s
(
p
a
(
2
)
)
*
c
o
s
(
p
a
(
2
)
)
−
c
o
s
(
p
a
(
3
)
)
*
c
o
s
(
p
a
(
3
)
)
)
;
2
9
p
a
m
=
[
1
0
0
;
c
o
s
(
p
a
(
1
)
)
s
i
n
(
p
a
(
1
)
)
0
;
.
.
.
3
0
c
o
s
(
p
a
(
3
)
)
c
o
s
(
p
a
(
2
)
)
p
a
m
3
3
]
;
3
1
t
a
m
=
[
1
0
0
.0
0
9
4
;
0
.0
0
0
2
0
.9
9
9
8
−
0
.0
1
8
0
;−
0
.0
0
9
4
0
.0
1
8
0
0
.9
9
9
8
]
;
3
2
%
P
r
e
c
a
l
i
b
r
a
t
e
d
m
a
g
n
e
t
o
m
e
t
e
r
c
o
r
r
e
c
t
i
o
n
m
a
t
r
ix
3
3
p
m
=
[
8
9
.
7
0
8
5
.
7
3
8
6
.
3
8
]/
1
8
0
*
p
i
;
%
A
li
g
n
m
e
n
t
a
n
g
l
e
s
(
d
e
g
)
3
4
p
m
m
3
3
=
s
q
r
t
(
1
−
c
o
s
(
p
a
(
2
)
)
*
c
o
s
(
p
a
(
2
)
)
−
c
o
s
(
p
a
(
3
)
)
*
c
o
s
(
p
a
(
3
)
)
)
;
3
5
p
m
m
=
[
1
0
0
;
c
o
s
(
p
a
(
1
)
)
s
i
n
(
p
a
(
1
)
)
0
;
.
.
.
3
6
c
o
s
(
p
a
(
3
)
)
c
o
s
(
p
a
(
2
)
)
p
m
m
3
3
]
;
3
7
%
C
a
l
i
b
r
a
t
i
o
n
s
c
a
l
e
f
a
c
t
o
r
a
n
d
b
i
a
s
(
lo
w
b
a
n
d
w
id
t
h
a
c
c
e
l
e
r
o
m
e
t
e
r
s
)
3
8
a
c
c
n
u
l
l
=
[3
2
2
9
6
.
5
3
2
7
3
6
.
5
3
2
3
0
0
.
5
]
;
3
9
a
c
c
s
f
=
[
0
.9
8
5
4
0
.9
8
6
4
0
.9
9
5
1
]
;
%
V
/
g
4
0
m
a
g
n
u
ll
=
[3
3
6
7
4
3
3
1
2
9
3
3
3
8
9
]
;
4
1
m
a
g
s
f
=
[
1
.0
6
8
2
1
.0
9
8
7
1
.1
4
0
8
]
;
%
V
/
g
a
u
s
s
4
2
%
a
c
c
e
l
e
r
a
t
i
o
n
x
4
3
a
c
c
a
(
:
,
1
)
=
−
(
a
c
c
(
:
,
4
)
−
a
c
c
n
u
l
l
(
1
)
)
*
5
/
6
5
5
3
6
/
a
c
c
s
f
(
1
)
;
4
4
%
a
c
c
e
l
e
r
a
t
i
o
n
y
4
5
a
c
c
a
(
:
,
2
)
=
−
(
a
c
c
(
:
,
5
)
−
a
c
c
n
u
l
l
(
2
)
)
*
5
/
6
5
5
3
6
/
a
c
c
s
f
(
2
)
;
4
6
%
a
c
c
e
l
e
r
a
t
i
o
n
z
4
7
a
c
c
a
(
:
,
3
)
=
(
a
c
c
(
:
,
6
)
−
a
c
c
n
u
l
l
(
3
)
)
*
5
/
6
5
5
3
6
/
a
c
c
s
f
(
3
)
;
4
8
%
m
a
g
n
e
t
ic
s
t
r
e
n
g
t
h
x
4
9
m
a
g
a
(
:
,
1
)
=
(
m
a
g
(
:
,
1
)
−
m
a
g
n
u
ll
(
1
)
)
*
5
/
6
5
5
3
6
/
m
a
g
s
f
(
1
)
;
5
0
%
m
a
g
n
e
t
ic
s
t
r
e
n
g
t
h
y
5
1
m
a
g
a
(
:
,
2
)
=
−
(m
a
g
(
:
,
2
)
−
m
a
g
n
u
ll
(
2
)
)
*
5
/
6
5
5
3
6
/
m
a
g
s
f
(
2
)
;
5
2
%
m
a
g
n
e
t
ic
s
t
r
e
n
g
t
h
z
5
3
m
a
g
a
(
:
,
3
)
=
−
(m
a
g
(
:
,
3
)
−
m
a
g
n
u
ll
(
3
)
)
*
5
/
6
5
5
3
6
/
m
a
g
s
f
(
3
)
;
5
4
%
O
r
t
h
o
g
o
n
a
li
t
y
c
o
r
r
e
c
t
i
o
n
p
r
o
c
e
s
s
5
5
f
o
r
i
=
1
:
l
e
n
g
t
h
(
a
c
c
a
)
5
6
a
c
c
b
(
i
,
:
)
=
(
in
v
(
t
a
m
)
*
in
v
(
p
a
m
)
*
a
c
c
a
(
i
,
:
)
’
)
’
;
5
7
e
n
d
5
8
f
o
r
i
=
1
:
l
e
n
g
t
h
(
m
a
g
a
)
5
9
m
a
g
b
(
i
,
:
)
=
(
in
v
(p
m
m
)
*
m
a
g
a
(
i
,
:
)
’
)
’
;
6
0
e
n
d
6
1
%
B
ia
s
c
o
m
p
e
n
s
a
t
io
n
p
r
o
c
e
s
s
u
s
in
g
b
ia
s
−
t
e
m
p
e
r
a
t
u
r
e
lo
o
k
u
p
t
a
b
l
e
6
2
lo
a
d
r
g
y
c
a
l
t
6
3
%
B
i
a
s
c
o
n
v
e
r
t
o
r
i
s
a
f
u
n
c
t
i
o
n
t
o
t
r
a
c
k
t
h
e
n
u
l
l
v
a
lu
e
b
y
m
a
t
c
h
in
g
6
4
%
t
h
e
c
u
r
r
e
n
t
t
e
m
p
e
r
a
t
u
r
e
m
e
a
s
u
r
e
m
e
n
t
w
it
h
t
h
e
lo
o
k
u
p
t
a
b
l
e
6
5
%
p
r
o
v
id
e
d
b
y
t
h
e
M
A
T
f
i
l
e
.
6
6
r
g
y
n
u
l
l
=
b
i
a
s
c
o
n
v
e
r
t
o
r
(
r
g
y
,
m
s
c
,
[
t
1
t
2
t
3
r
1
r
2
r
3
]
)
;
6
7
%
M
a
n
u
f
a
c
t
u
r
e
r
s
p
e
c
i
f
i
e
d
s
c
a
l
e
f
a
c
t
o
r
i
s
u
s
e
d
f
o
r
g
y
r
o
s
6
8
r
g
y
s
f
=
[
0
.
0
1
5
0
.
0
1
5
0
.
0
1
5
]
;
%
V
/
d
e
g
/
s
6
9
f
o
r
i
=
1
:
l
e
n
g
t
h
(
r
g
y
)
7
0
r
g
y
b
(
i
,
:
)
=
−
(
r
g
y
(
i
,
1
:
3
)
−
r
g
y
n
u
l
l
(
1
,
:
)
)
*
5
/
6
5
5
3
6
.
/
r
g
y
s
f
;
7
1
e
n
d
7
2
7
3
%
2
.
I
n
i
t
i
a
l
a
li
g
n
m
e
n
t
7
4
%
I
n
i
t
i
a
l
E
u
le
r
a
n
g
l
e
s
c
a
l
c
u
l
a
t
i
o
n
(
r
a
d
/
s
)
7
5
i
n
i
a
n
g
(
1
:
2
)
=
[
a
t
a
n
(
a
c
c
b
(
1
,
2
)
/
a
c
c
b
(
1
,
3
)
)
−
a
s
i
n
(
a
c
c
b
(
1
,
1
)
)
]
;
7
6
m
a
g
t
(
1
)
=
c
o
s
(
i
n
i
a
n
g
(
2
)
)
*
m
a
g
b
(
1
,
1
)
.
.
.
7
7
+
s
i
n
(
i
n
i
a
n
g
(
2
)
)
*
s
i
n
(
i
n
i
a
n
g
(
1
)
)
*
m
a
g
b
(
1
,
2
)
.
.
.
7
8
+
s
i
n
(
i
n
i
a
n
g
(
2
)
)
*
c
o
s
(
i
n
i
a
n
g
(
1
)
)
*
m
a
g
b
(
1
,
3
)
;
7
9
m
a
g
t
(
2
)
=
c
o
s
(
i
n
i
a
n
g
(
1
)
)
*
m
a
g
b
(
1
,2
)
−
s
i
n
(
i
n
i
a
n
g
(
1
)
)
*
m
a
g
b
(
1
,
3
)
;
8
0
i
n
i
a
n
g
(
3
)
=
a
t
a
n
2
(
m
a
g
t
(
1
)
,
m
a
g
t
(
2
)
)
−
d
e
c
/
1
8
0
*
p
i
;
8
1
%
I
n
i
t
i
a
l
o
r
i
e
n
t
a
t
i
o
n
m
a
t
r
ix
c
a
l
c
u
l
a
t
i
o
n
8
2
b
t
1
1
=
c
o
s
(
i
n
i
a
n
g
(
3
)
)
*
c
o
s
(
i
n
i
a
n
g
(
2
)
)
;
8
3
b
t
1
2
=
−
s
i
n
(
i
n
i
a
n
g
(
3
)
)
*
c
o
s
(
i
n
i
a
n
g
(
1
)
)
.
.
.
8
4
+
c
o
s
(
i
n
i
a
n
g
(
3
)
)
*
s
i
n
(
i
n
i
a
n
g
(
2
)
)
*
s
i
n
(
i
n
i
a
n
g
(
1
)
)
;
8
5
b
t
1
3
=
s
i
n
(
i
n
i
a
n
g
(
3
)
)
*
s
i
n
(
i
n
i
a
n
g
(
1
)
)
.
.
.
8
6
+
c
o
s
(
i
n
i
a
n
g
(
3
)
)
*
s
i
n
(
i
n
i
a
n
g
(
2
)
)
*
c
o
s
(
i
n
i
a
n
g
(
1
)
)
;
8
7
b
t
2
1
=
s
i
n
(
i
n
i
a
n
g
(
3
)
)
*
c
o
s
(
i
n
i
a
n
g
(
2
)
)
;
8
8
b
t
2
2
=
c
o
s
(
i
n
i
a
n
g
(
3
)
)
*
c
o
s
(
i
n
i
a
n
g
(
1
)
)
.
.
.
8
9
+
s
i
n
(
i
n
i
a
n
g
(
3
)
)
*
s
i
n
(
i
n
i
a
n
g
(
2
)
)
*
s
i
n
(
i
n
i
a
n
g
(
1
)
)
;
9
0
b
t
2
3
=
−
c
o
s
(
i
n
i
a
n
g
(
3
)
)
*
s
i
n
(
i
n
i
a
n
g
(
1
)
)
.
.
.
9
1
+
s
i
n
(
i
n
i
a
n
g
(
3
)
)
*
s
i
n
(
i
n
i
a
n
g
(
2
)
)
*
c
o
s
(
i
n
i
a
n
g
(
1
)
)
;
9
2
b
t
3
1
=
−
s
i
n
(
i
n
i
a
n
g
(
2
)
)
;
93
9
3
b
t
3
2
=
c
o
s
(
i
n
i
a
n
g
(
2
)
)
*
s
i
n
(
i
n
i
a
n
g
(
1
)
)
;
9
4
b
t
3
3
=
c
o
s
(
i
n
i
a
n
g
(
2
)
)
*
c
o
s
(
i
n
i
a
n
g
(
1
)
)
;
9
5
i
n
i
b
2
t
=
[
b
t
1
1
b
t
1
2
b
t
1
3
;
b
t
2
1
b
t
2
2
b
t
2
3
;
b
t
3
1
b
t
3
2
b
t
3
3
]
;
9
6
i
n
i
t
2
b
=
i
n
i
b
2
t
’
;
9
7
%
I
n
i
t
i
a
l
v
e
l
o
c
i
t
y
o
f
t
a
n
g
e
n
t
p
la
n
e
a
n
d
b
o
d
y
f
r
a
m
e
.
9
8
%
F
o
r
e
x
p
e
r
im
e
n
t
s
,
t
h
e
p
la
t
f
o
r
m
s
t
a
r
t
s
fr
o
m
s
t
a
t
i
o
n
a
r
y
9
9
i
n
i
v
e
l
b
=
[
0
0
0
]
;
%
m
/
s
ˆ
2
1
0
0
i
n
i
v
e
l
t
=
(
i
n
i
b
2
t
*
i
n
i
v
e
l
b
’
)
’
;%
m
/
s
ˆ
2
1
0
1
1
0
2
%
3
.
K
a
lm
a
n
f
i
l
t
e
r
i
n
i
t
i
a
l
i
z
a
t
i
o
n
a
n
d
lo
o
p
1
0
3
%
S
t
a
t
e
v
e
c
t
o
r
:
1
0
4
%
x
1
:
q
u
a
t
e
r
n
io
n
c
o
m
p
o
n
e
n
t
q
0
(
s
c
a
l
a
r
)
1
0
5
%
x
2
:
q
u
a
t
e
r
n
io
n
c
o
m
p
o
n
e
n
t
q
1
1
0
6
%
x
3
:
q
u
a
t
e
r
n
io
n
c
o
m
p
o
n
e
n
t
q
2
1
0
7
%
x
4
:
q
u
a
t
e
r
n
io
n
c
o
m
p
o
n
e
n
t
q
3
1
0
8
%
x
5
:
a
n
g
u
la
r
r
a
t
e
b
i
a
s
f
o
r
x
−
a
x
i
s
1
0
9
%
x
6
:
a
n
g
u
la
r
r
a
t
e
b
i
a
s
f
o
r
y
−
a
x
i
s
1
1
0
%
x
7
:
a
n
g
u
la
r
r
a
t
e
b
i
a
s
f
o
r
z
−
a
x
i
s
1
1
1
%
x
8
:
v
e
l
o
c
i
t
y
in
x
−
a
x
i
s
o
f
b
o
d
y
fr
a
m
e
1
1
2
%
x
9
:
v
e
l
o
c
i
t
y
in
y
−
a
x
i
s
o
f
b
o
d
y
fr
a
m
e
1
1
3
%
x
1
0
:
v
e
l
o
c
i
t
y
in
z
−
a
x
i
s
o
f
b
o
d
y
fr
a
m
e
1
1
4
%
x
1
1
:
P
o
s
i
t
i
o
n
E
a
s
t
1
1
5
%
x
1
2
:
P
o
s
t
io
n
N
o
r
t
h
1
1
6
%
x
1
3
:
P
o
s
i
t
i
o
n
U
p
1
1
7
1
1
8
%
S
a
m
p
li
n
g
f
r
e
q
u
e
n
c
y
o
f
t
h
e
g
y
r
o
s
c
o
p
e
s
1
1
9
r
g
y
f
r
e
q
=
2
0
0
/
3
;
1
2
0
%
I
n
i
t
i
a
l
i
z
e
t
h
e
t
im
e
s
t
a
m
p
1
2
1
h
=
1
/
r
g
y
f
r
e
q
;
1
2
2
t
=
0
;
1
2
3
%
K
a
lm
a
n
f
i
l
t
e
r
i
n
i
t
i
a
l
i
z
a
t
i
o
n
1
2
4
c
l
e
a
r
S
1
2
5
S
.x
=
[
1
0
0
0
0
0
0
i
n
i
v
e
l
b
0
0
0
]
’
;
1
2
6
s
t
a
t
e
=
l
e
n
g
t
h
(
S
(
1
)
.
x
)
;
1
2
7
S
.P
=
0
.
0
1
*
e
y
e
(
s
t
a
t
e
)
;
1
2
8
S
.
z
=
[
a
c
c
b
(
1
,
:
)
m
a
g
b
(
1
,
:
)
]
’
;
1
2
9
Q
r
g
y
=
[
(
0
.
1
9
/
1
8
0
*
p
i
)
ˆ
2
0
0
;
0
(
0
.
3
3
/
1
8
0
*
p
i
)
ˆ
2
0
;
.
.
.
1
3
0
0
0
(
0
.
3
3
/
1
8
0
*
p
i
)
ˆ
2
]
;
1
3
1
Q
=
[
Q
r
g
y
z
e
r
o
s
(
3
,
s
t
a
t
e
−
3
)
;
z
e
r
o
s
(
s
t
a
t
e
−
3
,3
)
0
.
0
1
*
e
y
e
(
s
t
a
t
e
−
3
)
]
;
1
3
2
R
=
[
(
0
.3
5
e
−
3
)
ˆ
2
*
e
y
e
(
3
)
z
e
r
o
s
(
3
)
;
z
e
r
o
s
(
3
)
(
7
.1
e
−
6
)
ˆ
2
*
e
y
e
(
3
)
]
;
1
3
3
1
3
4
%
M
a
in
lo
o
p
o
f
t
h
e
K
a
lm
a
n
f
i
l
t
e
r
1
3
5
t
o
t
a
l
=
l
e
n
g
t
h
(
r
g
y
b
)
;
1
3
6
%
I
n
i
t
i
a
l
i
z
e
w
a
it
b
a
r
1
3
7
w
a
i
t
e
r
=
w
a
it
b
a
r
(
0
,
’
F
i
l
t
e
r
i
n
g
in
p
r
o
g
r
e
s
s
’
)
;
1
3
8
f
o
r
c
o
u
n
t
=
1
:
t
o
t
a
l
1
3
9
w
a
it
b
a
r
(
c
o
u
n
t
/
t
o
t
a
l
,
w
a
i
t
e
r
)
;
1
4
0
x
=
S
(
e
n
d
)
.
x
;
1
4
1
P
=
S
(
e
n
d
)
.P
;
1
4
2
z
=
[
a
c
c
b
(
c
o
u
n
t
,
:
)
m
a
g
b
(
c
o
u
n
t
,
:
)
]
’
;
1
4
3
%
T
h
e
p
r
e
d
i
c
t
p
r
o
c
e
s
s
u
s
in
g
t
h
e
4
t
h
o
r
d
e
r
R
u
n
g
e
−
K
u
t
t
a
m
e
t
h
o
d
1
4
4
x
h
a
t
=
r
k
4
(
x
,
t
(
c
o
u
n
t
)
,
h
,
’
p
r
o
c
m
o
d
’
,
.
.
.
1
4
5
[
a
c
c
b
(
c
o
u
n
t
,
:
)
’
i
n
i
t
2
b
r
g
y
b
(
c
o
u
n
t
,
:
)
’
/
1
8
0
*
p
i
]
)
;
1
4
6
t
(
c
o
u
n
t
+
1
)
=
t
(
c
o
u
n
t
)
+
h
;
1
4
7
%
C
a
lc
u
a
t
e
J
a
c
o
b
ia
n
m
a
t
r
ix
(
p
a
r
t
i
a
l
d
e
r
i
v
a
t
i
v
e
s
o
f
f
r
e
l
a
t
e
d
t
o
x
)
1
4
8
A
=
f
e
v
a
l
(
’
jp
r
o
c
m
o
d
’
,
x
,
[
]
,
[
]
,
.
.
.
1
4
9
[
a
c
c
b
(
c
o
u
n
t
,
:
)
’
i
n
i
t
2
b
r
g
y
b
(
c
o
u
n
t
,
:
)
’
/
1
8
0
*
p
i
]
)
;
1
5
0
%
C
a
l
c
u
l
a
t
e
e
r
r
o
r
c
o
v
a
r
i
a
n
c
e
m
a
t
r
ix
1
5
1
P
h
a
t
=
A
*
P
*
A
’
+
Q
;
1
5
2
%
C
a
lc
u
a
t
e
J
a
c
o
b
ia
n
m
a
t
r
ix
(
p
a
r
t
i
a
l
d
e
r
i
v
a
t
i
v
e
s
o
f
h
r
e
l
a
t
e
d
t
o
x
)
1
5
3
H
=
f
e
v
a
l
(
’
jm
e
a
s
m
o
d
’
,
x
,
[
]
,
a
c
c
b
(
1
,
:
)
,
m
a
g
b
(
1
,
:
)
)
;
1
5
4
%
C
o
m
p
u
t
e
t
h
e
K
a
lm
a
n
g
a
i
n
.
1
5
5
K
=
P
h
a
t
*
H
’
/
(
H
*
P
h
a
t
*
H
’+
R
)
;
1
5
6
%
C
o
r
r
e
c
t
P
r
o
c
e
s
s
1
5
7
z
h
a
t
=
f
e
v
a
l
(
’
m
e
a
s
m
o
d
’
,
x
h
a
t
,
[
]
,
a
c
c
b
(
1
,
:
)
,
m
a
g
b
(
1
,
:
)
)
;
1
5
8
x
=
x
h
a
t
+
K
*
(
z
−
z
h
a
t
)
;
1
5
9
%
P
e
r
fo
r
m
q
u
a
t
e
r
n
io
n
n
o
r
m
a
l
i
z
a
t
i
o
n
1
6
0
x
(
1
:
4
,
:
)
=
q
u
a
t
n
o
r
m
a
li
z
e
r
(
x
(
1
:
4
,
:
)
)
;
1
6
1
%
U
p
d
a
t
e
e
r
r
o
r
c
o
v
a
r
i
a
n
c
e
m
a
t
r
ix
1
6
2
P
=
(
e
y
e
(
s
t
a
t
e
)
−
K
*
H
)
*
P
h
a
t
;
1
6
3
%
S
t
o
r
e
r
e
s
u
l
t
s
1
6
4
S
(
e
n
d
+
1
)
.
x
=
x
;
1
6
5
S
(
e
n
d
)
.P
=
P
;
1
6
6
S
(
e
n
d
)
.
z
=
z
h
a
t
;
1
6
7
e
n
d
1
6
8
c
l
o
s
e
(
w
a
i
t
e
r
)
;
1
f
u
n
c
t
i
o
n
d
q
=
p
r
o
c
m
o
d
(
x
,
t
,
p
a
r
a
m
)
2
%
P
r
o
c
e
s
s
m
o
d
e
l
f
o
r
p
r
e
d
i
c
t
i
n
g
t
h
e
s
t
a
t
e
e
s
t
i
m
a
t
e
s
3
g
l
o
b
a
l
t
a
u
b
g
4
a
c
b
=
p
a
r
a
m
(
:
,
1
)
;
5
i
n
i
t
2
b
=
p
a
r
a
m
(
:
,
2
:
4
)
;
6
r
g
b
=
p
a
r
a
m
(
:
,
5
)
;
7
i
n
i
b
2
t
=
i
n
i
t
2
b
’
;
8 9
i
f
l
e
n
g
t
h
(
x
)
=
=
1
3
1
0
x
1
=
x
(
1
)
;
x
2
=
x
(
2
)
;
x
3
=
x
(
3
)
;
x
4
=
x
(
4
)
;
x
5
=
x
(
5
)
;
1
1
x
6
=
x
(
6
)
;
x
7
=
x
(
7
)
;
x
8
=
x
(
8
)
;
x
9
=
x
(
9
)
;
x
1
0
=
x
(
1
0
)
;
1
2
x
1
1
=
x
(
1
1
)
;
x
1
2
=
x
(
1
2
)
;
x
1
3
=
x
(
1
3
)
;
94 APPENDIX A MATLAB CODE
1
3
e
l
s
e
1
4
r
e
t
u
r
n
1
5
e
n
d
1
6
1
7
r
1
=
r
g
b
(
1
)
−
x
5
;
1
8
r
2
=
r
g
b
(
2
)
−
x
6
;
1
9
r
3
=
r
g
b
(
3
)
−
x
7
;
2
0
2
1
%
P
r
o
c
e
s
s
m
o
d
e
l
s
t
a
t
e
e
q
u
a
t
io
n
2
2
d
q
(
1
:
4
,
:
)
=
1
/
2
*
[0
r
1
r
2
r
3
;
2
3
−
r
1
0
−
r
3
r
2
;
2
4
−
r
2
r
3
0
−
r
1
;
2
5
−
r
3
−
r
2
r
1
0
]
*
[
x
1
x
2
x
3
x
4
]
’
;
2
6
m
t
2
b
=
[1
−
2
*
x
3
ˆ
2
−
2
*
x
4
ˆ
2
2
*
x
2
*
x
3
−
2
*
x
1
*
x
4
2
*
x
2
*
x
4
+
2
*
x
1
*
x
3
;
2
7
2
*
x
2
*
x
3
+
2
*
x
1
*
x
4
1
−
2
*
x
2
ˆ
2
−
2
*
x
4
ˆ
2
2
*
x
3
*
x
4
−
2
*
x
1
*
x
2
;
2
8
2
*
x
2
*
x
4
−
2
*
x
1
*
x
3
2
*
x
3
*
x
4
+
2
*
x
1
*
x
2
1
−
2
*
x
2
ˆ
2
−
2
*
x
3
ˆ
2
]
;
2
9
m
b
2
t
=
m
t
2
b
’
;
3
0
d
q
(
5
:
7
,
:
)
=
−
1
/
t
a
u
b
*
e
y
e
(
3
)
*
x
(
5
:
7
)
;
3
1
d
q
(
8
:
1
0
,
:
)
=
g
*
(
a
c
b
−
m
t
2
b
*
i
n
i
t
2
b
*
[
0
0
1
]
’
)
;
3
2
d
q
(
1
1
:
1
3
,
:
)
=
i
n
i
b
2
t
*
m
b
2
t
*
[
x
8
x
9
x
1
0
]
’
;
1
f
u
n
c
t
i
o
n
A
=
jp
r
o
c
m
o
d
(
x
,
u
,w
,
p
a
r
a
m
)
2
%
P
r
o
c
e
s
s
m
o
d
e
l
J
a
c
o
b
ia
n
m
a
t
r
ix
3
g
l
o
b
a
l
t
a
u
b
g
4
a
c
b
=
p
a
r
a
m
(
:
,
1
)
;
5
i
n
i
t
2
b
=
p
a
r
a
m
(
:
,
2
:
4
)
;
6
r
g
b
=
p
a
r
a
m
(
:
,
5
)
;
7
i
n
i
b
2
t
=
i
n
i
t
2
b
’
;
8 9
i
f
l
e
n
g
t
h
(
x
)
=
=
1
3
1
0
x
1
=
x
(
1
)
;
x
2
=
x
(
2
)
;
x
3
=
x
(
3
)
;
x
4
=
x
(
4
)
;
x
5
=
x
(
5
)
;
1
1
x
6
=
x
(
6
)
;
x
7
=
x
(
7
)
;
x
8
=
x
(
8
)
;
x
9
=
x
(
9
)
;
x
1
0
=
x
(
1
0
)
;
1
2
x
1
1
=
x
(
1
1
)
;
x
1
2
=
x
(
1
2
)
;
x
1
3
=
x
(
1
3
)
;
1
3
e
l
s
e
1
4
r
e
t
u
r
n
1
5
e
n
d
1
6
1
7
i
f
l
e
n
g
t
h
(
u
)
=
=
0
,
u
=
z
e
r
o
s
(
1
3
,
1
)
;
e
n
d
1
8
1
9
a
1
=
a
c
b
(
1
)
;
a
2
=
a
c
b
(
2
)
;
a
3
=
a
c
b
(
3
)
;
2
0
A
=
z
e
r
o
s
(
1
3
,
1
3
)
;
2
1
2
2
r
1
=
r
g
b
(
1
)
−
x
5
;
2
3
r
2
=
r
g
b
(
2
)
−
x
6
;
2
4
r
3
=
r
g
b
(
3
)
−
x
7
;
2
5
2
6
A
(
1
,
2
)
=
1
/
2
*
r
1
;
2
7
A
(
1
,
3
)
=
1
/
2
*
r
2
;
2
8
A
(
1
,
4
)
=
1
/
2
*
r
3
;
2
9
A
(
1
,
5
)
=
−
1
/
2
*
x
2
;
3
0
A
(
1
,
6
)
=
−
1
/
2
*
x
3
;
3
1
A
(
1
,
7
)
=
−
1
/
2
*
x
4
;
3
2
A
(
2
,
1
)
=
−
1
/
2
*
r
1
;
3
3
A
(
2
,
3
)
=
−
1
/
2
*
r
3
;
3
4
A
(
2
,
4
)
=
1
/
2
*
r
2
;
3
5
A
(
2
,
5
)
=
1
/
2
*
x
1
;
3
6
A
(
2
,
6
)
=
−
1
/
2
*
x
4
;
3
7
A
(
2
,
7
)
=
1
/
2
*
x
3
;
3
8
A
(
3
,
1
)
=
−
1
/
2
*
r
2
;
3
9
A
(
3
,
2
)
=
1
/
2
*
r
3
;
4
0
A
(
3
,
4
)
=
−
1
/
2
*
r
1
;
4
1
A
(
3
,
5
)
=
1
/
2
*
x
4
;
4
2
A
(
3
,
6
)
=
1
/
2
*
x
1
;
4
3
A
(
3
,
7
)
=
−
1
/
2
*
x
2
;
4
4
A
(
4
,
1
)
=
−
1
/
2
*
r
3
;
4
5
A
(
4
,
2
)
=
−
1
/
2
*
r
2
;
4
6
A
(
4
,
3
)
=
1
/
2
*
r
1
;
4
7
A
(
4
,
5
)
=
−
1
/
2
*
x
3
;
4
8
A
(
4
,
6
)
=
1
/
2
*
x
2
;
4
9
A
(
4
,
7
)
=
1
/
2
*
x
1
;
5
0
5
1
A
(
5
,
5
)
=
−
1
/
t
a
u
b
;
5
2
A
(
6
,
6
)
=
−
1
/
t
a
u
b
;
5
3
A
(
7
,
7
)
=
−
1
/
t
a
u
b
;
5
4
5
5
A
(
8
,
1
)
=
−
g
*
(
−
2
*
x
4
*
i
n
i
t
2
b
(
2
,3
)
+
2
*
x
3
*
i
n
i
t
2
b
(
3
,
3
)
)
;
5
6
A
(
8
,
2
)
=
−
g
*
(
2
*
x
3
*
i
n
i
t
2
b
(
2
,3
)
+
2
*
x
4
*
i
n
i
t
2
b
(
3
,
3
)
)
;
5
7
A
(
8
,
3
)
=
−
g
*
(
−
4
*
x
3
*
i
n
i
t
2
b
(
1
,3
)
+
2
*
x
2
*
i
n
i
t
2
b
(
2
,
3
)
.
.
.
5
8
+
2
*
x
1
*
i
n
i
t
2
b
(
3
,
3
)
)
;
5
9
A
(
8
,
4
)
=
−
g
*
(
−
4
*
x
4
*
i
n
i
t
2
b
(
1
,3
)
−
2
*
x
1
*
i
n
i
t
2
b
(
2
,
3
)
.
.
.
6
0
+
2
*
x
2
*
i
n
i
t
2
b
(
3
,
3
)
)
;
6
1
A
(
9
,
1
)
=
−
g
*
(
2
*
x
4
*
i
n
i
t
2
b
(
1
,3
)
−
2
*
x
2
*
i
n
i
t
2
b
(
3
,
3
)
)
;
6
2
A
(
9
,
2
)
=
−
g
*
(
2
*
x
3
*
i
n
i
t
2
b
(
1
,3
)
−
4
*
x
2
*
i
n
i
t
2
b
(
2
,
3
)
.
.
.
6
3
−
2
*
x
1
*
i
n
i
t
2
b
(
3
,
3
)
)
;
6
4
A
(
9
,
3
)
=
−
g
*
(
2
*
x
2
*
i
n
i
t
2
b
(
1
,3
)
+
2
*
x
4
*
i
n
i
t
2
b
(
3
,
3
)
)
;
6
5
A
(
9
,
4
)
=
−
g
*
(
2
*
x
1
*
i
n
i
t
2
b
(
1
,3
)
−
4
*
x
4
*
i
n
i
t
2
b
(
2
,
3
)
.
.
.
6
6
+
2
*
x
3
*
i
n
i
t
2
b
(
3
,
3
)
)
;
6
7
A
(
1
0
,
1
)
=
−
g
*
(
−
2
*
x
3
*
i
n
i
t
2
b
(
1
,3
)
+
2
*
x
2
*
i
n
i
t
2
b
(
2
,
3
)
)
;
6
8
A
(
1
0
,
2
)
=
−
g
*
(
2
*
x
4
*
i
n
i
t
2
b
(
1
,3
)
+
2
*
x
1
*
i
n
i
t
2
b
(
2
,
3
)
.
.
.
95
6
9
−
4
*
x
2
*
i
n
i
t
2
b
(
3
,
3
)
)
;
7
0
A
(
1
0
,
3
)
=
−
g
*
(
−
2
*
x
1
*
i
n
i
t
2
b
(
1
,3
)
+
2
*
x
4
*
i
n
i
t
2
b
(
2
,
3
)
.
.
.
7
1
−
4
*
x
3
*
i
n
i
t
2
b
(
3
,
3
)
)
;
7
2
A
(
1
0
,
4
)
=
−
g
*
(
2
*
x
2
*
i
n
i
t
2
b
(
1
,3
)
+
2
*
x
3
*
i
n
i
t
2
b
(
2
,
3
)
)
;
7
3
7
4
A
(
1
1
,
1
)
=
i
n
i
b
2
t
(
1
,
1
)
*
(
2
*
x
4
*
x
9
−
2
*
x
3
*
x
1
0
)
.
.
.
7
5
+
i
n
i
b
2
t
(
1
,2
)
*
(
−
2
*
x
4
*
x
8
+
2
*
x
2
*
x
1
0
)
.
.
.
7
6
+
i
n
i
b
2
t
(
1
,
3
)
*
(
2
*
x
3
*
x
8
−
2
*
x
2
*
x
9
)
;
7
7
A
(
1
1
,
2
)
=
i
n
i
b
2
t
(
1
,
1
)
*
(
2
*
x
3
*
x
9
+
2
*
x
4
*
x
1
0
)
.
.
.
7
8
+
i
n
i
b
2
t
(
1
,
2
)
*
(
2
*
x
3
*
x
8
−
4
*
x
2
*
x
9
+
2
*
x
1
*
x
1
0
)
.
.
.
7
9
+
i
n
i
b
2
t
(
1
,
3
)
*
(
2
*
x
4
*
x
8
−
2
*
x
1
*
x
9
−
4
*
x
2
*
x
1
0
)
;
8
0
A
(
1
1
,
3
)
=
i
n
i
b
2
t
(
1
,1
)
*
(
−
4
*
x
3
*
x
8
+
2
*
x
2
*
x
9
−
2
*
x
1
*
x
1
0
)
.
.
.
8
1
+
i
n
i
b
2
t
(
1
,
2
)
*
(
2
*
x
1
*
x
8
+
2
*
x
4
*
x
1
0
)
.
.
.
8
2
+
i
n
i
b
2
t
(
1
,
3
)
*
(
2
*
x
1
*
x
8
+
2
*
x
4
*
x
9
−
4
*
x
3
*
x
1
0
)
;
8
3
A
(
1
1
,
4
)
=
i
n
i
b
2
t
(
1
,1
)
*
(
−
4
*
x
4
*
x
8
+
2
*
x
1
*
x
9
+
2
*
x
2
*
x
1
0
)
.
.
.
8
4
+
i
n
i
b
2
t
(
1
,2
)
*
(
−
2
*
x
1
*
x
8
−
4
*
x
4
*
x
9
+
2
*
x
3
*
x
1
0
)
.
.
.
8
5
+
i
n
i
b
2
t
(
1
,
3
)
*
(
2
*
x
2
*
x
8
+
2
*
x
3
*
x
9
)
;
8
6
A
(
1
1
,
8
)
=
i
n
i
b
2
t
(
1
,1
)
*
(
1
−
2
*
x
3
ˆ
2
−
2
*
x
4
ˆ
2
)
.
.
.
8
7
+
i
n
i
b
2
t
(
1
,
2
)
*
(
2
*
x
2
*
x
3
−
2
*
x
1
*
x
4
)
.
.
.
8
8
+
i
n
i
b
2
t
(
1
,
3
)
*
(
2
*
x
2
*
x
4
+
2
*
x
1
*
x
3
)
;
8
9
A
(
1
1
,
9
)
=
i
n
i
b
2
t
(
1
,
1
)
*
(
2
*
x
2
*
x
3
+
2
*
x
1
*
x
4
)
.
.
.
9
0
+
i
n
i
b
2
t
(
1
,2
)
*
(
1
−
2
*
x
2
ˆ
2
−
2
*
x
4
ˆ
2
)
.
.
.
9
1
+
i
n
i
b
2
t
(
1
,
3
)
*
(
2
*
x
3
*
x
4
−
2
*
x
1
*
x
2
)
;
9
2
A
(
1
1
,
1
0
)
=
i
n
i
b
2
t
(
1
,
1
)
*
(
2
*
x
2
*
x
4
−
2
*
x
1
*
x
3
)
.
.
.
9
3
+
i
n
i
b
2
t
(
1
,
2
)
*
(
2
*
x
3
*
x
4
+
2
*
x
1
*
x
2
)
.
.
.
9
4
+
i
n
i
b
2
t
(
1
,3
)
*
(
1
−
2
*
x
2
ˆ
2
−
2
*
x
3
ˆ
2
)
;
9
5
A
(
1
2
,
1
)
=
i
n
i
b
2
t
(
2
,
1
)
*
(
2
*
x
4
*
x
9
−
2
*
x
3
*
x
1
0
)
.
.
.
9
6
+
i
n
i
b
2
t
(
2
,2
)
*
(
−
2
*
x
4
*
x
8
+
2
*
x
2
*
x
1
0
)
.
.
.
9
7
+
i
n
i
b
2
t
(
2
,
3
)
*
(
2
*
x
3
*
x
8
−
2
*
x
2
*
x
9
)
;
9
8
A
(
1
2
,
2
)
=
i
n
i
b
2
t
(
2
,
1
)
*
(
2
*
x
3
*
x
9
+
2
*
x
4
*
x
1
0
)
.
.
.
9
9
+
i
n
i
b
2
t
(
2
,
2
)
*
(
2
*
x
3
*
x
8
−
4
*
x
2
*
x
9
+
2
*
x
1
*
x
1
0
)
.
.
.
1
0
0
+
i
n
i
b
2
t
(
2
,
3
)
*
(
2
*
x
4
*
x
8
−
2
*
x
1
*
x
9
−
4
*
x
2
*
x
1
0
)
;
1
0
1
A
(
1
2
,
3
)
=
i
n
i
b
2
t
(
2
,1
)
*
(
−
4
*
x
3
*
x
8
+
2
*
x
2
*
x
9
−
2
*
x
1
*
x
1
0
)
.
.
.
1
0
2
+
i
n
i
b
2
t
(
2
,
2
)
*
(
2
*
x
1
*
x
8
+
2
*
x
4
*
x
1
0
)
.
.
.
1
0
3
+
i
n
i
b
2
t
(
2
,
3
)
*
(
2
*
x
1
*
x
8
+
2
*
x
4
*
x
9
−
4
*
x
3
*
x
1
0
)
;
1
0
4
A
(
1
2
,
4
)
=
i
n
i
b
2
t
(
2
,1
)
*
(
−
4
*
x
4
*
x
8
+
2
*
x
1
*
x
9
+
2
*
x
2
*
x
1
0
)
.
.
.
1
0
5
+
i
n
i
b
2
t
(
2
,2
)
*
(
−
2
*
x
1
*
x
8
−
4
*
x
4
*
x
9
+
2
*
x
3
*
x
1
0
)
.
.
.
1
0
6
+
i
n
i
b
2
t
(
2
,
3
)
*
(
2
*
x
2
*
x
8
+
2
*
x
3
*
x
9
)
;
1
0
7
A
(
1
2
,
8
)
=
i
n
i
b
2
t
(
2
,1
)
*
(
1
−
2
*
x
3
ˆ
2
−
2
*
x
4
ˆ
2
)
.
.
.
1
0
8
+
i
n
i
b
2
t
(
2
,
2
)
*
(
2
*
x
2
*
x
3
−
2
*
x
1
*
x
4
)
.
.
.
1
0
9
+
i
n
i
b
2
t
(
2
,
3
)
*
(
2
*
x
2
*
x
4
+
2
*
x
1
*
x
3
)
;
1
1
0
A
(
1
2
,
9
)
=
i
n
i
b
2
t
(
2
,
1
)
*
(
2
*
x
2
*
x
3
+
2
*
x
1
*
x
4
)
.
.
.
1
1
1
+
i
n
i
b
2
t
(
2
,2
)
*
(
1
−
2
*
x
2
ˆ
2
−
2
*
x
4
ˆ
2
)
.
.
.
1
1
2
+
i
n
i
b
2
t
(
2
,
3
)
*
(
2
*
x
3
*
x
4
−
2
*
x
1
*
x
2
)
;
1
1
3
A
(
1
2
,
1
0
)
=
i
n
i
b
2
t
(
2
,
1
)
*
(
2
*
x
2
*
x
4
−
2
*
x
1
*
x
3
)
.
.
.
1
1
4
+
i
n
i
b
2
t
(
2
,
2
)
*
(
2
*
x
3
*
x
4
+
2
*
x
1
*
x
2
)
.
.
.
1
1
5
+
i
n
i
b
2
t
(
2
,3
)
*
(
1
−
2
*
x
2
ˆ
2
−
2
*
x
3
ˆ
2
)
;
1
1
6
A
(
1
3
,
1
)
=
i
n
i
b
2
t
(
3
,
1
)
*
(
2
*
x
4
*
x
9
−
2
*
x
3
*
x
1
0
)
.
.
.
1
1
7
+
i
n
i
b
2
t
(
3
,2
)
*
(
−
2
*
x
4
*
x
8
+
2
*
x
2
*
x
1
0
)
.
.
.
1
1
8
+
i
n
i
b
2
t
(
3
,
3
)
*
(
2
*
x
3
*
x
8
−
2
*
x
2
*
x
9
)
;
1
1
9
A
(
1
3
,
2
)
=
i
n
i
b
2
t
(
3
,
1
)
*
(
2
*
x
3
*
x
9
+
2
*
x
4
*
x
1
0
)
.
.
.
1
2
0
+
i
n
i
b
2
t
(
3
,
2
)
*
(
2
*
x
3
*
x
8
−
4
*
x
2
*
x
9
+
2
*
x
1
*
x
1
0
)
.
.
.
1
2
1
+
i
n
i
b
2
t
(
3
,
3
)
*
(
2
*
x
4
*
x
8
−
2
*
x
1
*
x
9
−
4
*
x
2
*
x
1
0
)
;
1
2
2
A
(
1
3
,
3
)
=
i
n
i
b
2
t
(
3
,1
)
*
(
−
4
*
x
3
*
x
8
+
2
*
x
2
*
x
9
−
2
*
x
1
*
x
1
0
)
.
.
.
1
2
3
+
i
n
i
b
2
t
(
3
,
2
)
*
(
2
*
x
1
*
x
8
+
2
*
x
4
*
x
1
0
)
.
.
.
1
2
4
+
i
n
i
b
2
t
(
3
,
3
)
*
(
2
*
x
1
*
x
8
+
2
*
x
4
*
x
9
−
4
*
x
3
*
x
1
0
)
;
1
2
5
A
(
1
3
,
4
)
=
i
n
i
b
2
t
(
3
,1
)
*
(
−
4
*
x
4
*
x
8
+
2
*
x
1
*
x
9
+
2
*
x
2
*
x
1
0
)
.
.
.
1
2
6
+
i
n
i
b
2
t
(
3
,2
)
*
(
−
2
*
x
1
*
x
8
−
4
*
x
4
*
x
9
+
2
*
x
3
*
x
1
0
)
.
.
.
1
2
7
+
i
n
i
b
2
t
(
3
,
3
)
*
(
2
*
x
2
*
x
8
+
2
*
x
3
*
x
9
)
;
1
2
8
A
(
1
3
,
8
)
=
i
n
i
b
2
t
(
3
,1
)
*
(
1
−
2
*
x
3
ˆ
2
−
2
*
x
4
ˆ
2
)
.
.
.
1
2
9
+
i
n
i
b
2
t
(
3
,
2
)
*
(
2
*
x
2
*
x
3
−
2
*
x
1
*
x
4
)
.
.
.
1
3
0
+
i
n
i
b
2
t
(
3
,
3
)
*
(
2
*
x
2
*
x
4
+
2
*
x
1
*
x
3
)
;
1
3
1
A
(
1
3
,
9
)
=
i
n
i
b
2
t
(
3
,
1
)
*
(
2
*
x
2
*
x
3
+
2
*
x
1
*
x
4
)
.
.
.
1
3
2
+
i
n
i
b
2
t
(
3
,2
)
*
(
1
−
2
*
x
2
ˆ
2
−
2
*
x
4
ˆ
2
)
.
.
.
1
3
3
+
i
n
i
b
2
t
(
3
,
3
)
*
(
2
*
x
3
*
x
4
−
2
*
x
1
*
x
2
)
;
1
3
4
A
(
1
3
,
1
0
)
=
i
n
i
b
2
t
(
3
,
1
)
*
(
2
*
x
2
*
x
4
−
2
*
x
1
*
x
3
)
.
.
.
1
3
5
+
i
n
i
b
2
t
(
3
,
2
)
*
(
2
*
x
3
*
x
4
+
2
*
x
1
*
x
2
)
.
.
.
1
3
6
+
i
n
i
b
2
t
(
3
,3
)
*
(
1
−
2
*
x
2
ˆ
2
−
2
*
x
3
ˆ
2
)
;
1
f
u
n
c
t
i
o
n
z
=
m
e
a
s
m
o
d
(
x
,w
,
g
t
,
h
)
2
%
M
e
a
s
u
r
e
m
e
n
t
m
o
d
e
l
u
s
e
d
f
o
r
u
p
d
a
t
in
g
e
s
t
i
m
a
t
i
o
n
3
i
f
l
e
n
g
t
h
(
x
)
=
=
1
3
4
x
1
=
x
(
1
)
;
x
2
=
x
(
2
)
;
x
3
=
x
(
3
)
;
x
4
=
x
(
4
)
;
x
5
=
x
(
5
)
;
5
x
6
=
x
(
6
)
;
x
7
=
x
(
7
)
;
x
8
=
x
(
8
)
;
x
9
=
x
(
9
)
;
x
1
0
=
x
(
1
0
)
;
6
x
1
1
=
x
(
1
1
)
;
x
1
2
=
x
(
1
2
)
;
x
1
3
=
x
(
1
3
)
;
7
e
l
s
e
8
r
e
t
u
r
n
9
e
n
d
1
0
1
1
h
1
=
h
(
1
)
;
h
2
=
h
(
2
)
;
h
3
=
h
(
3
)
;
1
2
1
3
z
(
1
,
:
)
=
(
x
1
ˆ
2
+
x
2
ˆ
2
−
x
3
ˆ
2
−
x
4
ˆ
2
)
*
g
t
(
1
)
+
2
*
(
x
2
*
x
3
−
x
1
*
x
4
)
*
g
t
(
2
)
.
.
.
1
4
+
2
*
(
x
2
*
x
4
+
x
1
*
x
3
)
*
g
t
(
3
)
;
1
5
z
(
2
,
:
)
=
2
*
(
x
2
*
x
3
+
x
1
*
x
4
)
*
g
t
(
1
)
+
(
x
1
ˆ
2
+
x
3
ˆ
2
−
x
2
ˆ
2
−
x
4
ˆ
2
)
*
g
t
(
2
)
.
.
.
1
6
+
2
*
(
x
3
*
x
4
−
x
1
*
x
2
)
*
g
t
(
3
)
;
1
7
z
(
3
,
:
)
=
2
*
(
x
2
*
x
4
−
x
1
*
x
3
)
*
g
t
(
1
)
+
2
*
(
x
3
*
x
4
+
x
1
*
x
2
)
*
g
t
(
2
)
.
.
.
1
8
+
(
x
1
ˆ
2
+
x
4
ˆ
2
−
x
2
ˆ
2
−
x
3
ˆ
2
)
*
g
t
(
3
)
;
1
9
z
(
4
,
:
)
=
(
x
1
ˆ
2
+
x
2
ˆ
2
−
x
3
ˆ
2
−
x
4
ˆ
2
)
*
h
1
+
2
*
(
x
2
*
x
3
−
x
1
*
x
4
)
*
h
2
.
.
.
2
0
+
2
*
(
x
2
*
x
4
+
x
1
*
x
3
)
*
h
3
;
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2
1
z
(
5
,
:
)
=
2
*
(
x
2
*
x
3
+
x
1
*
x
4
)
*
h
1
+
(
x
1
ˆ
2
+
x
3
ˆ
2
−
x
2
ˆ
2
−
x
4
ˆ
2
)
*
h
2
.
.
.
2
2
+
2
*
(
x
3
*
x
4
−
x
1
*
x
2
)
*
h
3
;
2
3
z
(
6
,
:
)
=
2
*
(
x
2
*
x
4
−
x
1
*
x
3
)
*
h
1
+
2
*
(
x
3
*
x
4
+
x
1
*
x
2
)
*
h
2
.
.
.
2
4
+
(
x
1
ˆ
2
+
x
4
ˆ
2
−
x
2
ˆ
2
−
x
3
ˆ
2
)
*
h
3
;
1
f
u
n
c
t
i
o
n
H
=
jm
e
a
s
m
o
d
(
x
,w
,
g
t
,
h
)
2
%
M
e
a
s
u
r
e
m
e
n
t
m
o
d
e
l
J
a
c
o
b
ia
n
m
a
t
r
ix
3
i
f
l
e
n
g
t
h
(
x
)
=
=
1
3
4
x
1
=
x
(
1
)
;
x
2
=
x
(
2
)
;
x
3
=
x
(
3
)
;
x
4
=
x
(
4
)
;
x
5
=
x
(
5
)
;
5
x
6
=
x
(
6
)
;
x
7
=
x
(
7
)
;
x
8
=
x
(
8
)
;
x
9
=
x
(
9
)
;
x
1
0
=
x
(
1
0
)
;
6
x
1
1
=
x
(
1
1
)
;
x
1
2
=
x
(
1
2
)
;
x
1
3
=
x
(
1
3
)
;
7
e
l
s
e
8
r
e
t
u
r
n
9
e
n
d
1
0
1
1
h
1
=
h
(
1
)
;
h
2
=
h
(
2
)
;
h
3
=
h
(
3
)
;
1
2
H
=
z
e
r
o
s
(
6
,
1
3
)
;
1
3
1
4
H
(
1
,
1
)
=
2
*
x
1
*
g
t
(
1
)
−
2
*
x
4
*
g
t
(
2
)
+
2
*
x
3
*
g
t
(
3
)
;
1
5
H
(
1
,
2
)
=
2
*
x
2
*
g
t
(
1
)
+
2
*
x
3
*
g
t
(
2
)
+
2
*
x
4
*
g
t
(
3
)
;
1
6
H
(
1
,
3
)
=
−
2
*
x
3
*
g
t
(
1
)
+
2
*
x
2
*
g
t
(
2
)
+
2
*
x
1
*
g
t
(
3
)
;
1
7
H
(
1
,
4
)
=
−
2
*
x
4
*
g
t
(
1
)
−
2
*
x
1
*
g
t
(
2
)
+
2
*
x
2
*
g
t
(
3
)
;
1
8
H
(
2
,
1
)
=
2
*
x
4
*
g
t
(
1
)
+
2
*
x
1
*
g
t
(
2
)
−
2
*
x
2
*
g
t
(
3
)
;
1
9
H
(
2
,
2
)
=
2
*
x
3
*
g
t
(
1
)
−
2
*
x
2
*
g
t
(
2
)
−
2
*
x
1
*
g
t
(
3
)
;
2
0
H
(
2
,
3
)
=
2
*
x
2
*
g
t
(
1
)
+
2
*
x
3
*
g
t
(
2
)
+
2
*
x
4
*
g
t
(
3
)
;
2
1
H
(
2
,
4
)
=
2
*
x
1
*
g
t
(
1
)
−
2
*
x
4
*
g
t
(
2
)
+
2
*
x
3
*
g
t
(
3
)
;
2
2
H
(
3
,
1
)
=
−
2
*
x
3
*
g
t
(
1
)
+
2
*
x
2
*
g
t
(
2
)
+
2
*
x
1
*
g
t
(
3
)
;
2
3
H
(
3
,
2
)
=
2
*
x
4
*
g
t
(
1
)
+
2
*
x
1
*
g
t
(
2
)
−
2
*
x
2
*
g
t
(
3
)
;
2
4
H
(
3
,
3
)
=
−
2
*
x
1
*
g
t
(
1
)
+
2
*
x
4
*
g
t
(
2
)
−
2
*
x
3
*
g
t
(
3
)
;
2
5
H
(
3
,
4
)
=
2
*
x
2
*
g
t
(
1
)
+
2
*
x
3
*
g
t
(
2
)
+
2
*
x
4
*
g
t
(
3
)
;
2
6
H
(
4
,
1
)
=
2
*
x
1
*
h
1
−
2
*
x
4
*
h
2
+
2
*
x
3
*
h
3
;
2
7
H
(
4
,
2
)
=
2
*
x
2
*
h
1
+
2
*
x
3
*
h
2
+
2
*
x
4
*
h
3
;
2
8
H
(
4
,
3
)
=
−
2
*
x
3
*
h
1
+
2
*
x
2
*
h
2
+
2
*
x
1
*
h
3
;
2
9
H
(
4
,
4
)
=
−
2
*
x
4
*
h
1
−
2
*
x
1
*
h
2
+
2
*
x
2
*
h
3
;
3
0
H
(
5
,
1
)
=
2
*
x
4
*
h
1
+
2
*
x
1
*
h
2
−
2
*
x
2
*
h
3
;
3
1
H
(
5
,
2
)
=
2
*
x
3
*
h
1
−
2
*
x
2
*
h
2
−
2
*
x
1
*
h
3
;
3
2
H
(
5
,
3
)
=
2
*
x
2
*
h
1
+
2
*
x
3
*
h
2
+
2
*
x
4
*
h
3
;
3
3
H
(
5
,
4
)
=
2
*
x
1
*
h
1
−
2
*
x
4
*
h
2
+
2
*
x
3
*
h
3
;
3
4
H
(
6
,
1
)
=
−
2
*
x
3
*
h
1
+
2
*
x
2
*
h
2
+
2
*
x
1
*
h
3
;
3
5
H
(
6
,
2
)
=
2
*
x
4
*
h
1
+
2
*
x
1
*
h
2
−
2
*
x
2
*
h
3
;
3
6
H
(
6
,
3
)
=
−
2
*
x
1
*
h
1
+
2
*
x
4
*
h
2
−
2
*
x
3
*
h
3
;
3
7
H
(
6
,
4
)
=
2
*
x
2
*
h
1
+
2
*
x
3
*
h
2
+
2
*
x
4
*
h
3
;
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11
2
2
3
3
4
4
5
5
6
6
7
7
8
8
D D
C C
B B
A A
Title
Number RevisionSize
A2
Date: 11/1/2007 Sheet    of 
File: D:\UNIVERSITY\..\NAVID_FINAL.SCHDOCDrawn By:
+5V_analog
Gyro1
AccelY1
AccelX1
2V5_1
Temp_1
CONV
MISO
SCK
M
I
S
O
M
O
S
I
S
C
K
MagX
MagZ
MagY
+10V
Vref
+5V_analog
Gyro3
AccelY3
AccelX3
Inertial Measurement Units
Magnetic Sensing Unit
Gyro2
Gyro1
Gyro3
MagY
MagX
MagZ
AccelX1
AccelY2
AccelX3
AccelX2
AccelY1
AccelY3
+5V_analog
+5V_analog
2V5_STD
2V5_STD
SCK
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