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Abstract
Using option market data we derive naturally forward-looking, nonparametric
and model-free risk estimates, three desired characteristics hardly obtainable
using historical returns. The option-implied measures are only based on the
first derivative of the option price with respect to the strike price, bypassing the
difficult task of estimating the tail of the return distribution. We estimate and
backtest the 1%, 2.5%, and 5%WTI crude oil futures option-implied value at risk
and conditional value at risk for the turbulent years 2011–2016 and for both tails
of the distribution. Compared with risk estimations based on the filtered his-
torical simulation methodology, our results show that the option-implied risk
metrics are valid alternatives to the statistically based historical models.
KEYWORDS
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1 INTRODUCTION
The role of risk management is to predict future risks
in an effective and efficient way. Future risks are usu-
ally summarized by computing point risk forecasts, such
as the value at risk (VaR) and conditional value at risk
(CVaR). To date, the risk estimation process is performed
either parametrically, via more or less sophisticatedMonte
Carlo simulation techniques, or by imposing a para-
metric structure to the probability density function of
future returns (e.g., the Normal approach or modeling
the tails using different extreme value theory specifica-
tions), or nonparametrically bymeans of historical simula-
tions. Detaching from the normality assumption and using
data-driven empirical innovations, the filtered historical
simulation (FHS) approach of Barone-Adesi, Giannopou-
los, and Vosper (1999) combines the aforementioned
simulation techniques. As a common point, all these mod-
els only rely on historical data to infer a risk measure
through more or less sophisticated statistical approaches.
Throughout the article, these models are labeled as statis-
tically based historical riskmodels and are compared to the
option-implied risk models presented in Section 2.
Statistically based historical models infer the future
profit and loss (henceforth P&L) distribution from the
time series of observed past returns. From an economet-
ric viewpoint, the estimation of such a density is far from
being trivial. First, since the past is rarely a good proxy for
the future, historical market data might be not informa-
tive, especially during highly volatile periods (Danielsson,
2002), and references therein)when investors act in amore
heterogeneous way. Second, being valid under the physi-
cal measure, statistically based historical models require
the estimation of complex economic quantities, such as the
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risk premium. Third, to extract the P&L density function,
almost all statistically based historical models have to use
numerical simulations and thus are exposed to calibration
and estimation errors. Fourth, by construction, the P&L
distribution is dependent and very sensible to the length of
the time window of past data used in the estimation pro-
cess.1 Fifth, statistically based historical risk measures are
usually derived at 1-day horizon and extended to longer
time horizons by multiplying the 1-day risk forecast times
the square root of the desired time horizon, expressed
in days. Although the time extension might work well,
on average, for time horizons that are not too long, the
proposed approach lacks an economic justification and
involves errors proportional to the length of the invest-
ment horizons.2 Finally, given the impossibility to define a
strictly consistent scoring function, the statistically based
historical CVaR is not elicitable (Gneiting, 2011; Ziegel,
2016). At the same time, while is easily implementable
and naturally elicitable, the VaRmodel is not coherent and
neglects risk lurking over a predetermined threshold.3 The
sumof all these issuesmakes the search for a complete risk
measure still an open debate.
Most of the above controversies can be solved by chang-
ing the inputs used in the estimation process. As such,
to estimate the future losses, this study proposes to use
option market data rather than past data. Being forward
looking and market driven, option data naturally include
information about several states of the world (through the
multiplicity of options trading at different strikes) and pro-
vide economically consistent estimates at multiple time
horizons (through the different times to maturity). Not
relying on any simulation model and thus avoiding the
needs of any parametrization and/or numerical applica-
tions, the option-implied risk models do not share the
above cited issues.
Although the performance ofmany different statistically
based historical risk models for the oil market has been
deeply analyzed (e.g., Aloui & Mabrouk, 2010; Cabedo &
Moya, 2003; Costello, Asem, & Gardner, 2008; Fan, Wei,
& Xu, 2004; Fan, Zhang, Tsai, & Wei, 2008; Feng, Wu,
& Jiang, 2004; Giot & Laurent, 2003; González-Pedraz,
Moreno, & Peña, 2014; Lux, Segnon, & Gupta, 2016;
Sadorsky, 2006; Youssef, Belkacem, & Mokni, 2015; and
1It is well known that a time window that is too long makes today's value
almost unconditional, and hence of almost no value, whereas one that is
too short leads to statistically poor results and might leave out important
past data.
2It is worth noting that the square root extension is theoretically accept-
able only in the presence of normal results.
3A measure is coherent if satisfies four properties, namely monotonicity,
sub-additivity, positive homogeneity, and translation invariance. Eco-
nomically, the lack of sub-additivity goes against diversification. The VaR
is a coherent measure only if all marginals of the joint distribution are
elliptical.
references therein), this is the first analysis that uses option
data to estimate the risk of the WTI futures market. Tested
during the turbulent 2011–2016 period (details follow),
the analysis presents forecasts for both the upper and
downside risks at 1%, 2.5%, and 5%. Based on the back-
testing results, the option-implied VaR performances are
comparable and sometimes better than the statistically
based historical risk estimates. The proposed risk mea-
sures emerge as possible and convenient alternatives to
the big list of well-known statistically based historical risk
measures. Supplementary results introduce theCVaR/VaR
ratio that, exploiting themodel-free nature of the proposed
risk measures, is a forward-looking and nonparametric
indicator enabling us to detect future jumps in the time
series of prices.4 The CVaR:VaR ratio represents an alter-
native to the existing approaches as it fully exploits the
forward-looking information contained in options data
without imposing any modeling assumption.
The remainder of the paper is organized as follows.
Section 2 discusses the risk measures. Section 3 presents
the dataset. Section 4 discusses the empirical analysis.
Sections 5 and 6 show the robustness and backtesting tests,
and Section 7 concludes.
2 VAR AND CVAR
The VaR and CVaR are measures of downside (or upside)
risk which summarize, in a single value, the amount of
capital that is temporarily at risk over a prespecified time
horizon and for a given risk level. In its most general form,
the VaR𝛼t,T is the conditional quantile of today's t loss dis-
tribution of a risky asset St over a defined future period of
time 0 < t < T < ∞ and for a given confidence inter-
val 1 − 𝛼, where 𝛼 ∈ [0, 1]. Defining the potential losses
as L(St,T) = St − St,T and setting St = 0, it follows that
the probability density function (pdf) of the potential loss
is f(L) = f( − St,T), or F(L) = 1 − F( − St,T). In the case of




𝑓 (St,T)dSt,T = F(K) (1)
= 𝛼, (2)
where f(St,T) identifies the probability density of the future
portfolio based on the current available information. It
follows that F(K) represents the probability that the fore-
casted density is greater than K at a level 𝛼. The VaR is
4Following the same idea, to detect the presence of jumps in oil price
dynamics Christoffersen, Jacobs, and Li (2016) propose combining the
information contained in crude oil futures and the American options
written on them. Even though this methodology partially exploits the
forward-looking information embedded in options data, the identifica-
tion of jumps still relies on the specification of a model both for the oil
dynamics and for the jump process itself.
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usually very easy to implement, intuitive to understand,
elicitable and robust to outliers. Unfortunately, not all that
glitters is gold: The anticipated lack of coherence and the
inability to capture the impact of losses beyond a predeter-
mined threshold makes it an incomplete risk measure. As
a natural alternative, the CVaR𝛼t,T , also known as expected
shortfall, expected tail loss or average value at risk, is







L(St,T)𝑓 (St,T)dSt,T L(St,T) = St − St,T ,
(3)
whereL(St,T) represents the forecasted loss function.While
coherent, the impossibility to define a strictly consistent
scoring function prevents the historical statistically based
CVaR from being elicitable (Gneiting, 2011; Ziegel, 2016).
At a regulatory level, the Basel Committee has suggested
using the CVaR for the evaluation step and the VaR for the
backtesting one.
Barone-Adesi (2016) derives both the VaR and CVaR
from option market data and Barone-Adesi, Legnazzi, and
Sala (2016) present substantial empirical evidence that the
proposed technique works well for the S&P 500 for the
period 2005–2015. Assuming a portfolio with limited lia-
bility, from Equation 1 and by the relation between the
VaR and the first derivative of the put price over the strike









Hence the option-implied VaR𝛼t,T is the difference between
today's price of the underlying, St, and the strike price, K,
of a European put option at level 𝛼:
VaR𝛼t,T = St − K
𝛼. (4)
Whereas put options relate to the left tail of the distri-
bution, thus determining the downside risk, call options
extend the analysis naturally to the right side, and hence to
the upside risk or the risk of a short position in the under-
lying index. Although most of the literature only focuses
on the downside risk, the characteristic of the underlying
and its impact on the economy impose an equally careful
analysis on both price movements. Oil producers and sell-
ers in fact benefit (suffer) from high (low) oil prices and
vice versa for the oil purchasers.
The option-implied CVaR can also be derived starting
again from the definition of a put price:
pt = e−rt,T ·T ∫
K
0
(K − St)𝑓 (St,T)dSt,T , (5)
where defining the future losses as L(St,T) = (K − St) and
setting St = K + St − K it follows fromEquations 1, 3, and




+ VaR𝛼t,T . (6)
All parameters of both the option-implied risk measures
are easily accessible and do not need to be estimated,
except for 𝛼. The estimation of 𝛼 is a quantile estimation
that can be achieved inmany different forms. In this paper,
we propose a nonparametric approach (which we label as
MF, or model free) and a parametric alternative (which
we label BS, or Black and Scholes) for robustness and to
strengthen the intuition behind the role of 𝛼. The nonpara-
metric approach follows Barone-Adesi and Elliot (2007).
Assuming p3 > p2 > p1 such that K3 > K2 > K1,
and following Equation 2, the time series of 𝛼 is computed
numerically as the average of the first-order conditions of



















In the presence of nonequidistant prices, the above
approach can easily be adapted using a weighted average.
The absence of a prespecified pricing model, the elimina-
tion of the first-order errors in a Taylor expansion of the
derivative and accounting for the changes in the implied
volatility across the strike prices enhances the efficiency
and accuracy of the estimates. Alternatively, the same vec-
tor of 𝛼 can be computed parametrically, for example in a
Black and Scholes (henceforthB&S) economy, thus assum-
ing lognormality in the underlying asset. From the B&S
pricing equation, P(ST < K) = N(−d2) represents the
risk-neutral probability of a plain vanilla put option to end
up in-the-money at expiration T. Since the futures price
behaves like a stock delivering a dividend q ≡ r, 𝛼 equals
𝛼t = N(−d2) (9)
= 1 − N
⎡⎢⎢⎣







Econometrically, the above time series is computed in
two steps. First, the time series of 𝜎t is numerically com-
puted by inverting the option pricing equation. Second,
the estimated volatilities together with the daily market
data are used to compute alpha. As a main advantage, the
B&S approach only requires one data input, thus being an
alternative in the case of low market liquidity.
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3 THE DATASET
We use the 2011–2016 European option cross-section writ-
ten on the WTI oil futures with 1 month to maturity.
The WTI oil futures and the European options written on
them are actively traded on a daily basis. The data refer
to the financial instruments traded on the Chicago Board
of Exchange (CBOE) and are downloaded from Thomson
Reuters Tick History. Each futures and option contract is
denominated in US dollars and accounts for 1,000 bar-
rels. The support of the strikes is wide and dense, ranging
from $20 to $200, with a minimum step size of $5. Given
that the frequency of the 1-month fixed maturity option
contracts is monthly, the dataset consists of 6 years and
hence of 72 observations. A monthly time horizon has two
advantages. First, it mitigates the so-called “risk that the
risk will change” (Brownlees, Engle, & Kelly, 2011; Engle,
2009, 2011). Secondly, it shows that the option-implied risk
measures can be naturally extended to longer than usual
time horizons without posing any assumption on the time
extension. The dataset is completed by the corresponding
(to the length of the estimation) US zero coupon bond data
obtained from the FED database.
The choice of underlying asset and time period is inter-
esting both from an econometric and economic viewpoint.
First, as a consequence of oversupply and geopolitical tur-
moil, the WTI oil price has experienced a strong negative
evolution (Figure 1). Such a volatile market requires a
continuous recalibration of the model parameters, thus
making a risk quantification exercise econometrically
interesting and challenging. To gain a general overview on
the underlying asset characteristics, Tables 1 and 2 report
some summary statistics of the daily log-returns of the
futures contracts with fixed maturity: namely, 1 month
over the sample period under study. The former shows the
entire dataset and the latter proposes the same analysis
divided per year. Second, the WTI crude oil is one of the
most important assets for the entire economy and is tightly
related to the financial sector. Agents in the oil market are
either commercial investors, who trade in physical oil for
their primary activities and use oil-related financial prod-
ucts for hedging purposes, or noncommercial investors,
who just try to profit from oil price changes without hold-
ing positions in the physical commodity. Both commercial
and noncommercial agents, together with policymakers
and governments, may find the proposed results valuable.
4 EMPIRICAL ANALYSIS
The empirical analysis consists of three parts. The first and
second parts present the model-free VaR and CVaR esti-
mates based on the left and right tails of the distribution as
metrics to quantify the downside and upside risk, respec-
tively. The third part introduces the CVaR:VaR ratio as
an indicator for detecting jumps in the distribution of the
underlying.
4.1 Left-tail-based model-free VaR
and CVaR
Following the methodology presented in Section 2, the
option-implied VaR and CVaR at 1 month fixed hori-
zon are derived at multiple risk levels. As expected, 𝛼 is
inversely related to the VaR and CVaR estimates. Lower
values of alpha identify options with lower strikes (e.g.,
options that are less close to the at-the-money thresh-
old), thus implying higher VaR estimates (see Equation 4).
Being equal to the sum of the VaR and an additional posi-
tive component (see Equation 6), low values of alpha also
increase the CVaR estimates. The impact of the additional
term, Δ𝛼 , is equal to the compounded put price condi-
tioned on 𝛼. The first three rows in the left portion of
Table 4 collect the summary statistics on Δ. Intuitively,
deep out-the-money (DOTM) options should have lower
prices than options closer to the at-the-money threshold.
Nevertheless, in periods of market uncertainty or turmoil,
investors may become more risk averse, thus being will-
ing to pay higher prices to buy hedging positions (e.g., put
contracts). The option-implied CVaR measure is able to
capture these behavioral dynamics, thus predicting even
higher CVaR estimates whenmarkets are bearish. The gap
between the two riskmeasures,Δ𝛼, can then be interpreted
as the future market beliefs with respect to a specific nega-
tive scenario. In average terms,Δ𝛼 is a negative function of
𝛼, thusmeaning that the higher the risk level the lower the
discrepancy between theCVaRand theVaR. This pattern is
not motivated by the presence of outliers, as the median of
Δ𝛼 follows a similar pattern across the risk levels. The first
column of Table 3 reports the number of missing obser-
vations at each risk level. The lower the value of alpha,
the more the identified option is OTM. For the sample in
use, the trading activity of deep OTM options is always
satisfactory; hence the proportion of missing estimates is
comparable across the risk levels.
4.2 Right-tail-based model-free VaR
and CVaR
The same analysis is repeated based on the right tail of the
distribution, for example using OTM call options. In this
case, the option-impliedVaR andCVaR are intended as the
maximal upside losses associated with a portfolio of short
positions. The possibility of deriving risk measures based
on the right tail of the distribution enables one to quan-
tify the upside risk associated with the underlying under
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FIGURE 1 Top: evolution of the daily crude oil WTI futures prices traded on the NYMEX from January 2011 to December 2016. Middle:
amount of available put option and relative strikes. Bottom: amount of available call option and relative strikes [Colour figure can be viewed
at wileyonlinelibrary.com]
TABLE 1 Summary statistics of WTI futures log-returns for the entire period 2011–2016
Mu Med SD Sk Kur MAD IQR Min Max JB tmu/sk/ku
−0.11 −0.06 0.386 0.169 5.954 0.015 0.022 −0.107 0.116 553.60 −0.66/2.68/23.37/
Note.MAD is the mean absolute deviation, IQR is the interquantile range, Min andMax represent the lowest and highest





, t(Sk) = t(𝜄) = 𝜄√
6∕T
and t(Ku) = t(𝜅) = (𝜅−3)√
24∕T
, where T represents the time window.
study. Confirming the previous results, the option-implied
VaR and CVaR are negative functions of the risk level. The
CVaR is always above the corresponding VaR estimates,
thus denoting nonnegative values in the call option prices.
Table 4 shows summary statistics ofΔ𝛼 for the upside risk.
Once more, the overall results are comparable with the
downside estimates andwith bothmean andmedian ofΔ𝛼,
decreasing as the risk level becomes higher. The third col-
umn of Table 3 reports the proportion ofmissing estimates.
At each risk level, the proportion ofmissing observations is
6 BARONE-ADESI ET AL.
TABLE 2 Summary statistics for the first four annualized
empirical moments of daily log-returns on the WTI futures with
fixed maturity 1 month over the years 2011–2016
Mean SD Skewness Kurtosis
2011 0.0762 0.3487 −0.3519 4.8813
2012 −0.1141 0.2556 0.4653 6.8840
2013 0.0551 0.1818 −0.0232 2.9743
2014 −0.5808 0.2412 −1.5211 12.1239
2015 −0.3510 0.4683 0.1446 3.5085
2016 0.3779 0.4689 0.4535 4.0213
Note. The expectation is proportional to the projection horizon. Hence 𝜇A =
T𝜇D, where T is the projection horizon expressed in days (i.e., T = 252) and
𝜇A, 𝜇D are themean annual and daily returns, respectively. Standard deviation
(SD) is proportional to the square root of the projection horizon. Hence 𝜎A =√
T𝜎D, where 𝜎A, 𝜎D are the annualized and daily volatilities, respectively.
Bottom: summary statistics for the entire period 2011–2016.
TABLE 3 Proportion of missing observations at 𝛼 = 1%, 2.5%, 5%
under the option-implied methodologies for both tails of the
distribution over the sample period from January 2011 to December
2016
Left tail Right tail
Model-free B&S Model-free B&S
𝛼 = 1% 4.17 2.77 4.17 0.00
𝛼 = 2.5% 4.17 1.38 4.17 0.00
𝛼 = 5% 5.56 0.00 5.56 0.00
Note. The first and third columns report the proportion of missing observa-
tions under themodel-free methodology based on the left and right tails of the
distribution, respectively. Under the model-free methodology, an estimate is
missing whenever on a specific date any option does not have its correspond-
ing 𝛼 value (as computed inEquation 8) close enoughup to an error term to the
theoretical risk level (i.e., 𝛼 = 1%, 2.5%, 5%). The second and fourth columns
report the proportion of missing observations under the B&S methodology
based on the left and right tails of the distribution, respectively. Under the B&S
approach an estimate is missing whenever, on a specific date, any option does
not have its corresponding 𝛼 value (as computed in Equation 10) close enough
up to an error term to the theoretical risk level (i.e., 𝛼 = 1%, 2.5%, 5%).
identical to that found based on the left tail of the distribu-
tion (first column), thus indicating that investors actively
trade both in OTM call and put contracts.
4.3 The model-free CVaR:VaR ratio
Exploiting the model-free and forward-looking nature of
the estimated option-implied CVaR and VaRmeasures, we
introduce a new indicator to detect future jumps in the
















where the domain of CVaR:VaR is [1,+∞). As a main
advantage, this indicator carries important information on
the shape of the distribution of the underlying without
imposing any a priori assumption. Compared to traditional
measures, which are either parametric or need to specify
a P&L distribution for the underlying, the CVaR:VaR ratio
exploits the forward-looking information coming from the
option market and the density-free nature of its compo-
nents, for example the option-implied VaR and CVaR. The
CVaR:VaR ratio allows one to immediately detect the sam-
ple dates on which the gap between the CVaR and VaR
increases/decreases and hence when the OTM options
become relatively more/less expensive. On some specific
dates, the ratio moves unexpectedly up/downward and
then converges again to “normal” levels. The size and the
low frequency of these extreme movements highlight the
presence of jumps into the underlying price distribution.
The existence of time intervals, in which the ratio repeat-
edly deviates from stable levels, suggests that common
distributional choices for the modeling of jumps are inad-
equate. As an example, the parameter 𝜆 of the Poisson
distribution specifies a jump frequency to each time inter-
val. However, only during specific time periods investors
assign a high probability to the occurrence of jumps.
5 ROBUSTNESS TESTS
To shed light on the difference between the MF and other
parametric alternatives (based either on option or histori-
cal data), this section presents theVaR andCVaR estimates
under the assumption that the observed option prices fol-
low the B&S pricing equation and under the statistically
based historical risk model, the FHS approach. Compared
to the MF Δ, the gap between the B&S CVaR and VaR
behaves differently. The average B&S Δ (third column in
the lower part of Table 4) is not a positive function of 𝛼 and
themin–max range (i.e., the difference between the second
and first columns in the lower part of Table 4), the mean
and the median are much lower in absolute value. This
discrepancy is driven by the difference between the alpha
estimates. More precisely, keeping the risk level fixed, the
B&S model identifies cheaper options,5 thus implying a
shrinkage in the CVaR:VaR distance. In summary, at a
general level the B&S methodology confirms the results
obtained in Section 4.1; nevertheless, the estimates dis-
play a lower variance. From an econometric viewpoint,
5Options that are closer to the at-the-money threshold relative to those
identified by the model-free method.
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TABLE 4 Summary statistics for the option-implied Δ𝛼 = CVaR𝛼 − VaR𝛼 at
𝛼 = 1%, 2.5%, 5% over the sample period from January 2011 to December 2016
Left tail Right tail
Min Max Mean Median Min Max Mean Median
Model-free Δ
𝛼 = 1% 2.00 122.51 10.22 5.00 2.00 52.00 11.49 7.44
𝛼 = 2.5% 1.19 32.18 4.72 3.75 0.44 16.04 6.22 5.40
𝛼 = 5% 0.28 20.81 4.76 4.23 0.82 14.72 5.23 4.32
B&S Δ
𝛼 = 1% 1.04 4.34 2.73 3.15 2.22 9.48 4.26 3.68
𝛼 = 2.5% 1.31 5.99 3.08 2.89 2.06 8.94 3.98 3.47
𝛼 = 5% 1.64 4.84 2.89 2.77 2.02 90.03 6.12 3.57
Note. The upper part of the table reports the minimum, maximum, mean, and median of the model-free
Δ based on the left and right tails of the distribution. The model-free methodology derives the VaR and
CVaR estimates by computing alpha as in Equation 8. The lower part of the table reports the minimum,
maximum, mean and median of the B&S Δ based on the left and right tails of the distribution. The B&S
methodology derives the VaR and CVaR estimates by computing alpha as in Equation 10.
the difference with respect to the MF approach lies in the
less intensive data derivation of 𝛼. Indeed, the second and
fourth columns of Table 3 show that the missing observa-
tions are less than 3% across all risk levels for the left tail
and are completely absent for the right one. As a conse-
quence, the B&S approach makes it a valid alternative to
the MF on days of low liquidity.
To validate the empirical analysis, the option-implied
VaR and CVaR are compared with the FHS approach of
Barone-Adesi et al. (1999). The FHS is a semiparametric
approach that extends and improves the historical sim-
ulation approach. In common with the historical simu-
lation, it uses past returns as innovations in modeling
the randomness of the asset prices. There are two main
extensions. First, returns are scaled by the volatility that
prevailed that day; this makes past returns stationary and
hence suitable for simulation. Second, the scaled returns
are multiplied by the current forecast of volatility. This
allows the historical returns to reflect the current volatil-
ity information prevailing in the markets. The forecasted
volatility is estimated through an AR-EGARCH(1, 1) pro-
cess and through an AR-GJR GARCH(1, 1) process. For
both estimations we use 2,500 observations and we set
the time horizon to 30 days. To account for the serial
autocorrelation of the underlying we fit an AR(1) process:
log StSt−1




zt|t−1 ∼ 𝑓 (0, 1). (16)
Introduced by Nelson (1991), the EGARCH(P,Q)model
extends the ARCH and GARCH models of Engle (1982) &
Bollerslev (1986), incorporating the leverage effect into the
variance equation:
log 𝜎2t = 𝜔 +
P∑
i=1


















log 𝜎2t = 𝜔+ 𝛽 log 𝜎2t−1 + 𝛼[|zt−1|− E(|zt−1|)] + 𝛾zt−1. (18)
For robustness we also use the GJRGARCH(P,Q)model
of Glosten, Jagannathan, and Runkle (1993):













𝛾𝑗I[𝜖t−𝑗 < 0]𝜖2t−𝑗 , (19)




t−1 + 𝛾𝑗I[𝜖t−1 < 0]𝜖2t−1. (20)
The indicator function is equal to 1 in the presence
of bad news 𝜖t− 1 < 0 and to 0 in the presence of
good ones. For both models the second steps define
our EGARCH(1, 1) and GJR GARCH(1, 1) models, and
𝜔, 𝛽, 𝛼, and𝛾 are the parameters to be estimated.6 Top and
bottom parts of Table 5 collect summary statistics of the
difference between CVaR and VaR estimated with the two
models. Compared to the option-implied estimates, the
smaller dispersion both in the centralmoments and for the
extreme values implies a more regular behavior (in terms
of distance) of the FHS approaches. As might be expected,
this higher regularity cannot take into account the possi-
ble sudden changes that are indeed present in this market.
6For more technical details see Barone-Adesi et al. (1999) for the FHS,
and Nelson (1991), and Glosten et al. (1993) for the EGARCH and GJR
GARCH specifications.
8 BARONE-ADESI ET AL.
TABLE 5 Summary statistics for the FHS Δ𝛼 = CVaR𝛼 − VaR𝛼 at
𝛼 = 1%, 2.5%, 5% over the sample period from January 2011 to December 2016
Left tail Right tail
Min Max Mean Median Min Max Mean Median
AR-EGARCH(1, 1) Δ
𝛼 = 1% 3.08 7.73 4.82 3.71 1.46 4.37 2.50 2.38
𝛼 = 2.5% 2.98 7.90 4.58 4.72 1.64 4.64 2.74 2.56
𝛼 = 5% 7.95 20.86 12.74 12.40 1.80 5.32 2.95 2.82
AR-GJR GARCH(1, 1) Δ
𝛼 = 1% 3.78 9.09 5.35 5.53 1.88 5.49 3.10 3.01
𝛼 = 2.5% 3.61 8.68 5.31 5.22 1.87 5.72 3.21 3.21
𝛼 = 5% 9.59 23.04 13.91 13.59 1.96 6.26 3.39 3.39
Note. The upper part of the table reports the minimum, maximum, mean, and median of the
AR-EGARCH(1, 1) Δ based on the left and right tails of the distribution. The lower part of the
table reports the minimum, maximum, mean, and median of the AR-GJR GARCH(1, 1) Δ based
on the left and right tails of the distribution.
Whereas in normal times the distance between CVaR and
VaR can be constant and not so wide, the shape of the tail
indeed changes drastically in bad times. Indeed, a smaller
distance between the two risk measures also implies a
smaller kurtosis. This is summarized by the higher values
of themaximum or central moments of the option-implied
estimates.
6 BACKTESTING
This section presents the backtesting results for both the
option-implied and statistical-based historical VaR and
CVaR. The backtesting measures for the VaR are the num-
ber of times that the options expire in the money, the
binomial test (Bin), the traffic light (TL) test, the propor-
tion of failure (POF) test, the time until first failure (TUFF)
test, the conditional coverage independence (CCI) test, the
conditional coverage (CC) test, the time between failure
independence (TBFI) test, and the time between failure
(TBF) test.
At a specified 𝛼 level, Equations 21 and 22 deliver the
number of option contracts expiring in the money based







where ST is the price of the underlying at maturity of
the option contract, K𝛼,t is the strike price of the option
contract identified by the risk level 𝛼 set at date t, I[·]
is the indicator function of a VaR exceedance, and N is
the total number of observation dates. Except for the TL
test (details follow), for all the other tests R indicates
rejection and A acceptance of the proposed tests. The
binomial test (Jorion, 2011) works as an accept-or-reject
test. It compares the observed with the expected number
of exceedances through the following test statistic:
Bin = I − Np√
Np(1 − p)
, (23)
where I is the number of exceedances observed, p is a posi-
tive value between 0 and 1 and is defined as p = 1 − 𝛼, and
N is the total number of observations. The TL test (Basle
Committee on Banking Supervision, 1996) compares the
number of observed and expected exceedances. Given a
number of exceedances, I, this test computes and ranks
the probability of observing up to I exceedances. It then
classifies the risk into three broad regions: red, yellow and
green (R, Y, and G, respectively).7 Starting with a bino-
mial approach and adding a likelihood ratio test, the POF
test (Kupiec, 1995) suggests that the VaR estimates can
be rejected if the likelihood ratio exceeds a given critical
value. Asymptotically distributed as a chi square with one
degree of freedom, the POF test statistic is defined as









Still based on the likelihood ratio—but with a geometric
distribution—the TUFF test Kupiec (1995) checks when
the first exceedance has occurred through the following
statistic:










7The red area is linked to a number of exceedanceswhose probability goes
over 99.9%, the probability of the yellow are goes from 99.9% up to 95%,
while the green area refers to all values below the yellow area.
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where d accounts for the number of days until the first
rejection. This statistic is also asymptotically distributed as
a chi square with one degree of freedom. CCI and CC refer
to the conditional coverage independence and the condi-
tional coverage, respectively (Christoffersen, 1998). Both
models test whether the observed failures are among them
dependent between consecutive days. Asymptotically dis-
tributed as a chi square with one degree of freedom, the
CCI test statistic is
CCI = −2 log
⎛⎜⎜⎝










where all powers account for the different combinations
of d days with no failures, n, or with failures, y, thus pro-
ducing four possible combinations. The probabilities are
defined as follows:














The CC test is defined as
CC = POF + CCI (27)
and is asymptotically distributed as a chi square with
two degrees of freedom. TBFI and TBF refer to the time
between failure independence and the time between fail-
ure, respectively (Haas, 2001). Whereas TUFF checks
only for the first exceedance, thus possibly leaving impor-
tant information out of the analysis, TBFI considers all
exceedances. Asymptotically distributed as a chi square














As a crucial modification with respect to the TUFF test,
d is enriched with the subscript i, which allows one to
account for the number of exceedances between i and i− 1.
As for the CC test, the POF can be used jointly with the
TBFI test to define the TBF statistic:
TBF = POF + TBFI, (29)
which is asymptotically distributed as a chi square with
I + 1 degrees of freedom. As concerns the CVaR, three
backtests are proposed. First, the Z-statistic proposed by
Acerbi and Székely (2014, equation 5) is derived. At each







where Xt is the realized loss at time t, It is the indica-
tor function of a VaR exceedance, and 𝛼 is the risk level.
Under the null hypothesis that the forecasting model cor-
rectly predicts the risk, the Z-statistic is equal to zero.
When the alternative is true the expected value of Z is
negative and the CVaR underestimates the risk.8 Given
the high stability of Z across a wide variety of tail distri-
butions9 (see ; Acerbi & Székely, 2014), the cutoff value
at 99.9% confidence level can be considered fixed at 1.8.
Second, being elicitable, the option-implied CVaR is back-
tested by comparing the expected and the realized excess
losses beyond the VaR conditional on the observation of
a VaR exceedance. A nonparametric Mann–Whitney U
t test10 (see (Mann & Whitney, 1947) on the difference
between the two means. If the null hypothesis of a zero
difference between the two means cannot be rejected, the
option-implied CVaR forecasts future losses in a consis-
tent way. The choice of performing a conditional CVaR
test has the objective to remove the effect of variation and
estimation error in the VaR through time when comput-
ing the expected exceedance. Third, following McNeil and
Frey (2000), the null of a CVaR correctly calibrated is tested
against the alternative of risk underestimation by defining
the following calibration function:





where VaR𝛼,t and CVaR𝛼,t are the CVaR and VaR at time t
at the risk level 𝛼, Lt is the realized loss, and It is the indi-
cator function of a VaR exceedance. Under the null, the
expected value of Kt conditional on the information up to
time (t − 1), E(Kt|t−1), is equal to zero. Under the alter-
native, E(Kt|t−1) is strictly positive, thus suggesting that
the CVaR has a negative bias. Finally, the VaR and CVaR
are jointly backtested. As a consequence of the joint elic-
itability of the VaR and CVaR (Fissler, Ziegel, & Gneiting,
2016; Lambert, Pennock, & Shoham, 2008), the calibration
function




is used to test the null hypothesis of a correct joint cali-
bration of the VaR and CVaR. Rejection of the null implies
8Being a one-sided test, it does not allowus to detect a risk overestimation.
9Namely, Gaussian and Student's t with 3, 5, 10, and 100 degrees of
freedom.
10In risk management, forecasted losses smaller/larger than the realized
ones are both undesirable. While the former ones imply a risk underesti-
mation and hence an inadequate capital protection, the latter induce an
inefficient allocation of the resources.
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that the VaR and/or CVaR underestimate risk. As for Kt,
St is expected to behave as a martingale difference (i.e.,
E(Kt|t−1) = 0) under the null and to be strictly positive
under the alternative.
Table 6 reports the backtesting results for all the pro-
posed VaR estimates. The option-implied methodology
under both specifications (MF and B&S) delivers VaR
estimates that positively perform across all tests and risk
TABLE 6 Top: VaR backtesting results of the option-implied model-free (MF)
and B&S VaR and the EGARCH(1, 1)-FHS. Bottom: backtesting results of the
filtered historical simulation (FHS) VaR under the physical measure for the
downside risk
Model 𝛼 Bin TL POF TUFF CCI CC TBFI TBF
MF 1% A/A G/G A/A A/A A/A A/A A/A A/A
BS 1% A/A G/G A/A A/A A/A A/A A/A A/A
MF 2.5% A/A G/G A/A A/A A/A A/A A/A A/A
BS 2.5% A/A G/G A/A A/A A/A A/A A/A A/A
MF 5% A/A G/G A/A A/A A/A A/A A/A A/A
BS 5% A/A G/G A/A A/A A/A A/A A/A A/A
FHS 1% A/A G/G A/A A/A A/A A/A A/A A/A
FHS 2.5% A/A G/G A/A A/R A/A A/A A/R A/A
FHS 5% A/A G/G R/A A/A A/A R/A A/A R/A
Note. Top: for each row, the first value accounts for the downside risk (put options are
used for the option-implied measures), and the second for the upside risk (call options),
e.g. downside/upside. Bottom: backtesting results of the filtered historical simulation (FHS)
VaR under the physical measure for the downside risk. The first two columns refer to the
model in use and the relative confidence level. The third column, Bin, refers to the bino-
mial test (Jorion (2011)). The fourth column, TL, refers to the traffic light test proposed by
the Basle Committee on Banking Supervision (1996). The fifth and sixth columns, POF and
TUFF, refer to the proportion of failure and time until first failure tests of Kupiec (1995). The
seventh and eight columns, CCI and CC, refer to the conditional coverage independence and
conditional coverage of Christoffersen (1998). The ninth and tenth columns, TBFI and TBF,
refer to the time between failure independence and time between failure of Haas (2001). As
described in Section 6, aside from the TL, which has three outcomes (green, yellow and red,
or G, Y, R), all other test are binary and produce either acceptances, A, or rejections, R.
TABLE 7 Backtesting results for the monthly model-free and B&S CVaR at 𝛼 = 1%, 2.5% and 5%
over the sample period from January 2011 to December 2016 for the left and right tails of the
distribution
Left tail Right tail
Acerbi Z-stat. 𝜌MW 𝜌K 𝜌S Acerbi Z-stat. 𝜌MW 𝜌K 𝜌S
MF CVaR
𝛼=1% 0.5777 1.0000 0.7368 1.0000 0.5740 1.0000 0.8263 1.0000
𝛼=2.5% 0.8002 0.0834 0.1855 1.0000 0.7909 0.0834 0.2469 1.0000
𝛼=5% 0.7127 1.0000 0.3549 1.0000 0.7719 1.0000 0.7647 1.0000
B&S CVaR
𝛼=1% 1.0000 — — — 1.0000 — — —
𝛼=2.5% 1.0000 — — — 0.8152 1.0000 0.7373 1.0000
𝛼=5% 0.7773 0.3333 0.8826 1.0000 0.5590 1.0000 0.6470 1.0000
Note. The model-free CVaR estimates are obtained by computing 𝛼 as in Equation 8. The B&S CVaR estimates are
obtained by computing 𝛼 as N( − d2) (see Equation 10). The table has the following structure: For each risk level,
the model-free CVaR backtesting results are reported in the first to third rows and the B&S CVaR backtesting results
are reported in the fourth to sixth rows. The left part of the table reports the backtesting statistics based on the left
tail of the distribution, while the right part presents the same statistics based on the right tail of the distribution.
Based on the left tail of the distribution, the first column reports the value of the Acerbi Z-statistic, computed as in
Equation 30, the second column reports the p-value of the Mann–Whitney U test, and the third and fourth columns
report the p-values of the McNeil et al. tests for the CVaR alone (see Equation 31) and for the VaR-CVaR jointly
(see Equation 32), respectively. The fifth to eighth columns report the same statistics for the option-implied CVaR
estimates based on the right tail of the distribution.
BARONE-ADESI ET AL. 11
levels. All results are confirmed for the downside risk (first
value of each row), and for the upside risk (second value
of each row, e.g. A/A). Confirming the literature, the FHS
approach also performs well but with some exceptions
at 5% (downside risk) and 2.5% (upside risk). The POF,
CC, TBFI, and TBF tests are in fact rejected for these risk
levels. At each risk level the option-implied methodology
delivers VaR estimates that are better than or equal to the
FHS ones, thus emerging as a valid alternative. The first
three rows of Table 7 report the backtesting results for the
option-implied MF CVaR based on both tails of the dis-
tribution at 𝛼 = 1%, 2.5%, and 5%. For each tail of the
distribution, results are similar and suggest that the null
hypothesis of correctly calibrated MF CVaR estimates can
never be rejected at 95% or higher confidence levels. The
last three rows of Table 7 report the samebacktesting statis-
tics for theB&SCVaRestimates. All theCVaRbacktests are
conditional on the presence of a VaR exceedance; hence no
backtesting information is available when 𝛼 = 1% (both
tails) and 𝛼 = 2.5% (left tail only). In general, the back-
testing results suggest that the null of a correctly specified
option-implied B&S CVaR cannot typically be rejected at
relevant confidence levels.
7 CONCLUSION
The use of option data allows one to derive risk measures,
such as the VaR and the CVaR, under the risk-neutral dis-
tribution. The validity of these riskmeasures only relies on
the consistency of option data and does not require any a
priorimodel specification. Being free from the definition of
a scoring function, the option-implied CVaR becomes nat-
urally elicitable. The combined use of put and call option
prices enables one to derive riskmetrics both for the down-
side and upside risk. Moreover, the CVaR:VaR ratio allows
us to anticipate unexpected changes in the distribution
of the underlying, which would have been unpredictable
with standard models on the jump distribution.
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