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Abstract
A three-dimensional effective theory of the finite-temperature SU(5)+adjoint Higgs
model is constructed using the method of dimensional reduction. The resulting the-
ory can be used for computer simulations of the GUT phase transition of the early
universe. In this paper the transition is analyzed at two-loop level in perturbation
theory. The structure of the effective theory does not essentially depend on the
matter contents of the original four-dimensional one. Therefore the analysis of this
paper applies also to more realistic theories.
1 Introduction
The simplest candidate for a theory unifying all the known gauge interactions
is the SU(5) model proposed by Georgi and Glashow in 1974 [1]. Even though
this model is known to conflict with experiments, it might still give a qual-
itatively correct picture of the unification. For example the supersymmetric
version of this model is compatible with the experiments.
Irrespective of the exact form of the unified theory, it is generally believed that
in the early stages of the evolution of our universe, there was a phase transition
in which the unified symmetry broke down to the residual SU(3)×SU(2)×U(1)
symmetry. The details of this transition may have had important cosmologi-
cal consequences. The change in vacuum energy density may have given rise
to an exponential expansion of the universe [2]. The recently in [3] proposed
scenario of thermal inflation is even more closely connected to the GUT tran-
sition. Due to the non-trivial first homotopy of the residual symmetry group a
large amount of magnetic monopoles may have been created in the transition,
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having dramatic effects on the evolution of the universe [4,5]. Recently it has
also been proposed that the monopole problem could be solved by symmetry
non-restoration of the SU(5) theory at high temperature [6–8].
Various properties of the high-temperature SU(5) model have been analysed by
many authors [9–12]. Since the model as such is too complicated for efficient
computer simulations, the studies have been mostly based on perturbation
theory. It is well known that many of the properties of the phase transitions
cannot be obtained by perturbative calculations, since the massless particles
cause infrared divergences [13]. However, the only existing lattice simulations
are more than a decade old and are therefore very inaccurate according to
present standards [14]. The method of dimensional reduction [15–17] gives a
way to split the problem into two parts, one of which can be handled perturba-
tively and the other with computer simulations. The idea is to first integrate
out the Matsubara modes which at high temperatures decouple from the zero
mode and then integrate out the heavy temporal component of the gauge field.
The resulting 3d theory can then be simulated on a lattice using the results
of [18]. This procedure has been successfully applied to the electroweak phase
transition [19] as well as to other models with relatively simple gauge symme-
tries [20–24]. The SU(5) gauge group has a much more complicated structure
and has some qualitatively new features since in the Lie algebra of SU(N)
with N > 3 there are two different symmetric tensors of order four while for
N < 4 there is only one. This makes the study of the model interesting also
independently of all the cosmological applications.
The paper is organized as follows. In Section 2 we define the model consid-
ered. In Sections 3 and 4 we apply the method of dimensional reduction to
the model. In Sections 5 and 6 we examine the relations between 4d and 3d
parameters and discuss the properties of the resulting effective theory. The
two appendices discuss the group theoretical factors and the evaluation of the
two-loop effective potential.
2 SU(5)+adjoint Higgs
The original model suggested in [1] consists of two scalar fields, one in adjoint
and one in fundamental representation of the gauge group SU(5), and two
fermion fields, one of which is in 5∗ and the other in 10 representation. To get
a more realistic theory, one could even add a third scalar field, which would
be in 45 representation [25]. Also a model with an additional SU(5) singlet
scalar field has been suggested as a scenario for inflation of the universe [26].
All these models contain many free parameters, whose values cannot be fixed
by experiments, since their effects are only visible near the GUT energy scale.
Some constraints can be derived for example from cosmological consequences.
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However, from the running of the Standard Model gauge couplings, the value
of the gauge coupling constant at the GUT scale can be seen to be g ≈ 0.39.
For simplicity, we shall consider a model with an adjoint scalar field only.
Therefore the theory is not really physical and we will not fix the parame-
ter values to any fenomenologically favourable ones, but we will instead ex-
plore the whole space of the parameters. Nevertheless, the calculations can be
straightforwardly extended to include the remaining fields, all of which would
be integrated out during dimensional reduction. Therefore the resulting ef-
fective theory would be of exactly the same form, only the relations between
the 3d and 4d parameters would differ. This also applies to supersymmetric
extensions of SU(5), although in that case a more complicated effective theory
may be needed [27].
Our Minkowskian Lagrangian is
LM =−1
2
TrFµνF
µν + Tr(DµΦD
µΦ)−m2TrΦ2 − λ1(TrΦ2)2 − λ2TrΦ4,(1)
where Aµ = A
A
µT
A is the gauge field and Φ = ΦATA is the Higgs field. The
generators TA of the symmetry group are Hermitian and normalized such that
TrTATB = 1
2
δAB. Their properties are discussed in more detail in Appendix
A. The covariant derivative is DµΦ = ∂µΦ + ig[Aµ,Φ]. One should note that
many authors have chosen a different convention. For example Langacker [28]
uses gLangacker = −
√
2g.
Perturbatively we have in our system 24 massless vector fields and 24 scalar
fields in the symmetric phase. In the physical broken phase, there are 12
massless and 12 massive vectors and 12 scalar fields. Eight of the scalars form
an octet in SU(3), three form an triplet in SU(2) and one is charged with
respect to U(1). The massless vectors are the gauge bosons of the residual
symmetry. On tree-level the observable parameters in the broken phase are
the masses of the fields, given in Eqs. (17), (18). When one takes the loop
corrections into account, they are replaced by the pole masses. These differ
from the renormalized tree-level masses, when MS scheme is used.
Because of confinement, the real spectrum of the theory differs completely
from the perturbative one. All the observable fields are SU(5) singlets and are
therefore composite operators of the perturbative fields. The simplest gauge
invariant operators are the following:
TrΦn, TrFµνΦ
n−1, 2 ≤ n ≤ 5. (2)
In the symmetric phase these operators represent bound states but in the
broken phase they can be identified with the perturbative fields. All the ob-
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servables of the system are correlators of these, or more complicated operators,
which can be interpreted as bound states also in the broken phase.
At a finite temperature T the system can be described with the same La-
grangian with an Euclidian time dimension in which the bosonic fields are
periodic with period 1
T
. Let us therefore replace the time variable t with −iτ .
For the calculations we will adopt the Landau gauge and hence we write the
Euclidian Lagrangian as
LE = 1
2
TrFµνFµν + Tr(DµΦ)
2 +m2TrΦ2 + λ1(TrΦ
2)2 + λ2TrΦ
4
+
1
2ξ
(∂µA
A
µ )
2 + ∂µc
A∂µc
A − gfABC∂µcAABµ cC , (3)
where c is a ghost field and ξ → 0.
3 Superheavy scale
The first task is to integrate over the superheavy, non-static Matsubara modes.
At this stage all the fermions of the theory would disappear, since they do not
have a static mode owing to their antiperiodicity. The time component A0 of
the gauge field will become an adjoint scalar field. We shall start by writing
as an Ansatz the most general Lagrangian with at most quartic interactions
which respects the desired symmetries and contains two adjoint scalar fields
and a gauge field:
L3= 1
4
FAijF
A
ij + Tr(DiΦ)
2 +m23TrΦ
2 + λ′1(TrΦ
2)2 + λ′2TrΦ
4
+Tr(DiA0)
2 +m23TrA
2
0 + κ1(TrA
2
0)
2 + κ2TrA
4
0
+α1TrΦ
2TrA20 + α2(TrΦA0)
2 + α3TrΦ
2A20 + α4TrΦA0ΦA0. (4)
The fields and the coupling constants have dimensions
[Aµ] = [Φ] = [g3] = GeV
1
2 , [λ′i] = [κi] = [αi] = [m3] = GeV. (5)
A renormalizable theory could have interaction vertices of as many as six fields
but we neglect these higher-order corrections [17]. We shall now extract the
parameters of (4) and the correct normalization of the fields by comparing the
two- and four-point Green’s functions of the finite temperature 4d theory and
of the 3d theory. This has been explained in great detail in [17].
For the normalization of the fields the parts proportional to the momentum
squared k2 are needed in two-point correlators 〈ΦΦ〉, 〈A0A0〉 and 〈AiAj〉. The
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Figure 1. The two-point diagrams needed in the super-heavy integration. The dashed
line corresponds to the Higgs field, the wavy line to the gauge field spatial compo-
nents, the double wavy line to the gauge field temporal component and the double
line to the ghost field.
corresponding diagrams are shown in Fig. 1. We will write down only the part
coming from the non-static modes of the diagrams. The high temperature
approximation of the non-zero modes gives
(1.1)=
k2
16π2
g2δAB
15
ǫb
, (6)
(1.2)=
k2
16π2
g2δAB(
10
ǫb
− 25
3
), (7)
(1.3)=
k2
16π2
(δij − kikj
k2
)g2δAB(
10
ǫb
+
5
3
). (8)
Here
1
ǫb
=
1
ε
+ Lb =
1
ε
+ log
µ2
(4πT )2
+ 2γE, (9)
where γE ≈ 0.577216 is the Euler-Mascheroni constant.
We will also need the Debye mass of the A0-field. This is given by the constant
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part of 〈A0A0〉. The corresponding diagrams are also given in Fig. 1. We get
(1.4)=−g2δAB(5
2
T 2 +
m2
16π2
10). (10)
The effective mass of the Higgs field Φ could also be evaluated in a similar
way, but we need it to two-loop order and it is easier to calculate it using
the effective potential. We shall postpone this, since in the calculation the
counterterms from the four-point correlators are needed. The gauge field Ai
does not acquire a mass in dimensional reduction due to gauge invariance.
The three-dimensional gauge coupling constant g3 is most easily obtained from
the 〈ΦΦAiAj〉-correlator. This consists of the diagrams shown in Fig. 2. The
result is
(2.1)=
g4
16π2
δij(f
ACEfBDE + fADEfBCE)
15
2
1
ǫb
. (11)
Exactly the same diagrams give also the 〈ΦΦA0A0〉 -correlator:
(2.2)=
g2
16π2
[
−(12g2 + 20λ1)δABδCD − (6g2 + 2λ2)(δADδBC + δACδBD)
−(15g2 − 10λ2)dABEdCDE
+
(
15
2
1
ǫb
g2 − 5g2 − 4λ1 − 8
5
λ2
)
(fACEfBDE + fADEfBCE)
]
. (12)
We need also the self-coupling of A0, for which one gets
(2.3)=
g4
16π2
[
(δABδCD + perm.) +
5
8
(dABEdCDE + perm.)
]
(−16) . (13)
The notation “perm.” denotes all the possible different permutations of in-
dices, that is
δABδCD + perm.= δABδCD + δACδBD + δADδBC ,
dABEdCDE + perm.= dABEdCDE + dACEdBDE + dADEdBDE. (14)
The last four-point function to be considered is 〈ΦΦΦΦ〉, which gives
(2.4)=
1
16π2
{[(
64λ21 +
212
5
λ1λ2 +
232
25
λ22 + 12g
4
)
(δABδCD + perm.)
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Figure 2. The four-point diagrams needed in the super-heavy integration
+
(
12λ1λ2 +
32
5
λ22 +
15
2
g4
)
(dABEdCDE + perm.)
]
1
ǫb
−g4[8(δABδCD + perm.) + 5(dABEdCDE + perm.)]
}
. (15)
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Let us now calculate the effective mass of the Higgs field using the effective
potential. For this we must shift the Higgs field. At this point the direction of
the shift is irrelevant, but we choose the physical one
Φ 7→ Φ + v√
15
Diag(1, 1, 1,−3
2
,−3
2
) = Φ + vτ1. (16)
After the shift we have 12 massive vector bosons with mass
M2 =
5
12
g2v2. (17)
There are also four different kinds of Higgs fields, one for each factor group of
the residual group and one Goldstone. They have the masses
m21=m
2 +
(
λ1 +
2
5
λ2
)
v2, m22 = m
2 +
(
λ1 +
7
30
λ2
)
v2,
m23=m
2 +
(
λ1 +
9
10
λ2
)
v2, m24 = m
2 +
(
3λ1 +
7
10
λ2
)
v2. (18)
We will also need explicit expressions for the renormalization counterterms in
the broken phase to one-loop order. The mass counterterms in the MS-scheme
are
δm21=
1
16π2
1
ε
[
m2
(
26λ1 +
47
5
λ2
)
+v2
(
32λ21 +
118
5
λ1λ2 +
148
25
λ22 +
15
2
g4
)]
, (19)
δm22=
1
16π2
1
ε
[
m2
(
26λ1 +
47
5
λ2
)
+v2
(
32λ21 +
108
5
λ1λ2 +
364
75
λ22 +
25
4
g4
)]
, (20)
δm23=
1
16π2
1
ε
[
m2
(
26λ1 +
47
5
λ2
)
+v2
(
32λ21 +
148
5
λ1λ2 +
228
25
λ22 +
45
4
g4
)]
, (21)
δm24=
1
16π2
1
ε
[
m2
(
26λ1 +
47
5
λ2
)
+v2
(
96λ21 +
324
5
λ1λ2 +
364
25
λ22 +
75
4
g4
)]
, (22)
δM2=
1
16π2
1
ε
25
8
g4v2, (23)
and the wave function counterterms are
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Figure 3. The diagrams for the effective potential of the Higgs field
δZΦ=
g2
16π2
1
ε
15, (24)
δZA=
g2
16π2
1
ε
10. (25)
The one-particle irreducible vacuum diagrams needed are shown in Fig. 3.
We need only the part of the result which is quadratic in v. We have written
down also the terms quartic in v to one-loop order just as a check of the
result (15). Using the color factors given in Appendix B we could make the
full two-loop calculation, but it is not necessary here. In the high temperature
approximation the result is
V (v)=V 3d(v) + constant
+
1
2
v2
{(
5
4
g2 +
13
6
λ1 +
47
60
λ2
)
T 2
− m
2
16π2
(
26λ1 +
47
5
λ2
)
Lb
+
T 2
16π2
[(
1
ε
− 4 log 3T
µ
− 4c
)(
13λ21 +
47
5
λ1λ2
+
493
100
λ22 − 65g2λ1 −
47
2
g2λ2
)
+Lb
(
−25
2
g4 +
65
2
g2λ1 +
47
4
g2λ2 − 208
3
λ21 −
752
15
λ1λ2 − 922
75
λ22
)
+
275
12
g4 +
65
3
g2λ1 +
47
6
g2λ2
]}
9
+
1
24
v4
1
16π2
[(
25− 75
2
Lb
)
g4
−
(
192λ21 +
648
5
λ1λ2 +
728
25
λ22
)
Lb
]
, (26)
where c = 1
2
(
log 8pi
9
+ ζ
′(2)
ζ(2)
− 2γE
)
.
Now we have all the necessary Green’s functions to fix the three-dimensional
parameters. This is done by matching the corresponding results in both the-
ories taking into account that the normalization of the fields is also different.
At one-loop level one only has to add corrections to the coupling constants
and the field renormalization. The relations between the three-dimensional
and four-dimensional fields are
Φ23d=
1
T
[
1− g
2
16π2
15Lb
]
Φ2, (27)
(A3d0 )
2=
1
T
[
1− g
2
16π2
(
10Lb − 25
3
)]
A20, (28)
(A3di )
2=
1
T
[
1− g
2
16π2
(
10Lb +
5
3
)]
A2i . (29)
The parameters of the three-dimensional theory written as functions of those
of the original 4d theory are
g23 = g
2T
[
1 +
g2
16π2
(
35
2
Lb +
5
3
)]
, (30)
κ1=
g4T
16π2
6, (31)
κ2=
g4T
16π2
10, (32)
λ′1= λ1T −
T
16π2
[(
32λ21 +
94
5
λ1λ2 +
84
25
λ22 +
9
2
g4 − 30g2λ1
)
Lb
−3g4
]
, (33)
λ′2= λ2T −
T
16π2
[(
12λ1λ2 +
32
5
λ22 +
15
2
g4 − 30g2λ2
)
Lb − 5g4
]
, (34)
α1=
g2T
16π2
(
6g2 + 24λ1
)
, (35)
α2=
g2T
16π2
(
12g2 + 4λ2
)
, (36)
α3=2g
2T
[
1 +
1
16π2
(
35
2
Lbg
2 +
35
3
g2 + 4λ1 − 42
5
λ2
)]
, (37)
10
α4=−2g2T
[
1 +
1
16π2
(
35
2
Lbg
2 − 10
3
g2 + 4λ1 +
8
5
λ2
)]
, (38)
m2D =
5
2
g2T 2, (39)
m23= m˜
2 +
T
12
(
15g23 + 26λ
′
1 +
47
5
λ′2
)
+
1
16π2
5
6
g23
(
25
2
g23 + 26λ
′
1 +
47
5
λ′2
)
+
1
16π2
[
10g23
(
26λ′1 +
47
5
λ′2
)
− 52λ′21
−188
5
λ′1λ
′
2 −
493
25
λ′22
] (
log
3T
µ
+ c
)
, (40)
m˜2=m2
[
1 +
1
16π2
(
15g2 − 26λ1 − 47
5
λ2
)
Lb
]
. (41)
In every equation the µ-dependence of Lb cancels the µ-dependence of the
coupling constants. Therefore none of the coupling constants of the three-
dimensional theory runs. From Eq. (40) one can read the running of the three-
dimensional mass as a function of the scale µ,
µ
∂m23(µ)
∂µ
=− 1
16π2
f2m
=− 1
16π2
[
10g23
(
26λ′1 +
47
5
λ′2
)
− 52λ′21 −
188
5
λ′1λ
′
2 −
493
25
λ′22
]
.(42)
As we can see later in Eq. (64), the running due to the coupling of the two
adjoint scalar fields Φ and A0 cancels when the coupling constants α have the
values given in Eqs. (35)–(38). Therefore the A0 field does not contribute to
f2m and the result (42) is the same also for a theory with only one adjoint
scalar field. This result can be generalized to the case of SU(N) symmetry,
and is
f2m=2Ng
2
3
(
(N2 + 1)λ′1 + (2N
2 − 3)λ
′
2
N
)
−2(N2 + 1)λ′21 − 4(2N2 − 3)λ′1
λ′2
N
−
(
N4 − 6N2 + 18
) λ′22
N2
. (43)
Since the three-dimensional theory is superrenormalizable, this result is exact
for a theory with only one adjoint Higgs.
Thus we have now constructed a three-dimensional theory with a gauge field
and two adjoint Higgses, which describes the same physics as the original
theory in a sense that the static correlators of the three-dimensional theory
coincide with those of the four-dimensional one at order O(g4). However, the
11
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Figure 4. The diagrams needed for the heavy integration. The solid line represents
the A0 scalar field.
theory is still unnecessarily complicated. At high temperature the A0 field is
namely heavy, since its mass is proportional to the temperature. Thus one can
integrate it out as well. We will do that in the next section.
4 Heavy scale
Integrating out the heavy A0 field is also described in [17]. For that task we
need all the two- and four-point diagrams containing the A0 field. They are
shown in Fig. 4.
On one-loop level there are no momentum dependent two-point 〈ΦΦ〉-diagrams
with the A0 field. Therefore the normalization of the Higgs field does not
change. For the gauge field Ai we do instead have one diagram:
(4.1)=− g
2
3
4πmD
5
12
δAB(k2δij − kikj). (44)
The correction to the gauge coupling can be most easily evaluated from the
〈ΦΦAiAi〉-correlator. There are two such diagrams with the A0 field, but they
cancel each other:
12
(4.2.1)=
g23δij
16πmD
[
(10α1 + 2α3)δ
ABδCD − α4(δACδBD + δADδBC)
+α2(f
ACEfBDE + fADEfBCE) +
5
2
α3d
ABEdCDE
]
, (45)
(4.2.2)=−(4.2.1), (46)
(4.2)= 0. (47)
Thus the only effect to the gauge coupling will be from the new normalization
of the gauge field.
The correction for the Higgs self-interaction can be obtained from the only
〈ΦΦΦΦ〉-diagram with A0-lines. The result is
(4.3)=
1
16πmD
[(
24α21 + 2α1α2 +
48
5
α1α3 +
2
5
α2α3
+
24
25
α23 −
2
5
α1α4 +
2
5
α2α3 − 2
25
α3α4 +
24
25
α24
)
(δABδCD + perm.)
+
(
α2α3 +
21
20
α23 + α2α4 −
2
5
α3α4 − 1
5
α24
)
(dABEdCDE + perm.)
]
.
(48)
To get the mass correction of the Higgs field we shall evaluate theA0-dependent
part of the two-loop effective potential. Breaking the symmetry gives for the
gauge field Ai and the Higgs field Φ the same masses as before in Eqs. (17),
(18). The A0 field will acquire the masses
M21 =m
2
D + (
1
2
α1 +
1
15
α3 +
1
15
α4)v
2, (49)
M22 =m
2
D + (
1
2
α1 +
13
120
α3 − 1
10
α4)v
2, (50)
M23 =m
2
D + (
1
2
α1 +
3
20
α3 +
3
20
α4)v
2, (51)
M24 =m
2
D + (
1
2
α1 +
1
2
α2 +
7
60
α3 +
7
60
α4)v
2. (52)
Now the desired part of the effective potential can be obtained from the six
vacuum diagrams shown in Fig. 4. They give
(4.4.1)= 8CS(M1) + 12CS(M2) + 3CS(M3) + CS(M4), (53)
(4.4.2)=−(20κ1 + 10κ2)DSS(M1,M1)− (42κ1 + 15κ2)DSS(M2,M2)
−
(
15
4
κ1 +
15
8
κ2
)
DSS(M3,M3)−
(
3
4
κ1 +
7
40
κ2
)
DSS(M4,M4)
−(48κ1 + 16κ2)DSS(M1,M2)− 12κ1DSS(M1,M3)
13
−
(
4κ1 +
8
5
κ2
)
DSS(M1,M4)− (18κ1 + 9κ2)DSS(M2,M3)
−
(
6κ1 +
7
5
κ2
)
DSS(M2,M4)−
(
3
2
κ1 +
27
20
κ2
)
DSS(M3,M4),(54)
(4.4.3)=−
(
16α1 + 2α2 +
16
3
α3 − 2
3
α4
)
DSS(m1,M1)
−
(
36α1 + 3α2 +
15
2
α3
)
DSS(m2,M2)
−
(
9
4
α1 +
3
4
α2 +
9
8
α3 − 3
8
α4
)
DSS(m3,M3)
−
(
1
4
α1 +
1
4
α2 +
7
120
α3 +
7
120
α4
)
DSS(m4,M4)
− (24α1 + 4α3) (DSS(m1,M2) +DSS(m2,M1))
−6α1(DSS(m1,M3) +DSS(m3,M1))
−
(
2α1 +
4
15
α3 +
4
15
α4
)
(DSS(m1,M4) +DSS(m4,M1))
−
(
9α1 +
9
4
α3
)
(DSS(m2,M3) +DSS(m3,M2))
−
(
3α1 +
13
20
α3 − 3
5
α4
)
(DSS(m2,M4) +DSS(m4,M2))
−
(
3
4
α1 +
9
40
α3 +
9
40
α4
)
(DSS(m3,M4) +DSS(m4,M3)),
(4.4.4)=−g
2
3
4
[24DSV(M1, 0) + 30DSV(M2, 0) + 6DSV(M3, 0)
+16DSV(M1,M) + 30DSV(M2,M) + 9DSV(M3,M)
+5DSV(M4,M))], (55)
(4.4.5)=−g
2
3
4
[24DSSV(M1,M1, 0) + 30DSSV(M2,M2, 0)
+6DSSV(M3,M3, 0) + 32DSSV(M1,M2,M)
+18DSSV(M2,M3,M) + 10DSSV(M2,M4,M)] (56)
(4.4.6)=−1
4
v2
[
24α21 + 2α1α2 +
25
2
α22 +
48
5
α1α3 +
23
5
α2α3 +
537
100
α23
−2
5
α1α4 +
48
5
α2α4 − 44
25
α3α4 +
581
50
α24
]
DSSS(m,mD, mD). (57)
The explicit expressions of the functions C and D are given in Appendix B.
Using these results we can construct an effective three-dimensional theory with
only one scalar field and the gauge field. The Lagrangian of the theory is
L= 1
4
FAijF
A
ij + Tr(DiΦ)
2 +m2TrΦ2 + λ1(TrΦ
2)2 + λ2TrΦ
4, (58)
where the fields are related to the original fields as follows:
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Φ
2
=Φ23d
=
1
T
[
1− g
2
16π2
15Lb
]
Φ2, (59)
A
2
i =
[
1 +
5
48π
g23
mD
]
(A3di )
2
=
1
T

1 + g
24π
√
5
2
− g
2
16π2
(
10Lb +
5
3
)A2i . (60)
The relation of the parameters of the theory to those of the original theory is
g2= g23
[
1− 5
48π
g23
mD
]
= g2T

1− g
24π
√
5
2
+
g2
16π2
(
35
2
Lb +
5
3
) , (61)
λ1=λ
′
1 −
1
16πmD
(
12α21 + α1α2 +
1
2
α22 +
24
5
α1α3
+
27
100
α23 −
1
5
α1α4 +
1
25
α3α4 +
13
25
α24
)
=T
{
λ1 − 3g
3
8
√
10π
− 1
16π2
[(
32λ21 +
94
5
λ1λ2 +
84
25
λ22 +
9
2
g4 − 30g2λ1
)
Lb − 3g4
]}
, (62)
λ2=λ
′
2 −
1
16πmD
(
α2α3 +
21
20
α23 + α2α4 −
2
5
α3α4 − 1
5
α24
)
=T

λ2 − g
3
8π
√
5
2
− 1
16π2
[(
12λ1λ2 +
32
5
λ22 +
15
2
g4 − 30g2λ2
)
Lb − 5g4
]}
, (63)
m2=m23 −
mD
4π
(
12α1 +
1
2
α2 +
12
5
α3 − 1
10
α4
)
+
1
16π2[(
1
ε
+ 1 + 4 log
µ
2mD
)
g23
(
30α1 +
5
4
α2 + 6α3 − 1
4
α4 − 25
8
g23
)
−
(
1
ε
+ 2 + 4 log
µ
m3 + 2mD
)(
3α21 +
1
4
α1α2 +
25
16
α22 +
6
5
α1α3
+
23
40
α2α3 +
537
800
α23 −
1
20
α1α4 +
6
5
α2α4 − 11
50
α3α4 +
581
400
α24
)
+
25
8
g43 +
(
13κ1 +
47
10
κ2
)(
12α1 +
1
2
α2 +
12
5
α3 − 1
10
α4
)]
15
=m23 −
5g3T 2
4π
√
5
2
+
g4T 2
16π2
(
75
2
log
m3 + 2mD
2mD
− 25
4
)
. (64)
One should note that for the correct values of the parameters α (35)–(38)
the expression (64) is not divergent since the divergences cancel each other.
Therefore the new effective mass m2 runs in the same way as m23 as a function
of the scale µ. In particular, Eq. (42) is correct also in this case.
5 Parameters of the effective theory
Let us now study concretely the values of the parameters of the effective
theory (58) and their relation to the parameters of the original 4d theory
(1). As discussed in Sect. 2, it is reasonable to fix only the gauge coupling
constant, and keep the other parameters free. Thus we will only assume that
the parameters of the theory are such that the construction of the effective
theory is legitimate.
The effective theory has four parameters: g2, λ1, λ2 and m
2. However, these
are all dimensionful quantities and we can choose one to fix the scale and
express the theory in terms of three dimensionless parameters
y=
m2(g2)
g4
, x1 =
λ1
g2
, x2 =
λ2
g2
. (65)
Here y has been defined in the MS-scheme with the renormalization scale µ =
g2. When the 4d parameters have been renormalized at the scale µ = 4πTe−γE
and g = 0.39, we can use Eqs. (17), (18) to replace the 4d parameters with
tree-level masses in Eqs. (61)–(64) and we obtain
x1=0.21
m24
M2
− 0.59m
2
1
M2
− 0.012, x2 = 2.52m
2
1
M2
− 0.020,
y=6.80 + 6.08
m21
M2
− 1.45m
4
1
M4
+ 3.95
m24
M2
− 0.038m
4
4
M4
−0.12m
2
1m
2
4
M4
− 21.9m
2
4
T 2
, (66)
where we have neglected the logarithmic dependence on the temperature. Here
M , m1 and m4 are the tree-level broken phase masses of the massive vectors,
the SU(3) octet scalars and the U(1) charged scalar, respectively. As discussed
in Section 2, the physical pole masses differ from these due to loop corrections.
From Eq. (66) we see that as the temperature decreases, x1 and x2 stay con-
stant and y decreases. Since the transition takes place near y = 0, we can get
16
a simple approximation for the critical temperature by setting y(T = Tc) = 0
in Eq. (66). In the next section we derive more accurate estimates.
6 Properties of the effective theory
In a system with an SU(N) gauge field coupled to a scalar field in fundamental
representation, it has been shown that the “symmetric” and the “broken”
phase are analytically connected to each other [31]. This has been confirmed
by numerical simulations in the case N = 2 [32]. In [31] the authors expect
that for SU(N)+adjoint Higgs there could be a symmetry breaking related to
the ZN symmetry in which the Higgs field transforms trivially. Nevertheless,
lattice results have given evidence that for SU(2)+adjoint Higgs there is no
distinction between the phases and for some values of the parameters the phase
transition does not exist [24]. It is therefore uncertain, to what extent we can
consider the phase transition to be a symmetry breakdown as suggested by
the perturbative interpretation.
Even though it is well known that only non-perturbative, numerical com-
putations can give reliable results in the vicinity of a phase transition, we
will inspect the perturbative effective potential in order to obtain information
about the phase diagram. For small values of x1 and x2 this gives the correct
result.
The essential shape of the potential is already found in the one-loop approxi-
mation, taking into account only the gauge field loop. This gives the effective
potential
V (Φ) = yTrΦ2 + x1(TrΦ
2)2 + x2TrΦ
4 − 1
6π
5∑
i,j=1
|Φi − Φj |3, (67)
where Φ = Diag(Φ1, . . . ,Φ5) and
∑
iΦi = 0 and we have scaled Φ and V (Φ)
to dimensionless quantities. The Higgs vev can always be transformed to this
diagonal form. Here y denotes actually the value at the scale µ,
y(µ) = y − f2m
16π2
log
µ
g2
. (68)
In this approximation the scale µ cannot be fixed.
In perturbation theory the transition is of first order, due to the cubic term
in (67). We can evaluate the critical surface yc = yc(x1, x2), where the minima
of V (Φ) are degenerate. In our present approximation this can be calculated
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analytically. Let us write Φ = vτ , where v is a real number and Trτ 2 = 1
2
.
Then we obtain
yc =
1
18π2
(
∑
i,j |τi − τj |3)2
x1 + 4x2Trτ 4
. (69)
This result depends of the direction τ of the symmetry breakdown. We shall
discuss mainly the physically most interesting directions
τ1 =
1√
15
Diag(1, 1, 1,−3
2
,−3
2
), τ2 =
1
2
√
10
Diag(1, 1, 1, 1,−4), (70)
which lead to the residual symmetries of the Standard Model and SU(4)×U(1),
respectively. It has been shown [29] that on tree-level these are the only pos-
sible minima. Quantum corrections may change the situation and for some
values of parameters there may be other minima, even a global one. The cor-
responding critical surfaces are
yc(τ1) =
625
36π2
1
30x1 + 7x2
, yc(τ2) =
625
36π2
1
20x1 + 13x2
. (71)
From this we see that the critical surfaces cross at the line x1 =
3
5
x2. This
ratio is connected to the Z5 symmetry of the SU(5) gauge theory at finite
temperature [30]. We can namely proceed with the dimensional reduction for
a pure SU(5) theory using essentially the diagrams already calculated and
end up with the ratio x1 =
3
5
x2 for the effective self-coupling of the A0 field.
The origin and the minima corresponding to the directions τ1 and τ2 are then
identified by the Z5 symmetry, which shows up in our calculation just as the de-
generacy in this approximation. For the other possible minima SU(3)×[U(1)]2
and [SU(2)]2×[U(1)]2, the critical surfaces lie lower than the ones shown above
for all the parameter values.
In addition to the critical surface between the symmetric phase and the broken
phases we are also interested in phase transitions or critical surfaces between
different broken phases. It turns out that τ1 and τ2 are the only shifts that can
give an absolute minimum for any values of the parameters. Therefore only
the critical surface between those two phases is of interest. It consists of the
points in the parameter space in which the minima in the directions τ1 and
τ2 are degenerate. Unfortunately we cannot write a simple expression for that
surface as in Eq. (71).
One can easily improve the accuracy of this one-loop approximation. The
effective potential can be calculated to two-loop order using essentially the
color factors calculated previously. However, for some diagrams this must be
done by explicitly fixing the direction of the shift. Therefore the result cannot
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Figure 5. The two-loop phase diagram of the 3d SU(5)+adjoint Higgs model. The
horizontal and vertical axes correspond to the parameters x1 and y, respectively.
The symmetric phase is denoted by 0 and the phases broken to the directions τ1
and τ2 by 1 and 2, respectively.
be written in a general form as in (67). We have completed this calculation for
the shift directions τ1 and τ2 and the expressions for the effective potential are
shown in Appendix B. In principle one could write down the complete one-
loop effective potential for a shift in an arbitrary direction, but the resulting
expression is much too complicated and we have omitted it.
The phase diagram of the system in two-loop approximation is shown in Fig. 5.
We have only evaluated the potential in two broken minima and therefore the
possible presence of any other phases is not shown. The phase diagram consists
of three domains in which the true minimum is in the corresponding phase.
The boundaries between the domains correspond to phase transitions. This
result is correct only for small values of x1 and x2, but the theory can be
simulated on a lattice to obtain the correct critical surface. It is interesting to
speculate whether the phase transition becomes a crossover as x1 and x2 grow
and become about 0.1. This effect has been found for an SU(2) gauge field
coupled to a Higgs field in the fundamental [32] or adjoint [24] representation.
If the same is true for SU(5), the GUT phase transition might never had
happened.
We cannot get any direct information about the kinetics of the phase transition
from the effective 3d theory, since it only describes the equlibirium behaviour.
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As the parameters cross a critical surface the two corresponding minima are
degenerate, which gives rise to phase transition. Owing to the supercooling
effects the transition does not take place instantaneously, but the system may
stay in a metastable state for some time. A reliable analysis of the kinetics of
the phase transition is possible only after the correct values of Tc, latent heat
and interface tension are determined from lattice simulations.
7 Conclusions
We have constructed a three-dimensional theory that describes the equilibrium
behaviour of a high-temperature SU(5)+adjoint Higgs system correctly up to
order O(g3). This is done by determining the parameter values of the effective
theory by comparing the Green’s functions of the two theories. The procedure
is free from infrared divergences, but solves some of the problems concerning
numerical simulations of the original 4d theory. The resulting theory contains
no fermions and has parametrically only one energy scale. Also the smaller
number of dimensions allows one to use much larger lattice sizes. Therefore
one can expect to have much more accurate results about the phase transition
than previously.
We have proceeded with the task of dimensional reduction only for a non-
realistic theory with no fermions. The fermion content of the theory would
only change the values of the parameters of the effective theory, not the struc-
ture of the theory itself, since due to their antiperiodicity the fermions have
only super-heavy Matsubara modes of mass ∼ πT , which are integrated out.
Near the phase transition the other scalar fields than the adjoint one are also
heavy and therefore do not affect the structure of the effective theory. Thus
we get already now reliable qualitative results from the effective theory. The
inclusion of the realistic particle spectrum is only a mechanical task and in-
volves no new technical difficulties. One might also extend the analysis to a
supersymmetric version of the theory. Even then an unambiguous picture of
the phase transition cannot be obtained because of the large freedom in the
choice of the parameters of the four-dimensional theory.
There are a few problems with the construction presented in this paper. First
of all it is questionable how well one can apply the standard high-temperature
formalism in the era before the GUT transition. The system may actually not
be in thermodynamical equilibrium. This is the case in most of the models
of inflation. The effects of the high curvature of the universe should perhaps
be taken into account [33]. Of course the formalism can describe only systems
in an equilibrium and therefore it can be used only to study some of the
features of the phase transition. However, there are many important properties
which can be extracted from the equilibrium behavior near the transition. The
effective three-dimensional theory gives a correct picture of the equilibrium
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behaviour only at high temperatures and when the four-dimensional coupling
constants are small. These demands are well satisfied in SU(5).
The previous numerical studies of the electroweak phase transition have shown
that for large values of the Higgs self-coupling constant the transition ends. We
expect the same phenomenon to occur also in the case of SU(5) theory, but we
have to wait for the numerical simulations to confirm this conjecture. The ab-
sence of the transition may have some important cosmological consequences.
It might affect the problem with the overabundance of magnetic monopoles.
It has been suggested [6–8] that in the absence of a transition the monopole
problem could be solved without inflation. The reliable non-perturbative re-
sults of the SU(5) phase transition can also be used to make the analysis of
the possible inflationary phase of the evolution of the universe much more
accurate.
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A Properties of the SU(5) generators
In the case of SU(5) symmetry, the structure of the vertices is much richer
than for example in SU(2). Here is a somewhat complete list of the relations
needed in the calculations of this paper. Some of the group-theoretical factors
necessary for the calculation of the effective potential must be evaluated ex-
plicitly by using a specific choice of generators and we shall omit them here.
The relations of this appendix can be obtained using the methods of Kaplan
and Resnikoff [34].
First we give some relations and conventions for the generators of the funda-
mental representation of SU(N), which are defined to be Hermitian:
[TA, TB] = ifABCTC , (A.1)
TrTATB =
1
2
δAB, (A.2)
TATB =
1
2N
δAB +
1
2
dABCTC +
i
2
fABCTC , (A.3)
(TATA)ab=
N2 − 1
2N
δab, (A.4)
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TrTATBTC =
1
4
(dABC + ifABC), (A.5)
TrTATBTCTD =
1
4N
δABδCD +
1
8
(dABE + ifABE)(dCDE + ifCDE). (A.6)
In order to discuss the properties of the generators of the adjoint representa-
tion, let us define two matrices
(FA)BC = −ifABC , (DA)BC = dABC . (A.7)
For these we have the usual Jacobi identities
fABEfCDE + fCBEfDAE + fDBEfACE =0, (A.8)
fABEdCDE + fCBEdDAE + fDBEdACE =0. (A.9)
Traces of two matrices:
TrFAFB = fACDfBCD = NδAB, (A.10)
TrDADB = dACDdBCD =
N2 − 4
N
δAB. (A.11)
Traces of three matrices:
TrFAFBFC =
N
2
ifABC , (A.12)
TrFADBDC =
N2 − 4
2N
ifABC , (A.13)
TrDAFBFC =
N
2
dABC , (A.14)
TrDADBDC =
N2 − 12
2N
dABC . (A.15)
Traces of four matrices:
TrFAFBFCFD = δABδCD + δADδBC
+
N
4
(dABEdCDE − dACEdBDE + dADEdBCE), (A.16)
TrFAFBDCDD = δABδCD − δADδBC
+
N
4
(dABEdCDE + dACEdBDE − dADEdBCE)
22
−N
2
fABEfCDE − 2
N
fADEfBCE , (A.17)
TrDADBDCDD =
N2 − 8
N2
δABδCD + δADδBC +
N2 − 24
4N
dABEdCDE
−N
4
dACEdBDE +
N2 − 8
4N
dADEdBCE
+
2
N
(fABEfCDE + fADEfBCE). (A.18)
B Two-loop effective potential of the 3d theory
In this appendix we give the expressions for the effective potential of the
Higgs field in the three-dimensional theory broken to the two physically most
interesting directions τ1 and τ2.
When the symmetry is broken to the symmetry group SU(3)×SU(2)×U(1),
Φ 7→ Φ + vτ1, the effective potential is
V (v)=
1
2
yv2 +
(
1
4
x1 +
7
120
x2
)
v4
+8CS(m1) + 12CS(m2) + 3CS(m3) + CS(m4) + 12CV(M)
− (20x1 + 10x2)DSS(m1, m1)− (42x1 + 15x2)DSS(m2, m2)
−
(
15
4
x1 +
15
8
x2
)
DSS(m3, m3)−
(
3
4
x1 +
7
40
x2
)
DSS(m4, m4)
− (48x1 + 16x2)DSS(m1, m2)− 12x2DSS(m1, m3)
−
(
4x1 +
8
5
x2
)
DSS(m1, m4)− (18x1 + 9x2)DSS(m2, m3)
−
(
6x1 +
7
5
x2
)
DSS(m2, m4)−
(
3
2
x1 +
27
20
x2
)
DSS(m3, m4)
−6DSV(m1, 0)− 15
2
DSV(m2, 0)− 3
2
DSV(m3, 0)− 4DSV(m1,M)
−15
2
DSV(m2,M)− 9
4
DSV(m3,M)− 5
4
DSV(m4,M)
−15
4
DVV(0, 0)− 15
2
DVV(M, 0)− 15
4
DVV(M,M)
−6DSSV(m1, m1, 0)− 15
2
DSSV(m2, m2, 0)− 3
2
DSSV(m3, m3, 0)
−8DSSV(m1, m2,M)− 9
2
DSSV(m2, m3,M)− 5
2
DSSV(m2, m4,M)
−5
2
DVVV(0, 0, 0)− 15
2
DVVV(0,M,M)
−30DηηV(0)− 30DηηV(M)
23
−v2
(
8
3
x22DSSS(m1, m1, m1) + 8
(
x1 +
2
5
x2
)2
DSSS(m1, m1, m4)
+
4
15
x22DSSS(m1, m2, m2) +
12
5
x22DSSS(m2, m2, m3)
+12
(
x1 +
7
30
x2
)2
DSSS(m2, m2, m4)
+3
(
x1 +
9
10
x2
)2
DSSS(m3, m3, m4)
+3
(
x1 +
7
30
x2
)2
DSSS(m4, m4, m4)
+
5
3
DSVV(m1,M,M) +
15
16
DSVV(m3,M,M)
+
25
28
DSVV(m4,M,M) +
25
16
DSVV(m2, 0,M)
)
, (B.1)
where the masses are
M2=
5
12
v2,
m21= y +
(
x1 +
2
5
x2
)
v2, m22 = y +
(
x1 +
7
30
x2
)
v2,
m23= y +
(
x1 +
9
10
x2
)
v2, m24 = y +
(
3x1 +
7
10
x2
)
v2. (B.2)
When the shift is made to the direction Φ 7→ Φ+ vτ2, the symmetry is broken
down to SU(4)×U(1) and the effective potential becomes
V (v)=
1
2
yv2 +
(
1
4
x1 +
13
80
x2
)
v4
+15CS(m1) + 8CS(m2) + CS(m3) + 8CV(M)
−
(
255
4
x1 +
435
16
x2
)
DSS(m1, m1)− (20x1 + 10x2)DSS(m2, m2)
−
(
3
4
x1 +
39
80
x2
)
DSS(m3, m3)− (60x1 + 15x2)DSS(m1, m2)
−
(
15
2
x1 +
9
8
x2
)
DSS(m1, m3)−
(
4x1 +
13
5
x2
)
DSS(m2, m3)
−15DSV(m1, 0)− 5DSV(m2, 0)− 15
4
DSV(m1,M)
−5DSV(m2,M)− 5
4
DSV(m3,M)
−15
2
DVV(0, 0)− 5DVV(M, 0)− 5
2
DVV(M,M)
−15DSSV(m1, m1, 0)− 5DSSV(m2, m2, 0)
24
−15
2
DSSV(m1, m2,M)− 5
2
DSSV(m2, m3,M)
−5DVVV(0, 0, 0)− 5DVVV(0,M,M)
−40DηηV(0)− 20DηηV(M)
−v2
(
27
8
x22DSSS(m1, m1, m1)
+15
(
x1 +
3
20
x2
)2
DSSS(m1, m1, m3)
+
3
2
x22DSSS(m1, m2, m2) + 8
(
x1 +
13
20
x2
)2
DSSS(m2, m2, m3)
+3
(
x1 +
13
20
x2
)2
DSSS(m3, m3, m3)
+
75
32
DSVV(m1,M,M) +
25
16
DSVV(m2, 0,M)
+
25
32
DSVV(m3,M,M)
)
, (B.3)
where the masses are
M2=
5
8
v2, m21 = y +
(
x1 +
3
20
x2
)
v2,
m22= y +
(
x1 +
13
20
x2
)
v2, m23 = y +
(
3x1 +
39
20
x2
)
v2. (B.4)
The explicit expressions for the C and D functions are
CS(m) =− m
3
12π
,
CV(m) =−m
3
6π
,
DSSS(m1, m2, m3)=
1
16π2
(
1
2
+ log
µ
m1 +m2 +m3
)
,
DSS(m1, m2)=−m1m2
16π2
,
DSV(m1, m2)= 4DSS(m1, m2),
DVV(m1, m2)=
16
3
DSS(m1, m2),
DSSV(m1, m2,M) = (M
2 − 2m21 − 2m22)DSSS(m1, m2,M)
+
(m21 −m22)2
M2
(DSSS(m1, m2,M)−DSSS(m1, m2, 0))
+
1
16π2M
((m1 +m2)(M
2 + (m1 −m2)2)
−Mm1m2),
25
DηηV(M) =−M
2
4
DSSS(M, 0, 0)
DVVV(0,M,M) =
1
16π2M2
(
29
12
+ 8 log 2− 10 log µ
M
)
DSVV(m, 0,M) =
1
16π2
(
3
2
− 2m
M
+
2m2
M2
log
m+M
m
+ 6 log
u
m+M
)
,
DSVV(m,M,M) =
1
16π2
(
3− 2m
M
− m
2
M2
− m
4
M4
log
m
m+ 2M
+2
(m2 −M2)2
M4
log
m+M
m+ 2M
+ 6 log
µ
m+ 2M
)
.
(B.5)
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