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1. INTRODUCTION 
In a previous paper [l], and also in the book [2], it was pointed out that 
the scalar Riccati equation 
u’ = a(t) - 242, u(0) = c, (1) 
can be treated in a novel fashion by means of quasilinearization. We start 
with the obvious relation 
- u2 = mjn (w2 - 2uw), (2) 
a simple consequence of the convexity of the function u2, and then write (1) 
in the form 
u’ = m;‘” [a(t) + 2~~ - 2~01, u(0) = c. (3) 
Consider the associated linear differential equation 
w’ = a(t) + w2 - zzuv, w(0) = c, (4) 
for an arbitrary continuous a(t). Write 
w = w(w, t), (5) 
to indictae explicitly the dependence on the function w. Then it follows 
immediately from the explicit analytic form of the solution of (4) that 
u = m;ln w(0, t). (6) 
In other words, the operations of solution and minimization can be inter- 
changed. 
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Thus, by judicious choice of v, we readily obtain useful upper bounds for 
the solution of (1). Since z = u-l also satisfies a Riccati differential equation, 
z’ = - a(t) 22 - 1, z(0) = + ) (7) 
we can, under various assumptions, obtain upper bounds for z, and thus 
lower bounds for u. 
This method has been used with considerable success by Calogero in 
connection with quantum mechanical scattering [3]. It can also be used to 
obtain the asymptotic behavior of solutions of equations such as 
d - (1 +f(t)) U = 0, 24’ =f(t) - un; (8) 
see [4] for the first equation. For more detailed accounts of quasilinearization, 
see Kalaba [5] and the book [6]. 
It is of interest to extend the methods and results to the general matrix 
Riccati equation 
R’ = A + BR + RB’ + RCR, R(0) = D, (9) 
where A, C, and D are symmetric matrices and B’ denotes the transpose of B. 
This equation is one of the basic equations of analysis and mathematical 
physics, a fact which has been recognized only recently. It arises in a number 
of fashions. In the first place, if we consider the matrix equation 
x” + P(t) x = 0, (10) 
and, purely by analogy with the scalar case, set 
R = xX-1 (11) 
(here ’ denotes d/&), we obtain an equation for R of the form displayed in (9). 
More generally, this occurs if we set 
R = YZ-l, (12) 
where 
Y’=AY+BZ, Z’=CY+DZ. (13) 
In the second place, we obtain an equation such as (9) in connection with 
the minimization of the quadratic functional 
I(% Y) = ,I K% 4 + (YY Y)l fit (14) 
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over ally where x and y are related by the differential equation 
dx 
z = Ax + BY, y(0) = c. 
Setting 
m$n 1(x, Y) = (G R(T) 4, 
an easy use of dynamic programming shows that R satisfies an equation of 
the form of (9). 
Finally, turning to (13), if we add two-point boundary conditions, 
Y(0) = Yr , Z(T) = Ys , we see that the missing conditions Y(T) and Z(0) 
will be linearly dependent on Yr and Ys with coefficients dependent on T. 
These matrix coefficients satisfy equations similar to (9). This is part of the 
theory of invariant imbedding [7], [8], with applications to radiative transfer, 
transport theory, scattering theory, and so on. 
What is challenging about extending the representation of (1.6) is that 
positive definite matrices are only partially ordered. Consequently, a certain 
amount of care must be exercised in dealing with inequalities concerning 
matrices of this type. Indeed, some of the obvious extensions of scalar inequa- 
lities are incorrect. 
In the final section, we shall briefly discuss the use of the results obtained 
in conection with the vital task of the reduction of dimensionality of large 
systems. 
2. PARTIAL ORDERING OF SYMMETRIC MATRICES 
At the moment, we are interested only in real matrices. Hence, when we 
say “symmetric” here and below, we shall always mean real symmetric. 
If A and B are two symmetric matrices, we write A > B to signify that 
A - B is nonnegative definite. This is equivalent to the scalar inequality 
(x, Ax) > (x, Bx) for all real vectors x. Here (x, y) denotes the usual inner 
product of two vectors x and y. This is a partial ordering with nonobvious 
properties. Thus, for example, A > B does not necessarily imply A2 > B2. 
As a matter of fact, the class of continuous monotone increasing functions 
f(x) for which A > B implies f(A) >f(B) is a very important class of 
functions in mathematical physics and circuit theory. This class was first 
delineated by Loewner; see [9] for references. 
A result important for our purposes is that A > B > 0 implies that 
A-l < B-l. A proof follows immediately from the representation 
(x, A-lx) = min [2(x, y) + (Y, Ay)l, 
for A > 0; see [lo] for further applications of this device. 
(1) 
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3. REPRESENTATION OF R2 
To obtain the analogue of (1.2), we write 
R2 = (S + R - S)2 = S2 + S(R --- S) + (R -S) S + (R - S)2. (1) 
Hence, if R and S are any two real symmetric matrices, we have the relation 
R2 > S2 + S(R - S) + (R - S) S = SR + RS - S2. (2) 
4. THE EQUATION R’ = A - R2 
To simplify the algebra, let us restrict our attention to the equation 
R’ = A - R2, R(0) = I, (1) 
where A > 0. The function R(T) plays an important role in modern control 
theory since 
(c, R(T) c) = min [I:(& 4 + (x, Ax)] 4 (2) 
where the minimum is taken over functions satisfying the condition x(0) = c. 
Here A is assumed constant. If it is variable, a slight modification in (2) is 
required. 
Using (3.2), we see that 
R’ < (A + S2) - (SR + RS), 
for all symmetric matrix functions S. 
Consider now the associated linear equation 
R(0) = I, (3) 
W’ = (A + S2) - (SW + WS), W(0) = I, (4) 
where S = S(t) is an arbitrary Riemann-integrable function of t. Write 
W = W&S, t) to indicate explicitly the dependence of W on S. Then we 
wish to demonstrate that 
R < W,(S, 4 (5) 
for t > 0 and all admissible S, with equality assumed, of course, for S = R, 
and only for S = R. 
This is readily accomplished by means of the explicit representation 
for the solution of (4) derived in the next section. 
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5. SOLUTION OF LINEAR INHOMOGENEOUS EQUATION 
To solve the linear inhomogeneous equation 
X’ = A(t) x + XB(t) + F(t), X(0) = c, (1) 
we use a straightforward extension of the conventional approach to 
X’ = AX + F. We let Y(t) and Z(t) respectively denote the solution of 
Y’ = Y/l(t), Y(0) = I, 
2’ = - B(t) 2, Z(0) = I. (2) 
As we know, Y and Z are nonsingular for t > 0. Then 
$ (YXZ) = YX’Z - YA(t) xz - YXB(t) z. (3) 
Hence, if we multiply (1) on the left by Y and the right by Z, we readily 
obtain the representation 
X = Y-lCZ-l + It Y-‘(t) Y(t,)F(t,) Z(tl) Z-l(t) dt, . 
0 
In this case A = B = - S, which means that Z is the transpose of Y. Write, 
referring to (4), 
w = Y-lZ-1 + f Y-‘(t) Y(tl) [A + S2] Z(tJ Z-l(t) dt. (5) 
0 
We see that Y-l(t) Y(tl) is the transpose of Z(tl) Z-‘(tJ and thus that W 
is symmetric for t > 0. It follows that if we regard (4.4) as an equation of the 
form 
R’ = (A + S2) - (SR + RS) - P(t), R(0) = I, (6) 
where P > 0 for t > 0, we can write 
I 
t 
R=W- Y-‘(t) Y(&) P(t1) Z(Q Z-l(t) dt, . (7) 
0 
The second term is clearly nonnegative definite for t > 0. Hence, we have 
the desired inequality R < W. 
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6. LOWER BOUNDS 
To obtain a lower bound, we use the device mentioned in Section 1. Write 
R = Z-l. Then Z satisfies the equation 
Z’=I-ZAZ, Z(0) = I. 
Using our assumption that A > 0, we have, as before, 
ZAZ=(S+Z-S)A(S+Z-S) 
= SAS + SA(Z - S) + (Z - S) AS + (Z 
>SAS+SA(Z-S)+(Z-S)AS 
3 SAZ + ZAS - SAS 
for all symmetric S. Hence, 
Z’ < I + SAS - (SAZ + ZAS). 
S) AZ - 
(1) 
s> 
(2) 
(3) 
Call the solution of the associated linear equation lVL(S, t). 
7. STATEMENT OF RESULT 
Combining the arguments for the upper and lower bounds, we can assert 
THEOREM. For any two symmetric matrices S, and S, , we have 
Wds, , 4 < R < Wds, , t). (1) 
As Calogero [3] shows, we can expect to obtain quite useful approximations with 
appropriate choices of S, and S, . 
8. REDUCTION OF DIMENSIONALITY 
An application of the foregoing results possibly of some importance is to 
the control of large systems, or alternatively to the study of large physical 
systems. Here we would like R to be of much smaller effective dimension, 
something we can ensure by suitable choice of S, and S, . 
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