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Abstract
Closure space has proven to be a useful tool to restructure lattices and various order structures.
This paper aims to provide a novel approach to characterizing some important kinds of continuous
domains by means of closure spaces. By introducing an additional map into a given closure
space, the notion of F-augmented generalized closure space is presented. It is shown that F-
augmented generalized closure spaces generate exactly continuous domains. Moreover, the notion
of approximable mapping is identified to represent Scott-continuous functions between continuous
domains. These results produce a category equivalent to that of continuous domains with Scott-
continuous functions. At the same time, two subclasses of F-augmented generalized closure
spaces are considered which are representations of continuous L-domains and continuous bounded
complete domains, respectively.
Keywords: continuous domains, continuous L-domains, F-augmented generalized closure space,
closure operator, categorical equivalence
1. Introduction
Domain theory is a multi-disciplinary field with wide applications in theoretical computer
science, and with deep roots in the mathematical theory of orders and topologies. It provides a
framework modeling definitions of approximation, iteration and computation. In order to give
a concrete and accessible alternative for abstract structures of domains, many approaches have
been introduced for the representations of domains, such as information systems [18, 21], abstract
bases [20, 22], domain logic [1, 13], etc.
Closure space is also a useful interdisciplinary tool, consisting of a set and a closure operator
on it. A dual notion of closure space is that of interior space. In a closure space or an interior
space, the main mathematical objects investigated are those can be generated by application of
iterative algorithms. There is a well-known one-to-one correspondence between closure spaces
and complete lattices. The idea of representing order structures by a closure space plus some ad-
ditional conditions can be traced back to Birkhoff’s representation theorem for finite distributive
lattices [3] and Stone’s duality for Boolean algebras [19]. These famous works allow us to better
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understand the nature of lattices and the interrelationship between lattices and closure spaces.
Now, the interrelationship and interaction between closure spaces and other mathematical struc-
tures has developed into an important area of the mathematical study with a thriving theoretical
community [5, 6, 16, 17].
In this paper, we attempt to seek for the interrelationship between continuous domains and
closure spaces. It is worth mentioning that there are already some systematic investigations of
the relationship between algebraic domains and closure spaces. The material on algebraic lattices
is classical: it is studied, particularly, in [4, 12]. Larsen and Winskel [14] obtained a categorical
representation of algebraic bounded complete domains based on closure spaces. Zhang et al.
[11, 23] provided a characterization of algebraic lattices in term of formal concept analysis, an
alternative form of closure space. Guo and Li [10] presented a notion of F-augmented closure
spaces by adding a structure into a closure space, which realizes its links to algebraic domains.
However, all these formalisms only discuss the subclasses of algebraic domains, and the intimate
relationship between the category of continuous domains with Scott-continuous functions and
closure spaces was not explicated until the current paper. From a categorical viewpoint, the
category of algebraic domains with Scott continuous functions is a full subcategory of that of
continuous domains. There is only one step away from algebraic domains to continuous domains.
Then to obtain a representation of continuous domains, it should take more objects into account.
In a topological space (X,O(X)), there naturally exist a closure operator and an interior
operator. A subset of X is called regular open if it equals to the interior of its closure. This
class of sets is found to have applications not only in topological structures but also in other
mathematical structures [2, 8]. In addition, clopen sets as the images of the composition of closure
and interior operaters play an important role in various Stone’s dualities [5, 16]. Motivated by the
above observations, we add a map τ into a given closure space (X, γ) and introduce the notion
of generalized closure space, which generalizes the notions of closure space and interior space. In
some sense, the newly added map τ together with the closure operator γ in a generalized closure
space has the same effects as the topological interior with topological closure in a topological
space. Then following the method used in [10], we define our main notion of F-augmented
generalized closure space, and show it is a concrete representation of continuous domains. This
supplies the object level of a functor. Moreover, we identify an appropriate notion of morphism for
F-augmented generalized closure spaces, that represents the Scott-continuous functions between
continuous domains and produces a category which equivalent to that of continuous domains.
Continuous L-domains and continuous bounded complete domains are two cartesian closed full
subcategories of continuous domains. They both are good candidates for denotational semantics
of programming languages. For these two kinds of domains, this paper also studies how they can
be represented by F-augmented generalized closure spaces. Our results demonstrate the capacity
of closure spaces in representing various continuous domains.
The content is arranged as follows. Section 2 recalls some basic notions of posets and domains
needed in the sequel. Section 3 focuses on object-level correspondences between continuous
domains and F-augmented generalized closure spaces. The cases of continuous L-domains and
continuous bounded complete domains are also discussed. The main contribution of Section 4 is
that the introduction of a notion of approximable mapping on F-augmented generalized closure
spaces which produces a category equivalent to that of continuous domains.
2
2. Preliminaries
In this section, we fix some terminology and recall some definitions and result that will be
used to develop our theory.
For any set X, the symbol F ⊑ X means that F is a finite subset of X. P(X) and F(X)
stand for the powerset of X and the finite powerset of X, respectively.
If A is a subset of a given poset (P,≤), then ↓A is defined to be the set {x ∈ P | ∃a ∈ A, x ≤ a}.
For short, we write ↓x for ↓{x}. A subset D of P is called directed if it is nonempty and every
finite subset of it has an upper bound in D. A dcpo is a poset P such that each directed subset D
of P has a sup
∨
D in P . A complete lattice is a poset P in which every subset has a sup.
For any element x, y of a poset P , x way below y, symbol by x ≪ y, if and only if for any
directed subset D of P with y ≤
∨
D always yields that x ≤ d for some d ∈ D. And for any
elements x and y of poset P , x ≪ y implies that x ≤ y. For any subset A ⊆ P , we write
↓↓A = {x ∈ P | ∃a ∈ A, x ≪ a} and ↓↓x = ↓↓{x}. A subset BP ⊆ P is said to be a basis of P if,
for any element x ∈ P , there is a directed subset D ⊆ ↓↓x ∩ BP such that x =
∨
D. An element
x ∈ P is call compact if x≪ x. The set of compact elements of P is denoted by K(P ).
Definition 2.1. (1) A dcpo P is a continuous domain if it has a basis.
(2) A continuous domain is said to be a continuous L-domain if, for any x ∈ P , the set ↓x is a
complete lattice in its induced order.
(3) A continuous bounded complete domain is a continuous domain in which every bounded above
subset has a sup.
(4) A dcpo P is said to be an algebraic domain if K(P ) forms a basis.
(5) An algebraic domain which is a complete lattice is called an algebraic lattice.
Particularly, every algebraic domain is a continuous domain. Note that if P is a continuous
domain with a basis BP , then the way below relation on P satisfies the following interpolation
property :
(∀M ⊑ P,∀x ∈ P )M ≪ x⇒ (∃y ∈ BP )M ≪ y ≪ x,
where M ≪ x means m≪ x for all elements m ∈M .
Definition 2.2. A function f : P → Q between continuous domains P and Q is called Scott-
continuous if for all directed subsets D of P , f(
∨
D) =
∨
f(D).
A closure space is a pair (X, γ) consisting of a set X and a closure operator γ on X, that is
a map on P(X) such that, for any A,B ⊆ X,
(1) extensive : A ⊆ γ(A),
(2) idempotent : γ(γ(A)) = γ(A), and
(3) monotone : γ(A) ⊆ γ(B) whenever A ⊆ B.
In the same manner, an interior space is a pair (X, τ), where τ is an interior operator which is
monotone, idempotent and contractive, i.e.,τ(A) ⊆ A.
A closure operator γ on X is algebraic if γ(A) =
⋃
{γ(F ) | F ⊑ A} for any A ⊆ X. In this
case, (X, γ) is called an algebraic closure space.
We refer [4, 7, 9, 24] for standard definitions of order theory and domain theory and [6] for
an introduction for closure spaces.
3
3. F-augmented generalized closure space
In this section, we generalize the notion of closure space and use it to represent continuous
domains, continuous L-domains and continuous bounded complete domains.
3.1. The representation of continuous domains
Considering a topological space (X,O(X)), along with the topological closure also go the
topological interior. These two operators, together, can be used to create many important math-
ematical structures. For example, Halmos [8] has shown that the set Oreg(X) of all regular open
sets ordered by set inclusion forms an atomless complete Boolean algebra, where a subset of X
is regular open if and only if it is a fixed-point of the composition of the topological closure and
interior. The above construction suggests a technique of discussing the composition map of a
closure operator and an interior operator on a fixed underlying set. Inspired by this idea, we
make the following definition.
Definition 3.1. Let (X, γ) be a closure space. A pair (X, τ ◦ γ) is called a generalized closure
space, if τ ◦γ is the composition map of γ and τ , where τ is a map on P(X) satisfies the following
conditions, for any A,B ⊆ X:
(1) τ(γ(A)) ⊆ γ(A);
(2) τ(τ(γ(A))) = τ(γ(A));
(3) τ(γ(A)) ⊆ τ(γ(B)) whenever A ⊆ B.
Remark 3.2. Let (X, γ) be a closure space, and let τ be an interior operator on X. Then the
pair (X, τ ◦ γ) is a generalized closure space.
It must to note that the identity map on the powerset P(X) is both a closure operator
and an interior operator. Consider a closure space (X, γ). If τ is the identity map on P(X),
then τ ◦ γ = γ. So that (X, γ) is a generalized closure space. Similarly, each interior space is
also a generalised closure space. In another words, the notion of generalized closure space is a
generalization of closure spaces as well as interior spaces.
Example 3.3. Given a topological space (X,O(X)), let c and i be the corresponding topological
closure and topological interior, respectively. It is evident that (X, c), (X, i) and (X, i ◦ c) are all
generalized closure spaces. In generally, (X, c ◦ i) is not a generalized closure space.
In [10], Guo and Li introduced a notion of F-augmented closure space which consists of a
closure space (X, γ) and a nonempty subset F ⊂ F(X) satisfying some additional information.
Definition 3.4. [10] Let (X, γ) be a closure space and F a nonempty family of finite subsets of
X. The triplet (X, γ,F) is called an finite-subset-selection augmented closure space (for short,
F-augmented closure space) if, for any F ∈ F and M ⊑ γ(F ), there exists F1 ∈ F such that
M ⊆ F1 ⊆ γ(F ).
A main contribution of [10] is that: for any F-augmented closure space (X, γ,F), relying on γ
and F one can single out some special subsets of X. These sets ordered by set inclusion generate
an algebraic domains, and every algebraic domain can be obtained in this way.
Next, we introduce the notion of F-augmented generalized closure space, by which we provide
a concrete representation for continuous domains. Our representation develops that of algebraic
lattice by algebraic closure spaces and of algebraic domains by F-augmented closure spaces.
In the sequel, we write 〈A〉 for τ(γ(A)) when there is no ambiguity.
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Definition 3.5. Let (X, τ ◦γ) be a generalized closure space and F a non-empty family of finite
subsets of X. The triplet (X, τ ◦ γ,F) is called an F-augmented generalized closure space if, for
any F ∈ F and M ⊑ 〈F 〉, there exists F1 ∈ F such that M ⊆ 〈F1〉 and F1 ⊆ 〈F 〉.
Example 3.6. Let R be real numbers. For any A ⊆ R, define γ(A) = {x ∈ R | ∃a ∈ A, x ≥ a},
and τ(A) = {x ∈ R | ∃a ∈ A, x > a}. Then (R, τ ◦ γ) is a generalized closure space. Taking
FR = F(R)− {∅}, we obtain an F-augmented closure space (R, τ ◦ γ,FR).
Example 3.7. If (X, γ) is an algebraic closure space and τ is the identity map on P(X), then
τ ◦ γ = γ. Trivial checks verify that (X, γ,F(X)) is an F-augmented closure space.
Proposition 3.8. Each F-augmented closure space is an F-augmented generalized closure space.
Proof. Let (X, γ,F) be an F-augmented closure space. By Remark 3.2, the corresponding closure
space (X, γ) is a generalised closure space and 〈A〉 = γ(A) for any A ⊆ X. Assume that F ∈ F
andM ⊑ 〈F 〉. Then by Definition 3.4, there exists some F1 ∈ F such thatM ⊆ F1 ⊆ γ(F ) = 〈F 〉.
Since γ is a closure operator and M ⊆ F1, it follows that M ⊆ F1 ⊆ γ(F1) = 〈F1〉. Therefore,
(X, γ,F) is an F-augmented generalized closure space.
Proposition 3.9. Let (X, τ ◦ γ,F) be an F-augmented generalized closure space.
(1) For any A ⊆ X, 〈A〉 is a fixed-point of τ ◦ γ, that is 〈〈A〉〉 = 〈A〉.
(2) For any fixed-point U of τ ◦ γ, if A ⊆ U , then 〈A〉 ⊆ U .
Proof. (1) For any A ⊆ X, we have 〈A〉 = 〈〈A〉〉, since
τ(γ(A)) = τ(τ(γ(A))) ⊆ τ(γ(τ(γ(A)))) ⊆ τ(γ(γ(A))) = τ(γ(A)).
(2) Let A ⊆ U . Because U = 〈U〉, by condition (3) of Definition 3.1, we have 〈A〉 ⊆ U .
It can easily be seen that {〈A〉 | A ⊆ X} just is the set of all fixed-points of τ ◦ γ. Moreover,
{〈A〉 | A ⊆ X} ordered by set inclusion forms a complete lattice, since τ ◦ γ is a monotone map
on P(X). In fact, Proposition 3.9 also holds for any generalized closure spaces. To establish a
bridge from F-augmented generalized closure spaces to continuous domains, we need a further
definition.
Definition 3.10. Let (X, τ ◦ γ,F) be an F-augmented generalized closure space. A nonempty
subset U of X is called an F-regular open set of (X, τ ◦γ,F) if, for any M ⊑ U , there exists some
F ∈ F such that M ⊆ 〈F 〉 ⊆ U .
In the sequel, we use R(X) to denote the family of all F-regular open sets of (X, τ ◦ γ,F).
Proposition 3.11. Let (X, τ ◦ γ,F) be an F-augmented generalized closure space.
(1) For any F ∈ F , 〈F 〉 is an F-regular open set of (X, τ ◦ γ,F).
(2) If U ∈ R(X) and M ⊑ U , then there exists some F ∈ F such that F ⊆ U and M ⊆ 〈F 〉 ⊆ U .
Hence, 〈M〉 ⊆ U
Proof. Part (1) is clear by Definition 3.10.
For part (2), let U ∈ R(X) with M ⊑ U . Then M ⊆ 〈F1〉 ⊆ U for some F1 ∈ F . By
Definition 3.5, there exists some F ∈ F such that F ⊆ 〈F1〉 and M ⊆ 〈F 〉 ⊆ 〈F1〉 ⊆ U .
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Proposition 3.12. Let (X, τ ◦ γ,F) be an F-augmented generalized closure space, and let U be
a nonempty subset of X. Then the following are equivalent.
(1) U is an F-regular open set of (X, τ ◦ γ,F).
(2) The set {〈F 〉 | F ∈ F , F ⊆ U} is directed and U is its union.
Proof. (1) implies (2): Assume that Fi ∈ F and Fi ⊆ U, i ∈ {1, 2}. Then F1∪F2 is a finite subset
of U . Since U is an F-regular open set, there exists some F3 ∈ F such that F1 ∪ F2 ⊆ 〈F3〉 ⊆ U .
To the above F1 ∪F2 and F3, by Definition 3.5, we obtain some F4 ∈ F such that F1 ∪F2 ⊆ 〈F4〉
and F4 ⊆ 〈F3〉 ⊆ U . As 〈F4〉 is a fixed-point of τ ◦ γ, by part (2) of Proposition 3.9, 〈F1〉 ⊆ 〈F4〉
and 〈F2〉 ⊆ 〈F4〉. This implies that the set {〈F 〉 | F ∈ F , F ⊆ U} is directed. Note that 〈F 〉 ⊆ U
for any F ⊆ U , it is clear that
⋃
{〈F 〉 | F ∈ F , F ⊆ U} ⊆ U . For the reverse inclusion, let
u ∈ U . Then there exists some F1 ∈ F such that u ∈ 〈F1〉 ⊆ U . By Definition 3.5, u ∈ 〈F2〉 and
F2 ⊆ 〈F1〉 for some F2 ∈ F . So that u ∈ 〈F2〉 ⊆
⋃
{〈F 〉 | F ∈ F , F ⊑ U}, which means that
U ⊆
⋃
{〈F 〉 | F ∈ F , F ⊆ U}.
(2) implies (1): Assume that M ⊑ U =
⋃
{〈F 〉 | F ∈ F , F ⊆ U}. Since {〈F 〉 | F ∈ F , F ⊆ U}
is directed, we get some F ∈ F with F ⊑ U such that M ⊑ 〈F 〉, which finish the proof.
Proposition 3.13. If (X, τ ◦ γ,F) is an F-augmented generalized closure space, then R(X)
ordered by set inclusion forms a dcpo.
Proof. For any directed family {Ui | i ∈ I} of F-regular open sets of (X, τ ◦γ,F), let U =
⋃
i∈IUi.
Assume that M ⊑ U , since {Ui | i ∈ I} is directed, there exists j ∈ i such that M ⊑ Uj . As Uj is
an F-regular open set of (X, τ ◦ γ,F), we get some F ∈ F satisfying M ⊆ 〈F 〉 ⊆ Uj ⊆ U . Thus
U is an F -regular open set of (X, τ ◦ γ,F). This implies that
∨
i∈I Ui = U , and hence (R(X),⊆)
is a dcpo.
The above proposition shows that (R(X),⊆) preserves directed union. Next, we will charac-
terize the way below relation in term of the composition τ ◦ γ.
Proposition 3.14. Let (X, τ ◦ γ,F) be an F-augmented generalized closure space. Then for all
F-regular open sets U1 and U2 of (X, τ ◦ γ,F),
U1 ≪ U2 ⇔ (∃F ∈ F)(F ⊆ U2, U1 ⊆ 〈F 〉). (3.1)
Proof. Assume that U1 ≪ U2. Since U2 is an F-regular open set, the set {〈F 〉 | F ∈ F , F ⊑ U2}
is directed and U2 is its union. According to the definition of way-below, there exists some F ∈ F
such that F ⊑ U2 and U1 ⊆ 〈F 〉.
For the reverse implication, assume that U1 ⊆ 〈F 〉 for some F ∈ F with F ⊆ U2. Let {Vi |
i ∈ I} be a directed family of F-regular open sets of (X, τ ◦ γ,F) such that U2 ⊆
⋃
{〈Vi〉 | i ∈ I}.
Then F ⊑
⋃
{〈Vi〉 | i ∈ I}. So there exists some i ∈ I such that F ⊆ 〈Vi〉, and hence 〈F 〉 ⊆ 〈Vi〉.
This implies that U1 ⊆ 〈Vi〉. As a result, U1 ≪ U2.
Theorem 3.15. Let (X, τ ◦ γ,F) be an F-augmented generalized closure space. Then (R(X),⊆)
is a continuous domain, which has a basis {〈F 〉 | F ∈ F}.
Proof. Proposition 3.13 has shown that (R(X),⊆) is a dcpo. Then we need only to prove that
(R(X),⊆) has a basis. Let U ∈ R(X). For any F ∈ F with F ⊑ U , by Proposition 3.14, it is
clear that 〈F 〉 ≪ U . Since {〈F 〉 | F ∈ F , F ⊑ U} is directed and U =
⋃
{〈F 〉 | F ∈ F , F ⊑ U},
it follows that {〈F 〉 | F ∈ F} is a basis.
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The preceding theorem tells us that each F-augmented generalized closure space determines
a continuous domain. Conversely, to a continuous domain we may associate an F-augmented
generalized closure space in the way described below.
Given a continuous domain (D,≤) with a basis BD, for any A ⊆ BD, define
γ(A) = ↓A ∩BD, τ(A) = ↓A ∩BD.
Trivial check verify that (BD, γ) is a closure space and (BD, τ ◦ γ) is a generalized closure space.
Let FD be the family of all finite subset of BD with a greatest element under the induced
order ≤. Then for any F ∈ FD, we have
∨
F ∈ F and
〈F 〉 = ↓↓
∨
F ∩BD. (3.2)
Assume that M ⊑ 〈F 〉, by the interpolation property of the way below relation, there exists
some element d ∈ BD such that M ≪ d ≪
∨
F . Set {d} ∪M = F1. Then F1 ∈ FD, M ⊆ 〈F 〉
and F1 ⊆ 〈F1〉.
Thus we can summarize what we have discussed as the following proposition.
Proposition 3.16. Let (D,≤) be a continuous domain with a basis BD. Then (BD, τ ◦ γ,FD)
is an F-augmented generalized closure space.
Given a continuous domain (D,≤) with a basis BD, an F-regular open set of (BD, τ ◦ γ,FD)
can be characterize by the way below relation.
Proposition 3.17. Let (D,≤) be a continuous domain with a basis BD. Then a nonempty subset
U of B(D) is an F-regular open set of (BD, τ ◦ γ,FD) if and only if it satisfies the following two
conditions.
(R1) (∀u ∈ BD)(∀v ∈ U)(u≪ v ⇒ u ∈ U).
(R2) (∀M ⊑ U)(∃u ∈ U)M ≪ u.
Proof. Suppose that U ∈ R(BD). First, let u ∈ BD and v ∈ U with u ≪ v. By part (2) of
Proposition 3.11, we have 〈{v}〉 = ↓v ∩ BD ⊆ U . This implies that u ∈ U . Second, if M ⊑ U ,
then there exists F ∈ FD such that M ⊆ 〈F 〉 ⊆ U . Since F ∈ FD, it follows that
∨
F ∈ F .
Define u =
∨
F , then M ≪ u.
Conversely, suppose that U ⊆ BD which satisfies conditions (R1) and (R2). For any finite
subset M of U , there exists some u ∈ U such that M ≪ u. Set F = {u}, then F ∈ FD and
M ⊆ ↓↓u ∩BD = 〈F 〉 ⊆ U . Thus U is an F-regular open set of (BD, τ ◦ γ,FD).
As a directed consequence of Proposition 3.17, each F-regular open set of (BD, τ ◦ γ,FD) is a
directed subset of D. With the above preparations, we obtain the main result of this section.
Theorem 3.18 (Representation Theorem for Continuous Domains). Let (D,≤) be a continuous
domain with a basis BD. Then it is isomorphic to (R(BD),⊆).
Proof. Define
f : D → R(BD), x 7→ ↓x ∩BD,
g : R(BD)→ D,U 7→
∨
U.
From Proposition 3.17, it follows that f and g are well-defined. And they are obviously order
preserving and mutually inverse. This completes the proof.
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3.2. The representations of continuous L-domains and continuous bounded complete domains
In this subsection, we introduce two special classes of F-augmented generalized closure spaces
which can be used to present continuous L-domains and continuous bounded complete domains,
respectively.
Definition 3.19. Given an F-augmented generalized closure space (X, τ ◦ γ,F), let F ∈ F and
M ⊑ 〈F 〉. An element G of F is called an F -sup of M if it satisfies the following two conditions:
(L1) 〈M〉 ⊆ 〈G〉 and G ⊆ 〈F 〉,
(L2) for any G1 ∈ F , 〈M〉 ⊆ 〈G1〉 ⊆ 〈F 〉 implies 〈G〉 ⊆ 〈G1〉.
For any F ∈ F with M ⊑ 〈F 〉, all of the F -sups of M is denoted by
∑
(F,M). We first list
some basic property of
∑
(F,M) in the following.
Proposition 3.20. Let (X, τ ◦ γ,F) be an F-augmented generalized closure space, then the fol-
lowing statements hold.
(1) If G1, G2 ∈
∑
(F,M), then 〈G1〉 = 〈G2〉.
(2) If M ⊑ 〈F1〉 ⊆ 〈F2〉, then
∑
(F1,M) ⊆
∑
(F2,M).
Moreover, for any U ∈ R(X) and F1, F2 ∈ F with F1, F2 ⊆ U .
(3) If G1 ∈
∑
(F1,M) and G2 ∈
∑
(F2,M), then 〈G1〉 = 〈G2〉.
(4) If G1 ∈
∑
(F1,M1), G2 ∈
∑
(F2,M2) and M1 ⊆M2 ⊆ 〈F1〉 ∩ 〈F2〉, then 〈G1〉 ⊆ 〈G2〉.
Proof. (1) Let G1, G2 ∈
∑
(F,M). Then by condition (L1), it follows that 〈M〉 ⊆ 〈G1〉 ⊆ 〈F 〉
and 〈M〉 ⊆ 〈G2〉 ⊆ 〈F 〉. According to condition (L2), we have 〈G1〉 ⊆ 〈G2〉 and 〈G2〉 ⊆ 〈G1〉. So
that 〈G1〉 = 〈G2〉.
(2) Let F1, F2 ∈ F with M ⊆ 〈F1〉 and F1 ⊆ 〈F2〉. Then 〈F1〉 ⊆ 〈F2〉 and M ⊆ 〈F2〉. For
any G1 ∈
∑
(F1,M) and G2 ∈
∑
(F2,M), we claim that 〈G1〉 = 〈G2〉. Indeed, G1 ∈
∑
(F1,M)
implies that 〈M〉 ⊆ 〈G1〉 ⊆ 〈F1〉 ⊆ 〈F2〉. For G2 ∈
∑
(F2,M), using condition (L2), we have
〈G2〉 ⊆ 〈G1〉. Note that 〈M〉 ⊆ 〈G2〉 ⊆ 〈G1〉 ⊆ 〈F1〉 and G1 ∈
∑
(F1,M), using condition (L2)
again, we have 〈G1〉 ⊆ 〈G2〉. So that 〈M〉 ⊆ 〈G1〉 ⊆ 〈G2〉 ⊆ 〈F2〉. Since G1 ⊆ 〈F1〉 ⊆ 〈F2〉, it
follows that G1 ∈
∑
(F2,M), and thus
∑
(F1,M) ⊆
∑
(F2,M).
(3) Since U is an F-regular open set and F1
⋃
F2 ⊑ U , there exists some F ∈ F such that
F1
⋃
F2 ⊆ 〈F 〉 ⊆ U . From part (2), we have
∑
(F1,M) ⊆
∑
(F,M) and
∑
(F2,M) ⊆
∑
(F,M).
Then by part (1), 〈G1〉 = 〈G2〉 for any G1 ∈
∑
(F1,M) and G2 ∈
∑
(F1,M).
(4) For any G ∈
∑
(F1,M2), we have 〈M2〉 ⊆ 〈G〉 ⊆ 〈F1〉. As G2 ∈
∑
(F2,M2), by part (3),
〈G2〉 = 〈G〉. Then 〈M1〉 ⊆ 〈G2〉 ⊆ 〈F1〉. Note that G1 ∈
∑
(F1,M1), with condition (L2), it
follows that 〈G1〉 ⊆ 〈G2〉.
Definition 3.21. An F-augmented generalized closure space (X, τ ◦ γ,F) is said to be locally
consistent, if the set
∑
(F,M) is nonempty for any F ∈ F with M ⊑ 〈F 〉.
Example 3.22. Recall that Example 3.6. We claim that (R, τ ◦γ,FR) is not a locally consistent
F-augmented generalized closure space. Indeed, let F ∈ FR. Then 〈F 〉 = (a,+∞), where
a =inf F . Let M ⊑ 〈F 〉.
If M 6= ∅, then
∑
(F,M) = {G ∈ F(R) | inf G = m}, where m =inf M .
If M = ∅, then
∑
(F, ∅) = ∅.
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Theorem 3.23. Let (X, τ ◦ γ,F) be a locally consistent F-augmented generalized closure space.
Then (R(X),⊆) is an L-domain.
Proof. Theorem 3.15 has shown that (R(X),⊆) is a continuous domains. So that it suffices to
prove that for any element U of R(X), the set
↓U = {V ∈ R(X) | V ⊆ U}
is a complete lattice ordered by set inclusion.
We first show that ↓U has a least element. As U is an F-regular open set and ∅ ⊑ U , there
exists some F∅ ∈ F such that ∅ ⊆ 〈F∅〉 ⊆ U . Since (X, τ ◦γ,F) is a locally consistent F-augmented
generalized closure space,
∑
(F∅, ∅) 6= ∅. Taking G∅ ∈
∑
(F∅, ∅), we claim that 〈G∅〉 is the least
element of ↓U . In fact, suppose that V is an element of ↓U . Because ∅ ⊑ V , there exists some
F ∈ F such that F ⊑ V and ∅ ⊆ 〈F 〉. Since ∅ ⊆ 〈F 〉 and F ⊑ U , by part (4) of proposition 3.20,
it follows that 〈G∅〉 ⊆ 〈F 〉 and hence 〈G∅〉 ⊆ V .
Next, for any directed subset {Vi | i ∈ I} of ↓U , with Proposition 3.13,
⋃
i∈I Vi ∈ R(X).
Then
⋃
i∈I Vi ∈ ↓U , which means that ↓U is closed under sups of directed subsets.
The remainder is to prove that the least upper bound exists for every pair (V1, V2) of elements
of ↓U . Define
S = {G | (∃M ⊑ V1 ∪ V2)(∃F ⊑ U)G ∈
∑
(F,M)},
and
V =
⋃
{〈G〉 | G ∈ S}.
We finish the proof by checking that V is the least upper bound of V1 and V2 in ↓U , which is
divided into four steps.
Step 1, we show V1 ∪ V2 ⊆ V . Assume that x ∈ V1 ∪ V2. Then x ∈ V1 or x ∈ V2. If x ∈ V1,
by Definition 3.5, there exists some Fx ∈ F such that {x} ⊆ 〈Fx〉 and Fx ⊆ V1 ⊆ U . As U is
an F-regular open set, we get some Gx ∈ F satisfying Fx ⊆ 〈Gx〉 and Gx ⊆ U . Thus G ∈ S for
any G ∈
∑
(Gx, Fx). From x ∈ 〈Fx〉 ⊆ 〈Gx〉, it follows that x ∈ V . This means that V1 ⊑ V .
Similarly, V2 ⊑ V and hence V1 ∪ V2 ⊑ V .
Step 2, we show V ⊆ U . For any G ∈ S, there exist MG ∈ V1 ∪ V2 and FG ⊑ U such that
G ∈
∑
(FG,MG). By condition (L1), we have G ⊆ 〈FG〉. Thus 〈G〉 ⊆ 〈FG〉 ⊆ U , which implies
that V ⊆ U .
Step 3, we show that V ∈ R(X). As V =
⋃
{〈G〉 | G ∈ S} and 〈G〉 ∈ R(X) for any
G ∈ S, by Proposition, we need only to verify that {〈G〉 | G ∈ S} is directed. Suppose that
G1, G2 ∈ S. Then there exist Mi ⊑ V1 ∪ V2 and Fi ⊆ U such that Gi ∈
∑
(Fi,Mi), i = 1, 2.
Since M1 ∪M2 ⊑ V1 ∪ V2 ⊆ U , we get some F3 ∈ F with F3 ⊆ U and M1 ∪M2 ⊑ 〈F3〉. Because
(B, τ ◦ γ,F) is a locally consistent F -augmented generalized closure space,
∑
(F3,M1 ∪M2) 6= ∅.
Taking G3 ∈
∑
(F3,M1 ∪M2), it is clear that G3 ∈ S. Since M1,M2 ⊆ M1 ∪M2 ⊆ 〈F3〉, as the
proof of part (4) of Proposition 3.20, we have that 〈G1〉 ⊆ 〈G3〉 and 〈G2〉 ⊆ 〈G3〉.
Step 4, we have to show that for any upper bound V3 of V1 and V2 in ↓U , the inclusion
V ⊆ V3 holds. For this, let G ∈ S. Then there exist MG ⊑ V1 ∪ V2 and FG ⊆ U such that
G ∈
∑
(FG,MG). This implies that MG ⊆ V3. By part (2) of Proposition 3.11, we get some
F ∈ F such that F ⊆ V3 and MG ⊆ 〈F 〉. So that 〈MG〉 ⊆ 〈F 〉. Since F,FG ⊆ U , with part (3) of
Proposition 3.20, 〈G〉 = 〈G1〉 for any G1 ∈
∑
(F,MG). As a result, 〈G〉 ⊆ 〈F 〉 ⊆ V3, and hence
V ⊆ V3.
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Theorem 3.24 (Representation Theorem for Continuous L-domains). Let (D,≤) be an L-
domain with a basis BD. Then (BD, τ ◦ γ,FD) is a locally consistent F-augmented generalized
closure space, and (D,≤) is order isomorphic to (R(BD),⊆).
Proof. By Proposition 3.16, (BD, τ ◦γ,FD) is an F-augmented generalized closure space. And by
Theorem 3.18, (R(BD),⊆) is isomorphic to (D,≤). Then it suffices to prove that (BD, τ ◦γ,FD)
is locally consistent, that is
∑
(F,M) 6= ∅ for any F ∈ FD and M ⊑ 〈F 〉. From the definition of
FD, we know that
∨
F ∈ F ⊆ BD. Then 〈F 〉 = ↓↓F ∩ B(D) = ↓↓
∨
F ∩ B(D). Since (D,≤) is a
continuous L-domain, ↓
∨
F has a least element aF ∈ BD and aF ≪
∨
F .
If M = ∅, let G = {aF }. Then
〈M〉 = ∅ ⊆ ↓↓aF ∩BD = 〈G〉 and G = {aF } ⊆ ↓↓
∨
F ∩BD = 〈F 〉.
For any G1 ∈ F with M ⊆ 〈G1〉 ⊆ 〈F 〉, we have aF ∈ ↓
∨
G1 ∩ BD ⊆ ↓
∨
F ∩ BD. So that
〈G〉 = ↓aF ∩BD ⊆ ↓
∨
G1 ∩BD = 〈G1〉.
On the other hand, suppose that M 6= ∅, let G = {mF }, where mF is the sup of M in ↓
∨
F .
Since M ⊆ ↓↓
∨
F ∩BD, we have G ⊆ ↓↓
∨
F ∩BD. Then
〈M〉 = ↓M ∩BD ⊆ ↓mF ∩BD = 〈G〉 and G = {mF } ⊆ ↓
∨
F ∩BD = 〈F 〉.
And suppose that G1 ∈ F with 〈M〉 ⊆ 〈G1〉 ⊆ 〈F 〉. Then mF ≤
∨
G1 ≤
∨
F . This implies that
↓↓mF ∩BD ⊆ ↓↓
∨
G1 ∩BD, and hence 〈G〉 ⊆ 〈G1〉.
In the rest of this section, we give a representation of continuous bounded complete domains.
Definition 3.25. An F-augmented generalized closure space (X, τ ◦γ,F) is said to be consistent,
if it satisfies the following condition,
(BC) (∀F ∈ F)M ⊑ 〈F 〉 ⇒M ∈ F .
Proposition 3.26. Each consistent F-augmented generalized closure space is locally consistent.
Proof. It is clear since M ∈
∑
(F,M) for any F ∈ F with M ⊑ 〈F 〉.
Theorem 3.27 (Representation Theorem for Continuous Bounded Complete Domains). If (X, τ◦
γ,F) is a consistent F-augmented generalized closure space, then (R(X),⊆) is a continuous
bounded complete domain.
Conversely, let (D,≤) be a continuous bounded complete domain with a basis BD. Then
(BD, τ ◦ γ,FD) is consistent F-augmented generalized closure space and (R(X),⊆) is isomorphic
to (D,≤).
Proof. To prove (R(X),⊆) is a continuous bounded complete domain, by Theorem 3.15, it suffices
to verify that any two F-regular open sets which are bounded above have a sup. Let U1, U2 and
U be F-regular open sets with U1, U2 ⊆ U . Set
V =
⋃
{〈F 〉 | ∃F ∈ F , F ⊑ U1 ∪ U2}.
We now show that V is also an F-regular open set and that it is the sup of U1 and U2.
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For any M ⊑ V and x ∈ M , there exists some Fx ∈ F such that Fx ⊆ U1 ∪ U2 ⊆ U and
x ∈ 〈Fx〉. As
⋃
x∈M Fx ⊑ U , we get some F ∈ F with
⋃
x∈M Fx ⊆ 〈F 〉 ⊆ U . Since (X, τ ◦ γ,F) is
consistent,
⋃
x∈M Fx ∈ F . Note that M ⊆
⋃
x∈M Fx ⊆ U1 ∪ U2, it follow that V is an F-regular
open set. Moreover, it is clear that V1, V2 ⊆ V by part (2) of Proposition 3.11. Let U3 be any
other F-regular open set with U1, U2 ⊆ U3. Then U1∪U2 ⊆ U3, and thus V ⊆ U3 by the definition
of V .
For the reverse direction, by Theorem 3.18, we need only to show that (BD, τ ◦γ,FD) satisfies
condition (BC). In fact, let F ∈ FD and M ⊑ 〈F 〉. Then
∨
F ∈ F and M ⊆
∨
F . Since (D,≤)
is bounded complete,
∨
M exists. This implies that M ∈ FD.
4. Category equivalence
In the previous section, we have investigated the representation of continuous domains by
F-augmented generalized closure spaces. From the categorical viewpoint, we have only provided
object part of a functor. In this section, we aim to extend this relation to a categorical equivalence.
On the side of continuous domains, one typically uses Scott-continuous functions as morphisms
to build a category CD. So that we have to introduce an appropriate notion of morphisms for F-
augmented generalized closure spaces which can be used to represent Scott-continuous functions
between continuous domains.
Definition 4.1. Let (X, τ ◦ γ,F) and (X ′, τ ′ ◦ γ′,F ′) be two F-augmented generalized closure
spaces. A relation Θ ⊆ F ×X ′ is an approximable mapping from (X, τ ◦ γ,F) to (X ′, τ ′ ◦ γ′,F ′)
if the following hold:
(AM1) FΘF ′ ⇒ FΘ〈F ′〉,
(AM2) F ⊑ 〈F1〉, FΘM
′ ⇒ F1ΘM
′,
(AM3) FΘM ′ ⇒ (∃G ∈ F , G′ ∈ F ′)(G ⊆ 〈F 〉,M ′ ⊆ 〈G′〉, GΘG′),
for any F,F1 ∈ F , F
′ ∈ F ′ and M ′ ⊑ X ′, where FΘM ′ means that FΘx′ for any x′ ∈M ′. This
situation is denoted by writing Θ : X → X ′.
Proposition 4.2. Let Θ be an approximable mapping from (X, τ ◦ γ,F) to (X ′, τ ′ ◦ γ′,F ′). For
any F,F1 ∈ F , F
′ ∈ F ′ and M ′ ⊑ X ′, the following statements hold.
(1) FΘM ′ if and only if there exists some G ⊆ 〈F 〉 such that GΘM ′.
(2) If FΘM ′, then there exists some G′ ∈ F ′ such that M ′ ⊆ 〈G′〉 and FΘG′.
(3) If F1 ⊑ F and F1ΘM
′, then FΘM ′.
Proof. (1) Let FΘM ′. Then by condition (AM3), there exist G ∈ F and G′ ∈ F ′ such that
G ⊆ 〈F 〉, GΘG′ and M ′ ⊆ 〈G′〉. As to GΘG′, using condition (AM1), we have GΘ〈G′〉. Since
M ′ ⊆ 〈G′〉, it follows that GΘM ′. The reverse implication is clear by condition (AM2).
(2) Assume that FΘM ′, then by condition (AM3), there exists G ∈ F and G′ ∈ F ′ such that
G ⊆ 〈F 〉, GΘG′ and M ′ ⊆ 〈G′〉. For G ⊆ 〈F 〉 and GΘG′, by condition (AM2), we have FΘG′.
(3) Let F,F1 ∈ F with F1 ⊑ F . Assume that F1ΘM
′. With part (2), there exists G ⊑ 〈F1〉
such that GΘM ′. From F1 ⊑ F2, it follows that G ⊑ 〈F1〉 ⊆ 〈F 〉. Thus by condition (AM2), we
have that FΘM ′.
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Given two F-augmented generalized closure spaces (X, τ ◦γ,F) and (X ′, τ ′◦γ′,F ′), let Θ be an
approximable mapping from (X, τ ◦γ,F) to (X ′, τ ′◦γ′,F ′). The next proposition guarantees that
the approximable mapping Θ assigns to every F ∈ F to an F-regular open set of (X ′, τ ′ ◦ γ′,F ′),
and also shows that Θ can provide a passage from F-regular open sets of (X, τ ◦ γ,F) to those of
(X ′, τ ′ ◦ γ′,F ′).
For any F ∈ F , we write
Θ(F ) = {x ∈ X ′ | FΘx′}. (4.1)
And for any F-regular open set U of (X, τ ◦ γ,F), we write
Θ(U) = {x′ ∈ X ′ | (∃F ∈ F)(F ⊑ U,FΘx′)}. (4.2)
Proposition 4.3. Let Θ be an approximable mapping from (X, τ ◦ γ,F) to (X ′, τ ′ ◦ γ′,F ′).
(1) For any F ∈ F , Θ(F ) is an F-regular open set of (X ′, τ ′ ◦ γ′,F ′).
(2) For any F-regular open set U of (X, τ ◦γ,F), Θ(U) is an F-regular open set of (X ′, τ ′◦γ′,F ′).
Proof. (1) For any F ′ ∈ F , by part (1) of Proposition 3.11, 〈F ′〉 is an F-regular open set of
(X ′, τ ′ ◦γ′,F ′). Then by Proposition 3.13, it suffices to show that the set {〈F ′〉 | F ′ ∈ F ′, FΘF ′}
is directed and Θ(F ) is its union.
We first prove
Θ(F ) =
⋃
{〈F ′〉 | F ′ ∈ F ′, FΘF ′}.
For any x′ ∈ Θ(F ), by part (2) of Proposition 4.2, there exists F ′ ∈ F such that {x′} ⊆ 〈F ′〉 and
FΘF ′. Using condition (AM1), it follows that FΘ〈F ′〉. Thus x′ ∈
⋃
{〈F ′〉 | F ′ ∈ F ′, FΘF ′}. This
implies that Θ(F ) ⊆
⋃
{〈F ′〉 | F ′ ∈ F ′, FΘF ′}. Conversely, let x′ ∈
⋃
{〈F ′〉 | F ′ ∈ F ′, FΘF ′}.
That is, x′ ∈ 〈F ′〉 for some F ′ ∈ F ′ with FΘF ′. From condition (AM1), it follows that FΘ〈F ′〉.
Then x′ ∈ Θ(F ). So that
⋃
{〈F ′〉 | F ′ ∈ F ′, FΘF ′} ⊆ Θ(F ).
We now claim that {〈F ′〉 | F ′ ∈ F ′, FΘF ′} is directed. In fact, let F ′1 and F
′
2 be two elements
of F ′ such that FΘF ′1 and FΘF
′
2. Then FΘ(F
′
1∪F
′
2). By part (2) of Proposition 4.2, there exists
F ′3 ∈ F
′ such that F ′1∪F
′
2 ⊆ 〈F
′
3〉 and FΘF
′
3. Since 〈F
′
3〉 is an F-regular open set of (X
′, τ ′◦γ′,F ′),
with part (2) of Proposition 3.11, there exists F ′4 ∈ F
′ such that F ′1 ∪ F
′
2 ⊆ 〈F
′
4〉 and F
′
4 ⊆ 〈F
′
3〉.
From F ′1 ∪ F
′
2 ⊆ 〈F
′
4〉, we have 〈F
′
1〉 ⊆ 〈F
′
4〉 and 〈F
′
2〉 ⊆ 〈F
′
4〉. From F
′
4 ⊆ 〈F
′
3〉 and FΘF
′
3, using
condition (AM1), we have FΘF4. As a result, {〈F
′〉 | F ′ ∈ F ′, FΘF ′} is directed.
(2) Assume that M ′ ⊑ Θ(U). Then for any m′ ∈ M ′, there exists some Fm′ ∈ F such that
Fm′ ⊆ U and Fm′Θm
′. Since
⋃
m′∈M ′ Fm′ ⊑ U , with part (2) of Proposition 3.11, we get some
F ∈ F such that F ⊆ U and
⋃
m′∈M ′ Fm′ ⊆ 〈F 〉. Thus FΘM
′ using condition (AM2). By
part (2) of Proposition 4.2, there exists some G′ ∈ F ′ such that M ′ ⊆ 〈G′〉 and FΘG′. So that
M ′ ⊆ 〈G′〉 ⊆ Θ(U), which complete the proof.
We now turn to investigate how Scott-continuous functions between continuous domains can
be represented by the notion of approximable mapping.
Theorem 4.4. Let (X, τ◦γ,F) and (X ′, τ ′◦γ′,F ′) be two F-augmented generalized closure spaces.
Given an approximable mapping Θ from (X, τ ◦ γ,F) to (X ′, τ ′ ◦ γ′,F ′), define an assignment
φΘ : R(X)→ R(X
′) by
φΘ(U) = {x
′ ∈ X ′ | (∃F ∈ F)(F ⊆ U,FΘx′)}. (4.3)
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Then φΘ is a Scott-continuous function from (R(X),⊆) to (R(X
′),⊆).
Conversely, if φ is a Scott-continuous function from (R(X),⊆) to (R(X ′),⊆), define a rela-
tion Θφ ⊆ F ×X
′ by
FΘφx
′ ⇔ x′ ∈ φ(〈F 〉). (4.4)
Then Θφ is an approximable mapping from (X, τ ◦ γ,F) to (X
′, τ ′ ◦ γ′,F ′).
Moreover, φΘφ = φ and ΘφΘ = Θ.
Proof. Let Θ be an approximable mapping from (X, τ ◦ γ,F) to (X, τ ′ ◦ γ′,F ′). With part (2) of
Proposition 4.3, it follows that the function φΘ is well-defined. For any directed subset {Ui | i ∈ I}
ofR(X), since φΘ is clearly order-preserving, it follows that {φΘ(Ui) | i ∈ I} is a directed subset of
R(X ′). From Proposition 3.13, we know that
∨
i∈I Ui =
⋃
i∈I Ui and
∨
i∈I φΘ(Ui) =
⋃
i∈I φΘ(Ui).
So that to prove φΘ is Scott-continuous, since
⋃
i∈I φΘ(Ui) ⊆ φΘ(
⋃
i∈I Ui) is obvious, it suffices
to show that the reverse inclusion holds. Assume that x′ ∈ φΘ(
⋃
i∈I Ui), then there exists some
F ∈ F such that F ⊑
⋃
i∈I Ui and FΘx
′, which implies that F ⊑ Uj for some j ∈ I. Thus
x′ ∈ φΘ(Uj) ⊆
⋃
i∈I φΘ(Ui). As a result, φΘ(
⋃
i∈I Ui) ⊆
⋃
i∈I φΘ(Ui).
Let φ be a Scott-continuous function from (R(X),⊆) to (R(X ′),⊆). We now prove that Θφ
is an approximable mapping by checking the three conditions in Definition 4.1. Let F,F1 ∈ F ,
F ′ ∈ F ′ and M ′ ⊑ X ′. Assume that FΘφF
′, that is F ′ ⊆ φ(〈F 〉). Since 〈F 〉 ∈ R(X), it
follows that φ(〈F 〉) ∈ R(X ′). This implies that 〈F ′〉 ⊆ φ(〈F 〉). By equation (4.4), FΘφ〈F
′〉.
Condition (AM1) follows. For condition (AM2), assume that F ⊑ 〈F1〉 and FΘφM
′. Then
〈F 〉 ⊆ 〈F1〉 and hence M
′ ⊆ φ(〈F 〉) ⊆ φ(〈F1〉). Therefore, F1ΘφM
′. To prove condition (AM3),
assume that FΘφM
′. Then M ′ ⊑ φ(〈F 〉). Since 〈F 〉 is the directed union of the set {〈G〉 | G ∈
F , G ⊑ 〈F 〉} and φ is Scott-continuous, it follows that
φ(〈F 〉) = φ(
⋃
{〈G〉 | G ∈ F , G ⊑ 〈F 〉}) =
⋃
{φ(〈G〉) | G ∈ F , G ⊑ 〈F 〉}.
So that M ′ ⊑ φ(〈G〉) for some G ∈ F with G ⊑ 〈F 〉. For M ′ ⊑ φ(〈G〉), using part (2) of
Proposition 3.11, we have some G′ ∈ F ′ satisfying G′ ⊆ φ(〈G〉) andM ′ ⊑ 〈G′〉. To sum up, there
exist some G ∈ F and G′ ∈ F ′ such that G ⊑ 〈F 〉, M ′ ⊑ 〈G′〉 and GΘφG
′.
For any U ∈ R(X), we have
φΘφ(U) = {x
′ ∈ X ′ | (∃F ∈ F)(F ⊑ U,FΘφx
′)}
= {x′ ∈ X ′ | (∃F ∈ F)(F ⊑ U, x ∈ φ(〈F 〉))}
=
⋃
{φ(〈F 〉) | ∃F ∈ F , F ⊑ U}
= φ(
⋃
{〈F 〉 | ∃F ∈ F , F ⊑ U})
= φ(U).
This proves that φΘφ = φ.
And for any F ⊑ X and x′ ∈ X ′, we have
FΘφΘx
′ ⇔ x′ ∈ φΘ(〈F 〉)
⇔ (∃G ∈ F)(G ⊆ 〈F 〉, GΘx′)
⇔ FΘx′.
This proves that ΘφΘ = Θ.
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The above theorem shows that there is a one-to-one correspondence between approximable
mappings from (X, τ◦γ,F) to (X ′, τ ′◦γ′,F ′) and Scott-continuous functions fromR(X) toR(X ′).
The other way around, suppose that (D,≤) and (D′,≤′) are continuous domains. Proposition 3.16
has shown that (BD, τ ◦γ,FD) and (BD′ , τ
′◦γ′,F ′D′) are F-augmented generalized closure spaces.
We next discuss the relationship between Scott continuous functions from (D,≤) to (D′,≤′) and
approximable mappings from (BD, τ ◦ γ,FD) to (BD′ , τ
′ ◦ γ′,F ′D′). To this end, we need the
following lemma.
Lemma 4.5. Let Φ be an approximable mapping from (BD, τ ◦γ,FD) to (BD′ , τ
′ ◦γ′,F ′D′). For
any x ∈ D, define
Ix = {x
′ ∈ L′ | (∃F ∈ FD)(F ⊆ ↓↓x ∩BD, FΦx
′)}. (4.5)
Then Ix has a sup in D
′.
Proof. For any x ∈ D, by Proposition 3.17, it is easy to prove that ↓x∩BD is an F-regular open
set of (BD, τ ◦ γ,FD). With part (2) of Proposition 4.3, we see that Ix = Φ(↓x ∩ BD) ∈ R(X
′).
This implies that Ix is a directed subset of D
′, and hence
∨
Ix ∈ D
′.
Theorem 4.6. Let (D,≤) be a continuous domain with a basis BD and (D
′,≤′) a continuous
domain with a basis BD′ . For any Scott continuous function f : D → D
′, define a relation
Φf ⊆ FD ×D
′ by
FΦfx
′ ⇔ x′ ≪′ f(
∨
F ). (4.6)
Then Φf is an approximable mapping from (BD, τ ◦ γ,FD) to (BD′ , τ
′ ◦ γ′,F ′D′).
Conversely, if Φ is an approximable mapping from (BD, τ ◦γ,FD) to (BD′ , τ
′ ◦γ′,F ′D′), then
by setting
fΦ(x) =
∨
{x′ ∈ D′ | (∃F ∈ FD)(F ⊆ ↓x ∩BD, FΦx
′)}. (4.7)
One obtains a Scott continuous function fΦ : D → D
′.
Moreover, f = fΦf and Φ = ΦfΦ.
Proof. For any Scott-continuous function f : D → D′, we check that the relation defined by
equation (4.6) is an approximable mapping from (BD, τ ◦ γ,FD) to (BD′ , τ
′ ◦ γ′,F ′D′) in the
following:
For (AM1), suppose that F ′ ∈ F ′D′ and FΦfF
′. Then F ′ ≪′ f(
∨
F ). Since F ′ is finite and∨
F ′ ∈ D′, it follows that
∨
F ′ ≪′ f(
∨
F ). That is 〈F ′〉 ≪′ f(
∨
F ). This implies that FΦf 〈F
′〉.
For (AM2), let F ⊑ 〈F1〉 and FΦfM
′, where M ′ is a finite subset of D′. Then F ≪
∨
F1 and
M ′ ≪′ f(
∨
F ). As f is order-preserving, M ′ ≪′ f(
∨
F ). This means that F1ΦfM
′.
For (AM3), suppose that FΦfM
′ with M ⊑ D′. Then M ′ ≪′ f(
∨
F ). By the interpolation
property of ≪′, there exists some d′ ∈ BD′ such that M
′ ≪′ d′ ≪′ f(
∨
F ). Note that f(
∨
F ) =
f(
∨
(↓(
∨
F ))) =
∨
(↓f(
∨
F )), we have some d ∈ ↓(
∨
F ) ∩BD with d
′ ≪′ f(d). Set G = {d} and
G′ = {d′} ∪M ′. Thus G ∈ F and G′ ∈ F ′ such that G ⊑ 〈F 〉, M ′ ⊆ 〈G′〉 with GΦfG
′.
Given an approximable mapping Φ from (BD, τ ◦γ,FD) to (BD′ , τ
′ ◦γ′,F ′D′). By Lemma 4.5,
we see that the function fΦ defined by equation (4.7) is well-defined and fΦ(x) = Ix, for any x ∈ D.
We now prove that fΦ is Scott-continuous by checking that fΦ(
∨
S) =
∨
fΦ(S) for any directed
subset S of D.
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In fact it is clear that Ix ⊆ Iy for any x, y ∈ D with x ≤ y. So that fΦ is order-preserving,
and then
∨
fΦ(S) ≤ fΦ(
∨
S). Conversely, since
∨
fΦ(S) =
∨
{
∨
Id | d ∈ S} =
∨
(
⋃
d∈SId)
and fΦ(
∨
S) =
∨
I∨S , to complete the proof, it suffices to show that I
∨
S ⊆
⋃
d∈SId. Let
x′ ∈ I∨S . Then FΦx
′ for some F ∈ F with F ⊑ ↓↓
∨
S ∩BD. Because D
′ is a continuous domain,∨
F ≪′
∨
S. As S is directed, there exists some d ∈ S with
∨
F ≪′ d, which implies that
F ⊑ ↓↓d ∩BD. Thus x
′ ∈ Id, and then I∨S ⊆
⋃
d∈SId.
For any x ∈ D, we have
fφf (x) =
∨
{x′ ∈ BD′ | (∃F ∈ F)(F ⊑ ↓↓x ∩BD, Fφfx
′})
=
∨
{x′ ∈ BD′ | (∃F ∈ F)(F ⊑ ↓x ∩BD, x
′ ≪′ f(
∨
F )}
=
∨
{x′ ∈ BD′ | (∃y ∈ BD)(y ≪ x, x
′ ≪′ f(y))}
=
∨
(↓↓f(x) ∩BD′)
= f(x)
This implies that f = fφf .
For any F ⊑ FD and x
′ ∈ D′, we have
FΦfΦx
′ ⇔ x′ ≪′ fΦ(
∨
F )
⇔ x′ ≪′
∨
{y′ ∈ L′ | (∃F1 ∈ FD)(F1 ⊆ ↓↓
∨
F ∩BD, FΦy
′})
⇔ (∃y′ ∈ D′,∃F1 ∈ FD)(F1 ⊑ ↓↓
∨
F ∩BD, FΦy
′, x′ ≪ y′)
⇔ (∃F1 ∈ FD)(F1 ⊑ 〈F 〉, F1Φx
′)
⇔ FΦx′.
This implies that Φ = ΦfΦ .
Proposition 4.7. F-augmented generalized closure spaces with approximable mappings form a
category.
Proof. Let Θ be an approximable mapping from (X, τ ◦ γ,F) to (X ′, τ ′ ◦ γ′,F ′) and Θ′ be an
approximable mapping from (X ′, τ ′◦γ′,F ′) to (X ′′, τ ′′◦γ′′,F ′′). Define a relation Θ◦Θ′ ⊆ F×X ′′
by
F (Θ ◦Θ′)x′′ ⇔ (∃G ∈ F ′D′)(FΘG,GΘ
′x′′). (4.8)
and a relation
idX = {(F, x) ∈ F ×X | x ∈ 〈F 〉}. (4.9)
Routine checks verify that Θ◦Θ′ is an approximable mapping from (X, τ◦γ,F) to (X ′′, τ ′′◦γ′′,F ′′)
and idX is an approximable mapping from (X, τ ◦ γ,F) to itself.
Conditions (1) and (2) of Definition 4.1 yield that idX is the identity morphism of (X, τ ◦γ,F).
Using the same argument as checking the associative law of a traditional relation composition
operator, we can easy carry out ◦ defined by equation 4.8 is also associative.
In the sequel, we use FGC to denote the category defined in Proposition 4.7. Analogously,
we can establish a category LFGC of locally consistent F-augmented generalized closure spaces
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and a category CFGC of consistent F-augmented generalized closure spaces. They are full
subcategories of FGC.
Lemma 4.8. G : FGC → CD is a functor which maps every F-augmented generalized closure
space (X, τ ◦γ,F) to (R(X),⊆) and approximable mapping Θ : X → X ′ to φΘ : R(X)→ R(X
′),
where φΘ is defined by equation (4.3).
Proof. By Theorems 3.15 and 4.4, G is well-defined. For any U ∈ R(X), we have
G(idX)(U) = φidX (U)
= {x ∈ X | (∃F ∈ F)(F ⊑ U, x ∈ 〈F 〉})
=
⋃
{〈F 〉 | (∃F ∈ F)(F ⊑ U)}
= U.
This implies that G preserves the identity morphism.
Let Θ : X → X ′,Θ′ : X ′ → X ′′ be two approximable relations. For any U ∈ R(X) and
x′′ ∈ X ′′, we have
x′′ ∈ G(Θ′ ◦Θ)(U)⇔ x′′ ∈ fΘ′◦Θ(U)
⇔ (∃F ∈ F)(F ⊑ U,F(Θ′ ◦Θ)x′′)
⇔ (F ∈ F ,∃G ∈ F ′)(F ⊑ U,FΘG,GΘ′x′′)
⇔ (∃G ∈ F ′)(G ⊑ fΘ(U), GΘ
′x′′)
⇔ (∃G ∈ F ′)(G ⊑ F(Θ)(U), GΘ′x′′)
⇔ x′′ ∈ fΘ′(G(Θ)(U))
⇔ x′′ ∈ G(Θ′)(G(Θ)(U)).
This implies that G(Θ′ ◦Θ) = G(Θ′) ◦ F(Θ), and then G preserves the composition.
Remark 4.9. Corresponding to the functor G : FGC → CD, we can also define a functor H
form CD to FGC as follows: for any continuous domain (D,≤) with a basis BD,
H(D) = (BD, τ ◦ γ,FD),
and for any Scott-continuous functions f : D → D′,
H(f) = Φf ,
where Φf is defined by equation (4.6). With Proposition 3.16 and Theorem 4.6, the above two
functions is well-defined. Using a similar way as in the proof of Lemma 4.8, one can show that
H is a functor.
Instead of directly proving there exists a pair of natural isomorphisms we use an alternative
method to show the equivalence of categories FGC and CD.
Lemma 4.10. [15] The following conditions on the categories C and D are equivalent:
(1) C and D are categorically equivalent.
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(2) There exists a functor G : C → D such that G is full, faithful and essentially surjective on
objects, that is for every object D of D, there exists some object C of C such that G(C) ∼= D.
Theorem 4.11. FGC and CD are categorically equivalent.
Proof. According to Theorem 3.18, it suffices to show that the functor G defined in Lemma 4.8
is full and faithful.
Let f : R(X) → R(X ′) be a Scott-continuous function. Define a relation Θφ ⊆ F(X) ×X ′
by
FΘφx
′ ⇔ x′ ∈ φ(〈F 〉). (4.10)
Then by Theorem 4.4 , Θφ is an approximable mapping from (X, τ ◦ γ,F) to (X
′, τ ′ ◦ γ′,F ′) and
G(Θφ) = φΘφ = φ. This implies that G is full.
Suppose that Θ1,Θ2 : X → X
′ are two approximable mappings such that fΘ1 = fΘ2 . For any
F ∈ F , we have
{x′ ∈ X ′ | FΘ1x
′} = {x′ ∈ X ′ | (∃G ∈ F)(G ⊑ F,GΘ1x
′)}
= fΘ1(〈F 〉)
= fΘ2(〈F 〉)
= {x′ ∈ X ′ | (∃G ∈ F)(G ⊑ F,GΘ1x
′)}
= {x′ ∈ X ′ | FΘ2x
′}
Then Θ1 = Θ2, and hence G is faithful.
So far, we have established the equivalence between the category of F-augmented general-
ized closure spaces and that of continuous domains. This result suggests a novel approach to
representing continuous domains by means of closure spaces.
It is worthy noting that the category LD of continuous L-domains and the category BCD
of continuous bounded complete domains are two full subcategories of FGC. Then based on
Theorems 3.24 and 3.27, we have
(1) LFGC and LD are categorically equivalent, and
(2) CFGC and BCD are categorically equivalent.
Consequently, both LFGC and CFGC are Cartesian closed categories.
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