Cluster algorithms are non-local Monte Carlo update schemes which can greatly increase the efficiency of computer simulations of spin models of magnets. The major computational task in these algorithms is connected component labeling, to identify clusters of connected sites on a lattice. We have devised some new SIMD component labeling algorithms, and implemented them on the Connection Machine. We investigate their performance when applied to the cluster update of the two dimensional Ising spin model. These algorithms could also be applied to other problems which use connected component labeling, such as percolation and image analysis.
Monte Carlo simulation is a very important numerical technique for studying a wide range of problems in the physical sciences, and in particular, the statistical mechanics of spin models of magnets 1, 2 . Unfortunately, traditional Monte Carlo algorithms for these models, such as the commonly used
Metropolis algorithm 3 , suffer from critical slowing down near the regions of interest -the critical points separating different phases of the system. This means that the autocorrelation time (the number of iterations needed to generate a new, statistically independent, data point) increases as L z at the critical point, where L is the linear size of the system, and z is the dynamic critical exponent 4, 5 . z is at least 2 for most local algorithms, such as
Metropolis, so the efficiency of these methods decreases rapidly as the size of the system is increased.
The reason for this poor performance is that standard Monte Carlo algorithms are local. In the lattice of spins which represents, for example, a magnetic material, only a single spin at a time is changed, and this change is influenced only by the spins on neighboring sites. Information undergoes a random walk on the lattice, and thus takes a time of order L 2 to propagate throughout the lattice. In the last few years, algorithms have been invented for certain types of spin models which make large-scale, non-local changes, and greatly reduce critical slowing down 6, 7 . In these so-called cluster algorithms, clusters of spins (rather than single spins) are changed at each step of the Monte Carlo procedure. The clusters are formed by generating bonds connecting neighboring sites, using a probabilistic procedure which varies between different models and algorithms (for reviews of cluster algorithms, see Refs. [4, 5, 8, 9] ).
The major computational task of these cluster algorithms is the identification and labeling of the clusters of connected sites, given the configuration of bonds. This is an instance of a connected component labeling problem 1 for an undirected graph 10, 11 , where the vertices are the lattice sites and the edges are the bonds between connected sites. The goal of the component labeling algorithm is to end up with the same label on all connected sites, and different labels for all disconnected clusters.
Sequentially, this can be done in time of order V (the number of vertices, which in our case is the volume, or number of sites, in the lattice), and consequently the cluster algorithms run about as fast as the local algorithms (see Refs. [10, 12, 13] for a discussion of sequential labeling algorithms).
However this may not be the case if our computer is a distributed memory parallel machine. Local algorithms perform very efficiently on parallel machines, whereas efficient component labeling on a parallel machine is a very difficult problem
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Here the information concerning the connectivity of a given physical part of the lattice is only contained in a single processor, and obtaining information from distant regions of the lattice (and hence also of the computer) can be very slow if the clusters are large, and thus contain sites which are distributed over many processors.
Let us assume that the time taken to label the clusters scales asymptotically as L d+y for a lattice of L d sites, where y is an exponent indicating computational slowing down, in analogy with the dynamical exponent z expressing the critical slowing down of a Monte Carlo simulation. This means that the overall computational cost of a Monte Carlo cluster algorithm simulation at the critical point will scale as L d+y+z . If we cannot find a parallel labeling algorithm for which y is zero, the advantages of cluster update algorithms over traditional local algorithms may be eliminated on a parallel machine by the computational complexity of labeling the clusters.
Our aim is to find a parallel component labeling algorithm with no computational slowing down (i.e. y = 0). We will consider here the case where the parallel computer is a Single Instruction Multiple Data (SIMD) machine, although the ideas described here could also be applied to Multiple Instruction Multiple Data (MIMD) machines. We have implemented all the algorithms on the CM-2 Connection Machine, which is a typical massively parallel SIMD computer 14 .
In order to test the algorithms we have studied the clusters formed in the physically interesting case of the Swendsen-Wang cluster algorithm applied to the Ising spin model at its critical point 6 . These clusters are very similar to those created by the simple procedure of randomly connecting neighboring sites on a two dimensional lattice with probability 1 2 . Clusters created in this way are very difficult to label efficiently on a parallel machine, since the clusters in a particular configuration of the connections come in many different sizes, have extremely irregular shapes, with small clusters embedded in larger ones, and typically including a very large cluster which will span the lattice. This type of problem is consequently an excellent test of parallel component labeling algorithms.
We also note that the worst case behavior of the labeling algorithms is not relevant for this problem -what we are really interested in is the average time to label physically realistic configurations of clusters which occur in the cluster update of the spin model. We have therefore obtained all our data by averaging over a large number (typically 400) of different realizations of the site connections, taken from different Swendsen-Wang bond configurations for the Ising model at its critical point. This is in order to get statistically significant results from which we can obtain the scaling behavior of our algorithms, and timings for our implementations of these algorithms on the CM-2.
Simple Parallel Algorithms
The simplest and most obvious SIMD component labeling algorithm is local label propagation 12, 15 . We start with a different label on each site, and with a list of nearest neighbor connections (these will be Boolean variables in the following: off means no connection is present and on means that there is a connection). Each site then looks to each of its neighbors in turn. If it is connected to this neighbor, and if its neighbor's label is smaller than its own label, then it replaces its label with that of its neighbor. This procedure is repeated until there is no change to the labels, at which time each cluster will be labeled by the minimum initial label of all the sites in that cluster.
This local algorithm suffers from computational slowing down, and for many problems of interest (such as spin models at their critical point) its performance degrades very fast with increasing volume. This is because there is typically a large cluster whose graph-theoretic diameter or chemical distance, defined as the maximum value of the shortest path length between two points in the cluster, scales as L f , where the exponent f is approxi-mately 1 for the two dimensional Ising model 16 , i.e. the diameter of the largest cluster scales approximately linearly with L. For any local labeling algorithm, the minimum label has to diffuse across this large cluster, so we expect that y = f ≈ 1.
This algorithm can be improved by making the propagation step nonlocal. One way of doing this is, instead of propagating the labels only to neighboring connected sites, to propagate them as far as we can along a given direction, until we come to a site with no connection in that direction. On the CM-2 this can be done very quickly by using the intrinsic scan with minimum function Another way of improving the above algorithms is the notion of connection improvement. So far we have considered the bonds between sites to be static, in other words they are set up at the beginning and remain unchanged throughout the labeling procedure. However it is actually very useful to change, or improve, the connections as the labeling procedure progresses, and we learn more about the connectivity of the sites. It will often happen that neighboring sites will not have a bond between them, but will still be part of the same cluster, as shown in Fig. 1 . If we compare the labels of neighboring sites at each step of the labeling algorithm, then at some point we will find that these two neighboring sites have the same label. We could then place a connection between these sites, since we now know that they are in the same cluster. Improving the bonds in this way means that new labeling information can now flow directly between these two sites, rather than by an indirect route via the original bonds.
Connection improvement is especially useful when applied to the scan algorithm, since in that case the addition of extra connections means that labels may be propagated much further in a single scan operation. This can be seen in Fig. 2 , which shows a log-log plot of the average number of iterations required to complete the cluster labeling for the local algorithm and the scan algorithm, both with and without connection improvement. In Table 1 we show the exponent y for computational slowing down for each of these algorithms, which are obtained from the straight line fits shown in Fig. 2 . As expected, the exponents are all near 1, except for scan with connection improvement, which is substantially smaller, although still far from zero. However we should note that these results are very dependent on the type of bond configurations used. Note for example that configurations for which the clusters are fully connected, smooth, regular shapes, such as may occur in labeling objects in image processing applications, would be labeled in a very small number of scan operations. We might expect that y would be zero for the scan algorithm for those particular types of configurations.
A Multi-Scale Algorithm
In this section we describe a regular, synchronous, multi-scale algorithm for cluster labeling 18 . We present numerical evidence that the average number of iterations and the average time taken do not undergo any power-law computational slowing down (i.e. y = 0) for our application of labeling Ising model clusters.
The algorithm is effective on a general SIMD machine provided that the switching network has some very basic non-local connections. In the following we will assume that the machine allows very fast communication between sites which are a distance of 2 m sites away in any direction of the physical lattice. These are the only non-local connections we need in order to build an algorithm which is not affected by power-law slowing down. Such connections would be provided, for example, by a machine with a hypercube topology.
On the CM-2 the mapping of the physical structure of the lattice to the (almost) hypercube processor communication network provides specific communication to nodes of the lattice that are at a distance of any power of two away, known as power of two operations. This involves the transfer of information over not more than two links of the hypercube, and should thus be executed at not less than half the speed of local communications; however the relative timing compared to a local communication depends on the virtual processor to physical processor (VP) ratio (i.e. the number of lattice sites per processor), as we will see later.
In common with the method proposed by Brower, Tamayo and York 15 , this method uses a multi-scale approach in propagating cluster labels, in order to overcome the slowing down inherent in local labeling algorithms.
However this algorithm is much simpler, and seems to have better scaling properties.
Our algorithm works for a lattice of any dimensionality d, but for ease of description we will consider a two dimensional problem. In this case the There is a way however to combat the higher cost of deep iterations and significantly reduce the running time of our algorithm with only a simple modification. Clearly at the beginning of the labeling procedure the long distance connections are all off, and due to the fractal structure of the connections, it takes several iterations before a significant number of long distance connections are generated. It is thus very useful to tailor the number of multi-grid levels as a function of the cycle number: a lower depth is useful at the beginning, while using longer distance connections is more useful towards the end of the procedure. Fig. 3 shows the average iterations for the simplest case, where the depth is constant, while Fig. 4 gives the timings for both the full depth version and the optimized method.
In order to investigate the effect of varying the depth of the multi-grid procedure, we have measured the number of connections at every multi-grid level after each iteration of the full depth algorithm. We show this for a typical configuration in Fig. 5 . It can be seen that the points where the different levels become useful, i.e. where there are a reasonable number of connections (of the order of 10%, for instance), increases roughly linearly with the number of iterations. We therefore chose in our modified algorithm to make the depth a linear function of the iteration number. Since the usefulness of a connection at a certain level depends on the relative timings of different operations on a specific machine, this relation must be determined empirically.
Although Fig. 5 shows that a large number of connections at higher levels exist, we found that steps at the highest levels cost too much and were thus of comparatively little use, so a maximum depth of d max = log 2 L − N max steps was used. We thus parametrize the depth at each iteration by
and seek to find the optimum value for the slope and the maximum depth parameter N max , which is the number of high level iterations that are not used.
The behavior of the average labeling time versus the slope for some different values of L and N max can be seen in Fig. 6 . A minimum exists between 0.3 and 0.5 in all cases. The minimum is fairly broad and its breadth tends to increase as L increases. Fig. 4 shows the average labeling time per site for the optimized algorithm as well as the full depth multi-scale procedure. Note that the time for the optimized procedure is significantly smaller. The optimal value of N max is 3 (i.e. the 3 highest levels are not used) for most lattice sizes, although for large L it is slightly more efficient to exclude the fourth highest level as well, since the ratio of the time taken at the higher levels to the time for a local iteration is greater at large L.
We also tried a very simple telescoping scheme in order to determine whether any benefit could be derived from reducing the size of the problem in such a way. For this we used only the top level and one lower level, consisting of the even-even coordinate sites, and attempted to solve this partial problem by iterating until the labels of this sublattice did not change.
Neither this nor an attempt to do a fixed number of multi-scale iterations on the lower level managed to reduce the amount of time required for the full labeling procedure. We note that only a single reduction and expansion was tried. This poor result was not due to the overhead of communicating between the different lattices, which cost very little time, but must have been due to the lack of information at the lower level about enough of the important connections. All the cluster labeling algorithms discussed to this point start with each site being given a unique label. It is convenient to set the original label to be the site number. We will again label a cluster by the smallest starting label of all the sites in that cluster. For a two dimensional lattice we could assign the original cluster label C of the site (x, y) to be (y * L) + x, for example. During the cluster labeling procedure we can consider the current label as a pointer to the site where it originated (i.e. x orig = C mod L , y orig = C/L ). The site (x orig ,y orig ) started with the current label of the site (x, y), and as we shall see, at any later time in the labeling procedure it must have a label which is less than or equal to this value. Thus at any time each site can get the label of the origin (x orig ,y orig ) of its current label and use it as its new label. On the Connection Machine this is done using the general communication routine get. To ensure that the algorithm eventually gives the correct result, at each stage a local label propagation step must be performed as well.
By itself this method will correctly label any lattice but performs very badly, because in many places labels propagate only with the local step, on paths that can be very long. To overcome this problem we have added an important supplement -an inverse step which propagates information large distances in the opposite direction and proceeds as follows. Each site saves its label, and then performs a local iteration. It then compares its current label with that old label and, if they are different, sends the current label to the originating site of its old label. For this step we use the Connection Machine routine send with minimum, for which any site that is sent more than one value keeps only the smallest. Each site then takes the minimum of the labels it is sent, if that is smaller than its current label.
Doing a send step before each get means that if the label of any site is changed, the new label is then propagated immediately (by the get) to all sites with the old label. Thus we can wholly relabel a large area, or subcluster, in one step as soon as it contacts another large subcluster with a smaller label. In Fig. 3 we show the average number of iterations required to label the Ising model clusters. The data fit perfectly to a logarithmic increase with the lattice size.
The costliest parts of this algorithm are the get and send steps, which require general communication routines which take about ten times longer than local grid communications on the CM-2. This is compensated of course by the value of the information which is passed over large distances. However a way of doing some of the work by a less costly method will reduce the total running time. Since in the first few iterations the get/send step is able to do very little useful work, at a large cost, it is always faster to wait for i initial iterations before using it. Also, depending on the machine specifics and the efficiency with which get and send are implemented, it may be more efficient to do the get/send step only at every pth iteration of the algorithm, with just local label propagation for the other iterations. The parameters i and p can be tuned to optimize the algorithm for any particular application, system size, and parallel computer. We found that for our application on the CM-2, p = 1 or 2 and i between 4 and 8 generally gave the best results.
We also note that for large lattices it is not necessary to get the label of the originating site for every point since, in any sizable cluster, most neighboring points belong to the same cluster. We have experimented with having only a portion (we use a quarter) of the sites perform a get. The new labels received are then transferred to neighboring sites by the subsequent local iteration. Whether this modification proves to be the fastest option depends of course on the communications hardware and software of the particular machine. For the CM-2, the time for each get is roughly halved, although the number of iterations required is increased slightly, so there is a trade-off. For an earlier implementation of the get routine on the CM-2 this method was substantially faster; however, an improved get now means that it is about 10% faster to do the get step at every site.
Another way of improving the performance of this algorithm is to combine it with the scan operation. Using scan in some of the initial iterations pushes the label more efficiently over moderate distances. On the CM-2, doing a get and a send is about as expensive as doing the 4 scans (one in each direction) of a scan step, however it provides a much better way to propagate labels by making large changes at ever increasing length scales, and of handling the large, irregular and labyrinthine clusters for which the scan algorithm fares poorly. Including a few initial scan steps makes the algorithm slightly more efficient at large VP ratios (i.e. larger lattice sizes), but again this will be highly dependent on the specifics of the problem and the machine.
Of course we continue to use connection improvement for the local steps, and see a benefit for all the variations of the algorithm. Fig. 7 shows the average time per site to label lattices of different sizes. It is evident that between sizes of 128 and 512 the efficiency of large VP ratios reduces the average time, while for larger lattices this behavior subsides and it is dominated by the increase in the number of iterations needed to converge.
The average labeling time per site for the basic get/send algorithm (i = 0, p = 0, and no scans), as well as the optimized algorithm, is shown in Fig. 4 .
We can see that this method is substantially faster than the multi-scale algorithm.
Discussion and Conclusions
Our labeling algorithms are very general, and can be applied to any application where component labeling is necessary, such as percolation 24 , image analysis 11 , and for the various cluster Monte Carlo algorithms which have been proposed for many different spin models 4, 5, 9 .
We have presented numerical evidence that the average number of iterations required by our algorithms to label percolation-like Swendsen-Wang clusters at the critical point of the Ising model, which are highly irregular in both shape and size, scales with the logarithm of the lattice size. Up to corrections caused by differing VP ratios on the Connection Machine, the times required for the labeling using these algorithms scale as (log 2 L) 2 per lattice site.
There is only a subtle difference between the multi-scale and scan algorithms: both methods look at connections at distances 1, 2, 4, etc., but for multi-scale we also do a comparison at each distance and set the connection accordingly. This connection improvement is enough to give the multi-scale algorithm significantly better scaling behavior.
Our multi-scale algorithm is simpler than that of Brower et al. shaped, and we would therefore expect that it would be very hard to get good performance for labeling algorithms on these problems using fine grained SIMD machines. This is reflected in our results, since cluster labeling for the Ising model can be done at a rate of about 5 µs per site on a single IBM RS/6000-550 workstation, compared to 2.6 µs per site with our best algorithm on a 16K CM-2.
However we have previously obtained quite good efficiencies on coarse grained MIMD machines for parallel component labeling algorithms which use only local propagation of labels 12 , and thus do not scale well for very large numbers of processors. Incorporating the above multi-scale and general communication (get/send) ideas into these MIMD algorithms promises to allow us to greatly improve their efficiency and scalability, and thus exploit the power of large MIMD parallel supercomputers such as the nCUBE, the Intel machines, and the CM-5.
Note added: After this work had been substantially completed, and preliminary results reported at a conference 19 , we found that the get/send algorithm had been independently proposed by P. Rossi If at some point in the labeling algorithm it is found that sites i and j (denoted by the filled circles) have the same label, then a new bond (the dashed line) is introduced, so that changes in the labels are now propagated faster between these two points. For the multiscale algorithm the same idea is used, except that i and j do not have to be neighboring points. Here the interval between gets is p get = 1, while p send = p scan = 2. l scan denotes the number of steps after which scans are not performed.
