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ON THE RELATIONSHIP BETWEEN GREEN-TO-RED SEQUENCES,
LOCAL-ACYCLICITY, AND UPPER CLUSTER ALGEBRAS
MATTHEW R. MILLS
Abstract. A cluster is a finite set of generators of a cluster algebra. The Laurent Phenom-
enon of Fomin and Zelevinsky says that any element of a cluster algebra can be written as a
Laurent polynomial in terms of any cluster. The upper cluster algebra of a cluster algebra
is the ring of rational functions that can be written as a Laurent polynomial in every cluster
of the cluster algebra. By the Laurent phenomenon a cluster algebra is always contained in
its upper cluster algebra, but they are not always equal.
In 2014 it was conjectured that the equality of the cluster algebra and upper cluster al-
gebra is equivalent to a combinatorial property regarding the existence of a maximal green
sequence. In this work we prove a stronger result for cluster algebras from mutation-finite
quivers, and provide a counterexample to show that the conjecture does not hold in general.
Finally, we propose a new conjecture about the upper cluster algebra on the relationship
which replaces maximal green sequences with more general green-to-red sequences and in-
corporates Mueller’s local-acyclicity.
1. Introduction
Cluster algebras were introduced by Fomin and Zelevinsky in the early 2000s [15, 16,
3, 17] as a way to study total positivity and (dual) canonical bases in Lie theory. Cluster
algebras have since become fundamental objects of study in many areas of mathematics such
as commutative algebra, algebraic geometry, algebraic combinatorics, representation theory,
and mathematical physics. They play a role in the study of Teichmu¨ller theory, canonical
bases, total positivity, Poisson-Lie groups, Calabi-Yau algebras, noncommutative Donaldson-
Thomas invariants, scattering amplitudes, and representations of finite dimensional algebras.
A cluster algebra is a subalgebra of a rational function field with a distinguished set
of generators, called cluster variables, that are obtained by an iterative procedure, called
mutation, and grouped into overlapping finite subsets of a fixed cardinality, called clusters.
The dynamics of the mutation process are determined by a directed graph with no loops
or two-cycles which is called a (cluster) quiver. The number of vertices in the quiver is the
same as the size of the cluster and the cluster variables are associated to the vertices of the
quiver. The procedure of mutation requires a designated vertex v of the quiver and then acts
on both the cluster and the quiver. In the quiver, mutation changes the edges of the digraph
to produce a new one. In the cluster, the cluster variable associated with v is replaced by a
new one which is a rational function in the cluster variables associated to vertices adjacent
to v.
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2 MATTHEW R. MILLS
The Laurent Phenomenon (Theorem 2.12) says that all cluster variables can be written
as Laurent polynomials in terms of any cluster. However, there could still exist Laurent
polynomials with this property that are not elements of the cluster algebra. The upper
cluster algebra U associated to a cluster algebra A is the intersection of the Laurent rings
of every cluster of A. This means that U is the subalgebra of all rational functions that can
be written as Laurent polynomials in terms of any cluster of A. In general U is a much
nicer ring then A [19, 20]. For example, U is often finitely generated where A is not, and U
has better behaved singularities than A [2]. By Theorem 2.12 we have a natural inclusion
A ⊂ U , but in general it remains an open question as to when this containment is strict.
When a quiver has no directed cycles it is called acyclic. A cluster algebra is said to
be acyclic if it is generated from an acyclic quiver and it is known that an acyclic cluster
algebra always coincides with its upper cluster algebra [3, 30]. In [29] Muller generalizes the
notion of an acyclic cluster algebra and defines locally-acyclic cluster algebras.
If we consider a cluster algebra A with cluster variables x1 and x2 which have no common
zeros in SpecA, then SpecA[x−11 ] and SpecA[x−12 ] form an open cover of SpecA. A cluster
algebra then said to be locally-acyclic if there exist collections Zi of cluster variables such
that when we consider the localizations Ai = A[Z−1i ] we have that each Ai is an acyclic
cluster algebra and the collection {SpecAi} form an open cover of SpecA. The class of
locally-acyclic cluster algebras naturally contain the class of acyclic cluster algebras and
they share many of the same nice properties; including that the cluster algebra and upper
cluster algebra coincide. A precise definition of a locally-acyclic cluster algebra can be found
in Section 2.4.
A maximal green sequence is a particular finite sequence of mutations such that each
mutation occurs at a vertex satisfying a certain combinatorial condition that was introduced
by Keller [21] to produce quantum dilogarithm identities and explicitly compute refined
Donaldson-Thomas invariants defined by Kontsevich and Soibelman [22]. They are also
used by physicists to count BPS states [1]. For a precise definition we refer the reader to [4].
During a discussion led by Arkady Berenstein and Christof Geiss at the Hall and clus-
ter algebras conference at Centre de Recherches Mathe´matiques, Montre´al in 2014 it was
observed that in every known example a cluster algebra is equal to its upper cluster algebra
if and only if the cluster algebra contains a quiver that admits a maximal green sequence.
It was also then conjectured that this phenomenon was true in general. However, as Muller
pointed out in [31] there is some subtlety in making this conjecture precise. Many different
quivers can produce the same cluster algebra, but the question about the existence of a
maximal green sequence is specific to a single quiver. Therefore we state the conjecture as
follows.
Conjecture 1. Let Q be a quiver. The following are equivalent:
(1) The quiver Q can be mutated to a quiver which admits a maximal green sequence.
(2) The cluster algebra A(Q) is equal to its upper cluster algebra.
The purpose of this note is twofold. First, we will show that a stronger result holds for
the class of mutation-finite quivers. Secondly, we will show that Conjecture 1 does not hold
in general by providing a counterexample. We will also give evidence for a new conjecture
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about the relationship between maximal green sequences, local-acyclicity, and upper cluster
algebras.
The mutation class of a quiver Q, denoted Mut(Q), is the collection of all quivers
produced by mutating Q in every possible way. If Mut(Q) is finite then Q is said to be
mutation-finite. A classification of mutation-finite quivers was given by Felikson, Shapiro,
and Tumarkin [12]. Although these mutation classes contain finitely many quivers the mu-
tation of seeds usually produce infinitely many clusters.
It has been an important open problem in string theory to determine which finite mu-
tation classes have quivers that admit maximal green sequences. Alim et al. showed for
any quiver from a marked surface with boundary had a maximal green sequence [1]. Bucher
showed that a specific quiver from a closed surface with 2 punctures and genus at least 2 has
a maximal green sequence [6]. Ladkani showed that any quiver from a closed marked surface
with exactly one marked point does not have a maximal green sequence [23]. Seven proved
that the quivers in the mutation class of X7 does not have a maximal green sequence [37].
Together with Eric Bucher, the author answered the question for the only infinite family of
mutation classes that were still outstanding [9] by providing a single quiver in the mutation
class with a maximal green sequence.
However, shortly after this result Muller showed in [31] that the property of having a
maximal green sequence is not an invariant of the mutation class. That is, it is possible for
there to exist two quivers in the same mutation class where one has a maximal green sequence
and the other does not. In [28] the author completely answers the question of existence of a
maximal green sequence for every individual mutation-finite quiver (Theorem 2.8).
We cite several results where facts about the upper cluster algebra and the local-
acyclicity are already known. Berenstein, Fomin and Zelevinsky show that the cluster algebra
and upper cluster algebra coincide for acyclic cluster algebras when they contain a coprime
seed [3]. Muller removed the assumption of containing a coprime seed when he showed the
same result for locally-acyclic cluster algebras. It is known but, to the authors knowledge,
never written that the cluster algebra from X7 is not equal to its upper cluster algebra.
We give a proof of this result in Theorem 3.1. Muller showed that all of the non-acyclic
mutation-finite quivers of exceptional type except for X7 are locally-acyclic [29]. Musiker,
Schiffler, and Williams show that for any unpunctured marked surface with boundary and at
least two marked points is equal to its upper cluster algebra [34]. Canackci, Lee, and Schiffler
reduced the number of necessary marked points to one [10]. Ladkani showed that the cluster
algebra for a once-punctured closed surface is not equal to its upper cluster algebra [23]. We
prove the outstanding cases to obtain the following results.
Theorem 1.1. For every mutation-finite quiver Q there exists an open set O such that the
cluster algebra with principal coefficients A•O(Q) is a locally-acyclic cluster algebra except for
X7 and those from once-punctured closed surfaces. In the case of X7 and once-punctured
closed surfaces the cluster algebras are not equal to the upper cluster algebra.
Theorem 1.2. Let Q be a mutation finite quiver with n vertices. The following are equiva-
lent:
(1) The quiver Q has a maximal green sequence.
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Figure 1. A quiver which provides a counterexample to Conjecture 1. We
refer to this quiver as Qce.
(2) There exists an open set O ⊆ Spec(Z[y±11 , . . . , y±1n ]) such that the cluster algebra
generated over the the ring of regular functions on O with principal coefficients is
equal to its upper cluster algebra.
(3) There exists an open set O ⊆ Spec(Z[y±11 , . . . , y±1n ]) such that the cluster algebra
generated over the the ring of regular functions on O with principal coefficients is
locally-acyclic.
Additionally, the stated properties are satisfied for all mutation-finite quivers except in the
case of mutation classes associated to once-punctured surfaces and one other mutation class,
called X7, which consists of two quivers.
Proof. This result follows from Theorem 1.1, Theorem 2.8, and Theorem 2.26. 
Muller showed that in general the cluster algebra is equal to the upper cluster algebra
when it is locally-acyclic [29]. That is, the third condition implies the second condition. This
is the only known direct implication of the three conditions above. To obtain our results we
prove or disprove each condition for every quiver under consideration.
Amongst many other results in [20] Gross, Hacking, Keel, and Kontsevich show that
the Fock-Goncharov conjecture about the existence of a canonical basis for cluster algebras
holds when a cluster algebra has a quiver with a maximal green sequence and the cluster
algebra is equal to its upper cluster algebra.
The quiver from Figure 1 which we will refer to as Qce provides a counterexample
to Conjecture 1. One interesting observation about Qce is that it does admit a green-to-
red sequence. These mutation sequences are a generalization of maximal green sequences.
Furthermore, it is shown in [31] that the existence of a green-to-red sequence for a quiver Q
implies the existence of a green-to-red sequence for every quiver in Mut(Q).
Theorem 1.3. There is no quiver in Mut(Qce) which admits a maximal green sequence. The
cluster algebra A(Qce) is locally-acyclic, and hence equal to its upper cluster algebra. Every
quiver in Mut(Qce) admits a green-to-red sequence.
Proof. The result follows from Lemma 4.1, Lemma 2.26, Corollary 4.9, and Corollary 4.11.

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We offer the following conjecture to replace Conjecture 1 and subsequently provide
further evidence for its validity.
Conjecture 2. Let Q be a quiver with n vertices. The following are equivalent:
(1) The quiver Q has a green-to-red sequence.
(2) There exists an open set O ⊆ Spec(Z[y±11 , . . . , y±1n ]) such that the cluster algebra
generated over the the ring of regular functions on O with principal coefficients is
equal to its upper cluster algebra.
(3) There exists an open set O ⊆ Spec(Z[y±11 , . . . , y±1n ]) such that the cluster algebra
generated over the the ring of regular functions on O with principal coefficients is
locally-acyclic.
Furthermore, when any of these properties hold, the same open set can be used for (2) and
(3).
Although not explicitly stated in the work, John Lawson and the author prove Conjec-
ture 2 for a class of quivers called minimal mutation-infinite quivers [25]. In an announced
work Yakimov and Goodearl show that quivers associated to double Bruhat cells have max-
imal green sequences [38]. Muller and Speyer show that cluser algebras from grassmanians
are locally-acyclic, which implies that double Bruhat cells are locally-acyclic [32]. In the
defining work of upper cluster algebras [3] Berenstein, Fomin, and Zelevinsky show that
cluster algebras from double Bruhat cells are equal to their upper cluster algebra. Together,
these results imply that Conjecture 2 holds for double Bruhat cells. Bucher, Machacek, and
Shapiro have provided an example of where the equivalence of the upper cluster algebra
and cluster algebra depends on a choice of ground ring [8]. Bucher and Machacek have
shown that Banff quivers have green-to-red sequences [7] and Muller has shown that they
are locally-acyclic [29]. Hence, Conjecture 2 for the class of Banff quivers.
In Section 2 we recall relevant background information on several topics. In Section 2.2
we provide the details for the proofs of Theorem 1.1 and Theorem 1.2. In Section 4 we
provide the details to the proof of Theorem 1.3
2. Background
2.1. Quivers and mutation.
Definition 2.1. A (cluster) quiver is a directed multigraph with no loops or 2-cycles. The
number of vertices is called the rank of Q. When a quiver has no directed cycle it is called
acyclic.
An ice quiver is a pair (Q,F ) where Q is a quiver and F is a subset of the vertices of
Q called frozen vertices; such that there are no edges between frozen vertices. If a vertex
of Q is not frozen it is called mutable. The mutable part of an ice quiver (Q,F ) is the
quiver obtained by deleting all of the vertices of F and arrows with an endpoint in F . An
ice quiver is said to be acyclic if its mutable part is acyclic. The rank of an ice quiver is the
rank of its mutable part.
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We now define a procedure called mutation that takes a quiver and a vertex to produce
a new quiver.
Definition 2.2. Let Q be a quiver and k a vertex of Q. The mutation of Q at vertex k is
denoted by µk, and is a transformation of Q to a new quiver µk(Q) that has the same vertex
set, but making the following adjustment to the arrows:
(1) For every 2-path i→ k → j, add a new arrow i→ j.
(2) Reverse the direction of all arrows incident to k.
(3) Delete a maximal collection of 2-cycles created during the first step.
The mutation of an ice quiver follows the same process as the mutation of a quiver except that
we only allow mutation to occur at mutable vertices and in the third step of the procedure
we delete a maximal collection of 2-cycles and any arrows that are created between frozen
vertices.
Mutation is an involution and gives an equivalence relation on the set of quivers. We
denote the equivalence class of all quivers under this relation by Mut(Q). That is, Mut(Q)
is the set of all quivers that can be obtained from Q by a finite sequence of mutations. If
Mut(Q) is finite (resp., infinite), then Q is mutation-finite (resp., mutation-infinite).
Mutation finite quivers have been classified by Felikson, Shapiro, and Tumarkin.
Theorem 2.3. [12] A quiver Q is mutation finite if and only if
(1) Q has rank 2;
(2) Q arises from a triangulation of a marked surface;
(3) or Q is in one of 11 exceptional mutation classes.
We denote the vertices of a quiver Q by Q0 and the arrows by Q1.
Definition 2.4. [4, Definition 2.4] The framed quiver associated to a quiver Q is the ice
quiver (Qˆ, Q∗0) such that:
Q∗0 = {i∗ | i ∈ Q0}, Qˆ0 = Q0 unionsqQ∗0
Qˆ1 = Q1 unionsq {i→ i∗ | i ∈ Q0}
Since the frozen vertices of the framed quiver are so natural we will simplify the notation
and just write Qˆ.
Definition 2.5. [4, Definition 2.5] Let R ∈ Mut(Qˆ).
A mutable vertex i ∈ R0 is called green if
{j∗ ∈ Q∗0 | ∃ j∗ → i ∈ R1} = ∅.
It is called red if
{j∗ ∈ Q∗0 | ∃ j∗ ← i ∈ R1} = ∅.
While it is not clear from the definition that every mutable vertex in R0 must be either
red or green, this was shown to be true for quivers in [11] and was also shown to be true in
a more general setting in [20].
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Theorem 2.6. [11, 20] Let R ∈ Mut(Qˆ). Then every mutable vertex in R0 is either red or
green.
Definition 2.7 ([4, Definition 2.8], [21, Section 5.14]). A green sequence for Q is a se-
quence of vertices i = (i1, . . . , il) of Q if for any 1 ≤ k ≤ l, the vertex ik is green in
µik−1 ◦· · ·◦µi1(Qˆ). A green sequence i is maximal if every mutable vertex in µil ◦· · ·◦µi1(Qˆ)
is red. We will usually denote the composition µil◦· · ·◦µi1 by µi. A green-to-red sequence
is a mutation sequence µ such that all the vertices of µ(Qˆ) are red.
We recall the result of the authors previous work that classifies the existence of maximal
green sequences for mutation-finite quivers [28].
Theorem 2.8. [28] For every finite mutation class of quivers, either there is no quiver in
the mutation class with a maximal green sequence or every quiver in the mutation class has
a maximal green sequence. Furthermore, the only mutation class whose quivers have no
maximal green sequence are X7 and those arising from once-punctured closed surfaces.
2.2. Cluster algebras with principal coefficients. Let Q˜ = (Q,F ) be an ice quiver with
mutable vertices {1, . . . , n} and frozen vertices {1∗, . . . , j∗}. Let Z = Z(Q˜) = Z[y±11 , y±12 , . . . , y±1j ]
and take O to be any open subset of Spec(Z). We take the ground ring for our cluster al-
gebra to be the ring of regular functions on O. In this work we will only consider open sets
of the form U =
⋂
f∈ΛDf for some finite set Λ ⊂ Z. Here Df denotes the Zariski open
set Df = {p ∈ SpecR|f 6∈ p}. In this case the ring of regular functions is Z[Λ−1] where
Λ−1 = {f−1|f ∈ Λ} which we will denote as OY .
We now extend the operation of mutation to construct the generators for our algebra.
Let F be a field that contains OY . A seed in F is a tuple (x, R˜), where
• the cluster: x = (x1, . . . , xn) is an n-tuple of elements of F which freely generate F
as a field over the fraction field of OY , and
• R˜ = (R,F ) is an ice quiver in Mut(Q˜).
Definition 2.9 (Seed mutation.). Let ((x1, . . . , xn), R˜) be a seed in F , and let 1 ≤ k ≤ n.
The seed mutation µk in direction k transforms (x, R˜) into the seed (x
′, R˜′) which is defined
by x′ := (x′1, . . . , x
′
n) where x
′
j = xj if j 6= k, and
x′k =
(∏
k→j∗
yj
)(∏
k→j
xj
)
+
(∏
i∗→k
yi
)(∏
i→k
xi
)
xk
.
Here the products run over all arrows of R˜ and R˜′ = (µk(R), F ).
Definition 2.10. Consider the undirected n−regular tree Tn whose edges are labeled by
the numbers 1, . . . , n, so that each of the n edges adjacent to each vertex all have different
labels. A cluster pattern is an assignment of a seed (xt, Q˜t) to every vertex t ∈ Tn, such
that the seeds assigned to the endpoints of any edge t− t′ labeled k are obtained from each
other by the seed mutation in direction k. Cleary, a cluster pattern is uniquely determined
by an arbitrary seed.
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Definition 2.11. Given a cluster pattern we denote
X =
⋃
t∈Tn
xt.
That is X is the union of clusters of all the seeds in the pattern. We denote the elements in
the cluster as
xt = (x1;t, . . . , xn;t).
The elements xj;t are called cluster variables. For a cluster pattern containing the seed
(x, Q˜) and a choice of open set O ⊂ SpecR the cluster algebra AO(Q˜) is the OY -subalgebra
of the ambient field F generated by all cluster variables, that is AO(Q˜) := OY [X ].
Theorem 2.12. [15, Theorem 3.1] The cluster algebra AO associated with a seed (x, Q˜) is
contained in the Laurent polynomial ring OY [x
±1], i.e., every element of AO is a Laurent
polynomial over OY in the cluster variables from x.
Theorem 2.13. [33, 26] For any cluster algebra AO, and any seed (x, R˜), and any cluster
variable x ∈ AO, the Laurent polynomial for x expressed in terms of the cluster variables of x
has coefficients that are non-negative integer linear combinations of elements in {y1, . . . , yj}.
In [17], Fomin and Zelevinsky introduced a special type of coefficients that are called
principal coefficients.
Definition 2.14. We say that a cluster algebra AO(Q˜) has principal coefficients if there
exists some ice quiver (R,F ) ∈ Mut(Q˜) such that (R,F ) is isomorphic to the framed quiver
of the mutable part of R. In this case, we denote AO(Q˜) as A•O(R).
In most cases there are infinitely many cluster variables generated by mutation. Some-
times it is more convenient to use a matrix to encode the combinatorial data of mutation in
place of a quiver.
Definition 2.15. Let (Q,F ) be an ice quiver with mutable vertices {1, . . . , n} and frozen
vertices {n+1, . . . ,m}. We associate an m×n matrix B˜(Q,F ) = (bij), where bij = 0 if i = j
and otherwise bij is the number of arrows j → i ∈ Q1 for appropriate i and j. Note that if
j → i ∈ Q1 then we adopt the convention that this is a “negative arrow” and bji < 0. We
call the matrix B˜ the exchange matrix and the top n × n matrix the principle part of
the matrix and denote it by B. Note that by construction the principal part of any exchange
matrix will always be skew-symmetric. We sometimes use (x, B˜(Q,F )) or just (x, B˜) to
denote the seed (x, (Q,F )).
2.3. Upper cluster algebras.
Definition 2.16 (Upper cluster algebra). The upper cluster algebra UO of AO is the inter-
section of a Laurent ring corresponding to each cluster of AO. That is
UO :=
⋂
t∈Tn
OY [x
±1
1;t , . . . , x
±1
n;t]
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It follows immediately from Theorem 2.12 that every cluster algebra is naturally con-
tained in its upper cluster algebra. As most cluster algebras have infinitely many seeds it is
very hard to provide a presentation for an upper cluster algebra. Muller and Matherne [27]
provided an algorithm that will compute the presentation of an upper cluster algebra, but
requires the upper cluster algebra to be finitely generated and totally coprime to guarantee
it succeeds.
Definition 2.17. A seed (x, B˜) or matrix B˜ is called coprime if every pair of columns of
B˜ are linearly independent. A cluster algebra is totally coprime if every seed is coprime.
When a cluster algebra is totally coprime we can simplify our definition of the upper
cluster algebra. Specifically, we only need to check that a polynomial is Laurent in the initial
cluster and those that are exactly one mutation away as opposed to checking every cluster.
Theorem 2.18. [3, Lemma] If the exchange matrix BQ is totally coprime then
UO(Q) = OY [x±11 , . . . , x±1n ] ∩
 ⋂
i∈{1,...,n}
OY [x
±1
1 , . . . , (x
′
i)
±1, . . . x±1n ]

where x′i is the cluster variable obtained from mutating the initial seed at vertex i.
2.4. Locally-acyclic cluster algebras. We now introduce Muller’s locally-acyclic cluster
algebras.
2.4.1. Cluster localizations and covers.
Definition 2.19. Let (x, Q˜) = ((x1, . . . , xn), (Q,F )) be a seed with F = {1∗, . . . , j∗}. A
freezing of a seed at the cluster variables xi1 , . . . xik is the new seed (x
†, Q˜†) where x† =
(x1, . . . , xi1−1, xi1+1, . . . , xi2−1, xi2+1, . . . , xn) is x with each of the ik-th entries removed and
Q˜† = (Q,F ∪ {i1, . . . , ik}). For an open set
⋂
f∈ΛDf = O ∈ SpecZ[y1, . . . , yj] we define
O† =
⋂
f∈Λ′ Df ⊂ SpecZ[y1, . . . , yj, xi1 , . . . , xik ] where Λ′ = {xi1 , . . . , xik} ∪ Λ and f ∈ Λ is
identified with its natural image in Z[y1, . . . , yj, xi1 , . . . , xik ].
Note there is a natural inclusion of rings OY ↪→ O†Y and furthermore O†Y ∼= OY [x±1i1 , x±1i2 , . . . , x±1ik ]
as rings. The following lemma of Muller was proven in a slightly different setting, but the
proof carries over to our setting with little work.
Lemma 2.20. [29, Lemma 1] Let {xi1 , xi2 , . . . , xik} ⊂ x be a set of cluster variables in
a seed (x, Q˜), with freezing (x†, Q˜†). Let AO and UO be the cluster algebra and the upper
cluster algebra of (x, Q˜) and let A†O and U †O be the cluster algebra and upper cluster algebra
of (x†, Q˜†) generated over the ground ring O†Y . Then there are inclusions in F
A†O ⊆ AO[(xi1xi2 . . . xik)−1] ⊂ UO[(xi1xi2 . . . xik)−1] ⊂ U †O.
Definition 2.21. If (x†, Q˜†) is a freezing of (x, Q˜) at {xi1 , xi2 , . . . , xik} such that
A†O = AO[(xi1xi2 . . . xik)−1],
then we say that A†O is a cluster localization of AO.
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Note that if A†O = U †O then it follows immediately from Lemma 2.20 that the freezing
is a cluster localization. Also, cluster localizations are transitive. That is if A† is a cluster
localization of A, and A‡ is a cluster localization of A†, then A‡ is a cluster localization of
A.
Definition 2.22. For a cluster algebra AO, a set of cluster localizations {Ai} of AO is called
a cover if, for every proper prime ideal P ( AO there exists some Ai in the set such that
AiP ( Ai.
Like cluster localizations covers are transitive. If {Ai} is a cover of AO, and {Aij} is
a cover of Ai, then
⋃{Aij} is a cover of A. However, there does not exist a notion of a
common refinement of two covers for a cluster algebra.
The main argument used in this paper to construct covers is summarized in the following
lemma. It is the idea behind the Banff algorithm from [29] that was introduced to explicitly
construct covers. We say that two cluster variables x1 and x2 are coprime if the ideal
generated by x1 and x2 is the entire cluster algebra AO.
Lemma 2.23. If x1 and x2 are coprime cluster variables and the freezings A1 = AO[x−11 ]
and A2 = AO[x−12 ] are cluster localizations then the set {A1,A2} is a cover for AO.
Proof. Any proper prime ideal of AO cannot contain both x1 and x2. 
2.4.2. Locally-acyclic cluster algebras.
Definition 2.24. [29] A cluster algebra is said to be locally-acyclic if it admits a cover by
acyclic cluster algebras.
As we mentioned before the notion of locally-acyclic cluster algebras generalizes the
notion of acyclic cluster algebras so naturally acyclic cluster algebras should be locally-
acyclic.
Theorem 2.25. [29] If a cluster algebra is acyclic then it is locally-acyclic.
The main result we would like to use in this work is that for locally-acyclic cluster
algebras we have AO = UO.
Theorem 2.26. [30, Theorem 2] If AO is locally-acyclic then AO = UO.
Provided that we know that the freezings of a cluster algebra A are locally-acyclic we
can show that A is locally-acyclic.
Lemma 2.27. If there exists a seed (x, Q˜) in a cluster algebra AO with coprime cluster
variables xi, xj ∈ x such that the cluster algebra A† obtained from the freezing at xi and
the cluster algebra A‡ obtained from the freezing at xj are both locally-acyclic then AO is
locally-acyclic.
Proof. If A† is locally-acyclic we have that A†O = U † by Theorem 2.26. Therefore it is a
cluster localization by Lemma 2.20. Similarly, A‡O is a cluster localization. By Lemma 2.23
we have that A†O and A‡O form a cover for AO.
GREEN-TO-RED SEQUENCES, LOCAL-ACYCLICITY, AND UPPER CLUSTER ALGEBRAS 11
Now AO is covered by the locally-acyclic cluster algebras. Then there exists acyclic
covers {A†j} and {A‡k} for A†O and A‡O, respectively. Using the transitivity of covers we know
that the union {A†i} ∪ {A‡j} is an acyclic cover of AO. Therefore AO is locally-acyclic. 
Muller’s initial work [29] found a sufficient condition on the quiver of a seed to determine
if two cluster variables are coprime for any choice of ground ring. A bi-infinite path in an
ice quiver (Q,F ) is a sequence of mutable vertices {ik}k∈Z such that ik → ik+1 ∈ Q˜1 for all
k ∈ Z. An arrow i → j is in a bi-infinite path {ik}k∈Z if there exists a k∗ ∈ Z such that
i = ik∗ and j = ik∗+1. Note that an arrow does not need to be a part of a cycle for it to be
in a bi-infinite path.
Lemma 2.28. [29, Proposition 5.1] An arrow e is in a bi-infinite path if and only if there
is a cycle upstream from e and a cycle downstream from e.
Now we say that a pair of cluster variables xi and xj are a covering pair for a cluster
algebra AQ if there exists a seed (x, Q˜) such that xi, xj ∈ x and there exists an arrow
i→ j ∈ Q˜1 that is not contained in any bi-infinite path of Q˜.
Lemma 2.29. [29, Lemma 5.3] The cluster variables of a covering pair are coprime.
Note that any arrow with an endpoint at a sink or source of a quiver is not in any
bi-infinite path.
2.5. Cluster algebras from surfaces. The connection between marked surfaces and clus-
ter algebras was first established by Fomin, Shapiro, and Thurston [14].
Let S be an orientable 2-dimensional Riemann surface with or without boundary. We
designate a finite number of points, M , in the closure of S as marked points. We require at
least one marked point on each boundary component. We call marked points in the interior
of S punctures. Together the pair Σ = (S,M) is called a marked surface. For technical
reasons we exclude the cases when Σ is one of the following:
• a sphere with less than four punctures;
• an unpunctured or once punctured monogon;
• an unpunctured digon; or
• an unpunctured triangle.
Note that the construction allows for spheres with four or more punctures.
Up to homeomorphism a marked surface is determined by four things. The first is the
genus g of the surface. The second is the number of boundary components b of S. The third
is the number of punctures p in M , and the fourth is the set m = {mi}bi=1 where mi ∈ Z>0
denotes the number of marked points on the ith boundary component of S. We say a marked
surface is closed if it has no boundary.
Definition 2.30. An arc γ in (S,M) is a curve in S such that:
• The endpoints of γ are in M .
• γ does not intersect itself, except that its endpoints may coincide.
12 MATTHEW R. MILLS
`
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P
Figure 2. The puncture P is a radial puncture.
• γ is disjoint from M and the boundary of S, except at its endpoints.
• γ is not isotopic to the boundary, or the identity.
An arc is called a loop if its two endpoints coincide.
Each arc is considered up to isotopy. Two arcs are called compatible if there exists two
arcs in their respective isotopy classes that do not intersect in the interior of S.
Definition 2.31. A taggd arc is constructed by taking an arc that does not cut out a
once-punctured monogon and marking or ”tagging” its ends as either plain or notched so
that:
• an endpoint lying on the boundary of S is tagged plain; and
• both ends of a loop must be tagged in the same way.
In figures we use a ./ to denote when the tagging of an arc is notched. Two tagged arcs are
considered compatible if:
• Their underlying untagged arcs are the same, and their tagging agrees on exactly one
endpoint.
• Their underlying untagged arcs are distinct and compatible, and any shared endpoints
have the same tagging.
A maximal collection of pairwise compatible tagged arcs is called a (tagged) triangulation
of (S,M).
Definition 2.32. We call a puncture P a radial puncture in a tagged triangulation if
and only if P is the unique puncture in the interior of a digon and there exists two arcs in
the interior of this digon that differ only by their tagging at P . See Figure 2.
Definition 2.33. Let T be a triangulation of a marked surface. The quiver associated to
T , which we will denote as QT , is the quiver obtained from the following construction. For
each arc α in a triangulation T add a vertex vα to QT . If αi and αj are two edges of a triangle
in T with αj following αi in a clockwise order, then add an edge to QT from vαi → vαj . If
αk and αj have the same underlying untagged arc as in Figure 2 we refer you to Figure 3
for the construction in this situation. Note that the quiver is the same whether αj or αk is
tagged. More generally distinct triangulations may yield the same quiver.
Finally we construct a cluster algebra from a surface by considering the the cluster
algebra generated from the quiver associated to a triangulation.
GREEN-TO-RED SEQUENCES, LOCAL-ACYCLICITY, AND UPPER CLUSTER ALGEBRAS 13
i
j
k
`
cc
kk
{{ss //
Figure 3. A special situation in the construction of a quiver from the trian-
gulation given in Figure 2.
γ2γ1
x
α1
α2
β2β1
x
γ
α1
α2
β
Figure 4. The two cases for smoothing a crossing as defined in Definition 2.35.
Definition 2.34. For any surface Σ with triangulation T the cluster algebra associated to
the marked surface Σ is the cluster algebra AO(Q˜T ).
In this analogy where surfaces correspond to cluster algebras we have that arcs corre-
spond to cluster variables and triangulations correspond to clusters. Musiker, Schiffler, and
Williams give a combinatorial formula for the Laurent expression of any arc in a tagged
triangulation [33]. In [34] they extend the construction to give the Laurent expression for
any non-contractible loop of the surface. For a fixed triangulation T of a marked surface Σ
we denote the Laurent expression in A•O(QT ) of an arc or non-contractible loop γ ∈ Σ by xγ.
It is possible and oftentimes easier to find algebraic relations between cluster variables
by working with the arcs of the surface.
Definition 2.35. [34] Let α, γ1 and γ2 be arcs and closed loops such that
• γ1 crosses α2 at a point x.
• γ has a self crossing at a point x.
We take C = {γ1, γ2} (respectively, C = {γ}) and define the smoothing of C at x to be
the pair of multicurves C+ = {α1, α2} (respectively, {α}) and C− = {β1, β2} (respectively,
{β}). Here C+ is obtained by replacing the crossing × with ∪∩ and similarly C− is obtained
by replacing the crossing × with ⊃⊂. See Figure 4.
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Then a smoothing gives rise to the following algebraic relations that we use in Section 3.2
to find coprime cluster variables in cluster algebras arising from marked surfaces.
Theorem 2.36. [35] Let C, C+, and C− as in the previous definition. Then we have the
relation xC = Y1xC+ + Y2xC− in A•O(QT ) where Y1 and Y2 are monomials in the coefficient
variables yτi
3. Proof of Theorem 1.1 and Theorem 1.2
3.1. Exceptional mutation-finite quivers. Muller showed that the extended affine mu-
tation classes E
(1,1)
6 , E
(1,1)
7 , and E
(1,1)
8 are locally-acyclic [29]. It is known that the cluster
algebra and upper cluster algebra are distinct for X7, but to the authors knowledge this fact
was never written down.
Theorem 3.1. All of the exceptional mutation-finite mutation classes generate locally-acyclic
cluster algebras except for X7. Furthermore, the cluster algebra for X7 is not equal to its upper
cluster algebra.
Proof. The exceptional mutation classes E6, E7, E8, E˜6, E˜7 and E˜8 are all acyclic so they
are locally-acyclic by Theorem 2.25. Muller showed that E
(1,1)
6 , E
(1,1)
7 , E
(1,1)
8 , and X6 are
locally-acyclic [29].
It remains to be shown that the cluster algebra for X7 is not locally-acyclic. We first
show that A•O 6= UO by a standard grading argument.
Note that there are two quivers in the mutation class of X7 and their corresponding
exchange matrices are
B1 =

0 1 −1 1 −1 1 −1
−1 0 2 0 0 0 0
1 −2 0 0 0 0 0
−1 0 0 0 2 0 0
1 0 0 −2 0 0 0
−1 0 0 0 0 0 2
1 0 0 0 0 −2 0

and B2 =

0 −1 1 −1 1 −1 1
1 0 1 0 −1 0 −1
−1 −1 0 1 0 1 0
1 0 −1 0 1 0 −1
−1 1 0 −1 0 1 0
1 0 −1 0 −1 0 1
−1 1 0 1 0 −1 0

.
We consider the cluster algebra A•O(B1) for an arbitrary open set O. It is clear that
both of the matrices B1 and B2 are coprime since for each pair of columns c1 and c2 in
one of the matrices there is a row where c1 has a 0 entry and c2 has a non-zero entry and
vice-versa. Therefore the cluster algebra is totally coprime. It follows from Lemma 2.18 that
Z = (y2y3x
2
2 + x
2
3 + y2x1)/(x1x2) is in the upper cluster algebra.
Furthermore by [18, Proposition 3.2] taking deg(x1) = 2 and deg(xi) = 1 for 2 ≤ i ≤ 7
the cluster algebra is graded with its generators concentrated in degrees 1 and 2. Note
that the grading imposed on the cluster algebra is independent of our choice for O. Since
deg(Z) = 0 we have that A•O(B1) 6= UO. Then it follows that it is not locally-acyclic by
Theorem 2.26. 
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3.2. Cluster algebras from surfaces. We continue our discussion with known results
about the local-acyclicity of surface cluster algebras. Recall that marked surfaces are pa-
rameterized by four values: the genus of the surface, the number of boundary components,
the total number of marked points, and the number of marked points on each boundary
component. Note every boundary component must have at least one marked point.
Lemma 3.2. [23] For a once-punctured surface with no boundary components the upper
cluster algebra is not equal to the cluster algebra.
Corollary 3.3. Once-punctured closed surfaces are not locally-acyclic.
Proof. The claim follows immediately from Lemma 3.2 and Theorem 2.26. 
Note that these are the only surface-type cluster algebras whose quivers do not admit a
maximal green sequence.
For surface cluster algebras with no punctures it has been shown that the bangle and
bracelet collections are bases for the cluster algebra [10, 34]. Due to work of Fock and
Goncharov [13] this implies that A = U for these cluster algebras.
Theorem 3.4 ([10, 34]). The cluster algebra associated to any surface with non-empty bound-
ary and at least one marked point is equal to its upper cluster algebra.
However, this work does not show that these cluster algebras are locally-acyclic. Muller
showed that unpunctured surfaces with at least two marked points are locally-acyclic in [29]
and Canakci, Lee, and Schiffler showed the result for surfaces with one boundary component
and one puncture [10].
Lemma 3.5 ([10, 29]). Any surface with non-empty boundary and at least two marked points
is locally-acyclic.
It remains to be shown that closed surfaces with at least two punctures and surfaces
with exactly one boundary component and one marked point are locally-acyclic.
We begin with the closed surface case. As a matter of notation if γ is an arc on the
surface that is tagged plain at a puncture p then we will denote the arc that is identical to γ
except whose tagging at p is notched by γ(p). Similarly, if γ has endpoints at two punctues
p and q we use γ(pq) to denote the arc that is notched at both p and q.
Theorem 3.6. [33, Theorem 12.10] Fix a tagged triangulation T of a marked surface Σ. Let
p and q be punctures in Σ, and let ρ be an arc with both taggings plain whose endpoints are
p and q. Then we have
xρxρ(pq)y
χ(ρ(p)∈T )
ρ(p)
y
χ(ρ(q)∈T )
ρ(q)
− xρ(p)xρ(q)yχ(ρ∈T )ρ yχ(ρ
(pq)∈T )
ρ(pq)
is equal to
Y (ρ, T ) :=
∏
τ∈T
ye(τ,ρ)τ
(∏
τ∈T
y
e./p (τ)
τ −
∏
τ∈T
yep(τ)τ
)(∏
τ∈T
y
e./q (τ)
τ −
∏
τ∈T
yeq(τ)τ
)
in the cluster algebra A•O(QT ) for any open set O ⊂ Spec(Z(QˆT )). Here χ is 1 if the
argument is true and 0 otherwise, e(τ, ρ) is the number of times τ and ρ cross, and ep(τ)
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(respectively, e./p (τ)) is the number of ends of τ that are incident to the puncture p with a
plain (respectively, notched) tagging.
Define f(ρ, T ) =
∏
τ∈T y
e(τ,ρ)
τ and g(T, p) =
(∏
τ∈T y
e./p (τ)
τ −∏τ∈T yep(τ)τ ) so we have
Y (ρ, T ) = f(ρ, T )g(T, p)g(T, q).
Corollary 3.7. Let Σ, T, ρ, p and q be as in Theorem 3.6. The cluster variables xρ and
xρ(p) are coprime in A•O(QT ) for any open set O ⊂ Spec(Z(QˆT )) that is contained in the
intersection Df(ρ,T ) ∩Dg(T,p) ∩Dg(T,q).
Proof. By Theorem 3.6 we have that Y (ρ, T ) is in the ideal generated by xρ and xρ(p) .
However, the polynomial Y (ρ, T ) is a unit in OY so the ideal generated by xρ and xρ(p) is
the entire cluster algebra. 
Theorem 3.8. Let Σ be closed surface with at least two punctures. Let p and q be two
punctures of Σ and let ρ be the plain arc whose endpoints are p and q. Fix a triangulation
T of Σ that contains ρ and ρ(p). The cluster algebra A•O(QT ) is locally-acyclic for any open
set O ⊂ Spec(Z(QˆT )) that is contained in the intersection Df(ρ,T ) ∩Dg(T,p) ∩Dg(T,q).
Proof. By Corollary 3.7 we know that xρ and x
(p)
ρ are coprime and are elements of the same
cluster that is associated with T . Let A†O be the cluster algebra obtained from the freezing
of xρ and A
‡
O the cluster algebra obtained from the freezing of xρ(p) . The cluster algebra
A†O arises from the surface obtained from cutting out a disc from Σ. In particular the cut
surface will be of the same genus and have the same number of marked points as Σ, but
adds a boundary component on which the marked points p and q now lie. An example in the
genus 1 case is shown in Figure 5. Therefore A†O is locally-acyclic by Theorem 3.5. By the
symmetry of the vertices corresponding to xρ and xρ(p) in the quiver QT we see that the two
freezings form isomorphic quivers so A‡O is also locally-acyclic. It follows from Lemma 2.27
that A•O is locally-acyclic. 
We now show that surfaces with one marked point and one boundary component are
locally-acyclic. We begin by finding coprime cluster variables.
Lemma 3.9. [10] Any non-contractible loop on a surface with one marked point and one
boundary component is an element of the associated cluster algebra.
Lemma 3.10. Let T be a triangulation of a marked surface with exactly one boundary
component and one marked point. For the arcs labeled α and β in Figure 6 the cluster
variables xα and xβ are coprime in A•O(QT ) for any open set O ⊂ Spec(Z(QˆT )) that is
contained in the intersection
⋂
τ∈T Dyτ .
Proof. Let I ⊂ A•O(QT ) be the ideal generated by xα and xβ. Let L,L1, L2 and Γ be the arcs
or non-contractible loops shown in Figure 6. By applying the smoothing operation twice to
α and L starting at the uppermost crossing and then applying Theorem 2.36 we see that
(1) xαxL = Y1xβ + Y2xL1 + Y3xΓ.
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Figure 5. Two quivers from marked surfaces. The freezing at vertex 6 of the
top quiver produces a quiver whose mutable part is the bottom quiver.
Now applying the smoothing operation to β and Γ and using Theorem 2.36 yields
(2) xβxΓ = Y4x
2
α + Y5xαxL2 + Y6
Recall the Yi are monomials in {yτ}τ∈T . Using Equation (1) and Equation (2) we derive the
relation
xαxβxL = Y1x
2
β + Y2xβxL1 + Y3Y4x
2
α + Y3Y5xαxL2 + Y3Y6.
Since L,L1, and L2 are in A•O(QT ) by Lemma 3.9 we see that Y3Y6 ∈ I. However, Y3Y6 is a
unit in OY since O ⊂
⋂
τ∈T Dyτ and thus I = A•O(QT ). Therefore xα and xβ are coprime. 
Theorem 3.11. Let T be a triangulation of a marked surface with exactly one boundary
component and one marked point containing the arcs α and β. The cluster algebra A•O(QT )
is locally-acyclic for any open set O ⊂ Spec(Z(QˆT )) that is contained in the intersection⋂
τ∈T Dyτ .
Proof. By Lemma 3.10 we have that xα and xβ are coprime and they both are elements of
the same cluster that is associated with T . Let A†O be the cluster algebra obtained from
the freezing of xα and A‡O the cluster algebra obtained from the freezing of xβ. The cluster
algebra A†O arises from the surface of genus one less than Σ with two boundary components.
One of the boundary components has one marked point and the other has two. Therefore
A†O is locally-acyclic by Theorem 3.5. By the symmetry of α and β we see that the two
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Figure 6. Arcs and non-contractible loops for a genus g marked surface with
one boundary component and one marked point.
freezings form isomorphic quivers so A‡O is also locally-acyclic. It follows from Lemma 2.27
that A•O is locally-acyclic. 
We have finally proven for which cluster algebras from mutation-finite quivers are locally-
acyclic cluster algebras. We finish with the proof of Theorem 1.1.
Proof of Theorem 1.1. All cases for quivers of rank at least three follow immediately from
Theorem 3.1, Theorem 3.5, Theorem 3.8, and Theorem 3.11. In the rank 2 case we have that
our quiver is acyclic so its cluster algebra is locally-acyclic by Theorem 2.25. The second
claim is just restating a part of Theorem 3.1 and Lemma 3.2. 
4. Counterexample to Conjecture 1
In this section we give an example of a quiver which is locally-acyclic and whose cluster
algebra equals the upper cluster algebra, but is can not be mutated to any quiver with
a maximal green sequence. We also show that every quiver in the mutation class has a
green-to-red sequence. This provides a counterexample to Conjecture 1 and evidence for
Conjecture 2.
We begin by showing that A(Qce) is locally-acyclic.
GREEN-TO-RED SEQUENCES, LOCAL-ACYCLICITY, AND UPPER CLUSTER ALGEBRAS 19
Freezing vertices 1 and 2
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4
Figure 7. The freezing of Qce at vertices 1 and 2.
Lemma 4.1. The cluster algebra A(Qce) corresponding to the quiver Qce from Figure 1 is
locally-acyclic.
Proof. Since vertex 1 is a source vertex in the quiver we have that the cluster variables x1
and x2 form a covering pair and hence are coprime by Lemma 2.29. In Figure 7 we see
that both the freezing of x1 and the freezing of x2 produce acyclic cluster algebras. By
Theorem 2.25 we know that acyclic cluster algebras are locally-acyclic so by Lemma 2.27 we
have the desired result. 
We now work towards the claims about maximal green sequences and green-to-red se-
quences.
Theorem 4.2. [5, Theorem 4] At each step in a maximal green sequence the mutation occurs
at a vertex which is not the head of a multiple arrow.
Theorem 4.3. [29, Lemma 1.4.1] If a quiver admits a maximal green sequence, then any
induced subquiver admits a maximal green sequence.
Recall that Q1 denotes the set of arrows of a quiver Q.
Corollary 4.4. If the vertices i1, . . . , i` of a quiver Q form an oriented cycle and
|{a ∈ Q1|a = ij → ij+1}| ≥ 2 for j = 1, . . . , ` then Q has no maximal green sequence.
Proof. Note the induced subquiver of Q on vertices i1, . . . , i` has no maximal green sequence
by Theorem 4.2 since every vertex is the head of a multiple arrow. The claim then follows
from Theorem 4.3. 
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The following observation was found in lecture notes of Philipp Lampe [24]. He attributes
the result to Jan Schro¨er. The proof is straightforward from the definition of mutation and
can be found loc. cit.
Lemma 4.5. [24, Exercise 2.4] The greatest common divisor of the entries in a column of
an exchange matrix B = (bij) is invariant under mutation. That is
gcd(bij : i ∈ [n]) = gcd(b′ij : i ∈ [n]),
for µk(B) = B
′ = (b′ij) with k ∈ [n].
We introduce the following definitions in order to prove that Qce cannot be mutated to
an acyclic quiver.
Definition 4.6. A diagram for a quiver Q, denoted Γ(Q) is the directed graph whose vertex
set is identical to that of Q and whose set of arrows is the set underlying the multiset of
arrows of Q.
Let Q be a quiver and let A be the set of arrows of Γ(Q). We say that Q admits an
admissible coloring if there exists a function α : Γ(Q)1 → Z/2Z such that
(1) For each oriented cycle, C, of Γ(Q) we have
∑
a∈C
α(a) = 1.
(2) For each non-oriented cycle, NC, of Γ(Q) we have
∑
a∈NC
α(a) = 0.
Theorem 4.7. Let Q be a quiver. If Mut(Q) contains an acyclic quiver then Q admits an
admissible coloring.
Proof. Suppose Mut(Q) contains an acyclic quiver and let B = (bij) be the exchange matrix
for Q. Theorem 1.2 of [36] provides the existence of an admissible quasi-Cartan matrix for
B. This is a symmetric matrix of the form C = (cij) with the properties that
(1) |cij| = |bij| for i 6= j
(2) cii = 2 for i = 1, . . . , n.
(3) Every oriented cycle Z in Γ(Q) has the property that the cardnality of the set
{cij > 0|i→ j ∈ Z} is odd.
(4) Every non-oriented cycle Z in Γ(Q) has the property that the cardnality of the set
{cij > 0|i→ j ∈ Z} is even.
Therefore the function α : Γ(Q)1 → Z/2Z defined by
α(i→ j) =
{
1 if cij > 0
0 otherwise
shows that Q admits an admissible coloring by properties (3) and (4) of admissible quasi-
Cartan matrices. 
Corollary 4.8. There is no acyclic quiver in Mut(Qce).
Proof. By Theorem 4.7 It suffices to show that Qce does not admit an admissible coloring.
The diagram Γ(Qce) is provided in Figure 8.
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Figure 8. The diagram for Qce with labeled arrows.
Let α be function from the set of arrows to Z/2Z. Denote the images of the arrows
under α by the labels shown in Figure 8.
There are three non-oriented cycles 1
a→ 2 b→ 4 c← 1, and 1 a→ 2 e← 4 f← 1, and
1
c→ 4 d→ 3 f← 1 in Γ(Qce). Assume that f satisfies the second condition of an admissible
coloring. That is,
a+ b+ c = a+ e+ f = c+ d+ f = 0.
Adding these three equations together implies that b+ d+ e = 0. However, 2
b→ 4 d→ 3 e→ 2
is an oriented cycle in Γ(Qce) so the first condition of an admissible coloring cannot be met.
Therefore it is impossible for Qce to admit an admissible coloring.

Corollary 4.9. No quiver in Mut(Qce) has a maximal green sequence.
Proof. Consider the exchange matrix
Bce =

0 2 2 4
−2 0 −6 2
−2 6 0 −2
−4 −2 2 0

corresponding to the quiver Qce. It is clear that the gcd of every column of Bce is equal to
2. It follows from Lemma 4.5 that no quiver in the mutation class of Qce contains a single
arrow since then the gcd of a column would be equal to 1. Therefore every non-acyclic quiver
in Mut(Qce) has no maximal green sequence by Corollary 4.4. The result now follows from
Corollary 4.8. 
Lemma 4.10. [31, Corollary 19] If a quiver Q admits a green-to-red sequence then any
quiver Q′ ∈ Mut(Q) has a green-to-red sequence.
Corollary 4.11. Every quiver in Mut(Qce) has a green-to-red sequence.
Proof. It is straightforward to check that the mutation sequence i = (1, 4, 3, 4, 2, 4) is a
green-to-red sequence for Qce so the claim follows from Lemma 4.10. 
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