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Abstract
In this paper, we study the local existence and uniqueness of classical solutions to a wide
class of systems of chemotaxis equations. These systems are essentially quasi-linear strongly
coupled partial differential equations. We also study the maximal interval of existence in time
of solutions. The results are illustrated in application to a number of partial differential equation
models arising in biology.
© 2005 Elsevier Inc. All rights reserved.
MSC: 35B40; 35K50
Keywords: Solvability; Chemotaxis; Quasi-linear
1. Introduction
In this paper, we consider the local existence and uniqueness of solutions to the
general system of equations
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

p
t
= D% ·
(
p%
(
ln
(
p
(w)
)))
w
t
= F(p,w)
for (x, t) ∈ × (0, T ),
p%
(
ln
(
p
(w)
))
· n = 0 for (x, t) ∈ × (0, T ),
p(x, 0) = p0(x) > 0
(w(x, 0)) = (w0(x)) > 0,
for x ∈ ¯.
(1.1)
In particular we study the maximal interval of existence in time and some related
properties.
A basic quality of all living organisms is that they sense the environment in which
they live and respond to it. The mechanism for the response is called taxis involving an
external signal and the response of the organism to the signal. In many mathematical
models analyzing taxis the signal is transported by diffusion, convection or some other
mechanism (cf. [1–4]). An important example of this is the well known Keller–Segel
model of biology [5]. There are however many instances in which the organism mod-
iﬁes its environment in a strictly local manner and there is little or no transport of
the modifying substance. A typical example of this are myxobacteria which produce
slime over which their cohorts can easily move. A novel approach to modelling the
behaviour of myxobacteria is due to Othmer and Stevens [12]. The models developed
by Othmer and Stevens are of the above form and their qualitative properties have
been studied in [8,15]. In [9–11], similar systems have been developed in the study of
tumour angiogenesis. In [13,14] Rascle studies a special case of the system (1.1) and
appears to be the ﬁrst to consider local existence and uniqueness of solutions. Rascle
bases his investigation on the existence results of Ladyzenskaya [6]. In this paper, we
consider a development of these ideas to address the fundamental problems of existence
and uniqueness of solutions for a wide class of systems which can be written with
form (1.1).
In Section 2, we describe the basic notation and terminology used in our
paper and introduce some results from [6,7] concerning the solvability of quasilinear
parabolic equations. In Section 3, we discuss the local existence in time of
solutions to the general system (1.1) and investigate maximal time intervals of
existence. In the ﬁnal section we apply our results to several important biological
models.
2. Basic notation and terminology
In this paper,  denotes an open connected bounded subset of Rn with boundary
, QT ⊂ Rn+1 denotes the cylinder  × (0, T ), T denotes the boundary of QT ,
or more precisely the set of points (x, t) in Rn+1 with x ∈ , t ∈ [0, T ], and
ST = T ∪ {(x, t) : x ∈ , t = 0}. Set x = (x1, . . . , xn), p = (p1, . . . , pn), ux =
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(ux1 , . . . , uxn), and set
a(x, t, u, p) = a(x1, . . . , xn, t, u, p1, . . . , pn),
a(x, t, u, ux) = a(x1, . . . , xn, t, u, ux1 , . . . , uxn).
The Euclidean norm is denoted by |x| = (∑ni=1 x2i )1/2. The notation p2 is understood
to mean |p|2.
We consider the space Hl(¯) in which elements are continuous functions u(x) in
 with continuous derivatives in ¯ up to order [l] inclusively and norm
|u|(l) ≡ 〈u〉(l) +
[l]∑
j=0
〈u〉(j) ,
is ﬁnite, where
〈u〉(0) ≡ |u|(0) = max |u|,
〈u〉(j) ≡
∑
(j)
|Djxu|(0) ,
〈u〉(l) ≡
∑
([l])
〈D[l]x u〉(l−[l]) .
H l,l/2(Q¯T ) is a Banach space of functions u(x, t) that are continuous in Q¯T , together
with all derivatives of the form Drt Dsx for 2r + s < l, and have a ﬁnite norm
|u|(l)QT ≡ 〈u〉
(l)
QT
+
[l]∑
j=0
〈u〉(j)QT ,
where
〈u〉(0)QT ≡ |u|
(0)
QT
= max
QT
|u|,
〈u〉(j)QT ≡
∑
2r+s=j
|Drt Dsxu|(0)QT ,
〈u〉(l)QT ≡ 〈u〉
(l)
x,QT
+ 〈u〉(l/2)t,QT ,
〈u〉(l)x,QT ≡
∑
2r+s=[l]
〈Drt Dsxu〉(l−[l])x,QT ,
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〈u〉(l/2)t,QT ≡
∑
0<l−2r−s<2
〈Drt Dsxu〉(
l−2r−s
2 )
t,QT
,
〈u〉()x,QT ≡ sup
(x, t), (x′, t) ∈ Q¯T
|x − x′|0
|u(x, t)− u(x′, t)|
|x − x′| , 0 <  < 1,
〈u〉()t,QT ≡ sup
(x, t), (x, t ′) ∈ Q¯T
|t − t ′|0
|u(x, t)− u(x, t ′)|
|t − t ′| , 0 <  < 1.
We consider the existence of solutions of the following quasi-linear equation


Lu ≡ u
t
−∑ni,j=1 aij (x, t, u) 2uxixj + b(x, t, u, ux) = 0 for (x, t) ∈ QT ,
L(S)u ≡∑ni,j=1 aij (x, t, u) uxj cos(n, xi)
+(x, t, u) = 0 for (x, t) ∈ T ,
u(x, 0) = 0(x) for x ∈ ¯.
(2.1)
Here n = n(x) is the outward normal vector to the surface  which is assumed to be
sufﬁciently smooth. Throughout, we assume there are positive constants  and  such
that
2
n∑
i,j=1
aij (x, t, u)ij2, for all  ∈ Rn.
In the statements to follow we impose the conditions.
(A1) For (x, t) ∈ Q¯T and |u|M , the functions aij (x, t, u) and (x, t, u) are
differentiable with respect to x and u and satisfy the inequalities
∣∣∣∣aiju , aijx ,, u , x
∣∣∣∣ ,
while b(x, t, u, p) for the same (x, t, u) and arbitrary p satisﬁes the inequality
|b(x, t, u, p)|(1+ p2).
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(A2) For (x, t) ∈ Q¯T and |u|M , the functions aij (x, t, u), b(x, t, u, p) and
(x, t, u) satisfy the following inequalities
|uu(x, t, u),ux(x, t, u),ut (x, t, u), aij,t (x, t, u),t (x, t, u)|,
|bp|(1+ |p|)+ |bu| + |bt |(1+ p2),
|aij,uu(x, t, u), aij,ux(x, t, u), aij,ut (x, t, u), aij,xt (x, t, u)|.
We shall need the following known results.
Theorem 2.1 (cf. Ladyzenskaja et al. [6]). Suppose the functions b(x, t, u, p) and
(x, t, u) satisfy, for arbitrary u, the conditions;
−ub(x, t, u, p)c0p2 + c1u2 + c2 for (x, t) ∈ Q¯T \ ST ,
−u(x, t, u)c3u2 + c4 for (x, t) ∈ T ,

 (2.2)
where the ci, i = 0, 1, . . . , 4 are non-negative constants. Then the estimate
max
QT
|u(x, t)|1e2T max{√c2,√c4,max

|u(x, 0)|} = M
holds for any solution u(x, t) ∈ C2,1(Q¯T \ ST ) that is continuous in Q¯T and has
continuous (right up to T ) derivatives ux , where constants 1 and 2 depend only by
quantities , c0, c1 and c3 from (2.2) and the boundary  of the domain , which is
assumed to belong to the class C2. If  ∈ C1 and in place of (2.2) we impose the
conditions
−ub(x, t, u, 0)c1u2 + c2 for (x, t) ∈ Q¯T \ ST ,
−u(x, t, u) < 0 for |u| > 0, (x, t) ∈ T ,

 (2.3)
where the constants c1, c2 are non-negative, then
max
QT
|u(x, t)| min
>c1
eT max
{√
c2
− c1 ,max |u(x, 0)|
}
.
Theorem 2.2 (cf. Ladyzenskaja et al. [6]). Suppose that, for (x, t) ∈ Q¯T , |u|M and
arbitrary p, the functions aij (x, t, u), b(x, t, u, p) and (x, t, u) satisfy conditions
(A1) and (A2), and  ∈ C2. Then for any solution u ∈ C2,1(Q¯T ) of Eq. (2.1)
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with maxQT |u|M , one has the estimates
max
QT
|ux |M1, |u|(1+)QT c,
where the constants M1, c and  > 0 depend only on M and  from (A1) and (A2),
the norm |u(x, 0)|(2) and the boundary .
Let 0(x) = 0 and consider the following problem


Lu ≡ u
t
−∑ni,j=1 aij (x, t, u) 2uxixj + b(x, t, u, ux) = 0 for (x, t) ∈ QT ,
L(S)u ≡∑ni,j=1 aij (x, t, u) uxj cos(n, xi)+ (x, t, u) = 0 for (x, t) ∈ T ,
u(x, 0) = 0 for x ∈ ¯.
(2.4)
Theorem 2.3 (cf. Ladyzenskaja et al. [6]). Suppose the following conditions are ful-
ﬁlled.
(a) Functions aij (x, t, u), b(x, t, u, p) and (x, t, u) satisfy the inequality (2.2) or
(2.3).
(b) For (x, t) ∈ Q¯T , |u|M , where M is the constant from Theorem 2.1, and for
arbitrary p, functions aij (x, t, u), b(x, t, u, p) and (x, t, u) are continuous in their
arguments, and possess derivatives satisfying conditions (A1) and (A2).
(c) For (x, t) ∈ Q¯T , |u|M and |p|M1, where M1 is the constant from
Theorem 2.2, functions aij,x(x, t, u) are Hölder continuous in variables x
with exponent 	, x(x, t, u) is Hölder continuous in x and t with exponents 	
and 	/2, respectively, and b(x, t, u, p) is Hölder continuous in variables x with
exponent 	.
(d)  ∈ H 2+	, (x, 0, 0)
∣∣∣
x∈ = 0.
Then Eq. (2.4) has a unique solution u(x, t) in the class H 2+	,1+	/2(Q¯T ).
Theorem 2.4. Assume that there exist positive constants ,M0 such that the functions
b(x, t, u, p), b
pi
(i = 1, . . . , n), b
u
,
b
t
are continuous in (x, t, u, p) ∈ ¯× [0, T ] ×
[−m0,m0] × Rn and satisfy
√√√√ n∑
i=1
∣∣∣∣ bpi
∣∣∣∣

1+
√√√√ n∑
i=1
p2i

+ ∣∣∣∣bu
∣∣∣∣+
∣∣∣∣bt
∣∣∣∣+ |b|
(
1+
n∑
i=1
|pi |2
)
(2.5)
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for (x, t) ∈ Q¯T , |u|M0 and |p|M0, and b(x, t, u, p) is Hölder continuous in vari-
ables x with exponent 	 and  ∈ H 2+	. Then the equation


u
t
−Du+ b(x, t, u, ux) = 0 for (x, t) ∈ QT ,
u
n
= 0 for (x, t) ∈ T ,
u(x, 0) = 0 for x ∈ ¯.
(2.6)
has a unique solution u(x, t) in the class H 2+	,1+	/2(Q¯
) for some 
 > 0.
Proof. Choose a function  ∈ C∞(R) satisfying
(s) =


s, |s|M03 ,
2M0
3
s|s| , |s|
2M0
3
and |(x)| 2M03 . Let b¯(x, t, u, p) =
(u)
u b(x, t,(u), p) and consider the following
problem


u
t
−Du+ b¯(x, t, u, ux) = 0 for (x, t) ∈ QT ,
u
n
= 0 for (x, t) ∈ T ,
u(x, 0) = 0 for x ∈ ¯.
(2.7)
Notice the following inequalities
−ub¯(x, t, u, p) = −u (u)
u
b(x, t,(u), p) = −(u)b(x, t,(u), p)
 2
3
M0|b(x, t,(u), p)| 23M0(1+ p
2),
|b¯(x, t, u, p)| =
∣∣∣∣(u)u b(x, t,(u), p)
∣∣∣∣ (2+M0)|b(x, t,(u), p)|
 (2+M0)(1+ p2),
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|b¯p|(1+ |p|) =
∣∣∣∣(u)u bp(x, t,(u), p)
∣∣∣∣ (1+ |p|)
 (2+M0)|bp(x, t,(u), p)|(1+ |p|)(2+M0)(1+ p2),
|b¯t | =
∣∣∣∣(u)u bt (x, t,(u), p)
∣∣∣∣ (2+M0)|bt (x, t,(u), p)|(2+M0)(1+ p2).
If |u| 13 M0, we have
|b¯u| =
∣∣∣∣′(u)u b(x, t,(u), p)−(u)u2 b(x, t,(u), p)+(u)u ′(u)bv(x, t, v, p)
∣∣∣∣
v=(u)
∣∣∣∣∣


( 3
M0
+ 2+M0
)
max
M0
3  |u|
2M0
3
|′(u)| + 12
M0

(1+ p2).
For |u| < 13M0, we have |b¯u| = |bu(x, t, u, p)|(1+ p2).
According to Theorems 2.1–2.3, Eq. (2.7) has a unique solution u(x, t) in the class
H 2+	,1+	/2(Q¯T ). Since u(x, t) is uniformly continuous on Q¯T and u(x, 0) = 0, there
exists a 
 > 0 such that |u(x, t)| < M03 for (x, t) ∈ ¯× [0, 
]. It is easily shown that
Eq. (2.6) has a solution u(x, t) in the class H 2+	,1+	/2(Q¯
) since Eqs. (2.6) and (2.7)
are identical on ¯× [0, 
].
The proof of uniqueness of the solution for Eq. (2.7) is trivial. 
3. The solvability of the general chemotaxis model
Let T be a subset of R and UT be a subset of Rm. Functions (x, t, q) : Q¯T ×
UT → R and F(x, t, v, q) : Q¯T × T × UT → Rm are continuous and possess the
continuous derivatives up to third order. Furthermore we assume that (x, t, q) = 0
for (x, t, q) ∈ Q¯T × UT .
We suppose throughout this paper that both subsets UT and T are the largest ones
possessing the above properties.
Let X(t) = H 2+	,1+	/2(Q¯t ) and Y (t) = X(t)×X(t)×· · ·×X(t) = Xm(t) with norms
|u|X(t) = |u|(2+	)Qt and |w|Y (t) = |(w1, · · · , wm)|Y (t) =
[∑m
j=1 |wj |2X(t)
]1/2
, respectively.
And let
T =
{
p ∈ X(T ) : p(x, t) ∈ T , for (x, t) ∈ Q¯T
}
,
T =
{
w ∈ Y (T ) : w(x, t) ∈ UT , for (x, t) ∈ Q¯T
}
.
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We can deﬁne operators, still denoted by  and F without ambiguity,  : Q¯T ×T →
X(T ) and F : Q¯T × T ×T → Y (T ) as follows:
(x, t, w) = (x, t, w(x, t)), F (x, t, p,w) = F(x, t, p(x, t), w(x, t)),
respectively. Now we consider the following model:


p
t
= D% ·
(
p%
(
ln
(
p(x, t)
(x, t, w(x, t))
)))
w
t
= F(x, t, p,w)
for (x, t) ∈ × (0, T ),
p%
(
ln
(
p(x, t)
(x, t, w(x, t))
))
· n = 0 for (x, t) ∈ × (0, T ),
p(x, 0) = p0(x) > 0
w(x, 0) = w0(x) and (x, 0, w(x, 0))
= (x, 0, w0(x)) > 0
for x ∈ ¯,
(3.1)
where p0(x) ∈ T and w0(x) ∈ T . Since we are concerned with local in time
existence of solution to the system (3.1), without loss of generality, we assume that
p(x, t) = 0 for (x, t) ∈ T .
Let u = p
(x, t, w)
−u0(x), where u0(x) = p0(x)(x, 0, w0(x)) . Then
u0
n
= 0, for x ∈
, since 0 = p0  ln u0n =
p0
u0
u0
n , and p0(x) = 0, for x ∈ , and we have


u
t
−Du−D 1

∑n
i=1
(

xi
+∑mj=1 wj wjxi
)
u
xi
+u+ u0

[

t
+ 〈w, F (x, t, (u+ u0), w)〉
]
+K(w) = 0
w
t
= F(x, t, (u+ u0)(x, t, w),w)
for (x, t) ∈ QT ,
u
n
= 0 for (x, t) ∈ T ,
u(x, 0) = 0
w(x, 0) = w0(x)
for x ∈ ¯,
(3.2)
where
K(w) = −Du0 −D 1

n∑
i=1

 
xi
+
m∑
j=1

wj
wj
xi

 u0
xi
.
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The system (3.2) is considered in two parts; namely


u
t
−Du−D 1

∑n
i=1
(

xi
+∑mj=1 wj wjxi
)
u
xi
+u+ u0

[

t
+ 〈w, F (x, t, (u+ u0), w)〉
]
+K(w) = 0
for (x, t) ∈ QT ,
u
n
= 0 for (x, t) ∈ T ,
u(x, 0) = 0 for x ∈ ¯
(3.3)
and


w
t
= F(x, t, (u+ u0)(x, t, w),w) for t ∈ [0, T ],
w(x, 0) = w0(x).
(3.4)
Theorem 3.1. Suppose that the following conditions are fulﬁlled
(a) F : Q¯T ×X(T )× Y (T )→ Y (T ) is continuous. There is a constant M > 0 such
that
|F(x, t, u,w)|Y (T )M, for (x, t, u,w) ∈ Q¯T ×X(T )× Y (T ).
(b) Let
b(w; x, t, u, ux) = −D 1

∑n
i=1
(

xi
+
∑m
j=1

wj
wj
xi
)
u
xi
+u+ u0

[

t
+ 〈w, F (x, t, (u+ u0), w)〉
]
+K(w)
for w ∈ B¯(1+2)M,T (w0) = {w ∈ Y (T ) : |w−w0|Y (T )(1+2)M} ⊂⊂ T , where  >
0. There is a constant M1 > 0 such that, for any (x, t) ∈ Q¯T , w ∈ B¯(1+2)M,T (w0), |u|
M1 and for arbitrary p ∈ Rn, b(w; x, t, u, p) is continuous in its arguments, pos-
sesses the derivatives satisfying conditions (A1) and (A2) and as well as the inequality
|bp|(1+ |p|)+ |bu| + |bt | + |b|(1+ p2)
for some  > 0.
(c)  ∈ H 2+	.
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Then there exists 
 > 0 such that the system (3.2) has a unique solution (u(x, t),
w(x, t)) in the class H 2+	,1+	/2(Q¯
)×H 2+	,1+	/2(Q¯
)× · · · ×H 2+	,1+	/2(Q¯
). This
implies that the system (3.1) has a unique solution (p(x, t), w(x, t)) in the class
H 2+	,1+	/2(Q¯
) × H 2+	,1+	/2(Q¯
) × · · · × H 2+	,1+	/2(Q¯
). Moreover, |w(x, t) −
w0(x)|Y (
) < (1+ 2)M .
Proof. Without loss of generality, let w0(x) = 0. First we choose a function  ∈
C∞(R) satisfying
(s) =


s for |s| 13M1,
2M1
3
|s|
s for | > 23M1
and |(s)|M1, |′(s)| < M2 for some constant M2 > 0.
Let bˆ(w; x, t, u, p) = (u)u b(w; x, t,(u), p) for 01, and consider the fol-
lowing equation


u
t
−Du+ bˆ(w, x, t, u, ux) = 0 for (x, t) ∈ QT ,
u
n
= 0 for (x, t) ∈ T ,
u(x, 0) = 0 for x ∈ ¯.
(3.5)
It is easily seen that, for all (x, t) ∈ QT , u ∈ R, p ∈ Rn and w ∈ B¯(1+2)M,T (w0),
−ubˆ(w; x, t, u, p) = −(u)b(w; x, t,(u), p)
 M1(1+ p2),
|bˆ(w; x, t, u, p)|3(1+ p2),
(1+ |p|)|bˆ
p
(w; x, t, u, p)| = (1+ |p|)|(u)
u
bp(w; x, t,(u), p)|
 3(1+ |p|)|bp(w; x, t,(u), p)|3(1+ p2).
When |u| 13M1,
∣∣∣∣∣bˆu (w; x, t, u, p)
∣∣∣∣∣ = |bu(w; x, t,(u), p)|(1+ p2),
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otherwise if |u| > M13 , we have∣∣∣∣∣bˆu (w; x, t, u, p)
∣∣∣∣∣ 
∣∣∣∣′(u)u− (u)u2
∣∣∣∣ |b(w; x, t,(u), p)|
+3 |bv(w; x, t, v, p)|v=(u) ·
∣∣′(u)∣∣

(
3M2 + 9
M1
)
(1+ p2)
+3M2 |bv(w; x, t, v, p)|v=(u)
 M(1+ p2),
where M = 3M2 + 9
M1
+ 3M2, and
∣∣∣∣∣bˆt (w; x, t, u, p)
∣∣∣∣∣ =
∣∣∣∣(u)u bt (w; x, t,(u), p)
∣∣∣∣ 3(1+ p2).
According to Theorem 2.3, for any w ∈ B¯(1+2)M,T , Eq. (3.5) has a unique solution
u in the class X(T ). Furthermore there exist M3,M4 > 0 such that the solution
u(x, t) satisﬁes max(x,t)∈Q¯T |u|M3 and max(x,t)∈Q¯T |ux |M4 for any  ∈ [0, 1] and
any w ∈ B¯(1+2)M,T . This leads to a family of operators G : w → u = G(w)
from B¯(1+2)M,T to X(T ) for 01. Furthermore the operators G are compact for
 ∈ [0, 1].
Secondly, we consider the equation


w
t
= F(x, t, (u+ u0), w) = F(x, t, (u+ u0), w) for t ∈ [0, 
],
w(x, 0) = w0(x)
(3.6)
for  ∈ [0, 1]. From condition (a) we know that there exists 
1 > 0 such that for any
u ∈ X(T ) satisfying max(x,t)∈Q¯T |u|M1, we can ﬁnd a unique v(x, t) in the space
Y (
1) satisfying the above system. For any 0 < t1 < 
1, we have
|v − w0|Y (t1) =
∑
2r+|s|=2
〈
Drt D
s
x
(∫ t
0
F d

)〉(	)
x,Qt1
+
∑
0<2+	−r−<2
〈
Drt D
s
x
(∫ t
0
F d

)〉( 2+	−2r−|s|2 )
x,Qt1
+
∑2
j=0
(∑
2r+|s|=j maxQt1
∣∣∣∣Drt Dsx
(∫ t
0
F d

)∣∣∣∣
)
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= 〈F〉(	)x,Qt1+〈F〉
(	/2)
x,Qt1
+maxQt1 |F|+
∑
|s|=2
〈
Dsx
(∫ t
0
F d

)〉(	)
x,Qt1
+
∑
0<2+	|s|<2
〈
Dsx
(∫ t
0
F d

)〉( 2+	−|s|2 )
x,Qt1
+
∑2
j=0
(∑
|s|=j maxQt1
∣∣∣∣Dsx
(∫ t
0
F d

)∣∣∣∣
)
 |F |Y (t1) + t1|F |Y (t1) |F |Y (
1) + t1|F |Y (
1)
 (1+ t1)M.
Choose 0 < T1 < min{
1, }, then we have
|v − w0|Y (T1) < (1+ )M < (1+ 2)M. (3.7)
This implies that there exists a family of continuous operators
H : {u ∈ X(T1) : max
(x,t)∈Q¯

|u(x, t)|M1} → Y (T1)
satisfying v = Hu.
Thirdly, we replace T by T1 in the ﬁrst and second steps. It is easily seen that all
the above results remain valid. Then we get a family of compact operators
H ◦G : B¯(1+2)M,
1 → B¯(1+2)M,
1 .
Moreover we know from (3.7) that H ◦ G have no ﬁxed points on B¯(1+2)M,
1 .
Observe that there are solutions to Eqs. (3.5) and (3.6) when  = 0, so that the degree
of the mapping above is non-zero. Thus from the theory of topological degree due to
Leray–Schauder we know that there exists at least a ﬁxed point denoted by wˆ for
H ◦G (01) in B¯(1+2)M,
1 . Especially, the operator H1 ◦G1 has at least a ﬁxed
point wˆ(x, t) in B¯(1+2)M,
1 . Let uˆ(x, t) = G1(wˆ). Then (uˆ(x, t), wˆ(x, t)) is a solution
of the system


u
t
−Du+ bˆ(w; x, t, u, ux) = 0
w
t
= F(x, t, (u+ u0), w)
for (x, t) ∈ Q
1 ,
u
n
= 0 for (x, t) ∈ 
1 ,
u(x, 0) = 0
w(x, 0) = w0(x)
for x ∈ ¯.
(3.8)
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Since uˆ(x, 0) = 0, we can ﬁnd 0 < 

1 such that |uˆ(x, t)| 13M1 for (x, t) ∈ Q¯
. It
is obvious that (uˆ(x, t), wˆ(x, t)) is a solution of the system (3.2), which implies that
the system (3.1) has a solution (p(x, t), w(x, t)) in X(
)× Y (
).
Finally, the uniqueness of solution for the problem easily follows.
Let UT and T be the largest sets such that the functions (x, t, q) : Q¯T × UT →
R+, and F(x, t, v, q) : Q¯T ×T ×UT → Rm are continuous and possess the continuous
derivatives up to third order. 
Theorem 3.2. Under the conditions of Theorem 3.1, suppose that the following condi-
tions are fulﬁlled.
(a) Let V0 = {q ∈ Rm : there is x ∈ ¯ such that w0(x) = q}. V0 ⊂⊂ UT .
(b) Let 0 = {v ∈ R : there is x ∈ ¯ such that u0(x)(x, 0,0(x)) = v}. 0 ⊂⊂
T .
Then there is 
 > 0 such that the problem (3.1) has a unique solution (p,w) in the
class H 2+	,1+	/2(Q¯
)×H 2+	,1+	/2(Q¯
)× · · · ×H 2+	,1+	/2(Q¯
).
Proof. Since V0 ⊂⊂ UT and 0 ⊂⊂ T , there is a constant 0 < 1 < 13 such that
V = ∪s∈V0B3(s) ⊂⊂ UT ,  = ∪p∈0B3(p) ⊂⊂ T . Choose a function  ∈ C3(R)
such that |(s)|3 for s ∈ R and (s) = s for |s| < . Let
uˆ = (|u− u0|X(t))|u− u0|X(t) (u− u0)+ u0, wˆ =
(|w − w0|Y (t))
|w − w0|Y (t) (w − w0)+ w0.
Then there is a constant M1 such that ||C2(R)M1, |uˆ|X(T )M1 for u ∈ X(T ), and
|wˆ|Y (T )M1 for w ∈ Y (T ), and 1/M1 < (x, t, wˆ) < M1, (x, t, wˆ)X(T ) < M1 for
(x, t) ∈ Q¯T , w ∈ Y (T ). If we deﬁne an operator F1 on QT ×X(T )× Y (T ) as
F1(x, t, u,w) = F(x, t, (uˆ+ u0)(x, t, wˆ), wˆ),
then we can ﬁnd a constant M2 such that
|F1(x, t, v, w)|Y (T )M2, for (x, t, v, w) ∈ Q¯T × X¯(T )× Y (T ).
Let
ˆ(x, t, w) = (x, t, wˆ),
Kˆ(w) = −Du0 −D 1
ˆ
n∑
i=1

 ˆ
xi
+
m∑
j=1
ˆ
wˆj
wˆj
xi

 u0
xi
,
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and
bˆ(w; x, t, u, ux) = (u)
u

−D 1ˆ
n∑
i=1

 ˆ
xi
+
m∑
j=1
ˆ
wˆj
wˆj
xi

 u
xi
+u+ u0
ˆ
[
ˆ
t
+ 〈ˆwˆ, F1(x, t, u,w)〉
]
+ Kˆ(w)

 .
According to Theorem 3.1, the system


u
t
−Du+ b1(w; x, t, u, ux) = 0
w
t
= F1(x, t, u,w)
for (x, t) ∈ QT ,
u
n
= 0 for (x, t) ∈ T ,
u(x, 0) = 0
w(x, 0) = w0(x)
for x ∈ ¯,
has a unique local in time solution, i.e., there is 
1 ∈ (0, T ) and (u(x, t), w(x, t)) ∈
X(
1)× Y (
1) such that (u,w) is the unique solution of


u
t
−Du+ b1(w; x, t, u, ux) = 0
w
t
= F1(x, t, u,w)
for x ∈ , 0 < t < 
1,
u
n
= 0 for x ∈ , 0 < t < 
1,
u(x, 0) = 0
w(x, 0) = w0(x)
for x ∈ ¯.
By continuity, there is 0 < 
2
1 such that |u|X(
2) < , and |w|Y (
2) < . Then for
0 < t < 
2 we have uˆ = u, wˆ = w, (u)u = 1. So F1(x, t, u,w) = F(x, t, (u +
u0)(x, t, w),w), ˆ(x, t, u) = (x, t, u), b1(w; , x, t, u, ux) = b(w; x, t, u, ux). This
leads to that the system (3.1) has a unique solution (p,w) in the class H 2+	,1+	/2(Q¯
2)
×H 2+	,1+	/2(Q¯
2)× · · · ×H 2+	,1+	/2(Q¯
2). This completes our proof. 
Deﬁne
T ∗ = sup{T > 0 : there is a solution of system (3.1) in Q¯T }.
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Theorem 3.3. For the system (3.1), there exists at least one of three situations:
(a) T ∗ = +∞;
(b) T ∗ < +∞ and one of the functions p and w blows up in ﬁnite time T ∗ in norm,
i.e.,
lim
T→T ∗−
|p|(2+	)QT = +∞, or lim
T→T ∗−
|w|(2+	)QT = +∞;
(c) there exists x ∈ ¯, such that either
lim
T→T ∗−
dis
(
w(x, T ), (U¯T \UT ))
) = 0, f or x ∈ ¯
or
lim
T→T ∗−
dis
(
p(x, T ), ¯T \T
)
= 0, f or x ∈ ¯.
Proof. Assume the situations (a) and (b) do not occur. We show that the case (c) must
happen.
Suppose that case (c) does not occur, then we obtain a contradiction as follows.
Since |p|X(T ), |w|Y (T ) are uniformly bounded above from (b), p(x, t), w(x, t) are
well deﬁned for all (x, t) ∈ Q¯T ∗ and (p,w) ∈ H 1+	,	/2(Q¯T ∗). Since condition (c)
does not hold, {(x, T ∗, w(x, T ∗)) : x ∈ ¯} ⊂⊂ UT ∗ , {p(x, T ∗) : x ∈ ¯} ⊂⊂ T ∗ .
According to Theorem 3.2, the system


p
t
= D% ·
(
p%
(
ln
(
p
(x, t, w)
)))
w
t
= F(x, t, p,w)
for x ∈ , t > 0,
p%
(
ln
(
p
(x, t, w)
))
· n = 0 for x ∈ , t > 0,
p(x, 0) = p(x, T ∗) > 0,
(x, 0, w(x, 0)) = (x, 0, w0(x, T ∗)) > 0
for x ∈ ¯
(3.9)
has a unique local in time solution (P (x, t),W(x, t)) in the class X(
)×Y (
) for some

 > 0. Let
p¯(x, t) =
{
p(x, t) for (x, t) ∈ × [0, T ∗],
P (x, t − T ∗) for (x, t) ∈ × (T ∗, T ∗ + ],
w¯(x, t) =
{
w(x, t) for (x, t) ∈ × [0, T ∗],
W(x, t − T ∗) for (x, t) ∈ × (T ∗, T ∗ + ].
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Then it easily follows that (p¯(x, t), w¯(x, t)) is a solution of (3.9) in the class X(T ∗ +
)×Y (T ∗ +), which is a contradiction to the deﬁnition of T ∗. This observation leads
to our result. 
4. Examples
Example 4.1. We consider the problem


p
t
= D% ·
(
p%
(
ln
(
p
w
)))
w
t
= 	p − w
for (x, t) ∈ QT ,
p%
(
ln
(
p
w
))
· n = 0 for (x, t) ∈ T ,
p(x, 0) = p0(x) > 0
w(x, 0) = w0(x) > 0 for x ∈ ¯.
(4.1)
Since (w) = w and F(x, t, p,w) = 	p−w, we obtain the local existence of solution
(p,w), based on Theorem 3.2.
We can also transform (4.1) into the following, equivalent form


u
t
= Du−D 1w(%w) · (%u)+ u− 	u2
w = w0 exp{
∫ t
0 (	u− ) d
}
(p = w0u(x, t) exp{
∫ t
0 (	u− ) d
})
for (x, t) ∈ QT ,
u
n
= 0 for (x, t) ∈ T ,
u(x, 0) = u0(x) = p0(x)w0(x) > 0 for x ∈ ¯.
(4.2)
It is obvious that for any ﬁnite time T > 0 we have
min
(x,t)∈Q¯T
u(x, t) > 0, min
(x,t)∈Q¯T
w(x, t) > 0.
Also we may obtain
u(x, t)v(t) = et
[
c0 + 	 (e
t − 1)
]−1
.
According to Theorem 3.3, there exists a unique global solution (p,w).
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Example 4.2. For the following system


p
t
= D% ·
(
p%
(
ln
(
p
w
)))
w
t
= (	p − )w
for (x, t) ∈ QT ,
p%
(
ln
(
p
w
))
· n = 0 for (x, t) ∈ T ,
p(x, 0) = p0(x) > 0
w(x, 0) = w0(x) > 0
for x ∈ ¯,
(4.3)
we obtain local in time existence of solution directly from Theorem 3.3. In [11] for
the case of  = (0,) it is shown that there exist both global and non-global solutions
which depend sensitively on perturbation of the initial data.
Example 4.3. Consider the following dynamics


p
t
= D% ·
(
p%
(
ln
(
p
w
)))
w
t
= F(p,w)
for (x, t) ∈ QT ,
p%
(
ln
(
p
w
))
· n = 0 for (x, t) ∈ T ,
p(x, 0) = p0(x) > 0
(w(x, 0)) = (w0(x)) > 0
for x ∈ ¯,
(4.4)
where
(i) F (p,w) = pw
k1 + w +
p
k2 + p − w, , k1, k2, ,0 are constants
or
(ii) F (p,w) = 1p
2 + 3pw +
4w
5 + 6w − w, i (i = 1, . . . , 6),0
are constants.
From Theorem 3.2, the system (4.4) has a unique local in time solution (p,w). Also,
for any ﬁnite time T < +∞,
min
(x,t)∈Q¯T
p(x, t) > 0, and min
(x,t)∈Q¯T
w(x, t) > 0.
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By a simple use of the maximum principle, we can ﬁnd a constant M > 0 such that
p(x, t) < M(1+ et ), and w(x, t) < M(1+ et ).
From Theorem 3.3, we have that the system (4.4) has a global solution (p,w) in the
class H 2+	,1+	/2(Q∞)×H 2+	,1+	/2(Q∞).
Example 4.4. In [10], Levine et al. consider the following system:



t
= D% ·
(
%
(
ln
( 

(c, f )
)))
v
t
= − v1+v
c
t
= v1+v − c
f
t
= 	f (1− f )− f
for (x, t) ∈ QT ,
%
(
ln
( 

(c, f )
))
· n = 0 for (x, t) ∈ T ,
(x, 0) = 0(x) > 0
v(x, 0) = v0(x)0
c(x, 0) = c0(x)0
f (x, 0) = f0(x)0
for x ∈ ¯,
(4.5)
where 
(c, f ) = ( 1+c2+c )k1(
	1+f
	2+f )
k2 , and , , , 	, , i , 	i and ki, (i = 1, 2) are
positive constants. For this problem we obtain local existence of solutions directly.
Example 4.5. In [14], Rascle discussed the local in time existence of solution for the
following problem


u
t
− u− div(u gradU) = 0 for (x, t) ∈ QT ,
u
n
= 0 for (x, t) ∈ T ,
u(x, 0) = u0(x) > 0 for x ∈ ¯,
U(x, t) = ∫ t0 u(x,) d for (x, t) ∈ QT .
(4.6)
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If we let w = − 1U, p = u, (w) = ew and F(p,w) = − 1p, then we can rewrite
the system (4.6) in the following form

p
t
= % ·
(
p%
(
ln
(
p
(w)
)))
w
t
= − 1p
for (x, t) ∈ QT ,
p%
(
ln
(
p
(w)
))
· n = 0 for (x, t) ∈ T ,
p(x, 0) = p0(x) > 0
w(x, 0) = w0(x) = 0 for x ∈ ¯,
(w0) = 1 > 0.
(4.7)
From Theorem 3.2, we obtain local in time existence of solution for (4.6) directly.
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