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Abstract
It has been shown repeatedly over a period of 50 years that the use of relativistic classical physics
and the inclusion of classical electromagnetic zero-point radiation leads to the Planck blackbody
spectrum for classical radiation equilibrium. However, none of this work involves scattering cal-
culations. In contrast to this work, currently accepted physical theory connects classical physics
to only the Rayleigh-Jeans spectrum. Indeed, in the past, it has been shown that a nonlinear
classical oscillator (which is necessarily a nonrelativistic scattering system) achieves equilibrium
only for the Rayleigh-Jeans spectrum where the random radiation present at the frequency of the
second harmonic of the oscillator motion has the same energy per normal mode as the radiation
present at the fundamental frequency. Here we continue work emphasizing the importance of
relativistic versus nonrelativistic analysis. We consider the scattering of random classical radia-
tion by a charged harmonic oscillator of small but non-zero oscillatory amplitude (which can be
considered as a relativistic scattering system) and show that detailed radiation balance holds not
only at the fundamental frequency of the oscillator but through the first harmonic corresponding to
quadrupole scattering, provided that the radiation energy per normal mode at the first harmonic
is double the radiation energy per normal mode at the fundamental frequency. This condition cor-
responds exactly to the zero-point radiation spectrum which is linear in frequency. It is suggested
that for this relativistic scattering system, the detailed balance for zero-point radiation holds not
only for the fundamental and first harmonic but extends to all harmonics. Here we have the first
example of an explicit relativistic classical scattering calculation; equilibrium corresponds not to
the Rayleigh-Jeans spectrum, but rather corresponds to the Lorentz-invariant zero-point radiation
spectrum.
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I. INTRODUCTION
1. Aspects Missing from the Classical Physics of 1900
One suspects that the history of physics would be quite different if the physicists at the
turn of the 20th century had not been unaware of two crucial ideas of classical physics: 1) the
existence of classical electromagnetic zero-point radiation, and 2) the importance of special
relativity. Had the earlier physicists included these aspects, they would have extended
the explanatory power of classical physics to include blackbody radiation, the decrease of
specific heats at low temperature, and the behavior of van der Waals forces. As it happened,
these aspects were first described in connection with quantum ideas, and the use of quantum
physics has been extended until it is the dominant physical theory of the present day. Only
during the past half-century has a small group of physicists gone back to classical physics
to note the extensions of that theory made possible by the inclusion of classical zero-point
radiation and relativity.[1][2][3][4][5]
The problem of the equilibrium spectrum of random radiation, the blackbody radiation
problem, provided one of the dilemmas for physics at the turn of the 20th century. The work
on blackbody radiation within classical physics has been reviewed recently.[6] Although the
work involves a variety of points of view, there is no treatment of the equilibrium spectrum
of radiation under scattering by a relativistic classical system. Here we provide the first
relativistic scattering calculation and show that classical zero-point radiation is indeed an
equilibrium spectrum.
Relativity imposes strong restrictions on systems. Two relativistic mechanical systems
are 1) relativistic point charges in classical electrodynamics, and 2) small harmonic oscillator
systems within classical electromagnetism. The first system (that of relativistic point
charges in classical electrodynamics) is a familiar relativistic system; the second system
involving harmonic oscillators is not obviously relativistic. However, one can imagine a
harmonic oscillator system of small amplitude as arising from the classical electrodynamic
system where two identical charged particles q are held at some fixed distance apart, and a
third charged particle e of the same sign is placed between the two charges q and is allowed
to oscillate along the line connecting the two identical charges q. In the approximation of
small amplitude of oscillation, the electrostatic potential experienced by the third particle
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e becomes a harmonic potential, and the relativistic and nonrelativistic particle motions
for the particle e agree with each other since higher powers of the particle velocity can be
ignored. Within this simple harmonic motion of small amplitude (ignoring terms in v/c),
there is no role for the speed of light in vacuum c.
2. Radiation-Spectrum Stability
If this harmonic-oscillator system involving the oscillating charge e is bathed in random
classical electromagnetic radiation, then (using only the dipole approximation for radiation)
the harmonic oscillator system comes to equilibrium at an oscillator energy equal to the
energy of the radiation normal modes of the same frequency as the oscillator frequency. This
energy-balance result connecting a point harmonic-oscillator system with random radiation
has been known since Planck’s work at the end of the 19th century.[7] What does not seem to
be recognized is that this mechanical system, when treated beyond the dipole approximation,
involves detailed radiation balance at the radiation harmonics of the fundamental oscillator
frequency provided that the random radiation spectrum corresponds to that of classical
electromagnetic zero-point radiation.
Most physicists are satisfied to repeat the erroneous textbook claim[8] that classical
physics leads inevitably to the Rayleigh-Jeans spectrum for radiation equilibrium. The
truth is far more nuanced.[6] It is indeed true that if one use a nonrelativistic classical
theory such as (nonrelativistic) classical statistical mechanics[9] or considers scattering by a
nonrelativistic nonlinear dipole oscillator treated in the dipole radiation approximation,[10]
then one arrives at the Rayleigh-Jeans spectrum. However, if one uses relativistic classical
physics and includes classical electromagnetic zero-point radiation, then one arrives at the
Planck spectrum for classical radiation equilibrium.[6]
In work carried out more than forty years ago, it was shown[10] that the addition of a non-
linear term to a harmonic oscillator led to a nonrelativistic, nonlinear mechanical oscillator
which scattered electromagnetic radiation (treated in the radiation-dipole approximation)
toward the Rayleigh-Jeans spectrum. Thus the Rayleigh-Jeans spectrum was stable under
scattering by this nonrelativistic nonlinear system, but any other spectrum of random clas-
sical radiation (including Lorentz-invariant zero-point radiation) was changed by the scat-
tering of this system, and the radiation spectrum was pushed toward the Rayleigh-Jeans
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spectrum. The crucial aspect is that the scattering system was a nonrelativistic classical
system.[11]
In the calculation in the present article, we show that a simple harmonic oscillator
treated with its radiation multipole moments (not just the electric dipole moment) leaves
the spectrum of classical electromagnetic zero-point radiation invariant. Our calculation
goes through only the quadrupole order, but there are good reasons to expect the validity of
the scattering results to hold for all the multipole moments. Here the crucial aspect is that
harmonic oscillator motion in the small-amplitude regime is the same in both relativistic
and nonrelativistic physics, whereas the treatment of electromagnetic multipole radiation
emission and absorption is fully within the relativistic regime. The spectrum of classi-
cal electromagnetic zero-point radiation is invariant under Lorentz transformation, and we
should expect that the spectrum will be preserved only by a relativistic classical scattering
system. Here we give the first example of a relativistic scattering calculation; indeed it
involves equilibrium at the zero-point radiation spectrum.
3. Outline of the Article
We start out by reviewing the treatment of random radiation within classical physics.
We follow this with a review of the exact steady-state behavior of a point harmonic oscillator
when located in a bath of random radiation. Then we repeat the calculation in a form in-
volving energy balance for energy absorption and emission, since this is the form which will
be used for the quadrupole terms appearing for non-zero amplitude. After demonstrating
that the average oscillator amplitude can be obtained correctly from the energy balance at
the fundamental frequency of the oscillator, we turn to energy balance at the first harmonic
of the oscillator frequency when the oscillator amplitude is non-zero. We first calculate
the energy absorbed by the oscillator from the random radiation spectrum during a short
time interval τ, and then we obtain the radiation emission. We find that energy balance
at the first harmonic requires that the radiation per normal mode at the first harmonic
should be double the energy per normal mode at the fundamental. This is precisely the
statement that the spectrum of random radiation must correspond to the zero-point radi-
ation spectrum which is linear in frequency. Our calculation demonstrates explicitly that
classical scattering by this relativistic system does not lead to the Rayleigh-Jeans spectrum
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but rather to Lorentz-invariant zero-point radiation. We then explain why we expect the
detailed balance to extend to all the radiation harmonics of the harmonic-oscillator system.
Finally, we comment upon our current understanding of blackbody radiation within classical
physics.
II. SET-UP FOR THE DETAILED-BALANCE CALCULATION
A. Random Classical Electromagnetic Radiation
We consider a large volume V containing source-free isotropic random radiation. The
random radiation present in the enclosure of volume V can be given as a sum over plane
waves with periodic boundary conditions[12]
E(r,t) =
∑
k
2∑
λ=1
ǫ̂(k, λ)h(ω) cos[k · r− ωt+ θ(k, λ)] (1)
B(r,t) =
∑
k
2∑
λ=1
k̂ × ǫ̂(k, λ)h(ω) cos[k · r− ωt+ θ(k, λ)] (2)
where the wave vector k takes the values k =x̂l2π/a+ ŷm2π/a+ ẑn2π/a for l, m, n running
over all positive and negative integers, the constant a is the length of a side of the box for
periodic boundary conditions with volume V = a3, the random phases θ(k, λ) are distributed
independently and uniformly[13] over the interval (0, 2π], and the amplitude is given by
h(ω) =
(
8πE(ω)
a3
)1/2
(3)
where E(ω) is the energy per radiation normal mode of frequency ω = ck = c|k|. Because our
calculations will seem complicated, we will introduce compact notations.[14] The random
electric and magnetic fields in Eqs. (1) and (2) will be written compactly as
E(r,t) =
∑
µ,k,λ
ǫ̂
h
2
FRA (4)
B(r,t) =
∑
µ,k,λ
k̂ × ǫ̂
h
2
FRA (5)
where in addition to the sums over k and λ, we include the sum over µ = ±1,∑
µ
f(µ) = f(−1) + f(+1) (6)
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for any function f(µ). Here the abbreviated notation writes ǫ̂ for ǫ̂(k, λ), h for h(ω), and
F = exp[iµk · r], (7)
R = exp[−iµωt], (8)
and
A = exp[iµθ(k, λ)]. (9)
B. Dipole Oscillator in a Harmonic Oscillator Potential
The charged particle of mass m and charge e, constrained to move along the x-axis in a
harmonic potential, has the equation of motion (for small amplitude)
mx¨ = −mω20x+mΓ
...
x + eEx(0, t) (10)
where the energy emission and absorption has been evaluated in the point dipole radiation
limit, and where Γ = 2e2/(3mc3). Here the radiation damping term mΓ
...
x includes only
the electric dipole radiation emission, (and not the damping associated with the electric
quadrupole or higher multipole moments), and the driving radiation field E(r, t) is evaluated
at the center of the oscillator, r = 0. This linear equation has been solved many times
before.[12] In our compact notation of Eq. (4), the (real) steady-state solution takes the
form
x(t) =
e
2m
∑
µ,k,λ
ǫxh
RA
C
(11)
where the symbol C stands for
C = − (µω)2 + ω20 − iΓ (µω)
3 . (12)
The factor F (appearing in Eq. (7)) does not appear in Eq. (11) because the driving electric
field is evaluated at r = 0.
The average value of x2 can be evaluated as
〈
x2
〉
=
〈 e
2m
∑
µ1,k1,λ1
ǫx1h1
R1A1
C1
 e
2m
∑
µ2,k2,λ2
ǫx2h2
R2A2
C2
〉
=
( e
2m
)2 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫx1ǫx2h1h2
R1R2
C1C2
〈A1A2〉 (13)
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Now averaging over the random phases θ(k,λ), we have
〈A1A2〉 = 〈exp[iµ1θ(k1, λ1)] exp[iµ2θ(k2, λ2)]〉
= δµ1,−µ2δk1,k2δλ1,λ2 = δ1(−2) (14)
where the last expression δ1(−2) involves a short-hand notation. Now summing over the
Kronecker delta terms arising in Eq. (14), equation (13) becomes
〈
x2
〉
=
( e
2m
)2 ∑
µ1,k1,λ1
ǫ2x1h
2
1
R1R(−1)
C1C(−1)
= 2
( e
2m
)2 ∑
k1,λ1
ǫ2x1h
2
1
1
C1C(−1)
(15)
since ǫ̂(k, λ) and h(ω) are independent of µ, while R1R(−1) = 1, and C1C(−1) = (−ω
2 −
ω20)
2 + (Γω3)2.
Next we assume that the distance a used for the periodic boundary conditions on the
radiation is very large so that the sum can be approximated as an integral,. Therefore we
can write
kx = l
2π
a
, ky = m
2π
a
, kz = n
2π
a
, (16)
and ∑
λ
ǫ2x =
k2 − k2x
k2
, (17)
and so approximate the sums as∑
k,λ
ǫ2x =
∑
l,m,n
∑
λ
ǫ2x ≈
( a
2π
)3 ∫
d3k
∑
λ
ǫ2x =
( a
2π
)3 ∫
d3k
(k2 − k2x)
k2
. (18)
Choosing x as the polar axis, the needed angular integration over k involves∫
dΩ(1− cos2 θ) =
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ(1− cos2 θ) = 8π/3. (19)
Then using Eqs. (3), (12), (18),and (19), we have
〈
x2
〉
= 2
( e
2m
)2 ( a
2π
)3 ∫ ∞
0
dωω2
c3
8π
3
(
8πE(ω)
a3
)
1
(−ω2 + ω20)
2 + (Γω3)2
≈
4
3π
( e
m
)2 ω20E(ω0)
c3
∫
∞
0
dω
1
(2ω0)2(−ω + ω0)2 + (Γω3)2
=
4
3π
( e
m
)2 ω20E(ω0)
c3
π
2ω40
(
3mc3
2e2
)
=
E(ω0)
mω20
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where we have assumed that the integrand is sharply peaked at ω0 and therefore have
substituted ω0 for every appearance of ω, except where the combination ω − ω0 occurs.
Also, we have evaluated the integral as∫
∞
0
dω
1
(2ω0)2(−ω + ω0)2 + (Γω3)2
≈
∫
∞
−∞
dω
1
(2ω0)2(−ω + ω0)2 + (Γω30)
2
=
π
2ω0Γω30
=
π
2ω40
(
3mc3
2e2
)
(20)
using ∫
∞
−∞
dx
a2x2 + b2
=
π
ab
. (21)
Thus we find 〈
x2
〉
=
E(ω0)
mω20
. (22)
We notice that the average amplitude of the motion decreases as the mass m increases for
fixed ω0.
III. GENERAL SCATTERING CALCULATION
The steady-state solution in Eq. (11) is exact for the linear equation given in Eq. (10).
However, equation (10) is only an approximation to the actual physical situation because
it ignores the non-zero amplitude of the oscillator motion. Often one speaks of a “point”
dipole oscillator. The condition for the “relativistic” compatibility of the motion is that
|ω0x| << c so that the charged particle speed is small compared to the speed of light.
However, even if this conditon is satisfied, equation (10) still ignores the radiation emission
and absorption associated with the non-zero excursion of the charged particle. The solution
in Eq. (11) holds for a point dipole oscillator whose excursion is so small that the dipole
approximations may be applied consistently and radiation at all the higher harmonics can be
ignored. We wish to show that this same expression given in Eq. (11) holds even when we
consider the radiation emission and absorption associated with a finite non-zero excursion
of the oscillator where the radiation at the harmonics is treated in detail.
In order to proceed with the more complicated analysis, we first simplify. We drop the
radiation damping term (to be treated later) in Eq. (10), and consider only the driving by
the random radiation where we now include the first correction in our approximation, so
that
Ex(̂ix, t) ≈ Ex(0, t) + x[∂x′Ex(̂ix
′, t)]x′=0 + ..., (23)
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giving an equation of motion for the oscillator
x¨ = −ω20x+ (e/m)
{
Ex(0, t) + x[∂x′Ex(̂ix
′, t)]x′=0 + ...
}
. (24)
We will use this equation to calculate the energy absorbed by the oscillator from the radiation
during a short time interval τ , and then will treat separately the energy emitted by the
oscillator into the radiation field.
We write a series expansion for the oscillator displacement
x = x1 + x2 + x3 + ... (25)
where the subscript refers to the number of factors of h which appear in the steady-state
expression. Substituting this expansion into Eq. (24), we can separate the terms depending
on the number of powers of h. In first order in h, we have
x¨1 = −ω
2
0x1 + (e/m)Ex(0, t), (26)
whereas in second order, we find
x¨2 = −ω
2
0x2 + (e/m)x[∂x′Ex(̂ix
′, t)]x′=0. (27)
A. Energy Balance Calculation for the Dipole Terms
Equation (26) corresponds to the same approximations as in Eq. (10) except that the
radiation damping term has been omitted. Thus equation (26) has no energy-loss mechanism
while it is driven by the forcing term. The solution of the differential equation (26) will
involve the sum x1 = x1c + x1p of a particular solution x1p of the full equation (26) and a
complementary solution x1c of the homogeneous equation, chosen so as to meet the initial
conditions for the displacement and velocity of the oscillator at time t = 0. We are interested
in energy balance, and so we will calculate the average amount of energy delivered to the
oscillator by the forcing electromagnetic field during a short time interval τ, and will then
balance this energy against the energy radiated by the oscillator during this same short
time interval τ. Both the amount of energy absorbed and the amount of energy emitted
by the oscillator may depend upon the displacement and velocity of the oscillator at time
t = 0. Since we have the solution for the oscillator motion in the dipole approximation, we
will take the initial conditions from the full solution given in Eq. (10). Of course, since
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we have the full solution for the dipole approximation, we could use this solution directly
when calculating the energy absorption and emission in the dipole case. However, since
in calculating the quadrupole energy absorption and emission, we will not have the exact
solution, it seems wise to show the consistency of the basic procedure even though this is
redundant in the dipole case.
Provided ω 6= ω0, a particular solution of Eq. (26) corresponds to the steady-state solution
obtained from the driving field in Eq. (1),
x1p =
e
2m
∑
µ,k,λ
ǫxh
RA
D
(28)
where
D = −(µω)2 + ω20. (29)
The summand in Eq. (28) diverges at ω = ω0. The complementary solution to Eq. (26) is
a solution to the homogeneous equation, so that
x1c = X cosω0t+ Y sinω0t =
1
2
∑
µ0
(X + iµ0Y )R0 (30)
where R0 = exp[−iµ0ω0t]. The constants X and Y are determined such that at time t = 0,
there is agreement with Eq. (11), so
x1c(0) = x(0)− x1p(0) (31)
and
x˙1c(0) = x˙(0)− x˙1p(0), (32)
However, the terms x(0) and x˙(0) from Eq. (11) are finite at ω = ω0 and will not contribute
to resonant energy pick-up from the driving electric field. Therefore these terms can be
omitted. Thus we need only x1c(0) ≈ −x1p(0) and x˙1c(0) ≈ −x˙1p(0) from Eqs. (28) and
(30), giving
X = −
e
2m
∑
µ,k,λ
ǫxh
A
D
(33)
and
ω0Y = −
e
2m
∑
µ,k,λ
ǫxh(−iµω)
A
D
. (34)
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Then the complementary solution in Eq. (30) can be written as
xc =
1
2
∑
µ0
[(
−
e
2m
∑
µ,k,λ
ǫxh
A
D
)
+ iµ0
(
−
e
2m
∑
µ,k,λ
ǫxh
(−iµω)
ω0
A
D
)]
R0
=
−1
2
e
2m
∑
µ0
∑
µ,k,λ
ǫxh
A
D
(
1 +
µ0µω
ω0
)
R0. (35)
The energy absorbed from the random radiation in the x1 approximation for the oscillator
displacement is
W1 =
∫ τ
0
dtx˙1eEx(0, t) =
∫ τ
0
dt(x˙1c + x˙1p)eEx(0, t)
=
∫ τ
0
dtx˙1ceEx(0, t) +
∫ τ
0
dtx˙1peEx(0, t). (36)
We first consider the last term involving x˙1p in Eq. (28) and Ex(0, t) in Eq. (4). Taking
the average over the random phases, we are dealing with
〈∫ τ
0
dtx˙1peEx(0, t)
〉
=
〈∫ τ
0
dt
 e
2m
∑
µ1,k1,λ1
ǫx1h1(−iµ1ω1)
R1A1
D1
 e
 ∑
µ1,k2,λ2
ǫ̂2
h2
2
R2A2
〉
=
∫ τ
0
dt
e2
2m
∑
µ1,k1,λ1
∑
µ1,k2,λ2
ǫx1ǫx2h1
h2
2
(−iµ1ω1)
R1R2
D1
〈A1A2〉 (37)
where 〈A1A2〉 is given in Eq. (14). Now summing over the second set of indices, we have〈∫ τ
0
dtx˙1peEx(0, t)
〉
=
∫ τ
0
dt
e2
2m
∑
µ1,k1,λ1
ǫ2x1h
2
1
(−iµ1ω1)
2D1
= 0, (38)
since ǫ2x1 and h
2
1are independent of µ1 while the expression in Eq. (38) contains exactly one
factor of µ1 = ±1.
The average over the random phase for the term involving x˙c in Eq. (36) involves Eqs.
11
(35) and (4), giving
〈W1〉 =
〈∫ τ
0
dtx˙1ceEx(0, t)
〉
=
〈∫ τ
0
dt
−1
2
e
2m
∑
µ0
∑
µ1,k1,λ1
ǫx1h1
A1
D1
(
1 +
µ0µ1ω1
ω0
)
(−iµ0ω0)R0

×e
 ∑
µ1,k2,λ2
ǫ̂2
h2
2
R2A2
〉 (39)
=
−1
2
∫ τ
0
dt
e2
2m
∑
µ0
∑
µ1,k1,λ1
ǫx1h1
D1
(
1 +
µ0µ1ω1
ω0
)
(−iµ0ω0)
∑
µ1,k2,λ2
ǫ̂2
h2
2
R0R2 〈A1A2〉
=
−1
4
e2
2m
∑
µ0
∑
µ1,k1,λ1
ǫ2x1h
2
1
D1
(
1 +
µ0µ1ω1
ω0
)
(−iµ0ω0)
∫ τ
0
dtR0R(−1) (40)
where we have averaged over the random phases as in Eq. (14) and then summed over
µ2, k2, and λ2. Now we need the integral∫ τ
0
dtR0R(−1) =
∫ τ
0
dt exp[−i(µ0ω0 − µ1ω1)t]
=
1− exp[−i(µ0ω0 − µ1ω1)τ ]
i(µ0ω0 − µ1ω1)
. (41)
Then combining Eqs. (40) and (41), we have
〈W1〉 =
1
4
e2
2m
∑
k1,λ1
ǫ2x1h
2
1
D1
∑
µ0
∑
µ1
(ω0 + µ0µ1ω1)µ0
1− exp[−i(µ0ω0 − µ1ω1)τ ]
(µ0ω0 − µ1ω1)
. (42)
Only if µ0 = µ1 will we have a resonant denominator involving ω− ω0. Therefore retaining
only the resonant terms, we write
〈W1〉 =
1
4
e2
2m
∑
k1,λ1
ǫ2x1h
2
1
D1
∑
µ0
(ω0 + ω1)
1− exp[−i(µ0ω0 − µ0ω1)τ ]
(ω0 − ω1)
(43)
=
1
2
e2
2m
∑
k1,λ1
ǫ2x1h
2
1
1− cos[(ω0 − ω1)τ ]
(ω0 − ω1)2
, (44)
where we have used∑
µ0
1− exp[−i(µ0ω0 − µ0ω1)τ ]
(ω0 − ω1)
=
2− 2 cos[(ω0 − ω1)τ ]
(ω0 − ω1)
. (45)
Now we need to use Eqs. (18) and (19) so as to convert from sums to integrals. Then we
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have
〈W1〉 =
1
2
e2
2m
( a
2π
)3 ∫ ∞
0
dkk2
8π
3
(
8πE(ω)
a3
)
1− cos[(ω0 − ω1)τ ]
(ω0 − ω1)2
≈
1
2
e2
2m
( a
2π
)3 1
c3
∫
∞
−∞
dωω20
8π
3
(
8πE(ω0)
a3
)
1− cos[(ω0 − ω1)τ ]
(ω0 − ω1)2
=
1
2
e2
2m
( a
2π
)3 1
c3
ω20
8π
3
(
8πE(ω0)
a3
)
πτ
=
2
3
e2
m
1
c3
ω20
(
E(ω0)
1
)
τ (46)
where we have used[15] ∫
∞
−∞
dx
1− cos(xτ)
x2
= πτ. (47)
The average energy 〈Wp〉 radiated by an electric dipole during a time τ is given by
Larmor’s formula
〈Wp〉 =
2
3
e2
c3
ω40
〈
x2
〉
τ. (48)
Comparing the energy pick-up in Eq. (46) and loss in Eq. (48), we have
2
3
e2
m
1
c3
ω20
(
E(ω0)
1
)
τ =
2
3
e2
c3
ω40
〈
x2
〉
τ. (49)
or 〈
x2
〉
=
E(ω0)
mω20
, (50)
exactly as found above in Eq. (22).
B. Energy Balance for the Quadrupole Terms
Now we treat the energy balance involving the quadrupole moment when the oscillator
behavior is given by the same random motion as was determined using the dipole approxi-
mation for radiation. We now consider the terms in Eq. (24) which involve two factors of
h, arising from Eq. (11) and Eq. (1),
x¨2 = −ω
2
0x2 + (e/m)x[∂xEx(̂ix, t)]x=0.
= −ω20x2 +
e
m
 e
2m
∑
µ1,k1,λ1
ǫx1h1
R1A1
C1
 ∑
µ2,k2,λ2
ǫx2
h2
2
(iµ2kx2)R2A2
 (51)
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Once again, we can solve this differential equation in terms of the sum of a particular
solution x2p and a complementary solution x2c of the homogeneous equation. From the
time dependence in R1 and R2, we can obtain the particular solution x2p as
x2p =
( e
2m
)2 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫx1h1ǫx2h2(iµ2kx2)
R1R2
C1D1+2
A1A2 (52)
where
D1+2 = −(µ1ω1 + µ2ω2)
2 + ω20. (53)
The complementary solution involves x2c(t) = X cosω0t + Y sinω0t, when x2(0) = x2c(0) +
x2p(0) and x˙2(0) = x˙2c(0)+ x˙2p(0). Now we are taking the oscillator behavior as unchanged
from the radiation dipole behavior so that x2(0) = 0 and x˙2(0) = 0, so therefore x2c(0) =
−x2p and x˙2c(0) = −x˙2p. Then noting
x2c = X cosω0t + Y sinω0t =
1
2
∑
µ0
(X + iµ0Y)R0, (54)
we find
X = −
( e
2m
)2 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫx1h1ǫx2h2(iµ2kx2)
A1A2
C1D1+2
(55)
and
ω0Y = −
( e
2m
)2 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫx1h1ǫx2h2(iµ2kx2)[−i(µ1ω1 + µ2ω2)]
A1A2
C1D1+2
, (56)
so that
x2c = −
1
2
∑
µ0
( e
2m
)2 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫx1h1ǫx2h2(iµ2kx2)
[
1 + µ0
(µ1ω1 + µ2ω2)
ω0
]
A1A2
C1D1+2
R0
(57)
and
x˙2c = −
1
2
∑
µ0
( e
2m
)2 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫx1h1ǫx2h2(iµ2kx2)
[
1 + µ0
(µ1ω1 + µ2ω2)
ω0
]
×
A1A2
C1D1+2
(−iµ0ω0)R0. (58)
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We want to find the average power absorbed by the oscillator in connection with x2 during
the short time interval τ,
〈W2〉 =
〈∫ τ
0
dtx˙2eEx(̂ix, t)
〉
=
〈∫ τ
0
dtx˙2e[Ex(0, t) + x[∂x′Ex(̂ix
′, t)]x′=0 + ..., ]
〉
=
〈∫ τ
0
dtx˙2ex[∂x′Ex(̂ix
′, t)]x′=0
〉
=
〈∫ τ
0
dt(x˙2c + x˙2p)ex[∂x′Ex(̂ix
′, t)]x′=0
〉
(59)
where we have dropped the term
〈∫ τ
0
dtx˙2eEx(0, t)
〉
because it involves an odd number of
random phases A and hence vanishes. Now the term
〈∫ τ
0
dt(x˙2p)ex[∂xEx(̂ix, t)]x=0
〉
in
Eq.(59) also vanishes because it involves four sums over µ but an odd number of factors
of µ: one factor of µ appearing in Eq. (52), one factor of µ appearing from the time
derivative, and a third factor of µ appearing from the spatial derivative of the electric field.
The calculation is analogous to that for the term
〈∫ τ
0
dtx˙1peEx(0, t)
〉
which vanished in Eq.
(38).
This leaves
〈W2〉 =
〈∫ τ
0
dt(x˙2c)ex[∂x′Ex(̂ix
′, t)]x′=0
〉
(60)
where
ex[∂x′Ex(x̂x
′, t)]x′=0
= e
 e
2m
∑
µ3,k3,λ4
ǫx3h3
R3A3
C3
 ∑
µ4,k4,λ4
ǫx4
h4
2
(iµ4kx4)R4A4
 . (61)
Introducing Eqs. (58) and (61) into Eq. (60), we obtain an expression with an odd
number of sums over µ and an odd number of factors of µ,
〈W2〉 =
〈∫ τ
0
dt
(
−
1
2
)∑
µ0
( e
2m
)2 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫx1h1ǫx2h2(iµ2kx2)
[
1 + µ0
(µ1ω1 + µ2ω2)
ω0
]
×
A1A2
C1D1+2
(−iµ0ω0)R0 e
 e
2m
∑
µ3,k3,λ4
ǫx3h3
R3A3
C3
 ∑
µ4,k4,λ4
ǫx4
h4
2
(iµ4kx4)R4A4
〉
=
(
−
1
4
)∑
µ0
e
( e
2m
)3 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
∑
µ3,k3,λ4
∑
µ4,k4,λ4
ǫx1ǫx2ǫx3ǫx4h1h2h3h4(iµ2kx2)(iµ4kx4)
×
[
1 + µ0
(µ1ω1 + µ2ω2)
ω0
]
(−iµ0ω0)
C1C3D1+2
〈A1A2A3A4〉
∫ τ
0
dtR0R3R4 (62)
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Now averaging over the random phases, we have
〈A1A2A3A4〉 = δ1(−2)δ3(−4) + δ1(−3)δ2(−4) + δ1(−4)δ2(−3). (63)
Resonant behavior will occur only when the random phase θ1 is matched with θ3 and the
phase θ2 is matched with θ4, so that the only term which is resonant and hence of interest is
the center term δ1(−3)δ2(−4) in Eq. (63). Taking only this center term and summing over the
indices labeled 3 and 4, while noting that ǫx and h do not depend on µ, while µ2µ(−2) = −1,
we have
〈W2〉 =
(
−
1
4
)∑
µ0
e
( e
2m
)3 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫ2x1ǫ
2
x2h
2
1h
2
2(k
2
x2)
×
[
1 + µ0
(µ1ω1 + µ2ω2)
ω0
]
(−iµ0ω0)
C1C(−1)D1+2
∫ τ
0
dtR0R(−1)R(−2) (64)
Now because the denominator involves C1C(−1) = [−(µ1ω1)
2+ω20− iΓ(µ1ω1)
3][−(−µ1ω1)
2+
ω20−iΓ(−µ1ω1)
3] = (−ω21+ω
2
0)
2+(Γω31)
2, while the constant Γ is assumed small, the function
in the sum over k1 is sharply peaked at ω1 = ω0. Then we approximate the sum over k1 by
an integral and set ω1 = ω0 everywhere except where the combination ω1−ω0 appears. We
extend the lower limit on the integral to −∞, and so evaluate the sum using Eqs. (18) and
(19) as∑
µ1,k1,λ1
ǫ2x1h
2
1
[
1 + µ0
(µ1ω1 + µ2ω2)
ω0
]
1
C1C(−1)
≈
∑
µ1
( a
2π
)3 ∫ ∞
0
dω1ω
2
0
c3
8π
3
(
8πE(ω0)
a3
)[
1 + µ0
(µ1ω0 + µ2ω2)
ω0
]
×
1
(2ω0)2(−ω1 + ω0)2 + (Γω30)
2
≈
∑
µ1
(
1
π
)3
ω20
c3
8π
3
(πE(ω0))
[
1 + µ0
(µ1ω0 + µ2ω2)
ω0
] ∫
∞
−∞
dx
1
(2ω0)2(x)2 + (Γω30)
2
=
∑
µ1
(
1
π
)3
ω20
c3
8π
3
(πE(ω0))
[
1 + µ0
(µ1ω0 + µ2ω2)
ω0
]
π
(2ω0)(Γω30)
=
∑
µ1
1
Γc3
4
3
E(ω0)
ω20
[
1 + µ0
(µ1ω0 + µ2ω2)
ω0
]
. (65)
Now the time integral needed in Eq. (64) is∫ τ
0
dtR0R(−1)R(−2) =
∫ τ
0
dt exp[(−iµ0ω0 + iµ1ω0 + iµ2ω2)t]
=
exp[(−iµ0ω0 + iµ1ω0 + iµ2ω2)τ ]− 1
−iµ0ω0 + iµ1ω0 + iµ2ω2
, (66)
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while the constant D1+2 is
D1+2 = [−(µ1ω1 + µ2ω2)
2 + ω20]. (67)
We will have resonance near ω2 ≈ 2ω0 only if µ1 = −µ0 = −µ2. Thus performing the sums
over µ1 and µ2, and retaining only the resonant terms, equation (64) becomes
〈W2〉 ≈
(
1
4
)∑
µ0
e
( e
2m
)3∑
µ1
∑
µ2,k2,λ2
ǫ2x2h
2
2(k
2
x2)
4E(ω0)
3Γc3ω20
[
1 + µ0
(µ1ω0 + µ2ω2)
ω0
]
×
(−iµ0ω0)
[−(µ1ω1 + µ2ω2)2 + ω20]
1− exp[(−iµ0ω0 + iµ1ω0 + iµ2ω2)τ ]
−iµ0ω0 + iµ1ω0 + iµ2ω2
≈
(
1
4
)∑
µ0
e
( e
2m
)3 ∑
k2,λ2
ǫ2x2h
2
2(k
2
x2)
4E(ω0)
3Γc3ω20
[
1 + µ0
(−µ0ω0 + µ0ω2)
ω0
]
×
(−iµ0ω0)
[−(−µ0ω0 + µ0ω2)2 + ω
2
0]
1− exp[(−iµ0ω0 − iµ0ω0 + iµ0ω2)τ ]
−iµ0ω0 − iµ0ω0 + iµ0ω2
. (68)
Next, summing over µ0, we reduce the expression to
〈W2〉 =
(
1
4
)
e
( e
2m
)3∑
k2,λ2
ǫ2x2(k
2
x2)
 h22 4E(ω0)3Γc3ω20
×
1
[2ω0 − ω2]
2− 2 cos[(2ω0 − ω2)τ ]
2ω0 − ω2
(69)
since
[−(−µ0ω0 + µ0ω2)
2 + ω20] = −(ω0 + ω2)
2 + ω20 = ω2(2ω0 − ω2). (70)
At this point, we convert the sum to an integral using Eq. (18) and note the angular
integration in k
∫
dΩ(1− cos2 θ) cos2 θ =
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ(1− cos2 θ) cos2 θ =
8π
15
, (71)
to obtain
〈W2〉 =
(
1
4
)
e
( e
2m
)3{( a
2π
)3 ∫
d3k
(k2 − k2x)
k2
(k2x2)
}(
8πE(ω2)
a3
)
×
4E(ω0)
3[2e2/(3mc3)]c3ω20
2− 2 cos[(2ω0 − ω2)τ ]
(2ω0 − ω2)
2
=
e2
8m2
{
1
π2
∫
∞
0
dω2ω
4
2
c5
8π
15
}
E(ω2)
E(ω0)
ω20
1− 1 cos[(2ω0 − ω2)τ ]
(2ω0 − ω2)
2 . (72)
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The expression involves resonance at ω2 = 2ω0. Thus we approximate all the terms in ω2 as
2ω0 except those which involve the resonant combination ω2− 2ω0, and we extend the lower
limit of integration to −∞. The needed integral is given in Eq. (47) so that
〈W2〉 =
e2
8m2
{
1
π2
(2ω0)
4
c5
8π
15
}
E(2ω0)
(
E(ω0)
ω20
)
πτ
=
(
16
15
)
e2(ω0)
2
m2c5
E(2ω0)E(ω0)τ. (73)
C. Radiation Emitted by the Quadrupole Moment
In order to obtain the radiation emitted by the quadrupole moment, we consider the
radiation emitted by a point charge moving along the x-axis, re(t) = îxe(t). The current
density is
Je(r, t) = eveδ
3[r− îxe(t)] = êix˙e(t){δ
3(r)−xe(t)∂xδ
3(r) + ...} (74)
The vector potential due to this current density is
Ae(r, t) =
∫
dt′
∫
d3r′
δ(t− t′ − |r− r′|/c)
|r− r′|
Je(r
′, t′)
c
=
∫
dt′
∫
d3r′
δ(t− t′ − |r− r′|/c)
c|r− r′|
{êix˙e(t
′){δ3(r′)−xe(t
′)∂x′δ
3(r′) + ...}
=
∫
dt′
∫
d3r′
δ(t− t′ − |r− r′|/c)
c|r− r′|
êix˙e(t
′)δ3(r′)
−
∫
dt′
∫
d3r′
δ(t− t′ − |r− r′|/c)
c|r− r′|
êix˙e(t
′)xe(t
′)∂x′δ
3(r′) + ...
=
êix˙e(t− r/c)
cr
+
∫
dt′
∫
d3r′∂x′
(
δ(t− t′ − |r− r′|/c)
c|r− r′|
)
êix˙e(t
′)xe(t
′)δ3(r′)
=
êix˙e(t− r/c)
cr
− ∂x
(
êix˙e(t− r/c)xe(t− r/c)
cr
)
+ ... (75)
The vector potential in Eq. (75) starts with the dipole term and then includes the quadrupole
term. For particle motion along a straight line, there is no magnetic dipole term. Now we
are interested in only the radiation from the moving charge e, and so we go to the radiation
zone. Furthermore, we are concerned with only the quadrupole contribution, which in the
radiation zone becomes
AeQ(r, t) ≈
êix¨e(t− r/c)[x/(rc)]xe(t− r/c)
cr
+
êix˙e(t− r/c)x˙e(t− r/c)[x/(rc)]
cr
(76)
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from the derivative dr/dx = x/r. Now we need the magnetic field BeQ = ∇×AeQ. Then
in the radiation zone, we have
BeQ ≈ −r̂×
{
êi
[ ...
x e(t− r/c)[x/(rc)]xe(t− r/c)
c2r
+
3x¨e(t− r/c)x˙e(t− r/c)[x/(rc)]
c2r
]}
(77)
Now treating the x-axis as the polar axis, the radiation power emitted per unit solid angle
is dP/dΩ = [c/(4π)]r2B2eQ, corresponding to
dP
dΩ
=
c
4π
e2
c4
(r̂ × î)2 {
...
x e(t− r/c)[x/(rc)]xe(t− r/c) + 3x¨e(t− r/c)x˙e(t− r/c)[x/(rc)]}
2
=
e2
4πc5
sin2 θ cos2 θ [
...
x e(t− r/c)xe(t− r/c) + 3x¨e(t− r/c)x˙e(t− r/c)]
2 (78)
To obtain the total power radiated, we integrate over all solid angles as∫
dΩ sin2 θ cos2 θ =
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ sin2 θ cos2 θ =
8
15
π (79)
Then the total power radiated by the quadrupole term is
PeQ =
2e2
15c5
[
...
x e(t− r/c)xe(t− r/c) + 3x¨e(t− r/c)x˙e(t− r/c)]
2 (80)
Inserting the expression for xe(t) given in Eq. (11), we have
〈PeQ〉 =
〈
2e2
15c5
 e
2m
∑
µ1,k1,λ1
ǫx1h1(−iµ1ω1)
3R1A1
C1
 e
2m
∑
µ2,k2,λ2
ǫx2h2
R2A2
C2

+3
 e
2m
∑
µ1,k1,λ1
ǫx1h1(−iµ1ω1)
2R1A1
C1
 e
2m
∑
µ2,k2,λ2
ǫx2h2(−iµ2ω2)
R2A2
C2
2〉 (81)
Upon squaring the square bracket in Eq. (81), we will be dealing with three terms. The
first term from inside the square bracket (corresponding to the square of the first line in Eq.
(81)) is
T1 =
 e
2m
∑
µ1,k1,λ1
ǫx1h1(−iµ1ω1)
3R1A1
C1
 e
2m
∑
µ2,k2,λ2
ǫx2h2
R2A2
C2

×
 e
2m
∑
µ3,k3,λ3
ǫx3h3(−iµ3ω3)
3R3A3
C3
 e
2m
∑
µ4,k4,λ4
ǫx4h4
R4A4
C4
 (82)
=
( e
2m
)4 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
∑
µ3,k3,λ3
∑
µ4,k4,λ4
ǫx1ǫx2ǫx3ǫx4h1h2h3h4 (83)
× (−iµ1ω1)
3(−iµ3ω3)
3R1R2R3R4A1A2A3A4
C1C2C3C4
(84)
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When we average over the random phases as in Eq. (63), this term becomes
〈T1〉 =
( e
2m
)4 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫ2x1ǫ
2
x2h
2
1h
2
2(−iµ1ω1)
3 [2(−iµ2ω2)
3 + (iµ1ω1)
3]
C1C(−1)C2C(−2)
(85)
since
R1R(−1) = exp[−iµ1ω1] exp[iµ1ω1] = 1. (86)
Now for small charge e, the function (C1C(−1))
−1 is sharply peaked at ω1 = ω0. The term
involving (−iµ1ω1)
3(−iµ2ω2)
3 is odd in both µ1 and µ2 and therefore will cancel completely.
We evaluate the remaining term in the usual way from Eqs. (15)-(22) as
〈T1〉 =
( e
2m
)2 ∑
µ1,k1,λ1
ǫ2x1h
2
1
(µ1ω1)
6
C1C(−1)
( e
2m
)2 ∑
µ2,k2,λ2
ǫ2x2h
2
2
1
C2C(−2)

=
[(
E(ω0)
mω20
)
ω60
](
E(ω0)
mω20
)
= ω60
〈
x2
〉2
(87)
The cross term in the square bracket in Eq. (81) is
T2 = 2
 e
2m
∑
µ1,k1,λ1
ǫx1h1(−iµ1ω1)
3R1A1
C1
 e
2m
∑
µ2,k2,λ2
ǫx2h2
R2A2
C2

× 3
 e
2m
∑
µ3,k3,λ3
ǫx3h3(−iµ3ω3)
2R3A3
C3
 e
2m
∑
µ4,k4,λ4
ǫx4h4(−iµ4ω4)
R4A4
C4
 (88)
= 6
( e
2m
)4 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
∑
µ3,k3,λ3
∑
µ4,k4,λ4
ǫx1ǫx2ǫx3ǫx4h1h2h3h4 (89)
× (−iµ1ω1)
3(−iµ3ω3)
2(−iµ4ω4)
R1R2R3R4A1A2A3A4
C1C2C3C4
(90)
When we average over the random phases as in Eq. (63), this term becomes
〈T2〉 = 6
( e
2m
)4 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫ2x1ǫ
2
x2h
2
1h
2
2(−iµ1ω1)
3
×
[(−iµ2ω2)
2(iµ2ω2) + (iµ1ω1)
2(−iµ2ω2) + (iµ1ω1)(−iµ2ω2)
2]
C1C(−1)C2C(−2)
. (91)
Only the last term in Eq. (91) is even both in the number of sums over µ and in the number
of factors of µ, and so does not vanish. We evaluate this term in the usual way as
〈T2〉 = 6
( e
2m
)2 ∑
µ1,k1,λ1
ǫ2x1h
2
1
ω41
C1C(−1)
( e
2m
)2 ∑
µ2,k2,λ2
ǫ2x2h
2
2
ω22
C2C(−2)

= 6
[(
E(ω0)
mω20
)
ω40
] [(
E(ω0)
mω20
)
ω20
]
= 6ω60
〈
x2
〉2
(92)
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The third term in the square bracket of Eq. (81) (corresponding to the square of the second
line of the equation) is
T3 = 9
 e
2m
∑
µ1,k1,λ1
ǫx1h1(−iµ1ω1)
2R1A1
C1
 e
2m
∑
µ2,k2,λ2
ǫx2h2(−iµ2ω2)
R2A2
C2

×
 e
2m
∑
µ3,k3,λ3
ǫx3h3(−iµ3ω3)
2R3A3
C3
 e
2m
∑
µ4,k4,λ4
ǫx4h4(−iµ4ω4)
R4A4
C4

= 9
( e
2m
)4 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
∑
µ3,k3,λ3
∑
µ4,k4,λ4
ǫx1ǫx2ǫx3ǫx4h1h2h3h4
× (−iµ1ω1)
2(−iµ2ω2)(−iµ3ω3)
2(−iµ4ω4)
R1R2R3R4A1A2A3A4
C1C2C3C4
(93)
When we average over the random phases as in Eq. (63), this term becomes
〈T3〉 = 9
( e
2m
)4 ∑
µ1,k1,λ1
∑
µ2,k2,λ2
ǫ2x1ǫ
2
x2h
2
1h
2
2(−iµ1ω1)
2
×
[2(iµ1ω1)(−iµ2ω2)
2(iµ2ω2) + (iµ1ω1)
2(−iµ2ω2)(iµ2ω2)]
C1C(−1)C2C(−2)
. (94)
Only the last term in Eq. (94) has an even number of terms both in the sums over µ and
in the number of factors of both µ1 and µ2 and so is nonvanishing. We evaluate this term
in the usual way as
〈T3〉 = 9
( e
2m
)2 ∑
µ1,k1,λ1
ǫ2x1h
2
1
ω41
C1C(−1)
( e
2m
)2 ∑
µ2,k2,λ2
ǫ2x2h
2
2
ω22
C2C(−2)

= 9
[(
E(ω0)
mω20
)
ω40
] [(
E(ω0)
mω20
)
ω20
]
= 9ω60
〈
x2
〉2
(95)
Summing the terms in Eqs. (87), (92), and (95), equation (81) becomes
〈PeQ〉 =
2e2
15c5
ω60
(
E(ω0)
mω20
)2
(1 + 6 + 9) =
32e2
15c5
ω60
(
E(ω0)
mω20
)2
. (96)
Equating the average energy absorbed at frequency 2ω0 in Eq. (73) with the average energy
emitted at 2ω0 from Eq. (96) during the short time interval τ , we have(
16
15
)
e2(ω0)
2
m2c5
E(2ω0)E(ω0)τ. =
32e2
15c5
ω60
(
E(ω0)
mω20
)2
τ. (97)
Energy balance requires
E(2ω0) = 2E(ω0). (98)
This condition states that the spectrum is linear in frequency, which is precisely the char-
acter of the Lorentz-invariant spectrum of zero-point radiation.
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IV. COMMENTS ON THE PHYSICAL SITUATION
A. Higher Multipoles and Radiation
The mechanical harmonic-oscillator scattering system which we have considered may be
regarded as relativistic provided that ω20 〈x
2〉 << c2. The usual point-dipole approximation
for both the mechanical motion and the interaction with radiation corresponds to the limit
〈x2〉 → 0 while e2 → ∞ in such a way that the dipole moment squared p2 is finite p2 =
e2 〈x2〉 = const. In the limit 〈x2〉 → 0, the mechanical system clearly satisfies the limit
of nonrelativistic speed, and all the radiation emission and absorption takes place at the
fundamental frequency; there is no radiation interaction at the harmonics since all the
higher multipole moments above the dipole moment vanish. In the analysis of the present
article, we avoid the limit 〈x2〉 → 0. The amplitude of oscillator motion is required to
be so small that the speed of the particle is nonrelativistic, but the quadrupole moment is
non-vanishing. The quadrupole moment involves two factors of length (not just the one
factor of length needed for the dipole moment) and so vanishes in the usual point-dipole
limit. Indeed, all the multipole moments above the dipole moment have additional factors
of length and so require a non-zero amplitude of motion in order to remain non-zero.
B. Role of the Constant c
The mechanical motion of the oscillator involves no factors of the speed of light c so long
as the speed v of the oscillator is small v << c. On the other hand, the radiation energy
emitted and the radiation energy absorbed at each harmonic involve the same number of
factors of c, so that the condition of radiation balance, harmonic-by-harmonic, gives no
role for the ratio v/c. Thus the radiation at the fundamental frequency involves factors of
c−3 for both the emitted radiation and the absorbed radiation, as seen in Eq. (49), while
the radiation at the first harmonic involves balancing factors of c−5, as seen in Eq. (97).
Accordingly, as far as an analysis harmonic-by-harmonic is involved, there is no connection
between the oscillator speed v and the radiation speed c. It is only when we sum the series for
the radiation emission or absorption that we discover that there is a singularity associated
with the radiation interaction when the particle speed v approaches the speed of light c.[16]
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C. Adiabatic Invariance
In the past, it has been shown that the adiabatic invariance of the point harmonic oscil-
lator fits with the adiabatic invariance of classical electromagnetic zero-point radiation.[17]
Thus as the frequency of the oscillator is changed adiabatically, the harmonic oscillator
remains in radiation balance with the zero-point radiation. In the earlier work, it was em-
phasized that the adiabatic invariance in the presence of radiation depended crucially upon
the absence of any interaction with radiation harmonics. Based upon the present work, we
see that this adiabatic invariance extends beyond the point oscillator out to an oscillator
of finite non-zero amplitude. A small oscillator of non-zero excursion has detailed balance
with zero-point radiation at higher harmonics. Since the zero-point radiation is invariant
under a σltU−1-scale transformation[18], the adiabatic invariance under a change of oscillator
frequency will continue for a harmonic oscillator of small but non-zero amplitude.
D. Limitations on the Approximation
The charged particle in a harmonic-oscillator potential which is used in the calculation
of this article has a distinct limitation. As described here, the system involves acceleration-
based radiation emission, but does not allow any velocity-dependent damping proportional
to the random radiation which is present. Thus our description does not allow the treatment
of random radiation involving velocity-dependent damping. Now thermal radiation has a
preferred inertial frame, and any particle moving relative to this preferred inertial frame
will experience a velocity-dependent damping proportional to the thermal radiation which
is present.[19] On the other hand, zero-point radiation is Lorentz invariant and so involves
no velocity-dependent damping. The mathematical description used in the present article is
accurate for zero-point radiation only and does not extend to thermal radiation at non-zero
temperature.
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V. DISCUSSION OF THE CONNECTION BETWEEN BLACKBODY RADIA-
TION AND RELATIVITY
A. Relativistic Invariance is Strongly Restrictive
The basic physical ideas involved in the present calculation are not well known and deserve
a broader audience. Many physicists are unaware of the restrictive nature of the requirement
that a system should be relativistic. The first three conservation laws of dynamics, asso-
ciated with symmetries under space translations, time translations, and rotations, involve
conservation of linear momentum, energy, and angular momentum; these conservation laws
appear in both nonrelativistic and relativistic theories. However, the fourth conservation
law associated with Galilean symmetry or relativistic symmetry is quite different between
nonrelativistic and relativistic systems.[20] The conservation law for Galilean invariance of
nonrelativistic dynamics essentially repeats the information of the law of conservation of
linear momentum and so gives no restrictions on allowed nonrelativistic systems. On the
other hand, the conservation law associated with Lorentz invariance has profound limita-
tions on which systems are relativistic. For example, the no-interaction theorem of Currie,
Jordan, and Sudarshan[21] states that any relativistic interaction between particles beyond
point interactions requires the introduction of a field theory, and relativistic field theories
are restricted still further.
B. Simplest Equilibrium Radiation Spectra
Within classical physics, there are two spectra for electromagnetic radiation which take
particularly simple forms. One of these is the Rayleigh-Jeans spectrum which associates
the same energy (taken as kBT ) with every radiation normal mode. This spectrum involves
one parameter, the energy kBT per normal mode, and does not distinguish any length or
any frequency. This spectrum is associated with nonrelativistic physics and in particular
with the equipartition theorem of nonrelativistic classical statistical mechanics.
The second simple radiation spectrum is that of classical electromagnetic zero-point radi-
ation which has an energy linear in the frequency (energy taken as ~ω/2) with every radiation
normal mode. Again, this spectrum involves one parameter ~ with units corresponding to
an angular momentum or to an energy × time, and does not distinguish any length or fre-
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quency. The spectrum is associated with relativity; zero-point radiation is the unique (up
to a multiplicative constant) Lorentz-invariant spectrum of random classical radiation, and
it takes the same form in every inertial frame.
It is striking that the Planck blackbody radiation spectrum including zero-point radi-
ation is the smoothest possible interpolation between the Rayleigh-Jeans spectrum at low
frequencies and the zero-point radiation spectrum at high frequencies.[22]
C. Scatterers for Classical Radiation Equilibrium
Electromagnetic radiation can not bring itself to equilibrium. Rather, there must be
some mechanical scattering system, some “black” particle (a particle which scatters radiation
toward the equilibrium spectrum), which enforces the radiation equilibrium. Since radiation
equilibrium is determined by a mechanical system, we certainly expect that the nature of
the scattering system will influence the radiation equilibrium spectrum. Indeed for classical
mechanical systems, nonrelativistic scatterers leave the Rayleigh-Jeans spectrum unchanged,
while relativistic scatterers leave the zero-point spectrum unchanged.
The simplest scattering system which allows a transition corresponding to that found for
the Planck spectrum (including zero-point radiation) between the Rayleigh-Jeans spectrum
at low frequency and the zero-point spectrum at high frequency is that of a charged particle
of charge e and mass m in a Coulomb potential where the ratio mc2/kBT provides the
mechanical transition parameter matching the radiation transition parameter ~ω/kBT. We
notice that for the Coulomb potential, high mechanical mass m is associated with high
frequency ω. The Coulomb potential is one of the few mechanical systems where large mass
m is associated with high frequency, and small mass m is associated with low frequency.
D. Harmonic Oscillator Scatterers
Although hydrogen-like scatterers involving a Coulomb potential are the relativistic sys-
tems which are expected to scatter classical electromagnetic radiation toward the Planck
spectrum with zero-point radiation, it seems exceedingly difficult to work with the Coulomb
potential as a scatterer. On the other hand, it is vastly easier to treat a charged har-
monic oscillator as a scattering system for electromagnetic radiation. Indeed, at the end of
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the 19th century, Planck calculated the behavior of a charged harmonic oscillator taken in
the point-size limit when bathed in random classical electromagnetic radiation. Although
Planck had initially hoped that the oscillators would serve as “black” particles and deter-
mine the spectrum of electromagnetic radiation, it became clear that small (point-limit)
harmonic oscillator systems simply acquired an energy which matched the energy of the
radiation normal modes at the oscillator frequency. A point harmonic dipole oscillator did
not determine the equilibrium radiation spectrum. Acting as a scatterer, the oscillator may
change the angular distribution of the radiation, but the point oscillator did not change the
frequency spectrum of the random electromagnetic radiation. Planck subsequently turned
to statistical mechanics for the harmonic oscillator in an attempt to understand equilibrium
for the electromagnetic radiation. And the application of the nonrelativistic equipartition
theorem to an oscillator scatterer is still used in physics textbooks as a way of obtaining the
Rayleigh-Jeans radiation spectrum.[8]
E. Extensions for Harmonic Oscillator Scatterers
We wish to avoid the use of statistical mechanics in our exploration of radiation equilib-
rium, but we would like to use the calculational simplicity of harmonic oscillator systems.
Now point oscillator systems are unsatisfactory because they interact with random radiation
at a single frequency. However, there are two natural extensions of the point-limit harmonic
oscillator system which will bring the system into contact with the full radiation spectrum.
One involves the introduction of a small nonlinear term in the harmonic oscillator poten-
tial so as to introduce higher harmonics in the oscillator mechanical motion. The second
possible modification is the consideration of all the radiation harmonics associated with a
charged particle in a purely harmonic potential but with an amplitude of finite, non-zero
excursion.
1. Nonlinear-Oscillator Scatterer
The radiation scattering due to an oscillator with a small nonlinear term was considered
in 1976.[10] The introduction of a small nonlinear term in the harmonic-oscillator potential
leads to mechanical motion which involves harmonics of the basic oscillator motion so that
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the particle displacement becomes x(t) = a1 cos(ω0t + φ1) + a2 cos(2ω0t + φ2) + .... The
ratio an/a1 of the amplitudes an compared to the initial harmonic-oscillator amplitude a1
depends upon the arbitrary strength of the nonlinear term in the potential. Although
radiation emission and absorption are still treated in the dipole approximation, the presence
of the harmonics in the mechanical motion brings the oscillator into contact with not only the
radiation at the fundamental oscillator frequency ω0 but also the radiation at the multiples
nω0 of the fundamental frequency ω0. Although the ratios an/a1 may be arbitrary, it turns
out that the radiation spectrum which has the same energy per normal mode at every
frequency (the Rayleigh-Jeans spectrum) remains unchanged by scattering from this system.
Indeed, there have been several calculation, going back to van Vleck’s work of 1924 showing
that nonrelativistic nonlinear mechanical scattering systems treated in the dipole limit for
their radiation interaction leave the Rayleigh-Jeans spectrum invariant.[11]
2. Finite-Amplitude Harmonic Oscillator
The second possible extension of the small harmonic oscillator scatterer is what is treated
in the calculations of the present article. We consider not a change in the harmonic oscil-
lator mechanical potential but rather a calculation of the radiation emitted and absorbed
at the radiation harmonics of the fundamental oscillator frequency. The oscillator poten-
tial remains unchanged as a harmonic oscillator potential and the free oscillator motion
x(t) = a1 cos(ω0t + φ1) remains unchanged. However, relativistic classical electrodynam-
ics involves radiation at all the harmonics for any finite non-zero amplitude of oscillation.
Thus the relativistic aspects enter not through the mechanical oscillator motion but through
the radiation theory. Our analysis calculates the radiation energy balance for the sec-
ond harmonic corresponding to quadrupole radiation and shows that the spectrum which
remains unchanged is the zero-point radiation spectrum. This is the first classical scat-
tering calculation showing explicitly that a relativistic scattering system indeed leaves the
relativistically-invariant zero-point radiation spectrum unchanged.
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