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1. Introduction
A port-based modelling and analysis initially had been introduced in the 1960’s to treat complex,
multiphysics systems within a unified mathematical framework [21]. Each of these subsystems, may it
be of mechanical, electrical or thermal type etc. is described by its inner dynamics, usually by a system
of ODEs or PDEs, on the one hand, and ports, which enable the interconnection with other subsystems,
on the other hand. For port-Hamiltonian systems the notion of an energy has been highlighted, similar
to classical Hamiltonian systems. In contrast to the latter, however, the port-Hamiltonian formulation
allows besides conservative, i.e. energy preserving, elements also for dissipative, i.e. energy dissipating,
elements, e.g. frictional losses in mechanical systems or energy conversion in resistors within a electric
circuit, where the energy leaves the system in form of heat while the latter is not included in the model.
For the description and analysis of port-Hamiltonian systems in a geometrical way, in [22] the concept
of a Dirac structure had been introduced into the theory of port-Hamiltonian systems. These Dirac
structures have the very convenient property that (suitable) interconnections of Dirac structures again
give a Dirac structure (of higher dimension). The underlying models for the physical systems up to the
2000’s had been primarily finite-dimensional, i.e. the inner dynamics of the subsystems interconnected
via ports had usually been described by ODEs. Probably with the article [23] first attempts were made
to extend the developed finite-dimensional theory of port-Hamiltonian systems to infinite-dimensional
models, i.e. PDEs, and thereby filling in the gap between results on finite-dimensional systems and
infinite-dimensional port-Hamiltonian systems. E.g. first in [13], it has been demonstrated that for linear
infinite-dimensional port-Hamiltonian systems on an interval, i.e. evolution equations of the form
∂x
∂t
=
N∑
k=0
Pk
∂k(Hx)
∂ζk
(t, ζ), t ≥ 0, ζ ∈ (0, l)
with x(t, ·) ∈ L2(0, l;Kd) (where K = R or K = C) and for suitable Pk ∈ Kd×d and H : [0, 1] → Kd×d,
those boundary conditions (or, in a rather systems theoretic interpretation: linear closure relations) that
lead to generation of a bounded (even contractive, when L2(0, l;Kd) is equipped with an appropriate
energy norm) C0-semigroup can be characterised: Crucial is the dissipativity (w.r.t. the energy inner
product), which can be checked solely via a matrix criterion on the boundary conditions [12], [13]. Next
steps then have been sufficient conditions for asymptotic or uniform exponential stability of the system
[24], [25], [4]. Then followed efforts to generalise these results to PDE-ODE-systems, i.e. feedback control
via a finite-dimensional linear control system [17], [4], and non-linear boundary feedback [20], [18], [2].
Here, we want to push forward into a different direction and in a sort return to the beginnings of port-
Hamiltonian modelling: What happens, if we consider a network of infinite-dimensional port-Hamiltonian
subsystems instead of a single one, where the subsystems, just in the spirit of port-based modelling, are
coupled via boundary control and observation of the distinct port-Hamiltonian subsystems? To what
extend do the results on well-posedness (in the sense of semigroup theory) and stability extend to this
This work has been partly supported by Deutsche Forschungsgemeinschaft (Grant JA 735/8-1).
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network case? For special classes of PDE, especially the wave equation and several beam models, such
an analysis is not new by any means, see e.g. [26], [11], [14], [7] and [16].
Before giving an outline of the organisation of this paper, let us emphasise that for systems with
constant Hamiltonian energy densities Hi : [0, li] → Kdi×di , already alternative approaches to well-
posedness and stability are well-known. In particular, in that case it is often possible to determine (in an
analytical way or via sufficiently good numerical approximation) the eigenvalues of the total system up
to sufficient accuracy, and derive conclusions on well-posedness and stability. For non-constant Hi such
an approach is not that easily accessible, in particular there are situations, in which stability properties
of a port-Hamiltonian system are very sensitive to multiplicative perturbation by Hi, see e.g. [8] for an
astonishing counter example. Therefore, we deem the port-Hamiltonian approach as a legitimate way to
describe and analyse such systems.
This manuscript is structured as follows. Section 2 serves as an introduction to the (mainly standard)
notation we use throughout this paper, we recall some basic facts on (strongly continuous) semigroup
theory, and the notion of a port-Hamiltonian system is introduced. In Section 3, we recall previous results
on the well-posedness and stability of infinite-dimensional linear port-Hamiltonian systems on a one-
dimensional domain. We do this with the background of particular interconnection schemes which have
been considered up to now, and also comment on some of the techniques used to prove the corresponding
results. The subsequent Sections 4, 5 and 6 constitute the main sections of this paper: First, in Section
4 we provide the general well-posedness result for multi-port Hamiltonian systems interconnected in a
dissipative way: As for single port-Hamiltonian systems, a dissipative linear closure relation is already
enough to have existence of unique (strong) solutions for all initial data, and the solution depends
continuously on the initial datum, i.e. the initial datum to solution map is given by a strongly continuous
semigroup of linear operators. Secondly, the focus lies on asymptotic and exponential stability for closed
loop port-Hamiltonian systems, which we investigate in Section 5 under additional structural constraints,
e.g. the port-Hamiltonian systems being serially interconnected in a chain. Then, Section 6 is devoted to
systems consisting themselves of systems of port-Hamiltonian systems again which for complex structures
of the total system might be a helpful point of view for stability considerations. We illustrate the results
of the preceding sections by some applications networks of first order port-Hamiltonian systems and
of Euler-Bernoulli beam type. Finally, in Section 8 we rephrase the main aspects of this paper and
comment on further open or related problems. After that, some technical results on the Euler-Bernoulli
beam equation are collected in an appendix.
2. Preliminaries
2.1. Notation. Let us fix some notation. Throughout, the field K = R or C denotes real or complex
numbers and all Banach or Hilbert spaces appearing are K-Banach spaces or K-Hilbert spaces, respec-
tively. Without further notice, we assume that w.l.o.g. K = C whenever we consider eigenvalues of
operators. Note that this is no restriction since in case K = R we may always consider the complex-
ification of the involved operators and, e.g. for a generator A of a C0-semigroup (T (t))t≥0 on a real
Banach space X, the complexification AC of the operator A on the complexified Banach space XC is
the generator of a C0-semigroup (T
C(t))t≥0 on XC and TC(t) is just the complexification of T (t) for all
t ≥ 0. For any Banach spaces X and Y , we denote by B(X,Y ) the Banach space of bounded linear
operators T : X → Y , equipped with the operator norm ‖·‖ = ‖·‖B(X,Y ). In the special case X = Y
we also write B(X) := B(X,X). For any Banach space E, any compact set K ⊆ Rn and any open set
U ⊆ Rn, numbers k ∈ N0 := {0, 1, . . .} and p ∈ [1,∞] we denote by C(K;E), Ck(K;E), Lp(Ω;E) and
W kp (Ω;E) (special case p = 2: H
k(Ω;E) := W k2 (Ω;E)) the spaces of E-valued continuous functions,
E-valued k-times continuously differentiable functions, the E-valued Bochner-Lebesgue spaces and the
E-valued Bochner-Sobolev spaces of degree k, with norms
‖f‖C(K;E) := ‖f‖∞ := sup
e∈K
‖f(e)‖E
‖f‖Ck(K;E) := ‖f‖Ck :=
∑
|α|≤k
‖∂αf‖C(K;E)
‖f‖Lp(U ;E) := ‖f‖p :=
{(∫
U
‖f(x)‖pE dx
)1/p
, p ∈ [1,∞)
esssupx∈U ‖f(x)‖E , p =∞
‖f‖Wkp (U ;E) := ‖f‖k,p :=

(∑
|α|≤k ‖∂αf‖pp
)1/p
, p ∈ [1,∞)∑
|α|≤k ‖∂αf‖∞ , p =∞.
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The notions C(K;E) and Ck(K;E) also extend to closed subsets K of more general topological vector
spaces F . For p = 2 and any Hilbert space E with inner product (· | ·)E , the spaces L2(Ω;E) and
Hk(Ω;E) are Hilbert spaces with standard inner products
(f | g)L2(Ω;E) = (f | g)L2 =
∫
Ω
(f(x) | g(x))E dx
(f | g)Hk(Ω;E) = (f | g)Hk =
∑
|α|≤k
∫
Ω
(∂αf(x) | ∂αg(x))E dx.
Note that for E = Kd the Kd-valued Bochner-Lebesgue and Bochner-Sobolev space are (up to an isomor-
phism) nothing but the d-fold product of the usual Lebesgue spaces and the usual Sobolev spaces, resp.,
i.e.
Lp(Ω;Kd) ∼=
d∏
j=1
Lp(Ω;K), W kp (Ω;Kd) ∼=
d∏
j=1
W kp (Ω;K), Hk(Ω;Kd) ∼=
d∏
j=1
Hk(Ω;K).
In particular, for E = Rd the strongly measurable functions are simply the measurable functions.
2.1.1. Some basic facts on semigroup theory. The focus of this manuscript lies on well-posedness (in
the sense of semigroups) and stability for linear closure relation to boundary control and observation
systems of infinite-dimensional port-Hamiltonian type. Therefore, let us recall some basic definitions and
important theoretical results from semigroup theory that will be used heavily later on.
We start with the definition of a C0-semigroup.
Definition 2.1 (C0-semigroup). Let X be a Banach space and (T (t))t≥0 be a family of bounded linear
operators on X. Then (T (t))t≥0 is called strongly continuous semigroup (for short: C0-semigroup), if it
has the following properties:
(1) T (0) = I, the identity map on X,
(2) T (s+ t) = T (s)T (t) for all s, t ≥ 0, (semigroup property) and
(3) T (·)x0 ∈ C(R+;X) for every x0 ∈ X, i.e. (T (t))t≥0 has continuous trajectories (strong continu-
ity).
A C0-semigroup (T (t))t≥0 is called (strongly continuous) contraction semigroup, if the operatornorm
‖T (t)‖B(X) ≤ 1 for all t ≥ 0.
The existence of a C0-semigroup (T (t))t≥0 is closely related to well-posedness of the abstract Cauchy
problem
(ACP)
d
dt
x(t) = Ax(t) (t ≥ 0), x(0) = x0
in the sense of existence and uniqueness of solutions which continuously depend on the initial datum.
Roughly speaking, the abstract Cauchy problem (ACP) has for every initial datum x0 ∈ D(A) a unique
classical solution x ∈ C1(R+;X) with values in D(A), and the solution continuously depends on the initial
datum x0, if and only if there is a C0-semigroup (T (t))t≥0 on X such that Ax = limt→0+
T (t)x−x
x for
every x ∈ D(A) = {x ∈ X : this limit exits}, i.e. A is the generator of (T (t))t≥0, and then x(t) := T (t)x0
defines the unique classical solution, for every x0 ∈ D(A). For a precise statement of this result, see e.g.
Proposition II.6.6 in [9].
Linear operators A generating a C0-semigroup (T (t))t≥0 can be exactly characterised by the general
Hille-Yosida Theorem due to Feller, Miyadera and Phillips; see e.g. Theorem III.3.8 in [9]. In this
paper, however, all appearing semigroups will be contraction semigroups on Hilbert spaces, so that the
Hilbert space version of the Lumer-Phillips Theorem, a special case of the Hille-Yosida theorem, and with
conditions which are much easier to handle, can be applied.
Theorem 2.2 (Lumer-Phillips). Let X be a Hilbert space with inner product (· | ·). Further, let A :
D(A) ⊆ X → X be a densely defined, closed linear operator. Then A generates a strongly continuous
contraction semigroup if and only if
(1) A is dissipative, i.e. Re (Ax | x) ≤ 0 for all x ∈ X, and
(2) ran (λ−A) = X for some (then: all) λ > 0.
Proof. We refer to Theorem II.3.15 in [9] for the general Banach space version thereof. 
To describe the long-time behaviour of the solutions to the abstract Cauchy problem (ACP) in terms
of the C0-semigroup associated to it, several notions of stability exist. Here, we are interested in strong
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stability and uniform exponential stability which are defined as follows. Note that these stability concepts
coincide for finite dimensional Banachspaces X, but are distinct if dimX =∞.
Definition 2.3 (Stability concepts). Let (T (t))t≥0 be a C0-semigroup on some Banach space X.
(1) The semigroup is called (asymptotically) strongly stable if for every x ∈ X one has
T (t)x→ 0 in X.
(2) It is called uniformly exponentially stable, if there are constants M ≥ 1 and ω < 0 such that
‖T (t)‖B(X) ≤Meωt, t ≥ 0.
Stability properties of a C0-semigroup can be tested via certain spectral properties and bounds on the
resolvent operators, see the following two theorems which will be employed later on.
Theorem 2.4 (Arendt-Batty-Lyubich-Vu˜). Let (T (t))t≥0 be a bounded C0-semigroup on some Banach
space X, i.e. there is M ≥ 1 such that ‖T (t)‖B(X) ≤ M for all t ≥ 0. Further assume that its generator
A has compact resolvent, i.e. (λ − A)−1 : X → X is a compact operator for some (then: all) λ ∈ ρ(A).
In this case, (T (t))t≥0 is strongly stable if and only if the point spectrum satisfies σp(A) ⊆ C−0 = {λ ∈
C : Re λ < 0}.
Proof. See Theorem V.2.21 in [9] for the general version of this Tauberian type theorem. 
Theorem 2.5 (Gearhart-Pru¨ss-Huang). Let (T (t))t≥0 be C0-semigroup on some Hilbert space X. It is
uniformly exponentially stable if and only if the following two properties hold true
(1) σ(A) ⊆ C−0 , i.e. the spectrum lies in the complex left half-plane, and
(2) supβ∈R
∥∥(iβ −A)−1∥∥ < ∞, i.e. the resolvent operators are uniformly bounded on the imaginary
axis.
Proof. See Theorem V.1.11 in [9]. 
Remark 2.6. For iR ⊆ ρ(A), the condition supβ∈R
∥∥(iβ −A)−1∥∥ < ∞ is equivalent to the following
property:
For every sequence (xn, βn)n≥1 ⊆ D(A)× R with
(1) supn≥1 ‖xn‖X <∞,
(2) |βn| → ∞ as n→∞, and
(3) Axn − iβnxn → 0 as n→∞,
it follows that xn → 0 in X as n→∞.
This characterisation proves quite helpful for stability analysis of port-Hamiltonian systems. For
further details on semigroup theory, we refer to the monograph [9].
2.2. Basic definitions. Within this subsection we introduce the notion of a (linear, infinite-dimensional)
port-Hamiltonian system (in boundary control and observation form) as we use it later on for intercon-
nection of several systems of port-Hamiltonian type to networks. Let us start with the basic definition
of a single open-loop infinite-dimensional port-Hamiltonian system in boundary control and observation
form.
Definition 2.7 (Port-Hamiltonian System). We call a triple S = (A,B,C) of linear operators an (open-
loop, linear, infinite-dimensional) port-Hamiltonian system (in boundary control and observation form)
of order N ∈ N, if
(1) The (maximal) port-Hamiltonian operator A : D(A) ⊆ L2(0, 1;Kd) → L2(0, 1;Kd) is a linear
differential operator of the form
Ax =
N∑
k=0
Pk
dk
dζk
(Hx)
D(A) = {x ∈ L2(0, 1;Kd) : Hx ∈ HN (0, 1;Kd)}
where H ∈ L∞(0, 1;Kd×d) is coercive on L2(0, 1;Kd), i.e. there is m > 0 such that
(H(ζ)ξ | ξ)Kd ≥ m |ξ|2Kd , ξ ∈ Kd, a.e. ζ ∈ (0, 1),
and Pk ∈ Kd×d (k = 1, . . . , N) are matrices satisfying the anti-/symmetry relations P ∗k =
(−1)k+1Pk (k = 1, . . . , N) and such that the matrix PN , i.e. the matrix corresponding to the
principal part of the differential operator A, is invertible, whereas P0 ∈ L∞(0, 1;Kd×d) may de-
pend on the spatial variable ζ ∈ (0, 1).
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(2) The boundary input map B and the boundary output map C are linear KNd-valued operators
with common domain
D(A) = D(B) = D(C)
of the form(
Bx
Cx
)
=
[
WB
WC
]
τ(Hx), x ∈ D(A)
τ(y) =
(
y(1), y′(1), . . . , y(N−1)(1), y(0), . . . , y(N−1)(0)
)
∈ KNd, y ∈ HN (0, 1;Kd)
for matrices WB ,WC ∈ KNd×2Nd such that
[
WB
WC
]
is invertible.
Remark 2.8. More generally, we call a triple S1 = (A1,B1,C1) with B1,C1 : D(B1) = D(A)1 =
D(C1)→ Kk for some k ∈ {0, 1, . . . , Nd} a port-Hamiltonian system as well, if there are linear operators
A, B = (B0,B1) and C = (C0,C1) such that
S = (A,B,C) is port-Ham. system in the sense of Definition 2.7 and A1 = A|kerB0 .
This tacit convention makes it possible to consider a partial interconnection of port-Hamiltonian systems
(of same order N) to be a port-Hamiltonian system itself.
Whenever S is a port-Hamiltonian system on the space L2(0, 1;Kd), by coercivity of H the sesquilinear
form
(· | ·)H :
(
L2(0, 1;Kd)
)2 → K, (f | g)H := ∫ 1
0
(f(ζ) | H(ζ)g(ζ))Kd dζ
defines an inner product on L2(0, 1;Kd) and the corresponding norm ‖·‖H is equivalent to the standard
norm ‖·‖L2 . We call (· | ·)H the energy inner product and set the energy state space X to be the Hilbert
space L2(0, 1;Kd) equipped with inner product (· | ·)X := (· | ·)H (and hence, the energy norm ‖·‖X =
‖·‖H). Note that the operator A : D(A) ⊆ X → X is a closed operator as a conjunction of the continuous
matrix multiplication operator H(·) on X and the closed (thanks to PN being invertible) differential
operator
∑N
k=0 Pk
dk
dζk
: HN (0, 1;Kd) ⊆ X → X.
Remark 2.9. For the moment, let us consider an infinite-dimensional port-Hamiltonian system S with
P0 = 0. Then for every x, y ∈ X such that Hx,Hy ∈ C∞c (0, 1;Kd) it holds via integration by parts that
(Ax | y)X = − (x | Ay)X
i.e. the operator is formally skew-symmetric on the space X. For the case P0 6= 0 this holds exactly in
the case that P0(ζ)
∗ = −P0(ζ) for a.e. ζ ∈ (0, 1).
When looking for dissipative closure relations of the type Bx = KCx for some matrix K ∈ KNd×Nd
it is convenient to have the property of passivity for the port-Hamiltonian system.
Definition 2.10 (Passive Systems). Let S = (A,B,C) be a port-Hamiltonian system in boundary control
and observation form. The system S is called
(1) . . . impedance passive, if
Re (Ax | x)X ≤ (Bx | Cx)KNd , x ∈ D(A).
(2) . . . scattering passive, if
Re (Ax | x)X ≤ |Bx|2KNd − |Cx|2KNd , x ∈ D(A).
Remark 2.11. (1) Note that both notions of passivity do not depend on the Hamiltonian energy
density matrix function H: A port-Hamiltonian system S is impedance passive (scattering pas-
sive) if and only if the corresponding port-Hamiltonian system for H = I is impedance passive
(scattering passive).
(2) A port-Hamiltonian system is impedance passive (scattering passive) if and only if the symmetric
part Sym P0(ζ) :=
1
2 (P0(ζ) + P0(ζ)
∗) of P0 is negative semi-definite for a.e. ζ ∈ (0, 1) and
WB ,WC satisfy a certain matrix condition (including also the matrices Pk (k ≥ 1)), see [13].
Further convention: Besides the energy state space X = L2(0, 1;Kd) (equipped with the energy inner
product), extended energy state spaces Xˆ = X × Xc for some finite dimensional Hilbert space Xc will
be used as well, and its elements are denoted by xˆ = (x, xc) ∈ X ×Xc. Operators acting on elements of
such product energy state spaces are denoted by a hat, e.g. Aˆ, Aˆ, Bˆ, Cˆ and Tˆ (t).
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3. Examples and Previous Results
We give some examples of dissipative closure relations which had been considered previously in the
literature. Additionally, we recall the main results on well-posedness and stability for these linear closure
relations. Starting from open-loop passive port-Hamiltonian systems one can easily obtain dissipative
operators when closing with a suitable closure relation and possibly interconnects the port-Hamiltonian
system with either another port-Hamiltonian system or an impedance passive control and observation
system. Below we list some particular examples for such static or dynamic closure relations.
Example 3.1 (Dissipative, static closure). Assume that S is an impedance passive port-Hamiltonian
system and let K ∈ KNd×Nd be a matrix with negative semi-definite symmetric part
Sym K :=
1
2
(K +K∗) ≤ 0
(the simplest choice being K = 0) and define A : D(A) ⊆ X → X by
Ax := Ax
D(A) := {x ∈ D(A) : Bx = KCx}.
Then A is a dissipative operator on X, and therefore generates a strongly continuous contraction semi-
group (T (t))t≥0 on X, see Theorem 3.2 below.
Proof. Dissipativity can be checked easily, using the impedance passivity of S and the negative semi-
definiteness of Sym (K). Then, the generator property follows from Theorem 3.2 below. 
The first result on well-posedness of infinite-dimensional port-Hamiltonian systems has been due to
Y. Le Gorrec, H. Zwart and B. Maschke [13] who proved that for operators of port-Hamiltonian type a
dissipative linear closure relation, i.e. dissipative boundary conditions, is already enough for the corre-
sponding abstract Cauchy problem {
d
dtx(t) = Ax(t), t ≥ 0
x(0) = x0 ∈ X
to be well-posed, i.e. for every initial value x0 ∈ D(A), there is a unique classical solution x ∈ C1(R+;X)∩
C(R+;D(A)) of this Cauchy problem, where D(A) is equipped with the graph norm of A, and the solution
depends continuously on the initial datum x0 and has non-increasing energy
1
2 ‖x(t)‖2X . In other words,
if A is dissipative, then A generates a strongly continuous contraction semigroup (T (t))t≥0 on X. This is
Theorem 3.2 (Le Gorrec, Zwart, Maschke (2005)). Let S = (A,B,C) be any port-Hamiltonian system
and K ∈ KNd×Nd. Then, the operator
A = A|ker(B−KC)
generates a contractive C0-semigroup (T (t))t≥0 on X = (X, (· | ·)X) if and only if A is dissipative on X.
Proof. For the proof, see [13]. 
While well-posedness for itself is an important property, often one is not satisfied with well-posedness
alone, but also looks for stability properties of the abstract Cauchy problem associated to A. In contrast
to well-posedness – for which the case of general coercive H ∈ L∞(0, 1;Kd×d) can be reduced to the
special case H = I, see Lemma 7.2.3 in [10] – stability properties of A may (and will, as Engel [8] showed)
generally depend on the Hamiltonian density matrix function which can be seen as a multiplicative
perturbation to the operator A for H = I. However, as has been known for the wave equation, the
Timoshenko beam equation and the Euler-Bernoulli beam equation, there are examples where one could
expect that some classes of linear boundary feedback relations imply asymptotic stability, i.e. trajectory-
wise for every initial datum x0 ∈ X, or even uniform exponential stability, i.e. the energy decay can be
bounded by a exponentially decaying function times initial energy, where the exponential decay rate is
independent of the initial datum x0 ∈ X. For the particular case of first order port-Hamiltonian systems
such stability results have first been proved in the Ph.D. thesis [24] and the research article [25], showing
that for first order port-Hamiltonian systems it is enough to damp at one end, whereas at the other end
arbitrary conservative or dissipative boundary conditions can be imposed.
Theorem 3.3 (Villegas et al. (2009)). Let A be a port-Hamiltonian operator closed with a dissipative
boundary condition as in Theorem 3.2. Further assume that the order of the port-Hamiltonian system is
N = 1, the Hamiltonian density matrix function H : [0, 1] → Kd×d is Lipschitz continuous and one has
the following estimate:
Re (Ax | x)X ≤ −κ |(Hx)(0)|2 , x ∈ D(A)
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where κ > 0 does not depend on x ∈ D(A). Then, the C0-semigroup (T (t))t≥0 generated by A is uniformly
exponentially stable.
Proof. For the proof, see [25], where H ∈ C1([0, 1];Kd×d) had been assumed. However, the proof carries
over to H ∈ Lip([0, 1];Kd×d), see [4]. 
Actually, up to now there are at least three approaches known to prove the stability result above:
(1) The original proof in [25] is based on some sideways-energy estimate (as it is called in [5]) or final
observability estimate
‖T (τ)x0‖X ≤ c ‖[T (·)x](0)‖L2(0,τ ;Kd) , x0 ∈ X
for some sufficiently large τ > 0 and some c > 0. This approach is very helpful when considering
non-linear dissipative boundary feedback, cf. [2], however it seems difficult to extend this result
to higher order port-Hamiltonian systems, e.g. Euler-Bernoulli type systems.
(2) A frequency domain approach, namely showing that the resolvent (iβ−A)−1 ∈ B(X) exists for all
β ∈ R and is uniformly bounded, employing the Arendt-Batty-Lyubich-Vu˜ Theorem (asymptotic
stability) and the Gearhart-Greiner-Pru¨ss-Huang Theorem (uniform exponential stability) has
been applied in [4]. This approach is suitable for interconnection with finite dimensional control
systems [4], and as we later see, for linear interconnection with other port-Hamiltonian systems;
see the Section 5.
(3) Third, a multiplier approach leading to a Lyapunov function is possible as well. Again, this
approach is suitable for non-linear feedback interconnection, especially of dynamic type [2].
Strictly speaking, there also is a fourth approach (actually the oldest one!), but it only works under much
stronger regularity assumptions, namely analyticity of H; see [19].
The second example for a class of closure relations consists of dissipative or conservative feedback
interconnection with a linear control system.
Example 3.4 (Interconnection of a PHS with a finite-dimensional controller). Let S = (A,B,C) be an
impedance passive port-Hamiltonian system and Σc = (Ac, Bc, Cc, Dc) ∈ B(Xc)×B(Uc;Xc)×B(Xc;Yc)×
B(Uc;Yc), for some finite-dimensional Hilbert spaces Xc, Uc and Yc, be a finite dimensional control system{
d
dtxc(t) = Acxc(t) +Bcuc(t)
yc(t) = Ccxc(t) +Dcuc(t), t ≥ 0
and impedance passive, i.e. Uc = Yc and
Re (Acxc +Bcuc | xc)Xc ≤ Re (uc | Ccxc +Dcuc)Uc , xc ∈ Xc, uc ∈ Uc.
Further assume that Uc = Yc = KNd. Then Aˆ : D(Aˆ) ⊆ Xˆ → Xˆ,
Aˆ(x, xc) := (Ax,Acxc +BcCx)
D(Aˆ) := {(x, xc) ∈ D(A)×Xc : Bx = −Ccxc −DcCx}
resulting from the standard feedback interconnection
uc = Cx and Bx = −yc
is a dissipative operator on the product Hilbert space Xˆ = X×Xc, and thus generates a strongly continuous
contraction semigroup on Xˆ.
Proof. Dissipativity follows from impedance passivity of both subsystems and some easy computation.
For the assertion on semigroup generation, we need the following result. 
Theorem 3.5 (Villegas (2007), Augner, Jacob (2014)). Let S = (A,B,C) be an infinite-dimensional
port-Hamiltonian system and Σc = (Ac, Bc, Cc, Dc) be a finite dimensional linear control system. The
operator
Aˆ(x, xc) := (Ax,Acxc +BcCx)
D(Aˆ) := {(x, xc) ∈ D(A)×Xc : Bx = −Ccxc −DcCx}
generates a contractive C0-semigroup (Tˆ (t))t≥0 on the product Hilbert space Xˆ = X ×Xc if and only if
it is dissipative.
Proof. A result like this has probably first been stated in the Ph.D. thesis [24], however under some
slightly more restrictive conditions on the infinite-dimensional port-Hamiltonian system and the finite
dimensional linear control system Σc. For the general situation stated above, see [4]. 
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As for the static feedback case, the generation theorem is based on the Lumer-Phillips Theorem which
states that besides dissipativity of an operator a range condition, namely ran (Aˆ − λI) = Xˆ for some
(then: all) λ > 0 is sufficient (and necessary as well) for the operator Xˆ to generate a strongly continuous
contraction semigroup. Here, the range condition for Aˆ is reduced to a range condition for some operator
Acl (with suitable static linear closure relations), i.e. the generation theorem for the dynamic case already
relies on (the proof of) the generation theorem for the static case.
As for the static case, one can ask for sufficient (hopefully H-independent) conditions on the damping
via the controller such that the hybrid PDE-ODE systems is uniformly exponentially stable, i.e. its total
energy decays uniformly exponentially to zero for all initial data (x0, xc,0).
Theorem 3.6 (Ramirez, Zwart, Le Gorrec (2013), Augner, Jacob (2014)). Assume that S is an impedance
passive port-Hamiltonian system of order N = 1 and such that H : [0, 1]→ Kd×d is Lipschitz continuous,
and let S be interconnected by standard feedback interconnection
Bx = −yc, uc = Cx
with a strictly impedance passive finite-dimensional control system Σc = (Ac, Bc, Cc, Dc) in the sense that
Re (Acxc +Bcuc | xc)Xc ≤ Re (Ccxc +Dcuc | uc)Uc − κ |Dcuc|
2
, xc ∈ Xc, uc ∈ Uc
and such that (etAc)t≥0 is uniformly exponentially stable, kerDc ⊆ kerBc and
|Bx|2 + |DcCx|2 & |(Hx)(0)|2 , x ∈ D(A),
then the C0-semigroup (Tˆ (t))t≥0 is uniformly exponentially stable.
Proof. For the situation where Σc is strictly input passive, in particular Dc > 0 is positive definite, see
[17]. The (slightly) generalised result can be found in [4]. 
The general idea for the proof of this dynamic feedback result is to consider the state variable xc as
a perturbation to the static boundary feedback one would have for xc = 0, namely Bx = −DcCx. From
the impedance passivity of S and Σc one then obtains a dissipation estimate of the type
Re (Ax | x)X ≤ −κ
(
|Bx|2U + |DcCx|2U
)
. −κ |(Hx)(0)|2 , x ∈ ker(B+DcC).
Uniform exponential energy decay then can be expected from the static feedback result and the expo-
nential stability of (etAc)t≥0 ensures that the perturbation does not hurt this property.
Besides dynamic feedback, the other direction of generalisation aims at higher order port-Hamiltonian
systems. The first result in this perspective follows rather easily from the Arendt-Batty-Lyubich-Vu˜
Theorem and considerations on possible eigenfunctions with eigenvalues iβ for some β ∈ R, but only
gives asymptotic stability.
Proposition 3.7 (Augner, Jacob (2014)). Let A be a port-Hamiltonian operator of order N ∈ N, resulting
from linear closure of a port-Hamiltonian system S = (A,B,C) by a linear closure relation Bx = KCx
and assume that H : [0, 1]→ Kd×d is Lipschitz continuous, and
Re (Ax | x)X ≤ −κ
N−1∑
k=0
∣∣∣(Hx)(k)(0)∣∣∣2 , x ∈ D(A)
for some κ > 0. Then, the C0-semigroup (T (t))t≥0 generated by A is (asymptotically) strongly stable.
Proof. See [4]. 
In [4], it has also been shown that generally one cannot expect uniform exponential stability, namely
there is a counter example (Schro¨dinger equation) where full dissipation at one end and a correct choice
of conservative boundary conditions at the other end only lead to asymptotic stability, but not to uniform
exponential stability. (For the counter example, one can compute the resolvents (iβ − A)−1 and show
that they are not uniformly bounded for β ∈ R.) However, under further conditions on the boundary
conditions at the conservative end, more can be said:
Theorem 3.8 (Augner, Jacob (2014)). Let A be a (closed by linear static feedback) port-Hamiltonian
operator A of order N = 2 and H ∈ Lip([0, 1];Kd×d) be Lipschitz continuous and assume that
Re (Ax | x)X ≤ −κ
(
|(Hx)(0)|2 + |(Hx)′(0)|2 + |(Hx)(1)|2
)
for all x ∈ D(A). Then the C0-semigroup (T (t))t≥0 generated by A is uniformly exponentially stable.
Proof. See [4]. 
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Remark 3.9. By the way, fully dissipative boundary conditions at both ends
Re (Ax | x)X ≤ −κ
(
N−1∑
k=0
∣∣∣(Hx)(k)(0)∣∣∣2 + ∣∣∣(Hx)(k)(1)∣∣∣2) , x ∈ D(A)
for some κ > 0, always lead to uniform exponential stability, for all port-Hamiltonian systems of arbitrary
order N ∈ N and for Lipschitz continuous H, see [1].
In this article, we are concerned with the case where a port-Hamiltonian system S1 is interconnected
with further port-Hamiltonian systems in a energy preserving or dissipative way, e.g.
Example 3.10 (Interconnection of impedance passive PHS). Let S1 and S2 be two impedance passive
port-Hamiltonian systems with N1d1 = N2d2, i.e. the input and output spaces for S1 and S2 should have
the same dimension, then the operator A : D(A) ⊆ X → X defined by
A(x1, x1) := (A1x1,A1x2)
D(A) = {x = (x1, x2) ∈ D(A1)×D(A2) : B1x1 = −C2x2, B2x2 = C1x1}
is dissipative on the product Hilbert space X = X1 ×X2 and generates a strongly continuous contraction
semigroup (T (t))t≥0 on X.
Proof. The dissipativity of the operator A can be checked using the impedance passivity of the two
subsystems:
Re (Ax | x)X =
2∑
j=1
Re
(
Ajxj | xj)
Xj
≤ Re (B1x1 | C1x1)+ Re (B2x2 | C2x2) = 0, x ∈ D(A).
For the generation result, see Proposition 4.4 in the next section. 
Example 3.11 (Interconnection of scattering passive PHS). Let S1, . . . ,Sm be scattering passive port-
Hamiltonian systems. Then
A(x1, . . . , xm) = (A1x1, . . . ,Amxm)
D(A) = {x = (x1, . . . , xm) ∈
m∏
j=1
D(Aj), B1x1 = 0, Bjxj = Cj−1xj−1 (j ≥ 1)}
is dissipative on X =
∏m
j=1X
j and generates a strongly continuous contraction semigroup (T (t))t≥0 on
X.
Proof. Dissipativity can be checked easily by using the scattering-passivity of the subsystems Sj . For
the generation result, see Proposition 4.4 in the next section. 
We comment on stability properties later on.
4. Port-Hamiltonian Systems: Networks
After recalling some known results on different static or dynamic closure relations for port-Hamiltonian
systems, let us focus on the main topic of this paper, namely the interconnection of several infinite-
dimensional port-Hamiltonian subsystems to a network of port-Hamiltonian systems. Assume that J =
{1, 2, . . . ,m} is a finite index set. Here, the number m ∈ N is the number of infinite-dimensional port-
Hamiltonian subsystems Sj = (Aj ,Bj ,Cj) the network consists of. Moreover, Jc = {1, 2, . . . ,mc}
denotes another index set, corresponding to a finite number of finite-dimensional linear control systems
Σjc = (A
j
c, B
j
c , C
j
c , D
j
c), we may interconnect the port-Hamiltonian systems with, the case mc = 0, i.e.
Jc = ∅ being allowed, but w.l.o.g. we may always assume that mc = m ∈ N.
We generally assume that Sj = (Aj ,Bj ,Cj) (j ∈ J ) are (open-loop, linear, infinite-dimensional) port-
Hamiltonian systems (on a one-dimensional spatial domain) on spaces Xj = L2(0, 1;Kdj ) (all equipped
with their respective energy norm ‖ ·‖Xj = ‖ ·‖Hj , thus being Hilbert spaces for the energy inner product
(· | ·)Xj = (· | ·)Hj and input and output spaces U j = Y j = KN
jdj , and similarly Σjc = (A
j
c, B
j
c , C
j
c .D
j
c)
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(j ∈ Jc) are finite-dimensional linear control systems with finite dimensional state space Xjc and finite-
dimensional input and output space U jc = Y
j
c . We further set
Xˆ := X ×Xc :=
m∏
j=1
Xj ×
mc∏
j=1
Xjc ,
Uˆ := U × Uc :=
m∏
j=1
U j ×
mc∏
j=1
U jc =
m∏
j=1
Y j ×
mc∏
j=1
Y jc =: Y × Yc =: Yˆ .
We equip these spaces with their respective product inner product and the induced norms, i.e.
(xˆ | yˆ)Xˆ =
∑
j∈J
(
xj | yj)
Xj
+
∑
j∈Jc
(
xjc | yjc
)
Xjc
, xˆ, yˆ ∈ Xˆ
‖xˆ‖Xˆ =
√∑
j∈J
‖xj‖2Xj +
∑
j∈Jc
‖xjc‖2
Xjc
, xˆ ∈ Xˆ
and accordingly for Uˆ = Yˆ . For x ∈∏j∈J D(Aj) we write
Ax := (A1x1, . . . ,Amxm) ∈ X,
Bx := (B1x1, . . . ,Bmxm) ∈ U,
Cx := (C1x1, . . . ,Cmxm) ∈ Y.
This defines linear operators
A : D(A) =
∏
j∈J
D(Aj) ⊆ X → X, B,C : D(B) = D(C) = D(A) ⊆ X → U = Y.
Also, we define Ac ∈ B(Xc), Bc ∈ B(Uc, Xc), Cc ∈ B(Xc, Yc) and Dc ∈ B(Uc, Yc) by
Acxc = (A
1
cx
1
c , . . . , A
mc
c x
mc
c ), xc ∈ Xc
Bcuc = (B
1
cu
1
c , . . . , B
mc
c u
mc
c ), uc ∈ Uc
Ccxc = (C
1
cx
1
c , . . . , C
mc
c x
mc
c ), xc ∈ Xc
Dcuc = (D
1
cu
1
c , . . . , D
mc
c u
mc
c ), uc ∈ Xc.
Further, let
Ec ∈ B(Y ;Uc), E ∈ B(Yc;U).
Now, interconnect the subsystems via the relation
Bx = −E(Ccxc +DcEcCx).
Remark 4.1. To keep the presentation as simple as possible, in this exposition we will always assume
that Y = Uc and U = Yc as well as Ec = I and E = I are the identity maps.
We may then define the following operator Aˆ on Xˆ
Aˆxˆ := (Ax,Acxc +BcCx)
D(Aˆ) := {xˆ = (x, xc) ∈ D(A)×Xc : Bx = −(Ccxc +DcCx)} .
Example 4.2. Let us consider two particular special cases:
(1) If mc = 0, i.e. Xc = Uc = Yc = {0}, we can identify Xˆ = X, Yˆ = Y , Uˆ = U and Ccxc +DcCx =
DcCx, so that
Aˆxˆ = Ax
D(Aˆ) = {x ∈ D(A) : Bx = −DcCx}.
In this case, no finite dimensional control system is present and this just describes the intercon-
nection of port-Hamiltonian systems Si by boundary feedback, with the special case m = 1 being
the case of a port-Hamiltonian system closed by linear boundary feedback.
(2) If m = mc = 1 and U = Yc = Uc = Y , the operator Aˆ reads as
Aˆxˆ = (Ax,Acxc +BcCx)
D(Aˆ) = {xˆ ∈ D(A)×Xc : Bx = −Ccxc −DcCx}
so that we are in the case of dynamic boundary feedback with a finite dimensional control system
interconnected by standard feedback interconnection with the port-Hamiltonian system.
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Remark 4.3. (1) Note that the abstract Cauchy problem
d
dt
xˆ(t) = Aˆxˆ(t) (t ≥ 0), xˆ(0) = (x0, xc,0) ∈ X ×Xc
is equivalent to the system of PDE and ODE
d
dt
x(t) = Ax(t),
d
dt
xc(t) = Acxc(t) +Bcuc(t),
Bx(t) = −(Ccxc +Dcuc),
uc(t) = Cx(t), t ≥ 0.
(2) The definition of Aˆ does, at first glance, not allow complex systems where the input into one finite
dimensional control system depends upon the output from another finite dimensional controller.
However, in most cases it should be possible, to merge such two finite control systems into a larger
control system, by plugging in the equations of one of these systems into the other.
Our proof of the general generation result, Theorem 4.6, below uses the special case whereXc = {0}, i.e.
no finite dimensional control systems are present within the network. We, therefore, begin by considering
the generation result for this particular special case.
Proposition 4.4. Assume that Xc = {0}. Then Aˆ generates a contractive C0-semigroup on Xˆ ∼= X if
and only if Aˆ is dissipative.
Proof. Since H = diagj∈J Hj is a strictly coercive (matrix) multiplication operator on X, by Lemma
7.2.3 in [10] we can restrict ourselves to the case H = I ∈ B(X). Further, let us for the moment assume
that all P j0 = 0 (or a constant matrix independent of ζ ∈ (0, 1) with negative semi-definite symmetric
part). Since Bx = Cx = 0 for all x ∈ ∏j∈J C∞c (0, 1;Kdj ) and this set is dense in X, the operator Aˆ
is densely defined, so that by the Lumer-Phillips Theorem, see e.g. Theorem II.3.15 in [9], it remains to
prove that λI − Aˆ is surjective for some λ > 0 whenever Aˆ is dissipative. Here, we choose λ = 1. Take
f = (fj)j∈J ∈
∏
j∈J X
j = X. Then we have to find x ∈ D(A) such that
(A− I)x = f
Bx = −DcCx =: KCx.
We can identify the operator Aˆ : D(Aˆ) ⊆ X × {0} → X × {0} with the operator A = A|ker(B−KCx) :
D(A) = ker(B−KC) ⊆ X → X. For every j ∈ J we now write
hj = (xj , (xj)′, . . . , (xj)(Nj−1)), gj = (0, . . . , 0, (P jNj )
−1f j), j ∈ J .
Then
(A− I)x = f
⇔ (Aj − I)xj = f j , j ∈ J
⇔
Nj∑
k=0
P jk (x
j)(k)(ζ)− xj(ζ) = f j(ζ), a.e. ζ ∈ (0, 1), j ∈ J
⇔ (xj)(Nj)(ζ) = (P jNj )−1
xj(ζ)− Nj−1∑
k=0
P jk (x
j)(k)(ζ) + f j(ζ)
 , a.e. ζ ∈ (0, 1), j ∈ J
⇔ (hj)′(ζ) = Ljhj(ζ) + gj(ζ), a.e. ζ ∈ (0, 1), j ∈ J
⇔ hj(ζ) = eζLjhj(0) +
∫ ζ
0
e(ζ−s)L
j
gj(s) ds, a.e. ζ ∈ (0, 1), j ∈ J
where
Lj =

0 1 0
...
. . .
...
0 1 0
(P jNj )
−1 − (P jNj )−1P
j
0 −(P jNj )−1P
j
1 · · · · · · −(P jNj )−1P
j
Nj−1
 ∈ KNjdj×Njdj .
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In that case, we have, writing Dc = (D
ij
c )i,j∈J for D
ij
c ∈ B(Y j ;U i), that x ∈ D(A) if and only if
W jB
[
eL
j
I
]
hj(0) +W jB
[ ∫ 1
0
e(1−s)L
j
gj(s) ds
0
]
= W jBτ
j(Hjxj) = −
∑
i∈J
Djic W
i
Cτ
i(Hixi)
= −
∑
i∈J
Djic
(
W iC
[
eL
i
I
]
hi(0) +W iC
[ ∫ 1
0
e(1−s)L
i
gi(s) ds
0
])
, j ∈ J .
Letting
ξˆ := (ξˆj)j∈J , ξˆj :=
[ ∫ 1
0
e(1−s)L
j
gj(s) ds
0
]
hˆ := (hˆj)j∈J , hˆj :=
[
eL
j
I
]
hj(0), j ∈ J
and defining
WB := diag (W
j
B)j∈J , WC := diag (W
j
C)j∈J ∈ B(U2;U), T := diag
([
eMj
I
])
j∈J
∈ B(U ;U2)
this equation reads as
(WB +DcWC)(T hˆ− ξˆ) = 0
where ξ is determined by f . We are done after showing that (WB + DcWC)T ∈ B(U) is invertible.
Namely, then the unique solution x ∈ D(Aˆ) is given by
xj = hj1, h
j(0) = hˆj , hˆ = ((WB −KWC)T )−1(WB +DcWC)ξˆ.
So, let us show that (WB +DcWC)T ∈ B(U) is invertible. Since U is finite dimensional it suffices to show
that (WB +DcWC)T is injective. Assume there were hˆ ∈ U \ {0} such that
(WB +DcWC)T hˆ = 0
Then hj(0) = hˆj , j ∈ J , are well-defined and for f = 0 the problem (I − A)x = 0 has a solution
x = (xj)j∈J := (hj)j∈J ∈ D(A) for which we also have
Bx−KCx = (WB +DcWC)T hˆ = 0,
i.e. x ∈ D(A) with Ax = x, a contradiction to A being dissipative, so 1 6∈ σ(A). This concludes the proof
for the case P0 = 0.
For the case of general P0 6= 0, note that P0H is a bounded perturbation of Aˆ − P0H, hence Aˆ − P0H
generates a C0-semigroup if and only if Aˆ generates a C0-semigroup. The proof is then completed by the
following small observation. 
Lemma 4.5. The operator Aˆ is dissipative on Xˆ if and only if the operator Aˆ′ where the P j0 are replaced
by constant zero matrices is dissipative and additionally for all j ∈ J one has
Re
(
P j0 (ζ)ξ
j | ξj
)
Kdj
≤ 0, a.e. ζ ∈ (0, 1), all ξj ∈ Kdj , j ∈ J ,
i.e. the symmetric parts Sym P j0 (ζ) =
P j0 (ζ)+P
j
0 (ζ)
∗
2 ≤ 0 are negative semi-definite for a.e. ζ ∈ (0, 1).
Proof. Use the same strategy as in the proof of Theorem 2.3 and Lemma 2.4 in [4] for every j ∈ J . 
Having the generation result for static feedback interconnection at hand, we are able to prove the
generation result for dynamic feedback interconnection via a finite dimensional linear control system as
well.
Theorem 4.6. Aˆ generates a contractive C0-semigroup on Xˆ if and only if Aˆ is dissipative. In that
case, Aˆ has compact resolvent.
Proof. Clearly, by the Lumer-Phillips Theorem, Aˆ is necessarily dissipative if it generates a strongly
continuous contraction semigroup (T (t))t≥0. Therefore, we only have to show that this condition is (just
as for single port-Hamiltonian systems with static or dynamic boundary feedback) even sufficient. Let
us further note that we can restrict ourselves to the case Hj = I for all j ∈ J , see e.g. Lemma 7.2.3 in
[10], and P0 = 0, cf. Lemma 4.5. By the Lumer-Phillips Theorem, we have to show that ran (λ− Aˆ) = Xˆ
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for some λ > 0 and that Aˆ is densely defined. First, we show that Aˆ is densely defined. Take any
(x, xc) ∈ Xˆ = X ×Xc and ε > 0. Then, the condition
Bx = −(Ccxc +DcCx)
is equivalent to the condition
Bx+DcCx = −Ccxc =: w ∈ U
The left hand side can be written as
Bx+DcCx =
[
I Dc
] [ WB
WC
]
τ(Hx)
where we used the notation WB = diagj∈J {W jB} ∈ B(U × Y ;U), WC = diagj∈J {W jC} ∈ B(U × Y ;Y )
and τ(Hx) = (τ j(Hjxj))j∈J ∈ U2 = U × Y = Y 2. By the definition of a port-Hamiltonian system, the
matrix
[
WB
WC
]
is invertible as it is similar to the block-diagonal matrix diag
([
W jB
W jC
])
j∈J
. Moreover, the
matrix
[
I Dc
] ∈ B(U × Y ;U) has full rank, in particular [ I Dc ] [WBWC ] is surjective, i.e. there is
v ∈ U × Y such that [
I Dc
] [ WB
WC
]
v = w.
One then finds x0 ∈ D(A) such that τ(Hx0) = v, hence (x0, xc) ∈ D(Aˆ). Since
∏
j∈J C
∞
c (0, 1;Kdj ) is
dense is X, there is x1 ∈
∏
j∈J C
∞
c (0, 1;Kdj ) such that ‖x1− (x− x0)‖X = ‖(x0 + x1)− x‖X ≤ ε, i.e. we
find that xˆ2 := (x0 + x1, xc) ∈ D(Aˆ) with ‖(x, xc)− xˆ2‖Xˆ ≤ ε, i.e. D(Aˆ) is dense in Xˆ.
It remains to show that ran (λ − Aˆ) = Xˆ for some λ > 0. Here, we take λ > 0 large enough such that
λ ∈ ρ(Ac), i.e. (λ − Ac)−1 ∈ B(Xc) exists. (Note that Xc is finite dimensional, hence such a choice is
always possible.) Take (f, fc) ∈ Xˆ. We need to find (x, xc) ∈ D(Aˆ) such that (λI − Aˆ)(x, xc) = (f, fc),
i.e. (x, xc) ∈ D(A)×Xc such that (λI − A)x = f , (λ−Ac)xc −BcCx = fc and
Bx = −(Ccxc +DcCx)
Since λ ∈ ρ(Ac), this means that in particular xc ∈ Xc is given by
xc = (λ−Ac)−1(fc +BcCx)
and the interconnection condition then reads
Bx = −Cc(λ−Ac)−1fc − (Cc(λ−Ac)−1Bc +Dc)Cx
⇔ Bclx := Bx+ (Cc(λ−Ac)−1Bc +Dc)Cx = −Cc(λ−Ac)−1fc =: f˜c.
Just as in the single port-Hamiltonian system case, the boundary operator Bcl ∈ B(D(A);U) has a
right-inverse Bcl ∈ B(U ;D(A)), so we may set
xnew := x−Bclf˜c
which, therefore, has to be a solution of the problem
(λI − A)xnew = f − (λI − A)Bclf˜c =: f˜
Bclxnew = Bclx−BclBclf˜c = 0
To show that this problem has a (unique) solution, we show that the operator Acl := Acl|kerBcl is
dissipative and hence generates a strongly continuous contraction semigroup on Xˆ, in particular, xnew =
(λ−Acl)−1f˜ . In fact, for any x ∈ D(Acl), set xc := (λ−Ac)−1BcCx ∈ Xc. Then
Bx+ Ccxc +DcCx = Bx+ (Cc(λ−Ac)−1Bc +Dc)Cx = Bclx = 0
so that (x, xc) ∈ D(Aˆ) and hence
Re (Aclx | x)X
= Re (Ax | x)X = Re
(
Aˆ(x, xc) | (x, xc)
)
Xˆ
− Re (Acxc +BcCx | xc)Xc
≤ −Re (Acxc +BcCx | xc)Xc
= −Re (Ac(λ−Ac)−1BcCx+ (λ−Ac)(λ−Ac)−1BcCx | (λ−Ac)−1BcCx)Xc
= −λ‖(λ−Ac)−1BcCx‖2Xc ≤ 0.
This shows that Acl is dissipative and by Proposition 4.4 above Acl generates a strongly continuous
contraction semigroup on X, in particular (0,∞) ⊆ ρ(Acl) and hence xnew = (λ − Acl)−1f˜ . Putting
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uˆ
S
Bx Cx
Σc ucyc
yˆ
Figure 1. A system of port-Hamiltonian type S coupled with a finite-dimensional con-
troller Σc and external input uˆ and output yˆ.
everything together, we obtain the desired (x, xc) ∈ D(Aˆ) by solving the problem (λ− Aˆ)(x, xc) = (f, fc)
as
x = xnew +Bclf˜c = (λ−Acl)−1f˜ +Bclf˜c
= (λ−Acl)−1(f − (λ− A)Bclf˜c) +Bclf˜c,
xc = (λ−Ac)−1(fc +BcCx)
= (λ−Ac)−1(fc +BcC((λ−Acl)−1(f − (λ− A)Bclf˜c) +Bclf˜c)).
The operator λ− Aˆ therefore is surjective and the Lumer-Phillips Theorem provides the characterisation
of the generator property. The compactness of the resolvent follows for generators Aˆ since D(Aˆ) ⊂
D(A) × Xc, where D(A) =
∏
j∈J D(Aj) is relatively compact as a product of relatively compact (in
Xj) spaces D(Aj) (by the Rellich-Kondrachev theorem, see e.g. Theorem 8.9 in [15]; all spaces shall be
equipped with their respective graph norms), and Xc is finite dimensional, so compactly embedded into
itself. 
Similar to the case of Dirac structures, where an interconnection of Dirac structures is a Dirac structure
again, the interconnection of port-Hamiltonian systems in boundary control and observation form defines
a boundary control and observation system.
Definition 4.7. For a system as above consisting of a family of port-Hamiltonian systems Sj and finite
dimensional control system Σjc, we may also introduce external inputs and outputs by setting
uˆ = Bˆxˆ = Bx+ Ccxc +DcCx ∈ U, yˆ = Cˆxˆ = Cx ∈ Y, (x, xc) ∈ D(A)×Xc,
see Figure 1. Moreover, we define the triple Sˆ = (Aˆ, Bˆ, Cˆ) with
Aˆ(x, xc) =
[
A 0
BcC Ac
]
(x, xc)
D(Aˆ) = D(A)×Xc.
In the following we call Sˆ an (open-loop) hybrid port-Hamiltonian system. Note that Aˆ = Aˆ|ker Bˆ. More
generally, we also call Sˆ = (Aˆ, Bˆ, Cˆ) an (open-loop) hybrid port-Hamiltonian system, if(
Bˆ
Cˆ
)
xˆ = Wˆ
(
Bx+ Ccxc +DcCx
Cx
)
, xˆ ∈ D(Aˆ)
for some invertible matrix Wˆ ∈ B(U × Y ).
These input and output maps Bˆ and Cˆ may then be used to interconnect several of such hybrid
PDE-ODE systems S with each other. As each of such systems consists of infinite-dimensional port-
Hamiltonian systems on an interval and finite dimensional control systems, the interconnection of such
hybrid systems then again generates a contractive C0-semigroup if and only if the interconnection makes
the total system dissipative. Therefore, with respect to well-posedness such a point of view does not give
more information than just considering the system of these hybrid PH-ODE systems as one large hybrid
PH-ODE system. In the next section, however, we exploit structural conditions on the arrangement of
such a system to deduce better stability results, i.e. stability under less restrictive conditions.
INTERCONNECTION STRUCTURES OF PORT-HAMILTONIAN TYPE 15
Remark 4.8. If one chooses Wˆ = I in the above definition of an open-loop hybrid PH-ODE sys-
tem, and additionally all port-Hamiltonian systems Sj = (Aj ,Bj ,Cj) and the linear controller Σc =
(Ac, Bc, Cc, Dc) are impedance passive, then the triple S = (Aˆ, Bˆ, Cˆ) is impedance passive as well, since
for all xˆ ∈ D(Aˆ) one has
Re
(
Aˆxˆ | xˆ
)
Xˆ
= Re (Ax | x)X + Re (Acxc +BcCx | xc)Xc
≤ Re (Bx | Cx)U + Re (Ccxc +DcCx | Cx)Uc
= Re ((B+DcC)x+ Ccxc | Cx)U = Re
(
Bˆxˆ | Cˆxˆ
)
U
.
5. Stability Properties of Hybrid Multi-PHS-control systems
Let us take the operator Aˆ from the previous section, i.e.
Aˆxˆ = (Ax,Acxc +BcCx) = ((A
jxj)j∈J , (Ajcx
j
c +B
j
cCx)j∈Jc),
D(Aˆ) = {xˆ = (x, xc) ∈ D(A)×Xc : Bx = −(Ccxc +DcCx)}
in particular we assume Uc = Yc = U = Y and Ec = I, E = I. Stability, as for single port-Hamiltonian
operators, is much more involved than the generation property.
Proposition 5.1. Let Aˆ be as in Theorem 4.6 with port-Hamiltonian order N j = 1 for all j ∈ J and
assume that the Hamiltonian density matrix functions Hj : [0, 1] → Kdj×dj are Lipschitz continuous for
all j ∈ J . If
Re
(
Aˆxˆ | xˆ
)
Xˆ
. −
m∑
j=1
∣∣(Hjxj)(0)∣∣2 , xˆ ∈ D(Aˆ)
and σp(Ac) ⊆ C−0 , then the C0-semigroup (Tˆ (t))t≥0 generated by Aˆ is uniformly exponentially stable.
Proof. This result already follows from Corollary 3.10 in [4]. 
Note that the condition imposed in Proposition 5.1 on the interconnection is by far too restrictive
for complex systems consisting of several subsystems of infinite-dimensional port-Hamiltonian type and
finite-dimensional control systems: All port-Hamiltonian subsystems have to be interconnected in a way
that they dissipate energy at the boundary, and all control systems have to be internally stable. The result
does in no way require any special structure for the interconnection of the port-Hamiltonian systems,
whereas for systems which interconnection structure forms a special class of graphs much less restrictive
condition on the dissipative terms can be expected.
In the following, we restrict ourselves to impedance passive port-Hamiltonian systems and strictly
input passive control systems as follows.
Assumption 5.2. We assume that the following hold.
(1) S = (A,B,C) is impedance passive, i.e.
Re (Ax | x)X ≤ Re (Bx | Cx)U − ‖Rx‖2Z , x ∈ D(A)
for some linear operator R : D(R) = D(A) ⊆ X → Z and some Hilbert space Z,
(2) Σc = (Ac, Bc, Cc, Dc) is strictly input passive, more precisely, there is an orthogonal projection
Π : Uc → Uc such that
ker Π = kerDc ⊆ kerBc
and for some κ > 0
Re (Acxc +Bcuc | xc)Xc ≤ Re (Ccxc +Dcuc | uc)Uc − κ |Πuc|
2
Uc
, xc ∈ Xc, uc ∈ Uc,
(3) σp(Ac) ⊆ C−0 , i.e. (etAc)t≥0 is uniformly exponentially stable on the finite dimensional space Xc,
and
(4) there are linear operators Rj : D(Rj) = D(Aj) ⊆ Xj → Zj (for some Hilbert spaces Zj), j ∈ J ,
such that
‖Rx‖2Z + |ΠCx|2U + |Bx|2Y ≥
∑
j∈J
∥∥Rjxj∥∥2
Zj
, x ∈ D(A).
Remark 5.3. Note that, as a consequence of Assumption 5.2,
Re
(
Aˆxˆ | xˆ
)
Xˆ
≤ −‖Rx‖2Z − κ |ΠCx|2Y , xˆ ∈ D(Aˆ).
Moreover, kerDc ⊆ kerC∗c .
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Proof. The first assertion directly follows from impedance passivity and standard feedback interconnec-
tion. Let us shhow that kerDc ⊆ kerC∗c . Take uc ∈ kerDc ⊆ kerBc. Then, from the impedance passivity
of Σc, we have for all xc ∈ Xc that
Re (Acxc | xc)Xc = (Acxc +Bcuc | xc)Xc
≤ Re (Ccxc +Dcuc | uc)Uc = Re (xc | C∗c uc)Uc .
Since this inequality holds for all xc ∈ Xc, we deduce that C∗c uc ∈ X⊥c = {0}. 
To relate stability properties of the interconnected system, i.e. the C0-semigroup (Tˆ (t))t≥0 with struc-
tural and damping properties of the involved port-Hamiltonian subsystems, let us introduce the following
notions: properties ASP and AIEP (which have already been used in the research article [4]), as well as
property AIEPS (which is a slight modification of property AIEP).
Definition 5.4. Let B : D(B) ⊆ H1 → H1 be a closed linear operator and R ∈ B(D(B);H2), S ∈
B(D(B);H3) for Hilbert spaces H1, H2 and H3, and where D(B) is equipped with its graph norm. We
then say that the pair (B,R) has property
(1) . . . ASP, if ker(iβ −B) ∩ kerR = {0} for all β ∈ R, i.e.
iβx = Bx and Rx = 0 ⇒ x = 0.
(2) . . . AIEP, if for all sequences (xn, βn)n≥1 ⊆ D(B)× R with supn≥1 ‖xn‖ <∞ and |βn| → ∞,
iβnxn −Bxn → 0 and Rxn → 0 ⇒ xn → 0 in H1.
(3) . . . AIEPS, if for all sequences (xn, βn)n≥1 ⊆ D(B)× R with supn≥1 ‖xn‖ <∞ and |βn| → ∞,
iβnxn −Bxn → 0 and Rxn → 0 ⇒ xn → 0 in H1 and Sxn → 0 in H3.
With these abstract notions at hand, we can formulate the following stability results.
Theorem 5.5 (Stability properties). Assume that Aˆ satisfies Assumption 5.2.
(1) If all pairs (Aj ,Rj), j ∈ J , have property ASP, then the C0-semigroup (Tˆ (t))t≥0 generated by Aˆ
is (asymptotically) strongly stable.
(2) If (Tˆ (t))t≥0 is asymptotically stable and all pairs (Aj ,Rj) have property AIEP, then (Tˆ (t))t≥0 is
uniformly exponentially stable.
(3) If all pairs (Aj ,Rj) have property AIEPτj◦Hj , then the pair([
A 0
BcC Ac
]
,Bx+DcCx+ Ccxc
)
has property AIEPτ◦H as well, where τ(Hx) = (τ j(Hjxj))j∈J ).
Proof. (1) We show strong stability by demonstrating that σp(Aˆ) ⊆ C−0 , which by the Arendt-Batty-
Lyubich-Vu˜ Theorem is enough for strong stability as Aˆ has compact resolvent. Clearly, since Aˆ
is dissipative, we have σ(Aˆ) ⊆ C−0 , i.e. we only need to check that no iβ ∈ iR is an eigenvalue of
Aˆ. Thus, let xˆ = (x, xc) ∈ D(Aˆ) be such that Aˆxˆ = iβxˆ for some β ∈ R. Then, in particular(
Ax
Acxc +BcCx
)
=
(
iβx
iβxc
)
⇒
(
(A− iβ)x
xc
)
=
(
0
(iβ −Ac)−1BcCx
)
(note that iR ⊆ ρ(Ac) by Assumption 5.2). Since xˆ ∈ D(Aˆ), we then have
Bx = −(Ccxc +DcCx) = −[Cc(iβ −Ac)−1Bc +Dc]Cx
and from impedance passivity of S and Σc, we obtain
0 = Re (iβx | x)X = Re (Ax | x)X
≤ Re (Bx | Cx)U = −Re
(
(Cc(iβ −Ac)−1Bc +Dc)Cx | Cx
)
Y
≤ −Re (Ac(iβ −Ac)−1BcCx+BcCx | (iβ −Ac)−1BcCx)Xc − κ |ΠCx|2
= −Re (iβ(iβ −Ac)−1BcCx | (iβ −Ac)−1BcCx)Xc − κ |ΠCx|2 = −κ |ΠCx|2 ≤ 0.
This chain of inequalities shows that ΠCx = 0, hence BcCx = 0 due to kerDc ⊆ kerBc, and then
xc = (iβ −Ac)−1BcCx = 0 so that
Bx = −[Cc(iβ −Ac)−1Bc +Dc]Cx = 0.
Moreover,
0 = Re (iβxˆ | xˆ)Xˆ = Re
(
Aˆxˆ | xˆ
)
Xˆ
≤ −‖Rx‖2Z − κ |ΠCx|2 ≤ 0,
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so that Rx = 0, Bx = 0 and ΠCx = 0, in particular Rjxj = 0 for all j ∈ J , and by property
ASP of the pairs (Aj ,Rj) this implies that xj = 0 for all j ∈ J , but then Cx = 0 as well as
xc = 0, i.e. xˆ = 0 and σp(Aˆ) ∩ iR = ∅. Strong stability follows.
(2) For uniform exponential stability, we use the Gearhart-Pru¨ss-Huang Theorem, i.e. we show that
supβ∈R
∥∥∥(iβ − Aˆ)−1∥∥∥
B(Xˆ)
< ∞. By remark 2.6, this property is equivalent to showing that for
every sequence (xˆn, βn)n≥1 ⊆ D(Aˆ)×R with supn∈N ‖xˆn‖Xˆ <∞ and |βn| → ∞ and Aˆxˆn−iβnxˆn,
we have xˆn → 0 in Xˆ. In view of the third assertion, we even show a little bit more, namely
(∗)
(xˆn)n≥1 ⊆ D(A)×Xc, supn∈N ‖xˆn‖Xˆ <∞
(βn)n≥1 ⊆ R, |βn| → ∞
(iβn − A)xn → 0 in X
(iβn −Ac)xc,n −BcCxn → 0 in Xc
Bxn + Ccxc,n +DcCxn → 0 in ran
[
Cc Dc
] ⊆ U
 ⇒ xˆn → 0 in Xˆ.
Let (xˆn, βn)n≥1 be a sequence as on the left hand side. Using Assumption 5.2, we obtain that
0← Re ((A− iβn)xn | xn)X = Re (Axn | xn)X ≤ Re (Bxn | Cxn)U − ‖Rxn‖2Z
0← Re ((Ac − iβn)xc,n +BcCxn | xc,n)Xc ≤ Re (Ccxc,n +DcCxn | Cxn)− κ |ΠCxn|
2
and adding up these two inequalities we derive
lim inf
n→∞ Re ((B+DcC)xn + Ccxc,n | Cxn)− ‖Rxn‖
2
Z − κ |ΠCxn|2 ≥ 0.
Now, since kerDc ⊆ kerBc ∩ kerC∗c , and (B + DcC)xn + Ccxc,n by choice of the sequence, cf.
(∗), lies in ran [ Cc Dc ], this inequality is equivalent to the statement
lim inf
n→∞ Re ((B+DcC)xn + Ccxc,n | ΠCxn)− ‖Rxn‖
2
Z − κ |ΠCxn|2 ≥ 0.
Namely, for every Ccη, Dcµ one has
(Ccη | (I −Π)Cx) = (η | C∗c (I −Π)Cx) = 0
(Dcµ | (I −Π)Cx) = ((I −Π)Dcµ | Cx) = 0
as (I − Π) projects onto kerDc. Since (B + DcC)xn + Ccxc,n → 0 by (∗), we then deduce that
ΠCxn → 0 and Rxn → 0: Assume that lim supn→∞ |ΠCxn| > 0. Deviding by |ΠCxn| for a
suitable subsequence then gives
lim inf
n→∞ −
‖Rxn‖2Z
‖ΠCxn‖ − κ |ΠCxn| ≥ 0
and lim supn→∞ |ΠCxn| = 0, a contradiction. Hence, limn→∞ |Cxn| = 0 and then
lim inf
n→∞ −‖Rxn‖
2
Z = 0
gives limn→∞Rxn = 0 as well. Since ker Π ⊆ kerBc ∩ kerDc, this also implies that
BcCxn, DcCxn → 0 in Y.
Therefore,
xc,n = (iβn −Ac)−1 [BcCxn − (BcCxn +Acxc,n − iβnxc,n)]→ 0 in Xc,
using that supβ∈R
∥∥(iβ −Ac)−1∥∥B(Xc) <∞ and both BcCxn and BcCxn +Acxc,n − iβnxc,n tend
to zero. As a consequence, also
Bxn = (Bxn +DcCxn + Ccxc,n)−DcCxn − Ccxc,n → 0 in U
as all three summands converge to zero. Then∑
j∈J
∥∥Rjxjn∥∥2Zj ≤ |Bxn|2U + |ΠCxn|2Y + ‖Rxn‖2Z → 0 ⇒ Rjxjn → 0, j ∈ J .
Now, for every j ∈ J , we have (Aj − iβn)xjn → 0 and Rjxjn → 0, so that by property AIEP we
obtain xjn → 0 in Xj for all j ∈ J , i.e. xn → 0 in X as well, i.e. xˆn → 0 in Xˆ.
18 BJO¨RN AUGNER
01
11 12 13
21 22 23 24 25
31 32 33
Figure 2. Example of a rooted graph.
Next, let us show the assertion on uniform exponential stability. By the Gearhart-Greiner-
Pru¨ss-Huang Theorem, we need to show that
(xˆn)n≥1 ⊆ D(Aˆ), supn∈N ‖xˆn‖Xˆ <∞
(βˆn)n≥1 ⊆ R, |βn| → ∞
(Aˆ− iβn)xn → 0 in Xˆ
⇒ xˆn → 0 in Xˆ.
So let (xˆn, βn)n≥1 ⊆ D(Aˆ)× R be such a sequence. Then, by dissipativity of Aˆ we have
0← Re
(
(Aˆ− iβn)xˆn | xˆn
)
Xˆ
= Re
(
Aˆxˆn | xˆn
)
Xˆ
≤ −‖Rxn‖2Z − κ |ΠCxn|2Y ≤ 0
and therefore Rxn → 0 and ΠCxn → 0. Moreover, (B + DcC)xn + Ccxc,n = 0 by definition of
D(Aˆ) and (Aˆ− iβn)xˆn → 0 means that in particular
(A− iβn)xn → 0, (Ac − iβn)xc,n +BcCxn → 0.
By property (∗), this means that xˆn → 0 in Xˆ and uniform exponential stability follows.
(3) If for all j ∈ J , we even have property AIEPτj◦Hj , then for the sequence (xˆn, βn)n≥1 as in (∗) of
the previous case we do not only have xjn → 0, but also τ j(Hjxjn)→ 0 for all j ∈ J , so that the
last assertion follows as well.

6. Networks of Hybrid PH-ODE Systems
Next, we want to exploit possible structural conditions on the hybrid interconnected port-Hamiltonian-
control system to have uniform exponential stability under more restrictive structural assumptions, but
weaker assumptions on the dissipativity of the subsystems. Instead of viewing the system as a family
of port-Hamiltonian systems Sj which are coupled via boundary feedback and control with a finite-
dimensional control system, we cluster the port-Hamiltonian systems and parts of the finite-dimensional
control system into hybrid PH-ODE systems Sˆj (j ∈ Jˆ ) as in Definition 4.7 and assume that the resulting
evolutionary system can be written in an equivalent serially connected (or, maybe more precisely, rooted
graph) form {
d
dt xˆ
j = Aˆj xˆj := Aˆj xˆj
Bˆj xˆj =
∑
i∈Jˆ Kˆ
ijCˆixˆi, j ∈ Jˆ
where D(Aˆj) = D(Cˆj) = D(Bˆj) = D(Aˆj) and
Bˆj : D(Bˆj) ⊆ Xˆ → Uˆ j , Cˆj : D(Cˆj) ⊆ Xˆ → Yˆ j
and where the Hilbert spaces Uˆ j and Yˆ j may be distinct, but Uˆ j × Yˆ j ∼= Uˆ × Yˆ . Moreover, for this
interconnection to be serial (or, in rooted graph form) we demand the following.
Assumption 6.1. Assume that Kˆ = (Kˆij)i,j∈Jˆ is strictly lower-block triangular, i.e. Kˆ
ij = 0 for
i, j ∈ Jˆ with i ≤ j.
Under this assumption one can hope for better (i.e. less restrictive) conditions for asymptotic or uniform
exponential stability, similar to the interconnection of a PHS with a finite dimensional control system.
Assumption 6.2. There are linear maps Rˆj : D(Rˆj) = D(Aˆj)→ Zˆj (j ∈ Jˆ ) such that
Re
(
Aˆxˆ | xˆ
)
Xˆ
≤ −
∑
j∈Jˆ
∥∥∥Rˆj xˆj∥∥∥2
Zˆj
, xˆ ∈ D(Aˆ).
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Under these two assumptions we can formulate the following
Theorem 6.3 (Asymptotic stability). Let Assumptions 6.1 and 6.2 hold true. Assume that σ(Ac) ⊆ C−0 ,
i.e. (etAc)t≥0 is an exponentially stable semigroup on Xc, and that for all j ∈ Jˆ the pairs (Aˆj , (Bˆj , Rˆj))
have property ASP, i.e.
(ASP)
xˆj ∈ D(Aˆj)
β ∈ R
Aˆj xˆj = iβxˆj
(Bˆj xˆj , Rˆj xˆj) = 0
 =⇒ xˆj = 0
Then Aˆ generates an (asymptotically) strongly stable C0-semigroup (Tˆ (t))t≥0 on Xˆ.
Proof. We use the Arendt-Batty-Lyubich-Vu˜ Theorem again. Since Aˆ generates a contractive C0-
semigroup and has compact resolvent by Theorem 4.6, we need to show that σp(Aˆ) ∩ iR = ∅. Let
xˆ ∈ D(Aˆ) such that Aˆxˆ = iβxˆ for some β ∈ R. Then, in particular
0 = Re (iβxˆ | xˆ)Xˆ = Re
(
Aˆxˆ | xˆ
)
Xˆ
≤ −
∑
j∈Jˆ
∥∥∥Rˆj xˆj∥∥∥2
Zj
≤ 0
and therefore Rˆj xˆj = 0 for all j ∈ Jˆ . Moreover, by definition of Aˆ and Assumption 6.1, we have
Bˆj xˆj =
j−1∑
i=1
KˆijCˆixˆi, j ∈ Jˆ
Hence, whenever we know that xˆi = 0 for all i < j, then (Rˆj xˆj , Bˆj xˆj) = 0 and since also Aˆj xˆj = iβxˆj ,
property ASP implies that then xˆj = 0 as well. Since this is certainly true for j = 1, it follows iteratively
that xˆj = 0 for all j ∈ Jˆ , i.e. xˆ = 0 and therefore σp(Aˆ) ∩ iR = ∅. The Arendt-Batty-Lyubich-Vu˜
Theorem gives us strong stability of the semigroup (Tˆ (t))t≥0. 
Similarly, for uniform exponential stability the following result relies on property AIEPτ .
Theorem 6.4 (Uniform exponential stability). Assume that Assumption 6.1 and 6.2 hold true. Further
assume that Aˆ generates an (asymptotically) strongly stable contraction semigroup (Tˆ (t))t≥0 on Xˆ, and
that for all j ∈ J the pairs (Aˆj , (Bˆj , Rˆj)) have property AIEPCˆj , i.e.
(AIEPCˆj )
(xˆjn)n≥1 ⊆ D(Aˆj),
supn∈N ‖xˆjn‖Xˆj <∞
(βn)n≥1 ⊆ R,
|βn| → ∞
(Aˆj − iβn)xˆn → 0
(Bˆj xˆjn, Rˆ
j xˆjn)→ 0

=⇒
{
xˆjn → 0 in Xˆj
Cˆj xˆjn → 0 in Yˆ j
Then the C0-semigroup (Tˆ (t))t≥0 is uniformly exponentially stable.
Remark 6.5. The assumption that in (AIEPCˆj ) one has Cˆ
j xˆjn → 0 in Yˆ j could be weakened to
ΠjCˆj xˆjn → 0 in Yˆ j where Πj : Yˆ j → Yˆ j is the orthogonal projection onto (∩i>j ker Kˆij)⊥, however
in concrete examples this does not make any difference. If necessary, one could extend the system by an
artificial additional hybrid system S to ensure the structure of Theorem 6.4.
Proof of Theorem 6.4. Since Aˆ generates an asymptotically stable semigroup and has compact resolvent,
σ(Aˆ) = σp(Aˆ) ⊆ C−0 and we thus only have to prove that supβ∈R
∥∥∥(iβ − Aˆ)−1∥∥∥ <∞. Therefore, take any
sequence (xˆn, βn)n≥1 ⊆ D(Aˆ)× R such that supn∈N ‖xˆn‖Xˆ < ∞, |βn| → ∞ and (iβn − Aˆ)xˆn → 0 in Xˆ.
Then, by Assumption 6.2 we obtain
0← Re
(
(Aˆ− iβn)xˆn | xˆn
)
Xˆ
= Re
(
Aˆxˆn | xˆn
)
Xˆ
≤ −
∑
j∈Jˆ
∥∥∥Rˆj xˆjn∥∥∥2Zˆj ≤ 0
and therefore Rˆj xˆj → 0 for all j ∈ Jˆ . Moreover, by Assumption 6.1, we have
Bˆj xˆjn =
j−1∑
i=1
KˆjiCˆixˆin, j ∈ Jˆ
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Figure 3. A Chain of Serially Interconnected Strings.
and property AIEPCˆj now implies that xˆ
j
n → 0 and Cˆj xˆjn → 0 whenever Cˆixˆin → 0 for all i < j. Again,
this is true for j = 1 and by induction it follows that xˆj → 0 and Cˆj xˆjn → 0 for all j ∈ Jˆ . In particular,
xˆn → 0 in Xˆ and, therefore, by the Gearhart-Pru¨ss-Huang Theorem the semigroup (Tˆ (t))t≥0 is uniformly
exponentially stable. 
7. Applications
We now discuss the properties ASP and AIEPCˆj for some particular classes of PDE which are of
port-Hamiltonian type. We aim to give several types of interconnection structures, thus motivating the
abstract results of the previous sections. We begin with
Proposition 7.1. Assume that Nj = 1 for all J = Jˆ (i.e. every hybrid PH-ODE systems consists of
exactly one port-Hamiltonian system Sj and a controller Σjc), all Hamiltonian matrix density functions
Hj (j ∈ J ) are Lipschitz continuous on [0, 1], σp(Ajc) ⊆ C−0 for all j ∈ J , there are Rj : D(Aj) → Zj
such that
Re
(
Aˆx | x
)
Xˆ
≤ −
∑
j∈J
∣∣Rjxj∣∣2
and ∣∣(Hjxj)(0)∣∣ . ∣∣Rj xˆj∣∣+ ∣∣Bjxj∣∣ , xj ∈ D(Aj), j ∈ J .
Then the C0-semigroup generated by Aˆ is uniformly exponentially stable.
Proof. This proposition follows from the Theorems 6.3 and 6.4 above, and with the following lemma on
port-Hamiltonian systems of order N = 1 and Theorem 5.5 (the latter traducing properties ASP and
AIEPτ◦H from the systems Sj (j ∈ J ) to Aj (j ∈ J )). 
Lemma 7.2. Let S = (A,B,C) be a port-Hamiltonian system of order N = 1 and H : [0, 1]→ Kd×d be
Lipschitz continuous. Then the following assertions hold true:
(1) If x ∈ D(A) with Ax = iβx for some β ∈ R, and additionally (Hx)(0) = 0, then x = 0.
(2) If (xn, βn)n≥1 ⊆ D(A) × R with supn∈N ‖xn‖X < ∞, |βn| → ∞ and (A − iβn)xn → 0 in X,
(Hxn)(0)→ 0 in Kd, then xn → 0 in X and (Hxn)(1)→ 0 in Kd.
Proof. (1) See the proof of Proposition 2.11 in [4].
(2) For the property that xn → 0 in X, see the proof of Proposition 2.12 in [4]. Repeating the proof
presented there for q = 1 shows that that
1
2
‖xn‖2X +
1
2
[(xn(ζ) | H(ζ)xn(ζ))Kd ]10 → 0,
and since xn → 0 in X, (Hxn)(0) = H(0)xn(0)→ 0 and H(1) is symmetric positive definite, this
implies that (Hxn)(1)→ 0 as well.

Example 7.3 (Serially Connected Strings). As an example where the structure of the interconnection
can be employed to ensure uniform exponential stability, consider the following chain of serially connected
strings, see Figure 3, which are modelled by the non-uniform one-dimensional wave equation:
ρ(ζ)ωtt(t, ζ)− (T (ζ)ωζ)ζ(t, ζ) = 0, ζ ∈ (ζj−1, ζj), t ≥ 0, j = 1, . . . ,m
where 0 =: ζ0 < ζ1 < . . . < ζm := L and 0 < ε ≤ ρj := ρ|(ζj−1,ζj), T j := T |(ζj−1,ζj) ∈ Lip(ζj−1, ζj ;R).
The chain of strings is damped at the left end, free at the right end, and interconnected in a dissipative
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or conservative way:
(Tωζ) (t, ζ0) = −κ0ωt(t, ζ0), t ≥ 0 (for some κ0 > 0)
(Tωζ) (t, ζ
m) = 0, t ≥ 0
ωt(t, ζ
j−) = ωt(t, ζj+), t ≥ 0, j = 1, . . . ,m− 1
(Tωζ) (t, ζ
j−)− (Tωζ) (t, ζj+) = −κjωt(t, ζj),
t ≥ 0, j = 1, . . . ,m− 1 (for some κj ≥ 0)(1)
We show that this example can be written as a network of port-Hamiltonian systems of order N = 1,
and the theory developed in this section can be applied to deduce stability properties for this system.
Using a scaling argument we may and reduce the general case to the special case ζj = j. We may then
identify xj(t, ζ) := (ρ(j+ ζ)ωt(t, j+ ζ),−ωζ(t, j+ ζ)) and Hj(ζ) := diag (1/ρ(j+ ζ), T (j+ ζ)) and obtain
for P j1 = [
0 1
1 0 ] , P
j
0 = 0 ∈ K2×2, j = 2, . . . ,m, the first order port-Hamiltonian systems
Ajxj =
[
P1
∂
∂ζ
+ P0
]
(Hjxj)(ζ), xj ∈ D(Aj) = {xj ∈ L2(0, 1;K2) : (Hjxj) ∈ H1(0, 1;K2)}
with boundary input and output maps
Bjxj =
( −(Hj2xj2)(0)
(Hj1xj1)(1)
)
, Cjxj =
(
(Hj1xj1)(0)
(Hj2xj2)(1)
)
, D(Bj) = D(Cj) = D(Aj), j ∈ J \ {m}
and
Bmxm =
( −(Hm2 xm2 )(0)
(Hm2 xm2 )(1)
)
, Cmxm =
(
(Hm1 xm1 )(0)
(Hm1 xm1 )(1)
)
, D(Bm) = D(Cm) = D(Am).
For this choice of the boundary input and output maps, the port-Hamiltonian systems Sj = (Aj ,Bj ,Cj)
become impedance passive with energy state spaces Xj = (L2(0, 1;K2), ‖·‖Hj ) and input and output
spaces U j = Y j = K2. This property corresponds to the formal energy balance equation
d
dt
HWE(t) :=
d
dt
1
2
∫ 1
0
ρ(ζ) |ωt(t, ζ)|2 + T (ζ) |ωζ(t, ζ)|2 dζ = Re
[
(ωt(t, ζ) | T (ζ)ωζ(t, ζ))K
]1
0
for the wave equation ρ(ζ)ωtt(t, ζ) = (T (·)ωζ)ζ(t, ζ). The interconnection structure (1) can then be
written in the boundary feedback form
Bx =

−κ0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 −1 −κ1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 −1 −κ2 0 0 0 0
0 0 0 0
. . .
. . .
. . . 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 −1 −κm 0
0 0 0 0 0 0 0 0 0

Cx =: KCx.
Clearly, the symmetric part of K,
Sym K =

−κ0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 −κ1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 −κ2 0 0 0 0
0 0 0 0
. . .
. . .
. . . 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −κm−1 0
0 0 0 0 0 0 0 0 0

is negative semi-definite, thus the operator
Ax = (Ajxj)j∈J , D(A) = {x ∈ D(A) =
∏
j∈J
D(Aj) : Bx = KCx}
is dissipative on the product Hilbert space X =
∏
j∈J X
j and thus generates a contractive C0-semigroup
(T (t))t≥0 on Xˆ by Theorem 4.6 (or, by Theorem 4.1 in [13]). We employ Theorem 6.3 and Theorem
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6.4 to deduce uniform exponential stability, as long as the parameter functions ρj and T are Lipschitz
continuous on (ζj−1, ζj), j = 1, . . . ,m. For this end, we reformulate the boundary conditions in a form
more suitable for the setting of these theorems, and set
B1x1 = ((H12x12)(0) + κ0(H11x11)(0)) ∈ K,
C1x1 = ((H11x11)(0), (H1x1)(1)) ∈ K3,
Bjxj = (Hjxj)(0) ∈ K2,
Cjxj = (Hjxj)(1) ∈ K2, j = 2, . . . ,m− 1,
Bmxm = ((Hmxm)(0), (Hm2 xm2 )(1)) ∈ K3,
Cmxm = (Hm1 xm1 )(0) ∈ K.
(In this situation, we simply have Xc = {0}.) Then, the boundary conditions can be rewritten in the
form
Bjxj =
j−1∑
i=1
KijCixi, j ∈ Jˆ = {1, . . . ,m}
for appropriate matrices Kij , i, j ∈ J , and such that K = (Kij)i,j∈J is strictly lower-block triangular.
Corollary 7.4. In the situation of Example 7.3, assume that ρj , T j : (ζj−1, ζj) → (0,∞) are Lipschitz
continuous for each string j ∈ J of the serially connected chain, and assume that κ0 > 0 whereas κj ≥ 0
for j ∈ J . Then the problem is well-posed, i.e. for every initial datum
(ω(0, ·), ωt(0, ·)) = (ω0, ω1) ∈
∏
j∈J
H1(ζj−1, ζj)×
∏
j∈J
L2(ζ
j−1, ζj)
there is a unique strong solution ω : R→∏j∈J H1(ζj−1, ζj) such that
ω ∈ C(R+;
∏
j∈J
H1(ζj−1, ζj)), ωt ∈ C(R+;
∏
j∈J
L2(ζ
j−1, ζj))
with non-increasing energy
HWE(t) =
1
2
m∑
j=1
∫ ζj
ζj−1
ρj |ωt|2 + Tj |ωζ |2 dζ
and there are constants M ≥ 1 and η < 0 such that
HWE(t) ≤MeηtHWE(0), t ≥ 0
holds uniformly for all initial data. Moreover, if additionally
((Tω0)ζ , ω1) ∈
∏
j∈J
H1(ζj−1, ζj)×
∏
j∈J
H1(ζj−1, ζj)
and satisfy the compatibility conditions for (1), i.e.
(T (ω0)ζ) (ζ0) = −κ0ω11(ζ0),
(T (ωm0 )ζ) (ζ
m) = 0,
ω1(ζ
j−) = ω1(ζj+),
(T (ω0)ζ) (ζ
j−)− (T (ω0)ζ) (ζj+) = −κjω1(ζj), j = 1, . . . ,m− 1,
the solution is classical, i.e.
ω ∈ C1(R+;
∏
j∈J
H1(ζj−1, ζj)),
ωt ∈ C(R+;
∏
j∈J
H1(ζj−1, ζj)),
Tωζ ∈ C(R+;
∏
j∈J
H1(ζj−1, ζj)).
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Proof. By the port-Hamiltonian formulation, we can see that the impedance passivity of the systems
Sj = (Aj ,Bj ,Cj) and the structure of the interconnection by the static feedback matrix K imply that
Re (Ax | x)X ≤ −
m∑
j=1
κj−1
∣∣∣Bj1xj∣∣∣2 = − m∑
j=1
κj−1
∣∣∣(Hj2xj2)(0)∣∣∣2
≤ −κ0
∣∣(H12x12)(0)∣∣2 = − 1κ0 ∣∣(H11x11)(0)∣∣2
≤ −1
2
min{κ0, κ−10 }
∣∣(H1x1)(0)∣∣2 , x ∈ D(A).
This already implies well-posedness. Moreover, for each j ≥ 2 we have∣∣Bjxj∣∣ ≤ ∣∣(Hjxj)(0)∣∣ .
Since all the pairs (Aj , (Hjxj)(0)) have property ASP by Lemma 7.2, as long as the parameter functions
ρj , T j are Lipschitz continuous, it follows asymptotic stability from Theorem 6.3, and then, since by
Lemma 7.2 the pairs (Aj , (Hjxj)(0)) also have property AIEPτj◦Hj as well, uniform exponential stability
follows by Theorem 6.4. 
Remark 7.5. It would be nice if one could apply Theorems 6.3 and 6.4 to the case of a chain of Euler-
Bernoulli beam models, cf. [6], as well. Unfortunately, as it turns out a dissipativity condition like
(2) Re
(
Aˆx | x
)
X
≤ −κ
(
|(Hx)(0)|2 + |(Hx)′(0)|2
)
, x ∈ D(Aˆ)
is not sufficient for uniform exponential stability of (closed-loop) port-Hamiltonian systems of order
N = 2, and also for the special case of an Euler-Bernoulli beam such a property is not known. In par-
ticular, though clearly (A, ((Hx)(0), (Hx)′(0))) has property ASP for port-Hamiltonian operators of order
N = 2 with Lipschitz-continuous H : [0, 1]→ Kd×d, it is not known whether there are classes, e.g. Euler-
Bernoulli beam type systems, for which properties AIEP and AIEPτ hold for the pair (A, ((Hx)(0), (Hx)′(0))).
Even more, dissipation of the form (2) is not what can be ensured by the most usual damping conditions for
the Euler-Bernoulli beam, namely only dissipation in three of the four components (or, the component be-
ing zero by the boundary conditions imposed on the system) of ((Hx)(0), (Hx)′(0)) for the Euler-Bernoulli
beam (where d = 2) is a realistic assumption. However, it is already known for thirty years [6], that seri-
ally interconnected, homogeneous (i.e. constant parameters along each beam) Euler-Bernoulli beams can
be uniformly exponentially stabilised at one end by suitable (realistic) boundary conditions, if one addi-
tionally assumes that the parameters are ordered in a monotone way. The same result for inhomogeneous
beams, where the parameter functions on each beam are allowed to have Lipschitz continuous dependence
on the spatial parameter ζ, but still satisfy monotonicity conditions at the joints ζj, will be shown in a
forthcoming paper [3].
Example 7.6 (The Euler-Bernoulli Beam). The Euler-Bernoulli beam equation
ρ(ζ)ωtt(t, ζ) +
∂2
∂ζ2
(EI(ζ)ωζζ(t, ζ)) , t ≥ 0, ζ ∈ (a, b)
can be written in port-Hamiltonian form for N = 2 and the identification
x(t, ζ) =
(
ρ(ζ)ωt(t, ζ)
ωζζ(t, ζ)
)
, H(ζ) =
[
ρ(ζ)−1 0
0 EI(ζ)
]
.
Choosing P2 =
[
0 −1
1 0
]
, P1 = P0 = 0 ∈ K2×2, we arrive at the first order in time, second order in space
evolution equation
∂
∂t
x(t, ζ) = Ax(t, ζ) :=
[
P2
∂2
∂ζ2
+ P1
∂
∂ζ
+ P0
]
(H(ζ)x(t, ζ)), t ≥ 0, ζ ∈ (a, b).
After appropriate scaling, w.l.o.g. we may and will assume that a = 0 and b = 1 in the following.
There are several possible choices for conservative boundary conditions (e.g. at the right end), such as
(1) ω(t, 1) = (EIωζζ)(t, 1) (simply supported or pinned right end),
(2) ωζζ(t, 1) = (EIωζζ)ζ(t, 1) = 0 (free right end),
(3) ωζ(t, 1) = (EIωζζ)ζ(t, 0) = 0 (shear hinge right end),
(4) ωt(t, 1) = ωζ(t, 1) (clamped left end),
(5) ωt(t, 1) = (EIωζζ)(t, 1) = 0,
(6) ωtζ(t, 1) = (EIωζζ)ζ(t, 1) = 0.
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Here, the first and third case are just special cases of the fifth (there: ω(t, 1) = c ∈ K) and sixth case
(there: ωζ(t, 1) = c ∈ K), so the most important conservative boundary conditions in energy state space
formulation read as
(1) (Hmxm)(1) = 0,
(2) (Hm2 xm2 )(1) = (Hm2 xm2 )′(1) = 0,
(3) (Hmxm)′(1) = 0,
(4) (Hm1 xm1 )(1) = (Hm1 xm1 )′(1) = 0.
At the other end we want to impose dissipative boundary conditions to obtain uniform exponential energy
decay for the solution of the Euler-Bernoulli beam model closed in this linear way, the most popular being
(cf. [6])
(3)
(
(EIωζζ)(0)
−(EIωζζ)ζ(0)
)
= −K0
(
ωtζ(t, ζ)
ωt(t, ζ)
)
for some matrix K0 ∈ K2×2 such that
either K0 =
[
k110 0
0 0
]
for some k110 > 0, or Sym (K0) > 0 is positive definite.
For the first of these options, conservative boundary conditions at the right end of type clamped end
or shear hinge right end ensure well-posedness and uniform exponential energy, whereas in the second
case any of the conservative boundary conditions listed above, i.e. also free right end or pinned right end
boundary conditions are allowed, lead to well-posedness with uniform exponential decay of the energy
functional.
Lemma 7.7. For the Euler-Bernoulli beam of Example 7.6 assume that ρ,EI : [0, 1]→ R are uniformly
positive and Lipschitz continuous. Then, for A and the following choices of R : D(R) = D(A)→ K4, the
pair (A,R) has property ASP:
Rx =

(H1x1)(0)
(H1x1)′(0)
(H2x2)(0)
(H2x2)′(1)
 or

(H1x1)(0)
(H1x1)′(0)
(H2x2)′(0)
(H2x2)(1)
 or

(H1x1)(0)
(H2x2)(0)
(H2x2)′(0)
(H1x1)′(1)
 or

(H1x1)′(0)
(H2x2)(0)
(H2x2)′(0)
(H1x1)(1)
 .
Moreover, for the following choices of R′ : D(R′) = D(A)→ K5, the pair (A,R′) has property AIEPτ
R′x =

(Hx)(0)
(H1x1)′(0) or (H2x2)′(0)
(H1x1)(1) or (H2x2)′(1)
(H1x1)′(1) or (H2x2)(1)
 , or
R′x =
 (Hx)(0)(Hx)(1)
(Hj0xj0)′(ζ0)
 for some j0 ∈ {1, 2}, ζ0 ∈ {0, 1}
In particular, for the following choices of R′, the pair (A,R′) has both properties ASP and AIEPτ :
R′x =

(Hx)(0)
(H1x1)′(0)
(H1x1)(1) or (H2x2)′(1)
(H2x2)(1)
 , or
R′x =

(Hx)(0)
(H2x2)′(0)
(H1x1)(1) or (H2x2)′(1)
(H1x1)′(1)
 , or
R′x =
 (Hx)(0)(Hx)(1)
(Hj0xj0)′(ζ0)
 for some j0 ∈ {1, 2}, ζ0 ∈ {0, 1}
Proof. Partly, this is part of Proposition 2.9 in [4]. For the full proof of properties ASP and AIEP
considered here, except for the latter case, and even in the more general setting of a chain of Euler-
Bernoulli beams, see the upcoming article [3]. In these cases it remains to prove property AIEPτ . This
follows from property AIEP and Lemma 9.2 in the appendix. Let us prove the statement for the choice
R′x = ((Hx)(0), (Hx)(1), (H1x1)′(0)), then it is clear how the remaining other choices for the fifth
component can be handled. First of all, the pair (A,R′) has property ASP which can be seen by using
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damper
ω˜t(t, 1) = 0, (E˜Iω˜ζζ)(t, 1) = 0
ω˜t(t, 0) = ωt(t, 0)
(E˜Iω˜ζζ)ζ(t, 0) = (Tωζ)(t, 1)
(E˜Iω˜ζζ)(t, 0) = 0
(Tωζ)(t, 0) = −κωt(t, 0)
transmission conditions
string
ρωtt = (Tωζ)ζ
Euler-Bernoulli beam
ρ˜ω˜tt = −(E˜Iω˜ζζ)ζζ
Figure 4. A damper-string-beam system.
e.g. [1, Lemma 4.2.9] and in fact is a special case of [1, Corollary 4.2.10]. Then, by [1, (4.28) on p. 108] in
the proof of [1, Proposition 4.3.19], for every sequence (xn, βn)n≥1 ⊆ D(A)×R with supn∈N ‖xn‖X <∞
and |βn| → ∞ such that Axn − iβnxn → 0 in X, and for every q ∈ C2([0, 1];R) one has the equality
Re (xn | (2q′H− qH′)xn)L2
=
[
−2 Re
(
(H2xn,2)′(ζ) | iq(ζ)βn (H1xn,1)′(ζ)
)
K
− (xn(ζ) | (qH)(ζ)xn(ζ))K
−Re
(
(H2xn,2)′(ζ) | iq
′(ζ)
βn
(H1xn,1)(ζ)
)
K
+ Re
(
(H2xn,2)′(ζ) | iq
′(ζ)
βn
(H1xn,1)(ζ)
)
K
]1
0
+ o(1)
where o(1) denotes terms that vanish as n → ∞. Also Hxnβn → 0 in C1([0, 1];K2) has been shown there.
Therefore, if we additionally assume that R′xn → 0 and take q ∈ C2([0, 1];R) such that
2q′H− qH ≥ εI, a.e. ζ ∈ (0, 1),
which is possible by the coercivity of H and the uniform boundedness of H′, we obtain that
ε ‖xn‖2L2 ≤ (xn | (2q′H− qH)xn)L2 = o(1)
and thus xn → 0 in X. This shows property AIEP. By Lemma 9.2 in the Appendix, it follows that
τ(Hxn)→ 0 as well, so that (A,R′) has properties ASP and AIEPτ . 
Example 7.8. Consider the system of Figure 4 consisting of a string which is damped at the left end,
and is interconnected at the right end with an Euler-Bernoulli beam. We denote by ω(t, ζ) and ω˜(t, ζ) the
transversal position of the string and the Euler-Bernoulli beam at time time t ≥ 0 and position ζ ∈ (0, 1),
respectively. (Here, w.l.o.g. we may and assume that both the string and the beam have unit length.)
Moreover, we denote by ρ(ζ) and ρ˜(ζ) the mass density times transversal area at position ζ ∈ (0, 1) for
the string and the Euler-Bernoulli beam, respectively, by T (ζ) Young’s modulus of the string and by E˜I(ζ)
the elasticity times moment of inertia per area element of the Euler-Bernoulli beam. We assume that
ρ, ρ˜, T, E˜I are all Lipschitz-continuous and uniformly positive on [0, 1]. Then the dynamics of the system
are described by the evolution equations for the string and the beam,
ρ(ζ)ωtt(t, ζ) = +(Tωζ)ζ(t, ζ)
ρ˜(ζ)ω˜tt(t, ζ) = −(E˜Iω˜ζζ)ζζ(t, ζ), t ≥ 0, ζ ∈ (0, 1)
the damping by feedback boundary condition for the string at the left end
(Tωζ)(t, 0) = −κωt(t, 0), t ≥ 0
for some constant κ > 0, the transmission conditions
ω˜t(t, 0) = ωt(t, 1)
(E˜Iω˜ζζ)ζ(t, 0) = −(Tωζ)(t, 1)
(E˜Iω˜ζζ)(t, 0) = 0, t ≥ 0
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an the conservative pinned end boundary conditions of the Euler-Bernoulli beam at the right end
ω˜t(t, 1) = 0
(E˜Iω˜(t, ζ))(t, 1) = 0, t ≥ 0.
The total energy of this system consists of the string part and the beam part of the energy
Htot(t) = HWE(t) +HEB(t)
=
1
2
[∫ 1
0
ρ(ζ) |ωt(t, ζ)|2 + T (ζ) |ωζ |2 dζ +
∫ 1
0
ρ˜(ζ) |ω˜t(t, ζ)|2 + E˜I(ζ) |ω˜ζζ(t, ζ)|2 dζ
]
and along solutions of the systems which are sufficiently regular, one readily computes
d
dt
Htot(t) = Re
[
((Tωζ)(t, ζ) | ωt(t, ζ))K +
(
−(E˜Iω˜ζζ)ζ(t, ζ) | ω˜t(t, ζ)
)
K
+
(
(E˜Iω˜ζζ)(t, ζ) | ω˜tζ
)
K
]1
0
= −κ |ωt(t, 0)|2 ≤ 0, t ≥ 0.
Hence, the system is dissipative, and the corresponding operator of port-Hamiltonian type Aˆ below
generates a contractive C0-semigroup. Since the subsystems are a string modelled by the one-dimensional
wave equation and an Euler-Bernoulli beam, the port-Hamiltonian formulation reads as follows.
X1 = L2(0, 1;K2) with H1 = diag
(
1
ρ
, T
)
, x1(t, ζ) =
(
(ρωt)(t, ζ)
ωζ(t, ζ)
)
X2 = L2(0, 1;K2) with H2 = diag
(
1
ρ˜
, E˜I
)
, x2(t, ζ) =
(
(ρ˜ω˜t)(t, ζ)
ωζζ(t, ζ)
)
,
there is no dynamic controller (i.e. Xjc = {0}) and the differential operators are given by
A1x1 =
[
0 1
1 0
]
∂
∂ζ
(H1x1)
A2x2 =
[
0 1
−1 0
]
∂2
∂ζ2
(H2x2)
and we get
Ax =
(
A1x1
A2x2
)
D(A) = {(x1, x2) ∈ X1 ×X2 : (H1x1) ∈ H1(0, 1;K2), (H2x2) ∈ H2(0, 1;K2), (H12x12)(0) = −κ(H11x11)(0),
(H21x21)(0) = (H11x11)(1), (H22x22)′(0) = (H12x12)(0), (H22x22)(0), (H2x2)(1) = 0}.
For this operator one has
Re (Ax | x)X ≤ −κ
∣∣(H11x11)(0)∣∣2 = − 1κ ∣∣(H12x12)(0)∣∣2 = −12
[
κ
∣∣(H11x11)(0)∣∣2 + 1κ ∣∣(H12x12)(0)∣∣2
]
, x ∈ D(Aˆ).
Let us give its formulation as a serial interconnection of port-Hamiltonian systems:
Aˆj = Aj |D(Aˆj)
D(Aˆ1) = {x1 ∈ D(A1) : (H12x12)(0) = −κ(H11x11)(0)},
D(Aˆ2) = {x1 ∈ D(A1) : (H22x22)(0) = 0, (H2x2)(0) = 0}
and the conditions of the stability theorems are satisfied for
R1x1 = (
√
κ(H11x11)(0),
√
κ
−1
(H12x12)(0))
B2x2 = ((H2x2)(0), (H2x2)(1), (H22x22)′(0)).
Now, the pairs (Aˆ1,R1) and (Aˆ2,B2) have properties ASP and AIEPτj◦Hj since both the pairs (A1, (H1x1)(0))
and (A2, ((H2x2)(0), (H2x2)(1), (H21x21)(0)) have properties ASP and AIEPτj◦Hj . Therefore, by Theo-
rems 6.3 and 6.4 the operator Aˆ generates a uniformly exponentially stable contraction semigroup on
X = X1 ×X2, i.e. there are constants M ≥ 1 and η < 0 such that uniformly for all finite energy initial
data the energy decays uniformly exponentially,
Htot(t) ≤MeηtHtot(0), t ≥ 0.

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m
mωtt(t, 0) = −kω(t, 0)− rωt(t, 0) + (Tωζ)(t, 0) ω˜t(t, 1) = 0, (E˜Iω˜ζζ)(t, 1) = 0
ω˜t(t, 0) = ωt(t, 0)
(E˜Iω˜ζζ)ζ(t, 0) = (Tωζ)(t, 1)
(E˜Iω˜ζζ)(t, 0) = 0
transmission conditions
string
ρωtt = (Tωζ)ζ
Euler-Bernoulli beam
ρ˜ω˜tt = −(E˜Iω˜ζζ)ζζ
Figure 5. An Euler-Bernoulli-Beam-Spring-Mass-Damper-String-System.
Example 7.9. Consider the following interconnection of a string modelled by a wave equation, damped
at the left end by a spring-mass damper and attached to an Euler-Bernoulli beam at the right, and where
the latter is pinned at the right end, see Figure 5. For the interconnection, the transmission conditions
ω(t, 1) = ω˜t(t, 0), (Tωζ)(t, 1) + (E˜Iω˜ζζ)ζ(t, 0) = 0, ω˜ζ(t, 0) = 0, t ≥ 0.
are assumed, i.e. in particular the transversal position of the string and the beam continuous is at the
joint and no force is acting on the joint. The spring-mass damper is modelled by the ODE
mωtt(t, 0) = −kω(t, 0)− rωt(t, 0) + (Tωζ)(t, 0),
i.e. the tip of mass m > 0 moves under the influence of forces from a spring with spring constant k > 0
and a damper with damping constant r > 0, as well as the stress (Tωζ)(t, 0) of the string at the left end.
The pinned end boundary conditions of the Euler-Bernoulli beam are modelled by
ω˜(t, 1) = 0, (E˜Iω˜ζζ)(t, 1) = 0.
The total energy of this system is given by the potential and kinetic energies of the spring, the string
and the beam
Htot(t) = HWE(t) +HEB(t) +Hm,k(t)
=
1
2
[∫ 1
0
ρ(ζ) |ωt(t, ζ)|2 dζ + T (ζ) |ωζ(t, ζ)| dζ
]
+
1
2
[∫ 1
0
ρ˜(ζ) |ω˜t(t, ζ)|2 + E˜I(ζ) |ω˜ζζ(t, ζ)|2 dζ
]
+
1
2
[
m |ωt(t, 0)|2 + k |ω(t, 0)|2
]
.
Then, the formal energy balance along sufficiently regular solutions shows that
d
dt
Htot(t) = −r |ωt(t, 0)|2 ≤ 0, t ≥ 0.
Therefore, the system is dissipative and after reformulation as network of port-Hamiltonian type, it is clear
that well-posedness in the sense of unique solutions with non-increasing energy holds for all sufficiently
regular initial data. For this end, we take X1 = L2(0, 1;K2), X2 = L2(0, 1;K2) and X2c = {0} as in the
previous example, but this time
X1c = K2, x1c =
(
ω(t, 0)
ωt(t, 0)
)
, ‖xc‖2X1c = k
∣∣x1c,1∣∣2 +m ∣∣x1c,2∣∣2 .
Also the operators A1 and A2 are defined as before, but now we additionally have the control system
given by the operators
A1c =
[
0 1
− km − rm
]
, B1c =
[
0
1
]
, C1c = (B
1
c )
∗ =
[
0 1
]
, D1c = 0
28 BJO¨RN AUGNER
for U1c = K. The resulting operator Aˆ : D(Aˆ) ⊆ Xˆ = X×Xc = X1×X2×X1c → Xˆ is therefore given by
Aˆ
 x1x2
x1c
 =
 A1x1A2x2
A1cx
1
c +B
1
c (H12x12)(0)

D(Aˆ) =
{
(x1, x2, x1c) ∈ D(A1)×D(A2)×X1c : (H11x11)(0) = −C1cx1c , (H21x21)(0) = (H11x11)(1),
(H22x22)′(0) = −(H12x12)(1), (H22x22)(0) = 0, (H2x2)(1) = 0
}
and it is dissipative with
Re
(
Aˆxˆ | xˆ
)
Xˆ
= −r ∣∣x1c,2∣∣2 = −r ∣∣(H11x11)(0)∣∣2 , xˆ = (x1, x2, x1c) ∈ D(Aˆ).
As a result, by Theorem 4.6 the operator Aˆ generates a strongly continuous contraction semigroup on
Xˆ. Let us investigate stability properties next. For this end, we write
Aˆ1xˆ1 =
(
A1x1
A1cx
1
c +B
1
c (H12x12)(0)
)
,
D(Aˆ1) = {xˆ1 = (x1, x1c) ∈ D(A1)×X1c : (H11x11)(0) = −C1cx1c}
Aˆ2xˆ2 = A1x1
D(Aˆ2) = {xˆ2 = x2 ∈ D(A2) : (H22x22)(0) = 0, (H2x2)(1) = 0}.
Then Aˆ ∼= diag (Aˆ1, Aˆ2)|D(Aˆ) for
D(Aˆ) =
{
xˆ = (xˆ1, xˆ2) ∈ D(Aˆ1)×D(Aˆ2) :
(
(H11x11)(1)
(H12x12)(1)
)
=
(
(H21x21)(0)
−(H22x22)′(0)
)}
.
To show uniform exponential energy decay, by Theorems 6.3 and 6.4 it suffices to prove that the pairs
(Aˆ1, (H11x11)(0)) and (Aˆ2, ((H21x21)(0), (H22x22)′(0)) have properties ASP and AIEPτ . The latter, we have
already seen in the previous example, as long as ρ˜, E˜I ∈ Lip(0, 1;R). It remains to prove these properties
for the pair (Aˆ1, (H11x11)(0)). We assume that ρ, T ∈ Lip(0, 1;R) are Lipschitz continuous as well. For the
matrix A1c we can calculate the eigenvalues as λ1,2 = − r±
√
r2−4km
2m ∈ C−0 , thus A1c is a Hurwitz matrix and
(etA
1
c)t≥0 uniformly exponentially stable on X1c . Since the pair (A
1, (H1x1)(0)) has properties ASP and
AIEPτ , this implies that also the pair (Aˆ
1, (H11x11(0)) has properties ASP and AIEP. Uniform exponential
stability of the semigroup (Tˆ (t))t≥0 on Xˆ thus follows by Theorems 6.3 and 6.4. 
8. Conclusion and Open Problems
In this paper, we have considered dissipative systems resulting from conservative or dissipative in-
terconnection of several infinite-dimensional port-Hamiltonian systems Sj = (Aj ,Bj ,Cj) of arbitrary,
possibly distinct orders N j via boundary control and observation and static or dynamic feedback via
a finite-dimensional linear control system Σc = (Ac, Bc, Cc, Dc) such that the total, interconnected sys-
tem on the product energy Hilbert space Xˆ becomes dissipative. The generation theorems from single
infinite-dimensional port-Hamiltonian systems (or, port-Hamiltonian systems of the same differential
order N j = N for all j ∈ J ) with static or dynamic boundary feedback have been shown to directly
extend to systems of mixed-order port-Hamiltonian systems: The existence of a contractive C0-semigroup
(Tˆ (t))t≥0 acting as the (unique) solution operator for the abstract Cauchy problem
d
dt
xˆ(t) = Aˆxˆ(t) (t ≥ 0), xˆ(0) = xˆ0 ∈ Xˆ
is equivalent to the operator Aˆ simply being dissipative (w.r.t. the energy inner product (· | ·)Xˆ). There-
fore, whenever beam and wave equations are interconnected with each other and finite dimensional control
systems via boundary control and observation, it is enough to choose the boundary and interconnection
conditions such that the energy does not increase along classical solutions.
For multi-component systems consisting of subsystems of finite dimensional or infinite-dimensional port-
Hamiltonian type on an interval, we presented a scheme to ensure asymptotic and uniform exponential
stability from the structure of the interconnection and dissipative elements. Especially, we applied the
results to a chain of strings modelled by the wave equation and hinted at possible arrangements of
beam-string-controller-dissipation structures leading to uniform stabilisation of the total interconnected
system.
All results presented here are based on linear semigroup theory, especially the Arendt-Batty-Lyubich
Vu˜ Theorem and the Gearhart-Greiner-Pru¨ss-Huang Theorem on stability properties for one-parameter
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semigroups of linear operators. Therefore, the techniques used are not accessible for nonlinear problems,
e.g. nonlinear boundary feedback or nonlinear control systems which may be encountered in practice a lot.
Whereas for the generation theorem the Komura-Kato Theorem is a nonlinear analogue to the Lumer-
Phlipps Theorem for the generation of strongly continuous contraction semigroups by m-dissipative op-
erators, handling stability properties for nonlinear systems is much more involved, see [2] for some efforts
in this direction.
9. Appendix: Some technical results on the Euler-Bernoulli Beam
Within this section we consider a port-Hamiltonian system operator A of Euler-Bernoulli type, i.e. we
assume that
Ax =
([
0 −1
1 0
]
∂2
∂ζ2
+ P0(ζ)
)[ H1(ζ) 0
0 H2(ζ)
](
x1(ζ)
x2(ζ)
)
where we additionally assume that x1(ζ), x2(ζ) ∈ K are scalars and the Hamiltonian densities Hi ∈
Lip(0, 1) as well as the bounded perturbation P0 ∈ Lip(0, 1;K2×2) are Lipschitz continuous. We consider
the situation that we have sequences (xn)n≥1 ⊆ D(Aˆ) = {x ∈ L2(0, 1;K2) : Hx ∈ H2(0, 1;K2)} and
(βn)n≥1 ⊆ R such that the following hold (with convergence in L2(0, 1;Kd))
(4) xn → 0, |βn| → 0, and Axn − iβnxn → 0.
We first note that then also
(A− P0H)xn − iβnxn → 0,
Therefore, in the following we can ourselves often essentially restrict to the case P0 = 0. We investigate
what can be said about the sequence of traces τ(Hxn), if we additionally assume that parts of the trace,
e.g. (Hxn)(0), are already known to converge to zero.
The first important observation is the following.
Lemma 9.1. Let j ∈ {1, 2}. Assume additionally that for both boundary points ζ ∈ {0, 1}, either
(Hjxn,j)(ζ)→ 0 or (Hjxn,j)′(ζ)→ 0 is known. Then
1√|βn| ‖(Hjxn,j)′‖L2(0,1) → 0, n→∞.
Proof. As xn → 0 and (A − P0H)xn − iβn → 0 in L2(0, 1;K2), we also have that 1βn (Hjxn,j)′′ → 0 in
L2(0, 1), and also (already without any of the extra conditions)
1
βn
(Hjxn,j)(ζ), 1βn (Hjxn,j)′(ζ)→ 0 in K
for ζ = 0, 1. Therefore
1
|βn| ‖(Hjxn,j)
′‖2L2(0,1)
=
1
|βn|
∫ 1
0
((Hjxn,j)′(ζ) | (Hjxn,j)′(ζ))K dζ
= − 1|βn|
∫ 1
0
((Hjxn,j)(ζ) | (Hjxn,j)′′(ζ))K dζ +
1
|βn|
[
((Hjxn,j)(ζ) | (Hjxn,j)′(ζ))K
]1
0
≤ ‖Hjxn,j‖L2(0,1)
1
|βn| ‖(Hjxn,j)
′‖L2(0,1) +
1∑
ζ=0
|(Hjxn,j)(ζ)| 1|βn| |(Hjxn,j)
′(ζ)|
−→ 0, n→∞
where in the last step we used the extra condition on the trace at boundary points ζ = 0, 1. 
Lemma 9.2. Let (βn)n≥1 ⊆ R and (xn)n≥1 ⊆ D(A) be as above, i.e. |βn| → ∞, supn∈N ‖xn‖X < ∞,
and Axn − iβnxn → 0 in L2(0, 1;K2) and P0 and H are Lipschitz-continuous.
(1) Assume that (Hxn)′(1)→ 0, and (H1xn,1)(0)→ 0 or (H1xn,1)′(0)→ 0, and (H2xn,2)(0)→ 0 or
(H2xn,2)′(0)→ 0 are known. Then
(Hxn)(1)→ 0.
(2) Assume that (Hxn)′(0)→ 0, and (H1xn,1)(1)→ 0 or (H1xn,1)′(1)→ 0, and (H2xn,2)(1)→ 0 or
(H2xn,2)′(1)→ 0 are known. Then
(Hxn)(0)→ 0.
(3) Assume that (Hxn)′(0)→ 0 and (Hxn)′(1)→ 0 are known. Then
τ(Hxn)→ 0.
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(4) Assume that (Hxn)(0)→ 0, and (H1xn,1)′(0)→ 0 or (H2xn,2)′(0)→ 0, as well as |(H1xn,1)(1)|+
|(H1xn,1)′(1)| → 0 or |(H2xn,2)(1)|+ |(H2xn,2)′(1)| → 0 are known. Then
τ(Hxn)→ 0.
(5) Assume that (Hxn)(1)→ 0, and (H1xn,1)′(1)→ 0 or (H2xn,2)′(1)→ 0, as well as |(H1xn,1)(0)|+
|(H1xn,1)′(0)| → 0 or |(H2xn,2)(0)|+ |(H2xn,2)′(0)| → 0 are known. Then
τ(Hxn)→ 0.
(6) Assume that (Hxn)(1)→ 0, and (H1xn,1)(0)→ 0 or (H1xn,1)′(0)→ 0, and (H2xn,2)(0)→ 0 or
(H2xn,2)′(0)→ 0 are known. Then
(Hxn)′(0)→ 0.
(7) Assume that (Hxn)(0)→ 0, and (H1xn,1)(1)→ 0 or (H1xn,1)′(1)→ 0, and (H2xn,2)(1)→ 0 or
(H2xn,2)′(1)→ 0 are known. Then
(Hxn)′(1)→ 0.
(8) Assume that (Hxn)(0)→ 0 and (Hxn)(1)→ 0 are known. Then
τ(Hxn)→ 0.
Proof. The first five cases 1 to 5 are based on the following multiplier argument. As in any case the
sequence
(
iq
βn
(Hxn)′
)
n≥1
⊆ L2(0, 1;K2) is bounded, for any fixed q ∈ C1([0, 1];R), we obtain from
(A− P0H)xn − iβnxn → 0 in L2(0, 1;K2) that
0←
(
(A− P0H)xn − iβnxn | iq
βn
(Hxn)′
)
L2
= −
(
(H2xn,2)′′ | iq
βn
(H1xn,1)′
)
L2
+
(
(H1xn,1)′′ | iq
βn
(H2xn)′
)
L2
− (xn | q(Hxn)′)L2
=
(
(H2xn,2)′ | iq
βn
(H1xn,1)′′
)
L2
+
(
(H1xn,1)′′ | iq
βn
(H2xn,2)′
)
L2
+
(
(H2xn,2)′ | iq
′
βn
(H1xn,1)′
)
L2
−
[(
(H2xn,2)′(ζ) | iq(ζ)
βn
(H1xn,1)′(ζ)
)
K
]1
0
− ((Hxn) | (qH−1)′(Hxn))L2
+
1
2
[(
(Hxn)(ζ) | (qH−1)(ζ)(Hxn)(ζ)
)
K
]1
0
= 2i Im
(
(H2xn,2)′ | iq
βn
(H1xn,1)′′
)
L2
+
(
(H2xn,2)′ | iq
′
βn
(H1xn,1)′
)
L2
−
[(
(H2xn,2)′(ζ) | iq
βn
(H1xn,1)′(ζ)
)
K
]1
0
+
1
2
[(
(Hxn)(ζ) | (q(−qH−1)(ζ)(Hxn)(ζ)
)
K
]1
0
+ o(1)
where we denote by o(1) any Terms that vanish as n → 0. Taking the real part, this equality gives us
that
Re
((
(H2xn,2)′ | iq
′
βn
(H1xn,1)′
)
L2
−
[(
(H2xn,2)′(ζ) | iq(ζ)
βn
(H1xn,1)′(ζ)
)
K
]1
0
)
+
1
2
[(
(Hxn)(ζ) | (qH−1)(ζ)(Hxn)(ζ)
)
K
]1
0
= o(1).(5)
The first of these terms can be estimated by c|βn|‖(H2xn,2)′‖L2‖(H1xn,1)′‖L2 which by Lemma 9.1 and
under the constraints of the first or second case tends to zero as n→∞. The assertion for the first five
cases then follow, namely
(1) In the first case choose q such that q(0) = 0 and q(1) > 0, then
1
2
(
(Hxn)(1) | (qH−1)(1)(Hxn)(1)
)
K ≤ o(1),
so (Hxn)(1)→ 0 by positive definiteness of H(1).
(2) As before, this time choosing q(1) = 0 and q(0) > 0.
(3) Follows by combining the previous two cases 1 and 2 iteratively.
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(4) In this case we do not have Lemma 9.1 at hand, but we may choose q to be a constant c 6= 0.
From equation (5) and the assumption on the boundary trace we then obtain that(
(Hxn)(1) | H−1(1)(Hxn)(1)
)
K = o(1)
so that (Hxn)(1)→ 0 and (Hxn)(1)→ 0. The assertion then follows from cases 6 and 7 below.
(5) For this case, repeat the argument of case 4.
We proceed by showing the assertion for the cases 6 and 7 by a similar multiplier argument, but this
time using the multiplier qβn
[
0 −1
1 0
]
x′n. Since H is Lipschitz continuous, this is a bounded sequence in
L2(0, 1;K2) as well, so we find that
0←
(
(A− P0H)xn − iβnxn | q
βn
[
0 −1
1 0
]
x′n
)
L2
=
(
(H1xn,1)′′ | q
βn
x′n,1
)
L2
+
(
(H2xn,2)′′ | q
βn
x′n,2
)
L2
− (ixn,1 | qx′n,2)L2 + (ixn,2 | qx′n,1)L2
=
(
(H1xn,1)′′ | q(H1)
−1
βn
(H1xn,1)′
)
L2
−
(
(H1xn,1)′′ | q(H1)
−1
βn
(H1)′xn,1
)
L2
+
(
(H2xn,2)′′ | q(H2)
−1
βn
(H2xn,2)′
)
L2
−
(
(H2xn,2)′′ | q(H2)
−1
βn
(H2)′xn,2
)
L2
+
(
ix′n,1 | qxn,2
)
L2
− (ixn,2 | qx′n,1)L2 − (ixn,2 | q′xn,1)L2 + [(ixn,1(ζ) | q(ζ)xn,2(ζ))K]10
= −1
2
((
(H1xn,1)′ | (q(H1)
−1)′
βn
(H1xn,1)′
)
L2
+
(
(H2xn,2)′ | (q(H2)
−1)′
βn
(H2xn,2)′
)
L2
)
+
1
2
[(
(H1xn,1)′(ζ) | (q(H1)
−1)(ζ)
βn
(H1xn,1)′(ζ)
)
K
+
(
(H2xn,2)′(ζ) | (q(H2)
−1)(ζ)
βn
(H2xn,2)′(ζ)
)
K
]1
0
+ 2i Im
(
ix′n1 | qxn,2
)
L2
+
[
(ixn,1(ζ) | q(ζ)xn,2(ζ))K
]1
0
+ o(1)
Thus, taking the real part, we arrive at the equation
1
2
[(
(H1xn,1)′(ζ) | (q(H1)
−1)(ζ)
βn
(H1xn,1)′(ζ)
)
K
+
(
(H2xn,2)′(ζ) | (q(H2)
−1)(ζ)
βn
(H2xn,2)′(ζ)
)
K
]1
0
+ Re
[
(ixn,1(ζ) | q(ζ)xn,2(ζ))K
]1
0
=
1
2
((
(H1xn,1)′ | (q(H1)
−1)′
βn
(H1xn,1)′
)
L2
+
(
(H2xn,2)′ | (q(H2)
−1)′
βn
(H2xn,2)′
)
L2
)
+ o(1).
Also for cases 6 and 7, Lemma 9.1 gives us that 1√|βn| ‖(Hxn)
′‖L2 = o(1), so that we obtain the result
by choosing q(0) = 0 and q(1) > 0 or q(0) > 0 and q(1) = 0, respectively. Finally, case 8 follows by
combining the results of cases 6 and 7. 
Remark 9.3. Note that all the assertions of Lemmas 9.1 and 9.2 also hold for A of the form
Ax =
([
0 −1
1 0
]
∂2
∂ζ2
+ P1
∂
∂ζ
+ P0(ζ)
)[ H1(ζ) 0
0 H2(ζ)
](
x1(ζ)
x2(ζ)
)
where P1 ∈ K2×2 is any symmetric matrix. Namely, in cases 1 to 5 of Lemma 9.2 one may use that
Re
(
P1(Hxn)′ | iq
βn
(Hxn)′
)
= 0,
as iqP1 is skew-symmetric. For the latter three cases 6 to 8 of Lemma 9.2 one may always use Lemma
9.1 to deduce that 1√|βn| ‖(Hxn)
′‖L2 = o(1), but then also∣∣∣∣(P1(Hxn)′ | qβn [ 0 −11 0 ]x′n
)∣∣∣∣ ≤ C 1|βn| ‖Hxn‖2H1 = o(1).
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