Physical Modelling and the Associated Acoustic Behaviour of Trumpets and Trombones by Resch, Janelle
Physical Modelling and the





presented to the University of Waterloo
in fulfillment of the




Waterloo, Ontario, Canada, 2019
© Janelle Resch 2019
Examining Committee Membership
The following served on the Examining Committee for this thesis. The decision of the
Examining Committee is by majority vote.
Supervisor(s): Lilia Krivodonova
Professor, Applied Mathematics, University of Waterloo.
John Vanderkooy
Professor, Physics & Astronomy, University of Waterloo.
Internal Member(s): Michael Waite
Professor, Applied Mathematics, University of Waterloo.
Francis Poulin
Professor, Applied Mathematics, University of Waterloo.
Internal-External Member: Christopher Batty
Professor, Computer Science, University of Waterloo.
External-External Member: Chris Waltham
Professor, Physics & Astronomy, University of British Columbia.
ii
Author’s Declaration
I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
iii
Abstract
Accurately modelling the production of realistic musical notes in brass instruments is no
easy task. Compared to woodwind instruments, brass instruments are considerably longer
and constructed with bends, valves or coils, a mouthpiece with a cup rather than a reed
or double-reed, as well as a large flare. Mathematically, this means that the sound wave
propagation through the instrument could exhibit various nonlinear behaviours that are
not examined within the field of linear acoustics. In this thesis, we attempt to accurately
model the timbre of musical notes produced on the trumpet and trombone and study the
associated acoustic behaviours of both instruments. To accomplish this, we investigate the
relevance of the interaction between the player and instrument to ensure the problem is
computationally reasonable, as we need to decipher what aspects and parameters can be
neglected, and which are essential to consider. This was done through a series of physical
experiments and numerical studies, which also provided verification of previous claims and
findings published in the literature. Ultimately, we determined there are factors more es-
sential to incorporate over modelling vibroacoustic and thermoviscous effects. We therefore
focus on these components and model the nonlinear wave propagation through the instru-
ments in the time-domain using the compressible Euler equations, and numerically solve
the system via the discontinuous Galerkin method. Several musical notes played at various
dynamic levels are simulated. The numerical solutions are compared against the measured
data to evaluate how well the timbre of the different musical tones can be recreated. Al-
though several simplifying assumptions were made, we found that our model produces the
most accurate results compared to previous findings. Furthermore, to our knowledge, we
are the first to numerically reproduce (from real data) the production of shock waves in the
trombone, thereby theoretically and numerically verifying the experimental work published
by Hirschberg et al. in 1996 (https://doi.org/10.1121/1.414698).
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Each musical instrument has its own tonal character or sound quality. This is referred to
as the timbre of the sound and is a psychoacoustic phenomenon that is measurable via the
spectral envelope of the sound wave. The spectral envelope describes how the produced
sound energy of the wave profile is distributed amongst the harmonic components [190].
Although instruments of the same category (e.g., woodwinds, brass, string, percussion,
etc.) have similar tonal qualities, each instrument has its own distinguishable timbre.
Brass instruments for instance are usually characterized as ‘brassy’ or ‘bright’ where the
brassiness is dependent on the dynamic level (i.e., the volume) of the played sound. In
particular, when the pressure disturbance entering the horn is a significant fraction of at-
mospheric pressure1, it will undergo nonlinear wave steepening as it travels along the bore2.
This excites the higher harmonic components and produces a brassier sound. Assuming
the bore is long enough and the pressure amplitude is large enough, it is also possible for
shock waves to develop within the instrument [38], [99], [132], [180], [190], [192]. This has
been experimentally observed for the trombone by Hirschberg et al. in [99].
Modelling the state of a musical instrument during play, i.e., simulating realistic musical
notes, is equivalent to recreating the timbre produced by the vibrating air-column [190].
However, this is a challenging and computationally intensive problem. To accomplish such
a task, the factors that influence timbre must first be understood. There are several aspects
that contribute to creating specific timbres, such as the player or the dynamic level and
thus, the shape of the pressure profile entering the horn [99]. Some claim that the timbre
1 Where an atmosphere, or 1 atm for short, is 101325 Pa.
2 The terms ‘bore’, ‘horn’, ‘air-column’, and ‘tubing’ are used interchangeably in acoustics literature
[30].
1
is also affected by the thermoviscous losses [38], [94], as well as the vibroacoustics of the
flare [109], [113]. The most significant factor however is the geometry of the bore, as it will
accentuate or attenuate certain spectral components of the propagating sound waves [38],
[99], [132], [180], [190], [192].
Figure 1.1: An image of the trombone with some of its parts labelled.
Generally speaking, the purpose of this thesis is to experimentally and numerically
study the acoustics of sound production and propagation within brass instruments, and
then attempt to model the wave propagation of realistic musical notes produced on the
trumpet and trombone3. An image of these instruments with some of their parts labelled
are shown in Figures 1.1 and 1.24. The problem will be approached through an aeroa-
coustical perspective, i.e., by examining the interaction between the acoustic field and
gasdynamic flow induced vibrations. Ideally, aeroacoustic simulations would be formu-
lated in the time-domain where the full compressible Navier-Stokes equations would be
numerically solved. This would include coupling the three-dimensional (3D) system to the
thin boundary layers near the walls, the oscillating lip behaviour and the vibroacoustic
wall effects [159], [113]. A subset of the fluid solution would be the acoustic sound pressure
waves. Implementing all such aspects of the problem however would be difficult [159].
Therefore, this thesis also aims to determine the necessary physical components needed
to formulate a reasonable model that describes the sound propagation and radiation. An
3 Specifically, the sound pressure waves of notes that were measured in the lab.
4 The trumpet and trombone shapes were obtained from https://www.shutterstock.com.
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overview on the acoustics of brass instruments will first be given.
Figure 1.2: An image of the trumpet with some of its parts labelled.
1.1 Sound Production in Brass Instruments
When a musician produces a musical tone on a brass instrument, the lungs act as a source
of constant pressure. The air travels to the pressure control valve, which is the coupling of
the lips to the instrument. More precisely, the tubing of the instrument can be thought of
as the acoustic resonator, whereas the lips act as a mechanical valve controlling the airflow
into the mouthpiece [66]5. The flow progressing into the instrument is modulated by the
opening and closing of the lips [47], [66]. The dynamics of the lips can be described as a
double mass system that is coupled by the player’s embouchure (muscles in the mouth)
where the corresponding restoring force would be some nonlinear function. To a first
approximation, the dynamic properties of the lips may be deduced by considering the
idealization of a mass, spring, damper system [1], [2], [54].
As the oscillatory pressure disturbance travels through the horn, in reality, it under-
goes attenuation. However, the majority of energy dissipation from thermoviscous effects
occurs within the thin boundary layers near the walls of the instrument. The thickness
of the boundary layer is proportional to 1√
f
where f is frequency, which implies losses are
frequency dependent [38], [180]. Once the pressure waveform approaches the expanding
flare region, a portion of the sound energy will either be reflected with a change of sign or
5 The flow of air is able to enter the bore because of the static overpressure in the player’s mouth
[47]. It has been reported in [54] and [68] that the steady pressure in the mouth for a brass instrument is
approximately 3 kPa - 13 kPa.
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transmitted. The reflected waves will then interact with the forward moving ones. This
forms a standing wave pattern with amplitude ratios that depend on the relative strength
of the reflections from the bell region [20]. A steady note would then be heard radiating
from the bore due to the self-sustained oscillations of the instruments. Mathematically,
this can be thought of as the acoustic system being in steady state. A schematic of the
process is shown in Figure 1.3.
Figure 1.3: A schematic outlining sound production and propagation in brass instruments.
1.1.1 The Coupling of the Lips to the Bore
Several experiments to better understand the lip motion cycles have already been con-
ducted. These experiments obtained measurements of the area and height of the lips as
well as the upper lip trajectories using stroboscopes (e.g., [31], [45], [202], [225]). In [45]
for instance, it was found that for quiet notes, the aperture height (i.e., how much the lips
opened) reached a maximum of approximately 2.6 mm, whereas for the loud notes, the
maximum height was near 4.5 mm. Although the mathematical description of the nonlin-
ear coupling between the lips and mouthpiece is still under investigation, some experiments
have been conducted to better understand the mechanism. In general, experiments have
indicated the following properties regarding the lip motion and corresponding pressure
waveforms produced in the mouthpiece [54]:
i. The lower the pitch, the less sinusoidal the produced time pressure waveform will be.
This is due to the large amplitude of the lip vibrations.
ii. The amplitude of vibration is larger for lower pitch notes.
iii. The lip motion is practically sinusoidal.
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iv. The lips close once every cycle for the pitch produced.
We have not independently conducted experiments to verify the third and fourth property,
however we present our own experimental findings in Section 2.3 confirming the first two
claims. From reviewing the experimental evidence for claims (iii) and (iv) presented in [31],
[54], [202], [225], and discussing these ideas with our brass instrument playing colleagues,
claims (iii) and (iv) will be assumed a posteriori. These assumptions will be of great
benefit in developing a mathematical model to describe realistic sound wave propagation,
as simplifying assumptions can be drawn from such observations. In particular, if a quasi-
steady state is simulated then the coupling of the bore to the lips represents the input
pressure and velocity source and so, this coupling can be neglected. Others have also
taken this approach (e.g., [161], [184], [185], [188], [204])6. Therefore, a sinusoidal input
representing the airflow being injected into the system can be considered at a periodic rate
that corresponds to the fundamental frequency of the musical note being simulated.
1.1.2 The Geometry of the Instrument
Often in the literature, the tubing before the bell of the trumpet or trombone is assumed
to be a uniform cylindrical tube, especially if the mathematical description of sound wave
propagation is reduced to two dimensions or even one dimension (e.g., [25], [58], [140], [160],
[184], [215]). This assumption is a natural starting point to model a brass instrument since
finite-amplitude standing waves and acoustic wave propagation in uniform cylindrical tubes
have been studied for quite some time. Some of the initial work was done by Weiner [216].
He examined the consequences of nonlinear wave propagation in air-columns such as wave
steepening and the formation of shock waves. Further discussions can be found in [104] and
[179]. But as we will see in Section 5.5, neglecting the changes in radius of the tubing leading
up to the flare, especially near the mouthpiece end, greatly influences the wave motion.
Properly modelling these regions is necessary to obtain accurate numerical simulations.
Additionally, in Section 5.6 we numerically demonstrate that considering the bends does
not greatly influence the sound wave propagation. We suspect this is partly because the
cross-sectional area of the tubing is constant through the trumpet and trombone bends,
and the bend radius is much less than the wavelengths of the played notes.
The flare expansion also plays a crucial role in producing the timbre associated with
brass instruments. One of the most significant properties of the bell is how it influences
6 In addition, the sound emission process is not influenced by the distant far-field but rather, by the
motion of the oscillating lips relative to the mean flow. According to [85], this implies that the source can
be considered stationary relative to the surroundings.
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the reflections of the sound pressure waves [66], [179], [183], [184]. The location at which
the harmonic waves reflect in the bell is dependent on their frequency. The acoustic
discontinuity at the bell reflects the lower frequencies whose wavelengths are considerably
larger than the bell diameter, whereas higher frequencies propagate out of the bell [20],
[210]. The smooth transition of the harmonic waves that are reflected versus transmitted
from the flare is referred to as the cutoff frequency of the bell [210]. Below this transition
phase, the vibration pattern inefficiently radiates sound, whereas above this range, spectral
components are transmitted from the flare with very little or no reflection [58], [182]7. This
has also been examined experimentally and findings have consistently indicated that the
radiation efficiency of the trumpet and trombone flare show characteristics of a high-pass
filter [20], [157], [182]. In Section 5.8, we compare the cutoff frequency of the trumpet and
trombone bell and compare our findings with values previously reported.
When it comes to modelling brass instrument flares, it is common in the literature to
approximate the shape by various functions or combinations of functions, e.g., exponential
functions, hyperbolic functions, etc. [20], [66], [132]. However, if the travelling waves are
sensitive to the bell’s curvature, approximating its geometry may not be sufficient, espe-
cially if the last couple of centimeters are poorly modelled [36]. Such simplifications could
result in exaggerated discrepancies when numerically solving the chosen set of equations.
Previously in [184], we demonstrated that precisely modelling the flare shape is necessary
to accurately model the wave propagation through the flare region. We further showed in
[185] that simplifying the problem to a two-dimensional (2D) model does not properly de-
scribe the spreading of the sound waves through the flare and therefore, does not properly
model the interactions between the backward and forward moving waves.
1.1.3 The Role of Nonlinear Wave Propagation
If a note is played softly on the trumpet or trombone, then its tonal character is typically
expressed with respect to the first few harmonics [37]. In acoustics, words such as ‘mellow’
or ‘dull’ have been used to characterize such timbres [20]. But as the loudness or playing
dynamic of the note increases, the sound quality becomes more ‘rich’ or ‘bright’ [132],
[20], [66], [180]. This brightness of sound has been characterized as the brassiness of
the produced sound. Some have proposed ways to quantify the associated timbre via
the brassiness parameter or brassiness coefficient (e.g., [37], [76], [77], [174], [179]). The
brassiness parameter is defined with respect to the bore geometry and is a measure of the
7 This means that higher frequency notes better radiate from the instrument [179].
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relative effects that arise as a consequence of nonlinear propagation8.
The primary focus of this thesis will be on loudly played notes where the amplitude of
the pressure disturbance entering the bore is at least 5% of atmospheric pressure. Such
waves are classified as finite-amplitude waves or nonlinear sound waves and play a signifi-
cant role in understanding the acoustic behaviour [30], [159]9. As Rendon et al. explain in
[179], the nonlinear propagation is associated with the “large-scale distortion of a sound
wave through the cumulative effect over a long distance or time of locally small nonlinear
effects.” Although such wave propagation can be produced in both woodwind and brass
instruments, nonlinear behaviour is much more prominent in brass instruments [183]. This
is because brass instruments are considerably longer and constructed with a mouthpiece
cup rather than a curved mouthpiece with a reed or double reed [99], [167].
As briefly mentioned, the acoustic consequence of nonlinear wave propagation is the
distortion of the waveform’s shape as it travels through the tubing of the instrument. In
particular, the crest of the pressure wave will travel faster than the trough causing the
wave to steepen. The acoustic consequence of this phenomena is referred to as spectral
enrichment [37], [38], [99], [180], [183]. Although in the literature it is rather common
for researchers in the field to describe or interpret spectral enrichment as a ‘change’ or a
‘transfer of energy from the lower frequency components to the higher ones,’ we want to
be more precise and clear with our language. The nonlinear process reduces the energy
associated with lower frequency components, while higher frequency components increase.
So, in a sense, steepening does remove energy from the low to high frequencies but the
nonlinear action does not focus on this. In other words, there is not a mechanism per
se that transfers energy10, rather it is a consequence of a nonlinear process by which the
waves change shape11. An example of this is shown in Figure 1.4, which plots the solution















8 The brassiness parameter was first discussed by Pyle and Myers [174] in 2006, and then Gilbert [76]
developed the theory and performed the first experiments to determine the brassiness for various musical
instruments. In 2007, Gilbert et al. conducted further experiments to confirm previous findings [77].
9 Comparatively, linear sound waves or acoustic waves are defined as pressure waves whose shape does
not change as they travel. In other words, the amplitude can only be a small fraction of atmospheric
pressure and mathematically, this implies the equations of motion can be linearized.
10 Or as my supervisor likes to say, “there is no robbing Peter to pay Paul” [210].
11 We will spend more time examining this experimentally in Section 2.3.1 and numerically in Section
5.9.
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over the interval [−1, 1] where ν is the kinematic viscosity, t is time, and u is the transport
property profile [29]. The upper plots at each time shows the wave profile with respect to
the spatial coordinate; the bottom plots depict the corresponding spectrum with respect
to the wavenumber12.
Figure 1.4: An example of the effects due to wave steepening when solving Burgers’ equa-
tion.
Theoretically, with respect to brass instruments, if the bore is of sufficient length, it is
also possible that the steepening waves could develop into shock waves [30], [99], [179]. A
12 These outputs were obtained by following an online Matlab tutorial to solve Burgers’ equation with
viscosity using the spectral method [29], [30], [65].
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shock wave is a propagation disturbance that physically can be thought of as a plane or
curved discontinuous flow structure [131], [176]. For an ideal gas13, the Rankine-Hugoniot
relations are conditions that examine how various quantities change at a shock [29]. For
the idealized situation where we have a plane shock wave that is normal to the x-axis and
positioned at x = xs(t) ∈ [xL, xR] (as shown in Figure 1.5), the Rankine-Hugoniot jump




F (wL)− F (wR)
wL − wR
, (1.2)
where w(xL, t) = wL, w(xR, t) = wR, and F denotes the flux function. For the prob-
lem to remain physically consistent, the characteristics must intersect or enter the shock
rather than merge from the discontinuity. For physical problems where the shock wave is
travelling, the jump condition must satisfy




≤ F (w)− F (wR)
w − wR
, (1.3)
∀w ∈ [wL, wR].
Figure 1.5: Depiction of a shock wave positioned at x = s(t).
For the trombone, shock waves have been known to form when playing certain notes at
specific volumes as experimentally shown by Hirschberg et al. in [99]. It is often assumed
that shock waves are also produced in the trumpet14. However, there is some uncertainty
due to the length of the instrument. Some results in the literature suggest that the shock
13 That is, no heat can be transferred between fluid particles.
14 Pandya et al. for instance say they were able to observe shocks exiting the trumpet when using
Schlieren imaging techniques [167]. However, there is some uncertainty whether they were observing
actual shocks or just the sound wavefront [88].
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distance for a loudly played Bb3 is roughly the length of the trumpet (e.g., [167], [183],
[204]). Sections 2.3.1 and 5.9 will also investigate such phenomenon.
For problems where the propagation disturbance is mathematically described using the
Euler equations, the jump condition defined in (1.3) is obtained by enforcing conservation
of mass, momentum and energy in integral form and must be satisfied in the neighbourhood
of the shock wave. If ρ, p, u, and E denotes the density, pressure, velocity and energy,




L + pL =ρRū
2





















. These Rankine-Hugoniot relations state that the flux of mass,
momentum and energy must be continuous at a shock, while the pressure, density and
internal energy of the gas may not be continuous [29].
1.2 Previous Proposed Models
Several models to describe nonlinear wave propagation in brass instruments have been
proposed. Some have been formulated with respect to the input impedance or radia-
tion impedance15. In theory, this approach seems quite reasonable since the peaks of the
impedance curves correspond to the resonant frequencies of the bore, which characterizes
acoustic behaviour [117]. However, the impedance either has to be measured or calculated
by using acoustic pulse reflectometry methods [118]. Such formulations can be problematic
for brass instruments because the slope of the horn expansion can quickly become too large
as discussed in [27] and [58]. Transmission line models have had some success at modelling
sound production in brass instruments [58], [49], [159]. Bilbao et al. for instance, con-
sidered a finite-difference scheme to compare a one-dimensional (1D) plane and spherical
model using a transmission-matrix method. This is typically done for linear propagation
though some have attempted to incorporate nonlinearities, e.g., [160].
Time-domain models have also been considered. One that is commonly referenced is
proposed by Msallam et al. for the trombone [147]. The tubing prior to the flare was
modelled as a uniform tube and the radiated sound was processed by a linear filter that
15 Which is defined as the ratio of the acoustic pressure to the air volume flow rate.
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represented the bell. Another model was proposed by Menguy and Gilbert that used
generalized Burgers’ equations and was numerically solved using a finite-difference method
[141]. The authors were able to uncouple the forward and backward moving waves. Their
results were interpreted to mean that local linear approximations are reasonable so long as
the waves in both directions are properly modelled [110]. A recent 1D model that builds
upon [141] is proposed by Berjamin et al. in [24]. Other examples of time-domain models
can be found in [24], [113], [110], [184], [185].
Frequency-domain models are typically used to describe linear wave propagation. In
principle, there is no problem to consider nonlinear effects, and some have attempted to
do so. For example, Gilbert et al. considered a frequency-domain model based on the
generalized Burgers’ equation [78]. Simulations were performed on geometries constructed
after a bass trombone where the bore before the flare was modelled by a cylindrical tube.
Another recent model considered by Noreland et al. introduces a hybrid scheme [160]. For
the flare region, a 2D finite-element method was considered where the inviscid Helmholtz
equation was used. The tubing prior to the flare was modelled as a cylindrical tube where
the propagation was modelled using a 1D inviscid transmission line model. Although the
model seemed reasonable for low frequency notes, the authors concluded that for high
frequencies, a more accurate model was needed. A frequency model that does consider
some of the geometric features near the mouthpiece of a brass instrument is proposed by
Thompson et al. in [204]. The authors considered a nonlinear model for the trombone
using the 1D Burgers’ equation where the shape of the instrument was approximated by a
sequence of 152 cylindrical tubes.
1.3 Thesis Outline
This thesis is structured as follows: Chapter 2 is focused on acoustic experiments that were
carried out in John Vanderkooy’s Audio Research Lab. The purpose of the four performed
experiments was to verify previous findings, examine the differences between the trumpet
and trombone, determine the significance of the bell vibrations, and to investigate how
the timbre of a musical note changes under certain playing conditions. To achieve these
goals, sound pressure measurements were recorded along the instruments using sensitive
condenser microphones and accelerometers were mounted on the flare. The full setup of
the experiments will be discussed in Section 2.2.4. The experimental results corresponding
to the sound pressure measurements as well as the collected accelerometer data will be
presented in Sections 2.3 and 2.3.3, respectively. Section 2.3.1 will be dedicated to inves-
tigating the timbre differences associated with quietly and loudly played tones. Several
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notes produced on the trombone were played at a loud enough dynamic to observe (what
we think to be) shock waves. The analysis of these notes is done in Section 2.3.1.
Chapter 3 introduces the mathematical model (Section 3.1), and the formulation of
the numerical method (Section 3.2). The full derivations of the equations of motion are
included in Appendix D for convenience so that this document is self contained. For the
simulations presented in this thesis, a GPU implementation of the discontinuous Galerkin
(DG) method was used. The code itself was implemented by previous students of Lilia
Krivodonova. I personally only implemented the different boundary conditions and inflow
conditions used for the simulations presented in this thesis. So, to be clear, this thesis does
not focus on the implementation of the numerical method16. I instead wanted to test the
robustness of the code and apply it to a physical problem by using the experimental data to
initialize simulations. To then evaluate how well we could reproduce the playing conditions
and associated timbre of the instruments, the numerical solutions were compared against
the experimental data outside the flares.
Our proposed model however does not include energy losses for a couple of main reasons.
Firstly, and most obviously, they are not implemented in the DG method we are using.
Secondly, there is still uncertainty surrounding their importance and whether they have
a significant audible effect, i.e., whether the timbre is sufficiently influenced so that one
could perceive the difference in sound quality. Therefore, Chapter 4 is dedicated toward
evaluating whether it is reasonable to neglect losses due to thermoviscous and vibroacoustic
effects. With respect to vibroacoustic effects, several papers have recently been published
(all as collaborations with Kausel) about the importance of bell vibrations (e.g., [108],
[109], [110], [112], [113]), though not everyone agrees that there is an audible effect, as
discussed in Brackett’s thesis [32]. According to Kausel, wall and bell vibrations are
more difficult to generalize because theoretically, vibrational effects could either dampen
or amplify certain harmonic components within the instrument or as they are transmitted
through the bell [109], [113]. Nonetheless, he states that wall vibrations contain all the
frequency components of the radiated sound where the magnitude of the oscillations are
dependent on the fourth power of the wall thickness17 resulting in a lower pitch [109].
Kausel also explains that dampening effects from the walls causes the pressure trans-
fer function to change sign. For the trumpet for instance, he reports that this shift in
pressure takes place around 500 Hz and again near 1500 Hz. In particular, for spectral
components below 500 Hz and above 1500 Hz, the bell vibrations have an absorbing effect.
16 Though, we still review the theoretical setup of the DG method in Section 3.2.
17 He further states that for frequency components larger than the resonant frequencies, the wall dis-
placement is out of phase with pressure [109].
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The components in-between are not influenced as much and are more prominent in the
radiated power [108], [109], [112], [113]. Although we cannot verify these claims, we have
conducted experiments to study and better understand the vibroacoustics of the trumpet
and trombone flare. Our results will be presented in Section 2.3.
In reality, there are also energy losses in the instruments due to viscous friction and the
transfer of energy in the form of heat from the wave to the walls. However, with respect
to these thermoviscous effects, no physical experiments were conducted for this thesis to
study such losses, which would be most prominent in the narrow regions of the instrument
[108], [146], [217]. But for completeness purposes, a numerical study was done in COMSOL
[162], a commercial finite element software program, and will be presented in Section 4.2.2.
However, a couple of disclaimers: firstly, this was done for linear wave propagation and
secondly, we do not attempt to justify the validity of the modelling utilized in COMSOL.
We are merely using it as a tool since it is commonly used by the research community
(including Kausel) and includes the linearized Navier-Stokes model. We do however make
an approximation on the relative power loss from such effects prior to the flare expansion
by using the theory discussed in Morse and Ingard [146]. This is done in Section 4.2.3 and
allows us to check whether the theoretical and computed approximations are consistent
with one another.
Chapter 5 presents a collection of numerical studies that were done to break the problem
up into smaller parts, to develop an intuitive understanding of the behaviour associated
with the wave propagation, and to use the developed software for a “real life” problem18.
The influence of the trumpet’s and trombone’s physical features were studied. We wanted
to examine how the initial tubing shape near the mouthpiece (Section 5.5), the bends
(Section 5.6), the flare expansion (Section 5.8.1), and the mouthpiece cup (Section 5.8.2)
influences the wave propagation through the instrument and consequently, how important
each aspect is to accurately model the timbre. This was accomplished either through
simulating certain periodic sound waves (i.e., musical notes) or using acoustic pulses (i.e.,
using pulse reflectometry methods), as outlined in Section 5.1. Section 5.9 is dedicated to
numerically investigating the claims made in the literature as well as the ones we made
in Section 2.3.1 about spectral enrichment. The hypotheses put forward in Section 2.3.1
about the development of shock waves are discussed in Sections 5.5.3. The cutoff frequency
(or transitional range) of the trumpet and trombone is numerically examined in Section
5.8 and compared with values reported in the literature. Finally, we determine whether
18 In computational fluid dynamics or aeroacoustics, there is a large focus (and for good reason) on
testing benchmarks and “toy-problems” which are not always physical. This thesis however extends this
evaluation process by testing the practicality of using the implemented method on a real-life, physical
problem.
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the 3D mathematical description of the equations of motion can be simplified to a lower-
dimensional model (Section 5.7), and also determine what simplifications can be made to
the computational domain to reduce runtime while preserving the integrity of the computed
solution (Section 5.4).
Chapter 6 examines how to prescribe the boundary conditions in a way that permits
us to incorporate the experimental data. To define the measured pressure at the inlet of
the computational instruments, we need to relate the acoustic pressure and velocity. The
different approaches taken in the literature to do so are reviewed in Section 6.1, specifically
Bernoulli’s equation (6.1.1), the planar relationship (Section 6.1.2), and using Riemann
invariants (Section 6.1.3). These approaches are then tested and compared in Section 6.2.
The boundary condition that yielded the best results in Section 6.2 was further tested on
multiple trumpet and trombone notes in Section 6.3. In Section 6.4.3, we theorize possible
ways to obtain a better relationship between acoustic velocity and pressure and complete
the first step in our proposed approach.
Chapter 7 wraps up the thesis and in Section 7.1, we evaluated the simulated pitches
against the experimental data measured outside the bell and compared our results with
previously published work. To our knowledge, our proposed approach gives the most




2.1 Purpose and Motivation
To test the reproducibility of previous experimental findings1, sound pressure measure-
ments and vibrational data were collected while specific musical notes were produced on
the trombone and trumpet by a musician. The other motivational factors behind the four
separate experiments that were conducted was to:
1. Be confident of findings reported in the literature.
2. Determine if there are significant differences between the behaviour associated with
sound waves propagating through the trumpet and trombone.
3. Determine the playing levels where nonlinear effects become more prominent and
study how wave steepening influences the radiated spectrum, i.e., the timbre, of
certain musical notes.
4. Test for ourselves if shock waves could be observed radiating from the bell of either
instrument, and if so, under what conditions.
5. Collect data for numerical simulations to examine the validity of the model that will
be used to describe the wave propagation.
1 Such a measure is sometimes referred to as the statistical power of an experiment.
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6. Determine whether bell vibrations are significant for either instrument, and if so, for
what frequencies/volumes.
2.2 Acoustic Experiments
The experiments conducted for this thesis were carried out at the Audio Research Lab at
the University of Waterloo with John Vanderkooy. All experiments were done with live
players, specifically: Philip Rempel, Noel Chalmers, Ben Storer and Benjamin Winger.
The trumpet and trombone used during the acoustic experiments are shown in Figure 2.1.
The different experimental trials are summarized below.
Figure 2.1: Placement of the microphones on the trombone (left) and trumpet (right).
2.2.1 Experiment #1: trumpet sound pressure measurements
Three microphones were used to measure sound pressure waveforms at various locations
along the Bb Barcelona BTR-200LQ trumpet. A GRAS 40BP quarter-inch microphone
was mounted on the mouthpiece-shank, a B&K 4135 quarter-inch microphone was mounted
before the first bend, and a half-inch B&K 4133 microphone was placed 16 cm - 17 cm
outside the bell along the central axis. All the microphones recorded the data simultane-
ously and were connected to three channels of a four channel digital Tektronix oscilloscope
with quantized 8-bit converters. We therefore might expect the microphone data to have
a maximum of 256 levels. However, due to the large oversampling rate of the internal con-
verters, many samples were added together producing output samples with much better
resolution. We found that our data displayed over 2000 levels, so the data was captured
approximately with 11-bit precision with a signal-to-noise ratio2 of about 66 dB. Due to
2 Which is defined as the ratio of the signal power to the noise power in decibels.
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the number of samples per period however (which was 412 for the Bb3), the noise level in
each FFT bin is 26 dB less than the straight 66 dB offered by the resolution of each sample.
We find that the acoustical noise in our measurements limits the analysis more than the
resolution of the measurement system.
2.2.2 Experiment #2: trombone sound pressure measurements
Four microphones were used to record sound pressure waveforms at several locations along
the Mendini MTB-L Bb tenor slide trombone. A B&K 4136 quarter-inch microphone was
mounted on the mouthpiece-shank, a B&K 4135 was mounted before the second bend, a
GRAS 40BP quarter-inch microphone was positioned at the exit of the bell in the center
position, and a half-inch B&K 4133 microphone was placed 16 cm - 17 cm outside the
trombone bell along the central axis. All outputs from the microphones used were recorded
simultaneously using a USB data acquisition system (DAQ) from Measurement Computing
with a 1608FS+ DAQ card, which has eight channels with 16-bit resolution. The DAQ
was used at a sampling frequency of 100 kHz. This means that frequencies up to the
Nyquist frequency of 50 kHz are properly sampled but components above this are aliased
back below the Nyquist frequency. Typically, anti-aliasing filters are needed to prevent this
however this was not necessary in our case for several reasons. Although the microphones
used at the mouthpiece and bend are capable of reproducing acoustic signals even above
100 kHz, the actual spectra showed almost no signal above 30 kHz thus, aliasing does not
occur3. The microphone used outside the bell has a sharp roll-off above 40 kHz meaning
it acts as its own anti-aliasing filter. This is fortunate since for the trombone we did find
that a shock wave was produced and had extremely high spectral components. The signal
from this microphone does not suffer from aliasing, although it will suffer from bandwidth
reduction due to its operation.
2.2.3 Experiment #3: trumpet and trombone sound pressure
measurements with a single accelerometer
Three separate microphones were used to measure sound pressure waveforms along both
the Bb Barcelona BTR-200LQ trumpet and Mendini MTB-L Bb tenor slide trombone. For
both musical instruments, the B&K 4136 quarter-inch microphone was mounted on the
mouthpiece-shank, the GRAS 40BP quarter-inch microphone was mounted before the first
3 So only the 40 BP quarter-inch microphone is possibly compromised, as it goes up to 70 kHz.
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and second bend of the trumpet and trombone, respectively, and a half-inch B&K 4133
microphone was placed 16 cm - 22 cm outside the bells along the central axis. In addition,
a Knowles BU 1771 accelerometer with a nominal sensitivity of -45 dBV/g was mounted
with beeswax on the outside of each brass instrument flare near the rim as shown in Figure
2.2. The acceleration data was collected as a function of time while the notes were being
played. The signals from all microphones as well as the accelerometer were collected using
the DAQ from Measurement Computing mentioned in the Experiment #2 description.
Figure 2.2: Placement of the accelerometer on the trombone bell.
2.2.4 Experiment #4: trumpet and trombone sound pressure
measurements with two accelerometers
Three separate microphones were used to measure sound pressure waveforms along the Bb
Barcelona BTR-200LQ trumpet and Mendini MTB-L Bb tenor slide trombone. For both
instruments, a GRAS 40BP quarter-inch microphone was mounted on the mouthpiece-
shank, the B&K 4136 quarter-inch microphone was mounted before the first and second
bend of the trumpet and trombone, respectively, and a half-inch B&K 4133 microphone
was positioned 16 cm - 22 cm outside the bells along the central axis. In addition, two
Knowles BU 1771 accelerometers with a nominal sensitivity of -45 dBV/g were mounted
orthogonal to each other (i.e., separated by 90o) with beeswax on the outside of each brass
instrument flare near the rim. The acceleration data was again collected as a function of
time while a note was being played. Similar to the second and third experiments, the data
was collected using the same DAQ system.
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2.2.5 Experimental Setup
The positions of the microphones along the bore are reported in Table 2.1. For convenience,
the microphones located at the different positions will be referred to as Mic Mouthpiece,
Mic Bend, Mic Bell-Exit and Mic Outside-Bell for all experiments for both instruments as defined
in Table 2.14.
Table 2.1: Location of the microphones along the trumpet and trombone bore shown in
Figure 2.1 from the mouthpiece entrance.
Instrument Mic Mouthpiece Mic Bend Mic Bell-Exit Mic Outside-Bell
Trumpet 4.5 cm 37.5 cm NA 16 - 17 cm outside bell
Trombone 4.5 cm 179 cm 1-3 cm outside the bell 16-22 cm outside bell
Mic Mouthpiece and Mic Bend were mounted on each instrument by cutting quarter-inch
diameter holes into the tubing. In an attempt to not alter the acoustic properties of
each instrument, a compressible o-ring was used at each location to seal the hole once
the microphones were in place. For Experiment #2, #3 and #4, the voltage measured
from each microphone was collected and saved simultaneously using TracerDAQ Pro, a
multipurpose software package that we used in strip-chart mode, while the musicians held
and played the instruments in a normal playing position. Each note was recorded for three
seconds with a sampling frequency of fs = 100 kHz. For Experiment #1, the sampling rate
was fs = 50 kHz and only a few periods were saved to the local computer using software
implemented by John Vanderkooy5. Once the data were collected, the raw data were then
imported into Matlab and converted into a pressure waveform from voltage to pressure,
denoted by p(t), which was measured in Pascals (Pa) as a function of time, t, measured
in seconds (s). The corresponding calibrations for each microphone and the Matlab script
written for this process can be found in Appendix A and E, respectively.
The vibration/acceleration amplitude can also be examined in the frequency-domain
using a discrete Fourier transform (DFT) to compute the spectrum. In practice, this is
accomplished using the fast Fourier transform (FFT) algorithm6. We take N to be the
length of the signal, denoted by x(n), where 1 ≤ n ≤ (N − 1). An expression for the
4 The Mic Bell-Exit was only used during Experiment #2.
5 During the fourth experiment, the building’s central heating system turned on. To ensure low fre-
quency noise levels would not influence the collected time pressure waveform data, frequencies below 100
Hz were filtered out from the signal using a fifth order Butterworth filter.
6 Which in Matlab is done using the fft() function.
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+ 1 if the Nyquist frequency was odd,
N
2
if the Nyquist frequency was even,
occurring in intervals of ∆f , which is equal to the sampling rate of the raw waveform (fs)
divided by the number of samples (N). In other words, the frequency resolution is equal








The lowest frequency tested is 0 Hz, the direct current (DC) component (which is in bin 1
when using Matlab), and the highest frequency is the Nyquist frequency, fs
2
, which is in bin
I. To ensure the amplitude of the sinusoidal component is correct, the DFT is multiplied
by a factor of 2
N
, where the factor of two is needed since the amplitude components are




Several different notes were played at various dynamic levels, e.g., piano (quiet), mezzo-
piano (medium-quiet), mezzo-forte (medium-loud), forte (loud) or double-forte (very loud)
and recorded for analysis. In musical notation, these volumes are denoted as p, mp, mf, f,
and ff, respectively. However, there is no precise scientific measure to define each playing
level10, but rather there is a general consensus within the music and acoustic community.
Within this thesis, we will therefore define the volume of a musical note with respect to the
sound pressure level (SPL) in decibels (dB) obtained from the Mic Mouthpiece measurements.
The measured pressure waveforms in Pa can be converted into SPL dB for each frequency
component according to











fft(p), which is then multiplied by a factor of
√
2 to obtain the rms value.
The decibel ranges used to define the volume of each recorded note can be found in Table
2.2.
7 In other words, each frequency has both positive and negative components. We take the magnitude
of the complex amplitude because typically, the phase will not be zero. Also note that the DC component
is not multiplied by two.
8 This is a logarithmic measure of the effective sound pressure relative to a reference value [210].








10 There is not an exact sound pressure level (SPL) range that corresponds to each playing dynamic.
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Table 2.2: Proposed playing volume level definitions for the measured musical notes, which
are defined with respect to the total SPL measured at Mic Mouthpiece.
Total SPL dB Obtained at Mic Mouthpiece Corresponding Volume Definition
150.0 dB - 154.9 dB p
155.0 dB - 159.9 dB mp
160.0 dB - 164.9 dB mf
165.0 dB - 167.5 dB f
167.6 dB - 171.9 dB ff
Data were also collected for notes while the instruments were played in various tubing
configurations. For instance, trombone notes were produced while the slide was in position
1 (i.e., when the slide is not extended), position 5 (i.e., when the slide is extended by half
its length), and position 7 (i.e., when the slide is fully extended). Notes were also played
and recorded when the trombone was in position 3 and position 6. For the trumpet, notes
were played while the valves were either all opened or all compressed. The first valve
increases the tubing length to lower the pitch by one whole step, the second valve by one
half step, and the third valve by one and a half steps. The overall length of the trombone
and trumpet depending on the bore configuration can be found in Table 2.3.
Table 2.3: Length of trumpet and trombone bore in different tubing configurations.
Instrument Tubing Configuration Overall Length
Trombone
position 1 2.87 m
position 3 2.99 m
position 5 3.12 m
position 6 3.23 m
position 7 3.35 m
Trumpet
no valves 1.48 m
valves 1, 2, 3 2.22 m
Between all the experiments that were conducted, a total of 37 measurements (i.e.,
musical notes) were recorded for the trombone, and 33 were collected for the trumpet.
Table 2.4 summarizes the experimental trials. A subset of these measurements will be
presented in the next section11.
11 Note that ‘→’ in Table 2.4 denotes either a change in dynamic level or tubing configuration.
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Experiment Instrument Musical Note Volume Tubing Configuration
2 Trombone Bb3 f position 1
2 Trombone Bb3 p position 1
2 Trombone F3 mp position 1
2 Trombone A3 mp position 6
2 Trombone F3 mf position 1
2 Trombone A3 mf position 6
2 Trombone Bb3 mf position 1
2 Trombone Bb3 p position 1
2 Trombone Bb4 mp position 1
2 Trombone Bb2 ff position 1
2 Trombone A2 f position 3
2 Trombone A1 mf position 6
2 Trombone Bb2 f position 1
2 Trombone F3 p → ff position 1
2 Trombone F3 ff position 1
3 Trombone F3 f position 1
3 Trombone F3 mf → f position 1
3 Trombone F3 f position 1
3 Trombone F3 p → mp position 1
3 Trombone F3 f position 1
3 Trombone F3 f position 6
3 Trombone F3 f position 6
3 Trombone F3 f position 6
3 Trombone F3 crescendo f position 1
3 Trombone F3 f position 1
3 Trombone F3 p → ff position 1
3 Trombone Bb3 f position 6
3 Trombone Bb3 p pos 6 → pos 1
4 Trombone Bb3 f position 1
4 Trombone Bb3 p position 1
4 Trombone Bb3 mp position 1
4 Trombone Bb3 mp position 1
4 Trombone A#3 mf position 5
4 Trombone A#3 mf position 5
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4 Trombone A3 mf position 7
4 Trombone A3 mp position 7
4 Trombone Bb3 ff position
1 Trumpet Bb3 f no valves
1 Trumpet Bb3 f no valves
1 Trumpet Bb3 mf no valves
1 Trumpet Bb3 mf no valves
1 Trumpet Db4 mp valves 1, 2, 3
1 Trumpet Db4 mf no valves
1 Trumpet Bb4 mp no valves
1 Trumpet Bb4 mf no valves
1 Trumpet Bb3 mf no valves
1 Trumpet F4 mf no valves
1 Trumpet F4 f no valves
1 Trumpet Bb4 f no valves
1 Trumpet Bb4 f no valves
1 Trumpet F4 f no valves
3 Trumpet Bb3 f no valves
3 Trumpet Bb3 mf no valves
3 Trumpet Bb3 mp no valves
3 Trumpet F4 ff no valves
3 Trumpet Bb3 mf valves 1, 2, 3
3 Trumpet A#4 f valves 1, 2, 3
4 Trumpet Bb4 ff no valves
4 Trumpet Bb4 mf no valves
4 Trumpet E2 mp no valves
4 Trumpet Bb3 mf no valves
4 Trumpet Bb3 ff no valves
4 Trumpet F5 mf no valves
4 Trumpet F5 mp no valves
4 Trumpet B3 ff no valves
4 Trumpet B#3 f valves 1, 2, 3
4 Trumpet B5 p no valves




The musical notes that will be presented within this section are summarized in Tables
2.5 and 2.6 for the trombone and trumpet. The total SPLs at each microphone are also
reported. Figures 2.3 to 2.13 display the trombone notes stated in Table 2.5 in the order
they are listed. Similarly, Figures 2.14 to 2.21 depict the trumpet notes listed in Table
2.6. For all the figures, the data presented represents one period of the recorded pressure
waveforms once the note being played was steady. We isolated a single period to make
the comparison between notes more straight-forward. These graphs show deviation of the
sound wave pressure from atmospheric pressure. The spectra of the pressure waves are
also shown.
Table 2.5: Musical notes played on the trombone and the total SPLs measured at the
different microphone positions.
Note Tube Config. Volume Mic Mouthpiece Mic Bend Mic Bell-Exit Mic Outside-Bell
Bb3 Position 1 p 152.0 dB 135.0 dB 129.7 dB 108.3 dB
Bb3 Position 1 f 165.6 dB 155.7 dB 149.7 dB 129.5 dB
F3 Position 1 p 152.5 dB 143.0 dB - 105.9 dB
F3 Position 1 mp 154.0 dB 146.3 dB - 107.3 dB
F3 Position 1 mf 163.5 dB 155.7 dB 143.5 dB 121.6 dB
F3 Position 1 ff 169.9 dB 164.2 dB 154.9 dB 124.4 dB
Bb2 Position 1 ff 169.0 dB 166.0 dB 151.5 dB 130.1 dB
Bb4 Position 1 mp 160.0 dB 158.4 dB 148.7 dB 124.5 dB
A1 Position 6 mf 161.9 dB 159.0 dB 140.4 dB 121.0 dB
A2 Position 3 f 166.4 dB 164.6 dB 147.8 dB 127.8 dB
A3 Position 6 mf 162.6 dB 159.4 dB 144.4 dB 123.5 dB
When examining the loudly played notes measured at Mic Outside-Bell, one of the most
striking observations was that the SPL of the first few harmonics behaves similar to an
increasing function12, i.e., f1 ≤ f2 ≤ f3 ≤ . . .. The louder the note is played, the more
the harmonics progressively increase in SPL, e.g., see the f Bb3 (Figure 2.4), ff F3 (Figure
2.8), f Bb2 (Figure 2.9) trombone notes as well as the mf B
b
3 (Figures 2.15), f B
b
3 (Figures
2.16), f Bb4 (Figure 2.18), f F4 (Figure 2.20) trumpet notes. Similarly, the quieter a note is
played, the more the spectrum behaves like an decreasing function, i.e., f1 ≥ f2 ≥ f3 ≥ . . ..
12 In other words, the first few harmonics get progressively louder.
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Table 2.6: Musical notes played on the trumpet and the total SPLs measured at the various
microphone positions.
Note Tube Config. Volume Mic Mouthpiece Mic Bend Mic Outside-Bell
Bb3 no valves mp 156.6 dB 139.3 dB 114.9 dB
Bb3 no valves mf 166.5 dB 158.2 dB 116.8 dB
Bb3 no valves f 167.1 dB 159.7 dB 117.6 dB
Bb4 no valves mf 165.2 dB 160.4 dB 115.8 dB
Bb4 no valves f 167.2217 dB 162.7 dB 119.5 dB
B5 no valves p 151.9 dB 141.8 dB 111.1 dB
F4 no valves f 165.4 dB 160.8 dB 115.2 dB
F5 no valves mf 162.3 dB 158.0 dB 112.4 dB
For the p F3 (Figure 2.5), mp B
b
4 (Figure 2.10) trombone notes, and the p B5 (Figure 2.19)
trumpet note, we find the spectra acts as a strictly decreasing function for the first six to
eight harmonics.
For the louder notes, we suspect these observations are a consequence of wave steep-
ening, and for the notes mentioned at ff, perhaps even the result of a shock wave (since
these pressure waveforms at Mic Outside-Bell in the time-domain have sharp peaks)
13. The
next section will be dedicated to exploring and verifying these hypotheses.
13 This is particularly evident for the ff F3 played on the trombone (Figure 2.8). We also notice the
harmonic spectrum measured at Mic Bell-Exit exceeds the Mic Mouthpiece and Mic Bend spectra for the higher
harmonic components. This observation seems reasonable if a shock formed within the bore before exiting
the bell.
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Figure 2.3: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bb3 played at p on the trombone in position 1.
Figure 2.4: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bb3 played at f on the trombone in position 1.
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Figure 2.5: Time pressure waveforms (left) and the corresponding spectral components
(right) of the F3 played at p on the trombone in position 1.
Figure 2.6: Time pressure waveforms (left) and the corresponding spectral components
(right) of the F3 played at mp on the trombone in position 1.
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Figure 2.7: Time pressure waveforms (left) and the corresponding spectral components
(right) of the F3 played at mf on the trombone in position 1.
Figure 2.8: Time pressure waveforms (left) and the corresponding spectral components
(right) of the F3 played at ff on the trombone in position 1.
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Figure 2.9: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bb2 played at f on the trombone in position 1.
Figure 2.10: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bb4 played at mp on the trombone in position 1.
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Figure 2.11: Time pressure waveforms (left) and the corresponding spectral components
(right) of the A1 played at mf on the trombone in position 6.
Figure 2.12: Time pressure waveforms (left) and the corresponding spectral components
(right) of the A2 played at f on the trombone in position 3.
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Figure 2.13: Time pressure waveforms (left) and the corresponding spectral components
(right) of the A3 played at mf on the trombone in position 6.
Figure 2.14: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bf3 played at mp on the trumpet where no valves are compressed.
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Figure 2.15: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bb3 played at mf on the trumpet where no valves are compressed.
Figure 2.16: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bb3 played at f on the trumpet where no valves are compressed.
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Figure 2.17: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bb4 played at mf on the trumpet where no valves are compressed.
Figure 2.18: Time pressure waveforms (left) and the corresponding spectral components
(right) of the Bb4 played at f on the trumpet where no valves are compressed.
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Figure 2.19: Time pressure waveforms (left) and the corresponding spectral components
(right) of the B5 played at p on the trumpet where no valves are compressed.
Figure 2.20: Time pressure waveforms (left) and the corresponding spectral components
(right) of the F4 played at f on the trumpet where no valves are compressed.
34
Figure 2.21: Time pressure waveforms (left) and the corresponding spectral components
(right) of the F5 played at mf on the trumpet where no valves are compressed.
2.3.1 Verifying Spectral Enrichment for Loudly Played Notes
Previous findings suggest that loudly played musical tone
An F3 in position 1 was played on the trombone over a duration of three seconds with
a sampling frequency of fs = 100 kHz. The musician began at a playing dynamic of p
and then applied a steady crescendo until the volume level reached f. The purpose of this
experimental trial was to investigate how the harmonic spectrum changed in time while
steadily increasing the SPL. In such situations, i.e., where the vibration frequency of the
collected data changes with time, a spectrogram can be useful to analyze the information.
It is a visual representation of the spectral power as it changes with time where the time
data is partitioned and the power at any instant is represented by colour. A FFT is applied
to the data in each time interval and then can be overlapped to visualize how both the
amplitude and frequency vary over time [146], [210].
The recorded pressure waveforms collected at Mic Mouthpiece, Mic Bend and Mic Outside-Bell
are therefore depicted along with their spectrograms in Figure 2.22. All the spectrograms
clearly demonstrate that as the playing volume increases, more of the higher harmonic
components are excited. This is particularly evident near t = 2.5 s.
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Figure 2.22: F3 note played on the trombone in position 1 where the volume changes from
p → f. The time pressure waveforms recorded at Mic Mouthpiece, Mic Bend, and Mic Outside-Bell
are shown (left) along with their spectrograms (right).
To further justify the claim that loudly played notes lead to spectral enrichment, Bb3
notes were played at mp and ff on the trombone in position 1 and recorded once the note
was steady. Similarly, a mp and f Bb3 was produced on the trumpet when the valves were
uncompressed. The purpose of this experiment was to compare the harmonic distribution
between quiet and loud notes and determine whether the findings are consistent between
the different instruments.
Since each cycle of the sound wave is essentially periodic, a single period of each Bb3
note was isolated manually and transformed into the frequency-domain to make the analysis
more straight-forward. The number of points, denoted by N , was determined by manually
finding the length of a period. The sampling frequency was again fs = 100 kHz. The DFT







Figure 2.23: Bb3 note played on the trombone in position 1 at mp and ff. The spectral
components of one period of the time pressure waveforms measured at Mic Mouthpiece (left),
Mic Bend (middle) and Mic Outside-Bell (right) are shown.
the corresponding amplitude for each harmonic component of the pressure was converted
to SPL dB using equation (2.2).
One period of the pressure waveforms and their spectra are shown in Figures 2.23
and 2.24 for the trombone and trumpet, respectively. From these plots, it is clear to
see the difference in the harmonic distribution between the playing dynamics, especially at
Mic Outside-Bell. In particular, outside the bell we observe much more energy in all frequency
components from f2 onward for both instruments. We also see very similar characteristics
in the time-domain between the Bb3’s produced on the trumpet versus the trombone. How-
ever, we found that the ff trombone wave measured at Mic Outside-Bell has a much higher
pressure peak (∼200 Pa) compared to the trumpet Bb3 (∼80 Pa). At first, this may seem
odd but recall, the trombone bore is much longer than the trumpet’s, so the wave has
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Figure 2.24: Bb3 note played on the trumpet with no valve compression played at mp and
f. The spectral components of one period of the time pressure waveforms measured at
Mic Mouthpiece (left), Mic Bend (middle) and Mic Outside-Bell (right) are shown.
“more room/time” to steepen14. This means more of the associated effects due to wave
steepening accumulate thereby producing a brassier sound. Moreover, a very steep jump
in the trombone pressure can be seen at the Mic Bend and Mic Outside-Bell positions (Figure
2.23). The jump in pressure is so steep that it resembles a discontinuity. This could imply
that a shock was produced within the instrument15 (we will discuss this in more detail
14 The trombone flare is also much larger than the trumpet bell, which directly influences what har-
monic components of a signal are transmitted and reflected throughout the flare region. For the trumpet,
frequencies greater than 1300 Hz - 1500 Hz mostly radiate from the bell. For the trombone however,
frequencies larger than 700 Hz are mostly transmitted [20], [166].
15 Typically, a physical shock is detected by checking whether the Mach number, which is the ratio




From reviewing Figures 2.23 and 2.24 alone, it is difficult to determine which instrument
is more prone to wave steepening. Therefore, an analysis outlined in [13] will be conducted
to better understand the effects of nonlinear wave propagation. Let SPLtotal be the total
SPL of all harmonics for a note measured at some position along the instrument, and SPLfi
denote the SPL corresponding to the ith harmonic component. Then, the ratio of the SPL










Figure 2.25: Harmonic percentage ratio, Φ from equation (2.4), for quietly and loudly
played Bb3 notes produced on the trombone and trumpet from the data shown in Figures
2.23 and 2.24.
Φ is plotted for both instruments in Figure 2.25, and the effects due to wave steepening
are rather pronounced, especially for the trombone16. The Φ curves (for both instruments)
corresponding to the louder notes increase with harmonic number, and are much larger in
amplitude compared to the quiet Bb3 notes. This is observed for frequencies above f10 and
f6 for the trumpet and trombone, respectively. This is indicative of spectral enrichment
16 In [13], the authors explain that if Φ > 1 then the instrument transmits the frequency. If the ratio
remains constant as the SPL increases, the authors interpreted this to mean that the air-column does not
significantly contribute to the wave distortion.
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and is more prominent for the waves propagating through the trombone. It leads us to
again question whether shock waves were produced for the ff note.
2.3.1.1 Generation of Shock Waves
The results presented above demonstrate that wave steepening becomes more prominent
within brass instruments as the volume of a signal increases. Although there seem to be
indications that a shock wave was produced in the trombone for the loudly played Bb3, it
is still difficult to say with certainty, as we could not measure the Mach number. Since we
know that nonlinear wave behaviour leads to spectral enrichment of the higher frequency
components, we could examine the number of harmonics needed to reconstruct the pressure
waveform that has been transmitted from the bell.
To obtain a continuous expression for the pressure with respect to time, Fourier synthe-
sis was applied to the measured pressure data. The musical notes can be written as a sum
of sinusoidal waves with respect to the fundamental frequency, denoted by f1, and corre-
sponding harmonics, f2 = 2f1, f3 = 3f1,. . . , etc., each with a corresponding amplitude,
denoted by Ai, and phase shift, denoted by φi. A harmonic component can be rewritten as
a phase-shifted cosine17. Therefore, one period of the entire pressure waveform of a desired
note is expressed as




Aicos (2πfit+ φi) , (2.6)





Equation (2.6) was truncated and p(t) was considered with 10, 20, 50, 100, 150 and 200
harmonics. The reconstructed waveforms are plotted against the measured Bb3 pressure
profiles in Figures 2.26 and 2.27. Upon visual inspection, there is little difference between
the truncated data and experimental curves when 50 or more harmonics are considered18.
17 In particular, as a superposition of the real and imaginary parts with amplitudes a and b, i.e.,
aicos(ωit) + bisin(ωit) = Aicos (2πfit+ φi) , (2.5)




i ), and the corre-






18 In previous studies, it is typical for only six to ten harmonics to be considered when describing a note,
e.g., [13], [99], [179].
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Figure 2.26: Reconstructed time pressure waveform of a loudly played Bb3 trumpet note
measured at Mic Outside-Bell defined by equation (2.6) where 10, 20, 50, 100, 150 and 200
harmonics are considered. The L2 error for each reconstructed waveform can be found in
Table 2.7.
But to be more rigorous, the relative error between the measured and truncated wave-
forms were computed using the L2 norm and are reported in Table 2.7. For the Bb3 played
at mp, the relative error was found to be less than 0.1% for both instruments when 100
harmonics were considered. The Bb3 trumpet note played at ff had a relative error of 0.16%,
but for the trombone, the error was above 4%19. As the number of harmonics considered to
reconstruct the waveforms increased, the error for the loud trumpet note quickly decreased,
whereas this was not the case for the loud trombone note.
Although there is growing evidence to support our suspicion that the pressure waveform
19 Comparatively, for the ff Bb3 trumpet note to have a relative error near 4%, only 30 harmonics were
required to reconstruct the waveform.
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Figure 2.27: Reconstructed time pressure waveform of a loudly played Bb3 trombone note
measured at Mic Outside-Bell defined by equation (2.6) where 10, 20, 50, 100, 150 and 200
harmonics are considered. The L2 error for each reconstructed waveform can be found in
Table 2.7.
outside the trombone bell in Figure 2.27 could be the result of a shock wave, we still
need to substantiate this claim mathematically. We will therefore examine whether it is
theoretically possible for a shock wave to form within the tubing prior to the bell. The











where γ is the specific heat ratio for air, c is the speed of sound in air, and p0 is atmospheric
pressure. Equation (2.7) is the standard expression used in the acoustics literature and
was considered by Hirschberg et al. in [99]. A derivation of xs can be found in Appendix
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Table 2.7: L2 error associated with the number of harmonics used to reconstruct the pres-
sure waveforms of the Bb3 notes played on the trumpet and trombone that were measured
at Mic Mouthpiece. The measured and reconstructed waveforms are compared in Figure 2.26
and 2.27 for the trumpet and trombone, respectively.
Number of Harmonics Error for Trumpet Notes Error for Trombone Notes









10 1.3% 35 % 0.5 % 58 %
20 0.2 % 6.6 % 0.4 % 31 %
50 8.9e-02 % 0.8 % 0.1 % 7.4 %
100 4.2e-02 % 0.2 % 9.9e-02 % 4.6 %
150 2.3e-02 % 9.3e-02 % 7.5e-02 % 4.4 %
200 9.6e-03 % 2.4e-02 % 9.8e-03 % 4.4 %
C. It allows us to determine (in the ideal case) whether a shock could form within a certain
region of the instrument given a specific ∂p
∂t
at the inlet. It is unlikely that a shock would
form within the bell itself because as the wave travels through the flare expansion, it will
spread out thereby decreasing in amplitude.
The values for xs are reported in Table 2.8 for the B
b
3 notes shown in Figures 2.23 and
2.24. Using equation (2.7), we found that it was only possible for a shock to form for
the ff note produced by the trombone. In particular, we calculated that xs = 1.78 m,
which is in the main tubular region prior to the flare expansion. In Section 5.5.3, we will
simulate these notes through a computational trumpet and trombone to numerically verify
if a shock forms within either instrument.
Table 2.8: Calculated shock distance for the Bb3 notes shown in Figures 2.23 and 2.24.
Trumpet Notes Trombone Notes











7.6 MPa/s 13 MPa/s 4.3 MPa 23 MPa/s
xs 5.30 m 2.96 m 9.44 m 1.78 m
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2.3.2 Examining the Change in Bore Length
We were curious to see what would happen if the playing position of the trombone was al-
tered during play while simultaneously increasing the SPL. So we ran another experimental
trial where a F3 note was played while the volume increased from mf → f. Simultaneously,
the player altered the tubing configuration to change from position 6 → position 1. The
note was held for a duration of approximately one second and fs = 100 kHz.
Figure 2.28: F3 note played at mf → f on the trombone while the slide transitioned from
position 6 → position 1. The time pressure waveforms measured at Mic Mouthpiece (top),
Mic Bend (middle) and MicOutside-Bell (bottom) are shown (left) along with their spectro-
grams (right).
The recorded pressure waveforms and corresponding spectrograms are shown in Figure
2.28. The spectrograms illustrate that the effect of the crescendo was exaggerated. This is
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because while the F3 note was being played, changing the position of the slide decreased
the total length of the instrument by almost 50 cm. Figure 2.28 also captures how the F3
dies off, i.e., the response in SPL when the note stops being produced. In particular, we
see from the Mic Mouthpiece spectrogram that frequencies over 2000 Pa stop being generated
immediately, while the harmonics below 2000 Pa decrease in SPL systematically (from
highest to lowest). A similar affect can be seen at Mic Bend. However, for the pressure
sampled at Mic Outside-Bell, all frequency components die away nearly at the same time
(though, there is a slight lag for the lowest frequency components). This is consistent with
findings published in [190] in which the authors describe that “considering in turn each
of the harmonics from the fundamental frequency, the attack tends to be slower and the
release faster, so the harmonics seem to appear one after the other and fade out in the
opposite way. Therefore, the sound gradually becomes brighter during the attack, until it
reaches its maximum in the steady-state and it gets darker during the release” [190].
2.3.3 Accelerometer Measurements
According to Kausel, the timbre associated with the radiated sound field from a brass
instrument is influenced by the structural vibrations of the bore [113]. But, for this effect to
be substantial, there must be significant vibrational amplitudes over a range of frequencies.
To investigate the vibrational motion of the bell, accelerometers were used to evaluate the
importance and prominence of such behaviour.
Accelerometers are also a useful tool for the purpose of studying shock waves and
the corresponding vibrational affects [33]. The vibrating structure examined works by
converting mechanical energy to electrical energy when experiencing acceleration, which is
intrinsically a dynamic variable that is the result from the application of a net force on
a body. Acceleration can be expressed in terms of g (equal to 9.81 m/s2 on Earth) [33].
When analyzing vibration data in the time-domain (amplitude plotted against time), the
typical parameters used to quantify the strength of the vibration profile are the amplitude,
the peak-to-peak value, and the root mean square (rms) value20.
The accelerometer results from playing certain notes on the trombone and trumpet will
now be presented. All of the following data discussed in this section is from Experiment
#421. To review the collected accelerometer data, we filtered out frequencies above 5000
20 The rms value is defined as the square root of the arithmetic mean of a set of numbers squared. The
rms value is usually most useful since it is directly related to the energy content of the vibration profile
and thus, the destructive capability of the vibration.
21 Experiment #3 had similar results but only one accelerometer was used. Since similar findings were
obtained from Experiment #4, we trust the collected data and think it is more informative.
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Hz via a fifth order Butterworth filter22.
Figure 2.29: Acceleration data (left) and calculated trombone bell displacement (right) for
Bb3 played at p, mp, f and ff on the trombone in position 1.
Table 2.9: SNR of accelerometer data corresponding to Figure 2.29.
Instrument Note Volume SNR for Acc. 1 SNR for Acc. 2
Trombone - Position 1 Bb3 p 19.5 dB 18.2 dB
Trombone - Position 1 Bb3 mp 22.3 dB 20.5 dB
Trombone - Position 1 Bb3 f -6.54 dB -2.27 dB
Trombone - Position 1 Bb3 ff -9.70 dB -6.56 dB
22 A fifth order Butterworth filter was used via the butter() function in Matlab where the asymptotic
roll-off of an nth order is 20n dB/decade. Although we cannot design a filter with zero phase, we can
design a “zero phase” filter using the filtfilt() function. This processes the accelerometer signal both
in the forward and backward direction and will not change the time position of the signal much.
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Figure 2.30: Acceleration data (left) and calculated trombone bell displacement (right) for
A3 played at mp and mf on the trombone in position 7.
Table 2.10: SNR of accelerometer data corresponding to Figure 2.30.
Instrument Note Volume SNR for Acc. 1 SNR for Acc. 2
Trombone - Position 7 A3 mp 17.9 dB 12.4 dB
Trombone - Position 7 A3 mf -2.18 dB -1.73 dB
Figure 2.31: Acceleration data (left) and calculated trombone bell displacement (right) for
239 Hz note played in position 1, 234 Hz note played in position 5, and 220 Hz note played
in position 7 all at mp.
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Table 2.11: SNR of accelerometer data corresponding to Figure 2.31.
Instrument Note Volume SNR for Acc. 1 SNR for Acc. 2
Trombone - Position 1 239 Hz mp 19.5 dB 18.2 dB
Trombone - Position 5 234 Hz mp 25.8 dB 20.1 dB
Trombone - Position 7 220 Hz mp 17.9 dB 12.4 dB
Figure 2.32: Acceleration data (left) and calculated trombone bell displacement (right) for
242 Hz note played in position 1, 234 Hz note played in position 5, and 220 Hz note played
in position 7 all at mf.
Table 2.12: SNR of accelerometer data corresponding to Figure 2.32.
Instrument Note Volume SNR for Acc. 1 SNR for Acc. 2
Trombone - Position 1 242 Hz f -6.54 dB -2.27 dB
Trombone - Position 5 234 Hz mf -5.05 dB -2.62 dB
Trombone - Position 7 220 Hz mf -2.19 dB -1.73 dB
In addition to examining the acceleration data, the signal-to-noise ratio (SNR), which is
defined as the ratio of the signal power to the noise power in decibels, for the accelerometers
was calculated in Matlab. If the obtained value is larger than 0 dB it indicates that there
is more signal than noise. Analyzing the SNR may give a better indication on whether a
shock was produced. In particular, if a shock wave was generated, more noise should be
present in the signal.
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To better interpret the flare vibrations from a structural analysis perspective, the bell
displacement from the accelerometer data was also calculated. To account for drift/noise
when numerically integrating, the mean of the acceleration was subtracted from the accel-
eration signal to obtain velocity. To then find the displacement, the mean of the velocity
was subtracted from the velocity signal before the numerical integration was performed23.
Figure 2.33: Acceleration data (left) and calculated trumpet bell displacement (right) for
240 Hz note played at mf, 484 Hz note played mf, 730 Hz note played mf and 989 Hz note
played at p where the valves are uncompressed.
Table 2.13: SNR of accelerometer data corresponding to Figure 2.33.
Instrument Note Volume SNR for Acc. 1 SNR for Acc. 2
Trumpet - No Valves 240 Hz mf -0.933 dB 2.15 dB
Trumpet - No Valves 484 Hz mf 7.81 dB 0.563 dB
Trumpet - No Valves 730 Hz mf 17.4 dB 0.829 dB
Trumpet - No Valves 989 Hz p 6.52 dB 0.768 dB
In Figures 2.29 to 2.36, one period of the accelerometer time data and corresponding
bell displacement from equilibrium is shown. Tables 2.9 to 2.16 report the SNR for both
accelerometers for the notes in the mentioned figures. The trombone notes in particular are
displayed in Figures 2.29 to 2.32 and Tables 2.9 to 2.12, whereas the trumpet information
is depicted in Figures 2.33 to 2.36 and Tables 2.13 to 2.16.
23 An approximation to determine the pressure amplitude associated with the vibrations of the flares
can be found in Section 4.1.2.
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As a quick remark, Figures 2.35 and 2.36 examine the Bb3 and B
b
4 notes where the
valves are not used. Both notes were played at mf as well as ff. We were interested
in measuring these specific pitches because in [112], [113], [213], it is reported that the
strongest resonant frequencies of the trumpet flare are near a Bb4 ([112], [113]) and B
3
3
([213]). From comparing the acceleration corresponding to the ff Bb3 and B
b
4, we observe
that the Bb3 is much more oscillatory (or spectral) but the vibrational amplitudes are
similar. The difference between the SNR values of the accelerometers is largest for the mf
Bb4 (with a difference of approximately 7.3 dB).
Figure 2.34: Acceleration data (left) and calculated trumpet bell displacement (right) for
245 Hz note played without compressed valves and 253 Hz note played with valves 1, 2, 3
compressed both at f.
Table 2.14: SNR of accelerometer data corresponding to Figure 2.34.
Instrument Note Volume SNR for Acc. 1 SNR for Acc. 2
Trumpet - No Valves 245 Hz ff -3.95 dB -0.777 dB
Trumpet - Valves 1,2,3 253 Hz f 8.69 dB -1.18 dB
Overall, if we compare the vibrational data between the trumpet and trombone, we
find that generally:
i. As the volume of the note increases, the acceleration data becomes more spectral.
This observation is further supported by the SNR values. From our experimental
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Figure 2.35: Acceleration data (left) and calculated trumpet bell displacement (right) for
Bb3 played at mf and ff where the valves are uncompressed.
Table 2.15: SNR of accelerometer data corresponding to Figure 2.35.
Instrument Note Volume SNR for Acc. 1 SNR for Acc. 2
Trumpet - No Valves Bb3 mf -0.934 dB 2.15 dB
Trumpet - No Valves Bb3 ff -5.58 dB -0.834 dB
Figure 2.36: Acceleration data (left) and calculated trumpet bell displacement (right) for
Bb4 played at mf and ff where the valves are uncompressed.
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Table 2.16: SNR of accelerometer data corresponding to Figure 2.36.
Instrument Note Volume SNR for Acc. 1 SNR for Acc. 2
Trumpet - No Valves Bb4 mf 7.81 dB 0.563 dB
Trumpet - No Valves Bb4 ff 2.00 dB 4.36 dB
data, the only exception we see is for the ff Bb4 played on the trumpet where no
valves are compressed.
ii. As the volume of a note increases, the magnitude of the acceleration and thus, bell
displacement increases.
iii The SNR values between the accelerometers differ much more for the trumpet com-
pared to the trombone, especially for the 730 Hz trumpet note, which corresponds
to an F5.
iv. The bell displacements we obtained were on the order of 1 µm, which is consistent
with results previously published in the literature, specifically [112], [113]. However,
the displacement of the trombone bell was consistently larger than the trumpet flare
by approximately two to three times.
We additionally wanted to evaluate the precise resonances contained in the collected
vibrational data. Although the acceleration data is roughly periodic, we see from reviewing
the SNRs that the louder a note is played, the more noise there is in the signal. Although
Fourier transforms can be effectively used to analyze vibration when there is a finite number
of dominant frequency components, power spectral densities (PSDs) better characterize
random vibration signals24. A PSD is computed by multiplying each frequency bin in
the FFT by its complex conjugate. This results in having only the real spectrum where
the amplitude is expressed as (quantity-being-measured)
2
Hz
25. This is a key aspect that makes a
PSD more practical than a FFT for random vibrational analysis - the amplitude value
is normalized to the frequency bin width thereby eliminating the dependency on the bin
width. This enables us to compare vibration levels for signals of various lengths [210],
[218].
24 The term ‘power’ is used because the magnitude of the PSD is the mean-square value of the signal
being considered. It does not correspond to the physical quantity power measured in watts.






referred to as the acceleration spectral density [218].
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Table 2.17: Musical notes played on the trombone and trumpet where the power spectral
densities were calculated for the both accelerometers.
Instrument Note Volume Level Tubing Configuration
Trombone
Bb3 p position 1
Bb3 mp position 1
Bb3 f position 1
Bb3 ff position 1
B3/B
b
3 mp position 5
A#3 /B3 mf position 5
A3 mp position 7
A3 mf position 7
Trumpet
Bb3 mf no valves
Bb3 ff no valves
Bb3/B
#
3 f valves 1, 2, 3
Bb4 mf no valves
Bb4 ff no valves
F5 mp no valves
F5 mf no valves
B5 p no valves
Thus, the PSD of the accelerometer data for the notes played on the trombone listed
in Table 2.17 are plotted in Figures 2.37 to 2.39. Figures 2.40 to 2.42 show the trumpet
notes. An additional plot corresponding to the trumpet notes in Figure 2.33 can be found
in Figure 2.43.
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Figure 2.37: Calculated PSD associated with the trombone bell vibrations while playing
Bb3 in position 1 at p (top-left), mp (top-right), f (bottom-left) and ff (bottom-right).
Although in Section 4.1.2.3 we will calculate the pressure that is produced from the
vibrating bells, the intention behind examining the PSDs beforehand is to confirm which
resonance peaks are present in the signals. As expected, the PSDs plots reveal that the
peaks correspond with the harmonics of the musical note being played. The other mo-
tivation in this analysis was to verify in the frequency-domain that more resonances are
excited as the volume of a note increases. We again observe this to be true for all musical
notes and is particularly well demonstrated for the trombone in Figure 2.37, i.e., for the
Bb3 was played at p, mp, f and ff in position 1, as well as Figure 2.39, i.e., when the
trombone A3 note played at mp and mf in position 7. However, if we consider the trumpet
when all valves are compressed (Figure 2.40), the bell resonances become stronger as the
volume of the note increases, but this effect is not as pronounced (though the trumpet
notes compared were played at a different dynamic level, specifically mf and ff ).
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Figure 2.38: Calculated PSD associated with the trombone bell vibrations shown in Figure
2.30 while playing A3 in position 7 at mp (left) and mf (right).
Figure 2.43, which plots the 240 Hz, 484 Hz, 730 Hz and 989 Hz trumpet notes, il-
lustrates how the resonances behave as the frequency of the pitch increases. The 240 Hz,
484 Hz and 730 Hz notes were all played at mf and all have similar SPLs at Mic Mouthpiece.
However, the resonances for 484 Hz (Bb4) are the strongest followed by the 730 Hz (F5).
The drop off in power of the higher resonances is of similar order but seems to be fastest
for the F5.
Figure 2.39: Calculated PSD associated with the trombone bell vibrations while playing
a 234 Hz note (near B3/B
b
3) at mp (left) and a 220 Hz note (near A
#
3 /B3) at mf (right)
both in position 5.
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Figure 2.40: Calculated PSD associated with the trumpet bell vibrations while playing Bb3
in neutral position at mf (top-left) and ff (top-right) and a 245 Hz note (near Bb3/B
#
3 )
with all valves compressed at f (bottom).
Therefore, from the PSD plots, we have also verified that:
v. The resonances of the bell correspond with the harmonic frequencies of the musical
notes being played.
vi. As the volume of a note increases, more of the resonances become excited and increase
in amplitude.
Although we cannot verify that the strongest resonant frequency of the trumpet bell
is near 484 Hz and that it has a dampening effect on the SPL [112], [113] (potentially
decreasing it by as much as 6 dB [109]), our data does suggest that the vibratory effects
near 484 Hz is stronger relative to our other measured notes.
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Figure 2.41: Calculated PSD associated with the trumpet bell vibrations while playing Bb4
in neutral position at mf (left) and ff (right).
Figure 2.42: Calculated PSD associated with the trumpet bell vibrations while playing F5
in neutral position at mf (left) and ff (right).
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Figure 2.43: Calculated PSD associated with the trumpet bell vibrations while playing Bb3





This chapter will be dedicated to reviewing the chosen mathematical model and numerical
method used to obtain the results presented in this thesis. Musical notes produced by a
musician on a trumpet or trombone physically correspond to the creation of longitudinal
pressure waves that propagate through air, which is characterized as a compressible fluid.
If the air flowing through a horn does not exhibit any tangential stress then there would be
no internal friction and no energy would be lost (so viscosity would not be a concern) [143].
Therefore, to model the acoustic behaviour associated with propagating sound waves in
brass instruments, the equations from gasdynamics will be used [85].
This field is a branch of fluid mechanics, in which the underlying concepts are based
on the conservation laws for mass, momentum and energy. In particular, the behaviour
of a fluid is described with respect to the macroscopic properties of velocity ~u, pressure p,
density ρ, temperature T , and energy E. If one was merely interested in examining the
laws at a point, then the equations of motion can be expressed in differential form. If the
intent is instead to consider the governing laws in a region, the conservation laws need
to be stated in integral form. The conservation laws required to describe the motion of a
Newtonian, compressible fluid will be stated below. A more rigorous background of the
thermodynamics and a derivation of each conservative law can be found in Appendix D.
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3.1 Summary of the Equations of Motion
Consider a Newtonian, compressible, viscous fluid. The equation describing conservation
of mass is called the continuity equation and is defined by
∂ρ
∂t
+∇ · (ρ~u) = Q(t), (3.1)
where the right hand side corresponds to the source term if one exists, otherwise Q(t) = 0.
The equations describing conservation of momentum are referred to as the Navier-Stokes





+ ~u · ∇~u
)
= ∇ · τ + ~F , (3.2)
where ~F = (X, Y, Z) are the body forces, and for a compressible fluid with thermodynamic







δij + 2µeij, (3.3)












If viscosity and body forces (e.g., gravity) are neglected, we obtain the Euler equations
∂~v
∂t
+ ~v · ∇~v = −1
ρ
∇p. (3.5)
Using equations (3.1) and (3.5), the conservation of energy equation for an ideal, inviscid












where S denotes entropy. Physically, this means that entropy is advected with the flow
and hence, is constant on streamlines. Assuming we have an ideal gas, it implies two
things: firstly, that c2 = γp
ρ
and secondly, the molecular diffusivity is zero, i.e., no heat can
be transferred between fluid particles, which means entropy must be in a thermodynamic
equilibrium. This type of flow is called isentropic.
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3.2 Numerical Method and Components
The system of partial differential equations (PDEs), which models acoustic wave propa-
gation, can typically be written as a hyperbolic system of conservative laws. Numerically
solving these equations of motion can be expensive, especially if discontinuities arise in
the solution (which can occur even if the initial wave profile is smooth) [41]. A com-
mon approach when numerically simulating acoustic wave propagation is to use either a
finite-volume (FV) or finite-element (FE) method [148]. A high-order accurate method
that combines aspects from both FV and FE methods is the discontinuous Galerkin (DG)
method, which was developed by Cockburn and Shu [41], [42]. This method is particu-
larly useful for modeling hyperbolic systems because numerical fluxes defined along the
cell interfaces guarantee stability and local solvability, i.e., at each time step, only infor-
mation about the neighbouring cells are required. The DG method can also accommodate
unstructured meshes, adaptive refinement, [223] and is open to parallel implementations
[72].
3.2.1 General Formulation of the Discontinuous Galerkin Method
In order to derive the discontinuous Galerkin method, we write a general hyperbolic system
of conservation laws as
∂u
∂t
+∇ · F(u) = 0, x ∈ Ω, t > 0, (3.8a)
u = u0, t = 0, (3.8b)
with the solution u(x, t) = (u1, u2, ..., um)
t, where (x, t) ∈ Ω × [0, τ ] (τ is the final time),






where Nh denotes the total number of elements in Ω.
We then construct a Galerkin problem on element Ωj by multiplying equation (3.8a)
by a test function v ∈ (H1(Ωj))m, where m is the number of equations in the system [84].








vF(u) · n̂ dτ −
∫
Ωj
∇v · F(u) ds = 0, ∀v ∈ (H1(Ωj))m, (3.10)
61
where n̂ is the unit outward normal vector to ∂Ωj. In 3D, each element Ωj is mapped








xj,1 xj,2 xj,3 xj,4
yj,1 yj,2 yj,3 yj,4
zj,1 zj,2 zj,3 zj,4
1 1 1 1







where (xj, yj, zj)1,2,3,4 are the vertices of Ωj in the physical space and (r, s, t) are the canon-
ical coordinates. Face 1, face 2, face 3, and face 4 are defined to be the face opposite of
vertex (1, 0, 0), (0, 1, 0), (0, 0, 1), and (0, 0, 0), respectively. The Jacobian of the transfor-
mation is defined as
Jj =
xj,2 − xj,1 xj,3 − xj,1 xj,4 − xj,1yj,2 − yj,1 yj,3 − yj,1 yj,4 − yj,1
zj,2 − zj,1 zj,3 − zj,1 zj,4 − zj,1
 . (3.12)






cj,kϕi, k = 1, 2, . . . ,m, (3.13)
where Np is the number of basis vectors and cj,k = (cj,k,1, cj,k,2, . . . , cj,k,M)
t. The polynomial
basis {ϕi}Npi=1 is chosen to be orthonormal in L2(Ωj) where p is the order of the orthonormal
basis. This will produce a multiple of the identity for the mass matrix on Ωj when the
testing function v is chosen to be equal to the basis functions consecutively starting with

























Due to the discontinuous nature of the numerical solution, the normal flux Fn = F(u)·n̂,
is not defined on ∂Ωj. The standard approach is to define it in terms of a numerical flux
F∗(Uj,Uk) that depends on the solution Uj on Ωj and Uk on the neighboring element Ωk
sharing the portion of the boundary ∂Ωjk common to both elements [64]. It is assumed
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· F(Uj) |det(Jj)| ds
]
(3.14)
Finally, the L2 volume and surface inner products in equation (3.14) are computed
using 2p and 2p+1 order accurate Gauss quadratures [64], [124], respectively. The resulting




where c is the vector of unknowns and f is a nonlinear vector function resulting from the
boundary and volume integrals in equation (3.10) [84]. Since the mass matrix is diagonal,
it is straight-forward to invert [124].
3.2.2 Local Time-Step
After evaluating the numerical flux to solve equation (3.15), we progress in time via an
explicit two-stage, second-order Runge-Kutta (RK) discretization scheme known as Heun’s
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method. Using the value of c at the previous time step, i.e., cn−1 = c(t
n−1), at level tn we
have
c(1) = cn−1 + ∆t f(cn−1)








In order to maintain stability, a small enough ∆t needs to be chosen. For the DG method
with RK integration scheme of (p + 1), we require the global Courant-Friedrichs-Lewy




(2p + 1) |λj|
)
(3.16)
where |λj| is the maximum wave speed on cell j, and hj is the minimum radius of the
























. This particular numerical flux is first-order accurate and thus,
dissipative in nature. However, since shocks can be produced within the trombone, it
seems appropriate to use over a limiter. Using a higher-order approximation does not seem
necessary to improve the accuracy of our numerical results, as the mesh resolution must
be fine enough to resolve certain regions of the computational instruments to ensure the
frequency components of the waveform can be captured. Improving the numerical accuracy
over that of the experiment did not seem worthwhile.
3.2.3 Few Remarks Regarding the Software
The DG method used for this thesis was a GPU implementation done by former students
of Lilia Krivodonova1. Full details of their implimentation and algorithms used can be
1 Marty Fuhry first coded the method for the linear advection equation, Maxwell’s equations, the shallow
water equations and the Euler equations in 1D and 2D for his master’s thesis. Andrew Giuliani then
extended the work to 3D during his PhD and implemented the Euler equations using a 2D axisymmetric
model.
64
found in [72], [84], [124]. Therefore, to be clear, this thesis is not focused on implementing
the software itself or running benchmarks. Instead, I aimed to utilize and test the code on
a real life problem using actual measured data. However, we briefly mention some of the
main aspects below for completeness2.
The DG method used was written with CUDA, which is a parallel computing plat-
form and programming model created by NVIDIA. It was specifically designed to work
with programming languages such as C, C++ and Fortran. In addition, CUDA supports
programming frameworks such as OpenCL and OpenACC as well as third party wrappers
that are available for Matlab, Python, Java, Perl, Ruby, etc. [165].
The unit of computation in CUDA is known as a thread and is assigned a unique index.
Threads are clustered into groups of 32, known as wraps, which can be further grouped
into blocks. The number of wraps per block is determined by the coder. Functions that
are executed on the GPU are called kernels and are run by many threads in parallel. The
general procedure to run a CUDA program is as follows [165]:
1. Declare and allocate the CPU and GPU memory.
2. Initialize the CPU data.
3. Transfer the data from the CPU to the GPU3.
4. Execute the desired kernels and upon completion, terminate the kernels.
5. Send results from the GPU to the CPU.
The simulations throughout this thesis were mostly run on the NVIDIA Tesla K40 (12
GB) through the University of Waterloo’s GPU cluster, the Shared Hierarchical Academic
Research Computing Network (SHARCNET)4, or by using a Titan Xp (8 GB) GPU on a
local computer kindly donated by NVIDIA.
3.3 Computational Geometry
The meshes used for the various numerical experiments will be discussed independently
in each section. All the computational geometries were constructed in GMSH using the
2 Also in case the reader is not familiar with CUDA.
3 Data is transferred between the CPU and GPU via the PCIe bus.
4 Which is a high performance computing environment stationed in Ontario.
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Delaunay algorithm to generate the elements, and the Netgen optimization algorithm to
improve the mesh quality.
Non-uniform meshes were used with smaller elements near the bell and the mouthpiece
end to better resolve the trumpet and trombone geometry. For accurate resolution, a
sufficient number of cells in the radial direction is also required. Consequently, there were
approximately 90 elements in the radial direction in the narrowest region of the instrument.
We then also had a high number of elements per wavelength in the axial direction. We
verified that a finer mesh did not improve our simulation results and believe the resolution
is sufficient, i.e., the numerical error is smaller than the modeling error.
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Chapter 4
Examination of Energy Losses
Incorporating sound attenuation into our problem is a difficult task, especially when using
a time-domain model to describe the propagation of finite-amplitude sound waves. This
leads us to ask: how important are these losses and is it necessary to include them in
our model? From an aeroacoustics perspective, the three main mechanisms that could
contribute to sound energy losses are [20], [39], [66], [90], [109], [146]:
1. Thermal losses or heat conduction caused by the diffusion of heat from the sound
field into the boundaries.
2. Viscous losses caused by the friction the fluid experiences at the boundary.
3. Vibroacoustic losses caused by the vibrations of the instrument.
Although most researchers agree that there exists some quantifiable effect from vibroa-
coustic and thermoviscous (or viscothermal) losses, there is not yet a consensus among
the entire acoustic community whether such phenomena have a noticeable influence on
the timbre of a played sound [90], [159]. In this chapter, some of the key findings in the
literature will be reviewed. Then, using COMSOL, we will verify some of these claims
previously made about boundary layer losses in narrow, uniform tubes. In particular, we
used this finite-element solver to compare the linearized Navier-Stokes and Euler systems.
These results will be discussed in Section 4.2.2. The consequences of neglecting losses in
the trumpet and trombone will also be explored theoretically, as we attempt to quantify
the amount of energy that could potentially be lost (from the played sound) in a worst-case
scenario. Using the collected accelerometer data, we also estimate the significance of the
vibroacoustic effects examined in Section 2.3.3. Then, in Section 4.2.3, using the theory
discussed in [146], we approximate the power lost due to viscous and thermal effects.
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4.1 Vibroacoustic Effects
The radiated or external sound field produced from a brass instrument is the consequence of
the sound emitted from acoustic oscillations of the air-column as well as the sound emitted
from wall and bell vibrations [157], [213]. If the structural resonance of the instrument
walls happen to coincide with one of the acoustical resonances of the air-column, the two
couple vibroacoustically [156]. In principle, it is possible that such vibroacoustic effects
could result in sound radiation being transmitted into the surrounding internal or external
fluid flow [156]. But overall, the acoustical contributions from the air-column are much
more significant. According to Moore, sound produced by the vibrating bell of a trombone
is on the order of 10,000 times less powerful than the sound energy from the resonating
air-column [144]. Similar claims regarding lateral wall vibrations are made by Gautier and
Tahani in [81].
4.1.1 Review of the Literature
With respect to wall vibrations, there has been a 100+ year debate on their importance
and whether they produce an audible effect on the sound1 [90]. Researchers at least seem
to agree that although the material and thickness of the instrument’s wall does influence
the vibroacoustics, such effects are very small and compared to the instrument’s geometry,
are negligible [12], [73], [156], [173], [199]. But otherwise, some postulate the vibroacoustic
effects can influence the timbre of certain types of bores such as organ pipes [9], [10], [142],
[156]2. However, even for simple bores (including organ pipes), others do not agree. For
instance, Backus and Hundley state that “the wall vibrations in organ pipes as commonly
constructed have negligible influence on the steady pipe tone, and probably little on the
transient buildup as well” [11].
For brass instruments in particular, a number of experiments were done between 2005 -
2018 to investigate whether wall or bell vibrations could significantly influence the played
sound, e.g., [108], [109], [112], [113], [144], [156], [157], [182]. Several of these experiments
were run where an instrument was excited in two different situations: one where the bell
was free to vibrate and another where it was dampened with sand bags (e.g., [108], [109],
[112], [113], [144]). Other experiments have used scanning laser vibrometers (e.g., [156],
1 Brackett believes that the disagreements in the literature are partly due to how the research has been
carried out. Some work for instance has been done numerically, while physical experiments have also been
carried out (using artifical mouthpieces, loudspeakers or live players) but using different instruments with
various materials and wall thickness [32].
2 But for organ pipes, wall effects are approximately 40 dB below the main sound intensity [9], [10].
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[157]), or have been numerical investigations (e.g., [112], [113], [157]). From the outcomes
of these experiments, some believe vibroacoustic interactions with the instrument’s internal
acoustic field are unlikely to occur since fluid-structure vibroacoustic interactions are weak
[156]. Others however say their experiments indicated that the sound distribution of the
relative power was altered by the bell and wall vibrations. For example, Moore claimed
that for the trumpet, the relative power in the fundamental may change by more than 3 dB
when the bell vibrations were damped3 [144], and Kausel observed that “differences in the
power contained in individual overtones can exceed 6 dB in some cases” [109]. However,
Kausel et al. also acknowledged that their numerical results were not consistent with their
measurements [112]. Moreover, these experiments were not done with a live player. This
implies that the observed vibrational behaviour of the instruments in the lab may not
be representative of how brass instruments respond in reality. For example, musicians
hold a trombone or trumpet with both hands thereby naturally dampening some of the
vibroacoustic effects4. The other main claims made in these papers are summarized below.
i. For the trumpet in particular, bell vibrations 2.5 cm from the rim of the bell were
recorded to be 200 ± 20 µm by Moore [144]. However, Kausel obtains much lower
values, approximately on the order of 1µm [112], [113].
ii. Again for the trumpet, Kausel calculated in [113] that the radial displacement of the
bore prior to the flare was between 0.01 nm - 0.4 nm (1e-5 µm - 4e-4 µm).
iii. The outer and inner pressure fields produced in brass instruments are most influenced
by the oscillation mode that corresponds to the physical length of the flare region
[113]. For the trumpet and trombone, this corresponds to approximately 750 Hz and
900 Hz, respectively.
iv. Though the influence is small, the input impedance and transfer function can be
effected via bell vibrations by several decibels if the bell’s resonance corresponds
with the musical note being produced. In addition, the vibrations can influence the
brassiness of transmitted waves by dampening all radiated components [144], [112],
[113].
v. Structural resonance can increase the effects of wall vibrations, specifically in the
lower frequency range [112] .
3 For the Bb4 specifically, Moore found that the wall vibrations decreased the power of the fundamental
and second harmonic but increased the power of the higher frequencies [144].
4 This may influence the trumpet more than the trombone since the player’s hand covers more surface
area due to the instrument’s size and tubing configuration.
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vi. As stated in Section 1.3, the dampening effect from the walls causes the pressure
transfer function to change sign. This shift in pressure is near 500 Hz and again at
1500 Hz. For components below 500 Hz and above 1500 Hz, the bell vibrations have
an absorbing effect. The components in-between are not affected as much and are
more prominent in the radiated power [108], [109], [112], [113].
Comparing some of these findings with our own results presented in Section 2.3.3, we
found that bell vibrations near the rim were on the order of 0.05 µm - 1 µm. These values
are more consistent with Kausel’s findings [112], [113], rather than Moore’s when the bell
was free to vibrate [144]. When the bell was damped with the sandbags however, Moore
found that the vibrations were reduced to 20 ± 10 µm [144].
4.1.2 Examining Vibroacoustic Effects in Brass Instruments
We suspect that the SPL lost from bell vibrations is negligible relative to the direct sound.
But, to assess and quantify how the radiated pressure amplitude is influenced by the wall
vibrations (which would be most prominent at the bell, specifically the bell rim [113]),
we will estimate what the damping effect should be from theory and then calculate the
pressure fluctuations produced from our measured bell vibrations.
4.1.2.1 Monopole Approximation
The surface of a pressure front exiting the bell at worst acts like a monopole at the highest
radiation efficiency. The radiated sound energy from a brass instrument can then be
approximated as a monopole source centered at the bell exit. This approximation will be
sufficient so long as the waveform’s wavelength is smaller than the diameter of the flare
[54], [120], [146]. For the trumpet and trombone, this corresponds to 2500 Hz and 1700 Hz,
respectively. As the frequency of the waves increase beyond this, the approximation breaks
down, as the sound energy becomes more biased toward the central radiation axis [120].
Others have also made this approximation such as [120], [132], [134], [152]. Furthermore,
recent experimental evidence (e.g., [134] (using Schlieren imaging) and [120] (using an
array of microphones)) as well as numerical findings (e.g., [120]) support the validity of
this setup.
As illustrated in Figure 4.1, we consider the sound pressure, denoted by p, a distance R
from the bell exit along the central axis. Let D denote the bell diameter and a = iωu be the
acceleration of the flare where ω is the angular frequency and u is the axial velocity at the
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bell rim. We are interested in determining the sound pressure produced by the monopole
at position O a distance R from the bell exit with respect to a particular frequency, f . The
highest radiation sound effect produced from the acceleration can be calculated assuming
that it all adds up from the bell area. Although the wave propagation within the trumpet
or trombone bore is nonlinear, the transmitted sound waves travel through free space and
propagate in a more-or-less linear fashion. Hence, the following analysis can be made.
Figure 4.1: A diagram illustrating the fluctuating pressure that arises from the vibrating
bell when approximated as a monopole source.
At the bell exit, the pressure produced by a monopole source is




where k denotes the wavenumber, ρ is the density, c is the speed of sound, and Qw denotes
the strength of the monopole, which can be written as the product of the surface area and
normal surface velocity [198]. Writing the surface area of the hemispheric wavefront with











Substituting Qw into (4.1), we obtain














4.1.2.2 The Suspended Disk Approximation (Skudrzyk and Pierce)
Perhaps a more suitable approximation can be made since the bell vibrations cause an
expanding and contracting effect, which introduces and withdraws air periodically thereby,
producing a pressure field5. We will approximate the end of the bell as a thin, suspended
vibrating disk of radius r0 along the axis of the instrument, as illustrated in Figure 4.2.
We are primarily interested with the pressure variations along the dipole axis. The net
force exerted on the fluid by the disk due to the transverse oscillations will be denoted by
F(t). By Newton’s third law, the net force will be the surface integral of pressure.
Figure 4.2: A diagram illustrating how to approximate the dipole pressure field associated
with the bell vibrations by a suspended vibrating disk of radius r0 with effective mass md.
The force itself can be determined using Newton’s second law where the hydrodynamic or













where vc is the transverse velocity of the disk [170]. For low frequencies, i.e., when kr0 << 1,
5 So the sound pressure at the bell is then at least bipolar or multipolar around the central axis [210].
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the sound pressure is given in Skudrzyk [198] to be






































where u is the axial velocity. Multiplying (4.5) by S
πr20
where S is the source area, we obtain














































where Q is the source strength and A is the volume acceleration6. This expression is also
obtained by both Pierce [170] and Skudrzyk [198]. Following Morse and Ingard [146], the
same expression can be obtained with a change of sign. For further details, see Pierce
[170].




4.1.2.3 Pressure Amplitude Associated with Bell Vibrations
Figure 4.3: Calculated pressure associated with the trombone bell vibrations shown in
Figure 2.29 while playing Bb3 in position 1 at p (top-left), mp (top-right), f (bottom-left)
and ff (bottom-right).
Using the derived expressions (4.2) and (4.6), we can estimate the produced pressure
corresponding to the accelerometer measurements presented in Section 2.3.3. For each
musical note considered, the resulting pressure for the first five resonant frequencies (f1-
f5), will be plotted. The trombone results can be found in Figures 4.3 to 4.6 (which shows
the pressure associated with the trombone bell vibrations depicted in Figures 2.29 to 2.32).
Similarly, the calculated pressure for the trumpet notes are shown in Figures 4.7 to 4.10
(which correspond to the trumpet bell vibrations presented in Figures 2.33 to 2.36). For
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Figure 4.4: Calculated pressure associated with the trombone bell vibrations shown in
Figure 2.31 while playing a 239 Hz note in position 1 (top-left), 234 Hz note in position 5
(top-right), and 220 Hz note in position 7 (bottom) all at mp.
all plots, the monopole approximation curves correspond to the solid lines (−), whereas
the suspended disk approximation is plotted with dashed lines (- -). Instead of individually
discussing each plot (since the analysis will be synonymous with the discussion in Section
2.3.3), the focus will be on comparing the trombone versus the trumpet results.
75
Figure 4.5: Calculated pressure associated with the trombone bell vibrations shown in
Figure 2.30 while playing A3 in position 7 at mp (left) and mf (right).
From examining all the plots for the trumpet notes, we calculated that the pressures
associated with the bell vibrations at Mic Outside-Bell would have an amplitude of at most
0.6 Pa, regardless of the tubing configuration. This maximum value corresponds to the
Bb4 played at ff where no valves are compressed (right of Figure 4.10). Recall that in
[144], the authors found that the Bb4 was the note which decreased the power of f1 and
f2, but increased the power of the higher frequencies
7. For the trombone, the maximum
pressure amplitude resulting from the bell vibrations was found to be around 0.8 Pa, and
corresponded to the Bb3 being played at ff in position 1 (bottom-right of Figure 4.3).
Reviewing Figure 4.7, which depicts the 240 Hz, 484 Hz, 730 Hz (all at mf ) and 989 Hz
(at p) trumpet notes, we observe that the sound pressure becomes less spectral as the pitch
increases. In addition, we notice that the main pressure peaks for the Bb3 (240 Hz) and
B5 (989 Hz) are close in amplitude despite their different dynamic levels. The maximum
pressure amplitude for the F5 is almost twice as large. For the trombone, we see from
comparing Figure 4.4 (the mp notes) to Figure 4.6 (the mf notes) that as the volume of
the played sound increases, the pressure becomes more spectral. This is also evident when
examining the Bb3 played at p, mp, f and ff in Figure 4.3. The trumpet too displays similar
behaviour (left versus right plot in Figure 4.9).
7 From the numerical results for the Bb4 f note shown in Figure 5.21 in Section 5.5, it turns out
that the computed spectra for the fundamental was too large by 7 dB and the highest harmonics were
underestimated slightly. This in itself does not necessarily imply anything, but I found it to be interesting.
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Figure 4.6: Calculated pressure associated with the trombone bell vibrations shown in
Figure 2.32 while playing a 242 Hz note in position 1 (top-left), 234 Hz note in position 5
(top-right), and 220 Hz note in position 7 (bottom) all at mf.
A commonality that we notice between the trumpet and trombone when playing mf to
f notes is that when the tubing is fully extended, the pressure amplitude is lower than if
the equivalent note was played in the instrument’s neutral position. This is demonstrated
in Figures 4.6 for the trombone (which plots a pitch near A3/B
b
3 at mf ) and then, in Figure
4.8 for the trumpet (which plots a note near B3/B
#
3 at f ). In addition, there seems to be
higher resonances present in the pressure waveform when the tubing is fully extended. In
particular, the pressure curves do not cross p = 0 as often but rather, the perturbations
can be seen along the envelope of the amplitude.
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Figure 4.7: Calculated pressure associated with the trumpet bell vibrations shown in
Figure 2.33 while playing a 240 Hz note at mf (top-left), 484 Hz note at mf (top-right),
730 Hz note at mf (bottom-left), and 989 Hz note at p (bottom-right) where no valves
were compressed.
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Figure 4.8: Calculated pressure associated with the trumpet bell vibrations shown in Figure
2.34 while playing a 240 Hz note at mf (top-left), 245 Hz note played without compressed
valves (left), and 253 Hz note played with valves 1, 2, 3 compressed (right) both played at
f.
Figure 4.9: Calculated pressure associated with the trumpet bell vibrations shown in Figure
2.35 while playing Bb3 without compressing the valves at mf (left) and ff (right).
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Figure 4.10: Calculated pressure associated with the trumpet bell vibrations shown in
Figure 2.36 while playing Bb4 without compressing the valves at mf (left) and ff (right).
In summary, from comparing the sound pressure produced from the bell vibrations
using equations (4.2) and (4.6) we discovered the following:
i. The pressure produced by the bell vibrations at Mic Outside-Bell for both instruments
is less than 1 Pa. As predicted, the sound pressure amplitudes from the trombone
are approximately two to three times larger than the pressure disturbances produced
by the trumpet bell.
ii. The pressure resulting from the monopole approximation is much larger than the
pressure obtained from the suspended disk approximation.
iii. As the volume of the note increases, the pressure becomes more spectral (qualita-
tively, appears to be more oscillatory), although this is not nearly as drastic for the
Bb4 trumpet note played at ff in its neutral position.
iv. As the volume of a note increases, the magnitude of the pressure increases.
We could not find in the literature any similar calculations using accelerometer data to
examine the effect of the bell vibrations on the radiating sound pressure field. Our findings
indicate that the vibroacoustic bell effects would have little influence on the pressure mea-
sured at Mic Outside-Bell. In particular, for the notes we considered in the lab, there would
be at most a change in pressure of 0.05 Pa - 1 Pa for the first five harmonic waves.
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4.1.2.4 Approximation using the Ideal Gas Law (Kausel)
Upon carefully reviewing previous studies, we only found one other similar approximation
to the ones discussed above. It was carried out by Kausel et al. in [109], [113]. However,
the obtained description of the pressure variations due to vibroacoustic effects was more
general and not specifically for the bell.
In [109], the authors estimated the pressure fluctuations associated with wall vibrations
under isothermal conditions. Then in [113], adiabatic conditions were examined. To obtain
the pressure expression, the authors used the equation for an ideal gas which states that
if V (t), p(t) and n(t) are the volume, pressure and number of moles of gas at some time t,
at some temperature T , then under adiabatic conditions
p(t)V (t)γ = RTn(t), (4.7)
where R is the universal gas constant. Perturbations in pressure and volume were con-
sidered to derive an expression describing the extra pressure amplitude produced from the




where γ is the specific heat ratio, r is the radius of the bore, and s̃ denotes the oscillations
in the wall displacement in the radial direction. The authors interpreted the negative sign
to mean that an on-phase radial wall displacement reduces the sound pressure amplitude
[113].
If we apply equation (4.8) to our strongest notes, i.e., the Bb4 ff trumpet note and the B
b
3
ff trombone note, we obtain the pressure profile shown in Figure 4.11, which corresponds
to the pressure at the bell rim. The peak pressure is approximately 1 Pa and 2.4 Pa for the
trumpet and trombone, respectively. As mentioned however, this approximation would
be for the pressure located at the rim of the instruments rather than at Mic Outside-Bell.
Therefore, a better comparison of (4.8) with (4.2) and (4.6) would be to consider the
near-field solutions. But, the monopole and suspended disk approximations are rather
poor here, particularly (4.2). Overall, these values obtained with (4.8) are still relatively
small considering Bb3 ff trombone and B
b
4 ff trumpet notes have a maximum pressure at
Mic Outside-Bell of over 200 Pa and 80 Pa. Therefore, the pressure difference would be on
the order of 0.01%.
With respect to the wall vibrations, it has been reported that such oscillations are much
stronger when there is some sort of asymmetry [213], so perfectly cylindrical pipes tend not
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Figure 4.11: Calculated fluctuating pressure disturbance obtained associated with the
trumpet vibrations for the Bb4 at ff (left), and the trombone vibrations for the B
b
3 at
ff (right) when using Kausel’s approximation from [113].
to vibrate [213]. Although, in reality, there are always some flaws when instruments are
manufactured [113], [169]. Despite that we did not calculate the vibrations associated with
the cylindrical portion of the trumpet or trombone, if we use (4.8), we can approximate the
pressure difference in the bore of the instrument at specific radii. Since we did not measure
the vibrations in the bore prior to the flare, we would need to use the displacements reported
in [113]. For a Bb4 played on the trumpet, the radial displacement of the cylindrical region
was calculated to be between 0.01 nm - 0.4 nm. Taking the upper value, the associated
pressure from such oscillations would only be approximately 0.02 Pa. Even if we considered
the narrow bore oscillations to be much larger, say for instance, on the order of 1000 nm,
the resulting pressure change would still only be approximately 45 Pa. In the cylindrical
region of the trumpet or trombone, pressures can range from 1500 Pa (for a p note) to
20 kPa (for a ff note), a 45 Pa difference only corresponds to a potential deviation of 0.2
% - 3 %)8. Therefore, our findings demonstrate that even in the worse case, neglecting
vibroacoustic effects when modelling the sound propagation would result in an error of at
most 1%.
8 As shown in the accelerometer graphs, the quietly played musical notes have small displacement
amplitudes. Hence, 3% is a generous approximation.
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4.2 Thermoviscous Effects
When sound is being produced in a brass instrument, the particle velocity or motion of
the air through the bore introduces a slipping of adjacent layers of gas [217]. Due to
viscosity, this slip generates a sort of internal friction that acts to resist the acceleration of
air thereby decreasing kinetic energy [146], [192]. Potential energy is also lost from heat
conduction, i.e., the exchange of thermal energy between the wave and the surface of the
bore [17], [192]. Though, as stated by Berggren, “the relative importance of the thermal
and viscous losses varies with the type of medium, the wavelength, and the characteristic
size of the domain” [23]. Ideally, the viscous drag/friction and the thermal conduction
within a musical instrument can be ignored9. However, some in the literature claim (e.g.,
[30], [38], [103], [141]) that any deformation of small-amplitude waves “is mainly controlled
by thermoviscous losses in the wall boundary layers” [141]. Consequently, the spectral
components are dampened, particularly the higher ones [38], [141].
4.2.1 Review of the Literature
Thermoviscous losses were originally investigated by Helmholtz and Kundt [93], [126],
though much of the foundational work was done by Kirchhoff [121], [122], [217]. For
instance, Kirchhoff was the first to suggest an expression for the amplitude attenuation
constant (also referred to as the loss factor, α) finding that if the temperature of the air
was 20o C,





where r denoted the radius of the tube and f is frequency [217]10. However, equation (4.9)
is not sufficient for all types of tubes. As described by Weston, tubes can be classified either
as ‘narrow’, ‘wide’ or ‘very wide’ depending on how the thermoviscous losses influence the
wave motion [217]. He outlines that for narrow tubes (and low frequencies), the air motion
can be described as isothermal and would mostly be governed by viscous effects. For wide
9 The thermal conductivity of a gas, denoted by κ, is related to the density, ρ, heat capacity per unit
mass at constant volume, cv, speed of sound, c, specific heat ratio, γ, and the mean free path ` of the gas
molecules. As defined in [146], κ can be approximated by κ ≈ 1.6`ρccv√γ . The molecular mean free path in
atmospheric pressure at 20o C is ` ≈ 10−5 cm [146]. Viscosity is produced by momentum diffusion, i.e.,
when gas molecules pass each other, the velocity of the particles are subject to a shear stress proportional
to the rate of change of the molecules velocity. In this case, the proportionality constant is the coefficient
of viscosity, denoted by µ. As defined in [146], µ can be written as µ ≈ `ρc√γ .
10 This work was later reproduced in more detail by Rayleigh [178].
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tubes, the air motion would be adiabatic and the sound energy would diffuse evenly across
the tube’s cross-section with a slight preference near the walls. Finally, for very wide tubes,
the majority of the sound energy would be lost near the wall within the thin boundary
layers [217]. Equation (4.9) holds for ‘wide’11, or ‘very wide’ tubes.
Some of the initial work examining the influence of thermoviscous losses in musical
instruments was done by Benade for the clarinet. He estimated that as much as 40%
of the clarinet’s sound energy could be lost. For brass instruments however, Benade ap-
proximated that only 10% - 20% of the sound energy would be lost since they are not
constructed with holes. Myers obtained a similar approximation for the trombone. In par-
ticular, he estimated that wall losses could reduce the amplitude of the transfer function by
approximately 18% [152]. With respect to the impedance peaks, Noreland has suggested
that for brass instruments, dampening can decrease the frequency (i.e., the pitch) of the
lowest impedance peaks by approximately 5%, and lower the amplitude (i.e., volume) of
the peaks by several orders of magnitude. However, the relative peak discrepancy from
neglecting viscosity through the bell region would only be around 0.02% [158].
Several studies have been done on brass wind instruments, both experimental (e.g.,
[14], [38], [50], [141]) and numerical (e.g., [21], [36], [39], [106], [101], [141]) to investigate
the effects of viscosity and thermal conductivity. However, incorporating the wall losses
is more easily done in the frequency-domain due to the frequency dependence [179], [204],
and as a result, linear wave propagation is typically considered [179]. Most such problems
are formulated in 1D12 or 2D where the propagation has been modelled using, for instance,
acoustic impedance and admittance formulations (e.g., [27], [28]), Webster’s horn equation
(e.g., [101]), the linearized Navier-Stokes equations (e.g., [94], [106], [107], [155],), modified
Burgers’ equations (e.g., [89], [92], [141]) and the Helmholtz equation (e.g., [48], [160]).
Others have tried to approximate losses with digital filters using transmission line models
(e.g., [25], [39]) or wave digital modelling (e.g., [209]). Some have also attempted to setup
the problem in the frequency-domain and then convert it into the time-domain (e.g., [25],
[27]). Upon this transformation, fractional derivatives appeared with spatially varying
coefficients13 [25], which usually require a finite impulse response (FIR) filter or an infinite
impulse response (IIR) filter14 [25], [205].
11 Where r is at least 10 times the width of the boundary layer thickness [38].
12 Some believe it is sufficient for the boundary layer motion to be considered in 1D so long as the trans-
verse component of the particle velocity is small [39]. However, it may be considered an oversimplification
because the fluid motion in a resonator with a boundary layer is no longer 1D.
13 These coefficients are functions of the specific heat ratio, Prandtl’s number and shear viscosity (con-
stants discussed in [114]).
14 Although using FIR fractional delay filters for ‘signal-dependent passive nonlinearities’ with signal-
dependent coefficients has been suggested in the literature [208].
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Regardless of the mathematical description, extending such problems to include non-
linear effects has shown to be tricky. One reason for this is that a time-domain model is
preferable to properly describe the interaction between the backward and forward moving
waves [24], [27] but thermoviscous losses are frequency dependent. Moreover, complica-
tions can arise due to numerical stability considerations [27]. One approach to deal with
this would be to use artificial viscosity, although it is not ideal. A key issue with artificial
viscosity15 is that (as the name suggests) it is artificial, and used to stabilize discontinuities
rather than physically model viscosity [137]. As a consequence, the numerical solution can
become too diffusive and distort the resonances of the musical instrument [27]. This is
similarly true with limiters [84]. The same outcome can be achieved with other dissipation
approaches16 [137].
When it comes to including both nonlinear and thermoviscous effects, one view in the
literature is that these two effects “act to oppose each other [38]”17. In particular, some be-
lieve that as large-amplitude waves undergo spectral enrichment, the “viscothermal losses
in the boundary layer at the tube wall act to dissipate the high frequency energy that is the
result of nonlinear wave steepening” [38] and ‘counteract’ one another [132]. The effects
due to spectral enrichment and losses however should not be equated per se; these factors
are different. Thermoviscous losses are more of a linear effect, whereas steepening is non-
linear, i.e., they depend on different factors. Moreover, the presence of wave steepening
does not change the wall losses; they will be present regardless of the wave propagation
behaviour. But for high dynamic notes, losses typically just have less of an influence com-
pared to the nonlinearities. A few studies examining this phenomenon have already been
published. For instance, Menguy and Gilbert investigated the interaction between ther-
moviscous losses and nonlinearities for planar waves in cylindrical tubes both theoretically
and experimentally [141]. Their work outlined which factor (spectral enrichment or losses)
would be dominant for acoustic waves of various SPLs. Another more recent (experimental
and numerical) study was done by Chick et al. for the trombone [38]18.
15 Although, every numerical method has artificial viscosity, whether it be explicit or implicit.
16 For instance, using Riemann solvers, which is what we do.
17 Logie is another who has said that “the total radiated sound power for a given input pressure will
increase with the amount of nonlinear distortion... [but] there is some degree of counteraction to this by
the increased wall losses with increasing frequency” [132].
18 So perhaps, it is reasonable to neglect boundary layer losses in our case, as nonlinearities are more
important to consider.
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4.2.2 Numerical Experiment using COMSOL
Carrying out a simple numerical study to examine and compare the effects of sound at-
tenuation on certain size tubes may provide some useful insights. Additionally, it would
allow us to verify findings from previous studies, such as those completed by Weston19.
To accomplish this, the Navier-Stokes equations would need to be used, as they model
acoustic wave propagation in the presence of viscous and thermal boundary layers [23].
However, this system of equations has not yet been implemented in the DG code I am
using for my work. Within the field of brass instrument acoustics however, it is relatively
common for COMSOL to be used for such studies (e.g., [39], [106], [112], [113], [155])20.
Therefore, to still be able to experiment computationally in a way that is consistent with
the literature21, the aeroacoustics module in COMSOL [163] was used to obtain the results
discussed in this section only.
In particular, the linearized, compressible, axisymmetric Navier-Stokes and Euler sys-
tems for an ideal gas in the time-domain were used to model the wave propagation through
various computational tubes. Similar initial and boundary conditions to those used in the
studies from [38], [39], [141] will be considered. Initially everything was at rest and at
atmospheric pressure. At the inlet of each tube, a sinusoidal pressure function was used
for the input, specifically,
p(t) = 500 sin(2πft) [Pa],
where f = 242 Hz. The wavelength was large relative to the tubes’ diameter and no mean
flow was considered. At the outlet of each tube, an impedance condition was used22. To
resolve the boundary layers in COMSOL for the Navier-Stokes system, the tube walls were
prescribed the default no-slip and isothermal conditions, i.e., the acoustic velocity and
temperature difference was set to zero at the walls of the tubes. If such physical effects
do not need to be considered, the COMSOL documentation states that this boundary
condition should be changed to the slip and adiabatic option [105]. For the Euler system,
the default rigid-wall condition was prescribed.
19 Running such simulations would also allow us to tailor the setup of the problem according to our
own needs, similarly to the study done by Chick et al., i.e., by considering tubes that resemble certain
components of the trumpet and trombone bores [38].
20 Papers have even been published that simply compare the different discretizations available in COM-
SOL [106].
21 In this thesis, we do not attempt to justify the adequacy of the model or implementation of the models
included in COMSOL.
22 Pass-through boundary conditions were also used and produced the same results, i.e., the solutions
lied on top of each other.
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Figure 4.12: A close-up of the mesh generated in COMSOL for the tube of r = 0.65 cm
with 20 boundary layers near the wall.
Table 4.1: Information regarding the COMSOL simulations discussed in Section 4.2.2. The
number of elements and runtime for each simulation is reported.
Radius of Tube Model Number of elements Runtime
r = 1 cm
Navier-Stokes Equations 94,253 5h12m58s
Euler Equations 94,253 3h1m23s
r = 0.65 cm
Navier-Stokes Equations 95,279 5h37m55s
Euler Equations 95,279 3h53m27s
r = 0.5 cm
Navier-Stokes Equations 99,679 7h13m58s
Euler Equations 99,679 4h24m24s
r = 0.3 cm
Navier-Stokes Equations 111,043 8h45m0s
Euler Equations 111,043 4h53m23s
Four computational tubes, all 2 m in length, were constructed. The radii considered
were r = 1 cm, 0.65 cm, 0.5 cm, 0.3 cm. The corresponding meshes were obtained
using COMSOL’s built-in mesh generator. To ensure the boundary layers were properly
resolved, 20 layers were considered within the 1 mm wide radial region from the inner wall
(with a stretch factor of 1.05). An example of this is shown in Figure 4.12, and the total
number of elements for each computational tube is reported in Table 4.1. In addition, to
test whether the cell refinement was sufficient, a couple of the simulations were rerun on
finer meshes. Since the numerical results did not visually change23, we took this to mean
that the original meshes were well resolved and that the simulations did not greatly suffer
23 In other words, we obtained the same solution.
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from numerical diffusion.
4.2.2.1 Computational Results using COMSOL
The numerical solutions obtained in COMSOL when solving the linearized Navier-Stokes
and Euler equations were sampled 24 cm and 190 cm away from the inlet of each tube. Since
the resulting pressures were periodic, for each solution, one period was isolated, analyzed
and then plotted against the others in the time-domain (Figure 4.13) and frequency-domain
(Figure 4.14). As expected, the computed pressures obtained via the Euler equations
were equivalent regardless of the computational tube’s radius. When the Navier-Stokes
equations were used, we observe that the pressure amplitude slightly decreases as the
tube’s radius decreases. More precisely, when comparing the outputs from both systems,
the pressure difference between the numerical results for each tube 24 cm and 190 cm from
the inlet was,
Figure 4.13: COMSOL results from solving the linearized Navier-Stokes and Euler equa-
tions in 2 m tubes with radii of r = 1 cm, r = 0.65, r = 0.5 cm and r = 0.3 cm sampled
24 cm (left) and 190 cm (right) from the inlet.
r = 0.30 cm: 1.6% and 7.6%24,
r = 0.50 cm: 0.8% and 6.4%,
24 This corresponds to the deviation in the pressure peaks by 7 Pa and 38 Pa when sampled 24 cm and
190 cm from the inlet .
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r = 0.65 cm: 0.6% and 3.2%,
r = 1.00 cm: 0.4% and 2.2%.
Figure 4.14: Spectral components of the COMSOL results from solving the linearized
Navier-Stokes and Euler equations in 2 m long tubes with radii of r = 1 cm, r = 0.65,
r = 0.5 cm and r = 0.3 cm sampled 24 cm (left) and 190 cm (right) from the inlet.
Figure 4.15: The difference in the SPL between the Euler and Navier-Stokes systems solved
in COMSOL when considering 2 m long tubes with radii of r = 1 cm, r = 0.65, r = 0.5
cm and r = 0.3 cm sampled 24 cm (left) and 190 cm (right) from the inlet.
In Figure 4.15, we plot the difference in SPLs between the Navier-Stokes and Euler
equation results for all four tubes considered. We observe that the amplitude variation be-
tween the solutions 190 cm from the inlet increases as a function of frequency, as expected.
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Figure 4.16: The computed pressure obtained from COMSOL when solving the Navier-
Stokes and Euler equations. The pressure wave sampled at different locations along each
computational tube is shown (top), and a magnification of the pressure peaks sampled 24
cm and 190 cm from the inlet is shown (bottom).
90
Moreover, the deviation becomes more drastic as the radius of the tube decreases, which
is in agreement with Weston [217]. The thermoviscous losses are not nearly as prominent
when examining the outputs only 24 cm from the inlet.
To better observe the progression of the pressure waves as they travel through the
tubes of varying radii, the profiles are sampled at different locations along the bore and
plotted in Figure 4.16. At a distance of 24 cm from the inlet, the results indicate that
for the trumpet’s narrowest tubing region, i.e., when r ≈ 0.3 cm, the Euler equations
overestimate the pressure of a small-amplitude wave by at most 1.6%. For the trombone’s
narrowest tubing section, i.e., when r ≈ 0.5 cm, the difference is at most 0.8%. The
main cylindrical portion of the trumpet and trombone that leads into the flare expansion
is around 78 cm and 170 cm, respectively. The overestimation in the pressure amplitude
from neglecting losses in this tubing section is less than 5% for both instruments.
Figure 4.17: Comparison of the boundary layers obtained from the COMSOL solution
when using the linearized Navier-Stokes equations for a tube with r = 1 cm (top-left),
r = 0.65 cm (top-right), r = 0.5 cm (bottom-left), and r = 0.3 cm (bottom-right). Even
for the smallest tube, the boundary layer thickness is still small relative to the tube radius.
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In Figure 4.17 we also show an image of the boundary layers obtained for each compu-
tational tube after solving the Navier-Stokes equations. These outputs of the velocity fields
are in agreement with solutions previously published in the literature for the trumpet (e.g.,
[112]). Furthermore, even for the smallest tube (r = 0.3 cm), we notice that the thickness
of the boundary layer is still relatively small. More precisely, since the boundary layer
thickness is less than a tenth of the tube’s diameter, according to Weston, all the tubes
can be classified as ‘wide’ or ‘very wide’ [217]. As to be expected, boundary layers were
not observed after solving the Euler equations (the radial velocity was uniform across the
tube). In Table 4.1, the runtimes are reported. As we can see, using the Navier-Stokes
equations takes approximately twice as long.
In summary, these findings indicate that the error associated from neglecting thermo-
viscous losses in the main cylindrical region of the trumpet and trombone corresponds to
an error of at most 5%. However, it is difficult to extrapolate these results to the full
nonlinear system. We therefore make the following theoretical approximation below.
4.2.3 Energy Loss Approximation for Narrow Bore Regions
According to [38], since the boundary layers that form along the walls of the trumpet
and trombone are on the order of 0.1 mm, we can approximate the amplitude loss using
equation (4.9) for each of the radii listed in Table 4.1 for specific frequencies. For example,
the loss factor as a function of radius was calculated and plotted in Figure 4.18 where
f1 = 242 Hz. For all frequencies considered, once the radius of the tube is 1 cm, α < 0.002.
A better approximation however would be to have an expression that is written with
respect to the boundary layer thickness. Such theory is outlined in [146] by Morse and
Ingard, which we will use to estimate the relative power loss of the sound dissipation from
the boundary layer effects.
4.2.3.1 Relative Power Loss Approximation
As stated by Morse and Ingard [146], for air, the thickness of the viscous and thermal














where ρ is the density, ω is the angular frequency, κ is the thermal conductivity, µ is
viscosity, and cp is the heat capacity at constant pressure. A derivation of dv and dh can
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Figure 4.18: The loss factor calculated using equation (4.9) compared to the radius of a
tube where f1 = 242 Hz.









As expected, we observe that dv, dh ∝ 1√f , so the boundary layer thickness gets thinner as
the frequency increases. For more specific details on how these expressions were obtained,
please refer to [146]. The boundary layer thickness corresponding to the different harmonic
components of the Bb3 note are listed in Table 4.2 when using Benade’s values.
According to Morse and Ingard [146], the thermal loss per unit area at the boundary







where |psurface|2 is the rms value of the pressure at the surface. Similarly, the power loss





By definition, the transmitted power, denoted by P , is defined as





Table 4.2: Calculated viscous boundary layer thickness (dv) and thermal boundary layer
thickness (dt) with respect to specified frequencies using equation (4.11).
Frequency Viscous Boundary Layer dv Thermal Boundary Layer dt
242 Hz 2.3499e-04 m 1.6071e-04 m
484 Hz 9.5455e-05 m 1.1364e-04 m
726 Hz 7.7938e-05 m 9.2784e-05 m
968 Hz 6.7497e-05 m 8.0353e-05 m
1210 Hz 6.0371e-05 m 7.1870e-05 m
1452 Hz 5.5111e-05 m 6.5608e-05 m
1694 Hz 5.1023e-05 m 6.0741e-05 m
1937 Hz 4.7727e-05 m 5.6818e-05 m
2179 Hz 4.4998e-05 m 5.3569e-05 m
2421 Hz 4.2689e-05 m 5.0820e-05 m
2663 Hz 4.0702e-05 m 4.8455e-05 m
2905 Hz 3.8969e-05 m 4.6392e-05 m
where Ia is the acoustic intensity and A is the area. Therefore, the total viscous and
thermal loss rate at the surface is25













[(γ − 1) 1.9e-03 + 1.6e-03] . (4.15)
The total power lost, denoted by PLost, is
Plost = (Lthermal + Lviscous)Asurface. (4.16)
We can now consider the ratio of the power lost in the tube to the power transmitted in





Although losses become stronger at higher frequencies, the thickness of the boundary
layer becomes thinner. Furthermore, for harmonics above the cutoff frequency, no reflec-
tions occur. For these reasons, Kausel believes that thermoviscous losses have the greatest
25 The full derivation of equation (4.15) can be found in [146].
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Table 4.3: Approximation of the relative power lost in the bore of the trumpet and trom-
bone prior to the flare expansion for harmonic components corresponding to the Bb3 when
using equation (4.11).
Frequency Relative Power Loss for Trumpet Relative Power Loss for Trombone
242 Hz 1.70 % 2.20 %
484 Hz 2.40 % 3.11 %
726 Hz 2.94 % 3.81 %
968 Hz 3.39 % 4.40 %
1210 Hz 3.79 % 4.92 %
effect on the lower spectral components of a played sound [110]. If for instance, we consider
the harmonics of the Bb3 that are below the cutoff frequency, along with Benade’s expres-
sions for dv and dh
26, (4.17) can be used to calculate the relative power lost within the
tubing prior to the instrument’s bell. Table 4.3 listed these q values for the lower spectrum
of the Bb3. If Kausel is correct (that the losses mostly influence the lowest frequencies)
27,
then our obtained theoretical approximation is consistent with the COMSOL results for
the Bb3 discussed in Section 4.2.2, i.e., losses prior to the bell are approximately 5%. It is
encouraging that the results found in Sections 4.2.2 and 4.2.3 are consistent and relatively
small. This leads us to believe that nonlinearities would be much more important to model,
especially if effects of wave steepening “act to oppose” boundary layer losses, as suggested
in [38], [132], [141]. However, this is speculation and no conclusive statements about the
losses associated with finite-amplitude sound waves can be made from examining small
ones.
4.3 Summary of Findings
In this chapter, the consequences of neglecting vibroacoustic and thermoviscous effects
have been explored. From our findings, we have come to the following conclusions:
i. Thermoviscous losses are most important in the narrowest region of the instrument,
i.e., near the mouthpiece-shank. This section of tubing is only around 24 cm and 4.5
26 Benade’s approximation was chosen over Morse and Ingard’s approximation for dv and dh (Morse and
Ingard assume that temperature will always be fixed and give the basic dependence), as it is used more
often, e.g., [192], and is a closer approximation.
27 Which seems reasonable because these spectral components are mostly confined to the bore.
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cm for the trumpet and trombone, respectively. Though, these narrow regions also
correspond to where the amplitude of the waveform is largest, i.e., where the SPLs
are highest.
ii. The main cylindrical bore portion of the instruments as well as the flare expansions
can be considered as ‘wide’ or ‘very wide’ tubes. According to [38], [158], [217], wall
loss effects are therefore small.
iii. We believe that the SPLs of the tones we are mainly concerned with are in a dynamic
range where nonlinearities as well as the cross-sectional area of the instruments are
more important to model compared to the vibroacoustic and thermoviscous losses.
This is in agreement with the work published in [38], [132], [141], [185]28.





The purpose of this chapter is to determine what computational aspects of our problem
can be simplified without compromising the integrity or validity of the numerical solutions.
Ultimately, we aim to accurately simulate realistic musical notes in brass instruments. How-
ever, investigating the numerical challenges of such an endeavour by first solving simpler
acoustic problems would be beneficial, as this would allow us to verify the adequacy of our
approach. We therefore aim to answer the following questions:
1. What is the optimal computational domain to reduce the simulation runtime while
maintaining the integrity of the numerical solution?
2. How accurately does the computational instrument need to be modelled, and how do
the different components influence the sound wave propagation? This includes:




3. What dimension should the problem be solved in?
The other intention of this chapter is to numerically verify the claims made in Chapter
2 and in the literature. For instance,
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4. Is the cutoff frequency of our computational instruments in accord with the physical
instrument?
5. Can we numerically verify spectral enrichment thereby supporting the findings dis-
cussed in Section 2.3.1?
6. Can we numerically confirm the predictions made in Section 2.3.1.1 regarding the
generation of shock waves in the trumpet and trombone for the loudly played Bb3?
5.2 Discretization of Conservative Euler System
To simulate realistic trumpet or trombone notes, we primarily focused on the effects due
to nonlinear wave propagation rather than energy losses. The Euler system is therefore
optimal because the formulation is able to handle discontinuities. For a Newtonian, com-















































+ ~v · ∇E
)
+ p∇ · ~v = 0,
where ρ is the gas density, ρu = (ρu, ρv, ρw) are the momenta in the x, y and z direction,
respectively, p is the pressure, and E is the total energy. Finally, the parameter γ is the
specific heat ratio, which is γ = 1.4 for air [97]. Writing this set of hyperbolic PDEs in













































(u2 + v2 + w2). (5.3)
The problem can also be formulated by exploiting the axial symmetry in which the
solution is independent from the angular coordinate θ. The equations of motion can then
be written as a 2D axisymmetric system (x, r) where r is the radial component and x is the
horizontal one. The momenta in the axial and radial directions are described by ρẋ and
ρṙ, respectively. To avoid the singularity at r = 0, the surface integral was not computed











where the following source term arises as a consequence of the change of variable
S(U) =
[
0, 0, p, 0
]T
. (5.5)
5.3 Solving the Compressible Euler Equations
To numerically solve the system (5.1) or (5.5), boundary conditions must be imposed as
they contain necessary information regarding how gas enters and exits the computational
domain. The normal components of the fluxes determine the transport properties at a
surface [97]. If vn = ~v · n̂ denotes the normal velocity component at the surface where n̂ is
the normal vector pointed toward the flow domain, then at the boundary, the behaviour
of the Euler system will be determined by the propagating waves with speeds (vn + c), vn,
(vn− c). Speeds (vn± c) correspond to the acoustic waves, whereas vn are the entropy and
vorticity waves. For our computational purposes, the flow at the inlet and at the outer
domain (outlet) will be subsonic, i.e., there will not be shocks entering the computational
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instrument or exiting the far-field of Ω. Thus, if the value of the wave speed is positive,
it means that a physical boundary condition must be imposed. In other words, if infor-
mation is coming into Ω, then the information must be defined from outside the domain.
Conversely, if the wave speed is negative, a numerical boundary condition must instead be
used. This implies that if information is leaving Ω, we cannot impose information from
the outside [97]. An illustration of this can be found in Figure 5.1.
Figure 5.1: For subsonic conditions, the characteristic propagation properties at the inlet
and outlet boundary when solving the compressible Euler equations.
Therefore, to numerically solve the Euler system1, three boundary conditions are required,
1. a solid-wall condition,
2. an inlet condition,
3. an outlet condition,
as well as initial conditions. These boundary conditions must be imposed such that they
are physically and acoustically consistent.
1 It should be stated however that when solving the Euler equations, there is no guarantee that the flow
will remain isentropic. But generally speaking, for an inviscid, subsonic flow, entropy remains constant
[97].
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5.3.1 Numerical Setup for Experiments
All numerical simulations presented in Sections 5.4, 5.5, 5.6 and 5.7 had a similar setup
(with respect to the initial and boundary conditions) so, for ease of reading, this setup will
first be reviewed.
Initial Conditions (ICs)
For the numerical experiments, we take the flow to initially be at rest and introduce the
sound waves or pressure disturbances via the boundary condition. All variables are scaled
from physical values to ones more convenient for computation. In particular, the ambient
speed of sound, c0, which is approximately 343 m/s in air, and atmospheric pressure, p0,





initial density ρ0 should then be taken to be 1.4. In summary, the initial conditions are
given by [








On the inner and outer walls of the trumpet and trombone, excluding the mouthpiece
boundary, reflective boundary conditions (i.e., solid-wall BCs) were prescribed. A ghost
state was specified so that the normal velocity was reflected with respect to the wall, i.e.,
taken with a change of sign. The density, pressure and tangential velocity were unchanged
from the corresponding values inside the cell. Thus, we have the dimensionless condition
pright = pleft,
ρright = ρleft,
uright = uleft − 2uleftn̂x,
vright = vleft − 2vleftn̂y,
wright = wleft − 2wleftn̂z,
(5.7)
where n̂x, n̂y, and n̂z are the components of the outward unit normals in the x, y and z
direction, respectively.
Along the far-field boundary, pass-through conditions were used where the ghost state
was prescribed to be the initial state defined in (5.6). The computational domain was
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large enough to ensure the numerical solution (specifically the waveform exiting the bell)
would not be adversely influenced by any reflections from the outer wall, i.e., the waves
were able to pass-through with little, to no reflection2. At the left vertical boundary of the
bore (which corresponds to the mouthpiece boundary), the ghost state was specified to be
the inflow condition, which will now be described. To obtain a continuous expression for
pressure with respect to time, the procedure outlined in Section 2.3.1.1 to obtain equation
(2.6) was carried out for the experimental pressure measured at Mic Mouthpiece unless oth-
erwise specified. The specific notes used will be mentioned independently in the different
sections. We then related velocity to pressure at the mouthpiece through the expression
derived from linear acoustic theory for planar waves, i.e.,
p− p0 = ρ0c0u. (5.8)
Simulations using the spherical relationship were also run but the results were equivalent
to the outputs obtained when using equation (5.8) and so, will not be discussed here. The
linearization is reasonable since the speed of the air particles inside the instrument is low
relative to the speed of sound. Velocity measurements for trombones reported in [54], [66]
give the maximum speed to be around 17 m/s (i.e., about 5% of the speed of sound) in
the throat of the mouthpiece, which is similar to the values observed in our numerical
simulations. Moreover, this linearization is only applied locally at the inlet boundary. Ev-
erywhere else in the computational domain, the velocity is described through the nonlinear
system of equations3. Nonetheless, there are some issues using such a setup and Chapter
6 will be dedicated to reviewing such decisions. Finally, the density is computed assuming




In summary, the dimensionless boundary condition at the inlet of the computational trum-
pet or trombone is given by
p = A0 +
∑Nf










2 We experimentally determined the necessary size of the domain, this will be discussed in Section 5.4.
3 Some have claimed in the literature that this is a valid approximation, e.g., [110], [141].
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where Nf is the number of frequencies, Ai, fi, and φi denote the amplitude, frequency and
phase shift, respectively, for each harmonic of the measured notes [184].
In addition to running simulations that have an inflow boundary condition that pre-
scribes a periodic waveform, acoustic pulse simulations were also carried out and are pre-
sented in Sections 5.6, 5.8.1 and 5.8.2. The numerical setup is similar except, for how the
pressure expression is written in the inflow condition. More details are given below.
5.3.2 Pulse Reflectometry Numerical Tests
Impulse or pulse reflectometry has been a useful way to investigate problems such as
stratifications in the earth’s crust, measuring the structure of the trachea or lungs, and to
study acoustic systems [195]. For instance, pulse reflectometry has been used to examine
acoustically significant features of brass and wind instruments (e.g., [6], [7], [18], [51],
[138], [195], [196], [214]). This typically includes measuring the instrument’s profile as
well as the input impedance, which is defined as the ratio of the acoustic pressure to
the air volume flow rate at the inlet of the instrument. Pulse reflectometry can also be
used numerically for similar purposes. In our case, it could allow us to better evaluate
whether our computational instrument is sufficiently accurate to properly model the wave
propagation. Reflection and transmission coefficients could also be calculated.
Acoustic pulse reflectometry is carried out by sending an impulse down the bore of a
musical instrument. As the pulse travels toward the open end, the incident wave under-
goes partial reflection and transmission whenever there is a change in impedance. This is
sometimes referred to as a reflection sequence. The position that is chosen along the bore
to sample the reflection sequence is called the input impulse response [195]. The changes in
impedance are due to expansions or contractions along the instrument’s profile (i.e., when
the cross-sectional area of the bore changes).
In Sections 5.6, 5.8.1 and 5.8.2, acoustic pulse reflectometry simulations will be dis-
cussed and presented for various purposes. Most of these numerical experiments were
setup to generate a pressure pulse at the inlet of the computational instrument4. This
corresponds to changing the expression for p in equation (5.10) to instead be
p =
{
1.0 + C(1− cos(Dt)), if t < 2πD ,
1.0, otherwise,
(5.11)
4 However, other numerical tests produced an acoustic pulse via a source term. More details can be
found in Sections 6.4.2 and 6.4.1.
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where C corresponds to half the amplitude of the pulse and D defines the duration. For the
test cases in this thesis, small amplitude pulses that did not undergo significant (if any)
wave steepening were considered.
Reflection and Transmission Coefficients
A standard practice when analyzing pulse reflectometry results is to find the reflection and
transmission coefficients. From examining the reflection sequence, the reflection coefficient,
denoted by R(f), and can be calculated by taking the frequency content of the reflected
pressure, Pr, and dividing it by that of the incident pressure, Pi, i.e., the ratio of the




The transmission coefficient, denoted by T (f), is the ratio of the radiated pressure, Pt(f),
to the incident pressure. The corresponding amplitude is obtained by
|T (f)| = Pt(f)
Pi(f)
. (5.13)
Examining these acoustic parameters in the time-domain can also be useful, especially
when studying the influence of specific regions of the instrument such as the bell [55].
5.4 Computational Domain Shape
Describing and simulating acoustic wave propagation can be difficult and time consuming,
especially when modelling 3D problems in the time-domain. A computational boundary,
denoted by ∂Ω, is defined to construct a computational domain, denoted by Ω. As the
propagating waves exit Ω, the amplitude needs to be sufficiently small otherwise reflections
can occur from ∂Ω and influence the numerical solution. This implies that Ω needs to be
sufficiently large without being too large5. Deciding on the appropriate geometry of the
outer boundary can also be challenging for acoustic simulations through ducts such as
musical instruments. This is because the “position and geometry of the domain boundary
is governed by the shape of the duct” [189]. It therefore seems appropriate to investigate
whether Ω can be manipulated to reduce reflections while being computationally practical.
5 Otherwise, it would be too expensive to simulate.
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5.4.1 Setup for the First Set of Computational Geometries
Since the trumpet is significantly smaller than the trombone, all the numerical simulations
presented in this section were done using a shortened trumpet shape depicted in Figure
5.2. The geometry of the modified instrument was made to accurately model the slowly
increasing diameter of the bell and the cylindrical tube leading up to the flare. It was
important to have a realistic representation of a bell because as mentioned in [189], the
optimal geometry of ∂Ω will be governed by the shape of the wavefront exiting the bore.
The portion of the waveform that radiates from the flare contains mostly higher frequency
components where the waves exit the bell with a more-or-less curved wavefront [20], [120].
There will however be a bias as the energy leaves the flare: more will be focused along the
central axis rather than along the edges of the flare [55].
Figure 5.2: The geometry of the modified trumpet used for the simulations in Section 5.4.
For the inlet boundary, the pressure was prescribed to be the experimental data mea-
sured at Mic Bend for the B
b
3 played at f (see Figure 5.3). We decided to simulate a
periodic waveform rather than a pulse for this test since we aim to eventually simulate mu-
sical notes. However, for this numerical experiment, we are only concerned with how the
numerical outputs will differ when Ω is manipulated rather than accurately reproducing
the experimental data collected at Mic Outside-Bell.
We first consider two types of geometries for Ω to model the trumpet in:
Type A: Whole domain (Ω Whole)
Domains that completely encapsulate the modified trumpet.
Type B: Half domain (Ω Half)
Domains that only have an area directly in front of the modified trumpet.
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Figure 5.3: The pressure measured at the Mic Bend on the trumpet, which was used to
define the inflow boundary condition. The time pressure waveform (left) and frequency
spectrum (right) are shown.
Figure 5.4: Two computational domains that were tested in Sections 5.4.1 and 5.4.2 Left:
Ω Whole. Right: Ω Half.
The goal of examining the different volumes for Ω is to address the following inquiries:
1. Is it necessary to consider Ω behind the flare or, can it be neglected since only a
small portion of the energy propagates behind the bell?
2. Is it advantageous to simulate a curved acoustic wavefront in a domain where there
are no corners (this will be examined in Section 5.4.3)?
106
The Type A and Type B computational domains are shown in Figure 5.4. The center
of the bell exit is located at the coordinate (x, y, z) = (1.48m, 0, 0) for both Ω Whole and
Ω Half. In the y and z directions, the domains are defined in [−1m, 1m]. In front of the
flare, both domain types extend to x = 3m. For Ω Whole, the x-axis range further extends
in the negative direction to x = −1m. So, in summary:
For Ω Whole : x ∈ [−1, 3], y ∈ [−1, 1], z ∈ [−1, 1].
For Ω Half : x ∈ [0, 3], y ∈ [−1, 1], z ∈ [−1, 1].
With respect to the meshes that were generated using GMSH, the number of elements,
the smallest radius of the inscribed sphere6 (which will be denoted by rmin) as well as the
memory required for each mesh is reported in Table 5.1.
Table 5.1: The number of elements, minimum radius of the inscribed sphere (rmin) and
memory required for the meshes generated for the computational domains shown in Figure
5.4.
Name of Domain Number of Elements rmin Memory Required
Ω Half 1,130,373 94.5 µm 1.50 GB
Ω Whole 2,277,060 68.3 µm 3.00 GB
5.4.2 Simulation Results on Ω Whole and Ω Half
To analyze our simulation results, point sensors were placed around Ω Whole and Ω Half at
various positions in front of the bell exit, as well as directly above and below the flare
end. We are specifically interested in examining what happens along the central axis, i.e.,
(x, 0, 0) where x ∈ [0, 3]. We expect to see some difference in the SPLs between the whole
and half domain simulations directly above and below the bell, i.e., at (1.48m, y, z) where
y, z ∈ [−1,−1].
Before reviewing the numerical solutions along (x, 0, 0) however, we confirmed that
the computed pressure radiating from the bell was indeed consistent among the different
octants7. This demonstrates that the wavefront exiting the bell is symmetric, as expected.
For this reason, only the numerical outputs sampled in the first octant (shown in Figure
5.5) will be reviewed here. This is done in both the time- and frequency-domain where the
FFT was performed on the entire pressure signal.
6 The inscribed sphere is a sphere that is contained within a tetrahedral cell which is tangent to each
face.
7 So for y, z > 0 or y, z < 0 when x is positive.
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Figure 5.5: Location of point sensors positioned in the domains from Figure 5.4 that will
be examined in Section 5.4.2.
Figure 5.6: The computed pressure using Ω Whole and Ω Half in the time-domain (left) and
frequency-domain (right) at positions S1 (upper-plots) and S2 (lower-plots) depicted in
Figure 5.5.
First, we examine the difference between the Ω Whole and Ω Half simulations at points
(1.48, 0, 0) and (1.65, 0, 0). As shown in Figure 5.5, the points at these locations are referred
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to as S1 and S2
8. The computed pressure and spectra sampled at S1 and S2 are plotted
in Figure 5.6. We observe the solutions lie on top of each other, and we interpret this to
mean that there is no difference between the outputs.
Figure 5.7: The computed pressure using Ω Whole and Ω Half in the time-domain (left) and
frequency-domain (right) at positions S5 (upper-plots) and S6 (lower-plots) depicted in
Figure 5.5.
Next, we review the numerical output sampled above the bell at S5 = (1.48, 0.25, 0.25)
and S6 = (2.48, 0.25, 0.25) (Figure 5.7). As expected, we observe some variation between
the Ω Whole and Ω Half solutions directly above the bell exit at S5 (upper-left plot). The
amplitude of the first peaks align well but the SPLs of the higher components corresponding
to the Ω Half solution decrease as a function of frequency. Still, the general behaviour of
the spectral curves are comparable. Further away from the bell at S6, no significant
differences are observed between the Ω Whole and Ω Half outputs. More importantly, the
computed pressure sampled at S3 and S4 (Figure 5.8) are practically indistinguishable at
both locations.
In summary, our numerical results indicate that the computational region behind the
bell can be neglected. This result is greatly beneficial, as the number of mesh elements
is almost cut in half thereby significantly reducing runtime and the memory required.
8 Where S2 corresponds to the Mic Outside-Bell position defined in Chapter 2.
109
Figure 5.8: The computed pressure using Ω Whole and Ω Half in the time-domain (left) and
frequency-domain (right) at positions S3 (upper-plots) and S4 (lower-plots) depicted in
Figure 5.5.
Consequently, more attention can be directed toward more carefully modelling the initial
tubing shape near the mouthpiece-shank, which is extremely narrow, especially for the
trumpet.
5.4.3 Setup for Additional Computational Geometries
In this section, we discuss how the shape of the domain at the far-field influences the
solution. Although a box-shaped domain is easier to construct, the corners may be prob-
lematic. In particular, reflections occurring within the corners can influence the numerical
solution. If Ω is sufficiently large, this should not be an issue. Nonetheless, if we could use
a smaller domain, runtimes would be faster and we may obtain a cleaner solution.
Therefore, two additional domain shapes were considered: a cylindrical and cylindrical-
plus-half-spherical shape, denoted by Ω Half-Cylinder and Ω Half-Sphere, respectively. For con-
venience, we will now refer to Ω Half as Ω Half-Box. Since we have already determined that
whole domains are not necessary for our purposes, further such simulations will not be
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Figure 5.9: Additional half domains that were tested in Sections 5.4.3 and 5.4.4. Left:
Ω Half-Cylinder. Right: Ω Half-Sphere.
considered here9. A picture of the additional domains is shown in Figure 5.9. A summary
of all the Type B domains, their geometric shape, their names and mesh properties can be
found in Table 5.2.
Table 5.2: The number of elements, minimum radius of the inscribed sphere (rmin) and
the memory required for meshes generated for the computational domains shown in Figure
5.9.
Domain Shape Name of Ω Number of Cells rmin Mem. Required
Box Ω Half-Box 1,130,373 94.5 µm 1.50 GB
Cylinder Ω Half-Cylinder 1,128,185 62.7 µm 1.50 GB
Cylinder+1
2
Sphere Ω Half-Sphere 1,100,410 47.7 µm 1.45 GB
5.4.4 Simulation Results on Ω Half-Box, Ω Half-Cylinder and Ω Half-Sphere
The computed pressure for all three half domains sampled at S1 and S2 (Figure 5.10),
and S5 (Figure 5.11) are indistinguishable. At S6 however, we do observe extremely small
9 During my PhD, several other whole (and half) domains were considered for a grad class project.
The results demonstrated that a half domain of any shape compared to the equivalent whole domain was
sufficient to use. These numerical simulations were not included in the thesis due to time constraints. In
particular, simulations using a much finer mesh (compared to the initial meshes) were not run for all the
whole domains, only for Ω Whole.
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amplitude differences in the frequency-domain between the solutions (Figure 5.11 bottom-
right). For frequencies greater than 2500 Hz, the SPLs corresponding to the Ω Half-Sphere
solution are the highest, followed by Ω Half-Box and then, Ω Half-Cylinder. The small variations
between the solutions can also be seen in the time-domain, though the differences are
slight. However, S6 is located at the far upper end of the domains where the pressure
reaches a maximum of only 12 Pa. It will be more important to see if there are any blatant
differences in the numerical solutions along the central axis.
Figure 5.10: The computed pressure on Ω Half-Box, Ω Half-Cylinder and Ω Half-Sphere in the time-
domain (left) and frequency-domain (right) sampled at S1 (upper-plots) and S2 (lower-
plots) as depicted in Figure 5.5.
Examining the computed pressure at S3 and S4 (Figure 5.13), the outputs in the time-
domain sampled at S3 align rather well. Slight differences can be seen at the peak and dip.
But this variation is only 4 Pa and 2 Pa between the Ω Half-Sphere and Ω Half-Cylinder peaks
versus the Ω Half-Sphere and Ω Half-Box peaks, respectively
10. In the frequency-domain, this
variation is observed in the spectral curve for harmonics larger than 3500 Hz. At S4, the
computed pressures closely align but the pressure peak corresponding to the Ω Half-Sphere
solutions is approximately 1 Pa larger. In the frequency-domain, this translates to the
solution having slightly larger SPLs for harmonics larger than 2500 Hz.
10 Hence, there is a variation of approximately 6 Pa between the Ω Half-Sphere and Ω Half-Cylinder peak
pressure amplitudes.
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Figure 5.11: The computed pressure on Ω Half-Box, Ω Half-Cylinder and Ω Half-Sphere in the time-
domain (left) and frequency-domain (right) sampled at S5 (upper-plots) and S6 (lower-
plots) as depicted in Figure 5.5.
Figure 5.12: Plots generated in GMSH measuring the mesh quality of the domains when
the full length trumpet is modelled in Ω Half-Sphere (left) and Ω Half-Cylinder (right).
In summary, although we notice small deviations in the computed pressures between the
different half domain shapes, the differences are observed where the domain is truncated
at the far-field. The numerical solutions at the bell exit and at Mic Outside-Bell, i.e., S1 and
S2, are equivalent, which for our purposes is most important. However, examining the
mesh quality rating given by GMSH after the meshes were generated, we found that the
quality of Ω Half-Cylinder is slightly better. A comparison of the mesh quality plots produced
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Figure 5.13: The computed pressure sampled on Ω Half-Box, Ω Half-Cylinder and Ω Half-Sphere in
the time-domain (left) and frequency-domain (right) at positions S3 (upper-plots) and S4
(lower-plots) as depicted in Figure 5.5.
by GMSH for Ω Half-Sphere and Ω Half-Cylinder are shown in in Figure 5.12. The smoother and
more skewed the distribution is to the right, the better the mesh quality. Hence, a half
cylindrical shaped domain was used for the other simulations presented throughout this
thesis11.
5.5 Importance of the Mouthpiece-Shank Geometry
As argued in [180], [161] and [38], observed nonlinear effects associated with finite-amplitude
wave propagation are dependent on the bore of the instrument, i.e., the length of the in-
strument, the variation in diameter, the flare expansion rate, etc.. For any region in the
instrument where the cross-sectional area increases, the amplitude of the propagating waves
will decrease since the sound energy spreads out and the particle velocity and pressure both
11 For the musical notes that were to be simulated, we found that the numerical outputs using Ω Half-Box
or Ω Half-Cylinder gave equivalent spectral components for the frequency range we are concerned about.
However, from looking at the isosurfaces, the numerical solutions obtained on Ω Half-Cylinder were cleaner.
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decrease [152]. The instrument’s shape and how the radius of the bore varies needs to be
very carefully measured to construct good meshes for computations. It is believed however,
that the influence of the instrument’s shape on the timbre becomes less prominent when
pitches are played at lower dynamic levels [38].
Although the acoustic community has come to a general consensus on how the bell
influences the radiated sound and wave propagation within the instrument12, less atten-
tion has been paid to the geometry of the narrow region in-between the mouthpiece-shank
and first bend. It is often assumed that the bore prior to the bell is uniform in diameter
(e.g., [25], [58], [140], [160], [184], [215]). But close inspection near the trumpet mouth-
piece for instance reveals that the inner tubing before the first bend is more complex
than alluded to by the outer geometry. For example, if r Mouthpiece-Shank denotes the ra-
dius of the mouthpiece-shank, and r Bore is the radius of trumpet bore 24 cm away from
r Mouthpiece-Shank, measurements reveal that r Bore is 2.12 × r Mouthpiece-Shank. For the trom-
bone, r Bore is 1.77 × r Mouthpiece-Shank. Since volume increases by a factor of r2, neglecting
subtle variations in the bore’s cross-section could greatly influence the approximated pres-
sure slope entering the main body of the instrument and thus, how much the nonlinear
waves distort inside the instrument [20], [99], [123], [147], [180]. In addition, reflections,
and the spreading or contracting in nonuniform regions of the tube, can alter the standing
waveform pattern.
In this section, we will explore the influence of properly modelling the initial bore ge-
ometry. The bends will not be discussed here, but rather in Section 5.6. Slightly more
emphasis will be placed on the trumpet due to its shape and smaller size though, simula-
tions for the trombone will also be reviewed.
5.5.1 Initial Bore Shape
We do not attempt to model the pressure and flow behaviour in the mouthpiece cup since
pressure measurements were not obtained at this position13. Collecting such measurements
is also complicated due to the difficulty in placing a microphone at the mouthpiece cup.
In addition, the coupling of the lips to the mouthpiece is a highly nonlinear process still
being studied (e.g., [20], [99], [147], [158], [181], [204]). Thus, in an attempt to avoid the
complicated acoustic behaviour in the mouthpiece cup, we collected pressure measurements
12 In the trumpet bell, the expansion increases the radius of the instrument by a factor of 10.9; for
the trombone it is a factor of 8.9. The flare geometry directly effects the proportion of which spectral
components are reflected and transmitted from the bell [20], [99].
13 A discussion on the mouthpiece cup can be found in Section 5.8.2
115
(presented in Chapter 2) for our study at the mouthpiece-shank (Mic Mouthpiece), approx-
imately 4.5 cm and 4.7 cm from the beginning of the mouthpiece of the trumpet and
trombone, respectively. A general diagram of a trumpet and trombone instrument mouth-
piece and the positioning of the microphone is shown in Figures 5.14 and 5.15, respectively.
The shaded region represents the beginning of the computational domain.
Figure 5.14: A diagram of the first 10 cm of the trumpet mouthpiece. The shaded region
corresponds to the beginning of the computational domain where the left vertical wall at
4.5 cm is the mouthpiece boundary. The junction between the trumpet tubing and the
mouthpiece is located at 5.2 cm.
Figure 5.15: A diagram of the first 10 cm of the trombone mouthpiece. The shaded region
corresponds to the beginning of the computational domain where the left vertical wall at
4.7 cm is the mouthpiece boundary. The junction between the trombone tubing and the
mouthpiece is located at 5.6 cm.
We present here three geometries that approximate the physical shape of the 1.48 m long
trumpet shown in Figure 2.1 from Chapter 2. The objective was to create a geometrical
representation of the trumpet flare and initial bore shape as accurately as possible. The bell
in particular was modelled with great care since the flare expansion influences harmonic
reflections of propagating sound pressure waves (this will be examined in Section 5.8.1).
Slight inaccuracies in the bell geometry can produce exaggerated discrepancies in numerical
simulations as we showed in [185]. For this reason, to obtain a realistic flare shape, a
photograph of the trumpet bell was taken. The grabit software (Math Works Inc.) was
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then used to trace out the trumpet flare by a series of points. We used these points to
interpolate the bell shape by cubic splines. The same procedure was carried out for the
trombone bell.
The first trumpet geometry we present has an uniform cylindrical bore prior to the
flare (top plot of Figure 5.16) and will be referred to as Geo.1 Trumpet. This approximation
is often used in the literature (e.g., [27], [58], [140], [158], [160], [215]), which was the
motivation behind Geo.1 Trumpet’s construction. The tubing of a real trumpet near the
mouthpiece does not have a cylindrical shape. From the outside of the instrument, the
radius of the bore from the mouthpiece appears to slowly increase for approximately 24
cm giving a conical-type shape. Then, the tube appears to be cylindrical until it begins
to widen again 102 cm from the computational mouthpiece. This geometry configuration
will be referred to as Geo.2 Trumpet and is shown in the middle plot of Figure 5.16.
Figure 5.16: A longitudinal cross-section of the geometric shapes of the initial tubing of the
computational trumpet used to construct Geo.1 Trumpet (top), Geo.2 Trumpet (middle) and
Geo.3 Trumpet (bottom), with reference names Cylindrical Bore, Conical Bore and Machine-
Shop Measurements (MSM) bore, respectively. Radii are the same at points indicated by
the double arrows.
We have learned that the inner geometry of the trumpet does not always coincide
with the outside shape. We attempted to obtain more precise measurements from the
university’s machine shop to construct a better approximation of the inner tubing of the
shank with nine points. This geometric approximation is presented in the bottom plot
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of Figure 5.16 and will be called Geo.3 Trumpet. Similarly to Geo.2 Trumpet, the tubing in-
between 24 cm - 102 cm is modeled as a cylindrical tube.
Due to the different radii at the mouthpiece, the difference in volume between Geo.1 Trumpet
and the other two computational trumpet geometries is significant. Since the bore radius
at the inlet is larger for Geo.1 Trumpet, the surface area at the outlet increases and thus, the
volume velocity and associated radiated pressure will be larger [38]. For this reason, we
expect that the simulations run on Geo.1 Trumpet will produce numerical amplitudes that
are larger than the measured profiles.
Figure 5.17: A longitudinal cross-section of the geometric shapes of the initial tubing
of the computational trombone used to construct Geo.1 Trombone (top) and Geo.2 Trombone
(bottom), with reference names Cylindrical Bore, and Machine-Shop Measurements (MSM)
bore, respectively. Radius is the same at the point indicated by the double arrow.
Next, two geometries to represent the 2.87 m long trombone shown in Figure 2.1 from
Chapter 2 will be presented where the bends are not modelled. Compared to the trumpet,
the initial bore shape of the trombone is not nearly as complicated (see Figure 5.16). The
trumpet tubing resembles a subtle converging-diverging channel approximately 4.5 cm from
the mouthpiece cup entrance. This is not the case for the trombone. The trombone bore is
more conical for the initial 4.5 cm (not including the mouthpiece cup). The next 159.5 cm
of tubing remains cylindrical (the first bend is within this region). Leading into the second
bend however, the trombone tubing slightly increases in radius again. The second bend
then immediately leads into the rapidly expanding flare region. Therefore, if the trombone
were to be straightened out, between 164 cm to 247 cm, the bore is a conical shape that
increases in radius by a factor of 1.59. Thus, for the trombone, two different geometries
were considered: one that has a cylindrical bore prior to the flare, which will be called
Geo.1 Trombone, and one that accurately models the tubing leading up to the flare, referred
to as Geo.2 Trombone (Figure 5.17).
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Summary of Computational Geometries
In summary, we present three computational trumpets and two computational trombones
where the initial 24 cm and 247 cm of tubing is modeled differently for each trumpet and
trombone geometry as listed below.
Geo.1 Trumpet: Cylindrical Bore
The tubing from the mouthpiece boundary to the flare entrance, i.e., x ∈ [0 cm, 102 cm],
was approximated by a cylindrical bore.
Geo.2 Trumpet: Conical Bore
The tubing between x ∈ [0 cm, 24 cm] was approximated using three measure-
ments of the radius of the tube: at the mouthpiece microphone position, the shank,
and before the first bend. This was followed by a cylindrical bore in the region
x ∈ [24 cm, 102 cm].
Geo.3 Trumpet: Machine-Shop Measured (MSM) Bore
The tubing between x ∈ [0 cm, 24 cm] was reconstructed from the nine measurements
taken. This was followed by a cylindrical bore in the region x ∈ [24 cm, 102 cm].
Geo.1 Trombone: Cylindrical Bore
The tubing from the mouthpiece boundary to the entrance of the flare, i.e.,
x ∈ [0 cm, 247 cm] was approximated by a cylindrical bore.
Geo.2 Trombone: Machine-Shop Measured (MSM) Bore
The tubing between x ∈ [0 cm, 4.5 cm] was reconstructed from the four obtained
measurements. This was followed by a cylindrical bore in the region
x ∈ [4.5 cm, 164 cm]. The next section leading into the flare has a slight conical
shape from x ∈ [164 cm, 247 cm].
For the trumpet and trombone geometries, a half domain shape with a cylindrical far-
field was used. Since the bends are not considered here, both instruments can be considered
as radially symmetric. Hence, their 3D geometry was created using a rotational extrusion
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about the x-axis on the curve outlining the computational instrument as well as the far-
field boundary. An example of a trumpet and trombone curve used in GMSH is shown in
Figures 5.18 and 5.19, respectively.
Figure 5.18: The profile used in GMSH to create the Geo.2 Trumpet and surrounding area
via a rotational extrusion about the x-axis.
Figure 5.19: The profile used in GMSH to create the Geo.2 Trombone and surrounding area
via a rotational extrusion about the x-axis.
Special care needed to be taken to ensure there were enough cells in the radial direction
to obtain accurate simulations. The meshes used ranged from having 603,201 to 2,234,905
tetrahedral elements. The corresponding mesh size spacing was chosen so that our nu-
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merical results visually did not vary if a finer mesh was used14. The smallest radius of
the inscribed sphere for the tetrahedral elements as well as the memory required for each
computational geometry is reported in Table 5.3.
Table 5.3: Properties of the computational domains with the corresponding number of
elements, minimum radius of the inscribed sphere (rmin) and memory required for the
computational geometries used in Section 5.5.
Geometry Bore Shape Number of Cells rmin Memory Required
Geo.1 Trumpet Cylindrical 603,201 38.3 µm 810 MB
Geo.3 Trumpet Conical 1,302,915 53.3 µm 1.73 GB
Geo.3 Trumpet MSM 1,317,219 26.7 µm 1.75 GB
Geo.1 Trombone Cylindrical 830,780 73.5 µm 1.11 GB
Geo.2 Trombone MSM 2,234,905 51.2 µm 2.97 GB
Figure 5.20: Pressure level ratios of the of experimental data, specifically the ratio of the
pressure measured at Mic Outside-Bell over the pressure measured at Mic Mouthpiece. Left: B
b
3
and Bb4 at f produced on the trumpet. Right: B
b
3 at f produced on the trombone.
The inflow boundary condition considered for the computational trumpets was pre-
scribed to be the Bb3 and B
b
4 notes played at f (discussed in Section 2.3.1). For the
trombone, numerical simulations were done for the Bb3 played at ff. To understand the
14 We also tested if the refinement was sufficient by simulating a short duration pulse down each com-
putational domain. If the pressure amplitude stayed constant along the length of the bore, we assumed
the mesh was good for computation.
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wave transmission from the trumpet and trombone flare, and to estimate the noise content
of our experimental data, the ratio between the measured pressure levels at Mic Outside-Bell
and Mic Mouthpiece were determined and plotted in Figure 5.20. For all notes, the curves
displays similar character for frequencies up to 4000 Hz. The remaining portion of the
signals however appear to be noisy due to the observed zig-zag pattern. We take this to
mean that the experimental data up to 4000 Hz is most reliable and does not contain much
noise.
5.5.2 Simulated Results for the all Computational Instruments
The equations of motion for the mentioned tones were solved on Geo.1 Trumpet, Geo.2 Trumpet,
Geo.3 Trumpet, Geo.1 Trombone and Geo.2 Trombone. The spectra of the resulting computed
pressures sampled at the Mic Outside-Bell position are shown in Figures 5.21 and 5.22. These
spectral curves are compared against the experimental data measured at Mic Outside-Bell to
determine which geometry produces the best result.
Figure 5.21: Frequency spectra of experimental data versus the Geo.1 Trumpet, Geo.2 Trumpet
and Geo.3 Trumpet simulation results for the loudly played B
b




For Geo.1 Trumpet, a comparison of the numerical and experimental data shows that the
numerical amplitude for the Bb3 and B
b
4 notes is overestimated by approximately 7 dB and
8 dB, respectively15. To compare the shapes of the experimental and computed spectra,
15 Recall that the radius of the mouthpiece boundary for Geo.1 Trumpet is 2.12 times larger than that of
Geo.2 Trumpet and Geo.3 Trumpet. It therefore seems reasonable that the corresponding numerical amplitude
values at the bell position for Geo.1 Trumpet are roughly 7 dB off since (20 log10 (2.12) ≈ 6.5 dB).
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Figure 5.22: Pressure waveform (right) and frequency spectra (left) of experimental data




the experimental curves were shifted upwards by the amplitude difference and plotted on
the same figures. With the shift, we see that the harmonic distribution of the experimental
data and numerical solutions are in good agreement for frequency components above 700
Hz. For Geo.1 Trombone, we observe that the SPL of the measured note is overestimated
by approximately 7 dB for components above 3000 Hz but the harmonic distributions are
very similar. Frequencies f1, f2, f3, f7 align very closely with the measured trombone
data however, frequencies from 1000 Hz to 3000 Hz deviate by 2 dB - 4 dB.
Figure 5.23: Experimental pressure waveform versus the Geo.2 Trumpet and Geo.3 Trumpet
simulation results for the loudly played Bb3 (left) and B
b
4 (right) trumpet notes.
The numerical amplitudes for the Geo.2 Trumpet and Geo.3 Trumpet simulations are much
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closer to the Bb3 and B
b
4 experimental curves compared to the Geo.1 Trumpet output. In
particular, when Geo.3 Trumpet, (which has the MSM bore) is used, the simulation closely
agrees with the experimental data for components between 900 Hz - 3400 Hz for the Bb3
(left of Figure 5.21), and 900 Hz - 2800 Hz for the Bb4 (right of Figure 5.21). Similar
results are obtained for Geo.2 Trumpet (which has the conical bore) however, compared to
Geo.3 Trumpet, the frequencies are slightly higher in SPL in the mentioned harmonic ranges.
We observe more deviation from the experiment for both geometries for frequencies near
4000 Hz. For spectral components below 900 Hz, Geo.2 Trumpet and Geo.3 Trumpet generate
almost identical outputs. Both underestimate the fundamental frequency of the Bb3 by
roughly 3 dB, whereas the second and third harmonics are roughly 8 dB and 3 dB too
high, respectively. For the Bb4, f1 (which corresponds to f2 of the B
b
3) is roughly 7 dB too
high.
The Geo.2 Trombone result also yields a better match to the experimental spectrum com-
pared to the Geo.1 Trombone solution. With the exception of the slight deviation observed
for f3, we find good agreement for harmonics less than 1800 Hz and greater than 2800 Hz.
However, for components in-between, the numerical output underestimates the experimen-
tal data where the greatest variation is for f11 by 4 dB. Comparatively, in this frequency
range, we found that the Geo.1 Trombone solution better matches the experimental spectrum.
For completeness, in Figure 5.23 (trumpet) and Figure 5.22 (trombone), one period
of the most accurate numerical results in the time-domain is plotted against the experi-
mental waveform. From a compressible fluids simulation point of view, the numerical and
experimental waveforms match rather well16. For the computational trombone, we observe
Gibbs type oscillations as the computed pressure approaches the peak. It turns out that
this is due to numerical shock waves that formed in the Geo.2 Trombone bore
17 (which we
further discuss below)!
5.5.3 Discussion on Modelling the Initial Bore Geometry
Our findings indicate that properly modelling the bore geometry near the mouthpiece
region of a trumpet or trombone is necessary to obtain accurate simulation results. This is
16 Although for all trumpet geometries there is still some deviation in the lower frequencies, the lower
harmonic distribution for these results are significantly more accurate compared to the equivalent 2D
numerical solutions presented in our previous work [185].
17 If a fluid flow problem develops a discontinuity in the numerical solution, spurious oscillations or
Gibbs type oscillations are typically present [212]. Other traditional graphical displays that indicate
the production of numerical shock waves include concentrated contour lines in the neighbourhood of the
discontinuity as well as examining the isosurfaces of the Mach number [222].
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especially apparent for the trumpet, yet is often overlooked. We observe that the shape near
the trumpet mouthpiece in particular has a large influence on the sound wave reflections
within the instrument. The radiated frequencies from the Geo.2 Trumpet and Geo.3 Trumpet
bells show evidence of this. In particular, the bores for these geometries differ only slightly,
yet there are distinguishable differences between the solutions in the frequency domain (e.g.,
see frequencies 1500 Hz - 2600 Hz in Figure 5.21).
It is difficult to take precise measurements of the entire interior of the instrument.
Even in the tubing regions that are more accessible, the measurement error can be large.
This creates complications as the computational output is sensitive to the tubing radius at
the inflow boundary. For instance, numerical experiments we have done on Geo.1 Trumpet
showed that enlarging the radius of the uniform tube prior to the bell by a mere 0.45 mm
alters the spectral amplitude outside the bell by almost 2 dB for the lower frequencies, and
between 2 dB - 5 dB for the higher components (see Figure 5.24).
Figure 5.24: Experimental results when simulating the Bb3 on Geo.1 Trumpet where the initial
bore is considered with radii r = 0.58 cm, r = 0.625 cm and r = 0.64 cm. Left: Resulting
frequency spectra. Right: Difference in SPL between the numerical outputs.
The trombone results also demonstrate that accurately modelling the initial bore shape
is important. However, the Geo.1 Trombone and Geo.2 Trombone simulations produce relatively
similar SPLs for the lower harmonics (Figure 5.22), which I did not expect to find18. It
was only the higher components that differed by 7 dB. This reveals that the tubular
shape before the flare expansion does not greatly influence the wave as it travels through
18 I expected to obtain variations similar to those observed in the trumpet results when a cylindrical
bore was used, i.e., there would be a difference in the SPLs for all spectral components, not just a subset
of them.
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the regions that increase in cross-sectional area (i.e., the waves do not undergo as many
reflections in the trombone compared to the trumpet). Instead, in the conical regions of
Geo.2 Trombone (between [0 cm, 4.5 cm] and [164 cm, 247 cm]), the amplitude of the wave
will spread and hence, decrease the effects due to nonlinearities. This would explain why
only the higher frequencies of the Geo.1 Trombone solution are larger than the Geo.2 Trombone
output, because there was just a higher degree of spectral enrichment.
Figure 5.25: Energy isosurfaces of shock approaching the trombone bell. Note the units
are scaled (see equations (5.3) and (5.6)).
Figure 5.26: Energy isosurfaces of shock entering the trombone flare expansion. Note the
units are scaled (see equations (5.3) and (5.6)).
As mentioned above, the nonlinearities corresponding to the Bb3 trombone note were
strong enough to develop into shock waves before propagating through the bell. Recall
that this simulated note was the same tone discussed in Section 2.3.1.1 from Chapter 2
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(see Figures 2.23 and 2.24). We confirmed the production of a shock wave by reviewing
both the post-processing files as well as sampling the computed pressure 1 m, 1.78 m and 2
m away from the computational inlet boundary along the central axis. In Figures 5.25 and
5.26, we show the energy isosurfaces produced by the simulation when Geo.2 Trombone was
used. These post-processing images depict concentrated isosurfaces in the neighbourhood
of the shock wave as it travels towards the flare and then into the flare expansion.
Figure 5.27: Numerical results sampled at the points (1m, 0, 0), (1.78m, 0, 0) and (2m, 0, 0)
along the trombone bore for Geo.1 Trombone (top) and Geo.2 Trombone (bottom) to observe
the development of the shock wave.
Then, in Figure 5.27, a small portion of the computed pressure at the three mentioned
points is shown, and a magnification of the pressure waveforms at 1.78 m and 2 m be-
tween t = 0.003 s and t = 0.0123 s can be found in Figure 5.28. These plots depict the
computed pressure before reflections occurred at the bell (i.e., when the pressure made
its first pass through the computational trombones) at the mentioned points. We notice
that for the Geo.1 Trombone simulation, a shock can be observed at 1.78 m. However, for
the Geo.2 Trombone output, the shock only develops by the time the computed pressure is
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sampled again at 2 m. In other words, somewhere in-between 1.78 m - 2 m, the steepening
wave fully develops into a shock, as depicted in Figure 5.28.
Figure 5.28: Numerical results sampled at positions (1.78m, 0, 0) and (2m, 0, 0) along the
trombone bore for the Geo.1 Trombone (top) and Geo.2 Trombone (bottom) results. Shock
waves can been seen for both results at (2m, 0, 0).
This not only supports the conjectures made in Chapter 2, but to our surprise, also
closely agrees with the theoretical approximation made for xs. In particular, we estimated
that (assuming the theory was a good initial approximation), a shock was expected to
form in Geo.1 Trombone approximately 1.78 m - 1.79 m from the mouthpiece given the rate
of change of the input pressure wave. Numerically, we found that the computed pressure
steepened into a shock wave by the time the solution was sampled 1.79 m from the inlet
position. When the trombone bore is properly modelled, the wave has to travel further
before developing into a shock. However, this still occurs 47 cm prior to the bell. So
even though we neglected losses, because the Geo.2 Trombone numerical solution so closely
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resembles the experiment, it seems entirely reasonable that a shock would form prior to
the bell of the real trombone.
However, to further verify this hypothesis, we examined the measured pressure obtained
at Mic Bend, which was positioned near the predicted xs. The recorded pressure wave was
then compared against both numerical solutions once a steady state was reached. These
outputs can be seen in the time- and frequency-domain in Figure 5.29. Our numerical
results show relatively good quantitative agreement with the experimental pressure. Fur-
thermore, in the left plot of Figure 5.29, we clearly observe that the experimental pressure
underwent severe wave steepening by the sharp change amplitude near t = 0.0024 s. The
plot also shows an imminent shock in the Geo.1 Trombone and Geo.2 Trombone outputs
19, where
the latter shock has just begun to form. To our knowledge, we are the first that have been
able to numerically verify using real data that shock waves are produced in the trombone.
Figure 5.29: Comparison between measured and simulated sound pressure waveforms of
the Bb3 sampled inside the trombone approximately 179 cm from the inlet.
In addition, as predicted in Section 2.3.1.1, the nonlinearities associated with the Bb3
trumpet note were not strong enough for shock waves to form within the computational
instrument. We again plot the energy isosurfaces corresponding to the Geo.3 Trumpet loudB
b
3
simulation in Figure 5.30. This post-processing image depicts the sound energy propagating
through the instrument and radiating from the flare. We notice that the isosurfaces are
not concentrated at any position as those observed in Figures 5.25 and 5.26 for the loud
Bb3 trombone note.
19 Which satisfies the jump conditions.
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Figure 5.30: Energy isosurfaces of sound waves radiating from the bell as curved wavefronts.
Note the units are scaled (see equations (5.3) and (5.6)).
5.6 Importance of Bends
The significance of the trumpet and trombone bends will now be examined to determine
if they greatly influence the sound wave propagation. If it is found that they have little
effect, it may not be worth the computational expense to include them. Furthermore, it
would not be necessary to consider the full 3D model, a 2D axisymmetric one could instead
be used. Previously in [184], we investigated the trumpet bends using a 2D model and
found they were unnecessary to include. We suspect this will also be the case in 3D and
that neglecting the bends will be a reasonable simplifying assumption.
5.6.1 Setup for Bores Prior to the Flare
Before considering the full trumpet and trombone geometries, we first consider simplified
versions without the flare. These tubular shapes are referred to as Geo Trump-Bore and
Geo Trom-Bore. which model the instruments prior to the flare if the bends were straightened
out. The second trumpet-like tube was constructed with a bend located 37.5 cm from the
inlet. The second trombone-like tube includes a bend 69.58 cm from the inlet, and then
remains cylindrical for the next 159.5 cm. The second trombone bend was positioned 194.07
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cm from the inlet boundary. This additional set of tubes will be called Geo Trump-Bore-Bend
and Geo Trom-Bore-Bends. A picture of each geometry is depicted in Figure 5.31 and Table
5.4 contains information about each mesh.
Figure 5.31: Computational trumpet and trombone tubular shapes prior to the flare
shown in order from top to bottom: Geo Trom-Bore, Geo Trom-Bore-Bends, Geo Trum-Bore and
Geo Trum-Bore-Bend used in Sections 5.6.1 and 5.6.2.
Instead of simulating musical notes through these tubes, an acoustic pressure pulse
was produced at the inlet boundary and sent down each geometry shown in Figure 5.31.
The motivation in doing this was to better understand the behaviour of the bends by
examining how the pulses changed as they propagated through each bend. The pressure
pulses generated had a peak amplitude corresponding to 2% of atmospheric pressure in
an attempt to avoid nonlinear effects. The tubes will not open into a domain but rather,
the outlet will be left open (i.e., pass-through boundary conditions). If the tubes being
considered were uniform with this outlet condition, the pulse would propagate directly out
of the tube without reflections occurring20. Although the tubes shown in Figure 5.31 are
not uniform in diameter, we still expect that most of the pulse will propagate directly from
the tube. The parts of the signal that remain will be due to reflections that have occurred
from the variations in the bore’s radius.
20 Simulations have been run to confirm this.
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Table 5.4: Properties of the computational tubes shown in Figure 5.31 with the corre-
sponding number of elements, minimum radius of the inscribed sphere (rmin) and memory
required.
Geometry Number of Cells rmin Memory Required
Geo Trump-Bore 1,128,113 36.5 µm 1.51 GB
Geo Trump-Bore-Bend 1,375,359 37.1 µm 1.84 GB
Geo Trom-Bore 1,643,193 52.3 µm 2.21 GB
Geo Trom-Bore-Bends 1,678,023 43.8 µm 2.25 GB
5.6.2 Simulation Results Obtained on Bore Geometries
Analyzing the obtained impulse response curves in the time-domain could be insightful
since intricate details of the reflection sequence can be observed. Reviewing such detail
in the frequency-domain is not always as practical [28]. The spectrum however does offer
a quick way to inspect which frequency components vary between the different numerical
outputs.
The computed impulse responses of the pressure pulse sampled at the inlet and outlet of
Geo Trum-Bore and Geo Trum-Bore-Bend are shown in Figure 5.32. The equivalent Geo Trom-Bore
and Geo Trom-Bore-Bends outputs are depicted in Figure 5.33. We plot the time-domain curves
with respect to simulation time, τ , for convenience since the speed of sound is scaled to be
c0 = 1. This implies that when τ = 1, the pressure wave would have propagated for 1 m.
The simulations were run until τ = 20. To better see the difference between the incident,
reflected, and transmitted portion of the pressure pulse, i.e., pi(t), pr(t) and pt(t), which we
plot them separately in Figures 5.34 (trumpet) and 5.35 (trombone). The corresponding
frequency content, i.e., Pi, Pr and Pt, are also shown.
The input impulse responses of the Geo Trum-Bore and Geo Trum-Bore-Bend solutions (Figure
5.32) show minimal differences. For the Geo Trum-Bore-Bend simulation, we see the addition of
a small pressure peak immediately followed by a dip of the same magnitude (∼40 Pa) near
τ = 0.8, i.e., 2.3 ms. This corresponds to the time it would take for a portion of the pulse
to reflect from the bend and return to the inlet. Since the trumpet bore prior to the bell
only changes in radius for the initial 24 cm of tubing (which is before the position of the
bend), most of the complicated reflections occur early in the simulation, and the majority
of the pulse is transmitted from the tube exit after its first pass to the outlet. The small
residual pressure from the back-flow can be seen in the left-middle plot of Figure 5.34. The
Geo Trum-Bore and Geo Trum-Bore-Bend simulations at the outlet (right of Figure 5.32) match
rather well, with the exception of there being a slight time delay between the pulses.
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Figure 5.32: Impulse response curves obtained on Geo Trum-Bore and Geo Trum-Bore-Bend at the
inlet (left) and bell exit (right). A portion of the computed pressure (top) and harmonic
spectra of entire impulse (bottom) is shown.
With respect to the trombone, the Geo Trom-Bore-Bends impulse response (top-left of Fig-
ure 5.33) shows a reflection near τ = 1.4, i.e., at 4.1 ms, which aligns well with the time
it would take for a small portion of the wave to reflect from the first bend and return to
the inlet. As expected, this is not observed in the Geo Trom-Bore curve because the radius
of the trombone bore does not change near the first bend. In fact, the cross-sectional
area remains constant for roughly 1.6 m, and then starts to vary again 1.64 m from the
mouthpiece boundary. The Geo Trom-Bore impulse response shows good alignment with this
increase in diameter at 1.64 m as seen by the negative reflection. But, in the numerical
result for Geo Trom-Bore-Bends, positive as well as negative reflections are observed in the
time-domain plot. This is a consequence of having two separate bends. Nonetheless, the
main reflection sequences for both Geo Trom-Bore and Geo Trom-Bore-Bends mostly vanish by the
time τ = 5. In real-time, this is 12.6 ms, which corresponds to the incident wave making a
full round trip to the outlet and back in to the inlet. There are some reverberations seen
in the numerical output when using Geo Trom-Bore-Bends but this is just due to the residual
signal bouncing around between the bends.
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Figure 5.33: Impulse response curves obtained on Geo Trom-Bore and Geo Trom-Bore-Bends at
the inlet (left) and bell exit (right). A portion of the computed pressure (top) and harmonic
spectra of entire impulse (bottom) is shown.
Overall, the impulse response curves obtained from the tubular shapes indicate that
the bends do not greatly influence the wave propagation through the bores prior to the
flare expansions. There are, of course, slight variations in the reflection sequences when
the bends are modelled, but these effects are so small they are barely observable in the
spectra. As shown in Section 5.5, the initial bore shape is significantly more influential.
Our findings are consistent with work done by Félix et al. [62]21.
21 Authors of [27] and [159] also claim that it is sufficient not including the bends, though they did not
carry out specific studies to justify this.
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Figure 5.34: Computed impulse response curves of pi(t) (top) and pr(t) (middle) at the
inlet as well as the pt(t) at the bell exit obtained on Geo Trum-Bore and Geo Trum-Bore-Bend.
The computed pressure (left) and harmonic spectra (right) are shown.
Figure 5.35: Computed impulse response curves of pi(t) (top) and pr(t) (middle) at the
inlet as well as the pt(t) at the bell exit obtained on Geo Trom-Bore and Geo Trom-Bore-Bends.
The computed pressure (left) and harmonic spectra (right) are shown.
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5.6.3 Setup for the Entire Instrument
.
The simulations that will now be reviewed are an extension of the work done in Section
5.5. More specifically, the new computational trumpet is modelled by using Geo.3 Trumpet
as its blueprint. The beginning portion, the flare, and domain in front of the bell are
identical to that of Geo.3 Trumpet (bottom of Figure 5.16), but the new geometry includes
the first trumpet bend 37.5 cm from the inlet boundary. This new geometry (Figure 5.36)
will be referred to as Geo.4 Trumpet.
Figure 5.36: Picture of the computational trumpet constructed in GMSH with a bend that
was used in Sections 5.6.3 and 5.6.4.
Figure 5.37: Picture of the computational trombone constructed in GMSH with both bends
that was used in Sections 5.6.3 and 5.6.4.
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Similarly, for the trombone, bend 1 and 2 positioned 69.58 cm and 194.07 cm from
the inlet were incorporated into Geo.2 Trombone (Figure 5.37), and the new geometry will
be referred to as Geo.3 Trombone. We note that the slide of the trombone (which includes
the first bend) is in front of the bell regardless of the playing position. To deal with this,
a volume outlining the first bend was constructed in GMSH such that a gap was created
between the exterior of the bend and the volume that the bell opens into22.
Figure 5.38: Computational domain for the trumpet and trombone shown in Figures 5.36
and 5.37 where the bends are included. Left: Geo.4 Trumpet. Right: Geo.3 Trombone.
Table 5.5: Properties of the computational domains shown in Figure 5.38 with the corre-
sponding number of elements, minimum radius of the inscribed sphere (rmin), and memory
required.
Geometry Bore Shape Number of Cells rmin Memory
Geo.3 Trumpet MSM 1,317,219 26.7 µm 1.75 GB
Geo.4 Trumpet MSM+1 Bend 1,898,949 55.4 µm 2.51 GB
Geo.2 Trombone MSM 2,234,905 51.2 µm 2.97 GB
Geo.3 Trombone MSM+2 Bends 4,064,662 13.5 µm 5.40 GB
Both the trumpet and trombone domains can be seen in Figure 5.38 and information
for each mesh can be found in Table 5.5 (the Geo.3 Trumpet and Geo.2 Trombone information
22 This basically can be thought of as creating a trombone wall with a certain thickness that is filled
with empty space.
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is also reported for comparative purposes). At the mouthpiece boundary, the musical note
simulated on Geo.4 Trumpet and Geo.3 Trombone was the B
b
3 played at f
23.
5.6.4 Simulation Results on the Entire Instrument Shape
For both the trumpet and trombone, the numerical solutions were sampled both before and
after the bend positions. Recall that at the mouthpiece boundary, the waveform generated
represents a steady Bb3. As the disturbance propagates through the computational instru-
ments, reflections will occur as the radius of the bore changes. Moreover, the majority
of the lower harmonic components will reflect throughout the bell region and travel back
toward the mouthpiece. These backward moving waves will interact with the forward ones
and produce a ‘new’ steady state solution. Therefore, we will compare and discuss the
numerical results before the initial reflections occur at the flare.
Figure 5.39: Computed pressure (left) and corresponding frequency spectra (right) when
simulating the loudly played Bb3 on Geo.4 Trumpet before entering and after exiting the bend.
The numerical solution obtained on Geo.3 Trombone entering and exiting the first and
second trombone bend is shown in Figures 5.40 and 5.41, respectively. We observe little
difference between the computed pressure before and after travelling through bend 1. Any
variation between the computed spectra is seen where the SPL has dropped by 45+ dB.
Now comparing the numerical solution entering and exiting bend 2, we observe even less
23 Note the Bb3 trombone note considered in this section has a dynamic level of f, not ff as in Section
5.5. This is because we wanted to examine a note where shocks were not produced. The ff Bb3 trombone
note will be examined in after in Section 5.6.5.
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Figure 5.40: Computed pressure (left) and corresponding frequency spectra (right) when
simulating the loudly played Bb3 on Geo.3 Trombone before entering and after exiting Bend
1.
Figure 5.41: Computed pressure (left) and corresponding frequency spectra (right) when
simulating the loudly played Bb3 on Geo.3 Trombone before entering and after exiting Bend
2.
variation between the wave profile in both the time-domain and frequency-domain. The
most noticeable difference is observed in the SPLs for spectral components in-between 4000
Hz - 5000 Hz. However, the amplitude values corresponding to these frequencies is down
by least 35+ dB and therefore, has little influence.
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5.6.5 Further Discussion About the Bends
To verify that the bends do not greatly influence the wave propagation after travelling
through the entire instruments (and hence, the numerical solution outside the bell), we
now compare the numerical results against the experimental data at Mic Outside-Bell. First,
we will review the f Bb3 trumpet note depicted in Figure 5.42.
Figure 5.42: Comparison between the experimental data with the computed pressure (left)
and corresponding frequency spectra (right) when simulating the loudly played Bb3 on
Geo.3 Trumpet and Geo.4 Trumpet.
Overall, we found that both computational trumpets produce similar solution curves.
In particular, the spectral components in-between 900 Hz - 2800 Hz are the same and align
well with the experimental SPLs. For frequencies above 2800 Hz, the Geo.3 Trumpet solu-
tion better agrees with the experiment. The Geo.4 Trumpet output has the same harmonic
distribution for the frequencies in this range, yet are slightly lower in amplitude compared
to the Geo.3 Trumpet spectrum.
We also simulated the Bb4 played at f on Geo.3 Trumpet and Geo.4 Trumpet out of curiosity
to determine if the numerical results for a higher pitch would better match. The corre-
sponding outputs were sampled at Mic Outside-Bell and can be found in Figure 5.43. We do
indeed observe better agreement between the numerical solutions for the Bb4. For instance,
the SPLs corresponding to f1− f4 match, and although there is a slight variation between
the amplitudes of the higher components, this difference is much smaller compared to the
Bb3 solutions.
For the trombone, the Bb3 trombone note played at ff was simulated on Geo.2 Trombone
and Geo.3 Trombone. The solutions sampled at Mic Outside-Bell are plotted against the exper-
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Figure 5.43: Comparison between the experimental data with the computed pressure (left)
and corresponding frequency spectra (right) when simulating the loudly played Bb4 on
Geo.3 Trumpet and Geo.4 Trumpet.
Figure 5.44: Comparison between the experimental data with the computed pressure (left)
and corresponding frequency spectra (right) when simulating the loudly played Bb3 on
Geo.2 Trombone and Geo.3 Trombone.
imental data in Figure 5.44. Compared to the trumpet, we observe even less deviations
between the trombone solutions. For both computed pressures, before the main peak we
see the presence of Gibbs type oscillations in the wave profiles. Again, this is due to the
production of computational shock waves. In addition, it appears that the Geo.3 Trombone
shock is slightly stronger due to the sharper change in pressure after t = 0.0005 s.
In conclusion, as demonstrated in the 2D numerical study presented in [184], we found
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that modelling the trumpet and trombone bends does not greatly influence the numerical
solutions. Therefore, it does not seem worthwhile to incorporate them into the compu-
tational instruments’ geometry24. Furthermore, including the trombone bends requires
considerably more mesh cells and is not worth the computational expense. To run the Bb3
simulation on Geo.3 Trombone took 52 days, whereas the Geo.2 Trombone simulation finished
in six and a half days.
5.7 Axisymmetric versus 3D Simulations
Simplifying a 3D problem of modelling sound propagation in a musical instrument is fre-
quently done by exploiting the symmetry and reducing the problem to 2D or even 1D.
Previously in [184], we considered a 2D model and examined the consequences of neglect-
ing the third spatial dimension since the spreading of waves in 2D and 3D differs. We
calculated that the 2D - 3D dimensionality difference (which we call the dimension factor)
in our results would be approximately 14 dB. We arrived at this value by assuming that the
axial pressure in both 2D and 3D is a good measure of the total energy leaving the bell25.
After taking this amplitude difference into account, we obtained a good match between
the experimental and numerical data for the frequency components that are transmitted
from the trumpet bell. The lower spectrum of the musical notes however did not align
well with our experimental data. We suspected from our results that the bell could not be
approximated in 2D since the pressure amplitude spreads proportionally as 1√
r
, whereas in
3D, the amplitude varies as 1
r
.
Thus, the 2D model was expanded to the full 3D problem. The results of our numerical
study demonstrated that all three spatial dimensions are crucial to ensure the reflections
from the bell region are properly modelled [185]. This is supported by recent work done
by Harrison [89]26. To illustrate the drastic difference between modelling a trumpet using
a 2D and 3D model, as well as properly modelling the cross-sectional area of the bore, we
include Figure 5.45. This graph represents the progression of the various models we used
to simulate a realistic Bb3 trumpet note played at f. Since the bends do not substantially
influence the wave propagation through the computational instruments, they have radial
24 Furthermore, with respect to the trumpet, we suspect that the valves would be more influential to
the wave propagation than the bends.
25 A full derivation of the dimension factor value can be found in [184].
26 Harrison concluded that the back-scattering from the flare expansion was important to consider so
that interactions between the forward and backward moving waves could be better modelled.
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Figure 5.45: Previous 2D and 3D numerical results obatined for the Bb3 played on the
trumpet at f.
symmetry. So we will now investigate if reducing the 3D problem to a 2D axisymmetric
one is sufficient, and whether there are significant differences between the models.
5.7.1 Known Advantages of Axisymmetric Formulations
The main advantage of axisymmetric simulations is the reduction in computing time and
required memory. Exploiting such symmetry means that the five equations in the Euler
system describing the motion for an inviscid compressible fluid reduces to four equations,
and the 3D domain is simplified to a 2D one. The reduction of one spatial dimension allows
us to create finer meshes and improve the solution’s resolution. Conversely, the required
number of elements is reduced by several orders of magnitude for the same resolution.
This might be of importance for GPU computing where memory is limited (which was the
bottleneck we encountered for the trombone).
While the 3D and axisymmetric equations of motion are the same from an analytical
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point of view, simulation results may slightly differ due to the presence of numerical ar-
tifacts. For instance, unstructured tetrahedral meshes lack axial symmetry. As a result,
the 3D numerical solution will also lack axial symmetry. This is due to numerical diffusion
which depends on the size and orientation of the tetrahedra in the mesh. For the flows
we are interested in, the differences should be small. A more important numerical artifact
is due to imperfect approximation of the physical domain by a computational one. The
surface of the computational domain in 3D consists of triangular faces of tetrahedra, i.e.,
it is not smooth when straight faced tetrahedral discretization is used. It is well known
that the accuracy of the simulations will then suffer from spurious entropy production at
the vertices and edges of the mesh. The proper way to treat such geometry is to use higher
order mesh elements. But, this does not always work well for complicated geometries and
is difficult to deal with numerically. Axisymmetric simulations do not suffer from this
problem, except possibly at the expansion of the flare [186].
5.7.2 Setup and Discretization of the Conservation Laws
We want to simulate the wave propagation of a musical note through the trumpet and
trombone when a 2D axisymmetric model is used. We will then compare the 2D and 3D
numerical simulations along with the experimental data. For the 3D representations of the
trumpet and trombone, Geo.3 Trumpet and Geo.2 Trombone were used and will be referred to as
Geo Trumpet-3D and Geo Trombone-3D in this Section. For the 2D axisymmetric computational
instruments, the curves used in GMSH to create the 3D geometries (such as those shown
in Figures 5.18 and 5.19) were used. A line was just added along the axis of symmetry
and at the far-field. To avoid confusion, the corresponding axisymmetric meshes will be
denoted by Geo Trumpet-Axi and Geo Trombone-Axi. An image of each mesh is shown in Figure
5.46 and Table 5.6 summarizes the information about each mesh. On each computational
trumpet, the loudly played Bb3 was prescribed at the inlet boundary. For the trombone
geometries, a quieter Bb3 was simulated.
5.7.3 Axisymmetric versus 3D Simulation Results
All numerical solutions were sampled at Mic Outside-Bell. The computed pressure waveforms
obtained on the axisymmetric and 3D domains are shown in Figure 5.47. For both instru-
ments, the numerical curves are very similar. However, the magnitude of the Geo Trumpet-Axi
and Geo Trombone-Axi pressure profiles are slightly larger than the equivalent 3D ones. For
the computational trumpet, this is mainly observed at the main peak and dip, whereas
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Figure 5.46: A picture of the meshes generated in GMSH used in Sections 5.7.2 and 5.7.3.
Top-left: Geo Trumpet-Axi. Top-right: Geo Trumpet-3D. Bottom-left: Geo Trombone-Axi. Bottom-
right: Geo Trombone-3D. Information about the meshes can be found in Table 5.6.
Table 5.6: Names of each computational domain shown in Figure 5.46 for the simulations
discussed in Sections 5.7.2 and 5.7.3. The corresponding number of elements, minimum
inscribed circle or sphere and total memory are reported.
Geometry Number of Cells rmin Memory Required
Geo Trumpet-Axi 743,424 32.8 µm 885 MB
Geo Trumpet-3D 1,317,219 26.7 µm 1.75 GB
GeoTrombone-Axi 935,366 75.4 µm 901MB
GeoTrombone-3D 2,234,905 51.2 µm 2.97 GB
for the trombone, there is consistently a difference of 1 Pa - 2 Pa between the computed
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pressures (except at the beginning and end of the period). Though, the note simulated on
the trombone geometries will suffer slightly more from numerical diffusion, as the dynamic
level of the Bb3 was only mp (the maximum pressure at Mic Outside-Bell is only 14 Pa).
Figure 5.47: Comparison between the computed pressure waveforms of the f Bb3 trumpet
note (left) and mp Bb3 trombone note (right) sampled at Mic Outside-Bell and simulated on
the Geo Axi and Geo 3D geometries.
Figure 5.48 then shows the computed spectra against the measured data. We find that
the axisymmetric simulations align slightly better with the measured notes compared to
the 3D results. For instance, the fundamental frequency obtained on Geo Trumpet-Axi is only
1 dB below the measured value, whereas the 3D value is off by -3 dB. Similarly for the
trombone note, the SPL for f4 obtained on Geo Tromhone-3D underestimates the experimental
SPL by 3 dB, whereas there is no variations between the experimental and Geo Tromhone-Axi
value. More so for the trumpet, the highest frequency components corresponding to the
axisymmetric simulations do not appear to suffer as much from numerical diffusion and
consequently, the deviation from the experiment is not as large. It is harder to make such
a statement for the trombone however, as the higher spectra contains mostly noise.
These differences between the models are small, yet the results clearly indicate that the
straight-sided mesh elements better approximate the complex geometry of the instruments
in 2D rather than 3D. This is especially evident for the trumpet. That being said, making
a true comparison between the models is difficult because mesh generation slightly differs
in 2D and 3D, particularly for local refinement [64]. In conclusion, our results demonstrate
that axisymmetric simulations can offer better resolution for our problem while greatly
reducing runtimes and memory requirements.
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Figure 5.48: Comparison between measured and computed spectra of pressure of the f
Bb3 trumpet note (left) and mp B
b
3 trombone note (right) sampled at Mic Outside-Bell and
simulated on the Geo Axi and Geo 3D geometries.
5.8 Reflection and Transmission Properties
Whether it be simulating a single short duration pulse through a computational instrument,
or generating the pulse repetitively at the inlet, numerically solving pulse reflectometry
problems can be time consuming. This is because the numerical solution needs to return to
the equilibrium state (if a single pulse is being considered), or reach a steady state solution
(if the pulse is being generated repetitively). Otherwise, the true reflective propagation
behaviour of the signal cannot be properly examined.
In Section 5.6, the influence of the bends were analyzed via pulse reflectometry methods.
We conduct a similar numerical investigation to study the effects of the various other brass
instrument components, except using an axisymmetric model. In particular, the flare, the
changes in cross-sectional area, and the mouthpiece cup will be examined by simulating
a short duration pulse down different computational trombone and trumpet geometries.










, if t < 2π
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1.0, otherwise.
This produced a pulse at the entrance of the computational instruments with a duration
of 0.66 ms and an amplitude that is 2% of atmospheric pressure. Better understanding the
behaviour associated with the different regions of the trumpet or trombone can be achieved
in part by finding the reflection and transmission coefficients defined in Section 5.3.2.
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To carry out a thorough comparison between the trumpet and trombone flare expan-
sion only (which includes determining their cutoff frequencies and comparing our findings
with the literature), we modelled the tubing prior to the flares as uniform cylindrical
tubes27. These 2D computational domains will be referred to as Geo.1 Trumpet-Axi and
Geo.1 Trombone-Axi. To establish how the reflective and transmissive properties are influ-
enced by the initial tubing shapes near the mouthpiece-shank, pressure pulse simulations
were also done on Geo.2 Trumpet-Axi, Geo.3 Trumpet-Axi and Geo.2 Trombone-Axi
28.
Table 5.7: Names of each computational domain used in Section 5.8 as well as the corre-
sponding number of elements, minimum radius of the inscribed circle (rmin), and the total
memory required.
Geometry Number of Cells rmin Memory Required
Geo.1 Trumpet-Axi 545,626 73.7 µm 669 MB
Geo.2 Trumpet-Axi 734,808 34.8 µm 868 MB
Geo.3 Trumpet-Axi 743,424 32.8 µm 898 MB
Geo.1 Trombone-Axi 909,955 72.7 µm 899 MB
Geo.2 Trumpet-Axi 935,366 75.4 µm 901 MB
5.8.1 Influence of the Flare and Cross-Sectional Area
In Figure 5.49, the computed acoustic pulses sampled at the inlet of Geo.1 Trumpet-Axi,
Geo.2 Trumpet-Axi and Geo.3 Trumpet-Axi are plotted. All trumpet simulations were run until
τ = 40, which in real time corresponds to 11.66 ms. However, to more easily see the
main reflection sequence, the computed pressure only up to τ = 14 is shown. For the
numerical impulse response curves obtained on Geo.1 Trombone-Axi and Geo.2 Trombone-Axi,
the final simulation time was τ = 80, which corresponds to 23.32 ms. The numerical
trombone solutions are plotted to τ = 25 in Figure 5.50.
The computed trumpet impulse response curves (Figure 5.49) depict significant dif-
ferences when the initial tubing shape is better modelled, i.e., not cylindrical. For in-
stance, the incident unipolar pulses (pi) immediately undergo reflections when simulated
on Geo.2 Trumpet-Axi or Geo.3 Trumpet-Axi, which can be seen between τ ∈ [0.22, 0.6]. This is
much more evident for the trumpet versus the trombone because the radius varies for the
27 The axisymmetric computational geometries used are equivalent to Geo.1 Trumpet and Geo.1 Trombone
28 Recall that Geo.3 Trumpet and Geo.2 Trombone were the most realistic representations of the instruments
with respect to how their cross-sections change and are depicted in Figures 5.16 and 5.17.
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Figure 5.49: Simulated pressure pulse through axisymmetric computational trumpets
Geo.1 Trumpet, Geo.2 Trumpet and Geo.3 Trumpet sampled at the inlet.
initial 24 cm of tubing but only 4.5 cm for the trombone. As the acoustic pulses enter the
trumpet flare, the pressure disturbance undergoes continuous reflection as it travels through
the entire bell. These reflections can be seen near τ = 2.1 for all computational trumpets,
whereas the reflection sequence corresponding to the computational trombones (Figure
5.50) are different. For instance, for Geo.2 Trombone-Axi, the reflection sequence is first ob-
served near τ = 3.9, whereas for Geo.1 Trombone-Axi, it starts at approximately τ = 4.4.
This is because prior to the flare region, as discussed in Section 5.5, there is a small conical
section of tubing29. For all computational instruments, these times align well with the time
required for the reflected pressure pulses (pr) to return to the mouthpiece boundary. For
the Geo.1 Trumpet-Axi simulation, pr mostly vanishes by τ = 4.5 (since the bore prior to the
flare is cylindrical), whereas for the other geometries, it takes much longer (approximately
until τ = 15). Although the Geo.2 Trumpet-Axi and Geo.3 Trumpet-Axi reflection sequences are
similar in character, their differences are indisputable. With respect to the computational
trombone geometries, echos from additional reflections are observed until almost τ = 23.
As expected, the reflection sequence of Geo.2 Trombone-Axi is more complicated compared to
Geo.1 Trombone-Axi, yet it is more segregated relative to Geo.2 Trumpet-Axi or Geo.3 Trumpet-Axi.
In other words, there appear to be distinct echos near τ = 4.4, τ = 10.5, τ = 16.3, τ = 22.1.
These intervals of six, i.e., 1.7 ms, corresponds to the time it would take for the pressure
disturbance to make a round trip from the inlet, to the bell, and back to the inlet. The
trumpet curves in Figure 5.49 also have this feature but due to the length of the trumpet,
29 This is also why the initial dip of the Geo.2 Trombone-Axi reflection sequence is less pronounced relative
to Geo.1 Trombone-Axi.
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it appears more muddled.
Figure 5.50: Simulated pressure pulse through axisymmetric computational trombones
Geo.1 Trombone-Axi and Geo.2 Trombone-Axi sampled at the inlet.
Recall that we denote the frequency content of the incident, reflected and transmitted
portion of the acoustic pulses by Pi, Pr and Pt, respectively. The numerical reflection
coefficient (or the reflected transfer data), R(f) is a representation of the power that
is reflected by the computational flares. The complement of R(f) is the transmission
coefficient (or transmission transfer function), T (f) = 1 − R(f), and corresponds to the
power that is radiated from the bell. Examining these coefficients for the Geo.1 Trumpet-Axi
and Geo.1 Trombone-Axi solutions show the influence only of the flare expansion. At low
frequencies, the sound waves undergo a relatively abrupt acoustic change when travelling
to the bell exit and as a result, are largely reflected out of phase. In this case, R(f) is
approximately equal to one (zero in frequency-space) [58].
The computed R(f) and T (f) for both Geo.1 Trumpet-Axi and Geo.1 Trombone-Axi are de-
picted in Figure 5.51. The position where they cross at -3 dB corresponds to the reduction
of sound power by 50%. For Geo.1 Trumpet-Axi and Geo.1 Trombone-Axi, respectively, this po-
sition is approximately at 900 Hz and 780 Hz. The frequency at which the R(f) have
dropped by -6 dB is near 1050 Hz and 920 Hz for Geo.1 Trumpet-Axi and Geo.1 Trombone-Axi.
The spectral components greater than these values are almost completely transmitted from
the bell. According to the literature, components above 1200 Hz - 1600 Hz mostly prop-
agate directly out of the trumpet flare, whereas for the trombone, it is for frequencies
near 700 Hz - 850 Hz [20], [55], [58], [112], [180]. Our results are therefore in relatively
150
Figure 5.51: Computed reflection and transmission coefficient obtained when simulating a
pressure pulse on Geo.1 Trumpet-Axi and Geo.1 Trombone-Axi.
good agreement with the values reported in the literature30. Furthermore, the transmission
function we calculated for Geo.1 Trombone-Axi displays similar character to the T (f) curve
reported in [55].
5.8.2 Inclusion of the Mouthpiece Cup
The mouthpiece cup of a brass instrument is said to have a vital role in sound generation
[66]. For instance, experiments have been done measuring the impedance peaks for the
trumpet and trombone with and without the mouthpiece being coupled to the instruments.
It has been found that the impedance peaks of the trumpet are much more affected when
the mouthpiece is included compared to the trombone. For the trombone, the mouthpiece
pushes the cutoff frequency from 700 Hz to approximately 850 Hz. Whereas for the trum-
pet, the mouthpiece amplifies the impedance peaks until a maximum is reached near 800
Hz31. However, for the numerical simulations presented in this thesis, the cup was not
incorporated. We justify this for a couple of reasons. Firstly, we are interested in numer-
ically solving a system already in a quasi-steady state, i.e., the input waveform simulated
at the inlet is a representation of a musical note that was recorded once a standing wave
30 It is important to note that the transfer functions depicted in Figure 5.51 correspond specifically to the
Geo.1 Trumpet-Axi and Geo.1 Trombone-Axi geometries, so the values will not be identical to those published
in the literature (since any changes in the cross-sectional area are not modelled for these geometries).
31 In [55] for instance, the maximum impedance peaks for the trumpet were measured to be approxi-
mately 400 MΩ near 800 Hz. For the trombone, the maximum peak was 55 MΩ and corresponded to the
initial peak.
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pattern was achieved. In this case, the contribution of the mouthpiece cup (as well as the
lip coupling) is encoded in the periodic waveform. Secondly, the lips protrude into the
mouthpiece cup effectively reducing its volume [119]32. Thirdly, from a computational per-
spective, incorporating the mouthpiece cup could be problematic due to the rapid change
in radius. In particular, the diameter of the mouthpiece cup is larger than anywhere else
along the bore, excluding the flare33 and is connected to the narrowest region, i.e., the
throat34. It could therefore be challenging to obtain good quality meshes, especially for
the trumpet. For these reasons, we believe our simplification of the instruments’ shape is
adequate.
Despite this, it still may be of benefit to examine how the inclusion of the mouthpiece
cup would change the impulse response curves obtained above. Although we have not come
across such numerical results in the literature, physical experiments measuring the impulse
response curves have been performed and hence, could be compared against analogous
simulations. For instance, Elliott, Bowsher and Watkinson carried out such measurements
on the trombone when the mouthpiece was and was not attached [55]. This was also done
for the trumpet but only when the mouthpiece was not connected, as the authors came
across several challenges related to the physical structure of the trumpet mouthpiece and
throat. They claim for instance that if the particle velocity surpasses a certain limit (which
is highest in the mouthpiece throat), the airflow can become turbulent [55]35. Similar claims
about turbulence in brass instruments have also been made in [20], [47], [86], [159], [167],
[188].
Figure 5.52: A picture of the mouthpiece cup region of the axisymmetric computational
trumpet (left) and trombone (right) produced in GMSH used in Section 5.8.2.
32 For higher pitches and increased dynamic levels, the lips protrude more into the cup. In such situations,
it is possible for the lip opening area to be comparable to that of the mouthpiece throat [47].
33 The effective volume of a standard mouthpiece cup has been reported to be approximately 4.7 ml and
1.2 ml for the trombone and trumpet, respectively [55].
34 For our trombone and trumpet, the throat radius is 0.35 cm and 0.18 cm, respectively.
35 Elliot et al. explain that when the particle velocity is sufficiently large, it results in a resistance,
which at 20 m/s was measured to be 0.3 MΩ and 0.53 MΩ in the throat of the trombone and trumpet,
respectively. To put this into perspective, the magnitude of the standard acoustical impedance is 20 MΩ
[55].
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Table 5.8: Names of each computational domain shown in Figure 5.52 and the correspond-
ing number of elements, minimum inscribed circle (rmin) and total memory required.
Geometry Number of Cells rmin Memory Required
Geo.3 Trumpet-Axi-Cup 1,335,436 33.0 µm 1.28 GB
Geo.2 Trombone-Axi-Cup 937,431 75.1 µm 901 MB
Geo.3 Trumpet-Axi-Cup and Geo.2 Trombone-Axi-Cup refer to the additional computational in-
struments constructed which incorporate the cups to Geo.3 Trumpet-Axi and Geo.2 Trombone-Axi.
A close up near the shank is shown in Figure 5.52. Although we were able to generate
good quality meshes for both the computational instruments, to my surprise, when I at-
tempted to simulate an acoustic pulse through Geo.3 Trumpet-Axi and Geo.2 Trombone-Axi, a
physical solution was only obtained for the trombone. Regardless of how we constructed
the mesh, or how the impulse was generated, i.e., as an inflow boundary condition on
pressure or as a source term36, it always resulted in a nonphysical solution (i.e., the code
crashed). Hypothetically speaking, if the claims in [55] about turbulent flow developing in
the mouthpiece throat are true, then it make sense that our simulation would crash since
we do not incorporate turbulence. Although this is only speculation, it seems to provide
some sort of merit to such claims made in [20], [47], [55], [86], [159], [167], [188].
Figure 5.53: Simulated pressure pulse through axisymmetric computational trombones
Geo.1 Trombone-Axi-Cup and Geo.2 Trombone-Axi-Cup at the inlet.
Nonetheless, the simulation result acquired on Geo.2 Trombone-Axi-Cup appeared to be
a reasonable solution that eventually settled back to the equilibrium state. The final
36 See Section 6.4.1 for a full discussion on the source term.
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simulation time was τ = 80 or, 23.32 ms. The computed impulse response up until 0.12
ms can be seen in Figure 5.53. We found that when the cup was included in the trombone
geometry, the numerical solution took much longer to reach the initial state, which is of
course due to the additional reflections occurring near the mouthpiece cup. We also found
that the cup greatly increases the amplitude of pi and also, lengthens the duration of the
pulse. This seems reasonable because from the literature, we know that connecting the
mouthpiece to the bore shifts the impedance peaks.
5.8.3 Reflectometry Results and Comparison with the Literature
For comparative purposes, Pi and Pr for all six computational instruments are plotted in
Figure 5.54. In addition, the numerical transfer functions, i.e., the ratio between Pt and
Pi, were calculated and are shown in Figure 5.55. The most obvious difference between
the transfer functions is that for Geo.1 Trumpet-Axi and Geo.1 Trombone-Axi, the curves are flat
in the lower frequency range. All other geometries have little spikes or peaks in the same
range, which are a consequence to the changes in cross-sectional area near the inlet, and
before the trombone flare. For Geo.2 Trombone-Axi-Cup, the spikes do not completely die off
near 1000 Hz compared to the other numerical results but rather, become less pronounced
as the frequency increases. In addition, the transfer function is shifted downward relative
to the other trombone results.
As mentioned, one of the main reasons for running the simulations discussed in Sec-
tions 5.8.1 and 5.8.2 was that we found equivalent experiments published in the literature,
e.g., [55], [179], [180]. This provided an opportunity to verify whether our numerical sim-
ulations were producing reasonable results. For instance, Pi curves found in [179]37 for
the trombone (where the mouthpiece was not included) are qualitatively similar to our
computed Pi output when a pulse was simulated on Geo.2 Trombone-Axi (Figure 5.54). In
addition, measurements of PtPi for both the trumpet and trombone can be found in [55]
(when the backbore of the mouthpieces were sealed off), which would be equivalent to
the Geo.3 Trumpet-Axi and Geo.2 Trombone-Axi geometries. Our computed transfer functions in
Figure 5.55 also display similar behaviour to the results shown in [55]. For instance, both
our pressure transfer functions and the measurements of Elliott’s et al. display spikes for
frequencies up to 1000 Hz (more precisely, around 1000 Hz for the trumpet and 850 Hz for
the trombone) and then begin to die away38. Impulse response curves for the trombone
37 Pulses of roughly 1% - 2% of atmospheric pressure were generated where the duration of the pulses
were approximately 0.008s [179].
38 The authors do not present the pressure transfer functions when the mouthpieces are coupled to the
bore.
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Figure 5.54: Computed Pi and Pr curves obtained from simulating a pressure
pulse on Geo.1 Trombone-Axi, Geo.2 Trombone-Axi, Geo.2 Trombone-Axi-Cup and Geo.1 Trumpet-Axi,
Geo.2 Trumpet-Axi, Geo.3 Trumpet-Axi discussed in Sections 5.8.1 and 5.8.2.
reported in [55]39 also resemble our Geo.2 Trombone-Axi-Cup results found in Figure 5.53. The
authors also found that the addition of the mouthpiece cup greatly increases the pressure
values and produces a longer reflection sequence that dies away roughly 200 ms later. In
conclusion, these experiments give us some confidence that the chosen model and numer-
ical method used to describe the sound propagation through the computational trumpet
and trombone (at the very least) are qualitatively producing reasonable outputs.
39 The authors also applied an inverse Fourier transform on their measured impedance curves to obtain
the impulse response curves in the time-domain.
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Figure 5.55: Computed PiPr function simulated pressure pulse obtained on Geo.1 Trombone-Axi,
Geo.2 Trombone-Axi, Geo.2 Trombone-Axi-Cup (top) and Geo.1 Trumpet-Axi, Geo.2 Trumpet-Axi,
Geo.3 Trumpet-Axi (bottom) discussed in Sections 5.8.1 and 5.8.2.
5.9 Numerical Verification of Spectral Enrichment
As discussed in [161], the bore of the instrument is the main factor to influence the timbre
of a musical note. But, musicians can also control the level of brassiness by adjusting their
embouchure and manipulating their lip tension, the angle of the instrument and hence,
the angle that the lips couple to the bore. Experiments from [161] demonstrate that this
gives the player the ability to adjust the rate of pressure that enters the instrument but
without necessarily changing the maximum/minimum amplitude of the waveform. As a
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consequence, the pressure wave will undergo a greater degree of wave steepening and thus,
spectral enrichment. However, a wave can only steepen so much at certain playing levels.
So even if a player can produce a ‘brassier’ p note for instance, this does not necessarily
mean that a shock wave will be produced.
Upon analyzing the sound pressure measurements for various notes in Chapter 2, we
were able to verify that increasing the playing level results in a brassier timbre. The
literature states this is due to exciting the higher spectral components by ‘the shifting
the energy’ from the lower to higher frequencies [38], [99]. Experimentally, this is very
difficult to observe due to the nature of sound production in musical instruments [1]. Even
if one musician is used for all experimental trials, exactly reproducing a note at the exact
same volume is improbable [171], [190]. For this reason, we numerically investigate the
outcomes due to spectral enrichment and how the harmonic distribution of a musical note
is influenced.
5.9.1 Setup of Spectral Enrichment Simulations
The pressure waveform of a Bb3 played at f was prescribed at the inlet boundary for both
Geo.3 Trumpet-3D and Geo.2 Trombone-3D as usual
40. An additional simulation was run where
the same musical note was considered but with only 10% of the original amplitude level.
This ensured that the pressure amplitude would be sufficiently small so that the wave would
not undergo steepening. Once the second numerical solution was obtained, the output was
multiplied by ten, evaluated and then compared with the first simulation. We are not
concerned here with how well the computed pressures sampled outside the bell matches
the experimental data but rather, we are focused on the variation between the solutions
for each instrument. For convenience, the simulations with the original pressure amplitude
will be referred to as the nonlinear simulation or nonlinear note. The simulations that
consider only 10% of the pressure level at the inlet will be called the linear simulation or
linear note. Recall that the Bb3 trumpet note did not generate any shocks within the tubing
but the Bb3 trombone note did.
5.9.2 Results Obtained for Spectral Enrichment Simulations
Reviewing the trumpet results (left of Figure 5.56), we observe a 3 dB difference in the SPLs
between the linear and nonlinear simulations for components f1, f2 and f3. Due to their
40 These notes were previously used for numerical simulations discussed in Sections 5.5, 5.6, and 5.7 and
the information for each of these computational instruments can be found in Table 5.3.
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wavelengths, the majority of the sound energy is not transmitted from the bell. The f4, f5,
f6 and f7 components match between the two numerical results. These frequencies are able
to propagate further into the bell with little reflection, whereas the spectral components
above this radiate from the flare without significant, if any, reflections. For the transmitted
harmonics, we notice that the linear spectral curve quickly drops off in SPL compared to
the nonlinear result. Thus, the consequences due to wave steepening are quite distinct.
In particular, we clearly observe an emphasis toward the higher spectrum, which is how
spectral enrichment is characterized in the literature (e.g., [20], [38], [167], [159], [99]).
Figure 5.56: Comparison between measured and computed linear and nonlinear frequency
spectra of the loudly played Bb3 trumpet (left) and trombone (right) notes simulated on
Geo.3 Trumpet-3D and Geo.2 Trombone-3D (and discussed in Section 5.9).
Examining the trombone outcomes (right of Figure 5.56), we found that the SPLs
below the cutoff frequency of the flare, i.e., f1 and f2, are equal. For f3, f4 and f5, the
linear result is approximately 6 dB lower than the nonlinear spectrum and then quickly
drops off in amplitude (whereas the nonlinear spectrum remains relatively flat). Although
the trombone outputs are similar to the trumpet’s (in the sense that the linear solution
decreases faster in SPL compared to the nonlinear result), the lowest spectral trombone
components are equal41. The exact reason for this is a little unclear but we believe it
illustrates the difference between the strength of nonlinear effects. In other words, our
results demonstrate how the harmonic distribution of a sound wave is influenced when the
41 There does not appear to be a redistribution of the energy content but rather, just further emphasis
on the radiated components.
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nonlinear behaviour leads to wave steepening, compared to when it is strong enough to
form shock waves.
Figure 5.57: Spectral-difference curves between numerical linear and nonlinear outputs
simulated on Geo.3 Trumpet-3D and Geo.2 Trombone-3D shown in Figure 5.56.
The difference between the linear and nonlinear numerical spectral outputs have been
calculated and plotted for both the trumpet and trombone in Figure 5.57. Both spectral-
difference curves show similar behaviour, but overall, the difference between the linear and
nonlinear trombone outputs is larger than that of the trumpet. This numerical evidence
gives further merit to the hypotheses discussed in Section 2.3.1 regarding the consequences
of wave steepening and the production of shock waves. To our knowledge, similar numerical
experiments have not been previously published.
5.10 Summary of Findings
In this chapter, several numerical investigations have been reviewed. Their purpose was to
explore which aspects are most important to reproduce the timbre of a musical tone pro-
duced on a trumpet or trombone. In particular, our findings have indicated the following:
i. The computational domain behind the flare of the instrument does not need to be
included for our purposes. We also determined that modelling the space directly in
front of the bell as a cylinder minimizes the number of mesh elements while preserving
the mesh quality.
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ii. In this chapter and Chapter 2, we examined experimental, theoretical, and numerical
evidence regarding the production of shock waves in the trumpet and trombone. At
least for loudly played Bb3 notes that we measured in the lab, shock waves were
produced in the trombone but not in the trumpet. Numerical simulations confirmed
this and also agreed with the theoretical approximation of xs for the trombone.
iii. We numerically determined the cutoff frequency of the constructed computational
trumpet and trombone flares. We found that our results agreed well with the ranges
published in the literature and we interpret this to mean that the geometry is suffi-
ciently modelled.
iv. The initial tubing near the mouthpiece-shank needs to be accurately modelled. In
addition, properly modelling this section of the instrument is more important than
including the bends or mouthpiece cup.
v. A 2D axisymmetric model is a reasonable simplification to make and slightly improves
the numerical simulations (as the 2D computational domain better approximates the
physical 3D domain).
vi. Numerical pulse reflectometry tests produced qualitatively similar outputs to equiv-
alent physical experiments previously published in the literature. This served as a
good verification test to see if our simulations were producing reasonable results.
vii. The consequences due to spectral enrichment were examined numerically thereby




Examination of Boundary Conditions
For all the simulations presented in Chapter 5, sound waves were introduced into the
computational domain by prescribing an inflow boundary condition. In this chapter, we
will review the choices made in Section 5.3 and examine how reasonable our assumptions
were. For the remaining numerical simulations that will be discussed in this thesis, the
axisymmetric model will be used. Hence, the simulations will be run on either Geo.3 Trumpet
or Geo.2 Trombone shown in Figure 5.46. The information about these 2D computational
instruments can be found in Table 5.6.
6.1 Inlet Boundary Condition
One approach to define the inflow boundary condition is to prescribe it with respect to
acoustic pressure. This would allow us to use the experimental data, pexp (from Chapter 2)
as an input for the simulations. The density can then be related to pexp using the adiabatic
relation. However, properly prescribing the velocity is not so easy.
In an ideal situation, the acoustic velocity would have been measured simultaneously
along with the pressure at the mouthpiece-shank. Unfortunately, almost no such data
exists due to the technical difficulty involved in carrying out such an experiment. The
only studies we found with such data were in [47] and [54]. In [54], Elliot and Browsher
used hot-wire anemometry to measure the particle velocity in the mouthpiece throat of the
trumpet and trombone for notes played around mf - f 1. The issue with hot-wires is that
1 This method uses a very thin wire (usually around 5µm) where each end is connected to an electric
device via a needle. The device supplies a heating current to a sensor that is convectively cooled as the
air passes it. In taking temperature measurements, the speed of the airflow can be obtained [54].
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they are very fragile, can be difficult to calibrate and ultimately, their presence influences
the flow as the wire and sensor would be placed in the center of the tube. Elliot et al
also measured pressure along with velocity and found that regardless of the octave, both
displayed very similar behaviour. The authors concluded that “the same mechanisms must
be at work in the various frequency ranges in each case” [54]. Cullen instead used laser
Doppler anemometry (LDA), which has better resolution, is less intrusive and is generally
more accurate2. However, the best results were obtained for notes where the SPL was
around 105 dB - 140 dB. Cullen found however that the velocity profiles were rather noisy,
even after applying filters3 and attributed this to turbulence. For this thesis, accurate
velocity measurements could not be obtained with the available equipment. The velocity
therefore needs to be approximated and written as a function of pexp.
6.1.1 Bernoulli’s Equation
The standard approach taken in the literature to describe the pressure-velocity relationship
is by using Bernoulli’s equation (e.g., [1], [31], [47], [69], [168], [171]), which at any arbitrary







where u is the fluid flow speed, g is the acceleration due to gravity, h is the height above a
reference plane, p is pressure, and ρ is the density of the fluid. Relating the flow properties
to the pressure in this manner assumes the flow through the lips is incompressible, fric-
tionless and quasi-stationary [47]. The justification in the literature for this choice is that
when a musician is producing a note, the lungs serve as a source of constant pressure. It
is then argued that the alternating flow through the lip opening produces a time varying
Bernoulli pressure that forces the lips to move. Additionally, it is assumed that the flow
depends on the area of the lip opening, but not the lip speed, and is time independent.






2 The idea behind LDA is utilizing the Doppler shift of a laser beam to measure the velocity. In
particular, if a particle crosses the path of the laser, it scatters the light with a frequency shift that is
measured. The velocity of the particle can then be determined from the Doppler shift of the frequency of
the laser beam [47].
3 The author stated this was due to “the turbulent intensity tended to increase with the velocity of the
air flow” [47].
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where ` is the length of the lip opening and h is the height (i.e., how much the lips separate).






and the inflow boundary condition is
U =













However, compressibility effects cannot be neglected, especially in this region. For the
trumpet in particular, the shape of the tubing from the mouthpiece cup to the mouthpiece-
shank is a converging-diverging channel (also known as a Ventari-nozzle). This means the
Mach number will increase as the flow travels toward the throat. Some researchers claim
that the flow even becomes turbulent in this region4, e.g., [20], [47], [55], [86], [159], [167].
Recently, Giordano published a thorough analysis investigating when it is appropriate to
use Bernoulli’s equation to relate the pressure and velocity flow. From his experimental
and numerical work [83], he concluded that this relationship “fails significantly” in most
situations such as during much of the lip oscillation cycle. The only situation where
Giordano found Bernoulli’s equation to be reasonably accurate was when the lips were
fully open, and this only accounts for a small portion of the oscillation period.
6.1.2 Planar Relationship
Due to the findings in [83], a more qualitatively accurate way to relate pressure and velocity
near the entrance of the instrument is required. We know from the experimental data
published in [54] that the pressure and velocity waveform profiles should be similar in
shape. Since the majority of the bore before the flare is cylindrical, the flow will mainly be
4 The author of [47] states that the jet of air travels into the bore expanding and creating a turbulent
flow where the turbulent dissipation of kinetic energy implies that there is no pressure recovery across the
turbulent region. However, further down the mouthpiece, they assume the velocity is uniform throughout
the entire cross-section of the bore.
163
in the horizontal direction. As discussed in Chapter 5, for a 1D planar wave p = p0 +ρ0c0u.





This approximation has also been used in the literature (e.g., [24], [111], [184], [188]) and
gives the inflow boundary condition (5.10). However, this too is an idealization of the
pressure-velocity relationship, but at least reproduces pexp at the mouthpiece boundary.
6.1.3 Riemann Invariants
Since we are solving the Euler equations, the inflow condition could be prescribed with
respect to characteristic curves, which has also been considered in the literature (e.g.,
[90]). This approximation relies on the flow being homentropic, i.e., the entropy, denoted
by S, is spatially uniform and S = S0. In such a case,
p = kργ, (6.5)
where k = κe
S0
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The easiest way to construct characteristic curves for this system is to write (6.6) and (6.7)































The functions defined by
R±(u, c) = u±
2c
γ − 1
are called the Riemann invariants of the system and are constant on the two sets of





In our case, the type of flow we are considering at the inlet is subsonic,7 and to obtain
the Riemann invariant boundary condition (RIBC), we consider the computational domain
depicted in Figure 6.1. The inner portion of the computational domain (i.e., the right hand
side) is referred to as the interior state, denoted by I. Outside the computational domain
is the physical state, denoted by O. The Riemann invariant R− corresponds to I, and
R+ corresponds to O. The interior, exterior, and interface of these two states must be
physically consistent for the wave propagation to transport information in-between I and
O to achieve a steady state. Thus, to evaluate the flux at a boundary, information within
I combines with the problem’s physical constraints.
The primitive variables are the pressure (p), density (ρ), and velocity (u)8. The variables
within the interior state will be denoted with subscript i; whereas at the boundary, the
variables will have the subscript b. Within the computational instrument, pi, ρi and ui will
be determined from the PDE system. At the boundary, we have that pb = pexp, which also
gives ρb. However, ub is unknown.
The two families of characteristic curves physically represent left and right moving
waves. At the inlet where the flow is subsonic, the waves travelling at u and (u + c) are
5 See Appendix D.6 for a complete derivation.
6 Given an initial value problem, for the solution to be well-defined, a single C+ and C− characteristic
must pass through each point in the domain of the solution. The values of u and ρ at each point can then
be determined from the initial values of R± on each characteristic.
7 This implies that the C− characteristic has a negative slope and information from inside the domain
reaches the boundary along C−. So, no boundary condition associated with C− can be fixed arbitrarily. A
subsonic outlet boundary condition also has the C− characteristic with a negative slope implying one BC
would be fixed [164].
8 At the mouthpiece boundary, we are really only have u since v = w = 0 in our situation.
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Figure 6.1: Interface of computational boundary to derived the RIBC.
entering the interior, but the wave travelling at (u− c) is not, as illustrated in Figure 5.1.









ub = ui +
2
γ − 1











Hence, the flow is entering the bore, C0, and C+ are travelling into the tube, whereas C− is
propagating out, i.e.,

















For the outflow, C0 and C+ travel in the reverse direction, i.e., there is an outflow from the
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mouthpiece boundary. In this case, we have















However, a slight modification can be made so that the physical state is more consistent
with the acoustics. In particular, instead of setting ~ub = ~ui at the mouthpiece boundary
itself, we set ~ub = ~0. This choice is more aligned with previous findings such as the
measured velocity profiles from [47] and [54], which are always positive. Physically, this
makes sense because when a musician produces a steady note, the airflow is consistently
moving from the lungs, into the mouthpiece and then, into the bore of the instrument.
When a player takes a breath, the coupling of the lips with the instrument is momentarily
broken9. In addition, it has been argued by some (e.g., [16], [90]) that the coupling between
the backward and forward propagating nonlinear waves are weak, and the forward moving
waves are most important. In particular, Bednarik states in [16], that “the relative weakness
of the nonlinear processes allows us to suppose that wave profiles of the counter-propagating
waves vary slowly with time and propagation distance.” The ghost state for the RIBC can

















6.2 Numerical Test Case Using the Different BCs
To compare the different boundary conditions used in the literature, we simulated a loudly
played Bb3 on Geo.3 Trumpet and Geo.2 Trombone using the inflow conditions (6.4), (5.10) and
(6.9). The numerical results were sampled at Mic Outside-Bell and plotted against the exper-
imental data (Figures 6.2 and 6.3). When prescribing (6.4), i.e., the BC with Bernoulli’s
9 Air would only travel back into the mouth if the player took a breath through the instrument, which
is not how one breathes when playing a brass instrument.
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equation, we obtained the most deviation between the numerical and experimental data
(which is in agreement with [83]). We see from comparing the results in the time-domain
(Figure 6.3), that the numerical pressure amplitude is severely underestimated for both
instruments, especially the computational trombone. This implies that the effects due to
spectral enrichment will not be well modelled, as clearly seen in the spectral curves (Figure
6.2).
Figure 6.2: A comparison between the experimental and numerical spectra for the loudly
played Bb3 on the trumpet (left) and trombone (right) when the different boundary condi-
tions were used.
Figure 6.3: A comparison between the experimental and numerical pressure waveforms
for the loudly played Bb3 on the trumpet (left) and trombone (right) when the different
boundary conditions were used.
When using either the planar relationship (5.10) or the Riemann invariants (6.9) to de-
fine the inflow boundary conditions, the wave propagation was better modelled in Geo.3 Trumpet
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and Geo.2 Trombone. Furthermore, both boundary conditions produced relatively similar re-
sults. For instance, for the spectral components less that 3000 Hz and 1500 Hz for the
computational trumpet and trombone, respectively, the SPLs closely align (Figure 6.2). For
Geo.3 Trumpet however, we notice there is less deviation from the measured spectrum when
the RIBC was used. For the higher harmonic components, (5.10) yields a good match with
the experimental spectrum corresponding to the Bb3 trombone note. However, in-between
1500 Hz - 3000 Hz, the simulation underestimates the experimental SPLs. When (5.10)
was used for the computational trumpet, the SPLs for frequencies in-between 3500 Hz -
5000 Hz were also underestimated. Conversely, when prescribing (6.9) on Geo.2 Trombone,
the computed spectrum matches the experiment for frequencies 1500 Hz - 2500 Hz. Above
this however, the numerical result overestimates the experimental spectrum. For the com-
putational trumpet, the RIBCs also overestimates the SPLs for components greater than
3300 Hz, where the deviation increases slightly with frequency.
Figure 6.4: Relative difference in SPL between measured and simulated Bb3 notes shown in
Figure 6.2 sampled at Mic Outside-Bell for the trumpet (left) and trombone (right).
The relative difference between the experimental spectrum and numerical solutions are
plotted in Figure 6.4. We observe that (5.10), i.e., the planar BC, best models the Bb3 notes,
especially when played on the trombone. The RIBC, i.e., (6.9), seems to be best suited for
the computational trumpet. This seems reasonable, as the initial tubing geometry of the
trumpet is more complex than the trombone.
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6.3 Numerical Simulations of Realistic Musical Notes
In Section 6.2, simulations of the loudly played Bb3 were run on the computational trumpet
and trombone to compare the validity of the different inflow boundary conditions. Between
the three boundary conditions that were tested, the numerical simulations matched the
experimental data most when the planar relationship between pressure and velocity was
used. Although this locally assumes linearity, everywhere else in the computational domain,
the pressure and velocity were determined by the PDE system. Some have suggested in
the literature that this is a reasonable approximation [110], [141], [179].
Figure 6.5: A comparison between the experimental and computed pressure for the B5 and
F5 played at p and mp on Geo.3 Trumpet when the planar inflow boundary condition was
used.
To further test the robustness of this boundary condition, several other musical notes
were simulated on Geo.3 Trumpet and Geo.2 Trombone and then compared against the mea-
sured data at Mic Outside-Bell. On Geo.3 Trumpet for instance, a B5 and F5 played at p and
mp, respectively, were considered. As displayed in Figure 6.5, we obtained that the mea-
sured and computed pressure in the time-domain aligns reasonably well. Although losses
were not modelled, we do not observe detrimental discrepancies between the measured and
simulated pressure amplitudes. To test if this also holds true for the computational trom-
bone, a Bb3 played at mp was simulated on Geo.2 Trombone. The computed and measured
spectral curves for these quiet trumpet and trombone notes are plotted in Figures 6.6 and
6.7. For the mp trombone note, the SPLs corresponding to f1−f6 (i.e., less than 1500 Hz)
match the experimental data10. For the mp F5 trumpet note, with the exception of a slight
10 These components are most important since the higher harmonics appear to contain mostly noise.
We therefore dismiss this portion of the spectrum.
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Figure 6.6: A comparison between the experimental and computed frequency spectra of
the B5 played at p (top-left), F5 played at mp (top-right), B
b
3 played at f (bottom-left) and
Bb4 played at f (bottom-right) simulated on Geo.3 Trumpet when the planar inflow boundary
condition was used.
deviation in the SPL associated with f4, all numerical components match the experimental
SPLs. As for the B5 trumpet note at p, the f1 and f2 frequencies (i.e., less than 2000
Hz) match the measured spectrum. For tones of this playing dynamic, recall that only the
first couple harmonics characterize the timbre [37]. Thus for both instruments, the timbre
associated with p or mp notes is well modelled.
To evaluate whether brassy timbres could be reproduced, several f notes were also
simulated on Geo.3 Trumpet and Geo.2 Trombone. The computed spectra are again plotted
against the experimental spectral curves (Figures 6.6 and 6.7). For both the trumpet and
trombone, the Bb3 and B
b
4 played at f were considered. For the computational trombone,
these simulated notes match the measured data exceptionally well for all frequencies below
2800 Hz. A lower, louder pitch, the F b3 played at ff, was also simulated on Geo.2 Trombone.
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Figure 6.7: A comparison between the experimental and computed frequency spectra of
the Bb3 played at mp (top-left), B
b
4 played at f (top-right), B
b
3 played at f (bottom-left)
and F3 played at ff (bottom-right) simulated on Geo.2 Trombone when the planar inflow
boundary condition was used.
In this case, we obtained even better results for frequencies up to 4000 Hz. With respect
to the f trumpet notes, we obtained reasonable qualitative agreement with the experiment
for SPLs in-between 900 Hz - 3200 Hz, and greater than 5000 Hz. However, for the Bb4,
f1 was overestimated by 6 dB. This frequency corresponds to the f2 for the B
b
3, which was
also 6 dB too high (the f3 of the B
b
3 spectrum was also off by +2 dB). However, for both
trumpet notes, harmonics approximately in-between 3200 Hz - 5000 Hz are underestimated
by the model.
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6.4 The Relationship Between Pressure and Velocity
All simulations thus far have been based on a homogeneous system which introduces sound
into the computational instrument via an inflow boundary condition (where p = p(u)).
However, once the reflected waves from the bell travel back to the mouthpiece boundary,
a new steady state will form. This will influence the other pressure fields and ultimately,
alter the numerical solution. In a real brass instrument, the sound pressure waveform
that forms within the instrument is a result of a volume velocity source, i.e., the pressure
measured within an instrument is the result of the acoustic velocity. Thus, another way to
generate a sound field is by defining a source term at the entrance of the bore.
Mathematically, sound sources correspond to the right hand side of the equations of
motion being nonzero. This implies that conservation does not hold, e.g., mass is injected
into the system11 or a force is exerted on the acoustic material12. The mass source and
exerted force will be denoted as Q(t) and F (t), respectively. The creation of mass per unit
volume is associated with the continuity equation, and when a sound field is driven by the
volume occupied by the injected mass, it takes work. Hence, a term on the right hand side
of the energy equation is needed if a mass source is to be considered. In particular, the
rate of change of energy will correspond to the rate at which the product of atmospheric
pressure and volume changes. This means that the right hand side of the energy equation
would be the product of atmospheric pressure and Q(t)13. Comparatively, the force F (t)
is associated with the momentum equation, and if a force is put upon a fluid, a pressure
dipole wave is generated.
6.4.1 Alternative Approach using a Source Term
Let’s consider the problem more carefully. When a player produces a note, they introduce
periodic puffs of air, i.e., mass, into the system at a certain rate of kg/s. The lips exhibit
oscillatory motion which creates an oscillatory pressure disturbance. From a modelling
perspective, this means that optimally, a moving boundary would be considered at the
11 This type of acoustic source creates matter, i.e., motionless mass, creating more material at patm with
no drift velocity.
12 This is the other type of acoustic source which forces matter to move.











inlet of the computational instrument. However, this is difficult to deal with numerically.
Instead, we can approximate a moving boundary by considering a source within a small
region near the mouthpiece boundary and then, at the boundary itself, a solid-wall condi-
tion can be prescribed. At the mouthpiece, we require the total velocity, which would be
written as
utotal = uspecified + ureflection. (6.10)
Numerically speaking, if we continuously introduce mass into the computational in-
strument (via the continuity equation), the PDE system should produce a corresponding
acoustic velocity and pressure that eventually, will settle into a steady state. Pressure and
velocity could then be obtained at any position along the instrument. This provides a way
to determine the velocity profile at the inlet which induces the pexp waveform measured at
Mic Mouthpiece.
Whether a source term or an inflow boundary condition is used to introduce sound into
the computational domain, if they are physically representative of the system, they should
function in a similar manner. However, although it is true that a sound field produced by a
sound source is unique, a source cannot be described with certainty from a measured sound
field. In other words, regardless of the equipment used, analyzing the structure of a sound
source by examining the associated sound field cannot be done reliably [53]14. Therefore,
we first seek to validate the previous approach of using an inflow boundary condition rather
than a source term.
6.4.2 Justification of the Inflow Boundary Condition
A small amplitude acoustic pulse was simulated through the computational trumpet15 in
two different ways. The first method prescribed a pressure pulse as an inflow boundary
condition (this numerical result was already presented in Section 5.8.1). The second ap-
proach used a mass source term to inject a puff of air into the instrument to create an
acoustic pressure pulse. For this numerical test to be physically valid however, the relation-
ship between pressure and velocity is required to prescribe the inflow boundary condition
properly. If the bore prior to the bell of the computational instrument is uniform, then the
relationship is known, i.e., p = p0 + ρ0cu. Therefore, the Geo.1 Trumpet geometry was used
for the numerical test.
As seen in Figure 6.8 (left), the computed pressure and velocity in the horizontal
direction midway through Geo.1 Trumpet are equivalent for both simulations. We observe
14 A mathematical example demonstrating this can be found in [53].
15 Since the trumpet is shorter, this numerical test was only done for the trumpet.
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Figure 6.8: Computed impulse response curves sampled midway through Geo.1 Trumpet
(left) and Geo.3 Trumpet (right) when generating a pulse at the inlet of the computational
trumpet using an inflow boundary condition and a mass source term.
Figure 6.9: Numerical impedance corresponding to the Geo.3 Trumpet pulse simulations
shown in Figure 6.8.
the incident pulse at t = 0.002 s and the reflections from the bell can be seen near t = 0.004
s16. These pulse simulations were repeated on the Geo.3 Trumpet (right of Figure 6.8) to
investigate whether the outcomes would greatly differ. As expected, the reflection sequence
is much longer but overall, the numerical solutions are rather similar. The main difference
between them is a slight variation in the peak values. This difference would correspond to
16 The character of the pressure and velocity are similar, which agrees with the observations made in
[54] and [47].
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the source term simulation having lower impedance peaks (computed impedance plots are
shown in Figure 6.9).
Therefore, from a mathematical perspective, the approach outlined in Section 6.1 (i.e.,
using an inflow boundary condition) is consistent17. However, the problem still remains, for
nonlinear waves propagating through a nonuniform bore, the precise relationship between
the pressure and velocity is unknown. In addition, from an acoustic perspective, it is the
velocity that is supposed to impose a pressure, i.e., p = p(u), rather than u = u(p). As
alluded to in Section 6.4.1, we will now outline a procedure that theoretically, could be
used to determine an approximate functional form of the velocity needed at the inlet to
generate pexp at Mic Mouthpiece. We will refer to this procedure as the T-Method.
6.4.3 The Theoretical Setup of the T-Method
For the T-Method to work, the computational instruments Geo.3 Trumpet and Geo.2 Trombone
need to be extended at the inlet. Instead of the computational domains beginning in the
shaded region originally shown in Figures 5.14 and 5.15, the throat of the mouthpieces
were also included. For the trumpet and trombone, this corresponds to the computational
domains beginning 1.5 cm and 2.25 cm from the mouthpiece cup entrance. With this in
mind, we will consider the setup of the T-Method as illustrated in Figure 6.10 by first
defining the necessary variables.
Figure 6.10: A diagram illustrating the setup of the T-Method.
17 This agrees with previous claims made stating that the “behaviour expected of velocity-controlled
nonlinear oscillators are very similar to that of pressure controlled instruments” [17].
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Let x denote the length of the bore where x = 0 corresponds to the entrance of each
computational bore, and x = xend be the location where the microphone was mounted, i.e.,
the Mic Mouthpiece position. Let pexp(t) denote the experimental time pressure waveform
measured at Mic Mouthpiece, where the fundamental frequency of the tone is f0. We consider
a continuously generated unipolar pulse, denoted by Qinlet(t), at the inlet of the compu-
tational instrument that repeats every 1
f
s. The width of the pulse itself is one sixth the
wavelength of f 18. This produces a velocity profile at the inlet, denoted by uinlet(t), as well
as a pressure wave that can be sampled at the microphone position of the computational
instruments. The computed pressure wave at Mic Mouthpiece will be denoted as psim(t).
We want uinlet(t) to produce pexp(t) at the microphone position. To find the proper
form of uinlet(t), we will assume the following:
1. Linearity holds between the inlet position and the first microphone position. This
is a relatively short distance, so there is not ‘enough length’ for any disturbances to
undergo wave steepening.










Bi cos (2πfit+ ψi) , (6.12)
where N is the number of points in the period, and fs
2
is the Nyquist frequency.
3. By linearity, for each frequency component i, pressure and velocity (even at different
locations) are related by a constant. More precisely, if P = fft(p(t)), U = fft(u(t))
and T ∈ C, we have that
Pat-microphone = T Uat-inlet. (6.13)
Under these assumptions, we now obtain two equations
Psim = T Uinlet-sim (6.14)
Pexp = T Uinlet-actual. (6.15)
18 Since our measurements were taken while the instrument was being played by a musician, we used a
periodic pulse. However, a single unipolar pulse or wide-band pulse could also be implemented, which is
better for the “filled-in” transfer function.
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Substituting equation (6.16) into (6.17), we obtain the derived velocity expression in the
time-domain
uderived = ifft(Uinlet-actual). (6.18)
6.4.3.1 An Example Determining the Pressure and Velocity Profiles of the Bb3
For both the computational trumpet and trombone, a continuous unipolar pulse with
f = 242 Hz was generated at the inlet. This resulted in an acoustic pressure that built
up until a steady, standing wave pattern was achieved. A computational acoustic velocity
profile was also obtained. These wave profiles sampled by the inlet and at Mic Mouthpiece
are shown in Figure 6.11.
Figure 6.11: Computed pressure and velocity results obtained from simulating a periodic
pulse source term through the computational trumpet and trombone at the inlet (left) and
at Mic Mouthpiece (right).
The output of the simulation then allows us to find the relationship between the acoustic
velocity and pressure at any point in the computational instrument, as modelled by the
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Figure 6.12: The derived velocity (obtained from using the T-Method) required at the inlet
of the trombone (left) and trumpet (right) to produce the loudly played Bb3 at Mic Mouthpiece.
Figure 6.13: The derived pressure (obtained from using the T-Method) required at the inlet
of the trombone (left) and trumpet (right) to produce the loudly played Bb3 at Mic Mouthpiece.
compressible Euler equations. For instance, the derived inlet velocity for the loudly played
Bb3 on both computational instruments is shown in Figure 6.12
19; the pressure waveforms
are depicted in Figure 6.13. These velocity plots are within the range of the measured
velocity profiles found in [54] (i.e., just below 20 m/s).
Theoretically, once this derived velocity is found, it could be used to prescribe a momen-
tum source term, which physically creates kinetic energy and describes how the instrument
is ‘forced’ into resonance to produce the sound pressure waveform for a certain note. Al-
ternatively, an inflow boundary condition could be prescribed so long as the pressure is
19 This would allow one to determine the relationship between pressure and velocity in a nonuniform
bore if the wave propagation was linear. However, the wave propagation does not have to be linear,
just more-or-less linear. The initial correction will be small, but perhaps we can do this as an iterative






7.1 Discussion Regarding the Simplified Boundary Con-
dition
In the literature, it is typical to consider six to ten harmonics when analyzing the timbre
of f notes, [1], [13], [99], [168], [179]. By these standards, our proposed model is able to
reproduce the brassiness of the mentioned notes rather well. For the trombone in particular,
regardless of the playing dynamic, deviations from the experimental data were observed
mainly for the highest frequencies. In particular, the computed SPLs were too high and we
found that this error increased with frequency. However, the lower and mid-frequencies of
the trombone notes matched the experimental spectra very well. This makes it tempting to
suggest that the observed variation is due to neglecting thermoviscous effects (since losses
are more efficient for higher frequencies).
Interpreting the trumpet results however is more difficult. What we can say is for the
f notes, the sound energy contained in the lower spectra does not seem to be properly
distributed to the higher components. I hypothesize there are two main factors at play
here. Firstly, the initial tubing shape of the trumpet is more complicated. This implies
the wave motion is more complex and we suspect that the simplified planar condition does
a poor job properly modelling the wave interactions. This idea seems to be supported by
examining the higher pitch trumpet results, which are better modelled (especially the F5).
Although this could be due to the playing dynamic, I suspect the more significant factor




4, f1 = 242 Hz and f1 = 484 Hz, whereas
f1 = 720 Hz and f1 = 989 Hz for the F5 and B5, respectively. The wavelengths of the latter
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pitches are significantly shorter and hence, not as influenced by the change in curvature
near the mouthpiece-shank or flare expansion. This means the harmonic waves will be less
affected by the changes in cross-sectional area and a larger portion of sound energy will
be transmitted rather than reflected. Secondly, the trumpet is almost half the length of
the trombone, i.e., effects due to nonlinearities are not as prominent. Consequently, the
degree of spectral enrichment in the trumpet is much lower compared to the trombone.
This may also explain why the SPLs of the f Bb3 and B
b
4 notes are too high below the cutoff
frequency, but too small for the higher components.
With respect to the literature, although there is a good portion of publications ded-
icated to modelling nonlinear wave propagation within brass instruments, most models
do not attempt to simulate realistic musical notes. Typically, acoustic pulses (e.g., [179],
[180]) or simplifications of musical notes, such as generating the fundamental frequency
only (e.g., [1], [69]), are considered. So overall, most models have not yet been validated
experimentally [82], [134].
The few examples we could find in the literature where the authors attempted to sim-
ulate measured notes can be found in [188] for the bassoon, [161] for the french horn, and
[204] for the trombone. For the bassoon, Richter used pressure measurements to prescribe
both the inflow and outflow boundary conditions. Although the simulation results were
qualitatively similar to the measured data, the computed pressure greatly underestimated
the measurements (pressure peaks differed by approximately 1000 Pa). Nonetheless, the
author concluded that although some harmonics were under- or overestimated, “the char-
acteristics of the instrument could be reproduced successfully” [188]. For the french horn
results presented by Norman et al., the input data for their simulation was prescribed to
be the pressure measured at the backbore (near the shank) of the horn. In the paper
however, the computational geometry used was not described. The obtained numerical
results according to the authors were “qualitatively comparable to that of the measured
data” [161]. However, we found that their model overestimated the experimental spectral
curve by 20 dB. Finally, the model proposed by Thompson et al. for the trombone was
previously mentioned in Section 1.2. Both a linear and nonlinear model were considered.
For the loudly played note that was simulated, both models obtained a good match for
the SPLs corresponding to f1 and f2. However, the linear model (as the authors expected)
greatly underestimated all other frequencies. The nonlinear model deviated from the ex-
periment for frequencies in-between 800 Hz - 6000 Hz by approximately 10 dB. For the
larger components, specifically frequencies greater than 8000 Hz, the authors concluded
that “the nonlinear model is reasonably accurate in its predictions” [204].
Therefore, with respect to previous findings published in the literature, even with the
simplified boundary condition, our model yields the most accurate results. For the trom-
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Figure 7.1: Relative difference in SPLs between the measured and simulated trumpet (left)
and trombone (right) notes shown in Figures 6.6 and 6.7, i.e., when the linear planar inlet
boundary condition is used.
bone, this is true both qualitatively and quantitatively. Once the SPLs have dropped by
roughly +30 dB, the computed spectra overestimates the measured values. For the trum-
pet, the model gives good qualitative results and reasonably accurate quantitative results,
particularly for higher frequency notes1. The relative difference in the SPLs between our
computed and measured notes presented in Section 6.3 are plotted in Figure 7.1.
7.2 Summary of Other Obtained Results
Within this thesis, we carried out several numerical studies. The purpose of these investiga-
tions was to determine how we could simplify our proposed problem, verify previous claims
or findings within the literature, and finally, to examine whether our numerical outputs
were producing reasonable results. This is similarly true for the acoustic experiments done
in the lab. In particular, we obtained sound pressure measurements at various locations
along the trumpet and trombone to better understand the acoustic differences between
the instruments, to examine independently if shock waves could form within the bore of
either instrument, to verify claims made in the literature, and to collect data for numerical
simulations. Accelerometers were also placed on the bell of each instrument to study the
vibroacoustic effects and to determine whether these oscillations were strong enough to
1 Implying that the transmitted frequencies are very well modelled.
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influence the sound wave propagation. Within this thesis, we have achieved the following:
1. Confirmed both experimentally and numerically that the degree of spectral enrich-
ment increases with dynamic level, which results in the played sound having a brassier
timbre (Sections 2.3.1 and 5.9).
2. By collecting sound pressure measurements, we were able to observe shock waves in
the trombone. For the trumpet however, at least for the musical notes we considered,
only wave steepening was observed (Section 2.3). The same musical notes were then
simulated, which allowed us to verify that the nonlinearities were not strong enough
in Geo.3 Trumpet for the steepening waves to form a shock. Although, we did find
that shock waves were generated when simulating the musical note on Geo.2 Trombone
(Section 5.5.3). To our knowledge, we are the first to numerically reproduce (with
reasonably good results (see right plot in Figure 6.4) the development of shock waves
when modelling the propagation of a musical note from real data2 and hence, pro-
viding numerical verification of the work published by Hirschberg et al. in [99].
3. Using accelerometers, we measured the vibrations of the bells and then approximated
how large the corresponding pressure fluctuations would be from their oscillations.
The purpose of this was to establish whether such effects were strong enough to
influence the played sound measured at Mic Outside-Bell (Section 4.1.2). Our findings
demonstrated that vibroacoustic effects have little to no influence (especially com-
pared to the bore shape) on the timbre of the produced sound outside the bell when
the instrument is being played by a musician. A full summary of our results can be
found in Section 4.1.2.3.
4. The influence due to thermoviscous losses and the consequences of neglecting them
were examined (Sections 4.2.2 and 4.2.3). This was done from a theoretical per-
spective using the work outlined in [146] by Morse and Ingard. In addition, we used
COMSOL to simulate a sinusoidal wave through uniform tubes of varying radii where
the wave propagation was modelled by the linearized Navier-Stokes and Euler equa-
tions. We found both numerically and theoretically that for a small-amplitude wave,
an error of approximately 5% is to be expected when the losses are neglected in the
brass instruments prior to the bell.
5. From our numerical studies, we determined that the 2D axisymmetric model does
not suffer as much from numerical diffusion compared to the full 3D system. Conse-
2 Fulfilling my personal goal to describe nonlinear wave propagation in brass instruments, which included
being able to numerically reproduce shock waves if they formed within the real instrument [184].
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quently, a much finer mesh can be constructed (if the axisymmetric model is used)
to better approximate the curvature of the instrument’s walls (Section 5.7). We also
determined that the space behind the computational instrument does not need to
be modelled to obtain good numerical results in front of the instrument along the
central axis (Section 5.5).
6. The cutoff frequency (or transition range) of the computational trumpet bell is almost
double that of the computational trombone flare. This is in agreement with values
reported in the literature (Section 5.8).
7. From our numerical investigations, we determined that the bends do not greatly influ-
ence the wave propagation and therefore, can be neglected (Section 5.6). Moreover,
it is inadequate to model the tubing before the bell as a uniform cylindrical bore.
For the trumpet in particular, this shifts the amplitude of the harmonic distribution
up by approximately 6 dB - 7 dB. Although this is also true for the trombone, the
difference in the SPLs is much lower and only observed for components above the
cutoff frequency (Section 5.5).
7.3 Future Work
Between the physical experiments measuring the vibroacoustic effects of the bell and the
numerical experiments investigating the prominence of thermoviscous losses, our findings
indicate that of the various types of energy losses, the most influential is the sound dis-
sipation undergone in the boundary layers3. However, loss effects due to viscosity and
thermal conductivity are frequency dependent and therefore, easiest to incorporate with
a frequency-domain model. However, this is not optimal for nonlinear wave propagation.
Thus, future work would include taking the thermoviscous losses written with respect to
frequency and expressing them within the time-domain. This would entail working with
fractional time derivatives [210]. One of the major issues with fractional derivatives is that
they are non-local in time, i.e., the past history of the solution must be stored [28]. This
is expensive from a computational perspective, especially when considering a 3D model.
Fortunately, with advances in computing, technology soon will be able to deal with this
bottleneck.
One model that attempts to take such an approach was proposed by Berjamin et al. [24]
in 2017. The model attempts to include both nonlinearities and thermoviscous losses by
3 Though these effects are still relatively small as shown in Chapter 4.
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taking a frequency-domain model based on generalized Burgers’ equations and then trans-
forming it into the time-domain. Due to the computational power required, the authors
considered the problem in 1D and approximated the shape of the instrument as a Bessel
horn. Even with such simplifications, the authors commented on the difficulties dealing
with memory requirements. Nonetheless, the model proposed by Berjamin et al. truly
represents the embodiment of the current state of realistic brass instrument modelling and
how much progress has been made. However, as shown in this thesis, properly modelling
the instrument’s geometry, specifically the initial bore shape and the flare, is essential to
accurately model the instrument during play. Furthermore, either a 2D axisymmetric or
a 3D model would be needed to accurately describe how the sound waves spread out and
reflect within the bell region. The results presented throughout this thesis have indicated4
that these factors are more important than including boundary layer losses.
Another problem that could not be fully addressed within this thesis is determining
a general nonlinear relationship between pressure and velocity at the inlet boundary. Al-
though the T-Method theoretically is sound, several issues arose when attempting to im-
plement the boundary condition without specifying the pressure (once a velocity expression
was derived)5. If this could be successfully done, recall that the T-Method does not exactly
require linearity, the propagation just has to be more-or-less linear. An iterative procedure
could then be used to keep making small corrections to the velocity expression where we
use linearity to guide the iteration. So even if the wave propagation is undergoing effects
due to nonlinear behaviour, we still have a path to see what is happening and what the
nonlinearities are doing to alter the wave propagation. That being said however, there
is no mathematical guarantee that a general nonlinear relationship between pressure and
velocity can be obtained.
4 Specifically, comparing the Geo.1Trumpet / Geo.3Trumpet and Geo.1Trombone / Geo.2Trombone numerical
results presented in Section 5.5.
5 In particular, we were able to run simulations, but a steady state was never achieved.
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[120] Kemp, J. A., López-Carromero, A., & Campbell, M., (2017). “Pressure fields in the
vicinity of brass musical instrument bells measured using a two dimensional grid array
and comparison with multimodal models.” In Proceedings of the 24th International
Congress on Sound and Vibration. International Institute of Acoustics and Vibration.
[121] Kirchhoff, C., (1868). “Ueber den Eincuss der Warmeleitung in einem Gas aug die
Schallbewegung”(About the entrance of the heat pipe in a gas aug the sound move-
ment). Pogg. Ann., 123, 177-193.
196
[122] Kirchhoff, G. (1868). “Ueber den Einfluss der Wärmeleitung in einem Gase auf die
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This calibration applies to the measurement of the trumpet and was carried out by an 114








On B&K 2610 preamplifier set to 0 dB input gain, 0 dB output gain, and set to 28





On preamplifier with special gain switch set to 10 dB gain. Calibration factor: 26.65
Pa/V.
Experiment #2
This calibration applies to the measurement of the trombone where all channels were set




















Preamplifier set to 20 dB input gain, 0 dB output gain. Calibration factor: 80 Pa/V.
Experiment # 3
This calibration applies to the measurements for the trumpet and trombone where all




Preamplifier set to -10 dB input gain, 0 dB output gain. Note that this microphone




Preamplifier set to -10 dB input gain, 0 dB output gain. Note that this microphone




Preamplifier set to 0 dB input gain, 0 dB output gain. Calibration factor: 82 Pa/V.
Channel 3: Knowles BU 1771 Accelerometer
Produced about 4.1 mV/g. Calibration factor: 243 g/V.
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Experiment # 4
This calibration applies to the measurements for the trumpet and trombone where all




Preamplifier set to -20 dB input gain, 0 dB output gain. Note that this microphone




Preamplifier set to -10 dB input gain, 0 dB output gain. Note that this microphone




Preamplifier set to 0 dB input gain, 0 dB output gain. Note that this microphone
signal was inverted. Calibration factor: -81 Pa/V.
Channel 3: Knowles BU 1771 Accelerometer # 1
Produced about 4.1 mV/g. Calibration factor: 243 g/V.
Channel 4: Knowles BU 1771 Accelerometer # 2
Note that this microphone signal was inverted and produced about 5.2 mV/g. Cali-
bration factor: -192 g/V.
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Appendix B
Prerequisites of Acoustic Measuring
and Analysis Techniques
B.1 Sensors
In general, when using microphones or sensors, low sensitivity sensors may require amplifi-
cation of their output. In terms of sample rate, typically 10,000 Hz for shock testing, over
5000 Hz for general vibration, and around 1000 Hz for slower vibration or movement is the
general rule.
The resolution of a sensors is usually specified as bits, which can then be used to
calculate the resolution in acceleration units. For instance, consider an accelerometer
system that has 16-bit resolution. This implies that there are 216 (65,536) acceleration
levels or bins that can be measured.
B.2 Filters
Filters are data processing techniques that can smooth out high or low frequency fluctu-
ations in data or remove periodic trends of a specific frequency from data. For instance,
high pass filters remove lower frequency vibration1. In some cases, digital filters can be
1Low pass filters are usually used to prevent aliasing which cannot be filtered out in software. Aliasing
causes a signal to become indistinguishable or to look like a completely different signal. It is important to
realize that an analog lowpass filter is needed to prevent aliasing. Once a signal is aliased, it cannot be
filtered out digitally in software.
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Figure B.1: A 1 Pa sine wave plotted with different bit resolutions.
designed with infinite impulse response, known as an IIR filter, which is a recursive filter,
i.e., is a filter that reuses one or more of its outputs as an input. IIR filters are particularly
useful if one needs to save computation time. However, there are situations where the
phase response of the filter is very important. In such cases it might be more useful to
use a finite impulse response, known as a FIR filter, because they can be designed with a
linear phase, i.e., the phase response of the filter is a linear function of frequency which
usually causes a phase delay. FIR filtered are carried out via convolution.
This ideal filter would have a perfectly linear phase response to the same upper fre-
quency limit. But ideal filters don’t exist; there is some compromise that needs to be made
on a filter’s amplitude and phase response. There are four main different types of filters:
Butterworth:
A Butterworth filter is known for its maximally flat amplitude response and a reason-
ably linear phase response. The Butterworth filter is the most popular for vibration
testing.
Bessel:
The Bessel filter has nearly perfect phase linearity so it is best suited for transient
210
events like shock testing. It has a fairly good amplitude response but its amplitude
roll-off is slower than the Butterworth or Chebyshev filter.
Chebyshev:
The Chebyshev has a faster roll-off in the amplitude response which is achieved
by introducing a ripple before the roll-off. They have a relatively nonlinear phase
response.
Elliptic:
The Elliptical filter has the steepest roll-off in the amplitude response but it has a
ripple in both the pass band and stop band. In addition, its phase response is highly
nonlinear. This is only used for applications where phase shift or ringing is not of a
concern; it should generally be avoided to the common test engineer because of its
tendency to distort complex time signals.
Butterworth filters offer the best of both worlds with a relatively sharp amplitude drop off.
Bessel has the best phase response and a reasonably good amplitude response but note
begins filtering rather early. In general, the Butterworth filter is best for vibration and the
Bessel is best for shock testing.
B.3 Windowing
If a signal is not periodic (starts and ends at 0), there will be leakage in the frequency
domain because the signal is distorted. In order to minimize this error, windows are used
to better make the signal appear periodic for the FFT process. The most common windows
are the rectangular window, the Hanning window, the flattop, and the force/exponential
window. However, any window will distort the data. Once a window function is chosen,
multiply the window function, point by point, into the signal of interest. Then the FFT
can be taken. Sometimes if more samples are considered, the unwindowed data can get
better or worse; whereas the windowed data tends to mainly get better.
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Appendix C
Derivation of Shock Distance
Although in reality, attenuation would occur as the wave propagates due to thermoviscous
losses, we want to obtain the minimal possible shock distance and so, losses will also
be neglected. For similar reasons, it will be assumed that the tubing before the flare is
cylindrical. Under these assumptions, an expression for the shock distance, denoted by xs,
can be approximated. Using the method of characteristics, xs can be derived for a simple
finite-amplitude wave. Since we are assuming the bore is a uniform cylindrical tube, the
exact solution for finite-amplitude sound waves will be used in addition to the ideal gas
lawon Eulerian coordinates using a velocity potential.
Consider a piston at a fixed point xo that has a velocity u(xo, t) for all time, t. Then,
the wave propagation for outgoing waves in the positive x-direction can be described by
the following wave equation
∂u
∂t






where u is the particle velocity, co is the sound speed and β is the coefficient of nonlinearity
1







where F is a function determined by the initial condition [30]. The solution (C.2) is known
as Poisson’s solution and is valid until the shock forms in which a discontinuity develops,
1 The coefficient of linearity in gas is defined as β = 12 (1 + γ), where γ is the specific heat ratio which





u(0, t) = F (t) (C.3)
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The smallest xvertical is the distance desired. Assuming β|u| << c which is satisfied by
nonlinear acoustics, the second term in the numerator can be ignored [30]. To obtain the
smallest xvertical, F




















Notice that the shock distance is reciprocally dependent on the maximum change of the
mouthpiece pressure with time. For an adiabatic gas, a further simplification can be made
since we know that c2 = γp
ρ
and β = 1
2
(γ + 1). Substituting these relations into (C.7), the










Expression (C.9) will allow us to determine if it is possible for shock waves to form within






D.1 The Material Derivative
Lets consider a fluid particle with position ~x(t) at some time t.
Let f(x, y, z, t) or f(~x, t) denote any property of interest for the fluid in motion.








(f(x(t), y(t), z(t), t)



















































+ ~u · ∇f︸ ︷︷ ︸
RoC of f following the fluid
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This operator is known as the material derivative and accounts for the rate of change
with time and the motion of fluid particles. If we apply this definition to u, v and w, the






+ ~u · ∇~u. (D.1)
D.2 The Laws of Thermodynamics
A thermodynamic system is a quantity of matter separated from the environment by an
enclosure. If a system is not given any mass, heat or work for a long time, it will reach
equilibrium, i.e., the system will be independent of time. The variables of state are pressure,
p; volume, V; and temperature, denoted by T. We will also need to include internal energy,
denoted by E; and entropy, denoted by S which leads to:
Zeroth Law of Thermodynamics:
There exists a variable of state, in this case temperature, T . If two systems are
in thermal contact (i.e., separated by an enclosure that transmits heat) and in
a state of thermal equilibrium, then the temperature in both systems has to be
equal.
D.2.1 Internal energy for air
In classical kinetic theory, the Theorem of Equipartition of Energy says there is an average
internal energy E = 1
2
kT associated with every degree of freedom of the molecules in
an ideal gas (where there is no intermolecular attraction). The variable k is called the
Boltzmann’s constant.
An atom in translational motion has 3 degrees of freedom, so the internal energy is
3
2













For a mole of molecules composed of two atoms (known as diatomic molecules), there
are 3 translational degrees of freedom, and 2 rotational degrees of freedom. So the internal
energy is E = 5
2
RT. Since air mostly consists of nitrogen and oxygen, we can consider it





We will now examine what happens when a gas is heated and its volume is allowed to vary.
In turn, this will tell us how temperature and pressure change.
Denoting Q to be the amount of heat that is absorbed or given up by a volume of gas,
and denoting W to be the work done on the volume. The change in internal energy is
given by the first law of thermodynamics.
First Law of Thermodynamics:
There exists a variable of state, in this case internal energy, E. Heat, denoted
by Q, and work, denoted by W , are forms of energy transfer. All the energy
associated with a system must be accounted for as heat, work, chemical energy
etc., Therefore, the difference in energy of a system must be equal to the sum
of the work and heat, i.e.,
dE = dQ+ dW. (D.4)
We then define work as
W =
∫
~F · d~r, (D.5)
where ~F is the force vector, and d~r is a displacement vector. We can relate this force to






with the convention that dV > 0 if the volume of the system is increasing. Using this
relation for work, we obtain
dE = dQ− pdV. (D.7)
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If we neglect viscous and magnetic effects then W = pdV and
dE = Q− pdV. (D.8)
D.2.2 Entropy of a gas
All natural/spontaneous processes are irreversible. If we suddenly stir a fluid or add heat,
it induces currents in the system (currents refers to the flux of a quantity like heat, mass,
momentum, etc.). A system is in equilibrium if it has no currents. A process leading from
one state to another is called reversible if the system remains in equilibrium the whole time
(i.e., if W +Q are added but no currents are produced).
Entropy, denoted by S, is a measure of randomness. For a gas, it is the amount of
thermal energy that is not available to be converted into mechanical energy. If the amount





Second Law of Thermodynamics:
There exists an extensive variable of state, in this case entropy, S; and an
intensive variable, T , the absolute temperature. The entropy difference between
state A and state B is





or dE = TdS − pdV (D.10)
D.3 Derivation for Internal Energy:
















There are two other energies that measure how much energy the gas has available to
exchange with its surroundings.
217
1. Enthalpy: Amount of heat content used/released in system
H = E + pV. (D.12)
2. Free energy: Amount of energy is the system that can be converted to do work
F = E − TS. (D.13)
We have that













dV + pdV + V dp
= TdS − pdV + pdV + V dp
= TdS + V dp.
















= TdS + V dp

























If the gas absorbs an amount of heat Q and its temperature raised by dT , we can define





And the first law of thermodynamics states that
dE = c dT − p dV
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so if this heat absorption takes place at a constant volume, we have c = cV and the specific











If absorption of the heat takes place at a constant pressure, we have c = cp (and dp = 0)
and the specific heat at a constant pressure for diatomic ideal gas is

























































































From the second law of thermodynamics we have













and substituting this into (∗) gives


























































. Hence we can
write (∗∗) as










cp = cV +R
From the second law of thermodynamics we also have
dE = TdS − pdV














































+ (γ − 1)dV
V
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= log (T ) + (γ − 1) log (V ) + C
S
cV
= log (T ) + log (V )(γ−1) + C
S
cV
= log (TV (γ−1)) + C
e
S
cV = TV (γ−1)  
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cV ργ κ = const
For a diatomic ideal gas, γ ≈ 1.4. The entropy of a gas satisfies this equation. The
internal energy of a unit mass of can be written as





D.4 Derivation of Equations of Motion
D.4.1 Conservation of Mass
Consider a fixed volume, V , inside of a fluid. The net mass in V at any time, t, can be
taken as the volume integral of a density, ρ(~x, t). This represents the local average of mass






net mass per unit time entering








The net mass per unit time leaving through a small area element ∆S, with outward normal
vector n̂(~xs) centered at point ~xs on S can be expressed as
ρ(~xs, t)~v(~xs, t) · n̂(~xs)∆S,
where ~v(~xs, t) is the fluid velocity at ~x. The net mass leaving V per unit time is the surface










ρ~v · n̂ dS︸ ︷︷ ︸




Q dV︸ ︷︷ ︸
source term∫ ∫ ∫
V
ρt dV = −
∫ ∫ ∫
V








[ρt +∇ · (ρ~v)−Q] dV = 0
ρt +∇ · (ρ~v) = Q Continuity Equation. (D.16)
If there is no source term, then the right hand side is set to zero, i.e., Q(t) = 0.
D.4.2 Conservation of Momentum
Next, consider a fluid particle that consists of all fluid within some moving volume V .
Each point is moving with local fluid velocity ~v(~xs, t). The mass in such a fluid particle
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is constant and so, (m~a) is the time rate of change of momentum within the particle.
Therefore, by Newton’s second law,(














The net influx of momentum per unit time leaving through a small area element ∆S, with
outward normal vector n̂(~xs) centered at point ~xs on S can be expressed by
[ρ(~xs, t)~v(~xs, t)]~v(~xs, t) · n̂(~xs)∆S,
where ~v(~xs, t) is the fluid velocity at ~x. The net influx of momentum leaving V per unit
time is the surface integral over S of ρ~v · n̂. Conservation of momentum thus requires
d
dt
(m~v) =~fBody + ~fSurface +
∫ ∫
S










ρ~fgrav dV︸ ︷︷ ︸




~τ · n̂ dS︸ ︷︷ ︸




ρ~v · n̂ dS︸ ︷︷ ︸
net influx of momentum








δij + 2µeij, (D.17)






























~τ · n̂ dS +
∫ ∫
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p~e · n̂ dS +
∫ ∫
S
~τ · n̂ dS +
∫ ∫
S








∇ · (p~e) dV +
∫ ∫ ∫
V
∇ · τ dV −
∫ ∫ ∫
V


















= −∇p+∇ · τ Navier-Stokes Equation. (D.19)
D.4.3 Conservation of Energy
Using equations (D.16) and (D.19), the conservation of energy equation for an ideal, inviscid
flow can be derived. The energy per unit mass of the gas consists of the internal energy,
E, and the kinetic energy, Ek =
1
2























































































































































It is assumed that the flow is adiabatic, i.e., energy is transferred only as work. From
Appendix D, we know that
TdS = dE − pdV





which is an equation describing conservation of energy for an ideal, inviscid flow. Physically,
this means that entropy is advected with the flow and hence, is constant on streamlines.
Assuming we have an ideal gas implies two things: firstly, that c2 = γp
ρ
and secondly,
the molecular diffusivity is zero, i.e., no heat can be transferred between fluid particles,
which means entropy must be in a thermodynamic equilibrium. This type of flow is called
isentropic.
D.5 Compressible Bernoulli’s Equations
D.5.1 Bernoulli’s Theorem
In regions of flow, if there is
no heat transfer along streamlines
and the net friction forces are
small, then the main forces act-
ing along the z-direction are due
to pressure.
Assuming we are concerned
with the z-direction, an unsteady
flow is considered, then u = u(z, t)













p dA− (p+ dp) dA− (ρ dA dz g) dy
dz















































which is is Bernoulli’s equation for an unsteady compressible flow 1. For an isentropic
flow2, we know that
p
ργ











































1 Bernoulli’s equation can be viewed as mechanical energy balance.
2 A reversible and adiabatic process with no heat transfer, no heat generated from internal friction and
with constant entropy. Note that in a duct, the pressure and temperature of the gas may change. For dry
air, the specific heat ratio is γ ≈ 1.4.
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If it is further assumed that












ii. The gas accelerates from rest isentropically, i.e., there is a stagnation point in the
first state (so the kinetic energy has been converted to pressure energy), i.e., u1 = 0.













































































Equation (D.24) is Bernoulli’s equation for a steady, compressible flow.
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D.6 Derivation of Riemann Invariants
If the entropy, denoted by S, is spatially uniform, the flow is called homentropic, i.e., a
homentropic flow with no shock waves, S = S0, then
p = kργ, (D.25)
where k = κe
S0
cV = constant. This is the relationship between pressure and density that




+ ρ∇ · ~u = 0
∂ρ
∂t
+ ~u · ∇ρ+ ρ∇ · ~u = 0
∂ρ
∂t














+ ~u · ∇~u+ kγρ(γ−2)∇ρ = 0.

















The easiest way to construct characteristic curves for this system is to consider the system


































































































































































R±(u, c) = u±
2c
γ − 1
are called the Riemann invariants of the system and constant on the two sets of charac-
























Given an initial value problem, for the solution to be well-defined, a single C+ and C−
characteristic must pass through each point in the domain of the solution. The values





1 % Read in experimental data
2 % Initialize variables.
3 filename = '/home/jr/Documents/MATLAB/Exp/.txt';
4 delimiter = ',';
5 startRow = 8;
6 % Format for each line of text:
7 formatSpec = '%*s%*s%f%f%f%f%*s%[ˆ\n\r]';
8 % Open the text file.
9 fileID = fopen(filename,'r');
10 % Read columns of data according to the format.
11 dataArray = textscan(fileID, formatSpec, 'Delimiter', delimiter, ...
'TextType', 'string', 'EmptyValue', NaN, 'HeaderLines' ...
,startRow-1, 'ReturnOnError', false, 'EndOfLine', '\r\n');
12 % Close the text file.
13 fclose(fileID);
14 % Create output variable
15 data = [dataArray{1:end-1}];
16 % Clear temporary variables
17 clearvars filename delimiter startRow formatSpec fileID dataArray ans;
18
19 % Read in pressure wanted, e.g.: let x be column wanted
20 pressurePosition = data(:,x); % This is in voltage
21 PressureAt- = pressurePosition*cal factor; % Convert from voltage to Pa
1 % Filters used for accelerometer data and bell data when low ...
frequency noise needed to be filtered
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2 % Apply filter for bell
3 Fs = 100000; % Sampling frequency
4 Order bell = 5; % Order
5 Fc bell = 230; % Cutoff frequency
6 fnorm bell = Fc bell / (Fs/2); % Normalized cutoff frequency
7
8 % Apply filter for accelerometer
9 Order = 5; % Order
10 Fc = 5000; % Cutoff frequency
11 fnorm = Fc / (Fs/2); % Normalized cutoff frequency
12
13 % Create butterworth filter
14 [b,a] = butter(Order bell,fnorm bell,'high');
15 low pass data bell = filtfilt(b,a,bell);
16
17 [b1,a1] = butter(Order,fnorm,'low');
18 low pass data acc1 = filtfilt(b1,a1,acc1);
19
20 [b2,a2] = butter(Order,fnorm,'low');
21 low pass data acc2 = filtfilt(b2,a2,acc2);
1 %Get Path where sim results are
2 path = 'G:\Acoustics Research\PhD\';
3
4 dir = '\SimOfInterest\';
5 tempDir = strcat(path,dir);
6
7 %Get sensors from simulation result
8 SensorOfInterest = 'sensor x.txt';
9
10 %Read in sensor data
11 data = load(fullfile(tempDir,SensorOfInterest));
12 % Use function plotDataAxi or plotData, e.g.:
13 [realtime,rho,u,v,E,point1,point2,mPressure] = plotDataAxi(data, n, ...
startpoint, endpoint)
1 function [realtime,rho,u,v,E,point1,point2,mPressure] = ...
plotDataAxi(data, n, startpoint, endpoint)
2 % Read in file and preforms Fourier analysis.
3 % Plots the data in the time and frequency domain.




7 n=randi([0 20]); % Randomize the colour for the plots
8 col=hsv(20);
9
10 % Initialize variables.
11 if nargin≤2
12 startpoint = 0;




17 % Get columns from data file
18 time = data(:,1);
19 rho = data(:,2);
20 u rho = data(:,3);
21 v rho = data(:,4);
22 E = data(:,5);
23 u = u rho./rho;
24 v = v rho./rho;
25 p = (gamma-1).*E-0.5*rho.*((u.*u)+(v.*v));
26









36 % State what the first and last point of the selected period is












49 % Find the number of points in the period
50 diff = point2-point1;
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51
52 % Find real time and pressure in proper units
53 realtime = (0.002915451)*data(:,1);
54 pabs = (gamma-1).*E - 0.5*((u rho.*u rho)+(v rho.*v rho))./rho;
55 p = 101325*(pabs - 1);
56 mPressure = 101325*pabs(point1:point2)-101325;
57 mVelocity = 343*u(point1:point2);
58


















77 % Find parameters for FFT in proper units
78 N = length(p);
79 nnyquist = floor((diff/2)+1);
80 fs = 343*floor(length(data(:,1))/data(length(data(:,1)),1));
81 freq = ([1:nnyquist]-1)*(fs/diff);
82
83 % Get FFT
84 myFFT = (1/diff)*fft(mPressure);
85 myFFTv = (1/diff)*fft(mVelocity);
86
87 % Get FFT in SPL dB and the frequency and phase angle (ignoring DC)
88 pFFT = 20*log10(sqrt(2)*abs(myFFT(2:nnyquist))/abs(2*10ˆ-5));
89 vFFT = 20*log10(sqrt(2)*abs(myFFTv(2:nnyquist))/abs(2*10ˆ-5));
90 freq = freq(2:nnyquist);
91 phi = angle(myFFT(1:31));
92






98 title('Frequency Spectrum of Pressure Waveform')
99 xlabel('Frequency [Hz]')
100 ylabel('SPL [dB]')
1 % Transfer vector analysis (T-Method Set Up)








10 csound = 343;
11 gamma = 1.4;
12 fs = 100000; % for experimental datatime




17 % Get 1 period of the experimental data at Mic Mouthpiece
18 % 'mouthpiece' is the experimental data for the trombone obtained ...
from the microphone mounted to the mouthpiece shank.
19 Data 1period = mouthpiece;
20 N = point2-point1; % length of period
21 nnyquist = floor(N/2+1); % nyquist frequency
22 freq = ([1:floor(N 22/2)+1]-1)*(fs/N 22); % frequency




27 % 'data at inlet' is the simulation data at the inlet
28 % 'data at microphone' is the simulation data sampled at the ...
microphone position
29 data = data at inlet;
30
31 % Get columns from data file
32 time = data(:,1);
33 rho = data(:,2);
34 u rho = data(:,3);
35 v rho = data(:,4);
36 w rho = data(:,5);
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37 E = data(:,6);
38 u = u rho./rho;
39 v = v rho./rho;
40 w = w rho./rho;
41 p = (gamma-1).*E-0.5*rho.*((u.*u)+(v.*v)+(w.*w));
42
43 %----number of sim samples in 1 expt sample-----
44 n fs = (csound/fs)*(length(time)-1)/(time(length(time))-time(1));
45 disp(['# of sim samples per data acquisition sample: ' num2str(n fs)])
46 %------------------------------------
47















63 title('Velocity Profile Waveform at Inlet Boudary')
64
65 %----resample the sim data to experimental fs------
66 % we can round index to nearest sim sample, or use fractional interpolate
67 N max=floor(length(data)/n fs) %number of complete periods you will ...
get in data
68
69 for k=1:N max
70 index=1+(k-1)*n fs;%this will be fractional




75 rfdata(k,:)=datalo+frac*(datahi-datalo); %interpolated resampling
76 end
77 %----------------------nearest sample resampling-----------------
78 time = rdata(:,1);
79 rho = rdata(:,2);
80 u rho = rdata(:,3);
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81 v rho = rdata(:,4);
82 w rho = rdata(:,5);
83 E = rdata(:,6);
84 u = u rho./rho;
85 v = v rho./rho;
86 w = w rho./rho;
87 p = (gamma-1).*E-0.5*rho.*((u.*u)+(v.*v)+(w.*w));
88
89 % Plot resampled sim time and pressure in proper units















105 title('Velocity Profile Waveform at Inlet Boudary')
106
107 %-----------------data using interpolated resampling-----------------
108 time = rfdata(:,1);
109 rho = rfdata(:,2);
110 u rho = rfdata(:,3);
111 v rho = rfdata(:,4);
112 w rho = rfdata(:,5);
113 E = rfdata(:,6);
114 u = u rho./rho;
115 v = v rho./rho;
116 w = w rho./rho;
117 p = (gamma-1).*E-0.5*rho.*((u.*u)+(v.*v)+(w.*w));
118 simvelocity = csound*u;
119
















135 title('Velocity Profile Waveform at Inlet Boudary')
136







144 title('Time Pressure Waveform at Inlet Boundary')
145
146 %---------------------------get sim repeat length----------------------
147 % repeat length is from sample 3 to 434, 432 samples, so N=431
148 %-----------now sim at microphone position----------
149 % 'data at microphone' is the simulation data sampled at the ...
microphone position
150 data = data at microphone;
151
152 %Get columns from data file
153 gamma = 1.4;
154 time = data(:,1);
155 rho = data(:,2);
156 u rho = data(:,3);
157 v rho = data(:,4);
158 w rho = data(:,5);
159 E = data(:,6);
160 u = u rho./rho;
161 v = v rho./rho;
162 w = w rho./rho;
163 p = (gamma-1).*E-0.5*rho.*((u.*u)+(v.*v)+(w.*w));
164
















180 title('Velocity Profile Waveform at Inlet Boudary')
181
182 %-----resample the sim data to experimental fs-----
183 % we can round index to nearest sim sample, or use fractional interpolate
184 % N max=floor(length(data)/n fs);
185
186 for k=1:N max
187 index=1+(k-1)*n fs; %this will be fractional









196 time = rfdata(:,1);
197 rho = rfdata(:,2);
198 u rho = rfdata(:,3);
199 v rho = rfdata(:,4);
200 w rho = rfdata(:,5);
201 E = rfdata(:,6);
202 u = u rho./rho;
203 v = v rho./rho;
204 w = w rho./rho;
205 p = (gamma-1).*E-0.5*rho.*((u.*u)+(v.*v)+(w.*w));
206
207 simpressure = Po*(p-1);
208 simVelocityMic = csound*u;
209

















226 title('Velocity Profile Waveform at Microphone')
227
228 %repeat interval is about 432 samples
229 N=431; % see near line 159





















251 title('Velocity Profile Waveform at Inlet')
252
253
254 %-------now for experimental mic data------
255 %Pick the data you want


















273 title('Pressure Waveform at Microphone')
274 %------------------------------------
275 % plot 310 shows repeat occurs from 1 to 417
276 Nx=416;
277 % choose data from 2894-3310
278 p mic=data(2894:2894+Nx);








286 rfp mic(k)=datalo+frac*(datahi-datalo); %interpolated resampling
287 end
288 rfp mic=rfp mic';
289
290 %-------------------T-analysis-----------------------------




295 % the transfer vector is defined in the frequency domain
296 SimPressPeriod=fft(simpressperiod);
297 SimVelPeriod=fft(simvelperiod);
298 Rfp mic=fft(rfp mic);












310 title('Linear acoustic transfer vector')
311
312
313 Rfv mic=Rfp mic./T; %obtaining the linear projected velocity response







321 title('Derived inlet velocity')
322
323 figure(421) %Janelle added




328 title('Derived inlet pressure')
329
330 %------------get analytical expression for u ------------
331 waveformReconstructionAxi2(Period,rfv mic,numOfHarmonics);
1 function [T, timesum, amplitudeOfWaveform, phaseOfWaveform, ...




4 % Inputs: data - simulation text file that has been imported
5 % mPressure - pressure obtained from plotDataAxi()
6 % numOfHarm - number of harmonics for waveform
7 %
8 % Ouputs: timesum - reconstructed waveform as vector
9 % amplitudeOfWaveform - amplitude values for each harmonic
10 % phaseOfWaveform - phase values for each harmonic
11 % frequencyOfWaveform - frequency values for each harmonic
12 % harmonics - sum of harmonics in proper units
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13 % harmonicsSim - sum of scaled harmonics for sim
14 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
15
16 % Set up fs and frequency as a checker
17 N = length(pressure);
18 time = linspace(0, timeEnd, N);
19 time = time';
20 fs = 1/(time(2)-time(1));
21 nnyquist = floor(N/2+1);
22 freq = ([1:floor(N/2)+1]-1)*(fs/N);
23 y1f = (1/N)*(fft(pressure));










34 %Now we write the pressure as a sum of harmonics
35 amplitude = abs(y1f(1:nnyquist));
36 amplitudePercent= amplitude/101325;
37 phi = angle(y1f(1:nnyquist));
38 timesum = zeros(N,1); % Initialize time array
39 timesum(1:N) = amplitude(1); % DC into array
40
41 % Harmonics excluding DC, which has a factor of 1, not 2.
42 % start from 2 for velocity
43 for k=2:1:numOfHarm+1
44 timesum = timesum + 2*amplitude(k)*cos(2*pi*freq(k)*time + phi(k));
45 amplitudeOfWaveform(k) = amplitude(k);
46 phaseOfWaveform(k) = phi(k);
47 frequencyOfWaveform(k) = freq(k);
48 end
49
50 amplitudeOfWaveform = amplitudeOfWaveform(1:numOfHarm+1 )';
51 phaseOfWaveform = phaseOfWaveform(1:numOfHarm+1)';
52 frequencyOfWaveform = frequencyOfWaveform(1:numOfHarm+1 )';
53
54 for i=1:1:numOfHarm %comsol version






58 harmonics = strjoin(terms)
59
60 for i=1:1:numOfHarm











70 legend('original',sprintf('%d harmonics', numOfHarm))
71 title('Number of Harmonics Needed to Reconstruct Note')
72 ylabel('Pressure [Pa] ')
73 xlabel('Time [s]')
74
75 % Calculate total SPL
76 DC power correction = -3*amplitude(1)ˆ2; % removes overcal in sum()
77 harmonic power = sum(2*amplitude.ˆ2);
78 total SPL = 10*log10((DC power correction+harmonic power)/4E-10);
79
80 end
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