The existence of an extremal code of length 72 is a long-standing open problem. Let C be a putative extremal code of length 72 and suppose that C has an automorphism g of order 6 . We show that C , as an F2 g -module, is the direct sum of two modules, one easily determinable and the other one which has a very restrictive structure. We use this fact to do an exhaustive search and we do not find any code. This prove that the automorphism group of an extremal code of length 72 does not contain elements of order 6 .
Introduction
The existence of an extremal code of length 72 is a long-standing open problem [18] . A series of papers investigates the structure of its automorphism group excluding most of the subgroup of S 72 . The most recent result, established in [9] and [14] , is the following:
The automorphism group of a binary self-dual doubly-even [72, 36, 16] code C has order 5 or a divisor of 24 . Furthermore, if 8 divides the order of Aut(C) then its Sylow 2 -subgroup is either D 8 or C 2 × C 2 × C 2 .
In this paper we will prove that the automorphism group of a binary self-dual doubly-even [72, 36, 16] code does not contain elements of order 6 , obtaining the following. Theorem 1.1. The automorphism group of a binary self-dual doubly-even [72, 36, 16] code is either trivial or one of the following: C 2 , C 3 , C 4 , C 2 × C 2 , C 5 , S 3 , D 8 , C 2 × C 2 × C 2 , A 4 or S 4 .
Notations: C n is the cyclic group of order n ; D n is the dihedral group of order n ; A n and S n are, respectively, the alternating group and the symmetric group of degree n .
With methods similar to those introduced by O'Brien and Willems in [15] , we strongly use the fact that a binary code with automorphism group G is an F 2 G -module. Consider g , automorphism of order 6 : we use a variety of results, some new, of modular representation theory, to study the structure of F 2 g -modules (for basic concepts of representation theory see the introduction of [7] ). In particular we show that our putative code is the direct sum of two modules: one is the subcode of words fixed by g 2 , easily determinable, and the other one has a socle which belongs, up to equivalence, to a very small set. From the knowledge of the socle it is quite easy to do an exhaustive search. All computations were carried out using Magma [3] .
Preliminaries
Let C be a binary [n, k] linear code and let ( , ) : F n 2 × F n 2 → F 2 be an inner product on F n 2 , where F 2 is the field with 2 elements. Then
is the dual of C , a binary [n, n − k] linear code. C terms self-orthogonal if C ⊆ C ⊥ and self-dual if C = C ⊥ . In this paper we are interested in binary linear codes in F n 2 with the Euclidean inner product; i.e., if u = (u 1 , u 2 , . . . , u n ), v = (v 1 , v 2 , . . . , v n ) ∈ F n 2 , then (u, v) = n i=0 u i v i .
A theorem of Gleason, Pierce and Turyn [2] guarantees that if s > 1 divides the weight of every codeword in a nontrivial binary self-dual code, then s = 2 or 4 . Binary self-dual codes automatically satisfy this condition with s = 2 . A binary doubly-even code is a binary linear code whose words have weight divisible by 4 . Self-dual doubly-even codes exist only when n is a multiple of 8 [10] . A theorem of Mallows and Sloane [12] shows that for a self-dual doubly-even code
where [x] is the integer part of x . If d = 4
n 24 + 4 , C is called extremal. Extremal codes whose length is a multiple of 24 are very interesting, since, for example, all their codewords of a given weight support five-designs [1] , [17] . The only known extremal codes of length a multiple of 24 are the extended binary Golay code G 24 and the extended quadratic residue code QR 48 , the unique (up to equivalence) extremal codes of length 24 and 48 respectively.
There is a natural (right) action of S n on F n 2 (action on the coordinates):
If C is a binary code and c g ∈ C for all c ∈ C , then g is an automorphism of C . We denote with Aut(C) the group ( ≤ S n ) of the automorphisms of C . When C is a binary self-dual doubly-even [72, 36, 16] code, the possible structure of the elements of Aut(C) is well-known: we say that an automorphism h is of type p -(c, f ) if h has c cycles of order p and f fixed points. Then we have the following result [6] , [5] , [8] .
Proposition 2.1. Let h be an automorphism of prime order of a binary self-dual doubly-even [72, 36, 16] code. Then h can be only of the following types: 2 -(36, 0) , 3 -(24, 0) or 5 -(14, 2) .
Let us fix some notations that we will use throughout this paper.
If W is a subspace of F n 2 and h ∈ S n define
If Ω 1 , . . . , Ω n h are the orbits of the action of h on the coordinates, we say that a v ∈ V is constant on the orbits of h if v |Ω i is either null or the all ones vector. Obviously, w ∈ W belongs to W(h) if and only if is constant on the orbits of h .
If W is a subspace of F 
Fixed codes
An usual starting point in the search of a code with certain automorphisms is the study of the subcode of words fixed by these automorphisms. This is, in general, an easy problem. In our case it will provide a fundamental tool to do the exhaustive search.
Let C be a self-dual doubly-even [72, 36, 16] binary code and suppose g ∈ Aut(C) such that o(g) = 6 . By Proposition 2.1 we have that the elements of order 2 and 3 in Aut(C) have no fixed points, so g has no fixed point. Thus we can suppose, up to a relabelling of the coordinates, g = (1, 2, 3, 4, 5, 6 With argument similar to the ones used in [4] and [14] we prove the following result about C(g) . 
for all c ∈ C = C ⊥ , so v ∈ C . Thus v ∈ π 12 (C(g)) and so π 12 (C(g)) = φ(C)
⊥ . π 12 (C(g)) is the dual of a self-orthogonal code. It is, obviously, even and of minimum distance bigger or equal to 4 , since every word in C(g) has weight a multiple of 6 . Thus it is a [12, ≥ 6, ≥ 4] even code.
We have just proved that φ(C) ⊆ π 12 
This is obviously a self-orthogonal code. If it is not self-dual we can repeat this algorithm. So we can find a self-dual code
We have that D ′ has minimum distance at least 4 . There is, up to equivalence, only one self-dual [12, 6] code with minimum distance bigger or equal to 4 [16] , and has generator matrix This code has no overcode of minimum distance bigger or equal to 4 . So φ(C) = π 12 (C(g)) = φ(C) ⊥ and it is equivalent to a self-dual code with generator matrix equivalent to M . Setting H = π 12 (C(g)) we have the thesis.
Let us underline the following obvious fact:
This simply observation will be fundamental in section 6.
4 Decomposition of C as F 2 g -module Following [15] , we observe that V is an F 2 g -module defining the product in the natural way:
The code C is an F 2 g -submodule of V , since g is an automorphism of the code. Obviously any F 2 g -module is also an F 2 g 2 -module.
In the previous section we considered the fixed codes C(g) , C(g 2 ) and C(g 3 ) . In particular C(g 2 ) plays an important role in our method, since g 2 has order 3 and we have a classical result of Huffman about the decomposition of binary codes with automorphisms of odd order. 
where E(h) is the subcode of C of words of even weight on the orbits of h , i.e.
where Ω i are the orbits of h on the coordinates.
So, in our case,
Let us observe that dim E(g
In order to have more information about E(g 2 ) , we need to reinterpret this decomposition in terms of representation theory. A basic result in this direction is given by Lemma 4.2 below. We state it following the notations in [15] . Lemma 4.2. Let C be a binary linear code, G ≤ Aut(C) and
Let us take G = g . Then
Remark 4.1. Observing the proof of Lemma 2 in [11] , it is easy to prove the following facts:
2.
, the subspace of all the vectors fixed by g 2 ;
3. V 2 = Vf 2 is the set of vectors of even weight on the orbits of g 2 .
They are all F 2 g -modules.
Remark 4.2. By direct calculations we deduce the following properties for the principal ideal I = (f 2 ) ⊂ F 2 g :
2. I has only one proper subideal, say J . This is 2 -dimensional as F 2 -vector space. In particular
and J is the set of elements of I fixed by g 3 , so that J (1 + g 3 ) = 0 . If we consider I as an F 2 g -module, then obviously it is indecomposable and J = soc(I) .
As an
3 ) = J , for all i ∈ {1, . . . , 4} . Obviously they have pairwise trivial intersection (as they are irreducibles), so that I = J ⊕ L i , for all i ∈ {1, . . . , 4} . Remark 4.3. Let v ∈ V 2 = Vf 2 and consider m = vF 2 g , the cyclic F 2 g -module generated by v . An easy consequence of Remark 4.2 is that, if v = 0 , then only two possibilities occur:
II. m ∼ = I , so that m is an indecomposable F 2 g -module of dimension 4 .
In the first case m will be called cyclic F 2 g -module of type I, while in the second case m will be called cyclic F 2 g -module of type II. They inherit by J and I all the properties stated in Remark 4.2. Let us underline that m = vF 2 g is a cyclic F 2 g -module of type I if and only if v is fixed by g 3 . Since every v ∈ V 2 belongs to a cyclic F 2 g -submodule of V 2 (the one generated by itself), all the irreducible F 2 g -submodules of V 2 are cyclic of type I. For the same reason all the irreducible F 2 g 2 -submodules of V 2 are of dimension 2 . Every F 2 g -submodule of V 2 has even dimension: indeed it is also a F 2 g 2 -submodule and so, by Maschke's Theorem, it is the direct sum of irreducible F 2 g 2 modules, that have dimension 2 . Now, we give a lemma that relates the socle of F 2 g -submodules of V 2 to elements fixed by g 3 .
where M(g 3 ) is the set of vectors in M fixed by g 3 .
Proof. Since all the irreducible F 2 g -submodules of V 2 are cyclic of type I, then all the elements of an irreducible F 2 g -submodule of M are fixed by g 3 . Viceversa, every element of M(g 3 ) belongs necessarily to an irreducible F 2 g -module, which is therefore contained in M . Finally, sum of elements fixed by g 3 is again fixed by g 3 .
Thus soc(E(g 2 )) = (E(g 2 ))(g 3 ) . For our purposes it is important the following lemma, which gives a characterization of the socle in terms of the subcodes fixed by g 2 and g 3 .
Lemma 4.4. With the notations introduced before, it holds
Proof. We have just proved the first equality. Now we prove the second one.
is an F 2 gmodule, since g sends words constant on the orbits of g 3 in words constant on the orbits of g 3 . So
Thus, by Lemma 4.2,
we have that
and
Let us conclude with a observation that will be crucial in the next section.
5 On the structure of the F 2 g -submodules of V 2
In this section we will prove a theorem that is a refinement of the Krull-Schmidt Theorem in a very particular case of F 2 g -modules. This result gives us a tool to do an exhaustive search for our code.
In this section we strongly use Remark 4.2 and Remark 4.3. Let us state the theorem.
Then for every decomposition
of the socle in irreducible F 2 g -submodules, there exist q 1 , . . . , q m , cyclic F 2 g -submodules of type II of M with soc(q i ) = p i for all i ∈ {1, . . . , m} , such that
Before proving the theorem, we need some lemmas.
Lemma 5.1. Let p an irreducible F 2 g -submodule of type I of V 2 and let q 1 , . . . , q n be distinct cyclic F 2 g -submodules of type II of V 2 , all having p as socle, such that
(that is equivalent to ask that dim(q 1 + . . . + q n ) = 2 + 2n ), where
Furthermore, every cyclic F 2 g -submodule of type II of q 1 + . . . + q n has socle p .
be the linear map of multiplication by 1 + g 3 .
This implies that ker(m 1+g 3 ) has dimension (2 + 2n) − 2 = 2n . The element v ∈ q 1 + . . . + q n is fixed by g 3 if and only if v ∈ ker(m 1+g 3 ) , so that, by Lemma 4.3,
Furthermore, as for every q , cyclic F 2 g -submodule of type II of V 2 , soc(q) = m 1+g 3 (q) , we get the equality soc(q) = p by (4).
has at most 2 2m−2 cyclic F 2 g -submodules of type II with the same socle.
Proof. Let us fix an irreducible F 2 g 2 -submodule p of soc(M) and let K p = {q 1 , . . . , q N } be the set of all cyclic F 2 g -submodules of type II of M that have socle p . If N = 0 , let N = q 1 + . . . + q N . We have that dim(N ) = 2 + 2n for a certain integer n ≥ 1 . Obviously there are q
n . By Lemma 5.1, dim(soc(N )) = 2n and every cyclic F 2 g -submodule of type II of N has socle p (and so it is contained in K p ). Since every element of N \ soc(N ) is obviously contained in a cyclic F 2 g -submodule of type II of N and q i ∩ q j = p for i = j , i, j ∈ {1, . . . , N } , it is easy to observe that
Obviously soc(N ) ⊆ soc(M) . Then the maximum for N is reached when dim(N ) = 2 + 2m .
has exactly 2 2m−2 cyclic F 2 g -submodules of type II with socle p , for every irreducible
Proof. The number of all the irreducible F 2 g -submodules of M is equal to
since obviously every element of the socle belongs to an irreducible F 2 g -module and the irreducibles have pairwise trivial intersection. With similar arguments it is easy to prove that the number of all the cyclic F 2 g -submodules of type II of M is equal to
Then the average of indecomposables for each irreducible is
that is also the maximum. So the maximum is reached for every irreducible F 2 g -submodule.
Lemma 5.2. Let q 1 , . . . , q n be cyclic F 2 g -submodules of type II of V 2 such that p 1 + . . . + p n is a direct sum (i.e. dim(p 1 ⊕ . . . ⊕ p n ) = 2n ), where p i = soc(q i ) for every i ∈ {1, . . . , n} . Then
Proof. For every i ∈ {1, . . . , n} , let h i irreducible F 2 g 2 -submodule such that q i = p i ⊕ h i . We make induction on n ≥ 2 . Let n = 2 . Obviously q 1 ∩ q 2 = {0} . So q 1 + q 2 = p 1 ⊕ h 1 ⊕ p 2 ⊕ h 2 . Arguing as in Lemma 5.1, we can consider the linear map m 1+g 3 and we can prove soc(
, the equality holds. Let us suppose 1. and 2. true for n − 1 . Then q n ∩ (q 1 ⊕ . . . ⊕ q n−1 ) = {0}, since soc(q n ) = p n has trivial intersection with soc(q 1 ⊕ . . . ⊕ q n−1 ) . Thus 1. is true for n . 2. can be proved as in the basis of the induction.
We have now all the ingredients to prove the theorem.
Proof of Theorem 5.1. Corollary 5.2 implies that the set K pi of cyclic F 2 g -submodules of type II of M with socle p i is non-empty for all i ∈ {1, . . . , m} . Choose q i ∈ K pi for every i ∈ {1, . . . , m} . Then, for Lemma 5.2, q 1 + . . . + q m ( ⊆ M ) has dimension 4n . So the equality holds. 2
Remark 5.1. For the following we point out that every choice of q i ∈ K pi ( i ∈ {1, . . . , m} ) is allowed.
Coming back to our problem, we observe that E(g 2 ) satisfies, by (3), the hypothesis of the theorem:
In section 6 we will determine the possible socles of E(g 2 ) and in section 7, using Theorem 5.1 and the results of section 6, we will describe the exhaustive search. By Lemma 4.4 we know that soc(E(g 2 )) = (C(g 2 ) + C(g 3 )) ∩ V 2 . This suggests us to determine which code can be C(g 2 ) + C(g 3 ) in order to get soc(E(g 2 ) .
We have seen that we can suppose g = (1, 2, 3, 4, 5, 6 (1, 1, 1) , with G 24 extended binary Golay code; C(g 3 ) equivalent to K ⊗ (1, 1) , with K one of the 41 self-dual [36, 18, 8] codes classified by Mechor and Gaborit; C(g) = H ⊗ (1, 1, 1, 1, 1, 1) , with H equivalent to F , self-dual [12, 6, 4] It is easy to notice that
for c in C(g 2 ) and c in C(g 3 ) respectively. So
This observation implies that π 36 (C(g 3 )) has an automorphism of order 3 and degree 36 . Only 13 out of the 41 codes classified by Mechor and Gaborit have such an automorphism.
It is easy to see that
Another important observation is that
These remarks together with the lemmas below allow us to deduce the following result. We describe the algorithm which proves the theorem.
Step 1. Choose a particular extended binary Golay code, say G , and find all its subcodes equivalent to F ⊗ (1, 1) , say M 1 , . . . , M m . For each M i denote with h i an element of S 24 such that M i hi = F ⊗ (1, 1) and set G i = G hi . Denote AF = Aut (F ⊗ (1, 1) ) and AG = G = AG for all i ∈ {1, . . . , m} (since, by direct calculations, G i ∈ AG ). Lemma 6.1. AG is the set of all extended binary Golay codes that has F ⊗ (1, 1) as subcode.
Proof. Take an extended binary Golay code J with F ⊗ (1, 1) as subcode. Then there exists h ∈ S 24 such that J h = G . There exists j ∈ {1, . . . , m} such that (F ⊗ (1, 1) ) 1) and so hh j ∈ AF . But J hhj = G j and so J ∈ G AF j = AG .
Step 2. Take the 13 codes of the classification of Mechor and Gaborit which have automorphisms of order 3 and degree 36 , say D 1 , . . . , D 13 . Denote {e 1,1 , . . . , e 1,n1 } ⊂ Aut(D 1 ), . . . ). Find all the subcodes of D i,j equivalent to F ⊗ (1, 1, 1 ) and which are fixed word by word by g 36 , say
Denote with 1, 1 ) and that commutes with g 36 . Let us show its existence: every element l ∈ S 36 for which
is such that l −1 g 36 l has order 3 and fixes every word of F ⊗ (1, 1, 1) ; thus, by direct calculations, it has the same orbits (on the coordinates, as an element of S 36 ) of g 36 . So
36 . In the first case take l (i,j) k = l , in the second case take l (i,j) k = ls where s is an automorphism of F ⊗ (1, 1, 1) of order 2 (a relabelling of the coordinates of each orbit of g 36 ) such that s
and denote with C36 the set of all the codes
C36 is a proper subset of all the codes equivalent to D 1 , . . . , D 13 which contain F ⊗ (1, 1, 1 ) . The following lemma shows that C36 is big enough to allow us to determine all the possible C(g 2 ) + C(g 3 ) .
Lemma 6.2. There exist B 3 ∈ AG and B 2 ∈ C36 such that C(g 2 ) + C(g 3 ) is equivalent to
Proof. Up to equivalence, we can suppose 1, 1, 1, 1, 1 ) .
There exists i ∈ {1, . . . , 13} and h ∈ S 36 such that π 36 (C(g
There exists k ∈ {1, . . . , n i,j } such that (F ⊗ (1, 1, 1) )
Thus, if we set t = hh i,j l (i,j) k , we have
2. g = t −1 gt ; 3. t ∈ Aut(F ⊗ (1, 1, 1, 1, 1, 1) ) .
The construction of t will be done in Remark 6.1. Condition 1. implies that π 36 (C(g
t has obviously dimension 12 . C t is a binary self-dual doubly-even [72, 36, 16] code with g as automorphism, so C t (g 2 ) has dimension 12 too, and thus it holds the equality. This implies that π 24 (C(g 2 ) t ) is an extended binary Golay code. Condition 3. implies that π 24 (C(g 2 ) t ) has F ⊗ (1, 1) as subcode. Indeed, (1, 1, 1, 1, 1, 1) ) t )).
Remark 6.1. It is easy to convince themselves that t exists. For reader's convenience we give an explicit construction of t through wreath product. Let ∆ = {1, 2} and Γ = {1, 2, 3} . We have S ∆ = S 2 and S Γ = S 3 . We want to explain how the wreath product S ∆ ≀ S Γ acts on the coordinates of F 6 2 . Firstly, we can see
with ∆ 1 = {1, 4} , ∆ 2 = {2, 5} and ∆ 3 = {3, 6} . This can be send in the ordered set Ω = {1, 2, 3, 4, 5, 6} in a natural way, that is sending the first element of ∆ 1 in the first element of Ω , the second element of ∆ 1 in the fourth element of Ω , the first element of ∆ 2 in the second element of Ω and so on, i.e. by sending i in i , in the ordered set Ω . We denote this map
An element h of S ∆ ≀ S Γ has the shape
and acts on ∆ 1 ∪ ∆ 2 ∪ ∆ 3 in the following way:
With this notation it is possible to check that, for example,
In a similar way, we have that
where Γ 36 = {1, . . . , 36} , acts on the coordinates of F 72 2 , thanks to a suitable
where Ω 72 = {1, . . . , 72} . With this notation we have that , (1, 2) , . . . , Id, Id, (1, 2), g 36 )ϕ 36 . Now, the t ∈ S 72 that we were looking for is
This t has all the desired properties (it is checkable by hand).
Step 3. Construct the set of all π 24 −1 (B 3 ) + π 36 −1 (B 2 ) , with B 3 ∈ AG and B 2 ∈ C36 and take one representant for each equivalence class of this set. Collect them in the set L , that satisfies, obviously, the requested properties.
Remark 6.2. We have proved that, if C does exist, there are L ∈ L and r ∈ S 72 such that
The problem is that it is not clear, a priori, whether r −1 gr = g or not. This is very important, since V 2 = V(g 2 + g 4 ) depends strongly on g . The element r −1 gr is an automorphism of L of order 6 and it has the same cycle structure of g . Furthermore L = L(r −1 g 2 r)+L(r −1 g 3 r) . There are not many elements with these features in Aut(L) , L ∈ L . Using this fact we construct a new list L ′ (of 40 elements) with the following property: there exist L ∈ L ′ and s ∈ S 72 such that
7 Construction of a putative E(g 2 ) from its socle Now let us conclude the construction. Following the track laid out in Theorem 5.1, we define, for every p , irreducible F 2 g -submodule of soc(E(g 2 )) , the set
We will now take a decomposition of soc(E(g 2 )) into irreducible F 2 g -submodules
and add 6 irreducibles h 1 ∈ H p1 , h 2 ∈ H p2 , h 3 ∈ H p3 , h 4 ∈ H p4 , h 5 ∈ H p5 , h 6 ∈ H p6 , to this decomposition, in all the possible combinations. This is obviously equivalent to take the direct sum of q 1 , . . . , q 6 , cyclic F 2 g -modules of type II such that soc(q i ) = p i for all i ∈ {1, . . . , 6} , in all the possible combinations. Now we do some considerations important for the computational part. Firstly we determine the cardinalities of H p . Proof. We give a constructive proof. As we have already observed in section 4, every irreducible F 2 gsubmodule p of V 2 is cyclic and fixed by g 3 . Furthermore it is also a cyclic F 2 g 2 -submodule. Say
Consider the sets Ω i = {6i − 5, 6i − 4, 6i − 3, 6i − 2, 6i − 1, 6i} , which we call blocks, for i ∈ {1, . . . , 12} . It is easy to observe that v |Ω i can be only one of the following
since v is of even weight on the orbits of g 2 and fixed by g 3 . Every h ∈ H p is cyclic. Thus we can choose its generator z so that z(1 + g 3 ) = v . Since So, apparently, we have (4 12 ) 6 calculations to do, a number that would make unfeasible our search.
The point is that two modules that "make soc(E(g 2 )) grow in the same way" are equal from our point of view. More precisely, we are interested only in the representatives of the equivalence classes of the equivalence relation over H p defined as following:
Lemma 7.2. Each equivalence class is composed by 4096 elements.
Proof. Let us fix h ∈ H p , for p ⊆ soc(E(g 2 )) . With arguments similar to the ones used in Lemma 5.1, Corollary 5.1 and Corollary 5.2, we can prove that all the indecomposable F 2 g -modules in soc(E(g 2 )) + h have socle p and they are 2 2·6−2 = 1024 . Since every indecomposable F 2 g -module, as we have observed in Section 4, contains 4 elements of H p , and the indecomposable F 2 g -modules have pairwise intersection p , then there are exactly 4 · 1024 = 4096 elements of H p in soc(E(g 2 )) + h . The thesis follows easily.
Thus the number of classes is 4
12 /4096 = 4096 , a more practical number to do calculations. Unfortunately 4096 6 is still too big. However, we are interested only in the representatives that give us a doubly-even module. It is easy to prove (thanks to the construction in Lemma 7.1) that exactly the half of the elements of H p are doubly-even. Moreover, if soc(E(g 2 )) + h is doubly-even then all the elements of the class of h are doubly-even. It happens that the number of doubly-even representatives is at most 4 11 /4096 = 2048 .
We are to explain our algorithm (we will use the notation d(C) to indicate the minimum distance of a code C ):
Step 1. Take the set L ′ = {L 1 , . . . , L 40 } and set F i = L i ∩ V 2 .
Do the following steps for every i ∈ {1, . . . , 40} .
Step 2. Find 6 irreducible F 2 g -modules, say P i,1 , . . . , P i,6
such that F i = P i,1 ⊕ . . . ⊕ P i,6 .
Step 3. For every P i,j , j ∈ {1, . . . , 6} , find a set of representatives of the 2048 equivalence classes of H Pi,j consisting of doubly-even modules. Then find the subset of H i,j defined in the following way
= {H (i,j) 1 , . . . , H (i,j) n i,j }
Step 4. Find the subset of H ′ i,1 × H ′ i,2 defined in the following way
Find the subset of P i × H ′ i,3 defined in the following way where L ′ = {L 1 , . . . , L 40 } . Magma calculations find S i empty, for all i ∈ {1, . . . , 40} . So a binary self-dual doubly-even [72, 36, 16] code with automorphism of order 6 does not exist.
