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Spaces of locally integrable functions on Rn that vanish at ∞ and whose gradient and
Laplacian are in Lp(Rn;Rn), Lq(Rn) respectively are deﬁned. A representation theorem for
such functions is described and properties of the fundamental solution of the modiﬁed
Laplacian operator are used to prove Lr and supremum norm inequalities when n = 3.
Imbedding results for these spaces into Lr(R3) and C0(R3) when 1 p < 3 are described.
The case p = q = 2 yields a reproducing kernel Hilbert space of functions on R3. Some
different estimates for solutions of the ﬁnite mass and energy solutions of Poisson’s
equation on R3 are found using these results.
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1. Introduction
This paper describes some properties of functions on Rn whose gradients and Laplacians are in Lp(Rn;Rn), Lq(Rn)
respectively. The functions are not required, a priori, to be in any Lr-space; rather, they should vanish at ∞ in a measure
theoretic sense. The space of such functions will be denoted Dp,q(Rn).
This class of functions is of physical interest when n = 3 as they are a reasonable class of potentials for electrostatic and
gravitational ﬁelds on R3. For such ﬁelds the gradients and Laplacians of a potential function have physical interpretations –
but the speciﬁc value of the function is not so important – though some normalization is necessary. Thus it is of interest
to know what integrability properties these functions have as a consequence of integrability assumptions on their ﬁrst
derivatives and the Laplacian.
The principle results in this paper are proved in the scientiﬁcally interesting case n = 3. In this case the results extend
Sobolev’s famous theorem that if a function has gradient ∇ f ∈ Lp(R3;R3) with 1 p < 3, then the function f ∈ Lr(R3) for
r = 3p/(3− p). A detailed discussion of this Sobolev inequality, in any dimension n 3, is provided in Chapter 8 of the text
of Lieb and Loss [4]. When the condition that the Laplacian of f is in Lq(Rn) is added to the usual conditions for the 3d
Sobolev inequality, we ﬁnd that the function f will be in a range of Lr-spaces; subject to conditions on q. In particular, if
q > 3/2, f will also be in the space C0(R3) and estimates relating the various norms are found.
The results depend on a representation theorem (Theorem 3.3) for tempered distributions on Rn in terms of certain con-
volutions of the gradient and Laplacian of the distribution. The terms in this convolution involve the fundamental solutions
of the Laplacian and the modiﬁed Laplacian (μ2−) operators on Rn . This is a very general representation result that holds
in any dimension n  1. The representation result and Young’s inequality for convolutions are used to derive estimates of
various Lr and uniform norms of functions in Dp,q(R3). These results are detailed in Sections 5 and 6 where 1-parameter
family of estimates are ﬁrst obtained. Then the scaling properties of the fundamental solution of the modiﬁed Laplacian are
used to obtain multiplicative estimates. This requires an elementary 1d optimization result that provides remarkable explicit
formulae and is described in Appendix A.
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space. In this case the inequalities described here connect with results of Xie [7,8], who proved similar inequalities for
functions in subspaces of H10(R
3).
Finally, Section 7 relates these bounds to questions about the solutions of the ﬁnite mass and ﬁnite energy solutions
of Poisson’s equation on R3. When the source term ρ is in L1(R3) ∩ Lq(R3), it is known that the solutions of Poisson’s
equation have ﬁnite energy provided q 6/5 as a consequence of the Hardy–Littlewood–Sobolev inequality. When q > 6/5,
various different estimates for the solutions are described. These complement, and often sharpen, estimates derived and
used in Auchmuty and Beals [1].
2. Notation and deﬁnitions
This paper will describe some properties of functions f :Rn →R, n 3, whose weak derivatives satisfy certain integra-
bility conditions. The functions are not required, a priori, to be in any particular Lp-space. Instead, we shall require
(A1) f is in L1loc(R
n) and, for every t > 0,
ω f (t) :=
∣∣{x ∈Rn: ∣∣ f (x)∣∣> t}∣∣< ∞. (2.1)
Here | . | denotes Lebesgue measure. Functions that satisfy (2.1) are said to vanish at ∞. Our attention is on functions that
also satisfy
(A2) ∇ f is in Lp(Rn;Rn) for some p ∈ [1,n), and
(A3)  f is in Lq(Rn) for some q ∈ [1,∞].
All derivatives are taken in a weak sense with ∇ f = (D1 f , D2 f , . . . , Dn f ) being a vector-valued function on Rn and D j f
being the weak j-th derivative of f .  f is the Euclidean Laplacian of f .
The case p = n is well known to be the critical exponent for many regularity results for Sobolev functions and our
interest is in the situation where p < n. The material in Sections 5 through 7 treat the case n = 3 with a view to obtaining
results on the physical situations that motivated this analysis.
Deﬁne Dp,q(Rn) to be the space of all (equivalence classes of) functions that satisﬁes (A1)–(A3). It is easily veriﬁed that
this is a real vector space when p,q ∈ [1,∞]. Consider the norm
‖ f ‖p,q := ‖∇ f ‖p + ‖ f ‖q, (2.2)
where ‖ .‖q is the standard Lq-norm and
‖∇ f ‖pp :=
∫ ( n∑
j=1
|D j f |2
)p/2
dx
all integrals will be over Rn if the domains are not explicitly indicated. The special case p = q = 2 will be denoted H(n)
and
[ f , g] :=
∫
(∇ f · ∇g +  f g)dx (2.3)
is an inner product on H(n). Here · represents the Euclidean inner product on Rn .
Various spaces of continuous bounded functions on R3 will be used. Cb(R3) is the Banach space of all continuous real-
valued functions with
‖ f ‖b := sup
x∈R3
∣∣ f (x)∣∣.
The subspace of all functions that also satisfy lim|x|→∞ f (x) = 0 will be denoted C0(R3) and is a closed subspace of Cb(R3).
Most other deﬁnitions and notations used here should be taken as in Lieb and Loss [4]. In particular, we use Borel
representatives of equivalence classes of Lebesgue measurable functions on Rn . Our convention for the Fourier transform of
a function f , however, is that
F f (ξ) = fˆ (ξ) :=
∫
e−ix·ξ f (x)dx
and functions will be complex-valued when Fourier transforms are involved.
Extensive use will be made of the fundamental solution Gμ of the modiﬁed Laplacian operator on Rn . That is, Gμ is the
function deﬁned by
μ2G − G = δ0 on Rn. (2.4)
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denoted G0 with
G0(x) := Cn|x|2−n and Cn−1 = (n − 2)ωn. (2.5)
Here ωn is the surface area of the unit sphere in Rn and |x| is the Euclidean norm. For μ > 0 it is known that
Gμ(x) :=
∞∫
0
(4πt)−n/2 exp−[μ2t + |x|2/4t]dt. (2.6)
See Lieb and Loss [4, Chapter 6] for proofs and properties of this function. The distributional Fourier transform of Gμ is
Gˆμ(ξ) =
(
μ2 + |ξ |2)−1 for μ 0. (2.7)
When n = 3, the integral expression (2.6) may be evaluated explicitly to yield
Gμ(x) := e
−μ|x|
4π |x| . (2.8)
Some series expansions of Gμ for the cases n 4 are posed as Exercise 9.3 in Chapter 1 of Treves [6].
3. Spaces and representations
In this section, some properties of the spaces Dp,q(Rn) will be described and a representation result will be derived.
First, we have that these spaces are complete.
Theorem 3.1.When p ∈ [1,n), q ∈ [1,∞], Dp,q(Rn) with the norm (2.2) is a real Banach space.
Proof. As noted above Dp,q(Rn) is a real vector space. Let { fm: m 1} be a Cauchy sequence of functions in Dp,q(Rn). When
p < n, this sequence will be a Cauchy sequence of functions in Lps (Rn) for ps = np/(n − p) from the Sobolev imbedding
theorems that hold when (A1) and (A2) hold. See [2] or the chapter on Sobolev theorems in [4] for a discussion of this.
Thus there is a limit function f˜ ∈ Lps (Rn) for this sequence and the sequence converges to f˜ in measure from Tchebychev’s
inequality, so f˜ satisﬁes (A1).
If fm → f˜ in Lps (Rn) and ∇ fm → v = (v1, . . . , vn) in Lp(Rn;Rn), then ∇ f˜ = v using standard arguments about weak
derivatives. Similarly,  f˜ = limm→∞  fm in Lq(Rn), so f˜ ∈ Dp,q(Rn) and the space Dp,q(Rn) is complete. 
Corollary 3.2.When n 3, H(n) with the inner product (2.3) is a real Hilbert space.
Proof. The inner product (2.3) generates the same norm on H(n) as D2,2(Rn). Hence the theorem implies that H(n) is
a Hilbert space. 
Suppose that S is the standard Schwartz space of C∞ complex-valued functions that vanish more rapidly at ∞ than
any polynomial in |x|. See Chapter 8 of Folland [3] for deﬁnitions. Let S ′ be its dual space and S(Rn) be the corresponding
space of real-valued functions. The discussion there shows that S(Rn) is a subspace of Dp,q(Rn) for all p, q and that, in
fact, it is dense in Dp,q(Rn) since C∞c (Rn) is dense in Dp,q(Rn).
Suppose that G0, Gμ are the fundamental solutions of the Laplacian and the modiﬁed Laplacian deﬁned in the previous
section and, for μ > 0, deﬁne Fμ : Rn → [0,∞] by Fμ(x) = G0(x) − Gμ(x). These functions are in S ′ and, from (2.7), the
distributional Fourier transform of Fμ is
Fˆμ(ξ) = μ
2
(μ2 + |ξ |2)|ξ |2 . (3.1)
The starting point for our results is the identity
u(x) =
∫ [∇ Fμ(y) · ∇u(x− y) − Gμ(x− y)u(y)]dy. (3.2)
Both integrals here are convolutions and we shall use ∗ to represent either scalar, or vector, convolutions as appropriate.
That is, when v , w are vector-valued functions, write
(v ∗ w)(x) :=
∫ n∑
v j(x− y)w j(y)dy.
j=1
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T = ∇ Fμ ∗ ∇T − Gμ ∗ T for any T ∈ S ′. (3.3)
Theorem 3.3. Given n 1, T ∈ S ′ , (3.3) holds in the sense of convolutions of tempered distributions.
Proof. Given T ∈ S ′ , take the Fourier transform of the right-hand side of (3.3). From the preceding formula (3.1) for the
Fourier transform of Fμ ,
F(∇ Fμ ∗ ∇T )(ξ) = μ
2
μ2 + |ξ |2 Tˆ (ξ).
The Fourier transform of the second convolution vμ := −Gμ ∗ T is
vˆμ(ξ) = |ξ |
2
μ2 + |ξ |2 Tˆ (ξ).
Adding these two expressions shows that (3.3) holds for any T ∈ S ′ as the Fourier transform is an isomorphism of S ′ with
itself. 
Corollary 3.4. When u satisﬁes (A1)–(A3), then (3.2) holds a.e. on Rn provided these convolutions are well-deﬁned functions in
L1loc(R
n).
Proof. When u ∈ Dp,q(Rn), then each u, D ju and u is in S ′ as L1loc(Rn) and Lp functions are in S ′(Rn). Thus u has a
distributional Fourier transform and (3.3) holds in the sense of distributions on Rn when T is the distribution associated
with u. However u is assumed to be locally integrable, so (3.2) holds a.e. on Rn whenever the convolutions are well-
deﬁned. 
An identity similar to (3.2) was used by Wenzheng Xie [8] to prove optimal inequalities for functions in H10(Ω) with
Laplacian in L2(Ω) when Ω was an arbitrary open set in Rn , n = 2 or 3. For his situation, the convolutions with fundamental
solutions were replaced by Green’s functions of the operators subject to Dirichlet boundary conditions on Ω .
4. The functions Gμ, Fμ
Here some properties of the functions Gμ , Fμ will be derived. The ﬁrst result may be compared with Theorem 6.23 of [4]
and provides the properties of Gμ that will be used later – especially the dependence of properties on the parameter μ.
Theorem 4.1. Assume μ > 0, n 3 and Gμ is deﬁned by (2.6). Then
(i) Gμ is C∞ and 0 < Gμ(x) < G0(x) on Rn\{0}.
(ii) Gμ(x) = μn−2G1(μ|x|) with μ2
∫
Gμ dx = 1.
(iii) Gμ(x) is a strictly decreasing function of μ for each x ∈Rn\{0}.
(iv) Gμ ∈ Lp(Rn) and ‖Gμ‖p  Cpμn−2−n/p for 1 p < n/(n − 2). Here Cp is a constant that depends only on n, p.
Proof. (i) and (iii) follow directly from the formula (2.6) for Gμ . Substitute s = μ2t in this formula to obtain the ﬁrst part
of (ii). The last part follows by integrating with respect to x ﬁrst, then with respect to t and using standard expressions
for Gaussian integrals. The fact that Gμ ∈ Lp(Rn) for 1 p < n/(n − 2) when n  3 is part of Theorem 6.23 of [4] and the
scaling with respect to μ follows from (ii). Cp is essentially the integral of a power of G1. 
The next result describes some properties of Fμ in the 3-dimensional case. From the deﬁnition and (2.8), we have that
Fμ(x) = (4π)−1 fμ(r) with r = |x| and fμ(r) := 1− e
−μr
r
. (4.1)
Theorem 4.2. Assume μ > 0, n = 3 and Fμ is deﬁned by (4.1). Then
(i) Fμ is a continuous, bounded and strictly decreasing radial function, with
lim
r→0+
fμ(r) = μ and lim
r→∞ r fμ(r) = 1. (4.2)
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(iii) Fμ ∈ Lp(R3;R3) ∩ C0(R3) for p > 3.
Proof. Since Fμ is a radial function, we need only verify the relevant properties for fμ . A simple calculation yields that the
derivative of fμ is
f ′μ(r) = −r−2e−μr
[
eμr − (1+ μr)]. (4.3)
This shows that fμ(r) is a decreasing function of r. l’Hôpital’s rule yields the ﬁrst part of (4.2) so fμ(r) is continuous and
bounded on [0,∞). The second part of (4.2) follows as e−μr goes to zero when r goes to inﬁnity, and then (iii) follows by
straightforward estimation and evaluation of integrals. 
The gradient of Fμ is the radial vector ﬁeld
∇ Fμ(x) := (4π)−1 f ′μ(r)ir, (4.4)
with f ′μ as above continuous and bounded on (0,∞) and ir the unit radial vector. Thus
− f ′μ(r)min
(
μ2
2
,
1
r2
)
.
The essential properties of this ﬁeld may be summarized as follows.
Theorem4.3. Assumeμ > 0, n = 3 and∇ Fμ is deﬁned by (4.4). Then∇ Fμ is continuous and bounded onR3\{0} and is in Lp(R3;R3)
for p > 3/2. There is a constant Kp > 0 depending only on p, such that
‖∇ Fμ‖p  Kpμ(2p−3)/p. (4.5)
Proof. To prove that ∇ Fμ is in Lp(R3;R3) for p > 3/2, the above estimate on f ′μ for large r is used to show that the
integrals are ﬁnite. The scaling follows from the observation that a change of variables yields that
‖∇ Fμ‖pp  Cμ2p−3 for all μ > 0
where C is an integral that is independent of μ. 
5. Imbedding of Dp,q(R3) into C0(R3)
For the remainder of this paper, attention will be restricted to the physically important case of three dimensions. The
ﬁrst issue is the possible continuity of functions in Dp,q(R3). The following theorem shows that when p < 3 and q > 3/2
then functions in Dp,q(R3) are continuous.
Theorem 5.1. Assume p ∈ [1,3), q > 3/2, then there are constants ap , bq, independent of μ, u, such that
‖u‖b  apμα‖∇u‖p + bqμ−β‖u‖q for all μ > 0 (5.1)
and u ∈ Dp,q(R3). Here α = (3− p)/p > 0 and β = (2q − 3)/q > 0.
Proof. Choose u ∈ Dp,q(R3) and deﬁne u1 := ∇ Fμ ∗ ∇u, u2 := Gμ ∗ u to be the two terms in the representation (3.2).
When 1 p < 3, p′ > 3/2, so from Young’s inequality for convolution of functions, the function u1 ∈ C0(R3) with
‖u1‖b  ‖∇ Fμ‖p′ ‖∇u‖p  apμα‖∇u‖p
with α = (3− p)/p > 0 upon using the inequality of the previous Theorem 4.3.
Similarly, when q > 3/2, q′ < 3, so Young’s inequality implies
‖u2‖b  ‖Gμ‖q′ ‖u‖q  bqμ−β‖u‖q
from the estimate from (iv) of Theorem 4.1 and with β = (2q − 3)/q > 0. Adding these inequalities yields (5.1). 
Note that the constants ap , bq in this result arise from the norms of the operators involved and depend only on p,
q respectively. In view of this result, it is often convenient to write q = (3 + d)/2, and require d > 0. In this case β =
2d/(3+ d) = d/q ∈ (0,2].
An important special case here is p = 2 and the class D2,q(R3) is the space of ﬁnite energy functions with Lq Laplacians.
This is a standard physical assumption and α = 1/2 for such functions.
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Theorem 5.2. Assume p ∈ [1,3), q = (3+ d)/2 > 3/2, then there are constants cpq, θ such that
‖u‖b  cpq‖∇u‖pθ‖u‖q1−θ with θ := 2dp9+ 3(d − p) + dp (5.2)
for all u ∈ Dp,q(R3).
Proof. This follows from the analysis of the minimization problem for the right-hand side of (5.1) as a function of μ. Note
that β = d/q here so the formula for θ in Appendix A yields this expression for θ . From the analysis there one sees that the
constant cpq depends only on p, q. 
The imbedding of D2,q(R3) into C0(R3) will be continuous whenever q > 3/2 and then θ = 4d/(5d + 3). For the special
case of the Hilbert space H(3) this specializes to the following.
Theorem 5.3. When n = 3, the Hilbert space H(3) is a reproducing kernel Hilbert (RKH) space. For u ∈ H(3), there are constants
such that
‖u‖b  a2μ1/2‖∇u‖2 + b2μ−1/2‖u‖2 for all μ > 0, (5.3)
‖u‖b  c22‖∇u‖21/2‖u‖21/2. (5.4)
Proof. When p = q = 2, the conditions of Theorem 5.1 hold with α = β = 1/2. Thus (5.3) follows and point evaluation at
any point in R3 is a continuous linear functional. Thus H(3) is an RKH space. Since d = 1 in this case, (5.2) yields (5.4). 
The last inequality (5.4) extends Theorem 1 of Xie [7] in that it does not require that the function u be in L2(R3) while
the ﬁrst inequality (5.3) extends an inequality from his paper [8].
6. Imbedding of Dp,q(R3) into Lr(R3)
It is well known that, when u ∈ C1c (Rn), 1 p < n, then ∇u ∈ Lp(Rn;Rn) implies u ∈ Lps (Rn) and there is a constant C
depending only on p, n such that
‖u‖ps  C‖∇u‖p for all u ∈ C1c
(
R
n). (6.1)
Here ps := np/(n − p) is unique. This is Theorem 1, Section 5.6 of Evans text [2] where it is called the Gagliardo–Nirenberg–
Sobolev inequality. See also Talenti [5] and Lieb and Loss [4, Chapter 8], where the best constant C in (6.1) is determined.
The following result may be regarded as an extension of such Sobolev imbedding theorems when condition (A3) is added
and for n = 3.
Theorem 6.1. Suppose 1 p < 3, u ∈ Dp,q(R3), ps := 3p/(3− p), rq := 3q/(3− 2q) and r0 := max(ps,q). Then u ∈ Lr(R3), where
(i) r ∈ [r0, rq), when 1 q 3/2 and r0 < rq, or
(ii) r ∈ [r0,∞], when q > 3/2.
Moreover, when (i) holds, there are positive constants a, b, α, β independent of μ, u, such that
‖u‖r  aμα‖∇u‖p + bμ−β‖u‖q for all μ > 0, where (6.2)
α
3
= 1
ps
− 1
r
, and
β
3
= 1
r
− 1
rq
. (6.3)
For case (ii), (6.2) holds with α as above and β = [(2q − 3)r + 3q]/rq.
To prove this result, Lr-estimates of the two terms u1, u2 from (3.2) will be obtained separately. The theorem then
follows by combining the results. The inequality for u1 may be described as follows.
Theorem 6.2. Suppose u satisﬁes (A1)–(A2) with 1 p < 3. Then u1 ∈ Lr(R3) for ps < r ∞ and there are positive constants a, α
depending only on p, r such that
‖∇ Fμ ∗ ∇u‖r  aμα‖∇u‖p with α
3
= 1
ps
− 1
r
. (6.4)
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‖∇ Fμ ∗ ∇u‖r  ‖∇ Fμ‖s‖∇u‖p  Ksμ(2s−3)/s‖∇u‖p
provided s > 3/2 and r−1 = s−1 + p−1 − 1. Thus the imbedding is continuous for r > ps and then α as above. 
Theorem 6.3. Suppose u satisﬁes (A1) and (A3), then u2 ∈ Lr(R3) for
(i) q r < rq when 1 q 3/2 and
(ii) q r ∞ when q > 3/2.
In these cases there are positive constants b, β depending only on q, r such that
‖Gμ ∗ u‖r  bμ−β‖u‖q with β
3
= 1
r
− 1
rq
in case (i). (6.5)
For case (ii), β3 = 1r + [ 23 − 1q ].
Proof. From Young’s inequality for convolutions and (iv) of Theorem 4.1, we have that
‖Gμ ∗ u‖r  ‖Gμ‖s‖u‖q  Csμ(s−3)/s‖u‖q.
This holds provided 1  s < 3 and r−1 = s−1 + q−1 − 1. When 1  q  3/2, this yields that q  r < rq and β as indicated.
When q > 3/2, it implies q r ∞ with this β . 
Proof of Theorem 6.1. When q > ps , then the theorem follows from these last two results with the minimal value of r
being q. When q  ps , then the results follow from the last two theorems when r > ps . The case r = ps is the classical
Sobolev theorem itself – and then α = β = b = 0 in the inequality (6.2). 
There are a number of special cases of this result that are worth summarizing explicitly. For the ﬁnite energy spaces
D2,q(R3), this result says that the imbedding into Lr(R3) is continuous when 1 q  3/2 and r ∈ [6, rq) and for r ∈ [6,∞]
when q > 3/2.
When p = 1, then the imbedding of D1,q(R3) into Lr(R3) is continuous when 1  q  3/2 and r ∈ [3/2, rq) and for
r ∈ [q,∞] when q > 3/2.
It is worth noting that this theorem does not provide any imbedding result when p ∈ [1,3), q ∈ [1,3/2] and pq <
3(p − q). These conditions on p, q imply that r0 > rq in part (i) of Theorem 6.1.
These results again lead to multiplicative bounds on the Lr-norms.
Theorem 6.4. Assume p ∈ [1,3) and r, q are such that (6.2) holds with α, β strictly positive, then there is a positive constant c and
θ ∈ (0,1) such that, for all u ∈ Dp,q(R3)
‖u‖r  c‖∇u‖pθ‖u‖q1−θ with θ = β/(α + β). (6.6)
Proof. This follows from the analysis of the minimization problem for the right-hand side of (6.2) as a function of μ. See
Appendix A for the elementary calculations and the formula for θ in terms of α, β . 
Corollary 6.5. The imbedding of H(3) into Lr(R3) is continuous for r ∈ [6,∞]. For these r, there is a constant Cr such that
‖u‖r  Cr‖∇u‖2θ‖u‖21−θ with θ = r + 6
2r
(6.7)
for all u ∈ H(3).
Proof. The continuity of this imbedding holds from part (ii) of Theorem 6.1 with α = (r − 6)/2r and β = (r + 6)/2r. Hence
(6.7) follows from the inequality in Appendix A when r > 6 and has this value of θ . The case r = 6 is the 3d Sobolev
imbedding theorem. 
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The preceding results may be used to describe some regularity results for solutions of Poisson’s equation for 3d problems
when (A1) is substituted for a priori assumptions about the Lp-integrability of solutions. Consider the problem of ﬁnding
solutions v˜ ∈ Dp,q(R3) of the system∫
∇v · ∇ϕ dx =
∫
ρϕ dx for all ϕ ∈ C∞c
(
R
3). (7.1)
Here the source term ρ is assumed to be in Lq(R3) as (7.1) is the weak form of the usual Poisson equation
−v = ρ on R3.
For gravitational and electrostatic problems, a natural assumption is that ρ ∈ L1(R3). This corresponds to assuming that the
unknown function v is the scalar potential of a system whose source density has either ﬁnite mass or ﬁnite total charge.
This problem will be called the ﬁnite mass Poisson’s equation on R3.
Moreover, physical solutions of this system are also expected to have ﬁnite energy. That is, they should be in the space
D2,1(R3). When there is a ﬁnite energy solution v˜ of (7.1), then it must obey the energy equality∫
|∇ v˜|2 dx =
∫
ρ v˜ dx. (7.2)
This holds upon taking limits in (7.1) as ϕ converges to v˜ in D2,q(R3).
A suﬃcient condition for this energy equality to hold is that ρ ∈ L6/5(R3). To see this, note that the unique solution in
S ∗ (R3) of Eq. (7.1) is given by v˜ = G0 ∗ ρ . This holds from properties of the Fourier transform on S ∗ (R3). Substitute this
in (7.2) to obtain
4π
∫
|∇ v˜|2 dx =
∫ ∫
ρ(x)|x− y|−1ρ(y)dy dx.
The Hardy–Littlewood–Sobolev (HLS) inequality (see Theorem 4.3 in Lieb and Loss [4]) applied to this right-hand side
then says that there is a constant CS such that∫
|∇ v˜|2 dx CS‖ρ‖26/5 (7.3)
for any ρ in L6/5(R3). CS will be called the 3d Sobolev constant.
To further investigate ﬁnite energy solutions of the ﬁnite mass Poisson equation, we assume that the source is in a range
of Lq-spaces. Namely,
(A4) ρ is in L1(R3) ∩ Lq(R3).
The assumption that the source density has further integrability properties leads to results that have physical interpreta-
tions. First we have the following result about the existence and bounds for ﬁnite mass and energy solutions.
Theorem 7.1. Assume (A4) holds with q > 6/5 and v˜ ∈ D2,q(R3) is the solution of (7.1). When 6/5 < q  3/2, then v˜ ∈ Lr(R3) for
3 < r < rq. When q > 3/2, then v˜ ∈ Lr(R3) ∩ C0(R3) for all r > 3. In both cases the energy of the solution satisﬁes
‖∇ v˜‖2 
√
CS‖ρ‖θ11 ‖ρ‖q1−θ1 with θ1 :=
5q − 6
6(q − 1) . (7.4)
Proof. Proposition 5 of Auchmuty and Beals [1] proves that v˜ ∈ Lr(R3) for 3 < r < rq when q  3/2 and v˜ ∈ Lr(R3) for
3 < r < ∞, when q > 3/2. Use p = 2 in part (ii) of Theorem 6.1 to see that v˜ ∈ Lr(R3) ∩ C0(R3) with r  max{6,q}.
Combining these two results yields the statement here.
The log-convexity of Lp-norms implies that, for q > 6/5,
‖ρ‖6/5  ‖ρ‖θ11 ‖ρ‖1−θ1q with θ1 :=
5q − 6
6(q − 1) .
Substitute this in (7.3) to obtain (7.4). 
Note that the above estimate is based solely on the HLS inequality. It is interesting to compare the HLS estimate with
those obtained from the preceding analysis of Sections 5 and 6. For the case of q > 3/2 the results of Section 5 lead to the
following.
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depending on q, and θ2, θ3 ∈ (0,1) such that
‖∇ v˜‖2  C1‖ρ‖θ11 ‖ρ‖q1−θ1 with θ1 :=
5d + 3
6(d + 1) , and (7.5)
‖v˜‖b  C2‖ρ‖θ21 ‖ρ‖q1−θ2 with θ2 :=
2d
3(d + 1) . (7.6)
Proof. Apply Hölder’s inequality to the energy equality (7.2) to obtain∫
|∇ v˜|2 dx ‖ρ‖1‖v˜‖b.
Substitute from (5.2) with p = 2 to obtain∫
|∇ v˜|2 dx C‖ρ‖1‖∇ v˜‖θ2‖ρ‖1−θq
with θ = 4d/(3+5d). Upon simpliﬁcation this yields (7.5) with the indicated value of θ1. Note that this value of agrees with
the expression in (7.4). It may be checked that C and thus C1 here depends only on q.
Substitute (7.5) back into (5.2) to obtain (7.6) with the given value of θ2. 
This result improves on those of [1] in a number of ways including the fact that there is a unique power here instead of
two, generally different, powers in the inequality (6) of [1]. Note also that the constants C1, C2 are obtained independently
of the Sobolev constant CS .
A similar analysis leads to such formulae when 6/5 < q 3/2.
Theorem 7.3. Assume (A4) holds with 6/5 < q 3/2 and r > 6. When v˜ ∈ D2,q(R3) is a solution of (7.1), there are constants C4 , Cr ,
depending on q, r and θ3, θr ∈ (0,1) such that
‖∇ v˜‖2  C3‖ρ‖θ31 ‖ρ‖q1−θ3 and ‖v˜‖r  Cr‖ρ‖θr1 ‖ρ‖q1−θr . (7.7)
Proof. When q  3/2, part (i) of Theorem 6.1 yields that v˜ ∈ Lr(R3) for 6 r < rq and rq > 6 when q > 6/5. Moreover, the
inequality (6.2) holds with α = (r − 6)/2r and β = [2rq + 3(q − r)]/rq. Choose r ∈ (6, rq), and apply Hölder’s inequality to
the energy equality (7.2). Then
‖∇ v˜‖22  ‖ρ‖r′ ‖v˜‖r (7.8)
where r′ = r/(r − 1). The log-convexity of Lp-norms implies that
‖ρ‖r′  ‖ρ‖1−γ1 ‖ρ‖γq with γ =
q′
r
.
Substitute this in (7.8) and use (6.6) to ﬁnd
‖∇ v˜‖22  c‖ρ‖1−γ1 ‖ρ‖γ+1−θq ‖∇ v˜‖θ2 (7.9)
where c is the constant from Theorem 6.4. Rearranging yields the ﬁrst part of (7.7). To obtain the second part of (7.7),
substitute the ﬁrst part in (6.6) with p = 2. 
Again these bounds are different to those of Section 3 of [1] which continue to hold when r  6 or when q  6/5. It
would be interesting to know whether estimates of the form (7.7) can be found in these cases.
Appendix A
In the last three sections, we have repeatedly used the result that if y  f (μ) with
f (μ) := aμα + bμ−β for all μ > 0 then y  caθb1−θ , (A.1)
with a, b, α, and β all strictly positive and θ = β/(α + β) ∈ (0,1).
This follows from elementary optimization theory. The function f (μ) has a unique minimizer on (0,∞) at the value
μˆ :=
(
bβ
)1/(α+β)
.aα
34 G. Auchmuty / J. Math. Anal. Appl. 383 (2011) 25–34Substitute this in the expression (A.1) to ﬁnd that f (μˆ) is as claimed. The constant c in (A.1) is
c =
[
β
α
]1−θ
+
[
α
β
]θ
. (A.2)
That is, this constant c depends only on the powers α, β in the original function f .
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