Applications such as office automation, news filtering, help facilities in complex systems, and the like require the ability to retrieve documents from full-text databases where vocabulary problems can be particularly severe. Experiments performed on small collections with single-domain thesauri suggest that expanding query vectors with words that are lexically related to the original query words can ameliorate some of the problems of mismatched vocabularies.
Introduction
Users of retrieval systems that use word matching as a basis for retrieval are faced with the challenge of phrasing their queries in the vocabularies of the documents they wish to retrieve. This difficulty is especially severe in large, full-text databases since such databases cent ain many different expressions of the same concept [1] . Yet the ability to retrieve documents from such databases is crucial in a wide range of applications: retrieving documentation in support of a legal case, facilitating the organization and retrieval of correspondence and forms in an office, filtering news feeds for articles of interest, finding relevant passages within the complete manual set of a complex system for the particular problem at hand, etc. One method of easing the user's burden when selecting query words is for the retrieval system to automatically expand the query by adding terms that are related to the words supplied by the user. The new terms can either be statistically related to the original query words (that is, the terms tend to cooccur with one another in documents) or chosen from lexical aids such as thesauri, controlled vocabulary schedules, and the like.
Using statistical relations to expand query vectors is attractive since the the relations are easily generated from the documents at hand, obviating the need for lexical aids, which are expensive to build and maintain, Unfortunately, such methods have had little success in improving retrieval effectiveness when used apart from relevance data [2, 3] . Indeed, Peat and Willett show there are limitations to the effectiveness one can expect from such systems [4] . (Note, however, that methods that exploit statistical relations but do not expand the query, such as Latent Semantic Indexing [5] , have been more successful.)
Using lexical aids as a source of related terms has met with some success in small experiments. Salton and Lesk found that expansion by synonyms improved performance but expansion by broader or narrower terms selected from a hierarchical thesaurus was too inconsistent to be generally useful [6] . Wang, Vendendorpe, and Evens found that a variety of lexical-semantic relations improved retrieval performance [7] . However, each of these conclusions was drawn from experiments on very small collections using single-domain thesauri. This paper examines the utility of query expansion by lexical-semantic relations in a large collection that spans several domains.
Queries are expanded using the relations encoded Nothing was added to the topic texts for concepts that lacked corresponding synsets in these experiments, although making some provision for them would improve retrieval performance.
2.3
The Expansion Procedure
Once the text of the topics is annotated with synsets, the remainder of the processing is automatic. Selected fields of the original topic statements are indexed using the standard SMART routines. The The purpose of this investigation is to determine the efficacy of expanding a query by lexical-semantic relations.
Given a set of concepts to be expanded, the effectiveness of an expanded run is dependent on the link types followed during the expansion and the relative weight given to each link type (the a's in the similarity function above), so a variety of different schemes must be tested. Table 1 shows the 11-point average precision value and percent difference over the unexpanded run for different combinations evaluated using the full topic statement (except the "Definitions" field) plus synsets. Four expansion strategies were tried: expansion by synonyms only, expansion by synonyms plus all descendants in the zsa hierarchy, expansion by synonyms plus parents and all descendants in the is-a hierarchy, and expansion by synonyms plus any synset directly related to the given synset (i.e., a chain of length 1 for all link types). The a for the original terms subvector was usually greater than the a for the other subvectors to reflect the assumption that user-supplied terms are generally superior than automatically added ones. The runs in which the original terms a was less than or equal to another a tested this assumption.
Clearly, the expansion is ineffective: none of the expansion strategies significantly improves the performance of the unexpanded query. Indeed, the difference in performance between an expanded and unexpanded run for individual queries is very small for most expanded runs. Individual query performance differs more for more aggressive expansion strategies (i.e., expanding using longer chains of links and weighting added terms more heavily) but across the set of queries the aggregate performance is worse for aggressively expanded queries.
In an earlier set of experiments, the most effective expanded run was the one that expanded a query synset by any synset directly related to it and had a = .5 for all added subvectors [13] . While this combination is not optimal for these queries, it has the advantage of being a straight-forward choice of expansion parameters.
Thus, this expansion strategy, which will be called the standard expansion strategy, is used for the experiments described in the next section. 
