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Abstract
For a bounded linear operator T : H → H with dense range on the Hilbert space H, x0 ∈
H and ‖x0‖ >  > 0, the backward minimal point y(n) is the unique vector of smallest norm
in the set {y: ‖T ny − x0‖  }. We investigate the limit of the sequence (T ny(n)) for op-
erators T on finite-dimensional vector spaces. This vector—lim T ny(n)—is used by Ansari
and Enflo in [Trans. Amer. Math. Soc. 350 (1998) 539] to construct invariant subspaces for
compact and normal operators in infinite dimensions. Here, we find a geometric description
of this vector for invertible normal operators on Cn and self-adjoint operators on Rn with
orthogonal eigenvectors. We also show that the sequence (T ny(n)) does not always converge.
© 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
In their paper Extremal vectors and invariant subspaces, Ansari and Enflo [1]
examine extremal vectors and their usefulness in constructing invariant subspaces for
certain Hilbert space operators. Here, we will focus on the class of extremal vectors
known as backward minimal points. Let x0 be a vector in the Hilbert space H, let
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 > 0 with  < ‖x0‖ and let T : H → H be a bounded linear operator with dense
range. For each positive integer n the backward minimal point y(n) (corresponding
to T , x0 and ) is the unique vector of smallest norm in the set {y: ‖T ny − x0‖  }.
In [1], Ansari and Enflo consider compact and normal operators. For a non-in-
vertible normal operator T (with dense range), the sequence (T ny(n)) converges
in norm to a noncyclic vector [1, Theorem 4]. If T is compact on an infinite di-
mensional Hilbert space, some subsequence of this sequence converges weakly to a
noncyclic vector [1, Theorem 7]. In both cases, a non-trivial invariant subspace may
be constructed using the sequence (T ny(n)).
Work has also been done with regard to the specific operator of multiplication
by (1 − z) on H2. Spalsbury [3] provides a characterization of the vectors y(n) with
respect to this operator. (In this case, y(n) is a rational function with n poles.) Enflo
[2] proves that the sequence (T ny(n)) changes only slightly (‖T ny(n)− T n+1y(n+
1)‖ → 0 as n → ∞) for a certain class of operators, which he conjectures to include
multiplication by (1 − z) on H2. However, it is not yet known if (T ny(n)) converges
for this class of operators.
In this paper, we focus on backward minimal points in finite dimensions. In par-
ticular, we prove the sequence (T ny(n)) converges for any invertible operator T (on
Rn or Cn) with an orthonormal basis of eigenvectors. Additionally, we provide the
following geometric characterization of lim(T ny(n)) = y∗. Decompose the vector
x0 into its projections onto each of the eigenvectors of T. Let the path p travel from x0
to the origin “along” these projections, ordered, in an ascending fashion, according
to the moduli of their associated eigenvalues. Then y∗ is the point on p of distance 
from x0 . As an example, consider the operator T : C2 → C2 which has the matrix
representation
T =
[
3 −1
−1 3
]
with respect to the standard basis for C2. Observe that the eigenvectors of T are
(1, 1) and (1,−1) with eigenvalues 2 and 4, respectively. Fig. 1 illustrates y∗ for this
choice of T, with x0 as noted and with  = 1.
In the abstract of their paper, Ansari and Enflo state, “The sequence of minimal
vectors does not seem to converge for an arbitrary bounded linear operator” [1]. In
fact, it does not. Given in Section 6 of this paper is an example of an operator with a
diagonalizable matrix for which y∗ does not exist.
2. Existence and uniqueness of backward minimal points
Although our study will ultimately focus on the finite dimensional setting, we
introduce backward minimal points in a Hilbert space of arbitrary dimension, the
context in which Ansari and Enflo define them.
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Fig. 1. y∗ for x0 = (−1, 2) and x0 = (0, 2), respectively.
Definition 2.1. Suppose T is a bounded linear operator on the Hilbert space H with
dense range. Let x0 ∈ H and let  > 0 such that  < ‖x0‖. Then there exists a unique
vector y(n, T , x0, ) such that
‖T ny(n, T , x0, )− x0‖  
and
‖y(n, T , x0, )‖ = inf{‖y‖: ‖T ny − x0‖  }.
Ansari and Enflo call the vectors y(n, T , x0, ) backward minimal points. Note that
y(n, T , x0, ) is simply the vector of smallest norm in the inverse image of B(x0; )−
under T n. Because (T n)−1(B(x0; )−) is closed and convex, y(n, T , x0, ) is well-
defined. Additionally, the choice of ( < ‖x0‖) guarantees that y(n, T , x0, ) is
nonzero.
In this paper, we are principally concerned with the sequence (T ny(n, T , x0, ))
and its limit. Therefore, we adopt the following notation before continuing.
Notational convention. Suppose T is a bounded linear operator on the Hilbert Space
H with dense range. Then define
y∗(T , x0, ) = lim T ny(n, T , x0, )
when the limit exists.
When the choice of T , x0 and  is clear, y(n, T , x0, ) and y∗(T , x0, ) will be
represented by y(n) and y∗.
Observe that ‖T ny(n, T , x0, )− x0‖ =  and so ‖y∗(T , x0, )− x0‖ = . In
other words, y∗ always lies on the sphere B(x0; ).
254 E.B. Wiesner / Linear Algebra and its Applications 338 (2001) 251–259
3. The m-dimensional case
As we have defined them, backward minimal points exists for all bounded linear
operators on a Hilbert space H which have dense range in H. In finite dimensions
this restriction on the operator is equivalent to invertibility.
In this section we examine the sequence (T ny(n)), where T is an invertible op-
erator on Rm or Cm with a unitarily diagonalizable matrix representation. The main
result of this section, Theorem 3.1, is a description of y∗ in terms of the eigenvectors
of T . Fig. 1 illustrates this characterization.
Notational convention. F represents the field R or C.
Theorem 3.1. Suppose that S : Fm → Fm has a unitarily diagonalizable invertible
matrix, that x0 ∈ Fm, and that  > 0 with  < ‖x0‖. Then y∗(S, x0, ) exists.
To describe y∗, let {u1, u2, . . . , um} be an orthonormal basis of Fm composed of
eigenvectors of S, ordered such that ‖Suj‖  ‖Suj+1‖ for all 1  j  m− 1. The
path p is defined as follows:
• Let k0 be the number of distinct elements in {‖Suj‖: 1  j  m}. Then, de-
fine the set {mk : k = 1, 2, . . . , k0} so that m1 = max{j : ‖Suj‖ = ‖Su1‖} and
if 1 < k  k0, mk = max{j : ‖Suj‖ = ‖Sumk−1+1‖}.• For 1  i  j  m, let P ′i,j : Fm → Fm denote the orthogonal projection of Fm
onto the linear span of {ui, . . . , uj }.
• Define p : [0, 1] → Fm by
p(t) =


x0 − k0tP ′1,m1x0 if t ∈ [0, 1k0 ],
x0 −
(
P ′1,mk−1x0 + (k0t − k + 1)P ′mk−1+1,mkx0
)
if t ∈
[
k−1
k0
, k
k0
]
,
1 < k  k0.
Then y∗ is the point of intersection of p([0, 1]) and B(x0; ).
The following lemmas will lead to the proof of this result. Lemma 3.3 deals with
the operator T having a diagonal matrix representation with respect to the standard
basis in Fm. In the future, we will refer interchangeably to a given operator and its
matrix representation with respect to the standard basis.
Lemma 3.2. Let H be a Hilbert space, let x0 ∈ H, and let  > 0 such that  < ‖x0‖.
If T is an operator on the Hilbert space H such that y∗(T , x0, ) exists, then
y∗(T , x0, ) = y∗(λT , x0, )
for all nonzero λ.
Proof. Note that y(n, λT , x0, ) = 1λn y(n, T , x0, ) and so (λT )ny(n, λT , x0, ) =
T ny(n, T , x0, ). Therefore, y∗(T , x0, ) = y∗(λT , x0, ). 
Lemma 3.3. Suppose T : Fm → Fm has the form
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T =


λ1 0 · · · 0
0 λ2 · · · 0
...
...
.
.
.
...
0 0 · · · λm

 ,
where |λ1| = 1 and |λj |  |λj+1| for each 1  j < m. Let k0 be the number of dis-
tinct elements in {|λj | : 1  j  m}. Define the set {mk : 1, 2, . . . , k0} of positive in-
tegers so that m1 = max{j : |λj | = 1} and if 1 < k  k0, mk = max{j : |λj | =
|λmk−1+1|}.
For each x0 = (x1, x2, . . . , xm) ∈ Fm and  > 0 such that  < ‖x0‖,
y∗ = x0 + e∗ = (x1 + e∗1, x2 + e∗2, . . . , xm + e∗m),
where e∗ is the unit vector determined in the following manner:
1. Let Pi,j : Fm → Fm be the orthogonal projection of Fm onto the linear span of
the ith through jth natural basis vectors of Fm.
2. Then,
P1,m1e
∗ =


− P1,m1x0‖P1,m1x0‖
if ‖P1,m1x0‖ > ,
−P1,m1x0

if ‖P1,m1x0‖  ,
and for 1 < k  k0,
Pmk−1+1,mk e∗ =


−αk−1 Pmk−1+1,mkx0‖Pmk−1+1,mkx0‖
if ‖Pmk−1+1,mkx0‖ > αk−1,
−Pmk−1+1,mkx0

if ‖Pmk−1+1,mkx0‖  αk−1,
where
αk−1 =
(
1 − ‖P1,mk−1e∗‖2
)1/2
.
Proof. Let x0 = (x1, x2, . . . , xm) ∈ Fm and let  > 0 such that  < ‖x0‖. Recall
that for each positive integer n, T ny(n) ∈ B(x0; ). Therefore,
‖y(n)‖ = inf{‖T −n(x0 + e)‖: ‖e‖ = 1}.
Now, define T ′: Fm → Fm as
T ′ =


1 0 · · · · · · · · · 0
0
.
.
.
...
... 1
...
... λm1+1
...
...
.
.
. 0
0 · · · · · · · · · 0 λm


.
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Then ‖T −n(x0 + e)‖ = ‖T ′−n(x0 + e)‖ for all unit vectors e. Consequently, if
e(n) is the unit vector such that y(n, T ′, x0, ) = T ′−n(x0 + e(n)), then y(n, T ,
x0, ) = T −n(x0 + e(n)) as well. Therefore, consider y(n, T ′, x0, ) in place of
y(n, T , x0, ).
Then (y(n, T ′, x0, )) is the point of minimum norm in the set
Yn=
{
(T ′)−n(B(x0; ))
}
=
{(
x1 + e1, . . . , xm1 + em1 ,
xm1+1 + em1+1
(λm1+1)n
, . . . ,
xm + em
(λm)n
)
:
‖(e1, . . . , em)‖ = 1
}
.
Now let
Y ={(x1 + e1, . . . , xm1 + em1 , 0, . . . , 0): ‖(e1, . . . , em1 , 0, . . . , 0)‖  1}
={lim(xn): xn ∈ Yn and (xn) converges}.
We claim that (y(n, T ′, x0, )) converges to the vector of minimum norm in Y.
To this end, let (y(nk, T ′, x0, )) be a subsequence of (y(n, T ′, x0, )). Because
(y(nk, T
′, x0, )) is bounded, it has a convergent subsequence (y(nkm, T ′, x0, )),
with limit y′. Now, let (xn) be a convergent sequence such that xn ∈ Yn for each
n ∈ N . Define lim(xn) = x. Because ‖y(nkm, T ′, x0, )‖  ‖xnkm ‖ for all m, ‖y′‖ ‖x‖. As (xn) is arbitrary and Y is closed,
‖y′‖= inf {‖y‖: y ∈ Y}
= inf {(x1 + e1, x2 + e2, . . . , xm1 + em1, 0, . . . , 0)‖:
‖(e1, e2, . . . , em1 , 0, . . . , 0)‖  1
}
.
Thus, y′ = P1,m1x0 + P1,m1e∗ for some vector e∗ ∈ {e ∈ Fm: ‖e‖  1}. Clearly,
P1,m1e
∗ =


− P1,m1x0‖P1,m1x0‖
if ‖P1m1x0‖ > ,
−P1,m1x0

if ‖P1,m1x0‖  .
Because (y(nk, T ′, x0, )) is arbitrary, every subsequence of (y(n, T ′, x0, )) has a
convergent subsequence with limit y′. Therefore, y(n, T ′, x0, ) converges to y′. As
y(n, T ′, x0, ) → y′, we have that e(n)i → e∗i for each positive integer i  m1.
We now will find the remaining components of e∗. Assume the sequence
(P1,mk−1e(n))n∈N has limit P1,mk−1e∗, where 1 < k < k0. Let α(n)k−1 =
(1 − ‖P1,mk−1e(n)‖2)
1
2 and let αk−1 = limn→∞ α(n)k−1. We may replace T with
the operator S = 1/λmkT , recalling, from the Lemm 3.2, that e(n, λT , x0, ) =
e(n, T , x0, ) for any non-zero scalar λ. We may also assume that the mk−1 + 1
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through mk diagonal entries of S are 1. Then, S−n(Pmk−1+1,m(x0 + e(n))) is the
point of minimum norm in
{
S−n(Pmk−1+1,mx0 + f ):
f = (0, . . . , 0, fmk−1+1, . . . , fm) such that ‖f ‖ = α(n)k−1
}
.
Therefore, (S−n(Pmk−1+1,m(x0 + e(n))) converges to y′′, where
‖y′′‖= inf {‖Pmk−1+1,mkx0 + f ‖:
f = (0, . . . , fmk−1+1, . . . , fmk , 0 . . . , 0) with ‖f ‖  αk−1
}
.
It follows that y′′ = Pmk−1+1,mkx0 + Pmk−1+1,mk e∗, where
Pmk−1+1,mk e∗ =


−αk−1 Pmk−1+1,mkx0‖Pmk−1+1,mkx0‖
if ‖Pmk−1+1,mkx0‖ > αk−1,
−Pmk−1+1,mkx0

if ‖Pmk−1+1,mkx0‖  αk−1.
Thus, e∗ is as described in the statement of the lemma. 
As would be expected, the characterization of y∗ found in Lemma 3.3 can be
extended to any invertible operator on Fm which has an orthonormal basis of eigen-
vectors. This includes all normal operators on Cm and all self-adjoint operators on
Rm.
Lemma 3.4. Let S be an operator on the Hilbert space H with dense range. Suppose
T is an operator on H such that S = λUTU∗ for some unitary operator U on H and
scalar λ. If y∗(T , x0, ) exists for a given x0 ∈ H and 0 <  < ‖x0‖, then
y∗(S, Ux0 , ) = Uy∗(T , x0, ).
Proof. Assume λ = 1. Let x0 ∈ H , let  > 0 such that  < ‖x0‖ and suppose y∗(T ,
x0, ) exists. Note that
‖Sn(Uy(n, T , x0, ))− Ux0‖ = ‖U(T ny(n, T , x0, )− x0)‖ = .
Similarly,
‖T n(U∗y(n, S, Ux0, ))− x0‖ = ‖U∗(Sny(n, S, Ux0, )− Ux0)‖ = .
Therefore,
‖y(n, T , x0, )‖ = ‖Uy(n, T , x0, )‖  ‖y(n, S, Ux0), )‖
and
‖y(n, S, Ux0, )‖ = ‖U∗y(n, S, Ux0, )‖  ‖y(n, T , x0, )‖.
Thus, y(n, S, Ux0, ) = Uy(n, T , x0, ). Hence, we have
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Sny(n, S, Ux0, ) = UT ny(n, T , x0, ).
Using Lemma 3.2, we see y∗(S, Ux0, ) = Uy∗(T , x0, ) for all nonzero λ. 
Proof of Theorem 3.1. Let U : Fm → Fm be defined so that U maps the j th nat-
ural basis vector to uj for each 1  j  m. Then, S = λUTU∗, where Su1 = λu1
and T : Fm → Fm has the form specified in Lemma 3.3. Recall from Lemma 3.4
that e∗(S, x0, ) = Ue∗(T , U∗x0, ). Now, by observing that UPi,jU∗ = P ′i,j and
applying Lemma 3.3, we have
UP1,m1e
∗(T , U∗x0, )=


− UP1,m1(U
∗x0)
‖UP1,m1(U∗x0)‖
if ‖UP1,m1(U∗x0)‖ > ,
−UP1,m1(U
∗x0)

if ‖UP1,m1(U∗x0)‖  ,
=


− P
′
1,m1x0
‖P ′1,m1x0‖
if ‖P ′1,m1x0‖ > ,
−P
′
1,m1x0

if ‖P ′1,m1x0‖  ,
and for 1 < k  k0,
UPmk−1+1,mk e∗(T , U∗x0, )
=


−αk−1
P ′mk−1+1,mkx0
‖P ′mk−1+1,mkx0‖
if ‖P ′mk−1+1,mkx0‖ > αk−1,
−P
′
mk−1+1,mkx0

if ‖P ′mk−1+1,mkx0‖  αk−1,
where
αk−1 =
(
1 − ‖P ′1,mk−1e∗‖2
)1/2
.
Then, y∗(S, x0, ) = x0 + e∗ is the point on the path p(t) corresponding to
t = 1
k0
(

‖P ′mk−1+1,mkx0‖
+ k − 1
)
for some 1  k  k0. (Take m0 to be 1.) Because ‖p(t)‖ is a decreasing function of
t, this point is the unique intersection of the image of p and B(x0; ). 
4. An example of non-convergence
We have described y∗(T , x0, ) for all invertible operators T : Fm → Fm that have
an orthonormal basis of eigenvectors. A logical next step is to examine invertible
E.B. Wiesner / Linear Algebra and its Applications 338 (2001) 251–259 259
operators on Fm for which there exists any basis of eigenvectors. The following is an
example of such operator for which y∗ does not exists.
Consider the operator T : C2 → C2 given by
T =
[
1 2
0 −1
]
.
Choose x0 = (2, 0) and  = 1. Now, observe that T 2 is the identity. Therefore, (T 2n
y(2n)) is simply the constant sequence (y0), where (y0) is the point closest to the
origin on the sphere B(x0; ), namely y0 = (1, 0). Similarly, T 2n+1y(2n+ 1) =
Ty(1) for all positive integers n.
If y∗ exists, then y0 = Ty(1), or y(1) = Ty0 = (1, 0). Note that the vector z =
(2,−1) ∈ B(x0; ) and T z = (0, 1). Thus, ‖T z‖ = ‖Ty0‖. However, y(1) is the
unique vector of smallest norm in the set T −1B(x0; ) = T B(x0; ). Therefore
Ty0 /= y(1) and so the sequence (T ny(n)) does not converge.
Although we have presented this example of non-convergence with a specific
choice of x0, the sequence T ny(n, T , x0, ) does not converge for almost any choice
of x0. The image of B(x0; ) under T is an ellipsoid with axes parallel to the ei-
genvectors of T ∗T . It may be shown that (T ny(n, T , x0, )) converges if and only if
T x0 is an eigenvector of T ∗T .
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