A repetitive visual stimulus induces a brain response known as the Steady State Visual Evoked Potential (SSVEP) whose frequency matches that of the stimulus. Reliable SSVEPbased Brain-Computer-Interfacing (BCI) is premised in part on the ability to efficiently detect and classify the true underlying frequencies in real time. We pose the problem of detecting different frequencies corresponding to different stimuli as a composite multi-hypothesis test, where measurements from multiple electrodes are assumed to admit a sparse representation in a Ramanujan Periodicity Transform (RPT) dictionary. We develop an RPT detector based on a generalized likelihood ratio test of the underlying periodicity that accounts for the spatial correlation between the electrodes. Unlike the existing supervised methods which are highly datadependent, the RPT detector only uses data to estimate the per-subject spatial correlation. The RPT detector is shown to yield promising results comparable to state-of-the-art methods such as standard CCA and IT CCA based on experiments with real data. Its ability to yield high accuracy with short epochs holds potential to advance real-time BCI technology.
INTRODUCTION
Brain computer interfaces (BCIs) are devices that record, process and transmit messages from the human brain to external devices. This technology holds immense potential to enhance the quality of life of patients with motor disability due to various neurological disorders using prosthetics they can control through their intentions. Non-invasive BCIs rely on recording the electrical activity of the brain using electroencephalography (EEG). However, due to high levels of background noise typical of the brain's electrical activity, it is quite challenging to detect and distinguish features characteristic of different This work was supported in part by NSF Grants CCF-1525990, CCF-1341966 and CCF-1552497.
tasks [1] . Motor imagery BCI is an example of non-invasive BCI in which sensorimotor rhythms are exploited to distinguish between different tasks. A variety of techniques were developed in the literature to classify EEG trials associated with different imagined movements [2, 3] . Another eminent BCI technology uses the electrical activity induced by repetitive visual stimuli on the ocular region, known as Steady State Visual Evoked Potentials (SSVEPs).
An SSVEP is known to be periodic with the same frequency as that of the stimulus [1] . Therefore, spectral-based methods such as Power Spectral Density Analysis (PSDA) are popular for SSVEP classification [4] . However, their low spectral resolution when used with short data epochs limits their usability for real-time BCI.
Canonical correlation analysis (CCA) was proposed in [5] to find relations between two sets of variates, based on which a method for SSVEP classification was developed in [6] . In standard CCA, a reference matrix consisting of periodic signals with the same frequency of the stimulus and its harmonics is defined for each class. The goal is to find the so-called canonical correlations, defined as the maximum correlation between linear combinations of recordings from the electrodes and combinations of the periodic signals in the reference matrix for each class. Subsequently, a test example is assigned the class label corresponding to the largest canonical correlation. Throughout this paper, we refer to this method as standard CCA since several new variants of this approach have been recently proposed in [7, 8] with improved performance for SSVEP classification [9] .
Beside frequency-based methods, there exist other periodicity estimation techniques that exploit the periodic structure of the signals in the time domain, such as ones leveraging periodicity transforms [10] and Nested Periodic Matrices (NPM) [11] . The authors in [11] introduced the Ramanujan Periodicity Transform (RPT) as an instance of NPMs and showed that it is more robust to noise and phase shifts. We leveraged an RPT model for the first time in [12] to detect the underlying periodicity in SSVEPs and to distinguish measurements from different classes.
In another study, we developed, and analyzed the perfor-mance of, an RPT detector for a composite binary hypothesis testing problem, where the hypotheses correspond to two different stimuli with measurements collected from a single electrode [13] . In this paper, we extend this study along two dimensions. First, we consider a composite M-ary hypothesis testing problem (M > 2), where each hypothesis is associated with the brain's response to a given stimulus with some known frequency. Second, we use signals recorded through multiple electrodes. Therefore, our design for the detector accounts for the spatial correlation between signals from neighboring electrodes. The paper is organized as follows. In Section 2, we provide some preliminary background about Ramanujan sums and RPT matrices. Also, we formulate the detection problem as a composite M-ary hypothesis test that accounts for the spatial correlation between electrodes and for prior information about the stimulus frequencies. Then, we derive the decision rule for a Generalized Likelihood Ratio Test (GLRT). We provide our results in Section 3 along with comparisons to different variants of the CCA approach. Section 4 provides a discussion and a conclusion.
PROBLEM DESCRIPTION

Ramanujan sums and RPT
RPT matrices were first introduced in [11] as an instance of NPMs. The construction of such matrices uses Ramanujan sums defined as [14] 
The notation (k, q) represents the greatest common divisor (gcd) of k and q. The sequence c q (n) is a periodic and all integer sequence with period q, i.e., c q (n + q) = c q (n). More properties of Ramanujan sums and RPT matrices are investigated in [15] and [16] . A periodicity dictionary of order P max defines a basis for periodic sequences with period 1 ≤ p ≤ P max , that is, such sequences can be represented as linear combinations of the elements of this dictionary [17] . It was shown in [17] that a periodicity dictionary of order P max must have at least Pmax p=1 φ(p) linearly independent signals, where φ(p) is the Euler totient function of p, i.e., the number of integers from 1 to p that are co-prime to p. It was also shown that at least φ(p) linearly independent signals with period p for each p must be contained in a periodicity dictionary for it to span all subspaces of periodic signals of periods 1 to P max . Define the sequence
T of length q. By circularly downshifting the sequence c q , one can construct a submatrix C q for each 1 ≤ q ≤ P max , i.e.,
where c
q is the downshifted version of c q of order i. For instance, c (1) q can be expressed as
T .
(3) Submatrices R q can be obtained by extending the matrices C q periodically to length L. Then, the RPT dictionary can be constructed by concatenating all the submatrices R q , q = 1, . . . , P max , where P max is the largest possible value assumed by q. Therefore, the RPT dictionary can be written as:
Matrices with such structure are called Nested Periodic Dictionaries (NPD).
Composite M-ary hypothesis testing model
In this work, we pose the SSVEP detection problem as an Mary composite hypothesis test.
To capture the periodic nature of the SSVEPs, we represent the signals in an RPT dictionary. Specifically, we consider an observation model in which the measurements under each hypothesis are modeled as We denote the l-th row of Y, K and W by y l , k l and w l , respectively. Therefore,
We assume the noise vector w l is Gaussian with zero mean and covariance matrix Σ w . Therefore, we write w l ∼ N (0, Σ w ), where the symbol ∼ means 'statistically distributed as'. The covariance matrix Σ w accounts for the spatial correlation between the electrodes. Accordingly, we have y l ∼ N(k l X m , Σ w ) and we assume the vectors w l , l = 1, . . . , L, to be independent and identically distributed.
RPT SSVEP detector
Our RPT detector is obtained as the optimal solution to the GLRT under uniform prior and uniform cost assignment [18] . Given an observation Y, the generalized likelihood ratios (GLRs) are defined as
We denote the ML estimate of X m byX m when the (row) support set is restricted to S m , i.e., the argument maximizing the numerator of (7). Given the model described in Section 2.2, we can write the conditional distribution of the observation under the m-th hypothesis as 
K Sm and X Sm are the columns of K and rows of X m indexed by S m , respectively. We can express the solution to (10) aŝ
For more details, we refer the reader to [19] . The optimal Bayes' decision rule is the one that minimizes the conditional risk. Under the uniform cost and equal prior assumption, the optimal solutionm maximizes the GLRs in (7) over the set M [18] . Replacing (8) into (7) giveŝ
We replaceX Sm with the estimates in (11) leading to the decision
!" # $ #% &#$ " # $ #% '$#$ Fig. 1 . Accuracies on synthesized data as function of the data length; covariance matrix is known to the algorithm (blue), covariance estimated from data (red), model mismatch assuming no correlation between the channels (green).
where
RESULTS
In this section, we evaluate the performance of our proposed method using both synthesized and real data. Synthesized data: For the synthesized data, we generate random periodic data based on the model in (5) for M = 9 classes and N c = 8 channels, contaminated with Gaussian noise with a predefined covariance matrix. We use the same covariance matrix that we estimate from real pre-stimulus data for one of the subjects. We evaluate the performance of the detector in (13) by obtaining the classification accuracy averaged over 4500 trials, shown as function of the data length in Fig. 1 . We consider the case where the covariance matrix is known to the algorithm, as well as the more interesting case where it is not known so we estimate it from the data. We also include a comparison to a detector that falsely assumes there is no spatial correlation between the recordings of the electrodes, corresponding to the curve designated with the label 'Model mismatch' in Fig. 1 . Real data: We employ a publicly available SSVEP dataset [9] , which contains a number of goal frequencies with a sampling frequency of 256 Hz. The RPT dictionary is designed to span the subspaces of integer periodic sequences. Since the periods are not exact integers, we round them to their nearest integer values. In this work, we use M = 9 goal frequencies to evaluate the performance of the RPT detector in comparison with other methods. Ten subjects participated in the experiment and 15 trials are recorded using N c = 8 electrodes located on the occipital region of the brain cortex for each of the subjects per frequency. All observations are filtered between 4-30 Hz using a bandpass filter.
Since we have no prior information about the covariance matrix, we estimate it from the data. To this end, we divide the data into a training set and a test set. Then, we estimate the covariance matrix using the pre-stimulus values of the training set per subject. Figs. 2 and 3 show the correct classification accuracy and Information Transfer Rate (ITR) [9] of different detectors on real data. We compare the results of the RPT detector with Standard CCA and Individual Template CCA (IT CCA) [8] . IT CCA employs a training set for each subject to construct the reference matrices. In this work, we use 3 trials for each class. The ITR can be computed using the following expression
where A is the accuracy of classification and T the length of the data.
DISCUSSION AND CONCLUSION
In this work, we proposed a new periodicity transform method for the detection of the true underlying frequencies in SSVEPs. We formulated the problem in a multiple hypotheses testing framework which leverages an RPT dictionary to capture periodicities. Our proposed method employs EEG data from multiple channels and accounts for the spatial correlation between neighboring electrodes. Figure 1 illustrates the performance of the detector on synthesized data. Evidently, accounting for the spatial correlation yields substantial performance improvement over a detector that ignores the existing correlation between different electrodes. Since our goal is to detect SSVEPs, we chose 8 electrodes that are located on the occipital region of the brain cortex. Given the !""# ""# $! Fig. 3 . ITRs on real data as function of the data length.
proximity of the electrodes, a correlation between their EEG recordings is expected. We estimated the covariance matrix from training data and evaluated the performance of the detector for each subject. Figures 2 and 3 show the accuracy and the ITR averaged over the 10 subjects on real data. These figures show that the RPT detector provides promising results comparable to state-of-the-art methods such as standard CCA and IT CCA, especially for short data length -an important requirement for real-time BCI. In fact, we could further improve over the performance of these methods by accounting for the delay between the stimuli and the onset of the brain's response. These results are deferred to an extended version of this work [19] .
We remark that standard CCA is fully unsupervised since there is no need to learn statistics from the data. However, new variants of CCA (such as IT CCA) are supervised since they need to use a training set in order to construct the reference sets. Hence, IT CCA attains better accuracy than standard CCA at the expense of additional complexity due to the learning process. However, since IT CCA is highlydependent on the training set, its performance can degrade in the presence of outliers. In contrast to standard CCA where the reference set does not form a complete basis for periodic signals (since it uses a truncation of the infinite Fourier series expansion), the RPT detector leverages a complete finite basis for the subspaces of periodic signals so that all periodic signals can be written as linear combinations of elements of the used dictionary. The RPT detector is generally unsupervised except for the need to estimate the covariance matrix from training data. This information can be learned once (for a given subject), after-which no further training is needed. Another advantage of the RPT-based approach is that one can dispense with the training trials for each class and, instead, estimate the covariance matrix from pre-stimulus data, thereby reducing much overhead in data collection.
