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ABSTRACT 
 
Focused ion beam (FIB) is widely used as a material removal tool for applications ranging from 
electron microscope sample preparation to nanopore processing for DNA sequencing. Despite the 
wide spread use of FIB, the basic material removal mechanisms are not well understood and may 
depend upon FIB operations. We present the first complete atomistic simulation of high-flux FIB 
using large-scale parallel molecular dynamics (MD) simulations of nanopore fabrication in 
freestanding thin films. We focus on the root mechanisms as described by large-scale MD 
simulations of FIB and describe the role of explosive boiling and Marangoni effect as a material 
removal and rearrangement mechanism and the mixing and transport that occur at the atomic scale. 
Nanopore fabrication using FIB is typically understood to occur via sputter erosion. While this 
theory may describe low-flux systems, where individual ion impacts are sufficiently separated in 
time to consider them as independent events, it cannot explain the thermal events observed during 
high flux simulations. A dimensionless number is introduced, which is constructed from the key 
variables including material properties and FIB parameters. This number suggests strong thermal 
effects when it is greater than unity. Similarly, our detailed MD simulations suggest that for ion 
beam fluxes above a threshold level, the dominant mechanism of material removal changes to a 
significantly accelerated, thermally dominated process, consistent with our dimensional analysis. 
During this time, the target is heated faster than it cools, leading to melting, with local temperatures 
approaching the critical temperature. This leads to an explosive boiling of the target material with 
spontaneous bubble formation. Atomic mass is rapidly rearranged via bubble growth and 
coalescence and material removal is orders of magnitude faster than would occur by simple 
sputtering. 
For a range of ion intensities in a realistic configuration, a recirculating melt region develops, 
which is seen to flow at high speed though symmetrically rather than driven by the ion momentum 
flux. Relevant length and time scales and estimated physical properties of silicon under these 
extreme conditions suggest that thermocapillary effects are important. A flow model with a 
Marangoni forcing term, based upon the temperature gradient from the atomistic simulation, 
confirms the presence of thermocapillary effect by reproducing the flow. 
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Chapter 1  
Introduction 
 
 
Focused ion beam (FIB) processing involves an ion bombardment method whereby energetic ions 
are accelerated and brought to the target by the bias voltage. Higher accelerating voltage means 
faster ion travel speed, and greater energy transfer into the specimen. In this section we look at the 
basic operational principles of a FIB instrument, the mechanisms of FIB-material interactions at 
low and high fluxes, applications of FIB, nanopore fabrication methods, and an overview of the 
explosive boiling process observed during high flux FIB machining. 
 
 FIB instrument 
 
The focused ion beam (FIB) instrument consists of a FIB gun installed in a vacuum chamber, an 
ion source, a stage, apertures to control the beam focus, detectors, and a gas delivery system. The 
entire instrument is interfaced with a computer that runs it.1 Figure 1-1 shows a schematic diagram 
of a FIB gun. The vacuum system (which is capable of 1×10-8 torr) is required to avoid 
contamination of the source and to increase the mean free path of the ion beam to avoid collisions 
with the gas molecules. 
 
1.1.1. Liquid metal ion source (LMIS) 
 
A liquid metal ion source (LMIS) is one of the most common ion sources used in FIB instruments. 
Gallium is commonly used as the liquid metal material for several reasons. It has a) low melting 
point, ~30oC, making it easy to melt using a small electric current, b) low volatility and low vapor 
pressure, helping to conserve its supply, c) excellent mechanical, electrical, and vacuum properties, 
and e) very good emission characteristics.  
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 Figure 1-1. A schematic diagram of a FIB machine, reproduced from Reyntjens et al.2 The 
configuration includes the LMIS, the vacuum system, and the sample at the bottom. 
Figure 1-2 shows a schematic diagram of the liquid metal ion source. The gallium metal is kept in 
a reservoir. The reservoir is heated with electrical current using a coil heater. Once melted, the Ga 
remains liquid for weeks at ambient conditions. Next an electric field is applied across the 
reservoir, which causes the liquid gallium to form a Taylor cone at the end of the needle. The 
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diameter of the cone is on the order of 2 to 5nm. Next, an extraction voltage is applied that pulls 
gallium from the Taylor cone into the vacuum chamber. 
The metal source is generally operated at low currents to reduce the energy spread of the ion beam. 
The ion beam consists of singly, or doubly charged ions, and neutral atoms. Over time when the 
metal source ages, the suppressor voltage is also required to increase to achieve the same beam 
flux. Typically, a Ga source is rated at ~4000μA-hours/mg. 
 
Figure 1-2. A schematic diagram of the liquid metal ion source, reproduced from Prenitzer 
et al.3 The configuration includes gallium reservoir, coil heater, needle and the extractor 
electrode. 
The extracted gallium ions are accelerated through the ion column. The typical FIB ion 
accelerating energies range form 5-50keV. There are several lenses and apertures inside the ion 
column as shown in Figure 1-1. The apertures help define the probe size. Beam currents can range 
from a few pA to as high as 30nA. Once focused, the accelerated gallium ions impact the target 
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surface. It may be assumed that, the ion beam has a Gaussian profile4 with an energy spread of 
~5eV. 
The sample stage holds the target to be bombarded. The stage is able to move in 5 axes (X, Y, Z, 
rotation, and tilt). The stage is made to be very stable to minimize device vibration and thermal 
stage drift. The thermal and mechanical stage drift is one of the major problems during long time 
exposure in FIB instruments. The typical stage drift magnitude is approximately 1nm/s. For this 
reason, even after applying specialized control systems, long exposures (seconds to minutes) 
require special attachments to further suppress it. 
 
1.1.2. Cold atomic beam ion source 
 
Using a liquid metal ion source, a 10pA FIB instrument can focus to a 10nm spot with a beam 
energy of 30keV5, and 150pA ion beam can focus to 35nm.6 The beam spot size increases with 
increase in ion beam current. But for some applications, a high ion beam current with a very small 
focus spot may be favorable. Recently cold atomic beam ion sources are being developed and can 
be integrated into the FIB machines to replace the LMIS.7 These ion sources make use of 
photoionization and laser cooled gas to achieve promising high brightness, low energy spread, and 
a wide choice of materials.  
Knuffman et al.7 have measured ion beam current, and ion beam diameter for a cold atomic ion 
beam source. They report that, this new source can focus 1pA beam current to a spot of less than 
0.7nm diameter. They have also experimentally measured the maximum current output from this 
source to be 5nA. They used an equation given by Barth and Kruit8 to measure the beam diameter, 
given by 
 ( )
1/22/1.31.3 1.3 2
50 ,br sph chrd dd d = + +     (1.1) 
where d50 is the diameter into which 50% of beam’s current would fall, 10(2 / ) / ( )br I BEd π α
−=  
is the spot size contribution from the brightness, 5/2 3(1/ 2)sph sd C α=  is the contribution from 
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spherical aberration, and 00.34 /chr cCd E Eα= ∆  is the contribution from the chromatic aberration. 
According to Knuffman et al. for the 1pA ion beam, the d50 diameter comes to less than 0.7nm at 
a beam energy of 30keV. Using their values provided, we can estimate the beam size for 1nA beam 
current. Using the equation of brightness ( , )x, y) ,(
B
J x y
k T
B
π
+∞
= , with -2(0,0, ) Am0.12J + =∞  (using 
table II from Knuffman et al.7), 7 -2 -1 -110 Am sr eV(0,0, ) 1.48B + =∞ × , Cs = 100mm, Cc = 30mm, 
2.2mradα = , 0.34eVE∆ = , 0 30keVE = , we estimate dbr = 13.73nm, dsph = 0.188nm, dchr = 
0.254nm, giving the beam diameter d50 = 13.77nm for 1nA beam current. 
 
Figure 1-3. Relation between the beam diameter and beam current for LMIS and cold atomic 
beam ion source. The dotted line is the predicted improvement in beam diameter if a 
temperature of ~10μK is achieved.7 
So we estimate that the cold atomic ion beam is theoretically able to focus to a 13.8nm spot size 
with a beam current of 1nA. This process is still being developed, and it depends on the 
temperature of the ion beam. Knuffman et al. predict that temperatures below 10μK are achievable, 
which will increase the brightness by a factor of 3, reducing the beam diameter to about 8nm for 
1nA current. Figure 1-3 shows beam current vs. beam diameter achievable by the LMIS and the 
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cold atomic beam ion source. We observe approximately an order of magnitude higher beam 
current and an order of magnitude lower beam diameter achievable by cold atomic ion beam 
sources when compared with the LMIS. 
 
 The FIB material removal mechanisms 
 
When a gallium ion strikes the target surface, it penetrates through the material dissipating energy 
to the neighboring atoms and electrons along its path. During this time several processes take place, 
including ion reflection, electron emission, atom sputtering, sample damage, and sample heating 
(as shown in Figure 1-4).  
 
Figure 1-4. A schematic diagram showing different processes that occur during an energetic 
ion impact event.  
The kinetic energy of the ions is transferred to the solid by both inelastic and elastic collisions. 
During the inelastic collisions, also called the electronic stopping, electrons absorb energy from 
the ions. Several physical processes may occur during this time including ionization of the target 
atoms or excitation of electrons to higher energy bands, emission of electrons, etc.9 The electronic 
stopping dominates at high ion energies. On the other hand, during the elastic collisions, also 
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known as the nuclear stopping, atoms absorb kinetic energy from the ions in the form of a collision 
cascade involving a series of ballistic collisions.10, 11 We focus on this regime, where classical MD 
methodology is applicable, as described in the following chapters of this thesis. For energy 
transfers above a threshold value, about 20eV for silicon, impacted atoms are expected to be 
displaced from their original sites. If this displacement collision occurs near the surface, recoil 
atoms may have sufficient kinetic energy to sputter from the surface.12 The sputter yield is defined 
as the number of atoms sputtered per impacting ion. Eventually the impacting gallium ion 
dissipates all of its kinetic energy and becomes implanted if the target is sufficiently thick 
(approximately 30nm for 30keV ions) or leaves through the bottom if the target layer is sufficiently 
thin. 
Although single ion impact events are well understood qualitatively, the detailed mechanisms may 
change depending on the ion beam flux. For this reason we discuss the role of ion beam flux in 
material removal mechanisms in the next section. 
 
1.2.1. Sputter erosion 
 
Sputtering is thought to be the principal mechanism of material removal during low flux FIB 
processing, with an efficiency that depends on the sputter yield12, 13 and is thought to have little or 
no dependence upon the temperature of the substrate.14 Energetic ions are understood to impact 
the target surface and impart kinetic energy to the nearby target atoms. When the atoms near the 
surface obtain sufficient kinetic energy, they are sputtered. The sputter yield is a measure of 
material removal efficiency defined as the number of atoms ejected from the surface per incident 
ion. For typical operating conditions, each ion sputters approximately two to three target atoms 
depending on the ion beam energy, incidence angle, mass of ions and target, and temperature.15 
During FIB milling, some of the sputtered atoms may redeposit on the surface near the impact 
zone, reducing effective sputter yield, since the redeposited material has to be sputtered a second 
time before it is removed from the surface.10 With increasing energy, the sputter yield increases 
initially, but then the yield starts to decrease as the ion penetrates deeper into the target and gets 
implanted. Since the sputtering mechanism is dominated by a near-surface collision cascade, the 
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sputter yield increases with the increase in incidence angle. The sputter yield becomes maximum 
at near glancing angles of incidence. 
In this commonly accepted view, it is assumed that each ion impact event is well separated in time, 
so that the consecutive impact events are independent. The entire FIB material removal mechanism 
is thus the sum effect of sputtering due to individual ion impacts. The process is mostly mechanical, 
with ions knocking atoms off a surface without significant heating. 
 
1.2.2. Flux dependent FIB mechanism 
 
While sputtering may be the dominant mass removal mechanism at low flux, there is evidence that 
the mechanism can change at higher fluxes. At sufficiently high fluxes, successive ion impact 
events are no longer independent of each other. The effects of one impact will influence the next 
ion impact. The relevant ion impact interval time beyond which consecutive ion impact events are 
no longer independent of each other can be inferred from the thermal spike model.16, 17  
According to the thermal spike model,16, 17 the local temperature after an impact can be far greater 
than the melting temperature of the material, inducing local melting. The energy densities are 
typically on the order of 1 to 10 eV/atoms, which is sufficient to locally heat the material 
significantly above the melting temperature of silicon, for example. Also, for this energy the mean 
time interval between collisions in the cascade is very small (<0.1ps), smaller than the lifetime of 
the cascade. So the local melting occurs almost instantaneously, while the collision cascade still 
propagates. The size of the disordered region or collision cascade can be on the order of 10nm. 
The temperature falls below the melting temperature within a time scale of 5ps to 10ps, with a 
peak temperature of ~4000K occurring at 0.25ps to 0.5ps.17 The velocity distribution becomes 
Maxwellian within this time (few tenths of a picosecond18). Approximately 95% of the cascade 
energy is distributed to the atoms within the thermal spike zone, and the rest is distributed to atoms 
outside the central spherical region, giving a relatively smooth temperature profile. During the 
initial stages of the collision cascade (0.1ps – 0.2ps), the atom movements are mostly due to 
ballistic collisions, but during the thermal spike events (1ps – 2ps), when the temperature is above 
the melting point of the material, the thermodynamic forces (viscous, surface tension) can become 
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relevant.18 At this time, the atoms can move due to gradients in thermodynamic properties (surface 
tension) rather than gradients in atomic densities. Almost every cascade results in several thermal 
spike events since the cascade event is longer than the thermal spike event.19 The influence of 
thermal spike events on any particular process therefore depends on the characteristics of the 
energy deposition process.  
If a subsequent ion impact event occurs within a short time frame (<10ps), and sufficiently near 
the previous ion impact, the temperature of the impact zone will continue to increase. The resulting 
effect will be a rapid increase in temperature. Materials with lower thermal conductivity, and lower 
defect formation energy are more likely to be affected by the thermal spikes in this way.19 With 
lower thermal conductivity, the material requires more time to conduct heat away from the spike 
zone, and with lower activation energy, materials need less energy to create defects and melts. In 
this case, above a threshold flux, the impact zone can, in principle, reach the thermodynamic 
critical temperature. The material would experience large density fluctuations resulting from both 
the gradients in thermodynamic properties and fluctuations of density due to the thermal spike 
events. When this occurs, explosive boiling (discussed in detail in section 1.3) can become the 
dominant mechanism of mass removal in FIB processing, which greatly accelerates the process. 
For this reason, consecutive ion impacts can have very different results depending on the ion beam 
flux.  
Similar threshold behavior and explosive boiling are reported during laser driven ablation, another 
common tool for material removal. Laser ablation is primarily a thermal process whereby incident 
photon energy is predominantly absorbed by electrons,20 which thermalize and transfer energy to 
phonons in the timescale of 0.1ps. During ultrashort pulse laser ablation, the dominant processes 
for mass removal from the target have been identified as the creation of fine vapor due to 
vaporization, the hydrodynamic instability, or the ejection of liquid or solid flakes due to explosive 
boiling or phase explosion.21-27 These phenomena are described in the next section. 
For long laser pulses, heterogeneous bubble nucleation occurs, which is referred to as the nucleate 
boiling or the normal boiling. For this case the surface temperature remains fixed at ~Tb, the boiling 
point. But for sufficiently energetic short laser pulses, the material can melt within a fraction of a 
picosecond,28 and can become superheated liquid. This is observed for laser pulses shorter than 
1ps, which is the timescale of electron-lattice equilibration. In this case, the target material 
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experiences rapid melting with superheating to a temperature close to the critical temperature. This 
method works similarly for an ion beam impact beam event, when the ion beam flux is sufficiently 
high such that there is less time for the heat to conduct away from the impact zone, and the material 
becomes superheated. The superheated target undergoes homogeneous bubble nucleation, and the 
target makes a rapid transition from superheated liquid to a mixture of vapor and equilibrium liquid 
droplets. 
 
 Explosive boiling or phase explosion 
 
Explosive boiling (or phase explosion) is a thermodynamic process that arises due to rapid heating. 
The explosive boiling process is described theoretically by Martynyuk (1974).21 When the heating 
rate is low, cooling by conduction or radiation allows a system to relax, following the binodal 
curve as dictated by the Clausius-Clapeyron equation29 (as shown by the green curve in Figure 
1-5), and this relaxation time is normally 1 to 10ns.30 The binodal curve represents the 
thermodynamic equilibrium where the system can coexist in both liquid and gaseous form. During 
this time, phase change from liquid to gas occurs through the heterogeneous boiling at the solid-
liquid interface or from microscopic gas inclusions. This low heating rate refers to heating the 
system at ambient pressure, until the system undergoes nucleate boiling at ~Tb.  
But for very high heat flux, the system does not have sufficient time to reach the binodal curve and 
it becomes superheated, metastable, and follows an alternative curve, depicted with the red line. 
Superheating refers to a heating method that is carried out sufficiently rapidly (>1011K/s21) so that 
the system passes beyond Tb and is therefore metastable. When the system temperature exceeds 
the boiling point at a given pressure, it approaches the spinodal. The spinodal curve (yellow line 
in Figure 1-5) represents the boundary of absolute instability of a superheated liquid to 
spontaneously decompose into a two-phase mixture. The spinodal curve specifies the maximum 
temperature to which a metastable liquid can be heated. Beyond this curve, a very small fluctuation 
in density or composition will lead to a spontaneous phase separation via the spinodal 
decomposition.  
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 Figure 1-5. Typical P-T diagram of a liquid with reduced units. The green curve is the 
binodal curve which, represents thermodynamic equilibrium. The dashed curve represents 
the onset of anomalies in the thermodynamic properties. The yellow curve represents the 
spinodal boundary with the critical point at the top. The red curve shows the superheating 
process. 
When the target temperature reaches approximately 80% to 90% of the critical temperature, the 
liquid experiences large fluctuations in density, specific heat, and entropy in both space and time 
(as shown in Figure 1-6) as it crosses the dashed line marked as the onset of anomalies. This curve 
indicates the approximate temperature at which rapid reductions of density and rapid increases of 
electrical resistivity begin, and where the density fluctuations become important for bubble 
nucleation. In a very short period of time, it is possible to have a large density fluctuation in an 
infinitesimal volume, which spawns the formation of vapor bubbles. Via this route, bubbles can 
nucleate anywhere in the superheated liquid.22, 27 The rate of homogeneous nucleation of bubbles 
determines the lifetime of the metastable state of a system. The probability of bubble nucleation 
falls rapidly as the system moves away from the spinodal.  
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 Figure 1-6. A schematic diagram showing the change in specific heat and relative density as 
the system approaches the critical temperature. Thermodynamic properties change rapidly 
in the shaded zone. The subscript ‘o’ denotes properties at the normal boiling temperature.  
Upon reaching a critical size, a bubble continues to expand until it explodes into a mixture of gas 
and liquid droplets, thus reducing its temperature and preventing the system from going into the 
spinodal; this process is known as the explosive boiling or phase explosion.21-23, 30-32 The rate of 
homogenous bubble nucleation and growth increases rapidly near the critical temperature. Also 
the closer to the spinodal is the liquid state, the shorter is the time for the formation of the critical 
vapor nucleus. The critical radius also depends on the temperature of the target and decreases 
rapidly as it approaches the critical temperature. Thus with increasing temperature, the rate of 
homogeneous bubble nucleation increases and explosive vaporization creates a rapid transition of 
the target from the superheated liquid to a mixture of vapor and liquid droplets. A surface created 
by the explosive boiling because of this violent expulsion of liquid, is likely to have an increased 
roughness. 
Both laser shadowgraphy and numerical simulation suggest that explosive boiling is the dominant 
mechanism for mass removal due to ultrashort pulse laser irradiance.33 During laser ablation, a 
critical laser irradiance of 2.2×1010W/cm2 has been observed by Yoo et al.,33 above which 
explosive boiling dominates mass removal. For explosive boiling to occur, the target must 
approach the critical temperature within a very short period of time (in the order of picoseconds), 
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which depends upon the critical power density. In the coming chapters we describe MD 
simulations of a 50keV focused ion beam with a 3.5nm FWHM diameter. The power density for 
the highest flux case we study is found to be 5.76×1010W/cm2, and the critical value, above which 
explosive boiling occurs, is found to be 1.44×1010W/cm2. These values match closely to the 
reported critical power density in laser ablation. This suggests that there may be an effect of 
thermal power input by the incident focused ion beam. 
 
 Applications 
  
Focused Ion Beam (FIB) processing has recently become an important method for material 
removal in a vast range of technological applications. It has been widely used in integrated circuit 
modification; cross-sectioning and sample preparation for TEM; localized milling for nano-
manufacturing; inspection and failure analysis of sample surfaces at the nanometer scale; and 
nanofabrication and nano-prototyping.2, 12, 34 FIB is coupled with scanning electron microscopy 
(FIB/SEM) to characterize complex three-dimensional internal microstructures and defects, for 
example, in semiconductor devices.35-37 FIB/SEM systems are also used for imaging, analyzing 
and preparing samples of biological materials like cells and tissues and visualizing their 
interactions with substrates.38-40 Advances in combining cryo-capabilities with the FIB systems 
are important for the analysis of biological materials frozen in a fixed state.38 The use of FIB in 
microscopy, milling and nanomachining, and 3D printing is shown in Figure 1-7. 
(a) (b) (c) 
Figure 1-7. Examples of (a) Microscopy,163 (b) milling and nanomachining,164 and (c) 3D 
pattern generation165 using FIB. 
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1.4.1. Synthetic nanopores for DNA sequencing 
 
Researchers have also used FIB milling of thin layers to create isolated nanopores41, 42 that 
penetrate all the way though the target layer. Such solid-state nanopores are an enabling technology 
potentially useful for DNA sequencing or single biomolecule sensing.43 Nanopores in thin solid-
state membranes offer better mechanical properties and higher thermal robustness than nanopores 
in biological membranes. They also have better chemical stability, superior dimensional control, 
and may be easily integrated into devices.41 Molecular receptors can be added around the sides of 
a nanopore to provide biochemical selectivity, thus enabling label-free analysis of proteins.44 
Biological nanopores have been used for DNA sequencing for a long time, but are recognized to 
have some limitations in terms of stability and environment requirements. For this reason, recently, 
synthetic nanopores are becoming more popular in the DNA sequencing community. 
 
Figure 1-8. Reproduced from Aksimentiev et al.45 A schematic diagram of the DNA 
sequencing technique by a synthetic nanopore is shown. (Left) A DNA molecule is 
translocating through a nanopore inside an ionic solution. (Right) A current measurement 
indicates blockage produced by the translocating DNA.  
For DNA sequencing, the nanopore is first immersed in an ionic solution46 (as shown in Figure 
1-8). When a bias voltage is applied across the nanopore, the ions from the solution pass through 
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the nanopore producing a current signal. DNA molecules in an ionic solution may be detected 
when they are driven through a nanopore by an applied potential.  
When a DNA molecule passes through the nanopore, it impedes ion motion through the nanopore. 
Arriving molecules of different size block the nanopore by different amounts, and at different 
times. As a result, ionic current across the nanopore is partially blocked by the translocating 
molecule.47 Each translocating molecule produces a drop in current bearing a specific signature 
which can be analyzed to find the sequence of the DNA.41, 47-51 
 
 Nanopore formation techniques 
 
Due to the limitations in physical, electrical and chemical properties, and limitations in embedding 
biological nanopores into solid state devices, the popularity of synthetic nanopores is increasing. 
Present photolithography techniques are limited to a feature size of tens of nanometers. For this 
reason there are other specialized techniques that are used for nanopore fabrication. The following 
section summarizes a few of these techniques.52 
 
1.5.1. Ion track etching 
 
In this method a chemical etching process is used that follows a latent track created by a heavy, 
energetic ion.53, 54 A heavy ion is accelerated at a very high energy, ranging from hundreds to 
thousands of MeV, and is incident on to a polymer target. The ion after impact leaves a latent track 
of displaced atoms inside the target that etchants can attack. The actual size of the nanopore can 
be controlled by controlling the etching chemical, time of etch, temperature, and concentration. A 
nanopore of approximately 2nm diameter can be fabricated using a coating of gold inside the 
nanopore. Figure 1-9 shows a nanopore formed by latent ion track etching of Kapton foil. The ion 
track was made by a single heavy ion of kinetic energy 2.2GeV.  
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 Figure 1-9. Reproduced from Mara et al.53 SEM image of a single pore in Kapton foil is 
shown. 
 
1.5.2. Electron beam 
 
Storm et al.55 pioneered the method of high energy electron-beam (e-beam) fabrication of 
nanopores. At first a 40nm thick freestanding SiO2 membrane is prepared with a square hole made 
from anisotropic etching of silicon substrate. Then a commercial transmission electron microscope 
(TEM) is used to reduce the dimension of the square hole. The hole shrink rate is approximately 
~0.3nm/min making it very easy to stop at a desired diameter. This method has the advantages of 
direct visual feedback and the possibility of using a wide variety of materials. 
This method was used by Storm et al to reduce the pore size that was initially fabricated using a 
KOH etch of a silicon membrane. They use a 300kV TEM electron beam to reduce a typical 
nanopore of 30nm diameter to a 3nm diameter. 
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 Figure 1-10. Reproduced from Storm et al.55 (a) A cross-sectional view of the device. It 
consists of a 340-nm-thick free-standing single-crystalline silicon membrane, supported by a 
KOH-etched wafer 525 µm thick. (b) Top-view SEM of a nanofabricated pore. (c) Cross-
sectional view of the pore inside the electron microscope. (d–g) Sequence of micrographs 
obtained during imaging of a silicon oxide pore in a TEM microscope. 
 
1.5.3. Carbon nanotubes 
 
Carbon nanotubes are used as nanopores for DNA sequencing.56 In this method, multiwall carbon 
nanotubes (MWNT) are first stretched and sealed in a liquid epoxy polymer. The composite 
structure is then sectioned to give nanopores of 50-160nm diameter. They have several advantages, 
including uniform chemical and structural properties; zero surface charge, allowing the DNA 
molecules to travel more easily through the nanopore without sticking to the pore surface; and 
easier dimensional control of the nanopore. 
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1.5.4. Focused ion beam 
 
Recently, FIB processing has shown promise in the formation of solid state nanopores5, 57 with 
diameters of less than 5 nm.58 In this method, an energetic ion beam is focused to a spot as small 
as 1nm. At typical fluxes, each ion sputters two to three atoms from the surface of the target. 
Eventually the layer thins and a hole forms.59, 60 Attempting to control the balance between 
redeposition and material removal, Chen et al.61 report fabricating nanopores down to 5.5nm in 
diameter. At the low fluxes of these experiments, it appears that sputter erosion drives nanopore 
fabrication.14, 42, 49 
Lanyon et al.5 use a direct-write local focused ion beam milling to fabricate 150-400nm diameter 
nanopores on 500nm thick silicon nitride membranes. Figure 1-11 shows the nanopore electrode 
arrays formed using a 10pA, 30keV gallium ion beam with a 10nm nominal spot diameter. 
 
Figure 1-11. Reproduced from Lanyon et al.5 SEM images of nanopore electrode arrays and 
single nanopore electrodes are shown. (a) 5 × 5 array; (b) 3 × 3 array; (c) single nanopore; 
and (d) 10° tilted image of single nanopore shown in (c). 
They report that the top opening of the nanopore is larger than the bottom opening, giving an 
impression of a truncated cone shape. Since this is a direct writing method, small numbers of 
sample can be processed at a time. The pore dimension, inter-pore distance, and number of pores 
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can be easily controlled. The wall angle achieved by this method is less than 10o. They have also 
measured the ionic transport through the nanopore.  
 
Figure 1-12. Reproduced from Schenkel et al.62 (a) An SEM image of four FIB drilled holes 
in 200nm thick silicon nitride membranes. (b) Zoomed in image of the FIB drilled holes. 
Schenkel et al.62 report formation of a ~4nm diameter nanopore in a silicon nitride membrane 
using a dual focused ion beam system as shown in Figure 1-12. They form holes with initial 
diameters ranging from 100nm to 600nm using a FIB instrument. These holes are closed and 
reduced in size when observed using SEM. Hole diameters can be reduced to 2 to 5nm using this 
technique. To fabricate the initial hole, a 10pA, 30keV Ga ion beam is used. The silicon nitride 
membranes are coated with a gold layer to minimize charging effects during exposure. 
 
Figure 1-13. Reproduced from Lo et al.58 SEM images of a nanopore, (a) before, (b) & (c) 
after the ion scan process is shown. 
 
(a) (b) 
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Using a similar technique, Lo et al.58 fabricate nanopores with diameters smaller than 5nm. But 
they use a commercial FIB instrument equipped with an SEM microscope. This enables them to 
get visual feedback as they reduce the size of the nanopore. They use a 100nm thick silicon nitride 
membrane on a silicon substrate. Initial large nanopores are fabricated using a 30keV, 30pA Ga 
ion beam, with nanopore diameters ranging from 50nm to 100nm. The smallest diameter that they 
are able to achieve on a 30nm thick membrane is ~30nm.  
Figure 1-13 shows an SEM image of the nanopore formed by Lo et al.58 Once the nanopore is 
opened, consecutive ion scans are done until the nanopore diameter shrinks to 15nm. Diameters 
smaller than 5nm can be achieved using 200kV electron radiation.  
 
Figure 1-14. Reproduced from Chen et al.63 TEM images of several nanopores before and 
after ALD are shown. The smallest diameter obtained in this process is approximately 2nm. 
Chen et al.63 propose to use atomic layer deposition (ALD) as a finishing step to fine tune the size 
of the nanopores fabricated by an ion beam. They use a Micrion 9500 FIB instrument to fabricate 
the initial nanopores that have diameters between 70nm and 100nm. ALD from vapor phase is 
highly conformal, providing a uniform coating to the exposed surfaces without changing the shape 
of the nanopore. Because of its conformal behavior, the sidewalls of the nanopore can also be 
coated using ALD, shrinking an oversized pore to a preferred smaller diameter. The surface 
properties of the nanopore can also be controlled by changing the ALD material. Figure 1-14 shows 
the nanopores fabricated by Chen et al. 
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1.5.5. Simulations 
 
Molecular dynamics (MD) methods are beginning to find applications in the modeling of FIB 
machining. Satake et al.64 use MD to simulate FIB processing on a silicon surface. They compare 
different potentials including, Lennard-Jones,65 Tersoff,66 and the ZBL67 to choose the optimal 
potential for their calculation. Figure 1-15 shows their computational domain. They calculate the 
height of the surface after exposure to a 40keV gallium ion beam. Their computational domain 
may have suffered from the box size effect. The box size effect refers to an inaccuracy in the 
computed results when the domain size cannot sufficiently contain the gradients of the 
observables. In other words, the gradients in the key observables do not diminish near the 
boundaries. Here, the lateral dimensions of the simulated target are on the order of the span of a 
collision cascade (~10nm). Thus, the atomic motions induced by a single ion impact event will be 
affected by interactions passing through the lateral boundaries a second time. 
 
Figure 1-15. Reproduced from Satake et al.64 The computational domain of their simulation 
is shown. (Left) small scale simulation, (right) large scale simulation. 
Russo et al.68 describe their MD simulations to model milling via FIB. They study the mechanism 
of the formation of a V-shape trenche/hole and the extent of lateral damages due to a Ga ion beam. 
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They study 2 and 30keV Ga ions incident on a Si target over a circular area representing a FIB 
spot. Figure 1-16 shows a cross sectional view of the target after 425 impacts. 
 
Figure 1-16. Reproduced from Russo et al.68 Cross section images of the two Si (100) samples 
with a removal of 237 Si atoms/1000 impacts and 132 Si atoms/425 impacts for 30 and 2 keV, 
is shown respectively. Each Si atom is colored by the distance displaced from its initial 
position. 
The ion beam simulated in this study is composed of randomly distributed gallium ions within a 
3nm diameter circular area. The surfaces are bombarded consecutively after allowing a sufficient 
time between impacts. The target contains ~83,000 silicon atoms within a cylindrical sample 
approximately 10nm deep and 14nm wide. Trench formation is clearly present in their simulation. 
They remove the Ga ion when it reaches a depth of 7.5nm into the sample to prevent it from 
reflecting back from the rigid bottom surface. They use rigid layers not only at the bottom but also 
at the side walls to prevent the deformation of the sample and reflection of the pressure waves back 
toward the middle. They claim that the observed trench has the characteristic V-shape of many of 
the experimental profiles. They observe considerable disruption right below the ion impact zone 
giving rise to a material having a lower density than the crystalline material. They also report a 
slight mounding of material along the edge of the rim. 
Giannuzzi et al.69 simulate 2 and 30keV gallium ion bombardment of a Si (011) target at a grazing 
angle or 88o off normal. They assess the sputtering characteristics and the damage depth. They 
simulate 100 impacts on a very small target of 4.9nm×5.4nm×5.4nm. They use the ZBL potential67 
for gallium-silicon interactions and the Tersoff potential66 for silicon-silicon interactions. They 
10nm 
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find a sputter yield of 25 for the 30keV impacts, which overestimates the experimental sputter 
yield by a factor of 10. However, their simulation size is very small, and they may have box size 
effect in their system. The box size is relatively small compared to the collision cascade diameter 
of 10nm and thus may not faithfully predict sputter yield. The impact zone may have experienced 
the collision cascade effects passing through the lateral boundaries. This may be one of the reasons 
of their reported high sputter yield. Another reason of this high sputter yield may be that their beam 
flux is very high, driving the system to explosive boiling regime. They also report that sputtering 
from an atomically smooth surface is impossible.  
Pastewka et al.70 also study the influence of FIB processing of silicon for a beam with energies of 
1 to 5keV. The silicon-silicon interactions are modeled using a Tersoff III potential,66 and the 
silicon-gallium interactions are modeled using a ZBL potential.67 Their timestep is chosen to be 
1fs, and they use a Langevin thermostat to thermalize the atoms at a distance of 1.8nm parallel 
from the ion path. The target is a ~10nm cube. The bottom 1nm of their simulated target is held 
fixed, with a 1nm layer above it thermalized to 300K using the Langevin thermostat. They perform 
two sets of simulations; in one of them they remove the Ga ion, and in the other they keep it inside 
the target. Each gallium ion is tracked for 15ps before the subsequent impact, and they simulate 
1000 impacts. After the end of simulation, they measure the amorphous layer thickness, sputter 
depth, and stress inside the target. Figure 1-17 shows their simulation results.  
 
Figure 1-17. Reproduced from Pastewka et al.70 Cross-sectional images after 1, 10, 100, and 
1000 impacts are shown when bombarded with a 2keV ion energy at an 80o angle of 
incidence.  
Burenkov et al.71 use molecular dynamics simulation to study the angular dependence of sputtered 
material using a 30keV gallium ion. They use a computer code named XMD-2.5.34-1 which uses 
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the Tersoff and ZBL potentials. Their simulation zone size is 9.2nm wide and 3.8nm deep, 
consisting of 16,000 atoms. They track the impacted gallium ion for 500fs. Figure 1-18 shows the 
angular distribution of sputtered material from their simulations. 
 
Figure 1-18. Reproduced from Burenkov et al.71 The angular distribution of silicon sputtered 
by a 30keV gallium ion beam tilted by 70o is shown. 
Myers et al.72 use a multiscale approach to find the temperature evolution in FIB irradiated targets. 
They use SRIM simulations to find the average energy deposition by one ion impact event. With 
this information they solve the heat equation using a commercial finite element program. They 
find a maximum temperature increase of ~986K approximately 1ps after the ion bombardment. 
Their ion impact interval is ~3ps. Figure 1-19 shows the average temperature increase in the 
membrane. They use a 500nm wide and 50nm thick silicon membrane, and 30keV Ga ions for 
their study. Although their method can be used to calculate the temperature of the membrane, it 
fails to predict or explain the atomic motions during the FIB process. 
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 Figure 1-19. Reproduced from Myers et al.72 The average temperature rise in the membrane 
as a function of depth in a 50nm thick silicon membrane is shown. Three beam currents are 
used as shown in the figure. 
One of the most widely used atomic simulation methods for FIB is the Monte Carlo simulation 
program SRIM.73 Although it is widely used, it cannot simulate consecutive ion impacts. Each ion 
impact event in a SRIM calculation is considered to be independent of every other, and each ion 
impacts a crystalline target. This program is useful for finding the penetration depth, the radial 
distribution of atoms, the sputter yield, the recoil distribution, and the damage generation in 
crystalline targets. These numbers can provide helpful insight in determining the molecular 
dynamics computational domain size. A detailed SRIM analysis to find relevant parameters for 
our simulation environment is presented in Appendix G: SRIM simulations.  
From the discussions in this section, we can summarize the prior works on simulations of focused 
ion beam machining, including the methods used, materials studied, energies, and domain sizes as 
shown in Table 1-1. 
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Table 1-1. Table of parameters used for FIB simulations using MD 
Material Energy Potential Domain size Impacts References 
Silicon/Gallium 40keV 
Lennard Jones, 
Tersoff, ZBL 
8.5nm Independent Satake et al.64 
Silicon/Gallium 
2keV, 
30keV 
ZBL, Tersoff 10nm Consecutive Russo et al.68 
Silicon/Gallium 
2keV, 
30keV 
ZBL, Tersoff 5.4nm Consecutive 
Giannuzzi et 
al.69 
Silicon/Gallium 
1keV-
5keV 
ZBL, Tersoff 10nm Consecutive Pastewka et al.70 
Silicon/Gallium 30keV ZBL, Tersoff 3.8nm Independent Burenkov et al.71 
Silicon/Gallium 30keV SRIM, FEM 500nm Consecutive Myers et al.72 
 
Most of the prior atomistic simulations of FIB suffer from small simulation domain sizes. It is 
computationally very expensive to simulate a large system that compares well with experiments. 
Also capturing consecutive ion impact events requires long simulation runs. Achieving a realistic 
configuration requires simulation of millions of atoms. In the coming chapters we describe 
simulations of experimentally achievable configurations consisting of up to 5.1 million atoms, for 
which we simulate as many as ~1000 consecutive ion impacts spanning a few nanoseconds. 
 
 Limitations of FIB nanopore fabrication 
 
Although FIB makes it possible to select a target area precisely, and to process a wide range of 
target materials, which enables optimally tailoring and drilling nanopores for DNA sequencing 
and other applications, there are some inherent limitations to this process. At low fluxes, each ion 
impact sputters two to three target atoms, eventually thinning the target and making a through 
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thickness nanopore. Ion collision initiated sputter removal leads to ion implantation, causing 
serious damage to the target material and the creation of a thick amorphous layer. Moreover, this 
process is sputter erosion limited. It takes seconds to minutes to form a nanopore in a 100nm thick 
membrane. For this reason, the process is prone to device vibration resulting from either the 
mechanical vibration or the thermal stage drift. This affects the dimensional control of the 
nanopore. 
 
Figure 1-20. Reproduced from Spinney et al.74 SEM images of nanopore fabrication using a 
20kV electron beam are shown. The exposure time is in the order of ~10s as shown in the 
image. 
The mechanical/thermal stage drift can be on the order of 1nm/s.75, 76 There are some feedback 
control mechanisms attached to the stage that can offset stage drift, but even with those controls 
when the nanopore formation process occurs over hundreds of seconds, the feature shape tends to 
distort. Figure 1-20 shows the electron beam machining of nanopores by Spinney et al.74 A 20kV 
electron beam is used for this nanopore fabrication process. The processing time is on the order of 
ten seconds, and the image does not show any effect of stage drift. On the other hand, Figure 1-21 
shows nanopore fabrication using a lower energy electron beam (1kV). Because of the lower 
energy, the required time to form the nanopore is longer, on the order of 300s. For this case, an 
elongated trench-like structure forms. 
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 Figure 1-21. Reproduced from spinney et al.74 SEM images of low energy electron beam 
(1kV) nanopore formation are shown. A trench-like structure is observed due to the longer 
required machining time. 
For this reason, it is apparent that device vibration and thermal stage drift can affect the 
dimensional control of the nanopore fabrication process. If the fabrication process is orders of 
magnitude faster in time, the machining will be done before any significant stage drift. Thus, a 
possible solution could be the use of a high flux FIB in order to speed up the nanopore fabrication 
process, which might allow for a better dimensional control. 
As discussed in section 1.2.2, at high flux, FIBs can have thermal effects on the target. These can 
affect the nanopore fabrication processes in important ways. In the next chapter, we discuss in 
detail, how using high beam flux can affect the material removal mechanisms and drive the system 
to a thermally overloaded condition. 
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Chapter 2  
Beam current and thermal overloading 
 
 
The ion beam flux or beam current can play an important role in the material removal mechanisms. 
In section 1.2.2 we discussed flux dependent phenomena, which can significantly change the 
underlying mechanics. At high fluxes, the low flux sputter erosion mechanism of material removal 
may change to a thermally dominant mechanism. The beam current is a commonly used parameter 
describing the power input to the target by the FIB instrument. The ion beam flux is the measure 
of the number of particles incident on a unit area per unit time. It is proportional to the power 
delivered to the target. With increasing ion beam flux and beam current, the ion impact events 
occur progressively closer in time, and the successive impact events depend on the history of the 
previous impacts. To understand the mechanisms at work in the high flux regime, we first need to 
understand the definition of the ion beam flux, the beam current, and other parameters associated 
with it. In this chapter, we discuss the ion beam current, beam flux, material removal rates, and 
thermal effects reported in the literature, which establishes a framework for considering the ion 
beam flux dependence of material removal mechanisms at high flux FIB. 
 
 The ion beam current vs the ion beam flux 
 
For the FIB instruments, a common quantity for describing the ion flux is the ion beam current. 
The ion beam flux is expressed as the number of ions per unit area per unit time, with units of
2 1cmions s− −⋅ , while the related beam current has the units of amperes. For the gallium liquid metal 
ion source, each ion brings one charge to the surface. For this case we can easily calculate the 
current if we know the ion impact interval time. If each ion brings 191.602 10e C−= × to the surface, 
and the ion impact interval is ‘t’ seconds, then the current is expressed by: 
 I
t
e
=   (2.1) 
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Although the theoretical relationship between the ion beam current (nominal current), and the 
beam flux is straightforward, there are some significant discrepancies in the literature, where the 
nominal beam current combined with the literature values of sputter yield does not provide a self-
consistent prediction of the observed material removal. In the next section we present these cases 
and discuss the possible causes for these discrepancies. 
 
 Nominal current and sputter yield 
 
Several studies report beam currents such that the mass removal rate is inconsistent with that 
expected based upon the reported sputter yields. In the following section we show that the actual 
number of ions required to remove the observed volume of atoms would be, for some cases, a 
factor of 1000 greater than the number of ions delivered as calculated from the nominal ion beam 
current. Table 2-1 summarizes the key parameters from several reported experiments of nanopore 
fabrication stated below. In particular, we calculate the number of ions delivered based upon the 
reported nominal beam current and dwell time, the number of atoms removed based upon the 
reported volume of the milled region, and the number of ions that would be required based upon 
the expected sputter yield of each material.6, 12, 13, 77, 78 The ‘mismatch factor’ is the amount by 
which the nominal ion beam current would need to be increased in order to achieve the reported 
material removal if the process were driven by sputter erosion alone. In other words, the mismatch 
factor F is defined as the material removal rate normalized by the sputter yield. The first column 
shows the dimension of the milled region, either in (diameter, depth) for a circularly milled region, 
or (width, height) for a square trench. 
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Table 2-1. Beam current, and material removal rate 
(D, L) or (W, H) 
(nm, nm) 
2
milled
2
milled
/ 4,
W
V D L
V H
π=
= ×
  
Nominal 
Current (pA) 
I 
Dwell time, 
number of 
passes 
t 
Ions 
delivered 
dN e
I t×
=  
Atoms 
removed 
milled
atom
a
VN
V
=   
Ions 
required 
a
r
NN
SY
=  
Mismatch 
Factor 
r
d
NF
N
=  
References 
(Material) 
50, 10 5 0.02ms, 4  2.5×103 15 ×106 7 ×106 2.8 ×103 
Matovic et al.79 
(Cr/Si/O) 
1700,300 150×103 10μs, 1 9.36 ×106 3.4 ×1010 1.7 ×1010 1.8 ×103 
Chu et al.81 
(PMMA) 
1000, 150 1.5 580μs, 1 355 ×106 7.5 ×109 3.75 ×109 10.6 
Kolibal et al.80 
(Si) 
300, 300 48 0.1ms, 12 431 ×106 1.06 ×109 530 ×106 1.23 
Hopman et al.82 
(Si) 
20, 20 11 100μs, 1 6.86 ×103 314 ×103 157 ×103 22.9 
Li et al.83 
(Si) 
10000, 40 150 1μs, 1 5 ×1010 1.99 ×1011 1 ×1011 2 
Frey et al.6 
(Si) 
10, 50 -- -- 1 20 ×103 1.3 ×103 1.3 ×103 
Birtcher et al.84 
(Au) 
60, 5 1 20μs, 1 MRR=1000μm3/nC85 MRR=1μm3/nC86 1 ×103 
Liu et al.85 
(PMMA) 
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This table shows that the material removed by the ion beams is sometimes far greater than would 
be possible if the process were driven by the sputter erosion. For some of these cases, a beam 
current of at least 1000 times greater would be required to achieve the reported material removal 
by sputter erosion. These discrepancies between the nominal beam current and actual material 
removal rate appear to be due to two different effects: charge neutralization and thermal 
overloading. In the following subsection, we discuss how charge neutralization can lead to the 
same energy deposition with a fraction of the current, because the neutralized atoms no longer 
contribute to the current. We investigate the possibility that other material removal mechanisms 
are active in section 2.4, namely thermal effects, thus increasing the sputter yield, which is related 
to multi-ion heating effects discussed in section 1.2.2. 
 
 Charging effects 
 
In the FIB experiments, the ion beam current, controlled by an aperture, is measured between the 
ion source and the stage. For a sharply focused ion beam, Coulomb interactions cause the beam to 
expand, if the ion beam is not neutralized. Similarly, as the ions impact the target material, there 
is a charge built up near the surface of the target for a non-neutralized ion beam. For these reasons, 
charge neutralization is important, and is always present in the focused ion beam systems. For the 
metallic and semiconductor targets, the ion beam current is not affected much from built-up charge 
in the substrate.1, 87 But for the insulators, the target may become charged, and will affect the ion 
beam. For this reason, charge neutralization of the insulators allows it to be processed without 
unwanted ion beam deflection or drift. For these kinds of materials, a cold electron beam is 
introduced in the FIB system, which neutralizes the ions before reaching the target, thus reducing 
the charging effects. The neutralized ions still impact the target, but they bring zero charge to the 
material. Since the ion beam current is the measured net current between the ion source and target 
stage, the effective beam current is reduced when charge neutralization is in effect.10 
Figure 2-1 shows an insulator where FIB is used to create a trench, both with (right) and without 
(left) charge neutralization. The use of FIB milling without charge neutralization leads to an 
irregular FIB milled box, and charging artifacts. It is evident from this figure that charge 
neutralization is important in improving the precision of the FIB instruments. 
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 Figure 2-1. Reproduced from Munroe et al.87 SEM image comparing two FIB milled 
20μm×20μm structures in an insulator is shown. (Left) Without charge neutralization. 
(Right) With charge neutralization. 
Even for metallic and semiconductor targets charge neutralization affects the precision of 
machining. For most of these kinds of materials, the charge neutralization is automatic, with 
incident ions neutralized by the secondary electrons coming from the target.88 But for some cases, 
if the target cannot be grounded, one may need to introduce cold electrons into the system. For this 
reason, the theoretical equations for calculating the nominal ion beam current may not predict the 
actual beam current, but for semiconductors and metals this effect should be minimal. 
 
 Thermal effects 
 
Matovic et al.79 suggest that the increase in the sputter yield they have observed may be due to the 
fact that their film thickness is small, and therefore inefficient in transporting out heat from the 
impact zone. They further suggest that, as a result, the temperature within the zone is expected to 
significantly exceed melting point. For this case, individual atom energies may be higher than 
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several eV, far greater than the atomic energies at the melting point of the material. If the ion beam 
flux is sufficiently high, as they claim to be the case, a hole is created via evaporation of the 
material. They also report that nanopore diameter is reduced significantly with higher beam 
energies.  
Liu et al.85 report an ultra-high material removal rate for PMMA membranes when bombarded 
with focused ion beams. They report this >103 factor achieved during patterning PMMA for 
creating masters for microcontact printing. They speculate that the observed 104 atoms/ion sputter 
yield is anomalous and may be due to ion enhanced degradation mechanism, and an unzipping 
reaction only observed at high temperatures without ion beam irradiation. But the observed high 
material removal rate is not definitively explained. 
Kolibal et al.,80 Hopman et al.,82 and Li et al.83 study the enhanced material removal rate when a 
focused ion beam is fixed to a pixel, and when the dwell time as well as the ion beam energy is 
varied. The dwell time is varied from 1μs to 5ms, and the beam energy is varied from 5keV to 
30keV. They observe increased material removal rate with increased dwell time and ion beam 
energy. 
Chu et al.81, 89 experimentally measure the temperature rise in a 300mm thick, 40 micron wide 
PMMA substrate, due to a 1.7μm ~ 2.0μm FWHM, 15kV, 150nA electron beam. They report an 
18K temperature increase of the substrate after 100μs. It is evident from their experiment that 
during this time the substrate has reached a steady state condition. Independently, we perform a 
COMSOL simulation90 for their system and find an average temperature increase of 14K which is 
very close to what they have experimentally found. But if we look at the temperature profile of the 
substrate at the top surface shown in Figure 2-2, we can see that the temperature at the center is 
close to 9000K for this energy input. Their thermostat with an area of 2 200nm00nm× is unable 
to measure such a sharp peak in temperature, but our analysis shows evidence that there may be 
an extreme thermal loading effect in the PMMA membrane.  
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Figure 2-2. Results from the COMSOL simulation of the PMMA membrane studied by Chu 
et al.81, 89 is shown. (a) The temperature along a straight line through the center of the top 
surface of the substrate. (b) Schematic diagram of the simulation target. (c) Three 
dimensional temperature field. Colorbar shows the temperature scale. 
Indeed, similar temperature profiles are reported by Schmied et al.,91 who model spatial 
temperature evolution in HDPE (high density polyethylene), PMMA, and silicon due to FIB 
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processing. They use SRIM to gather the ion trajectory information, and energy dissipation to 
phonons, along with thermal spike model based calculations. Using this model, they simulate a 
30keV Ga ion beam with 40nm FWHM and 500pA beam current. These FIB parameters are readily 
available in commercial FIB instruments as reported by them. Using this configuration, they find 
a peak temperature of 6300K for the PMMA, 2400K for HDPE, and 400K for Si.  
 
Figure 2-3. Reproduced from Schmied et al.91 Laterally resolved surface temperature for Si, 
HDPE, and PMMA calculated using the thermal spike & SRIM model is shown. 
They also perform FIB experiments with a 30KeV Ga ion beam, 40nm FWHM at 500pA, with 
500μs dwell time. The volume removed by the FIB process in the FIB milled structures matches 
well with their prediction from thermal simulation. 
Similar FIB experiments are done in a range of soft materials by Orthacker et al.92 Figure 2-4 
shows the enhanced material removal rate, increased by more than a factor of 1000 when the beam 
dwell time is increased, or the point pitch (distance between two neighboring pixels) is decreased. 
These experiments also support the findings of enhanced material removal rate in Si studied by 
Kolibal et al.80 and Hopman et al.82 Increasing dwell time or decreasing point pitch increases the 
temperature near the ion beam impact zone significantly, leading to the volatizing effects as 
reported by Orthacker et al.92 All this evidence suggests that the enhanced material removal may 
be due to a thermal loading condition. 
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 Figure 2-4. Reproduced from Orthacker et al.92 Specific removal rate depending on (a) the 
dwell time (logarithmic abscise) at a point pitch of 20 nm; and (b) the point pitch at a dwell 
time of 500 μs is shown.  
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Following the above discussion, we find that there is a large variability in material removal rates 
depending on the ion beam current, ion beam energy, and material species. The analyses of 
Matovic et al.,79 Liu et al.,85 Chu et al.,81, 89 and Orthacker et al.92 are particularly relevant here. 
Matovic et al. study very thin film membranes, and Liu et al, Chu et al., and Orthacker et al. study 
a PMMA and other soft materials with a low thermal conductivity, making the targets susceptible 
to large temperature increases at modest ion beam fluxes. Thus, the enhancement in material 
removal is always the case for the thin membranes, or thermally insulating membranes, or if we 
choose some specific FIB parameters (longer beam dwell time, dense pixels). Using sputter yield 
mechanisms alone to predict material removal fails to predict the actual material removal rate. 
Next, we discuss in detail the parameters that play an important role in determining the thermally 
overloaded conditions. 
 
 Parameters affecting milling conditions 
 
The parameters responsible for the ion beam milling can be divided into two groups: target 
properties and FIB instrument parameters. These are listed below: 
1. Target properties 
a. Thermal conductivity, k (Wm-1K-1) 
b. Target crystallinity 
c. Substrate temperature, Ts, (K) 
d. Melting point of target, Tm (K) 
e. Target thickness, h (nm) 
2. FIB instrument parameters 
a. Ion beam energy, E (J) or accelerating potential, V (Volts) 
b. Ion beam current, I (A) 
c. Beam FWHM diameter, d (nm) 
d. Ion beam penetration depth, p (nm) 
We discuss the effects of each of these parameters in detail in the following subsections. 
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2.5.1. Thermal conductivity, and crystallinity of target material 
 
Following the discussions in section 2.4, we anticipate that the thermal conductivity of the target 
material is an important parameter for studying ion beam induced thermal effects. Table 2-2 below 
lists the thermal conductivities of some of the materials discussed in the previous sections. We 
observe that target materials with lower thermal conductivity (PMMA, HDPE, other soft materials) 
are more susceptible to the ion beam induced thermal effects. 
Table 2-2. Thermal conductivity data for different patterning materials 
Material 
Thermal conductivity 
at room temperature, 
k (Wm-1K-1) 
Factors smaller 
than silicon 
References 
Silicon 150 1 Glassbrenner et al.93 
Silicon Nitride 3 to 9 16 to 50 Mastrangelo et al.94, 95 
Silicon Carbide 230 to 490 0.3 to 0.65 Slack et al.96 
Silicon oxide 1 to 1.4 107 to 150 Yamane et al.97 
Amorphous silicon 1 150 Cahill et al.98 
PMMA 0.01 15,000 Utke et al.99 
 
Materials with lower thermal conductivity are inefficient in conducting heat away from the impact 
zone and into the bulk. For this reason, the temperature of the target material increases rapidly near 
the impact zone leading to the possible thermal effects. The thermal conductivity of a material is 
also affected by its crystallinity. An amorphous silicon target has a thermal conductivity ~150 
times smaller than that of a crystalline silicon target as reported by Cahill et al.98 and Lee et al.100 
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2.5.2. Substrate temperature and melting point 
 
The substrate temperature can affect the milling conditions in two ways: 1) the thermal 
conductivity of the target material decreases at elevated substrate temperature, 2) the conductive 
heat flux decreases because of a smaller thermal gradient at elevated substrate temperature.  
The thermal conductivity is a function of temperature, decreasing with increasing temperature. 
Thus, increasing the substrate temperature reduces the effective thermal conductivity of the target. 
Using the thermal conductivity data as a function of temperature (as presented in Appendix B: 
Finite element analysis of temperature profile), we can estimate the factor by which the thermal 
conductivity is reduced at elevated substrate temperature. We find that the thermal conductivity of 
silicon can be reduced by a factor of 2 when the temperature of the target is raised to ~950K 
compared to that at room temperature.  
We consider the melting point as the reference high temperature of the target for our subsequent 
analyses. The conduction heat transfer is then proportional to the temperature difference between 
the melting point and the substrate temperature. Increasing the substrate temperature decreases the 
temperature difference, and thus decreases heat conduction into the bulk. For this reason, higher 
substrate temperature increases the possibility of observing thermal effects in the target. 
 
2.5.3. Ion beam energies, target thickness, and penetration depth 
 
For a free standing thin target, heat conduction is only possible through the lateral boundaries. On 
the other hand, a target grown onto a substrate conducts heat through the bottom surfaces as well 
as the lateral boundaries. Thus, free-standing targets with reduced heat transfer, are prone to 
thermal loading effects.  
The ion beam energy prescribes the amount of kinetic energy imparted to the target. Higher beam 
energies also have higher penetration depth. Penetration depth is the measure of ion stopping 
range. A target with a thickness smaller than the ion beam penetration depth cannot stop the ion 
from passing through the target. As a result, not all of the ion beam energy is deposited into the 
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target. On the other hand, if the target thickness is large, the ions will be implanted inside the 
target, with all of their energy deposited into the target, resulting a significant heating.  
 
2.5.4. Ion beam current, and beam FWHM diameter 
 
The ion beam current, as noted is section 2.1, is the measure of ion impact rate onto the target 
surface. The FWHM diameter is the commonly used parameter to denote the beam size. The beam 
flux, which is also a commonly used parameter in ion bombardment studies, is then a measure of 
ion beam current per unit area prescribed by the FWHM diameter of the beam. Increasing ion 
beam current thus will increase the power input to the target. On the other hand, reducing the 
FWHM diameter of the ion beam increases the concentration of energy deposition and thus 
increasing the ion beam flux. 
In the following section we carry out a dimensional analysis to provide a framework for studying 
thermal effects across the wide range of parameters presented here.  
 
 Dimensional analysis 
 
We construct a dimensionless number that will allow us to anticipate thermal effects in FIB 
machining in more detail. The parameters responsible for the ion beam machining are discussed 
in detail in section 2.5. They include ion beam energy (E, J), time between impacts (t, ps), ion 
beam current (I, A), accelerating potential (V, Volts), thermal conductivity (k, Wm-1K-1), thickness 
of the film (h, nm), FWHM diameter of the beam (d, nm), and temperature difference (ΔT, K). 
Here we define m sT T T∆ = − , where Tm is the melting point of the material, and Ts is the substrate 
temperature.  
As noted in section 2.5.3, the amount of energy imparted to the target depends on the penetration 
depth and target thickness. We construct a dimensionless effective energy deposition function 
g(h,p) to correctly capture this effect. We have done SRIM simulations of ion beam energy 
deposition (Appendix G: SRIM simulations), and its variation with respect to the target depth. To 
41 
 
simplify our analysis, we assume that, ion beams deposit approximately 1keV energy for every 
1nm target thickness. Thus we can write the function g(h,p) as, 
 
( , ) 1,  if   
,  , ) if   (  
g h p h p
g h h ph p
p
>
= <
=
  (2.2) 
Thus, a 30keV ion beam will deposit all of its energy if the target thickness is 30nm or higher, and 
deposit a fraction of it if the target thickness is smaller than 30nm. One can replace equation 2.2 
with a more detailed expression describing energy deposition as function of penetration depth, but 
this simple rule-of-thumb is used for the present analysis. The power input thus can be written as, 
 ( , ) ( , )in
Eg h p g h p VI
t
P = = ×   (2.3) 
We further define the characteristic area A dh= × , with a characteristic length h d= × . Then 
the power dissipation through conduction from the impact zone can be written as,  
 out
kA T k hP d T∆= = ∆

  (2.4) 
Thus we construct the dimensionless number as follows: 
 ( , ) ( , )in
out
P E VIg h p g h p
P k Tt hd k T hd
Π = = =
∆ ∆
  (2.5) 
The numerator of this number is the power input from the ion beam source, and denominator is 
related to the power dissipation by thermal conduction into the bulk. In effect, this number is a 
ratio of power in and power out. A number less than unity means that the potential of the system 
to conduct heat away from the target zone into the bulk is large, and a value greater than unity 
means that the system cannot fully dissipate the incident power thermally. We now calculate this 
dimensionless number for the sources in literature we have discussed at the beginning of this 
chapter (Table 2-3).   
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Table 2-3. Dimensionless number for different materials, and processing parameters. PI numbers in bold show possibility of a 
thermally overloaded case. 
Material 
Energy E 
or V (keV 
or kV) 
g(h,p) Current I (pA) 
Beam 
diameter 
d (nm) 
Thickness 
h (nm) 
Conductivity 
k (Wm-1K-1) 
Temperature 
difference 
ΔT=Tm-Ts, K 
Π 
Equation 
(2.5) 
References 
PMMA 30 0.17 1 10 5 0.01 300 2.36×10-1 
Liu et al.85 
 PMMA 30 1 11 15 120 0.01 300 
2.59×100 
PMMA 30 1 70 23 120 0.01 300 1.33×101 
PMMA 15 1 600×103 2000 300 0.01 300 3.87×103 Chu et al.81, 89 
 PMMA 15 1 150×103 1700 300 0.01 300 1.05×103 
PMMA 30 1 500 38 5000 0.01 300 1.15×101 Orthacker et 
al.92 
 PMMA 30 1 100 23 5000 0.01 300 2.95×10
0 
Cr/Si/O 30 0.27 5 16 8 0.1 700 5.05×10
-1 Matovic et al.79 
Au 200 0.25 160×103 10 50 40 1037 8.63×100 Birtcher et al.84 
Si 50 1 24 300 150 55 1385 8.17×10
-5 Kolibal et al.80 
Si 50 1 48 250 250 55 1385 1.39×10
-4 Hopman et al.82 
SiC 35 0.57 2 5 20 60 2730 2.44×10
-5 Gierak et al.101 
Si 30 1 1 10 100 55 1385 1.25×10
-5 
Li et al.83 
Si 30 1 1 7 300 55 1385 8.59×10
-6 
Frey et al.6 
Si 50 1 45 68 300 55 1385 2.07×10
-4 
Lugstein et al.15 
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We hypothesize that thermal effects may be significant when the dimensionless number is near to 
or greater than unity, driving the system to a thermally overloaded condition. Figure 2-5 shows the 
normalized material removal rate plotted against the newly calculated dimensionless number Π. 
The normalized material removal rate is obtained by dividing the observed material removal rate 
by the sputter yield of the respective material. It is clear from the figure that a value of Π greater 
than unity is associated with high normalized material removal rate. The numerical values of some 
these cases are also presented in Table 2-1. 
 
Figure 2-5. Normalized material removal rate vs. dimensionless number Π. The material 
removal rate is normalized by their respective sputter yield. Some of the factors are 
calculated and shown in Table 2-1. The colorbar represents the beam current in a log10 scale 
in pA (the exponents are shown), and the symbols represent different materials. The data 
plotted here is obtained from, 1 – Frey et al.,6 2 – Li et al.,83 3 – Gierak et al.,101 4 – Kolibal et 
al.,80 5 – Hopman et al.,82 6 – Lugstein et al.,15 7 – Matovic et al.,79 8 – Liu et al.,85 9 – Orthacker 
et al.,92 10 – Birtcher et al.,84 11 – Liu et al.,85 12 – Chu et al.81, 89 
We note that, the thermal effects are expected for the cases where the thermal conductivity, and 
film thicknesses are small. For these cases we find the dimensionless numbers to be close to/above 
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unity. However, for the experiments done by Kolibal et al., and Hopman et al., for example, the 
target is much thicker, and the thermal conductivity is also higher. For these two cases, we find 
the dimensionless number far less than unity. In these cases the specific material removal rate is 
low since the FIB instrument parameters are not sufficient to drive the system to a thermally 
overloaded condition. 
We also note that for any experiment, in the beginning, the target is at room temperature, making 
the ΔT in the equation (2.4) small, yielding the power dissipation smaller than power input, 
initially. Thus the temperature of all systems increases until power dissipation becomes equal to 
power input for some ΔT. So, for the systems that do not show strong thermal effects, and Π is less 
than unity, the increase in substrate temperature is smaller than the melting point of the material. 
Thus defining m sT T T∆ = − ensures that when Π is greater than unity, the system has the potential 
to show strong thermal effects, and possible melting. 
In view of this dimensional analysis, we can predict that increasing the beam current should have 
similar effects as reducing the thermal conductivity or reducing the film thickness. We can test 
this prediction by considering a simple material like silicon, with well-established potentials and 
that is straightforward to model using MD, and vary the ion beam flux and film thickness as 
needed. For example, with a 50keV ion beam, an ion impact interval of 0.5ps (I = 320nA), 3.5nm 
FWHM, and 11nm thick target the dimensionless number becomes 7.5, and with a 30keV beam, 
55nm thick target, this number becomes 9.1. We simulate a range of ion beam currents varying 
from 27nA to 320nA so that the dimensionless number is both below and above unity (on the order 
of 0.1 to 10) for various cases, to capture the thermal effects. The detailed objective is discussed 
in the following section, along with a roadmap for the following chapters. 
 
 Objectives 
 
Despite the widespread use of FIB, the material removal mechanisms of FIB milling are not well 
understood, especially at the high flux regime. Thermal effects can be an important phenomenon, 
and need to be analyzed to fully understand the material removal mechanisms at higher beam 
fluxes. Although MD simulation technique is very popular for ion bombardment studies, the 
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literature lacks a full scale, through thickness nanopore fabrication simulation using FIB. Here, we 
use molecular dynamics (MD) techniques to study the first ever detailed atomic-scale mechanisms 
of nanopore formation during high flux FIB processing. 
The objective here is to test the hypothesis that thermal effects can be observed in a simple material 
like silicon, if the ion beam current is sufficiently high to drive it to a thermally overloaded 
condition. The simulations can help to interpret experimental observations for regular FIB 
instruments with lower beam currents, in lower thermal conductivity materials, and with reduced 
film thickness. The detailed atomistic simulation aims to uncover the possible thermodynamic 
effects, material removal and rearrangement mechanisms, and mass flow that can occur during a 
thermally overloaded condition.  
Under typical conditions (beam current I=30 pA102), it may require several seconds to fabricate a 
single nanopore through a 100nm thick membrane. But as discussed in this chapter, at higher 
fluxes, these mechanisms can change in important ways. We show in Chapter 4 that in the case of 
FIB nanopore machining, material removal is driven by the thermal effects of explosive boiling 
and not by sputter erosion. During the nanopore fabrication process, the systems needs to 
overcome the surface energy barrier posed by the new surfaces of nanopore. We show in Chapter 
5 that explosive boiling facilitates the nanopore formation process by overcoming this energy 
barrier through a much faster process. During high flux FIB machining of thin targets a 
symmetrically recirculating melt region develops. We discuss a viscous flow model with a 
Marangoni forcing term, based on the temperature gradients from the atomistic simulations in 
Chapter 6. 
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Chapter 3  
Computational methods 
 
 
Molecular dynamics methods have been used to study various combinations of ions and material 
in a wide range of ion irradiation applications, including crystalline, amorphous, solid, liquid or 
gaseous targets at both low103 and high energies.104 Recently, MD has been used to study 2keV 
and 30keV gallium ion bombardment of silicon targets.68, 69, 105 Detailed MD studies have been 
used to examine sputter erosion effects for 30keV Ga ion beams70 and amorphization and 
recrystallization in silicon.106 A dynamic binary collision approximation method is used in a 
similar fashion to simulate ion beam milling of deep trenches.107 
Molecular dynamics (MD) methods have never before been used before to simulate the complete 
process of FIB nanopore formation, simply because of the extreme computational power required 
to consider realistic target volume. The next section discusses some of the challenges that need to 
be dealt with for the simulation of a large scale FIB machining. 
 
 Simulation challenges 
 
To faithfully simulate a system using an MD simulation, we need a potential that captures all the 
physical properties that are important for the analysis. Before choosing a potential one need to 
know the ion and target species. For our simulation, we use gallium ions and silicon target. There 
are several potentials to choose from, including the Stillinger-Weber108 potential, the Tersoff66 
potential, and the ZBL67 potential. We choose the Stillinger-Weber potential,108 because it is 
widely used for simulating Silicon targets and it provides a reasonable agreement with the 
experiments in sputtering, melting, boiling, and recrystallization kinetics during fast quenching 
from the melt, bulk modulus, energy-volume relationship, and point defect energies.104, 109, 110 A 
purely repulsive Moliere potential111 is used for Ga-Si and Ga-Ga interactions. Although, silicon-
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gallium can make chemical bonds, the bond does not form in the high-energy regime of interest 
here.112 
There are other challenges involving gathering experimental data, and validating our results with 
those obtained. The experimental parameters include, ion beam flux, fluence, substrate 
temperature, pressure, angle of incidence, ion beam diameter, and ion distribution. The 
thermodynamic properties of the target material are also required for the finite element analysis.  
We also need to determine the simulation box size, so that there are no size effects in the results. 
To simulate a realistic configuration, the box size also needs to be large (millions of atoms). For 
this reason we need to apply highly efficient and scalable parallel computational techniques. 
During the parallel simulation we need to minimize inter-procession communication, implement 
efficient I/O file writing, decide on which data to store, what kind of post-processing will be 
required and with what frequency, etc. The next section describes the simulation procedures in 
detail. 
 
 Parallel MD simulation 
 
A parallel MD method has been developed. The simulation code has been used by our group to 
study low-energy argon ion bombardment of silicon targets, and has been extensively validated 
against experiments.113-116  
The cell-linked list method117, 118 is used to find neighbor lists for all of the atoms. At the beginning 
of the program, the atomic field is distributed to all the processors to ensure that each get 
approximately the same number of atoms. Since the target layer is rectangular shaped, the atomic 
field is divided geometrically in three dimensions, based on the number of processor cores 
requested, in rectangular shaped regions. 
During the simulation, each processor core computes the coordinates, forces, and velocities of its 
atoms. The atoms residing near the edge of two juxtaposed geometrically divided regions impart 
forces on atoms residing in both regions. For this reason, a subroutine is used to find the atoms 
within the cutoff distance of the edge of each region and to collect the relevant position, force, and 
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velocity data from the respective cores of a padded zone. This subroutine then sends the data 
collected to the cores that represent neighboring geometric regions. In this way, only the required 
data is communicated through a single packet, thus minimizing the number of communication 
channels required. Figure 3-1 shows the geometric division of the atomic field into processors. In 
this case the cell in red color communicates with 26 neighboring cells in green color.  
 
Figure 3-1. Geometric parallelization of the atomic field in three dimensions. Blue cubes 
represent the atomic volume which is the property of a particular processor core. The red 
cube shows a reference volume of atoms. The processor core at the red cube needs to 
communicate with 26 neighboring processor cores that represent the 26 green cubes. 
During the simulation, the neighbor list is updated periodically, typically every 20 time steps. The 
atoms move when they interact with other atoms and ions. The geometric distribution of the atomic 
field is also updated periodically to minimize the communication between cores. For any 
fundamentally new configuration, an optimal time to update the atom field distribution is chosen 
so that it minimizes the overall cost of the simulation.  
Each processor calculates the neighborlist for the member atoms only. Thus the memory required 
to store neighborlist information scales with the number of local atoms in each processor. For this 
reason, this molecular dynamics program is not memory intensive. We have tested this code 
simulating up to 5.1 million atoms and observed efficient parallel scaling. In the following section 
we present the details of the parallel scaling efficiency test. 
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 Parallel scaling efficiency 
 
Using allocations on the XSEDE TACC Stampede119 machines, we have calculated the scaling 
efficiency of our parallel MD program for a 27nm wide and 60nm deep target consisting of 2.2 
million atoms. The program is compiled with Intel MPI library with –O3 optimization. Strong 
efficiency is calculated and is shown in Figure 3-2. 
The simulation is run for 20 time steps, which includes one atom field distribution event and one 
neighborlist update event. These 20 time steps can be considered as one unit of operations that is 
repeated during the entire simulation. All of these scaling simulations are performed in the 
“development” queue on the TACC Stampede computer. The simulation is run on 1 to 16 nodes 
(16 to 256 cores). The total time does not include the initial environment setup time, which varies 
from one to two minutes and is not repeated throughout the entire job. The strong efficiency is 
calculated using the following equation 
 1Strong efficienc 1 ,y 00%
N
T
N T
×=
×
  (3.1) 
where T1 is the time required using a single node, TN is the time required using N nodes, and N is 
the number of nodes used. Figure 3-2 shows good parallel efficiency up to 16 nodes. 
 
Figure 3-2. Parallel efficiency of the code as measured for 2.2 million atoms using 1 to 16 
nodes in the TACC Stampede machines. 
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 Simulation setup 
 
3.4.1. Target  
 
We use a crystalline silicon target at the beginning of our simulation. Two targets are used, one is 
11nm thick, and the other is 55nm thick. The thin target consists of 0.4 million atoms. It is 27nm 
wide in both lateral dimensions. The thick target consists or 5.1 million atoms and is 43nm wide 
in both lateral dimensions. Finite element analysis of thermal conduction in the film and 
preliminary studies of the ion irradiation damage using SRIM73 (Appendix G) confirm that the 
lateral size is sufficiently large to avoid significant edge effects. Figure 3-3 shows a schematic 
diagram of the simulation setup. 
 
Figure 3-3. Schematic diagram of the simulation setup, (left) thin and (right) thick target. 
The green region represents ~1 layer of atoms surrounding the lateral boundaries which are 
fixed. The dark blue region is ~1nm thick and is thermostated to 300K. 
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3.4.2. Boundary conditions 
 
The lateral surfaces of the target are held fixed to prevent any translation in the vertical direction 
due to the ion irradiation. A velocity rescaling Berendsen thermostat is applied to the 1nm thick 
region around the lateral surface to maintain the temperature at 300K and to model cooling by 
conduction heat transfer into the bulk. The top and bottom surfaces are free.  
The temperature of the system is calculated using Boltzmann’s equation of the relation between 
the temperature and kinetic energy, given by 
 2
1
1 3
2 2
N
i B
i
mv k T
=
=∑  (3.2) 
where kB, the Boltzmann constant, is 1.381×10-23 J/K. A Berendsen thermostat120 is used to rescale 
the velocity at each time step and thus modifies the temperature. The velocity is rescaled according 
to the equation 
 
1
2
target
rescaled 1 1
Ttv v
Tτ
  ∆
= + −     
 (3.3) 
where vrescaled is the rescaled velocity, Δt is the time step, τ is a characteristic time that controls the 
strength of the thermostat, Ttarget is the target temperature and T is the current temperature. The 
value of τ has been selected to be 1×10-13s during the entire simulation process. 
 
3.4.3. Ion beam  
 
FIB energies typically range from 30keV to 50keV, although higher energies are possible.13 We 
use a 50keV ion beam for the thin target and a 30keV ion beam for the thick target. Both of these 
ion beams are assumed to have a Gaussian spatial distribution of flux with a 3.5nm full width at 
half maximum (FWHM). The spatial distribution of ions in a FIB has been measured to be 
Gaussian experimentally.4, 121, 122 Focused ion beams also have been shown to have long range 
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tails,123 with a current density reducing to a 3 to 4 orders of magnitude than the maximum current 
density. For our study, only the beam current near the center of the beam is important, as it 
contributes to the main features of the specimen. The tail region effects would be visible only after 
a large fluence, or long time irradiation, and would give rise to a small gallium concentration in 
the target.124 The gallium ion beam is focused with a normal incidence on the top (100) surface. 
The simulation starts with a crystalline silicon target. A pool of 100,000 gallium ions is created 
beforehand as shown in Figure 3-4. Before each impact, a randomly positioned ion is chosen from 
this distribution and given an initial velocity corresponding to the ion energy.  
 
Figure 3-4. Random distribution of the gallium ion beam along with its distribution. (Left) 
A pool of 100,000 gallium ions is created with a Gaussian distribution of 3.5nm FWHM. 
(Right) A histogram shows the distribution of gallium ions in the pool. 
The gallium ion strikes the top of the silicon target with the prescribed initial velocity. A total of 
seven systems have been studied with time interval between successive ion impact taken as 0.5ps, 
0.8ps, 1.0ps, 1.5ps, 2.0ps, 4.0ps and 12.0ps to vary the local ion flux from 23 -2 -13.0 10 cm sf = ×  to 
24 -2 -17.2 10 cm sf = ×  during the simulation. The beam flux is calculated using the relation 
2
4f
d tπ
=  where, d is the 2
1
e
width of the ion beam, and t is the time between impacts. These 
correspond to a nominal beam current ranging from 13nA to 320nA. Ion impact events approach 
53 
 
temporal overlap as the beam flux is increased. According to implantation cascade theory,17 the 
interactions between successive events cannot be neglected. Obvious atomic motion due to single 
ion impacts persists for up to ten picoseconds during machining.17 Thus, the range of time intervals 
includes cases with both independent and dependent consecutive impact events. During the 
simulation, when ions penetrate through the bottom of the layer, they are removed from the 
domain. Sputtered atoms from both the top and bottom surfaces are similarly removed.  
 
3.4.4. Time integration 
 
A velocity Verlet125 algorithm is used to integrate the Newton’s equations of motion for the atoms. 
At the start of the simulation, the initial positions of the atoms are defined by the crystalline atomic 
configuration, a random velocity field is defined by the Maxwell distribution, and the forces are 
calculated from the spatial derivative of the potential. The next step in the velocity Verlet algorithm 
is to calculate the velocities at half time step. These need not be stored, but can be represented by 
the velocities and forces at the previous time step. The updated positions are then calculated with 
the help of the half step velocity. Once the updated positions of the atoms are known, the force 
field equations are used to calculate forces on each of the atoms. The velocities of the atoms are 
then updated using the equations given below. 
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The timestep of integration is taken as 0.1fs except during the initial stages of an ion impact when 
∆T is reduced to 0.01fs to resolve the high velocity impacts. When the maximum energy of the 
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atoms falls below 10eV, the time step is increased to 0.1fs, which is more common for Stillinger-
Weber silicon. It was verified that this time step is sufficient based on energy conservation and by 
comparing with simulations using even shorter timesteps. 
The cell-linked list method117, 118 is used to find the neighborlists of the atoms. During the 
simulation, the neighborlists are updated periodically, typically every 20 time steps. The geometric 
distribution of the atomic field between the processors is also updated periodically to minimize the 
communication between the processor cores. For any fundamentally new configuration, an optimal 
time to update the atom field distribution is chosen so that it minimizes the overall cost of the 
simulation. 
 
3.4.5. Inter-atomic potentials∗ 
 
The potential determines the interaction between atoms and ions. We use a three body Stillinger-
Weber108 potential for silicon-silicon interactions. The potential is of the form 
 2 3( , ) ( , , )SW
i j i j k
v i j v i j k
< < <
Φ = +∑ ∑   (3.9) 
where v2 and v3 are two-body and three-body interactions, respectively, and i, j, k are atom indices. 
Figure 3-5 illustrates schematically the two- and three-body interactions for this potential. The 
two-body term is defined by 
 ij2 2( )ijv fε σ
 
 =
 
 
r
r   (3.10) 
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Here, σ and ε are the length and energy scaling factors respectively, ASW, BSW, p and q are positive 
constants and a is a cut-off distance beyond which the pair-wise interaction is considered to be 
∗ Some of the texts in this section have been reproduced in parts from the MS thesis of Das, K126. 
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zero. |rij| is the distance between the ith and the jth atoms. All parameters are given by Stillinger and 
Weber.108 
 
Figure 3-5. The two-body (left) and the three-body (right) interactions are shown between i-
j, and i-j-k atoms, respectively. The potential energy for the two-body interaction has a 
minimum when the atoms are separated by the lattice constant. The three-body potential has 
a minimum at θ = 109.5o. 
The three body potential term is defined similarly and is given by 
 3 3( , , ) ( , , )ij jk ki ij jk kiv fε=r r r r r r   (3.12) 
where 
 ( ) ( ) ( )3 ( , , ) , , , , , , ,     SW SW SWij jk ki ij ik jik ji jk ijk ki kj ikjf h h hθ θ θ= + +r r r r r r r r r  (3.13) 
when ,ij ik a<r r , and 
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where λSW and γ are parameters given by Stillinger and Weber.108 This energy vanishes at the 
tetrahedral angle SWjikθ  for which
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The Stillinger-Weber parameters for silicon ensure that the diamond cubic crystal is the most 
energetically stable structure and that the structure of the liquid silicon is the same as predicted 
from other simulations based on first principles. 
The Moliére potential111 for non-bonding gallium-silicon interactions is also a common choice in 
ion bombardment studies. It is given as 
 
2
0.35exp 0.3 0.55exp 1.2 0.10exp 6.0Moliere i j
e r r rZ Z
r a a a
      Φ = − + − + −            
 (3.15) 
where Zi, Zj are the atomic numbers of the ith and jth atoms, e is the electron charge, r is the distance 
between atoms and a is the Firsov screening length, given by 
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 (3.16) 
where ao is the Bohr radius. A purely repulsive Moliére potential is used in the simulation 
neglecting the attractive parts of the Ga-Ga and Ga-Si interactions since they are relatively small 
with respect to the other factors in the system. 
 
 Simulation procedures 
 
We start with the freestanding crystalline silicon targets as described in section 3.4.1. The (1 0 0) 
plane is exposed to the gallium ion bombardment. The thermostats at the lateral edges are 
maintained at 300K and are always ’on’ during the entire simulation to model the cooling by 
conduction into the sample. A randomly selected gallium ion from a previously created distribution 
starts from a distance of 10nm above the top surface with the initial velocity prescribed by the 
chosen ion beam energy. All of the subsequent ions are randomly chosen, and given a vertical 
velocity to simulate normal incidence. As the simulation proceeds, any of the ions or atoms leaving 
the system from the top or bottom surfaces are captured and placed far away from the target, so 
that they do not interact with other atoms still within the scope of simulation. The next section 
describes the procedures and methods used for collecting and analyzing the atomistic information. 
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 Statistical analysis  
 
Both of the thick and thin targets are bombarded with approximately 1000 ions. We calculate the 
average velocity, temperature, and relative density metrics at each time step and average over time. 
The averaged metrics are stored on disk after each ion impact. A restart file containing all the 
position, velocity, and force information is also stored at the end of each impact.  
We assume that the gallium ion beam simulated here has an axisymmetric profile, and that an 
axisymmetric ion beam profile would result in an axisymmetric velocity profile inside the target. 
For this reason, the radial and vertical components of the velocity fields are of significance. An R-
Z plane is defined where R=0 is coincident with the center of the ion beam. The bottom of the 
target is at Z=0. The R-Z plane consists of a square grid of equal length (0.543nm) in the R and Z 
directions. In post-processing the results of the simulation, at each time step the radial and vertical 
components of the atomic velocity, the relative density, and the temperature fields are binned and 
averaged over this R-Z plane. These fields are then averaged over time for an entire ion impact 
event and stored.  
The average temperature profile with respect to time is measured after the end of each impact 
event. Temperature is measured using equation (3.2). The use of the Maxwell-Boltzmann equation 
to calculate temperature is justified because, the velocity distribution after an ion impact event 
becomes Maxwellian after a few tenths of a picosecond.18 The temperature is measured at the end 
of each impact, for the highest flux case, this is 0.5ps. So for practical purposes the temperature is 
measured after the velocity distribution becomes Maxwellian. We neglect electron temperatures 
in our calculations. Since the rest mass of an electron is approximately 1836 times smaller than a 
proton, the increase in temperature from the electrons will be small, and insignificant when 
compared to the high temperatures we find in our simulations. 
The radial temperature profile is calculated by taking an average temperature of all the atoms at a 
particular R position over all θ. The bin size in the R direction is 1nm for this case. 
The root-mean-squared (RMS) relative density and the RMS temperature fluctuation are measured 
by dividing the target into an array of 3D cubes of side 1.086nm (twice the unit cell length). The 
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relative density and temperature is measured for each of these 3D cells, and the RMS value is just 
the standard deviation of them. 
The number of ion impacts required to fabricate a nanopore for the sputter erosion case is measured 
using the sputter yield of silicon at 50keV. The volume of the nanopore created is first calculated, 
then the number of silicon atoms that can fit inside that volume is calculated. The number of ions 
required to sputter all of these atoms is then found by dividing the number of atoms by the sputter 
yield. 
The relative density plot with respect to time is done for a 2nm diameter cylindrical volume at the 
center of the target. The cylindrical volume at the center is then further divided into 11 smaller 
cylinders with each having a thickness of 1nm. Then the relative density is measured at each of 
these small cylinders after each impact for all of the seven cases studied. 
 
 Finite element analysis 
 
To supplement the molecular dynamics studies described here, we have used a commercial finite 
element analysis package (COMSOL) to solve the heat transfer and thermocapillary fluid flow 
problems. We use the similar target size and boundary conditions as in our MD simulations. We 
have done both transient and steady state analysis for the temperature profile, and only steady state 
analysis for the fluid flow problem. We use temperature dependent conductivity and viscosity in 
our simulations. The details of the other parameters and boundary conditions are discussed in the 
appendices (Appendices B, C, & D). 
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Chapter 4  
Explosive boiling 
 
 
This chapter is focused on the thermal analysis of our MD simulation results. We study the FIB 
machining process at a wide range of fluxes. Here the lowest fluxes are in a regime where most 
significant atom displacements are complete before subsequent ions arrive, although, there may 
still be elevated temperatures locally. However, for the higher flux cases studied here, atomic mass 
may still be flowing for several impacts and any one ion impact can be expected to influence the 
dynamics during the course of the subsequent impacts. According to the thermal spike model,16 
the local temperature near the ion beam path exceeds melting temperatures inducing local melting. 
This thermal spike zone may exist for several picoseconds spanning several impacts for the higher 
flux cases. To assess this, we consider the combined effects of consecutive ion impacts. This 
chapter includes results from both the thin and thick freestanding target layers described in the 
previous chapter.  
 
 Thin film simulation  
 
4.1.1. Target heating 
 
We start by documenting both the average temperature in the entire target (Figure 4-1) and the 
mean radial temperatures averaged in the depth z-direction, normal to the ion trajectories (Figure 
4-2). Here we are considering two different flux cases; higher of the two has 1.0ps time interval 
between impacts and lower of the two has 4.0ps time interval between impacts. For the higher flux 
case the consecutive ion impact events are fast enough that the thermal spike events are still active 
when the next ion arrives. The lower flux case is below this level. 
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The average temperature of the system increases for both of the systems until reaching a 
statistically steady state after approximately 100 impacts. For comparison, we also consider a 
continuum thermal conduction problem, the results of which are plotted along with the MD data 
in both Figure 4-1 and Figure 4-2. The details of this calculation and the overall thermal 
mechanisms in the target are discussed below. The temperature histories shown in Figure 4-1 and 
Figure 4-2 suggest that continuum heat conduction provides a reasonable model for the atomistic 
system and may help to explain the thermal mechanisms of material removal. 
Early in the simulation, Ga ions strike the crystalline silicon layer. As the ions travel through the 
target material, they transfer their kinetic energy to the atoms along their trajectories and create a 
collision cascade. The primary knock-on atoms absorb energy directly from the ions and dissipate 
energy to the neighboring atoms in the form of binary collisions, slowing down until their energy 
drops below a critical displacement energy of approximately 20 eV/atom. This initial stage, also 
known as a collision cascade, lasts for a fraction of a picosecond and increases the temperature at 
the center of the layer.127 Since the stopping distance of a 50keV Ga ion in crystalline silicon is on 
the order of 50nm, and the target layer here is 11nm thick, essentially all of the Ga ions in the 
simulation eventually pass through the target and out the bottom surface. 
In the next few picoseconds, the atoms near to the initial impact collide with each other increasing 
the local temperature. The temperature during these ion impact events is much greater than that of 
the melting temperature and approaches the critical temperature of the material (experimentally 
found to be ~5300K30) for the higher flux case. Localized melting occurs in small atomic volumes 
concentrated near the trajectories of impacting Ga ions. These events can be described as thermal 
spike events16 and this melting can persist for a few picoseconds. Atoms in the thermal spike zone 
dissipate energy to the surrounding lattice and undergo a significant atomic rearrangement and 
diffusional process.127 Atomic mixing aided by impacting ions is termed as ion beam mixing.128 
Eventually atomic rearrangement through ion beam mixing occurs and local hot spots cool down 
to ambient temperature by dissipating energy to the neighboring atoms over about 10ps.  
As more ions strike the target, the average temperature of the material increases. The thermostat 
around the lateral surfaces is maintained throughout the entire simulation. At this time, the power 
input by the ion beam is greater than the power dissipation by conduction via the thermostats. 
Eventually, the energy deposition by the ions becomes equal to the energy dissipated. For the lower 
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flux case of the two, the equilibrium is achieved via a thermal conduction through the thermostats. 
But, for the higher flux case, this occurs via the combined effect of the thermostats and the thinning 
of the target. As the target becomes thinner due to material ejection, it becomes increasingly 
transparent, leading to a lesser energy deposition by the ion beam. At this time, the average 
temperature and the radial temperature profile become statistically steady. 
 
Figure 4-1. Average temperature of the silicon layer from MD and a corresponding thermal 
conduction model for the two flux cases. 
Figure 4-1 shows the average temperature of the silicon layer of these two systems. Spikes in 
temperature occur as a result of individual impacts. The figure also shows the temperature 
evolution for an identical system calculated by solving the heat equation, given by 
 ( )( ) ( )p
TC k T T Q r
t
ρ ∂ = +
∂
∇ ⋅ ∇   (4.1) 
Here ( )Q r  represents the heat source in 3W/ m  from the ion beam as calculated from the MD 
simulation for these two cases as the average of the energy deposition by the ions. This is used to 
generate a Gaussian shaped ion beam profile with 3.5nm FWHM. In equation (4.1), k(T) is a 
temperature dependent conductivity found from experiments.93, 129-131 Figure 4-1 shows a 
comparison between MD simulation and results from the continuum heat transfer calculation.  
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A radial temperature profile is also calculated for both cases after 400 impacts, as shown in Figure 
4-2. The agreement suggests that the continuum heat conduction model provides a reasonable 
description of the thermal transport.  
 
Figure 4-2. Radial temperature distribution of the two flux cases after 400 impacts. 
These data show that there is a significant effect of flux on the temperature in the target material 
as energy deposition overwhelms conduction heat transfer away from the center. The underlying 
reason for this is clear if we consider the overall thermal energy balance in the target. We assume 
a quasi-steady state, which is justified after about 100 impacts, as seen in Figure 4-1, and 
appropriate given the relatively small amount of energy each ion adds. We note that based on a Si 
specific heat of 712 Jkg-1K-1 and an average energy deposition of 6.53keV per impact, a single ion 
impact should increase the temperature of our target by only 78K. In this limit, the energy incident 
in the beam is balanced by thermal conduction out of the lateral surfaces of the target. There are 
no other heat transfer mechanisms in the MD simulation or in our continuum model. For example, 
radiation heat transfer from the target is negligible. From the Stephen Boltzmann law, power loss 
by the radiation can be estimated by ( )4 4center roomT Tσ − , where σ is the Stefan-Boltzmann constant. 
For our case we estimate the power loss to be ( )4 4 3 -25000 300 3.543 10 Wcmσ − = × , while the 
incident energy density is 5.76×1010Wcm-2. At higher flux, the temperature inside the target 
rapidly increases, but the target has less time to conduct the thermal energy through the lateral 
boundaries. As a result, a large temperature gradient occurs inside the target. Since, with increasing 
temperature, the conductivity of silicon decreases, a steep temperature gradient is observed above 
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the boiling point (2600K). Even with the approximate thermal properties used in the continuum 
model, we find a good match with our MD simulation result for the temperature profile. At higher 
delivery rate, we observe a larger temperature gradient in the quasi-steady-state condition. For 
fluxes above 1.8×1024 cm-2s-1 (delivery rates of 1 ion every 2ps), this produces a peak temperature 
near the critical temperature (~5300K30, 132) and the apparent boiling described in the following 
section. 
 
4.1.2. Nucleate boiling during early stage, lower flux case 
 
Once ion bombardment commences, the temperature of the center of the target increases steadily 
as noted in section 4.1.1. At this time it is possible for the center of the target to reach or exceed 
the boiling temperature of silicon, even in the lower of the two flux cases. We observe evidence 
of bubble nucleation when the temperature reaches the boiling point of silicon both for these two 
flux cases. For the higher flux cases, the temperature continues to rise beyond the boiling point, 
while for the 9×1023cm-2s-1 flux case (4ps between impacts), the temperature at the center of the 
system reaches a statistical thermodynamic steady state at the boiling point of silicon, but does not 
exceed the boiling point.  
Although the system reaches the boiling temperature for the lower flux case, the primary material 
removal mechanism is sputter erosion, which can be confirmed by directly measuring the sputter 
yield. For the higher flux cases, we can easily identify bubble formation, as shown in Figure 4-3. 
In addition to monitoring the local atom number density, it is possible to see the bubble expansion 
by the atom radial velocity field. The radial velocity field is calculated by averaging the radial and 
azimuthal components of atomic velocities about the center of the target at every time step. The 
velocity profile shown in Figure 4-3 shows the outward motion of atoms from the center of the 
bubble, as the bubble forms. This figure also shows the average radial temperature profile of the 
target. For the higher flux case, the temperature of the target increases steadily beyond the boiling 
temperature of silicon. 
64 
 
 Figure 4-3. Formation of the first bubble, after the 15th impact, at 9.5fs in the higher flux 
case. (a) All atoms in a 1nm thick slab at the center in the XZ plane of the target. (b) The 
axisymmetric velocity profile, where the left edge of the figure corresponds to the center of 
the target. (c) The radial temperature profile for this case after 15th impact. 
Figure 4-4 (a) shows the temperature history at the center of the layer versus number of ion impacts 
for the lower flux case. The temperature fluctuates +/-50K about the boiling point of silicon. 
During this time the observed bubble nucleation can be attributed to a heterogeneous boiling 
process. Figure 4-4 (b) shows the radial temperature distribution averaged over 300 impacts from 
the 100th impact to the 400th impact. This lower flux case shows a statistically steady temperature 
profile during the time scale of the simulation with the central temperature close to boiling point 
of silicon. Since we do not observe any rapid increase in temperature approaching the critical point 
that could cause a more significant thermal effect, we do not anticipate that explosive boiling 
would occur for this case.  
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Figure 4-4. (a) Temperature at the center of the lower flux case target (4.0ps interval) with 
respect to number of impacts. (b) Radial temperature distribution averaged from the 100th 
impact to the 400th impact. The temperature steadily increases to the boiling point of silicon 
after which it fluctuates +/-50K with a mean temperature at the boiling point of silicon. 
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 Figure 4-5. Bubbles formed for the lower flux case. Each bubble lasts for ~2 ps. The bubbles 
have an average diameter of 2nm. 
Figure 4-5 shows bubbles formed as a result of the 379th, 396th, and 400th impacts. To measure the 
bubble size, we measure the surface area of the interface between bubble and solid volume. 
Bubbles are defined at 25% relative density compared to the crystalline silicon. Once the surface 
area of the bubble-solid interface is known, the diameters of the bubbles are calculated from the 
size of a spherical bubble of equivalent volume, assuming each bubble shape is spherical.  
 
Figure 4-6. Average diameter of bubbles inside the system at varying flux, before bubbles 
collapse or merge with top or bottom surfaces. No bubbles are observed in the lowest flux 
case. 
Figure 4-6 shows the average diameter of the bubbles inside the system before they collapse, or 
merge with the top and bottom surfaces, for varying flux. The decline in average bubble diameter 
with increasing flux may be explained by the fact that there is an increased probability of bubble 
formation inside the system with increasing flux.133 With the increasing flux, the system is heated 
more rapidly, and it is possible to reach a temperature closer to the critical temperature. The closer 
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the temperature is to the critical temperature, the more likely it is to have a large density gradient 
within the system in a small volume, which in effect acts as a nucleation point of bubbles. As a 
result, there is a shorter average time for the formation for bubbles, and increased number of 
nucleation sites. This, in effect, increases the likelihood that a bubble will merge and more quickly 
connect with the top and bottom surfaces of the target. Figure 4-6 shows 6 out of the 7 cases 
studied. No bubbles are formed for the lowest flux case studied here.  
 
4.1.3. Explosive boiling for higher flux case 
 
For the higher flux case, the temperature at the center of the target increases at a steady rate until 
it reaches approximately 6000K. After reaching this temperature, which is close to the critical 
temperature of silicon, the system begins exhibiting the behavior of explosive boiling. After many 
impacts, in this case 600, the system approaches a statistical steady state with its central 
temperature close to 5000K which is shown in Figure 4-7. At this point the radial temperature 
profile also reaches a statistical steady condition.  
 
Figure 4-7. Temperature of a 5nm diameter cylinder at the center of the target for the higher 
flux case. For this case, the time interval between ion impacts is 1ps. We observe the 
temperature reaching a statistical steady state at approximately 5000K. 
 
0 100 200 300 400 500 600
0
1000
2000
3000
4000
5000
6000
Time (ps)
Number of impacts
Te
m
pe
ra
tu
re
 (K
)
67 
 
At the beginning, several irregular shaped voids (Figure 4-8) form spontaneously in the region 
where the temperature is close to the critical point. Since the surface tension is minimal near the 
critical temperature, there is no expectation that it will cause regular, or even approximately 
spherical bubbles to form. During this time, these irregular shaped bubbles nucleate and grow, 
with equivalent spherical diameters ranging from 2 to 4nm. Careful examination of the evolution 
of the bubbles shows that in some instances smaller bubbles combine with other bubbles and thus 
form larger bubbles with diameters exceeding 4nm. Figure 4-8 shows one of these cases where 
several irregular shaped smaller bubbles at the 60th impact combine and form a larger bubble in 
the 63rd impact. The resulting large bubble eventually shrinks and collapses and closes the 
nanopore, ejecting a large number of atoms through the bottom surface. Experimental results for 
laser ablation show the evidence for bubble nucleation at several sites,31 which is also the case in 
the present simulation. This behavior is identified as explosive boiling.  
 
Figure 4-8. Generation and collapse of bubbles in the higher flux system. Each image shows 
a 1nm thick slab at the center of the target on the XZ plane. The process results in the ejection 
of a large number of atoms from the target. 
During this time isolated smaller bubbles that are not in proximity to other bubbles cannot 
combine, and eventually collapse. The critical diameters of bubbles in superheated silicon, above 
which bubbles spontaneously grow, has been reported to be a fraction of a micrometer (0.4μm to 
0.8μm).30 In our case, since the thickness of the target is only 11nm, smaller bubbles that do 
combine eventually merge with the surface prior to reaching the critical radius. When it merges 
with both the top and bottom surfaces, it leads to opening of a nanopore.  
68 
 
 Figure 4-9. Sequence leading to the formation of the first through-thickness nanopore for the 
higher flux case. (a) Several bubbles form in the center of the target, where the temperature 
is close to the critical temperature of silicon. (b) The small bubbles grow and combine with 
each other, then merge with top and bottom surfaces, ejecting material and creating the first 
nanopore, (c) A fully formed nanopore is present at the 123rd impact. (d) The radial 
temperature profile shows the large temperature gradient across the center of the target. 
Images in (a-c) show a 1nm thick slab at the center of the target on the XZ plane. 
This process of bubble formation and subsequent growth and collapse occurs several times before 
one of the bubbles grows, coalesces, and ultimately spans the target thickness to form the nanopore. 
For the higher flux case, the first instance of nanopore formation caused by bubble coalescence 
occurs at the 117th impact (0.12ns). Several bubbles can be seen at the 109th impact, and during 
several subsequent ion impacts the bubbles combine to make a larger bubble. The larger bubble 
expands until it finally merges with the free surface at the 117th impact, thus creating the first 
nanopore. As this happens atoms are ejected, which might correspond to a so-called sputter burst 
mechanism. During a sputter burst, atoms are ejected due to damage accumulation on the surface 
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during the consecutive impacts. A sputter burst ejects several atoms from the surface alone, 
resulting in a more stable configuration. Here, however, the collapse of a bubble ejects atoms from 
everywhere inside the target, and not only from the surface. Figure 4-9 shows the nanopore created 
following the explosion of a bubble for the higher flux case, along with the radial temperature 
profile at the center of the target, found by averaging from the 100th impact to the 400th impact. 
Throughout this stage, the temperature remains at 6000K on average with +/-100K fluctuations. 
Yoo et al33 report a time required for bubbles to reach a critical radius during laser ablation based 
on a formulation given by Carey.30 Although this formulation is applicable to continuum scale 
models, it gives a general indication of the length and time scale. According to their calculation, 
for laser ablation of silicon, it takes ~90ns to form a bubble with the critical radius of ~800nm. 
Here we simulate a much thinner film, and the critical bubble radius is restricted by the target layer 
half-thickness (5.43nm). Eventually, the critical radius for the bubbles is reached much faster, in 
a fraction of a nanosecond for our case. 
 
4.1.4. RMS relative density and temperature 
 
The flux dependence of the target temperature and relative RMS density (ρrms/ρrelative), shown in 
Figure 4-10, is consistent with an explosive boiling mechanism. Temperature is averaged over a 
2nm radius cylinder beneath the 3.5nm FWHM ion beam between the 200th and 400th ion impacts, 
thus starting once the radial temperature distribution is statistically steady for all cases. During this 
interval, energy deposited in the target is conducted to the lateral sides and removed by the MD 
thermostats, modeling conduction into a larger film. In the higher flux cases, 24 -2 -11.8 10 cm sf ≥ × , 
the center of the target reaches temperatures much higher than the boiling point of silicon, and 
approaching the critical temperature (estimated to be over 6000K for Stillinger-Weber silicon134). 
When the heat flux is high, there is insufficient time for the system to follow the equilibrium 
“liquid-vapor” (binodal) line, as dictated by the Clausius-Clapeyron relation, for which the 
relaxation time to reach the equilibrium is on the order of nanoseconds.134 For the highest flux case 
studied here, ions arrive at every 0.5ps, while the relevant relaxation time for the temperature of a 
local spot (2 nm) to fall below melting point is approximately 2ps as dictated by the thermal spike 
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model.17 As a result, the temperature of the system rapidly approaches the critical temperature.23, 
27, 33 The system becomes a superheated liquid, approaching the spinodal boundary associated with 
instability to phase decomposition, and large fluctuations in density, specific heat, entropy, and 
pressure become possible. Indeed, large density fluctuations are observed in the relative RMS 
density, shown in Figure 4-10; these fluctuations exceed unity for the higher flux cases. 
Spontaneous nucleation of bubble-like vapor-filled regions occurs, converting thermal energy to 
surface energy and preventing the system from reaching the spinodal boundary. As shown in 
Figure 4-12, these bubbles grow and merge, resulting in a nanopore. This explosive boiling process 
is only observed in the higher flux cases; thus, we refer to a threshold in flux 24 -2 -11.8 10 cm scf = ×
, above which explosive boiling occurs. Below this threshold in flux, systems show only slow 
erosion, which cannot be simulated long enough via MD to observe the complete nanopore 
formation process. 
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Figure 4-10. Temperature and relative RMS density near the center of the target, as a 
function of beam flux. Results are averaged between the 200th and 400th impact, when the 
system reaches steady state in all cases. With increasing ion flux, the temperature in the 
target increases, approaching the critical temperature of silicon. Large fluctuations in 
relative density are seen above the same threshold in ion flux. Together, these observations 
suggest a switchover to an explosive boiling mechanism. 
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4.1.5. Rapid nanopore formation 
 
According to the conventional view, sputtering drives nanopore formation. We use sputter erosion 
theory to estimate the number of ion impacts required to form a typical nanopore and compare the 
estimate to the results of our high flux MD simulations. Using a measured sputter yield value of 
2.5 atoms/ions15 which matches closely our MD calculated sputter yield, (Figure 4-11, top), we 
find that the number of impacts to nanopore formation is 6×103 (requiring a time of 3×103 ps) for 
the highest flux case (f = 7.2×1024 cm-2s-1) considered here. We note that there is a small variation 
in the MD calculated sputter yield relative to the experimental sputter yield due to inhomogeneity 
in the surface as erosion occurs. On the other hand, the full molecular dynamics calculation shows 
that a nanopore forms much faster than the sputter erosion theory predicts (after only 55 impacts 
or 27.5ps, also shown in Figure 4-11). We note that sputter yields are only weakly dependent on 
flux, so this does not explain the remarkable accelerated nanopore formation. Also, accounting for 
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Figure 4-11. A critical ion beam flux for rapid nanopore formation via explosive boiling. 
The number of ion impacts required for nanopore formation via sputter erosion (top frame) 
is insensitive to the ion beam flux (open symbols). However, nanopore formation, as 
computed directly via MD, is nearly two orders of magnitude faster when beam flux is 
greater than about 1.8×1024cm-2s-1 (closed symbols). 
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atoms sputtered from both the top and bottom surfaces of the film makes no significant change in 
the sputter erosion prediction, reducing it to 1×103 ps, which is still nearly two orders of magnitude 
higher than observed in the high flux MD simulations. Thus, a sputter erosion mechanism fails to 
explain the accelerated nanopore formation under modestly higher FIB fluxes. 
In summary, the explosive boiling process can be can understood according to the Figure 4-12. 
The process starts with rapid heating of a target, approaching critical temperature. It is then 
followed by rapid fluctuations of thermodynamic properties, which is evident from the RMS 
relative density and temperature plots. A small fluctuation in relative density initiates spontaneous 
bubble nucleation. These bubbles are created everywhere in the heated zone where the temperature 
is close to critical temperature. These bubbles then coalesce, collapse, or explode, transforming 
into a mixture of liquid and vapor, and ejecting a large amount of material. This process is called 
explosive boiling, and it assists with nanopore formation. 
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Figure 4-12. The summary of the explosive boiling process for the above-threshold flux cases. (a) A rapid temperature increase 
close to the critical temperature near the center of the target. (b) Typical P-T diagram shows fluctuations in thermodynamic 
properties near spinodal. (c) Thermodynamic properties like temperature and relative density fluctuate for the above-threshold 
flux cases. (d) Several bubbles nucleate at the hot zone for the highest flux case. (e) These bubbles combine, coalesce, merge with 
top and bottom surfaces to open a through-thickness nanopore. (f) A nanopore is created. 
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4.1.6. Material rearrangement 
 
As the nanopore opens, mass is pushed laterally from the center of the incident beam. Some of the 
atoms accumulate at the top and bottom surfaces of the nanopore, creating the rim-like structure 
shown in Figure 4-13. These atoms account for approximately 95% of the nanopore volume. Thus, 
the process is more accurately viewed as a rearrangement of material than as a sputtering or 
ablation process.  
 
Figure 4-13. Material rearrangement as a result of nanopore formation, after 400 impacts, 
or 200ps. The structure of the nanopore for the highest flux case studied is shown (0.5ps 
interval between impacts). The atoms shown in red occupy positions outside of the initial 
extent of the thin film, and account for 95% of the total volume of the nanopore.  
f 
4.1.7. Nanopore opening and closing  
 
When a nanopore first opens, the local density around the nanopore increases by as much as 5% 
relative to that of the crystalline material. Figure 4-14 shows an increase in the relative density at 
8nm from the center. Subsequently, this increase in density reverses and the nanopore closes, 
accompanied by an inward radial flux of atoms from the surrounding area toward the center line 
of the ion beam.  
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 Figure 4-14. The fluctuations in the relative density as the nanopore forms for the above-
threshold flux case is shown. The maximum and minimum relative density from 100th to 
700th impact is plotted here. The plot shows approximately 5% increase in the relative 
density at 8nm from the center. 
The nanopore opens and closes several times before it finally remains open in a stable fashion. 
Figure 4-15 shows the velocity associated with one such event. Mass is pushed radially outward 
during nanopore opening and then it moves inward during nanopore closing.  
 
Figure 4-15. Radial velocity field of above-threshold flux case (1ps interval between impacts), 
after the (a) 113th impact, (b) 127th impact, (c) 133th impact, and (d) 140th impact. Atoms 
move radially outward in (a) & (d) when the nanopore opens, and radially inward in (b) & 
(c) when the nanopore closes.  
During the above-threshold flux simulation, the nanopore opens and closes 13 times over 750 
impacts, which for this case corresponds to 750ps. We consider the nanopore open when the 
through thickness relative density falls below 0.25 everywhere inside a 2.0nm diameter vertical 
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cylindrical volume at the center of the target. The nanopore opening and closing events are 
correlated with the formation and coalescence of one or several bubbles and the ejection of large 
numbers of atoms during each opening cycle.  
 
Figure 4-16. Relative density profile at the center of the target (2.0nm diameter) versus 
impacts for the above-threshold flux system. Blue arrows indicate instances of nanohole 
opening, and red arrows indicate the presence of nano bubbles. The vertical axis shows depth 
in nanometers and the horizontal axis shows the number of impacts. The contour legend 
shows the relative density. 
Figure 4-16 shows the average density of a 1nm radius circular cylinder centered on the ion beam 
for the above-threshold flux case, over 750 impacts or 750ps of FIB exposure. Arrows above the 
plot indicate impact times when a nanopore is present, and arrows below the plot area indicate 
impact times when a bubble is present. The presence of a bubble is defined as the inclusion of a 
void inside the target without any part of it merging with top or bottom surfaces. The plot shows 
that bubbles can be identified at 25 distinct impact times.  
 
Figure 4-17. Relative density profile of the center of the target (2.0nm diameter) versus 
number of impacts for the below-threshold flux system. Red arrows at the bottom indicate 
the presence of bubbles. The vertical axis shows depth in nanometers and the horizontal axis 
shows the number of impacts. 
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The explosive boiling and bubble formation mechanism, and the initial instability of the nanopore, 
are evident in Figure 4-16. For the below-threshold flux cases, bubbles form due to conventional 
nucleate boiling, with an average lifetime of only about 2.0ps. Only two of these bubbles are seen 
to persist through the next impact, as shown by the small blue inclusion indicated by the two arrows 
in Figure 4-17. The average steady state temperature at the center of the target for the below-
threshold flux case is much lower than the critical temperature of silicon, which precludes 
explosive boiling. The figure also shows thinning of the target layer due to sputter erosion over 
time.  
 
4.1.8. Comparison of all the cases studied 
 
Figure 4-18 shows the relative density contour plot for all of the seven cases studied. From this 
figure, we observe that for ion fluxes of 7.2×1024 cm-2s-1 and 4.5×1024 cm-2s-1, a nanopore opens 
early in the simulation and remains open for more than 100ps before it closes again. For lower 
fluxes of 3.6×1024 cm-2s-1 and 2.4×1024 cm-2s-1 , the nanopore opens and closes intermittently. For 
fluxes of 9×1023 cm-2s-1 or less, the nanopore never opens during the simulation time.  
Figure 4-19 shows the relative density of a 1nm radius circular cylinder centered on the ion beam 
averaged over the entire simulation for various flux cases studied (red curve). The blue curve in 
this figure shows the fraction of the time a nanopore remains open, measured from the first instance 
of a nanopore opening. The nanopore opening behavior as a function of flux can be separated into 
two regimes. For fluxes higher than 2.4×1024 cm-2s-1 a nanopore quickly opens and remains open 
for more than 70% of the time. For fluxes lower than 1.8×1023 cm-2s-1, a nanopore does not open 
via a boiling mechanism. And for the lowest two flux cases, we do not observe any nanopore 
opening for the duration of the simulation. 
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 Figure 4-18. Relative density at the center of the target, versus time, as a function of ion flux. 
Density is shown as the contour variable, while the horizontal axis shows the time in 
picoseconds, and the vertical axis shows position through the thickness of the layer, in 
nanometers. Times at which the contour variable is low from the top to the bottom of the 
plot indicate times at which a nanopore is open. 
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 Figure 4-19. (Red) Average relative density of the 1nm radius cylindrical volume at the 
center of the target, and (blue) fraction of time a nanopore remains open as a function of ion 
beam flux. 
Figure 4-20 shows the sputter yield (SY), number of atoms ejected, and the number of atoms 
accumulated at the top and bottom surfaces per impact, averaged over the entire simulation. The 
experimental sputter yield for 50keV FIB on silicon is ~2.5 atoms/ion. In our MD simulation we 
observe a sputter yield ranging between 2.1 to 2.8 atoms/ion (where slight variations due to surface 
inhomogeneities result in a slight variation in incidence angle as it erodes). The number of atoms 
ejected is the sum of the atoms sputtered from both the top and bottom surfaces. The atoms that 
accumulate at the top and bottom surfaces represent those atoms that have sputtered and then 
redeposited on these surfaces, or those atoms that have been rearranged through some other 
transport mechanism. Through careful observation, these mechanisms are identified as atoms 
moving over the surface of the nanopore as it forms due to surface tension gradients and atoms 
that diffuse through the bulk silicon. The ejected and rearranged atoms both contribute to nanopore 
formation. We observe that for the three lowest flux cases, the number of atoms rearranged is very 
small, and less than the number of atoms ejected. But for the highest two flux cases we see that 
the number of atoms rearranged is approximately 2-4 times as large as the number of atoms ejected. 
In the highest flux case, approximately 95% of the total nanopore volume is due to atom 
rearrangement. These results point to the fact that explosive boiling facilitates nanopore opening. 
The nanopore opens up much faster than would be possible via a sputter erosion mechanism alone. 
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 Figure 4-20. Sputter yield (SY), number of atoms ejected, and number of atoms moved to the 
top and bottom surfaces as a function of flux. The number of atoms ejected represents the 
total removed from both the top and bottom surfaces of the thin film target during FIB 
irradiation. The atoms moved to the top and bottom surfaces form the rim structures at these 
surfaces. 
Figure 4-21 shows the radial temperature distribution along with the relative density as a function 
of radial position. For all of the cases where the incoming ion interval is 2.0ps or smaller, the 
temperature of the system at the center approaches the critical temperature of the silicon. For all 
of these cases we observe explosive boiling, and the relative density drops to a small fraction of 
unity.  
 
Figure 4-21. Radial temperature distribution and relative density as a function of radial 
position, for all of the seven cases studied.  
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4.1.9. Cross correlation between temperature and relative density 
 
While temperature and relative density are inversely correlated spatially, as shown in Figure 4-21, 
there is an interesting correlation between these two quantities over time. A cross correlation 
between temperature and relative density at the 5nm diameter cylinder at the center of the target 
can be computed from the time history shown in Figure 4-22, from 0.2ns to 0.7ns (time of FIB 
exposure after the temperature becomes statistically stable, 200 to 700 impacts). This figure shows 
the relative hole or nanopore density, the complement of relative density (1-relative density), on 
the right vertical axis. A higher value of relative hole density is an increasing measure of the 
presence of a nanopore. From this figure it is evident that temperature and hole density follow a 
similar trend. For each peak in the temperature history (blue curve), the plot shows a similar peak 
in hole density (red curve), but after a short interval of time. 
 
Figure 4-22. Temperature (blue) and relative hole density (red) at the center of the above-
threshold flux system as a function of time. Relative hole density is the complement of relative 
density, and measures the presence of a nanopore. 
Thus, a short time after temperature increases, there is a tendency toward nanopore formation. The 
time required for the system to respond to the energy input is the peak correlation between the two 
quantities. Thus, the cross correlation C(τ) is given by, 
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The cross correlation is shown in Figure 4-23(a). For the 5nm diameter volume near the center of 
the target, a clear peak is found at 5.3psτ = − . This represents a characteristic time for atoms to 
move outward after receiving thermal energy from the ion beam.  
 
Figure 4-23. Cross correlation between temperature and relative hole density, defined in 
equation (4.2). The peak occurs at -5.3ps.  
 
4.1.10. Thermal-only simulations 
 
Explosive boiling is also observed during laser ablation, which is predominantly a thermal process. 
In a previous study of laser ablation, a critical laser irradiance of 2.2×1010W/cm2 is required, above 
which Yoo et al.33 observe explosive boiling. We have calculated the energy density for the 50keV 
focused ion beam with 3.5nm FWHM that we use for the MD simulation presented here. The 
energy density for the highest flux case studied here is found to be 5.76×1010W/cm2, and the critical 
value, above which explosive boiling occurs, is found to be 1.44×1010W/cm2. These values match 
closely to the reported critical energy density in laser ablation. This analysis motivates a thermal 
only simulation, where we study only the effect of thermal energy on the system. 
The role of elevated target temperature on bubble formation and explosive boiling in the nanopore 
formation process can be separated from the ballistic and mixing effects of the ion impacts by 
imposing the elevated temperature of the above-threshold flux system directly in the material. 
Initial and boundary conditions identical to the ion-bombardment MD simulation are used for this 
study, but energy is input via an artificial velocity rescaling Berendsen thermostat acting on all the 
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atoms in the target, instead of via ion irradiation. The thermostat is used to apply the appropriate 
energy density to replicate the thermal energy deposition due to ion irradiation along the centerline 
of the ion beam. The appropriate energy density is calculated from the average energy deposition 
rate of the above-threshold flux case. This system forms voids similar to those observed during 
ion impact events through the thickness of the target, at the center where the temperature is close 
to the critical temperature, as shown in Figure 4-24. Bubbles formed during earlier stages (up to 
0.156ns, approximately the time required for 100 impacts) collapse; this process repeats once at 
0.2ns when a through-thickness nanopore forms in a process identical to explosive boiling. 
 
Figure 4-24. Thermal simulation of the same target used for the above- and below-threshold 
flux cases. Energy is applied to the target material only by means of a thermostat. As in the 
case of the ion bombardment simulations, three stages of nanopore formation are observed: 
(a) spontaneous bubble formation, (b) collapse of the bubbles, (c) nanopore opening. 
The relative density profile is also shown in Figure 4-25. This result can be compared with the 
higher flux cases shown in Figure 4-16. Since in this case the energy input is strictly due to a 
thermal effect, the result supports the view that the explosive boiling mechanism, which appears 
to be responsible for accelerated nanopore formation, is indeed a thermally dominated process. 
 
Figure 4-25. Relative density profile for the thermal simulation. Relative density is shown as 
the contour variable. The horizontal axis represents time. The vertical axis shows position 
through the thickness of the target. A nanopore is formed after 0.2ns.  
 
(a) (b) (c) 
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 Thick film simulation 
 
To study the effect of target film thickness, we also consider a thicker and wider target, more 
closely matched with typical experimental conditions. It is 43.4nm wide in both lateral directions 
and 54.3nm deep, and it consists of 5.1 million atoms. Simulations are done with 3.5nm FWHM, 
30keV FIB, varying the time interval between the ion impacts. The time interval between the ion 
impacts is chosen to be 0.5ps, 1.5ps, and 3.0ps. These times correspond to value of dimensionless 
number Π, as introduced in section 2.6, of 9.1, 3.1, and 1.5, respectively. This allows us to test for 
strong thermal effects when Π is both above and close to unity.  Also, this full-scale FIB nanopore 
formation simulation more closely matches realistic conditions than any previous study in the 
literature. 
Since the stopping range of 50keV Ga ions is approximately 50nm, an 11nm thin target would be 
unable to stop the 50keV ions; as a result nearly all of such ions would pass through the target. 
Thus only a fraction (~10%) of the ion beam energy would be imparted to the target and the rest 
of the kinetic energy is lost. The energy deposition function, g(h,p), defined in section 2.6 becomes 
0.22 for this case. Thus for the thin targets, although the beam energy is higher, the effective energy 
deposition is smaller due to small g(h,p). For our large scale, thick layer simulation, we use a 
30keV FIB which has a stopping range of ~28nm (as measured using SRIM in Appendix G: SRIM 
simulations). This thicker layer stops all of the ions until it eventually forms a nanopore, thus 
closely resembling an experimental target. For this case g(h,p) is 1.0.  
During the ion impact events, as the ions lose their kinetic energy, they deviate from a straight line 
path, especially when the ion energies are low closer to the penetration depth.135 Thus, the low 
energy tail end of the ion beam spreads much wider than the actual FWHM of the beam inside the 
target. It affects the gallium ion distribution at the bottom of the target by spreading the gallium 
ions radially deeper into the target as discussed in section 4.2.5.  
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4.2.1. Temperature profile of the thick target 
 
Similar to the thin film simulations, we start with a crystalline target. We simulate 215, 140, and 
115 consecutive ion impacts for the 0.5ps, 1.5ps, and 3.0ps time interval cases, giving the total 
irradiation times of 107ps, 210ps, and 345ps respectively. A 1nm thick slab at the center of the 
target after it has been bombarded for 100ps is shown in Figure 4-26 for the three flux cases. We 
observe that we have already formed a nanopore after 100ps for the highest flux case. But for the 
lowest flux case, the ion beam has only sputtered a few atoms from the top. 
 
Figure 4-26. A 1nm thick slab at the center of the targets in the XZ plane for all three flux 
cases are shown after 100ps. The colorbar denotes the temperature of each atom. (a) 0.5ps 
time interval case. A nanopore is formed after 70ps. (b) 1.5ps time interval case. Explosive 
boiling is observed for this case, but no nanopore forms during our simulation time. (c) 3.0ps 
time interval case. No explosive boiling is observed for this case. 
The average temperature of the targets is calculated and plotted with respect to time in Figure 4-27. 
We observe that the systems reach a statistical steady state after approximately 100ps for the 1.5ps 
and 3ps time interval cases. For the 0.5ps interval case, however, the system undergoes rapid 
(a) (b) (c) 
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vaporization before nanopore opening at approximately 70ps (140 impacts). At this time we 
observe the temperature to decrease steadily. 
 
Figure 4-27. Average temperature history of the target for the three cases studied. The 
highest flux case shows a steady decline in average temperature after it forms a nanopore at 
approximately 70ps. The lower two flux cases achieve steady average temperature after 
approximately 100ps. 
The projected ion implantation depth according to the SRIM73 for the 30keV gallium ions on 
silicon is approximately 28nm. For the highest flux case, as the target becomes thinner than 30nm, 
the subsequent ions penetrate thorough the bottom of the target. It effectively sputters more atoms 
through the bottom surface resulting in faster nanopore opening. The nanopore opens at 
approximately 140 impacts (70ps) for this case. Once the nanopore is opened, the target becomes 
transparent to the incoming ions. As a result, the subsequent ion impacts passes through the target 
without exchanging any kinetic energy with the atoms inside the target. This leads to a steady 
temperature drop as seen in Figure 4-27, and the simulation is stopped after 210 impacts.  
The average radial temperature profile is calculated for all the three flux cases studied and is shown 
in Figure 4-28. For the 1.5ps and 3.0ps time interval cases, the average radial temperature is 
obtained by averaging the radial temperature after each impact once the system has reached the 
steady state. For the 0.5ps time interval case, the average radial temperature is found by averaging 
the radial temperature profile after the first nanopore opens (70ps).  
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 Figure 4-28. Average radial temperature of the three cases studied. The horizontal axis shows 
the radial distance in nanometers from the center of the target. 
We see that for the highest flux case (0.5ps time interval between impacts), the average 
temperature near the center of the target is approximately 6000K, which is very close to the critical 
temperature of silicon.134 The temperature rise is very rapid for the highest flux case. It takes 50 
impacts or 25ps to reach ~5000K, giving a heating rate of 2×1014K/s as shown in Figure 4-29. 
 
Figure 4-29. Rapid temperature increase at the center of the target for the highest flux case.  
Because the system is exposed to a high flux, the target is unable to conduct heat through the lateral 
boundaries into the bulk at a high enough rate to cool the target. Indeed, the dimensionless number 
Π is much larger than unity (9.1) indicating that heat dissipation through conduction is much 
smaller than the heat input by the ion beam. For this reason a strong thermal effect is observed in 
this case. The rapid temperature increase close to the critical temperature induces explosive boiling 
or phase explosion.23 The effect is similar to the behavior observed in the thin target simulations 
as discussed in section 4.1.3. The details of this process in thick target are discussed in section 
4.2.2. 
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For the intermediate flux case (1.5ps interval between impacts), the temperature of the center 
reaches approximately 4000K. For this case, Π is 3.1, greater than unity. So we expect thermal 
effects to be present. This temperature also induces explosive boiling, but we do not observe any 
nanopore opening during our simulation time, as discussed in section 4.2.2.  
For the lowest flux case, we observe that the temperature at the center becomes statistically stable 
at 2500K, which is very close to the nucleate boiling point of silicon. For this case, no explosive 
boiling is observed; indeed Π is close to unity. Occasional bubble nucleation is observed at local 
hotspots, which is expected when the temperature of a material is near the boiling point. Since 
there is no explosive boiling for this case, material removal is expected by sputter erosion. 
 
4.2.2. Explosive boiling of the highest flux case 
 
As soon as the temperature approaches the critical temperature for the highest flux case, we 
observe spontaneous bubble nucleation in the hot regions of the system. The atomic positions are 
shown for the 1nm thick slab at the center of the target after the 37th, 40th, 42nd, and 60th impact in 
Figure 4-30. At the end of the 37th impact, we observe multiple bubbles in the hot region of the 
target. Some of the smaller bubbles shrink and disappear during the next few impacts, as seen in 
the figure. But, some of the bubbles, which nucleate closer to the top surface, combine as seen 
after the 40th impact. The combined bubble then merges with the top surface, ruptures, and ejects 
a large number of atoms. Similar behavior is found to extend up to the 60th impact, with increasing 
average depth of bubble nucleation, increasing bubble diameter, and an increasing number of 
ejected atoms.  
With more ion impacts, the target becomes increasingly thinner as the process of bubble 
nucleation, coalescence, shrinking, combination, and merging with the top surface continues. 
During this time, the target continuously ejects atoms from the top surface as can be seen in Figure 
4-31. As the thickness is reduced below 30nm, ions penetrate through the bottom, removing 
material, and creating a through thickness nanopore.  
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 Figure 4-30. YZ view of 1nm thick layer at the center of the target for the highest flux case. 
The colorbar shows the temperature scale of the atoms. The atomic positions are shown at 
the end of the labeled impacts. 
 
Figure 4-31. YZ view of 1nm thick slab at the center of the highest flux target. The atomic 
positions are shown after the labeled number of impacts. The atoms are colored with their 
temperature as shown by the colorbar. 
We now measure the RMS relative density, and RMS temperature fluctuation for these three flux 
cases. The procedure is similar to that of the thin targets as discussed in section 4.1.4 and is not 
repeated here. We observe a similar increase in the RMS relative density and RMS temperature 
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when the flux is above some threshold value as shown in Figure 4-32. The fluctuations in 
temperature of the highest and intermediate flux cases are as high as 4000K near the center. The 
fluctuations in RMS relative density, which leads to bubble nucleation, is also close to unity.  
Following the discussions in this and previous sections, we find that, for the two highest flux cases 
studied here, we observe a rapid increase in temperature (Figure 4-29), the temperature at the 
center is close to the critical temperature of silicon (Figure 4-28), and there is a large fluctuation 
in both temperature and RMS relative density (Figure 4-32). All of these are indications that 
explosive boiling is present for the highest two flux cases, but not for the lowest flux case. This 
observation also supports our hypothesis based on the dimensionless number Π by demonstrating 
strong thermal effects when Π is greater than unity. 
 
 
Figure 4-32. Relative RMS density (red-square) and RMS temperature (blue-circle). The 
vertical dashed line represents the location of the threshold beam flux. The atomic 
configuration after 100ps is shown in the inset for the three flux cases. 
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4.2.3. Relative density history 
 
Figure 4-33 shows the relative density history for a 2nm diameter cylindrical volume at the center 
of the target. Thus one can find the relative density at the center of the target by following a vertical 
path from top to bottom at any specific time. This figure clearly depicts that a through-thickness 
nanopore is formed for the highest flux case (0.5ps interval) at approximately 70ps (140 impacts). 
The blue region at times greater than 70ps for this case indicates that a steady nanopore exists 
through the end of the simulation.  
 
Figure 4-33. The relative density averaged over a 2nm diameter cylindrical volume at the 
center, (a) 0.5ps time interval case, (b) 1.5ps time interval case, (c) 3.0ps time interval case. 
For the intermediate flux case (1.5ps time interval), we do not see a nanopore opening during the 
simulation time. The blue regions surrounded by the red region at top and bottom indicate bubble 
formation and explosive boiling occurring inside the target for this case, as discussed in section 
(a) 
(b) 
(c) 
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4.2.2. The system is undergoing a rapid vaporization, a similar behavior to what is observed in the 
thin film simulations noted in section 4.1.3.136 We consider this behavior to be indicative of 
explosive boiling, and note that the flux is at or near the threshold flux.  
For the lowest flux case, we observe a few bubbles inside the target. But for this case the 
temperature is steady at approximately 2500K, which is the boiling point of silicon. At this flux, 
there is no evidence for explosive boiling; indeed the value of Π for this case is approximately 0.4. 
 
4.2.4. Erosion yield and material removal mechanisms 
 
Figure 4-34 shows the height of a 2nm diameter cylinder at the center of the target. All three cases 
start at the 55nm height. The highest flux case forms a through thickness nanopore at 
approximately 70ps, while for the intermediate flux, the height of the cylindrical column at the 
center fluctuates. This is consistent with the observation that the system is undergoing explosive 
boiling. For the lowest flux case, the top surface of the column is slowly and steadily erode due to 
sputtering. 
 
Figure 4-34. Erosion depth at the center of the target with respect to time. The erosion depth 
is measured for a 2nm diameter cylindrical volume at the center of the target. The y-axis 
shows the height of the cylinder. 
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We now consider the rate of material removal for each of these cases in the context of sputter yield. 
Sputter yield is defined as the ratio of ejected atoms from a surface to the number of ion impacts. 
For 30keV, normal incidence gallium ion impacts on a silicon target that is thicker compared to 
the ion penetration depth, this value is approximately 2.5 atoms/ion in experiments, and not a 
strong function of the temperature or the ion beam flux. For the lowest flux case simulated here 
(3.0ps interval), our MD sputter yield is ~2.25 atoms/ions, comparable to the experimental sputter 
yield. Since sputter yield is defined only for the material removal from the irradiated surface, we 
introduce a general term ‘erosion yield’ to refer to the total material removal from both top and 
bottom surfaces. Including the atoms sputtered from the bottom surface, erosion yield becomes 
~2.6 atoms/ions. For this flux case, we have already established that the system does not experience 
explosive boiling. The nanopore formation process here is thus limited by the sputter yield and the 
material removal rate is dependent on the ion beam flux, since there is no explosive boiling. This 
result is consistent with the observation that for Π <1, normalized material removal rate should be 
approximately 1. 
For the intermediate case, we calculate the sputter yield to be ~13.3 atoms/ion from top surface 
and erosion yield to be ~14.3 atoms/ion including both top and bottom surface. For this case we 
find that, the number of atoms ejected from the top surface is approximately 10 times higher than 
that from the bottom surface (1831 vs 182). For this case the material removal mechanism is 
dominated by explosive boiling and not by sputter erosion. More than 90% of the material is 
removed from the top surface since the nanopore is not opened yet for this case (Figure 4-35 (b)). 
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 Figure 4-35. Material removal for the three flux cases studied: a) total number of ejected 
atoms from the target with respect to number of impacts, b) magnified version of a), c) 
erosion yield from the top and bottom surfaces of the highest flux case (0.5ps time interval). 
For the highest flux case we find that the erosion yield accelerates at approximately the 60th impact. 
At this time we mostly observe the atom ejection from the top surface (Figure 4-35 (c)). At 
approximately 140 impacts, there is another sudden increase in atom ejection rate from the bottom 
surface. This event is initiated by a through-thickness nanopore opening which increases the atom 
ejection through the bottom surface (Figure 4-35 (c)). Within 10 ps (20 impacts), the number of 
atoms ejected from bottom surface becomes comparable to the number of atoms ejected from the 
top surface. For this case, at the end of our simulation, the top surface sputter yield is ~67.4 
atoms/ions and the bottom surface erosion yield is ~77.9 atoms/ions resulting into a combined 
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atom ejection rate of ~145.3 atoms/ions. This material removal rate is approximately 60 times 
higher than the low flux sputter yield. Explosive boiling is the dominant material removal 
mechanism for this high flux case, and material removal is no longer limited by sputter erosion. 
This result is consistent with the observation that for Π >1, normalized material removal rate is 
significantly larger than 1. 
 
4.2.5. Gallium ion implantation 
 
The exposure of the target to FIB results in implantation of gallium ions into the target. This is a 
general concern while machining using FIB, since this can adversely affect some specific 
applications including self-assembly of nano islands,137 SIMS applications,138 etc. Implanted 
gallium ions can have a strong surfactant effect, and a change in surface composition can change 
the ionization probability of secondary ions138 (useful for SIMS) drastically. Thus, for the 
optimized utilization of FIB machining methods, one needs to understand the implantation 
mechanism, the concentration profiles, and their dependence on different process parameters.  
We now evaluate gallium ion implantation inside the target for our simulations. Figure 4-36 shows 
the number of gallium ions in the target after each impact. We see that for all of the cases, the first 
three gallium ions channel through the bottom surface. For the 0.5ps interval and 1.5ps interval 
cases we see a steady gallium ion retention inside the target. For the lowest flux case, the target 
retains 93% of the incident gallium ions. For the intermediate flux case, gallium retention is 80.4%. 
But for the highest flux case, only 38% of the incident gallium ions are retained within the target. 
We see a drop in gallium retention at approximately 140 impacts (70ps). At this time a through 
thickness nanopore opens in the target. Because of the nanopore opening, the target material 
becomes almost transparent to the bombarding ions as the relative density at the center drops. For 
this reason, subsequent ions pass through the nanopore. In fact, out of 214 total impacts, only 4 
ions remain inside the target after the 120th impact. And 77 ions out of the first 120 impacts are 
still present at the end of the simulation. The saturation in gallium implantation occurs when the 
nanopore opens. The saturation should be observed for the higher two flux cases at a higher 
fluence. 
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 Figure 4-36. Gallium ion retention with respect to number of impacts for the three cases. 
We can estimate the number of gallium ions remaining inside the target for the lowest flux case, 
which most closely resembles sputter erosion behavior, by extrapolation of Figure 4-36. For this 
case we estimate the number of ion impacts required to form a nanopore using a sputter yield of 
2.5 atoms/ions and the volume of the nanopore to be formed. For a 10nm diameter nanopore, this 
estimate is ~216,000 impacts. When the nanopore forms, all the gallium ions within this volume 
will be expelled from the system. We find that approximately 20% of the implanted gallium ions 
reside in this volume after 100 impacts. Now considering a 93% retention rate, and 20% of which 
is expelled, we find the final number of retained gallium ions to be ~160,000. But, as seen in Figure 
4-36, the highest flux case has already reached a saturated gallium implantation level, which is 
~80 ions. The explosive boiling process thus can lead to nanopore formation much faster, and the 
final structure also has much lower (~0.002% by volume fraction, compared to 3% by volume 
fraction for the low flux case) gallium ion impurities inside the target compared to the lowest flux 
case. 
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 Figure 4-37. a) & b) The spatial distribution of the retained gallium ions at the end of the 
simulation for the three cases is essentially random. The dashed line represents the target 
size. 
Figure 4-37 (a, b) shows the distribution of the gallium ions inside the target for the three flux 
cases. The average radial distance from the center of the target was found to be approximately 9nm 
for all three cases studied. We note that for all three cases, only a few gallium ions are implanted 
very close to the top surface (<5nm). We do not observe any preferential distribution in the XY 
plane as shown in Figure 4-37 (b).  
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 Figure 4-38. Radial distribution of the implanted gallium ions. The symbols represent the 
individual gallium ions. The lines show the average radial distance of the implanted ions 
from the beam center. 
The radial distance of each of the implanted gallium ion is calculated and plotted with respect to 
the depth of the target in Figure 4-38. We observe that the average implantation radius increases 
0 5 10 15 20 25 
0 
10 
20 
30 
40 
50 
60 
Radial distance (nm) 
H
ei
gh
t o
f t
he
 ta
rg
et
 (n
m
) 
  
  
0.5ps interval 
1.5ps interval 
3.0ps interval 
& 
& 
& 
99 
 
by ~7nm for the lowest flux case, and by ~9nm for the highest flux case. However, for the 
intermediate flux case, although the average radius increases by ~4nm, a maximum radial 
implantation depth is found at a plane ~28nm below the top surface. As the ion travels through the 
target, it loses energy to the neighboring atoms, and as a result it deviates from its straight line 
path. The lower the ion energy the greater the deviation is from the straight line path due to atomic 
interactions. Thus, near the tail end of an ion path, where the ion energy is relatively low, the ion 
beam expands. The distribution of the ions thus extends beyond the initial FWHM diameter of the 
beam. For this reason, we observe an extended distribution of gallium ions closer to the bottom 
surface. 
 
Figure 4-39. Gallium ion implantation as a function of depth for the three cases studied. The 
implantation profile reaches a peak at ~22nm for the lowest flux case, ~35nm for the 
intermediate case, and ~50nm for the highest flux case measured from the top surface. 
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SIMS (secondary ion mass spectrometry) experiments have been done to measure gallium ion 
implantation as a function of depth in FIB milled targets. Gnaser et al.138 use a 30keV gallium ion 
beam on a silicon target at a varied fluence to find the implanted gallium ion concentration as a 
function of depth. They report that the Ga concentration reaches a peak value at approximately 
26nm from the top surface. 
We also plot the normalized gallium ion concentration inside our target as a function of depth for 
the three different flux cases (Figure 4-39). We observe that for the lowest flux case, gallium ion 
implantation reaches a peak value approximately 22nm from the top surface, in excellent 
agreement with the experimental value. As we increase the ion beam flux, the position of peak 
gallium ion concentration tends to shift deeper into the target. For the intermediate flux case, it 
reaches a peak value at 35nm from the top surface, and for the highest flux case it reaches a peak 
near the bottom surface. This occurs for the higher fluxes because with increasing ion beam flux, 
the top surface erodes, and thus the target becomes more transparent over time.  
 
4.2.6. Relation between temperature and relative density 
 
In Figure 4-23, we note a relation between the relative hole density (a measure of nanopore 
formation) and temperature. We observe that during ion bombardment of the thin target layer, the 
relative hole density shows a peak approximately 5.3ps after a peak in temperature. A similar effect 
is also observed in the thick target layer. Figure 4-40 shows the comparison between the relative 
density and the temperature for the thick target. We note that they show very similar contour 
profiles. The temperature of the system directly influences the relative density of the system. When 
the temperature of the system exceeds about 6000K, bubbles appear, as part of the observed 
explosive boiling for the highest flux case. This results in nanopore opening from the top of the 
layer, and eventually a through thickness nanopore. The nanopore formation for this case closely 
follows the temperature profile. Similarly, for the intermediate flux case, we observe explosive 
boiling and bubble formation whenever the temperature exceeds 6000K. For this case, although 
we do not observe through-thickness nanopore formation during our simulation time, the bubble 
formation and top surface opening closely follows the temperature curve. For the lowest flux case, 
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however, an increase in temperature above the boiling point of silicon induces nucleate boiling, 
portrayed by the relative density profile. 
 
Figure 4-40. Comparison between the relative density and the temperature history for the 
three cases studied. The relative density and temperature contour colorbar is shown in (a). 
The same colorbar scale is used for (b) & (c).  
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4.2.7. Rim formation 
 
During nanopore formation for the highest flux case, we observe material ejection from the top 
surface near the nanopore opening. The temperature of the ejected material is greater than the 
nominal melting temperature of silicon. This ejection of material in liquid form enhances the 
material removal process. Figure 4-41 shows a view of the nanopore near the top of the target, 
indicating rim formation around the top nanopore opening.  
 
Figure 4-41. Rim formation at the top opening for the highest flux case. Atoms below 50nm 
are not shown. The colorbar shows the height scale from the top of the surface. A rim 
formation of ~15nm high is visible. 
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Similar liquid ejection is also reported in the experimental literature. Figure 4-42 shows SEM 
images of laser-drilled holes in silicon and silicon carbide targets. Zhou et al.139, 140 report the 
velocity of the liquid silicon jet to be ~100m/s. We find the velocity of our liquid ejecta to be 
approximately 200m/s. Zhou et al. conclude that the ejected material should not be in a plasma 
state in the case of laser ablation, because the propagating speed is very low. They report that since 
the material is observable in ICCD image, it has very high temperature, so it must be in a 
superheated liquid state. For their study, they observe that the liquid material moves at a nearly 
constant speed. It is possible that this liquid ejection could be due to explosive boiling, because 
they measure the temperature of the ejecta to be approximately 5600K. They observe similar liquid 
ejection in laser-processed silicon carbide, as shown in Figure 4-42 (b). 
 
Figure 4-42. Reproduced from Zhou et al.,139 (a) & Gao et al.140 (b). The SEM images of a 
laser drilled hole on (a) silicon & (b) silicon carbide membrane are shown 
 
 Achieving experimental conditions 
 
We note that the ion beam fluxes here are higher than typically achievable by a LMIS in FIB 
instruments (given the strong focusing required for nanopore fabrication). However, as discussed 
in section 1.1.2, cold atomic ion beam sources can be integrated into the current FIB machines to 
achieve higher brightness, and thus sharper focus under high flux conditions. This next-generation 
(a) (b) 
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FIB technology may provide the necessary beam current to observe explosive boiling in silicon. 
Also, as noted in Chapter 2, experimentalists have observed similar thermally dominated behavior 
in materials with different thermo-physical parameters, and with different geometrical and 
processing configurations. We identified these parameters in Chapter 2, which include target 
properties (thermal conductivity, substrate temperature, melting point, film thickness), beam 
parameters (energy, current, FWHM diameter), experimental technique (fixed vs. rastered), and 
FIB instrument parameters (e.g. dwell time). We introduced a dimensionless number Π in section 
2.6, which when greater than unity predicts strong thermal effects, as we observe for our MD 
simulation cases. We identified the critical flux for the thin film case in section 4.1.4 to be
24 -2 -11.8 10 cm scf = × . Indeed, for any flux higher than fc, we find Π greater than unity. Following 
these discussions we can conclude that, while our simulation refers to a specific FIB configuration 
in silicon, our observations can be generalized to other systems. 
 
 Conclusions 
 
The process of nanopore fabrication by means of focused ion beam machining has been simulated 
and explained in detail. We have observed evidence of explosive boiling as the ion beam exceeds 
a threshold flux, thus facilitating nanopore opening. A comparison is made between FIB nanopore 
formation and laser ablation explosive boiling. The results of the molecular dynamics simulations 
here show that at higher fluxes, nanopore creation is dominated by an explosive boiling 
mechanism, as is the case for high power laser ablation.  
For explosive boiling to occur, the temperature of the target must approach the thermodynamic 
critical temperature within a short time,27 so that there is a rapid transition between superheated 
liquid and a mixture of vapor and equilibrium liquid droplets. In our simulation, because of the 
high energy input rate associated with the high flux beam, the target material has insufficient time 
to conduct heat away through the boundaries. In this high flux case, the individual ion impact 
events are not independent in the sense that local temperature and density changes due to one ion 
impact significantly affect the next ion impact dynamics. Therefore, it is important to consider the 
cumulative effects of ion impact events during the simulation. Thermal simulations, where no ion 
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bombardment occurs, show that nanopores may form through the same explosive boiling 
mechanism, supporting the conclusion that this is a thermally dominated process. 
In contrast, the below-threshold flux cases have enough time to cool down and therefore do not 
approach the critical temperature. Material removal occurs mainly due to sputter erosion.  
During high flux ion beam machining, we observe nanopore formation as early as 50ps (or 100 
impacts) for the highest flux case studied (0.5ps interval between ion impacts), which is orders of 
magnitude faster than conventional low flux sputter erosion processes.136 This might improve the 
FIB nanopore fabrication processes by providing an extremely fast process, thus mitigating sample 
drift effects.75, 76 The typical stage drift rate is 1nm/sec. Since with conventional low flux 
machining, nanopore formation time typically ranges from several seconds to minutes, stage drift 
can significantly affect the nanostructure. An ultrafast process could eliminate problems caused 
by stage drift by forming the nanopore within a fraction of a nanosecond.  
In this simulation, silicon is used as the target material. While other target materials may be used 
in practice, and the effective critical ion beam flux will vary depending on the thermodynamic 
properties of the materials being machined. A material with lower thermal conductivity, such as 
PMMA, cannot effectively conduct heat away from the impact zone as fast as a material with 
higher thermal conductivity. Since our model of explosive boiling depends on the rapid heating 
and increase in temperature near the impact zone, a material with lower thermal conductivity will 
have lower critical ion beam flux, assuming all other factors are equal. Indeed, there is strong 
evidence that experimentalists may have observed explosive boiling for PMMA and other soft 
materials at modest ion beam flux as discussed in Chapter 2.  
Due to the explosive thermal events induced by the high flux beam, the smallest feature that can 
be machined is limited by either the spot size or the maximum size of the bubbles produced by the 
FIB. When the ion beam is incident on the target material, it rapidly heats up the target material. 
For this reason, it is difficult to control any feature size smaller than the spot size.  
The only mode of heat loss considered in these simulations is conduction through the lateral 
boundaries into the bulk. Losses due to radiative heat transfer are estimated to be orders of 
magnitude smaller than the incident energy density. For this reason, the target thickness can have 
important effects on the explosive boiling process. As the thickness of the target is reduced, there 
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is less thermal conduction out of the impact zone, larger temperature increase, and, thus, greater 
likelihood of explosive boiling. Additionally, for extremely thin layers, like molecular materials 
and monolayers like graphene, the behavior may be very different. For ultrathin membranes like 
these materials, heating effect is not a factor since the ion beam completely penetrates the layer 
without any significant energy deposition.  
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Chapter 5  
Surface energy barrier 
 
 
In the previous chapters it is shown that there are two flux-dependent regimes of FIB nanopore 
fabrication. In the below-threshold flux regime, FIB machining is predominantly a sputter erosion 
process.1 In the high flux regime, the nanopore fabrication process changes to a significantly 
accelerated thermally dominated process. In this regime, nanopore formation is orders of 
magnitude faster, occurring within tens of picoseconds, and it becomes independent of ion beam 
flux. The deposited energy flux far exceeds the thermal energy conduction into the target material, 
and temperature increases to a point at which nanopore formation is achieved by a phase change 
mechanism, termed as explosive boiling. Whether the mechanism is driven by sputter erosion or 
by explosive boiling, new surfaces are created as we fabricate the nanopore. For this reason, there 
is an increase in the surface energy as we form the nanopore. In this chapter we focus on the surface 
energy barrier that the system needs to overcome before it can form the nanopore. The system 
receives this energy from the impacting ions. We first look at the process of creating new surfaces 
in the following section, followed by the measurement of surface energy for the below- and above-
threshold flux cases. 
 
 Two pathways to form nanopore 
 
Two alternative pathways are possible for nanopore formation: sputter erosion at below-threshold 
flux, and explosive boiling at above-threshold flux. Figure 5-1 (top) shows the sputter erosion 
mechanism, whereby atoms are displaced from the top and bottom surfaces by the incident ions 
during low flux FIB machining. In the below-threshold flux regime, the rate of nanopore formation 
is proportional to the flux. Figure 5-1 also shows the explosive boiling mechanism (bottom) that 
occurs in above-threshold flux FIB machining, with images taken from the molecular dynamics 
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simulations. The absorbed thermal energy is rapidly converted to new surface area in the form of 
bubbles, which coalesce and rupture, quickly creating a through-thickness nanopore in tens of 
picoseconds. Explosive boiling thus facilitates rapid nanopore formation during above-threshold 
flux FIB processing. The two pathways can be viewed as alternative pathways for overcoming an 
energy barrier associated with nanopore formation. 
 
Figure 5-1. Two alternative pathways for nanopore formation. Top: following conventional 
sputter erosion theory, the time required for nanopore formation is proportional to the ion 
flux, and the process is much too slow to compute directly via MD. Bottom: Following the 
explosive boiling mechanism, the time required for formation is insensitive to ion flux and is 
typically over 100 times faster than in the sputter erosion case. 
 
 Surface energy barrier 
 
During sputter erosion, incoming ions slowly erode the top and bottom surfaces, converting the 
kinetic energy of the incident ions into new surface energy in the system. During this process, the 
surface energy increases continuously until it reaches a peak value just prior to formation of the 
nanopore; after the nanopore opens, the surface relaxes, reducing the surface energy of the system. 
An equivalent energy barrier can be overcome much faster, instead, via the explosive boiling 
mechanism. The addition of energy to the system in above-threshold flux FIB rapidly raises the 
temperature of the system. The energy is then converted to surface energy in the form of bubbles; 
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the system energy reaches a maximum before the nanopore forms, and the system then relaxes to 
the same final nanopore configuration as would be achieved via sputter erosion.  
 
 Surface energy evolution 
 
We can calculate the surface energy history for both pathways. For the slow sputtering process, 
we assume a parameterized geometry corresponding to the dashed lines in Figure 5-1 (top). The 
energy history associated with this evolving geometry features a maximum prior to nanopore 
formation, as shown in Figure 5-2. For above-threshold flux cases, also shown in Figure 5-2, the 
energy of the system is monitored directly in the MD simulation by measuring the surface area of 
the interfaces of atoms and low-density vapor, considering all free surfaces including the bubbles 
that nucleate in the membrane. Relative density, which tracks the formation of the nanopore, is 
computed by considering a 2nm radius cylinder at the center of the membrane. The time history 
proceeds approximately from left (high density, or absence of nanopore) to right (low density, or 
presence of nanopore).  
From sputter erosion theory, a stable nanopore of the size considered here has surface energy of 
approximately 450eV in excess of that of the target crystalline film. The black curve in Figure 5-2 
shows the evolving surface energy during sputter erosion. The approximate geometric analysis 
shows that during sputter erosion, the excess surface energy of the system slowly increases to 
600eV, after which the nanopore opens and the excess surface energy relaxes to 450eV. Results 
show that during the above-threshold flux MD simulation, the excess surface energy of the 
membrane with bubbles inside reaches as high as 1500eV very rapidly, far exceeding the slow-
process energy barrier. Two representative atomistic configurations observed during above-
threshold flux FIB are also shown in Figure 5-2. The first configuration represents a highly 
energetic state immediately after formation of the nanopore. After a few more ion impact times 
(about twenty picoseconds for this case), the configuration relaxes as expected to a 
correspondingly lower surface energy as shown (moving from the filled circle to open circle in 
Figure 5-2).  
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 Figure 5-2. Energy of the target at various times, as a function of the relative density in the 
center of the target. The time sequence moves approximately from left to right as the 
nanopore forms. Shortly after a nanopore opens, the nanopore morphology relaxes to a 
smoother, lower energy configuration (filled circle to open circle). If the rim surrounding the 
nanopore were not considered, the MD–based energy (red curve) would better match the 
final point in the sputter erosion history (black curve). 
 
 Material rearrangement and reduction in surface energy 
 
Figure 5-3 shows the cross sectional view of the structure of the surface just after a nanopore is 
opened for the highest flux case studied here. It shows two images taken at approximately 57ps 
and 186ps, when the nanopore opens. We can observe the atoms ejected from the top and bottom 
openings of the nanopore as it forms. Over the subsequent impacts, the target becomes transparent 
to incoming ions, and there is little energy transfer from the ions to the target atoms. During this 
time the target relaxes and forms a more stable and smooth surface structure. After approximately 
20ps, both of these cases forms a more stable surfaces to reduce the surface energy. This process 
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continues through several cycles, as the nanopore opens and closes several times during the 
simulation.  
 
Figure 5-3. A cross sectional view of a 1nm thick slab at the center of the target. (Left) 
Nanopore surfaces just after one is opened. (Right) Nanopore surfaces after they are relaxed 
for ~20ps. A rough surface in the left figures denote a higher surface energy than those of 
the regular surfaces on right. 
We observe significant material rearrangement just after a nanopore opens. The explosive boiling 
process forces atoms near the center to move radially outward and toward the free surfaces at the 
top and bottom of the film. Mass rearrangement occurs around the top and bottom surfaces of the 
film, and results in the formation of raised rims. During this short time, far more material is 
rearranged than sputtered. At typical sputter yields, less than 5% of the nearly 16,000 atoms 
making up the volume of the nanopore could have been removed by sputtering. We note that since 
some mass is rearranged to form the raised rims of the nanopore, the actual nanopore structure will 
have higher energy than a nanopore formed by thinning due to sputter erosion alone. Excluding 
the rim volume from the calculation of MD surface energy brings the excess surface energy down 
to less than 500eV, as shown by the dotted circle in Figure 5-2.  
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 Conclusions 
 
In summary, we show that very rapid nanopore formation is possible, with a modest increase in 
flux above the typical experimental levels, via a FIB-induced boiling mechanism. During above-
threshold flux FIB, sputter erosion rates do not limit nanopore formation speed, and the time rate 
to form the nanopore is no longer proportional to ion flux as it is during below-threshold flux FIB. 
A thermal effect, observed to be consistent with explosive boiling, is found to be the dominant 
mechanism at high fluxes. An energy barrier is required to achieve nanopore formation; in the 
above-threshold flux cases the barrier is overcome through the increase in surface energy 
associated with the formation, coalescence, and rupture of bubbles in the target material. A raised 
rim around the nanopore is evidence of significant mass rearrangement that occurs during 
nanopore formation, which is again consistent with the observed explosive boiling mechanism. 
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Chapter 6  
Thermocapillary flow in nanopore formation 
 
 
Manufacturing of nanometer-scale features on material surfaces often involves localized energy 
deposition, which can in cases locally melt or vaporize the material. This melted region can 
therefore flow in ways that might affect feature formation mechanisms, their stability, and the 
transport of their constituent materials. The flow of locally melted material can occur while using 
high flux FIB for fabrication of nanopores. Despite its widespread use, the specific mechanisms of 
FIB material rearrangement, especially at high ion flux rates for which phase change might occur, 
are still not well understood. The small length (~nm) and time (~ps) scales have precluded detailed 
diagnostics, so mechanisms generally need to be deduced based upon microscopic examination of 
the formed structures. Previous studies have suggested that slow ion delivery (6.0×1017cm-2s-1) 
leads to mass removal via a slow sputtering mechanism. However, at higher rates there is melting 
and, at still fast delivery rates, a phase-change to an apparent explosive-boiling-like mechanism. 
In the previous chapter observations of explosive boiling under high FIB fluxes are discussed. In 
this chapter these higher-flux conditions and resulting flows are considered, in order to understand 
the resulting structures that can be expected in FIB milling.  
We observe that, for a range of ion intensities in a realistic configuration, a recirculating melt 
region develops, which is seen to flow at high-speed though symmetrically, in a way counter to 
expectations were it driven by the ion momentum flux. Relevant stress scales and estimated 
physical properties of silicon under these extreme conditions suggest that thermocapillary effects 
will be surprisingly important. Marangoni effect or thermocapillary convection arises due to a 
gradient in surface tension caused by a temperature gradient. In general, the flow will affect the 
morphology of FIB-formed features, and we anticipate that fluid-phase mixing would be 
particularly important if FIB is applied to heterogeneous materials (e.g. layered structures).  
The specific model FIB configuration we study is discussed in Chapter 3. A synopsis of the 
numerical simulation methods is given in section 6.1 & 6.2. In section 6.3, we analyze the 
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simulation results and show that a significant mean flow develops during nanopore fabrication 
using high-flux FIB. An analysis based upon stress scales suggests a thermocapillary driving 
mechanism, as presented in section 6.3.3. Independent measurements of the viscosity and 
temperature-dependent surface tension of liquid silicon at these conditions are used in a viscous 
flow model in section 6.4, which reproduces the observed flow remarkably well despite the relative 
uncertainty in thermal and flow related constitutive models under these extreme conditions. 
Results are summarized in section 6.5 along with a discussion of conclusions and implications. 
Marangoni flow or thermocapillary convection flow is generated when a surface tension gradient 
is produced across a free surface. The flow is always from a region of low surface tension to a 
region of higher surface tension. The local differences in concentration or temperature will give 
rise to the surface tension gradient required for this flow. In this chapter we will consider the 
surface tension gradient created by temperature gradient on a free surface. Figure 6-1 shows a 
typical surface tension plot with respect to temperature. We see that, the surface tension decreases 
with increasing temperature. 
 
Figure 6-1. A typical relationship between surface tension and temperature. The surface 
tension of a material usually decreases with increasing temperature. 
Thus, the surface tension is higher for lower temperature, and lower for higher temperature. If we 
now consider a thin film with a liquid/gas interface with a temperature gradient, as shown in Figure 
6-2 (a), the hot zone will have lower surface tension, and the cold zone will have a higher surface 
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tension. This will create a surface tension gradient, which will in effect produce a shear stress 
acting parallel to the free surface. The shear stress drives the liquid from the hot zone towards the 
cold zone. As a result, a circulating flow is developed depending on the depth of the liquid zone. 
 
Figure 6-2. (a) Schematic diagram of the development of a Marangoni flow. (b) Temperature 
contour plot for the highest flux case studied here. 
If we plot the temperature profile on the RZ plane, as shown in Figure 6-2 (b), we observe a similar 
temperature gradient in our MD simulated target, and a similar velocity profile is present inside 
the target. 
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 Numerical simulation methods 
 
The specific model configuration is discussed in Chapter 3. Figure 6-3 shows the schematic 
diagram, along with the solid-liquid boundaries, and r, θ, z directions. Although MD simulation is 
done for all the seven cases with varying fluxes, in this chapter, we will concentrate on two cases, 
with the nominal beam flux of 7.2×1024 impacts.cm-2s-1 representing the above-threshold beam 
fluxes, and the nominal beam flux of 1.8×1024 impacts.cm-2s-1, representing the below-threshold 
beam fluxes. These corresponds ion bombardment with intervals of 0.5ps and 2.0ps between ion 
impacts, respectively. These two cases are chosen to bridge the rapid vaporization (explosive 
boiling) hole formation mechanism and the corresponding slower milling regime as described in 
the previous chapters and reported previously.136 Both cases are started with a crystalline target 
and run for over 600 impacts, and an approximately stationary temperature within the target is 
achieved after about 100 impacts. The ions carry significant energy: if all ions are embedded and 
the target considered adiabatic, it would require only ~20 impacts to fully melt it. However, in the 
present case the ions pass through the target and retain significant energy as they exit its bottom 
side, especially once the pore is formed. Most of the beam energy is not absorbed in the target. 
 
Figure 6-3. Schematic diagram of our simulation setup. The approximate solid-liquid 
boundary is shown along with the r, θ, z directions. 
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 Statistical averaging procedures 
 
We take advantage of the axisymmetry of the ion beam and the pore formed to compute average 
statistics. To do this, we define an (r, θ, z) cylindrical coordinate system with r=0 on the beam axis 
(see Figure 6-3) and compute azimuthally averaged velocity v = (vr, vθ, vz), temperature T, and 
relative density ρ each time step in Δr = Δz = a data bins, where a = 0.543 nm is the lattice 
parameter of silicon. We are principally interested in the radial vr and axial vz components of the 
velocity; it is confirmed that the azimuthal velocity is small ( 2 20.03 z rvv vθ < + ) for all reported 
data. To design corresponding continuum models and compare surface velocities, it is necessary 
to define a specific liquid--vapor interface location based upon the atomic data. We take this as 
the surface with ρ = 0.25 ρSi, where ρSi is the relative density of crystalline silicon, which we use 
as a well-defined reference value. Liquid and amorphous silicon have nearly the same density as 
crystalline silicon. There is no unique criterion for such an interface definition141 and it was 
confirmed that none of the conclusions depend upon this specific choice. Reported averages are 
accumulated starting after 200 impacts. 
 
 Results 
 
6.3.1. Temperature  
 
After about 50 impacts, the target appears amorphous without obvious crystalline structure and it 
has been shown previously that silicon targets indeed become amorphous under such 
bombardment.70, 142 In this period and subsequently, ion collisions with the silicon atoms deposit 
kinetic energy before they exit the bottom of the film. For so thin of a target, none of the ions 
remain embedded, nor are they expected to be since reported penetration depths are ~50nm for 
50keV FIB.13, 143 Local heating due to collisions along the ion trajectory is thought to cause 
melting, which is due to so-called thermal-spike events that persist for a few picoseconds.16, 17  
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In thin films, which restrict thermal conduction away from the target relative to thick films, or for 
sufficiently high fluxes, temperature rise is potentially an important factor in the process. The 
target temperature in the present configuration, averaged over the entire target, is seen in Figure 
6-4 (a) to increase for the first 100 impacts (50ps for high flux, 200ps for low flux). After this 
apparent statistically stationary condition is reached, the axially (z) and azimuthally (θ) averaged 
radial temperature is nearly constant. These profiles are shown in Figure 6-4 (b) for both of the 
cases. 
 
Figure 6-4. Temperature: (a) target mean temperature development, and (b) z-averaged 
radial temperature compared with a continuum heat transfer model. 
The atomistic temperature fields are compared with a Fourier continuum model Figure 6-4 (b). In 
this model, the ion beam is assumed to deposit energy as a distributed thermal source with a 
Gaussian profile of 3.5nm FWHM with energy matching that lost by the ions. We assume a 
uniform distribution of this energy along the vertical direction, which is a reasonable 
approximation and is consistent with established statistical models (e.g. SRIM144) since so small a 
fraction of the energy is deposited. The thermal source is thus, 
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which is based upon the specified beam profile and the calculated energy deposition rate, where c  
sets the FWHM of the ion beam, and avE  is calculated from the average energy deposited by the 
ions: ~ 6.53 keV . For the higher-flux case, this leads to 3 3190.2  /m10 WavE = × . The boundary 
(a) Average temperature (b) Radial temperature 
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conditions for the continuum model are designed to mimic those imposed with thermostats in the 
atomistic simulation: ( 13.5nm K, 13.5nm) 300T x y= ± = ± = . A key choice is the selection of the 
thermal diffusivity ( )Tα  in ( ( ) )T T Qα∇⋅ ∇ =  , which is based upon reported measurements,93, 96, 
145 though given the extreme conditions, some extrapolation is required. These data were fitted 
with a inverse power function and extrapolated to higher temperatures, closer to the critical 
temperature where data are unavailable. Despite the approximation and uncertainty regarding the 
thermal conductivity of such damaged silicon at these extreme conditions, the resulting steady 
temperature profiles are in reasonable agreement with the atomistic simulations, supporting the 
other evidence that we have indeed reached a statistically stationary condition. It also suggests that 
the system is large enough that continuum heat conduction provides a reasonable model. 
Though classical-potential atomistic simulations do not account for it, radiation is also a potential 
mechanism of thermal transport in an actual device, and we therefore estimate its contributions 
independently to justify its neglect. Based upon the Stefan—Boltzmann law, 
4 4 3 2
rad max( ) 3.543 cm10 W/Q T Tσ ∞≈ − = × over a 5.9nm diameter surface, where σ  is the Stephan 
constant. For this estimate, we take max 5000KT = , which provides an upper-bound estimate for 
radQ  for comparison to other thermal transport mechanisms. Thus, for this case where these fluxes 
will affect comparable areas, the ion input energy 10 2ion 5.76 10 W/cmQ = ×  would dwarf radiation 
transport. 
 
6.3.2. Nanopore formation 
 
For the high-flux case, the energy input is such that target temperature increases to near the critical 
temperature, which leads to a rapid vaporization (sometimes termed explosive boiling).146 This 
forms a nanometer-scale hole or pore at the center of the target within about 50ps (Figure 6-5). For 
the low-flux case, we also observe rapid temperature increase resulting in apparent boiling and 
brief transient openings of a pore. For both of these cases the nanopore formed opens and closes 
several times during the simulation. However, for the high-flux case, the nanopore remains open 
more than 90% of the time, while for the low-flux case, less than 10% as reported in Chapter 4 in 
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regard to the hole formation mechanism. Here we focus on an interesting fluid flow observed in 
these two cases: in the hot liquid around the hole in the higher-flux case and in the liquid `plug' 
closing it in the lower-flux case. This is a potentially important effect since such flow will affect 
FIB and similar processing outcomes. 
 
Figure 6-5. A cutout view of the nanopore formed for the high-flux case after 700 impacts. 
The colors vary with r. 
Whether a nanopore forms, as for the high-flux case, or not, as for the low-flux case, the relative 
density and temperature distribution suggest that there is a region of liquid silicon in the 
neighborhood of the beam focus. This is shown in Figure 6-6. For the high-flux case (Figure 6-6 
b), the pore is obviously open with a distinct semi-circular geometry in the r-z plane as based on 
the Si/ 0.25ρ ρ = criterion and a temperature gradient forms from the hot center toward the cooler 
solid. Based upon the melting temperature (1685K) of silicon, which was used to calibrate the 
Stillinger—Weber potential,108 the silicon in this region should be liquid. There is also a liquid 
region for the low-flux case. Although the hole is not fully open, the temperature contours suggest 
that it is filled with liquid silicon, which is cooler for increasing r. The temperature on the free 
27nm 
27nm 
11nm 
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surface for both cases is plotted in Figure 6-7. This was computed by a linear interpolation of the 
temperature from the data `bins' onto the Si0.25ρ ρ=  relative density contour curve. 
 
 
Figure 6-6. Mean density (solid colored regions) and temperature (contour levels). The lines 
show the 0.25 Siρ ρ− − − − =  nominal liquid-solid boundary and the 1685KT− ⋅⋅− =  isopleth. 
 
(a) Low flux (b) High flux 
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 Figure 6-7. Temperature on the Si0.25ρ ρ=  isopleth for arc length coordinate as indicated. 
— binned atomistic data; - - - - least squares Fourier series fits. The fits include a constant 
plus the 3 lowest sine and cosine modes. 
 
6.3.3. Flow and flow regime 
 
For both cases, there is a surprisingly high-speed flow in the liquid silicon, as shown in Figure 6-8. 
It is recirculating with a sense that would be anticipated were it driven by thermocapillary forces, 
(a) Low flux 
(b) High flux 
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with the higher surface tension closer to the cooler solid regions driving the recirculation. We 
assess this quantitatively by considering the relative stress scales based upon the parameters listed 
in Table 6-1. We take a length scale to be the half-height of the target: 5.5 nm= . The thermal 
diffusivity of liquid silicon is taken to be 5 21.3 10 m / sα −= × , which is its melting-point value.147 
The density Siρ  is the density of silicon at its melting temperature.148 We estimate the silicon 
viscosity149 and surface tension σ 148 at its melting point, which are shown in Table 6-1. The 
surface tension gradient with respect to temperature Tγ σ≡ ∂  varies from 
30.05 10−− ×  to
30.28 10 m/KPa−− × ⋅ .150 We use 30.15 10 Pa m/Kγ −= − × ⋅ for our model because this value is 
thought to represent the available experimental data reasonably well.150 The temperature difference 
T∆  is between the maximum temperature and the melting temperature.  
 
Figure 6-8. Velocity field visualization for the two cases as labeled. The velocity field is 
obtained by averaging the radial and vertical velocity components from 200th to 600th 
impacts. The dashed contour represents a nanopore surface, and the dash dot contour 
represents a temperature of 1685K (melting point of silicon). 
The peak flow velocities V listed in the table are the computed maximum | |v  for these two cases. 
We choose actual velocity, since this seems most precise for analyzing the flow we observe. An 
(a) Low flux (b) High flux 
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alternative approach would be to use the Marangoni velocity scale MV  , which is particularly useful 
in analysis of specific configurations.151-155 Here it is most simply defined as  
 / 2 ,MV Tγ µ≡ ∆   (6.2) 
This velocity scale is somewhat higher than the actual velocities:   680 m/sMV =  and 900m/s for 
the low- and high-flux cases, respectively. However, this is not unexpected since the actual shear 
seen in Figure 6-8 is confined in an ~ / 6  layer near the free surface, so the actual velocities will 
indeed be smaller than MV  to do the increased dissipation due to this smaller shear scale. 
Fortunately, none of the conclusions hinge upon this distinction. 
Table 6-1. Parameters for establishing stress scales and flow regime 
Calculated parameters (below- / above-threshold flux) 
V Velocity, V [m/s] 120/205 
ΔT Temperature difference, ΔT [K] 5124/6920 
Configuration parameters (below- / above-threshold flux) 
ΔVion Mean ion z-velocity change, [m/s ×104] 4.64/1.50 
J Ion momentum flux, J [kg.m/s2 x10-9] 2.69/3.47 
Material parameters 
  Film thickness length-scale, [nm] 5.5 
ρSi Silicon liquid density, [kg/m3 x103] 2.58 
μ Viscosity, [Pa.s x10-3] 0.57 
σ Surface tension, [Pa.m] 0.765 
γ Surface tension T-gradient, [Pa.m/K x10-3] -0.15 
α Thermal diffusivity, [m2/s x10-5] 1.3 
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The ion momentum flux is 
 ion ion ionJ m V f=   (6.3) 
where 25ion 1.157 kg8 10m −= × , 4ion 1.5 m s10 /V = ×  is the average change in the z-velocity of the ions 
for the high flux case, and 4ion 4.64 m s10 /V = ×  for low flux case, and 12 1ion 2 10 sf −= ×  for high 
flux and 12 1ion 0.5 10 sf −= ×  for low flux. 
Table 6-2. Stress scales. 
Inertia 2P Vρ ρ=  
Viscous 
VPµ
µ
=

 
Surface tension Pσ
σ
=

 
Surface tension gradient T
TP γ∆=

 
Ion flux 2J
JP =

 
 
From these parameters we form the stress scales listed in Table 6-2, the ratios of which in Table 
6-3 provide the non-dimensional groupings that define our flow regime. The length scales are 
small, but the velocities are surprisingly high. Still inertia effects are small based upon the 
Reynolds numbers (Re). Thus any significant unsteadiness is expected to be due to the driving 
stresses and secondary flows are not expected. The shape of the free surface suggests the 
importance of surface tension, which is supported by the small capillary numbers (Ca) in both 
cases. Steady thermocapillary flow also depends upon thermal diffusion times 2 / 2.3 psατ α= =  
being fast compared to advection times / 27 psV Vτ = =  for the high-flux case, 46ps for the low 
flux case. The corresponding Marangoni numbers (Ma) are indeed around unity, suggesting that 
Marangoni flow is potentially significant. However, Ma is not high enough to anticipate unsteady 
advection in silicon, which is observed for 100Ma .155, 156 The approximate z-direction symmetry 
of the flow suggests that the momentum flux of the ion bombardment is unlikely to be an important 
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factor; the small momentum flux relative to (as an example) the surface tension ( /j JPB Po σ= ) 
confirms that this is a small effect at most. 
Table 6-3. Non-dimensional parameters. 
  Low flux High flux 
Reynolds number 
P VRe
P
ρ
µ
ρ
µ
= =
  3.0 5.1 
Capillary number 
P VCa
P
µ
σ
µ
σ
= =  0.09 0.15 
Marangoni number T
V
P TMa
P
α
µ
τ γ
τ µα
∆
= =
  0.57 0.77 
Ion flux Bond number Jj
P J
P
Bo
σ σ
= =

 0.64 0.83 
 
6.3.4. Thermally driven case 
 
To further confirm the indirect role of the ion impacts in thermal heating, we used the same velocity 
re-scaling thermostat to add a thermal source that models the energy deposition of the ions, though 
without any momentum transfer of actual ions. For these calculations, the thermostat strength was
142.0 1 s0τ −= × , so that it takes approximately 100ps (200 impacts for the high-flux case) to reach 
the temperature of the atomistic simulation. In doing this, just vθ was rescaled to avoid having the 
thermostat drive the principal flow components vr and vz. The thermostats at the edge of the 
computational domain were also kept active for these simulations. Figure 6-9 shows the velocity 
field. A perfect agreement is not expected, since the interface does not form exactly the same 
shape. Nonetheless, it is clear that the basic flow does not require ions per se; rather, their deposited 
energy is sufficient. This is potentially important for predicting the morphological development of 
the surfaces. An atomistic simulation with a model thermal source, for example, is both simpler 
and significantly less intensive. It would similarly simplify continuum modeling of the surface 
evolution. 
127 
 
 Figure 6-9. The velocity field for thermal energy deposition model. (a) Temperature field 
input matching lower flux case. (b) Temperature field matching higher flux case. 
Temperature field is applied using a Berendsen thermostat without rescaling the vθ 
components. 
 
 Continuum flow description 
 
A detailed continuum flow simulation of the melt region is used with two principal goals: (1) to 
confirm that Marangoni stresses indeed drive the observed flow, and (2) to quantify how well a 
continuum model can represent mechanisms and thereby potentially be useful to design FIB 
milling procedures. However, at such extreme conditions, the value of the surface tension 
temperature gradient γ is not firmly established. We used 30.15 10 Pa.m/Kγ −= − ×  for our model 
since this well represents the available experimental data.150 Similarly, we use a temperature 
dependent viscosity ( )Tµ 149 which is based upon an oscillating viscometer. Sato et al. found no 
significant effect of the crucible material on the silicon viscosity and their results showed good 
Arrhenian behavior. We use their suggested temperature dependent viscosity: 
(a) Thermal source matching 
low flux case 
(b) Thermal source matching 
high flux case 
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 10
819log (T) 0.727 mPa s
T
µ  = − + ⋅ 
 
  (6.4) 
These constitutive models are coupled with the steady flow equations which are solved in the 
region bounded by region T > 1685K (the solid--liquid boundary) and ρ > 0.25ρSi (the liquid-vapor 
boundary). The specific governing equations are thus 
 ( )( ) ( )
0
Tpρ µ ⋅∇ = −∇ +∇⋅ ∇ + ∇ 
∇ ⋅ =
u u u u
u
  (6.5) 
subject to   0=u on the solid silicon boundary, with 0 and Tτ γ⋅ = ⋅ ⋅ = ⋅∇n u t n t on the free 
surface, where t and n are the surface tangent and normal vectors, respectively. The geometry and 
temperature T on the free surface is taken directly from the atomistic simulation (Figure 6-6) and 
assumed to be axisymmetric with 0vθ =  per the atomistic simulation results. This system was 
solved with the commercial finite-element solver COMSOL157 Multiphysics®. The formulation and 
solver were verified against a Chebyshev polynomial discretization for a bi-harmonic form of the 
flow equations on a semi-circular two-dimensional geometry, which was motivated by the high-
Figure 6-10. Continuum velocity solutions for the two cases as labeled. The velocity field is 
obtained from commercial FEA software. The boundary conditions used matches with 
those simulated using MD. 
(a) Low flux (b) High flux 
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flux case. Though this two-dimensional model showed the same behavior, the axisymmetric 
solution provided better quantitative agreement with the atomistic results. It was also confirmed 
with this auxiliary spectral solver that the results were insensitive to any reasonable slip-length 
imposed in a Navier boundary condition on the liquid-solid interface to regularize flow near the 
tri-junction. The velocity field visualizations for the continuum model in Figure 6-10 compare well 
with the corresponding atomistic results in Figure 6-8. A quantitative comparison between the two 
is shown in Figure 6-11, where we plot the velocity magnitude on the ρ = 0.25ρSi surfaces for both 
cases. 
(a) Low flux 
(b) High flux 
Figure 6-11. Velocity magnitude on the ρ = 0.25 ρSi surface versus arc length for the two 
cases as labeled. A very good agreement is observed between the finite element model and 
MD simulation cases. 
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 Summary and implications 
 
In summary, the ion-induced heating locally melts the silicon target, and temperature-gradient 
induced surface tension gradients on the free surface of this melt induce a recirculating flow. This 
is true both for the above-threshold flux case, in which the free surface is toroidal, and for the 
below-threshold flux case, in which there is a liquid plug in the otherwise solid target. The capillary 
numbers ( 0.15 ) are low, which suggests that surface tension is principally responsible for 
maintaining the shape of the free surface in these configurations, and the Marangoni numbers (Ma 
= 0.57 to 0.77) suggest that its gradients should induce a steady thermocapillary driven flow. A 
corresponding continuum model, with geometries and temperature fields extracted from the 
atomistic simulations, reproduces the atomistically determined velocity to within about 20%, 
supporting the principal role played by the Marangoni stresses.  
This is but one configuration in which FIB milling might be used. At high fluxes, FIB has the 
potential to form melt regions in myriad cases, most of which can be expected to include a similarly 
strong temperature gradient between the location of the melt and the solid material away from the 
ion focus. Thermocapillarity is thus a potentially important factor in FIB-based milling. We can 
anticipate, based upon the success of the continuum model here, that such a description can be 
used to design FIB procedures to accomplish particular objectives. These might involve melt-zone 
mixing of material in initially layered target materials. Bulk materials, rather than the thin films 
considered here, might also introduce additional manifestations of thermocapillary flow. It is 
possible that Marangoni forces, for example, might be tailored through FIB protocols and the target 
temperature, to draw material from a deep hole in a bulk material or fill FIB-milled features with 
liquid material. We can also anticipate that larger holes will be subject to Marangoni or finite-
inertia instabilities depending upon the details of the milling procedures. It is also understood that 
thermocapillary flow can affect crystal quality in semi-conductors,155, 156 which might also affect 
manufacturing or sample preparation.   
Based upon the non-dimensional parameters that define the specific target we considered, we can 
anticipate how the observed behavior might change for other conditions. Of particular importance 
would be larger spot-size FIB applications and thicker films, since our model configuration has a 
spot size on the small end of that achievable with present-day technology. This can be considered 
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via the length scale  . Referring to Table 6-3, if   increases, we can anticipate a Re-based transition 
to a more complex steady flow or even instability leading to unsteady flow. Similarly, increasing 
 will potentially lead to unsteady Ma effects. Both of these might pose challenges for maintaining 
control over processing, and limit the speed of FIB-based milling. Instabilities of this kind are 
observed in the much larger melt pools of welding applications.158 However, even for larger 
targets, this steady Marangoni-driven flow regime should be accessible if the FIB spot sizes are 
kept small and rastered. In this case, the fluid mechanics may remain deterministic, and therefore 
potentially important for designing processing methodologies. 
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Chapter 7  
Conclusions 
 
 
The research presented here explores the focused ion beam material removal mechanisms at high 
flux, particularly, when the system undergoes strong thermal effects. The work focuses on mass 
rearrangement that is accompanied by a thermocapillary driven Marangoni flow from an energetic 
point of view. The key results of this work are summarized below along with some possible future 
directions. 
 
 Summary 
 
Focused ion beam material removal mechanisms are shown to be affected by strong thermal 
phenomena dominant at high beam flux. In the conventional view, the key mechanisms of material 
removal during FIB machining is understood to be sputter erosion. However, there is significant 
evidence showing that the material removal rate can be far greater than that predicted by sputter 
erosion theory when using specific FIB parameters and materials with specific thermodynamic 
properties. We have introduced a dimensionless number which is shown to correctly predict this 
threshold behavior. This simple dimensionless number compares the power input from the FIB 
with power output by thermal conduction. When this number is below unity, it predicts that the 
process is driven by sputter erosion. But when the number is above unity, the system is expected 
to undergo strong thermal effects. The dimensionless number is shown to predict this behavior 
correctly for the results that exist in literature on a wide range of materials and FIB parameters. 
The hypothesis that the same threshold behavior can be observed in relatively high thermal 
conductivity materials, like silicon, at sufficiently high beam flux, is tested here and validated. 
Specifically, nanopore fabrication simulations are done on thin and thick silicon targets. 
Simulation results are presented for a range of ion beam fluxes with varied target thickness. We 
have identified a critical ion beam flux (fc ≈ 1.8×1024 cm-2s-1) above which nanopore formation 
133 
 
changes over to a thermally dominated process. The normalized material removal rate is plotted 
against the dimensionless number Π in Figure 7-1 with the cases studied here are shown in color. 
From this figure it is evident that the dimensionless number Π also supports this threshold flux. 
The thermal process has been identified as explosive boiling, which controls nanopore formation 
mechanics through material removal and rearrangement. A comparison between the respective 
roles of impact mechanics (organized energy deposition) versus thermal effects (disorganized 
energy deposition) is also made. We have shown that the explosive boiling process helps to 
overcome the surface energy barrier posed by the new surfaces of the nanopore. The process of 
nanopore fabrication is found to be orders of magnitude faster than the sputter erosion mechanisms.  
 
Figure 7-1. Normalized material removal rate vs. dimensionless number Π. The results from 
the MD simulation are plotted in color. The colorbar represents the beam current in nA, and 
the symbols represent different materials as shown in the legend. The data plotted here is 
obtained from a range of sources listed in the caption of Figure 2-5. Squares labeled 13 
through 19 represents thin target cases, and 20 through 22 represent thick target cases. 18, 
19, and 22 are below-threshold flux cases. 
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We have also analyzed thermocapillary effects which gives rise to the recirculating Marangoni 
flow in the liquid regions. The flow field that is setup is found to be symmetric and not driven by 
ion momentum flux. A viscous flow model with a Marangoni forcing term based on the 
temperature gradients is presented, and found to be in good agreement with atomistic simulations. 
 
 Future directions 
 
The nanopores formed during high flux FIB are found to open and close several times during our 
simulation time. While the first nanopore opening occurs in a fraction of a nanosecond, it may take 
in the order of ~μs to form a stable open nanopore. Although, the simulations presented here are 
stopped after ~1000 impacts, they can be run for a longer time in order to resolve the time 
dependent pulsating mass flow near the center of the target observed during the opening and 
closing of nanopores. The results can provide important details related to impact dynamics and 
mass flow and help design efficient nanopore fabrication experiments. 
The stability of the open nanopores can also be analyzed by varying the beam parameters, 
especially, the beam energy, the beam flux, and the beam FWHM diameter. Thus, a relation 
between the beam parameters and the target thickness can be achieved for a stable nanopore. As 
shown here, the nanopore formation requires overcoming a specific surface energy depending on 
the size of the nanopore formed. Thus, a dimensional analysis using the relevant key parameters 
comparing the energy input and the energy to create a nanopore can make it possible to predict the 
stability of an open nanopore.  
One possible method to obtain an open nanopore could be to quench the target once the nanopore 
is formed, thus freezing the atoms and preventing them from flowing towards the center of the 
target. Different quenching rates can be applied once the nanopore is open to find out optimum 
quenching rate for a stable nanopore. The structures formed after the nanopore is quenched can 
also be analyzed for any residual stress and defects that can affect the function of the nanopore in 
a harmful way. 
It is shown here that Marangoni flow is important and that it creates a recirculating flow for the 
thin film. The Marangoni flow sets up the recirculating flow due to a temperature gradient obtained 
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at the nanopore surface with maximum temperature at the center of the target. It may be interesting 
to observe the flow characteristics when the ion beam is turned off. This may help to analyze the 
effect of the atomic momentum driven flow over the thermocapillary driven flow. 
The effect of Marangoni flow on sandwich structures can also be experimented. New generation 
nanopores for DNA sequencing uses transverse electrical current measurements perpendicular to 
the DNA159 (as shown in Figure 7-2 (a)). To achieve this, an electrode has to be inserted as a 
sandwich layer at the center of the nanopore.  
 
Figure 7-2. (a) Reproduced from Lagerqvist et al.159 A transverse electrode used for DNA 
sequencing is shown. (b) MD simulation results from present study. A 1nm thick horizontal 
layer is colored black before the start of the simulation. Once the nanopore forms, the black 
atoms are found to be well mixed with the top half atoms (red) and the bottom half atoms 
(blue). 
The realization of such a configuration is difficult to achieve in practice. However, as we have 
seen thermocapillary effect induces a recirculating Marangoni flow at the nanopore surface. This 
effect could be used to create an electrode on the nanopore surface. We have used our simulation 
results of silicon target and colored 1 nm thick horizontal layer black at the center of the target (as 
shown in Figure 7-2 (b)). Then after the nanopore forms, we observe that the black atoms, which 
were at the center of the target initially, have mixed with both the top layer (red) and bottom layer 
 
5nm (a) (b) 
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(blue) and are surrounding the nanopore surface. Detailed analysis with different material species 
and surfactants can help achieve the configuration preferable for this new generation DNA 
sequencing technique. 
 
Figure 7-3. A plot showing the available beam parameters. The beam current and diameter 
from the present study is plotted with diamond symbols. Using Si-N or amorphous Si, beam 
current can be reduced significantly as shown by square symbols. The beam current can be 
further reduced for PMMA materials shown by star symbols. 
The dimensionless parameter introduced here can be used as a guide to design experiments where 
strong thermal effects may or may not be expected. Using this Π number it is possible to choose 
from a wide range of soft and other materials with lower thermal conductivity that can exhibit the 
thermal effects presented here. For example, one could evaluate Π for the thermal conductivity of 
the desired material, and solve for the beam current that would yield the same value of Π for the 
cases presented here in other materials. For PMMA (a soft material with very low thermal 
conductivity), one can find that the same thermal effects presented here can be observed using a 
beam current of 25pA, which is readily available in conventional FIB instruments using LMIS. 
Similarly, using Si-N or amorphous silicon material the same effect could be observed using a cold 
atomic beam ion source (as shown in Figure 7-3).   
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Appendix A  
Critical temperature of Stillinger-Weber 
silicon 
 
 
To find out critical temperature of the Stillinger-Weber silicon a simple simulation is done, where 
the temperature of a small silicon target is increased with the help of a thermostat while keeping 
the volume constant. The Simulation box volume is taken to be twice the size of the crystalline 
target. 60 independent simulations are done while increasing the temperature of the target from 
room temperature to a final temperature ranging from 2000K to 8000K with a 100K interval and 
thermostating it for 2ns. The density plot with respect to the temperature of the box is shown in 
Figure A-1. The critical temperature of the substance can be identified at the point where there is 
no distinct change in the density for the liquid-gas interface. From this figure we estimate the 
critical temperature of the Stillinger-Weber silicon to be approximately 6500K. Previously 
reported value is ~8000K.160 
 
Figure A-1. Critical temperature simulation. The density of the target is presented with 
respect to the temperature of the target. The vertical axis is the unit cell which equals 
0.543nm for our target. 
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Appendix B  
Finite element analysis of temperature profile 
 
 
A commercial finite element analysis package (COMSOL157) is used for this research. For the thin 
membrane we use this package to calculate the steady state, and transient radial temperature 
profile. We use a 3D model with box size identical to our MD simulation, using a temperature 
dependent thermal conductivity k(T). 
 
Figure B-1. Temperature dependent thermal conductivity. Experimental data is shown with 
the solid red line showing the inverse power fit to the experimental data. 
The temperature dependent thermal conductivity of silicon is obtained from a group of 
experiments,93, 96, 130, 131, 147 The experimental data along with the fitted curve that is used in the 
analysis is shown in Figure B-1. An inverse function is used for the fitting. COMSOL uses an 
iterative solver to solve the heat equation with temperature dependent conductivity. The boundary 
conditions are shown in Figure B-2. The temperature at the outer edge of the domain is fixed at 
300K, and the top and bottom surfaces are insulated. We calculate the thermal flux from the 
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incident ion beam by measuring the average kinetic energy lost by the ions. We assume a uniform 
heat dissipation across the depth at x=0nm, y=0nm. 
 
Figure B-2. A 3D view of the geometry used in COMSOL simulation. The top and bottom 
surfaces are insulated. The sides are maintained at 300K. The dimension is shown in nm. 
An extremely fine mesh with an average length of 0.125nm is used. The 3D temperature profile at 
steady state is shown in Figure B-3. The maximum temperature reaches ~6376K at the center. 
 
Figure B-3. Steady state temperature profile for the geometry simulated in COMSOL. The 
temperature scale is represented by the colorbar. A maximum temperature of 6376K is 
found at the center. 
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Appendix C  
Finite element analysis of thicker box 
 
 
In the molecular dynamics simulation, we have assumed that the ion beam has a Gaussian shaped 
ion distribution with a full width at half max (FWHM) of 3.5nm. 
The general form of a Gaussian distribution is given as: 
 
2
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x b
ce df
−
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= +   (C.1) 
We have used a=1, b=0, d=0, for the planar distribution of the incoming ions. 
So we have, for the ion distribution: 
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The FWHM is related to the standard deviation c in the following way, 
 FWHM 2 2ln 2c=   (C.4) 
So, for FWHM=3.5nm, c=1.4863nm. 
The average energy lost by the ions during the thick target simulation is plotted in Figure C-1 with 
respect to the depth of the target. The data is fitted to a Gaussian profile of the form 
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 Figure C-1. Average energy lost by the gallium ions inside the thick target. The solid line 
represents a Gaussian fit to the simulation data obtained from MATLAB. 
The curve fitting tool of MATLAB is used to find out the parameters in this equation. The 
parameters are found to be, a1 = 744, b1 = -19.98, and c1 = 16.84. 
Thus the energy deposition for a 30keV Ga ion, with a 1 ps time interval between ion impacts, 
results into, Qs = 30keV/1ps = 4.806×10-15J/1ps = 4.806×10-3W, which is the total energy input or 
heat source for the FEA simulation. Now the total energy distribution due to the ion impacts can 
be formulated by 
 ( ) ( ) ( )sQ Q f x f y f z=   (C.6) 
Now, f(x), f(y), and f(z) need to be normalized so that, 
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f(x), f(y), and f(z) are normalized in the following way, 
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Thus the final expression of energy distribution becomes, 
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In COMSOL, we use a 44nm wide and 55nm deep target. The top and bottom surfaces have 
“Thermal Insulation” boundary conditions, the side walls have “Temperature” boundary 
conditions fixed at 300K. 
Heat source is applied on the target using the heat source equation provided earlier. We use an 
integration function built into COMSOL to verify that we have the correct amount of heat flux into 
the system. We use a temperature dependent thermal conductivity as noted in Appendix B.  
Steady state heat transfer equation is solved using COMSOL given by, 
 . .( )pC u T k T Qρ ∇ = ∇ ∇ +   (C.10) 
The schematic diagram of the target simulated in COMSOL along with the discretization used is 
shown in Figure C-2. The lateral sides are fixed at 300K temperature and the top and bottom 
surfaces are insulted.  
 
Figure C-2. Schematic diagram of the thick target simulated in COMSOL. (Left) 
Temperature boundary conditions, and (right) discretization of the domain are shown. 
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 Figure C-3. The 3D and 2D temperature profile of the target simulated in COMSOL. (left) 
The transparent green plane shows a section in the 3D target, and (right) temperature profile 
on this cross-section is shown. The maximum temperature reaches to 6174K for this case. 
The 3D and 2D temperature profile is shown in Figure C-3. The temperature profile matches well 
with that from MD simulation. The maximum temperature is reached at ~20nm from the top 
surface, which is expected from the energy distribution as shown in Figure C-1. 
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Appendix D  
Finite element analysis of Marangoni effect 
 
 
We have used COMSOL to simulate the thermocapillary or Marangoni effect on silicon. A 2D 
axisymmetric simulation domain is used for this case. We extract the nanopore boundary from our 
MD simulation using a 0.25 relative density contour, and the solid-liquid interface using a 
temperature contour of 1685K. The contour plot from which these zones were extracted are shown 
in Figure D-1. 
 
Figure D-1. Contour plot of the nanopore surface and solid-liquid boundary that has been 
extracted for the COMSOL simulation. A 0.25 relative density is used for the nanopore 
surface, and a 1685K temperature contour is used for the solid-liquid interface. 
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Figure D-2 shows the imported geometry in COMSOL. The curve is smoothed in COMSOL and 
converted into a surface entity to apply the boundary conditions and the solution scheme. The blue 
curve around the boundary shows the edge where the surface tension gradient boundary condition 
is applied. 
 
Figure D-2. The geometry imported in COMSOL and the meshing. The geometry is imported 
from the relative density and temperature contours. An extremely fine mesh is used for the 
simulation. 
The calculation is carried out with the laminar flow module, which solves the Navier-Stokes 
equations. The fluid flow equation that COMSOL solves is: 
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Here, μ is the dynamic viscosity, ρ is the density, p is pressure, F is a source term representing 
external force. 
Marangoni effects at an interface (boundary) can be described by the following equation: 
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Since in COMSOL, it is not possible to apply two boundary conditions at the same boundary, we 
have to apply it using a weak contribution. Applying two boundary conditions at the same interface 
may make the system too strict. According to COMSOL,157 the weak equation partially reverses 
the derivation procedure to return an integral formulation which is less strict than the PDE.  
To formulate the weak form, we need to multiply the equation by a test function v. We can choose 
which kind of test functions to use in COMSOL. The default is Lagrange-Quadratic which is used 
for this case. 
To impose the boundary condition, that shear stress is proportional to temperature gradient on the 
surface, we need to use a weak contribution. Basically, we multiply the shear stress boundary 
condition by a test function. COMSOL does the integration. The equation after multiplying the 
test function becomes, 
 test(u) gammaT v Tx
x
γ ∂ × = × ×
∂
  (D.3) 
In our case, ‘gamma’ is a constant, and Tx is the derivative of temperature on that boundary. The 
temperature is interpolated from the actual MD data all over the boundary. 
COMSOL uses test operator to express test functions, v. Test functions operate on the solution 
variable u. So, test functions become, (u)v test= . In COMSOL, partial derivative of a function is 
represented as u ux
x
∂
=
∂
, partial derivatives of a test function is expressed as ( )v test ux
x
∂
=
∂
. 
According to COMSOL, this has the desired effect, because, all terms multiplied by the test 
function of the x direction velocity, u, are added together and therefore must have the same 
physical meaning. The test function of u multiplies the entire x component of the Navier-Stokes 
equations and, after integration by parts, a boundary term identifiable as the x component of the 
boundary stress. Therefore, gamma×Tx will be added as a contribution to the boundary stress, 
acting in the x direction. 
The axisymmetric velocity profile solved using COMSOL is shown in Figure D-3. 
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 Figure D-3. Axisymmetric velocity profile obtained from COMSOL. (Left) The velocity field 
on the RZ plane, (right) a 3D revolution of the RZ plane with the velocity field shown. 
According to COMSOL, weak formulations are very suitable for non-smooth physical effects, 
discontinuity in material data, rough surfaces, point sources, rapid changes in the solution or its 
gradients.  
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Appendix E  
Bubble surface area measurement 
 
 
For the surface energy calculations, we need to measure the surface area first. The surface area of 
the solid-bubble interface is calculated. To do this, the domain is first discretized with equal sized 
cubic voxels. The dimensions of these voxels are 0.543nm×0.543nm×0.543nm. After the 
discretization, the number of atoms in each voxels are counted, which is then converted to relative 
density. Depending on the relative density, each voxel is assigned either a solid or bubble flag. The 
isolated solid voxels that are not attached to the bulk material is considered sputtered, and floating. 
They are not considered for the surface area estimation. The next step of this process is to count 
the number of exposed faces of each 3D cubic voxels that are at an interface. Then depending on 
the position of a particular voxel at an interface, 9 configurations are possible as shown in Figure 
E-1.161, 162 Depending on these configurations a weight is assigned to each of the voxels which are 
then summed to calculate the total surface area. 
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 Figure E-1. 9 possible configurations of the exposed surfaces of a voxel, reproduced from 
Mullikin et al.161 The shaded voxel for each of these cases are assigned a specific value based 
on their contribution on the surface area at the interface. 
The weights that are used, taken from Mullikin et al.161 are, w1=0.894; w2=1.3409; w3=1.5879; 
w4=2.0; w5=8.0/3.0; w6=10.0/3.0; w7=2.0×w1; w8=2.68; w9=4.08. Once the surface area is 
found, the surface energy is calculated by simply multiplying the surface tension coefficient of the 
surface at that temperature. A snapshot during the surface energy calculation process is shown in 
Figure E-2. The voxels shown in this figure are at the interface of the solid and bubble. The color 
of the voxels represent the number of faces exposed at the interface. For example, blue colored 
voxels have one face exposed, and red colored voxels have all 6 faces exposed. 
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 Figure E-2. Voxels during the surface energy calculation. The voxels shown here are at the 
interface of the solid and bubble. The color shows the number of exposed surfaces for each 
voxels. 
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Appendix F  
Parametric curve of the nanopore 
 
 
We fit the 2D axisymmetric nanopore surface to a parametric curve, and find the surface area by 
revolving the curve about the central axis. The parametric curve in black to fit the surface of the 
nanopore is shown in Figure F-1. In this figure, a 1nm thick slab at the center of the target is shown. 
The equation we use is: 
 
2( )tanh(b ) a xy x xe σ−+=   (F.1) 
where a, b, and σ are parameters which we can choose to fit the curve.  
 
Figure F-1. Fitting a parametric curve to the actual nanopore surface for calculating the 
surface energy. 
We choose the parameters and vary them so that they can follow approximately the same nanopore 
surface that we observe to form during our MD simulation. For this reason we need a range of a, 
b, and σ chosen as: a = (0.3  0.5), b = 5, σ = (1.0  0.2) shift = (0.0nm  3.0nm). 
We then plot the curves using these parameters. The Figure F-2 shows the superposed curves on 
the MD surface and represents the nanopore evolution of surface as the nanopore forms. 
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 Figure F-2. Superposition of the parametric curves that show the evolution of a nanopore 
surface. The red lines are found by evaluating the equation (F.1) using a range of the values 
for the parameters. 
 
Figure F-3. The surface energy curves using the parametric equations representing the 
nanopore shapes found in our MD simulations. The top black curve with circles represent 
the surface energy for the highest flux case. The MD surface energy using the voxel method 
for the same flux is denoted by the red curve. 
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We use these parametric curves to calculate the surface energy of the actual nanopores. The surface 
energy evolution using the parametric equations compared with that from MD simulation is shown 
in Figure F-3. We observe that the black curve follows the red curve very closely which is the 
highest flux case found from MD simulation for the thin target. This result confirms that the 
estimate of surface energy using the voxels method matches very closely with that found by using 
a parametric equation. 
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Appendix G  
SRIM simulations 
 
 
SRIM calculations are done for a 30keV Gallium ion with normal incidence on Silicon target. The 
silicon target is chosen to be 100nm thick. The ion ranges for 1000 bombardments on silicon target 
are shown in Figure G-1. The ion range for this case is ~28nm.  
 
Figure G-1. The ion ranges for 30keV gallium ion bombardments on silicon target. 
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 Figure G-2. The lateral distribution of ions. 
The lateral projection range of the ions is shown in Figure G-2. The range is ~6.3nm, with ~8.1nm 
straggle. The straggle means the extent of the ionic distribution. 
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 Figure G-3. The energy given to recoil atoms. 
The amount of energy given to recoil atoms is shown in Figure G-3. On average, approximately 
28keV energy is absorbed by the atoms from each 30keV ions. 
157 
 
 Figure G-4. The sputter yield measurement using energy of the atoms. 
SRIM calculates the sputter yield to be approximately 2.09 atoms/ions. The sputter yield is 
measured from the atom energies. If the energy of an atom normal to the target surface exceeds 
4.7eV, the atom is considered to be sputtered. Approximately 43.94 eV/atom was carried out by 
each of the sputtered atoms. The sputter yield measurement is shown in Figure G-4. 
 
158 
 
 Figure G-5. 3D distribution of ions inside the target. 
A 3D distribution of ions inside the silicon target is shown in Figure G-5. 
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 Figure G-6. Distribution of recoil atoms inside the target. 
A distribution of the recoil atoms is shown in Figure G-6. 
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