We consider systems of equations of the form
1 Introduction.
Let A be a sparse matrix having full row rank. We suppose that some of the columns of A are much denser than the other columns and that these dense columns have been identified. Then we can write A as a partitioned matrix:
where S represents the sparse part of A and D the dense part. The matrix
AA
T is equal to SS T + DD T and even though we expect SS T to be quite sparse, DD T will be very (or even completely) dense. Hence, AA T is also very dense and so it is important to look for a method for solving the system of equations
without using AA T explicitly. Two techniques are commonly used for this purpose. The first technique is to use (SS T ) −1 as a preconditioner for the conjugate gradient method (see e.g. [GMS + 86], [AKRV89b] , [AKRV89a] , [?] ). The second technique stays within the framework of direct methods. It is based on the Sherman-Morrison-Woodbury formula:
(see e.g. [CMS90] , [GMS88] , [LMS89] 2 The Sherman-Morrison-Woodbury Formula.
Consider the following system of equations:
which is written out as
If we solve (2.3) for y as a function of x and then substitute this into (2.2), we see that
Now, suppose that SS T is invertible so that we can solve (2.2) for x as a function of y:
Then we can substitute this into (2.3) and obtain
Finally, substituting this expression for y into (2.4), we get the Sherman-
Morrison-Woodbury formula for (SS
Using (2.1) as a starting point for deriving the Sherman-Morrison-Woodbury formula motivates us to ask: why not solve (2.1) with a general linear system solver and then just keep the x part of the answer? One would think that this should do even better than the Sherman-Morrison-Woodbury formula since it does not predetermine the order in which the equations are solved.
However, it suffers from the drawback that the matrix in (2.1) is not positive definite (even though it is symmetric). Hence, for direct factorization methods, pivoting rules depending on tolerances become quite important. The splitting technique described in the next two sections of this paper is similar to this approach except that it always involves symmetric positive definite matrices.
3 Splitting A Single Dense Column.
Suppose that D consists of a single dense column d:
We split d into a k column matrix ∆ by distributing to each column a few nonzeros from d. The matrix ∆ is related to d by the following formula:
where e is a k-vector of ones. Of course, to be efficient we want the columns of ∆ to be sparse, but this is not necessary for the algebra. Consider the system of equations
where
Theorem 1 C has full row rank if and only if A has full row rank. Assuming that C has full row rank, let x T y T T be the solution to (3.1). Then
Proof. Let m and n denote the number of rows and columns of A, respectively. Then C has m + k − 1 rows and n + k − 1 columns. Since performing column operations does not affect the rank of a matrix, we can replace the n th column of C (i.e. the first in the split group of columns) with the sum of columns n, n + 1, . . . , n + k − 1 to get the following matrix, which has the same rank as C:
where ∆ j denotes the j th column of ∆ and L j denotes the j th column of L.
We now see that this matrix has full row rank if and only if A does since the
Now assume that C has full row rank. Then writing out (3.1), we see
Solving (3.3) for y, we get
and substituting this into (3.2) we get the following expression for x:
If we can show that
we will be done since then (3.4) becomes
To prove (3.5), we first note that the left-hand side is the projection onto the null space of L. But from the definition of L, we see that its null space is the one-dimensional space spanned by e. The projection onto this onedimensional space is easily seen to be given by ee T /k. ✷ Theorem 1 says that instead of solving system (1.1), one could instead solve the split system (3.1) for x. Even though system (3.1) is larger, it has a better sparsity structure and can often be solved much faster than the original system.
Splitting Several Dense Columns.
Now we return to the general case where A can have several dense columns:
A splitting (and scaling) of D is a matrix ∆ having the same number of rows but more columns and which satisfies
where each e i is a k i -vector of all ones. Hence, we see that we have expanded the i th column of D into k i new sparse columns. For each i, let L i be a
Now, consider the system of equations
Theorem 2 C has full row rank if and only if A has full row rank. Assuming that C has full row rank, let x T y T T be the solution to (4.4). Then
Proof. The proof that C has full row rank if and only if A does proceeds in the same way as the proof of the same statement in Theorem 1, so we omit it here.
Again performing block matrix algebra, we see that
we will be done, since then (4.5) becomes
To prove (4.6), we again note that the left-hand side is the projection onto the null space of L. But from the definition of L, we see that its null space is the n-dimensional space spanned by the following n orthonormal vectors:
Projection onto this space is easily seen to be given by EE T . ✷ 5 Application to Interior-Point Methods for Linear Programming.
Consider the following linear programming problem:
Interior-point methods for solving this problem rely on being able to solve efficiently systems of equations of the form:
where X is a diagonal matrix. Hence, dense columns in A are an impediment to efficient interior-point algorithms for linear programming based on direct factorization methods.
As before, let us suppose that we have identified the dense columns so that we can rewrite the linear programming problem in block matrix form:
One technique for dealing with dense columns (see e.g. [Van93] or [LMC89] )
is to split each column of D into several columns (thereby creating additional variables) and to force the corresponding variables to be equal by including linking constraints. Algebraically, this derived LP can be written as minimize c
where ∆ is as defined in (4.1) and L is as defined in ( The effectiveness of these splitting techniques depends on how good the heuristic is which identifies and decides exactly how to split dense columns.
In ALPO, the heuristic is of the simplest possible kind. Namely, there is a threshold parameter θ and any column with more than θ nonzeros is split into a set of columns, each containing exactly θ nonzeros, except for the last column, which contains the remainder of the nonzeros. The nonzeros are allocated to the new columns in the order in which they appear in the sparse matrix data structure. That is, the first θ nonzeros go into the first column, the second θ go into the second column, etc. It would be interesting to develop heuristics which are fast but which are more sophisticated than the present one.
6 General Linear Systems.
Suppose we wish to solve where E is given by (4.2). Then instead of solving the comparatively dense system (6.1), we solve the following much sparser system:
where L is given by (4.3). Then mimicking the proof of Theorem 2, we see that the x so obtained is actually a solution to Ax = b.
