We measured foveal flicker sensitivity with and without external added temporal noise at various levels of retinal illuminance and described the data with our model of flicker sensitivity comprising: (i) low-pass filtering of the flickering signal plus external temporal and/or quantal noise by the modulation transfer function (MTF) of the retina (R); (ii) high-pass filtering in proportion to temporal frequency by the MTF of the postreceptoral neural pathways (P); (iii) addition of internal white neural noise; and (iv) detection by a temporal matched filter. Without temporal noise flicker sensitivity had a band-pass frequency-dependence at high and medium illuminances but changed towards a low-pass shape above 0.5 Hz at low luminances, in agreement with earlier studies. In strong external temporal noise, however, the flicker sensitivity function had a low-pass shape even at high and medium illuminances and flicker sensitivity was consistently lower with noise than without. At low luminances flicker sensitivity was similar with and without noise. An excellent fit of the model was obtained under the assumption that the only luminance-dependent changes were increases in the cut-off frequency ( f c ) and maximum contrast transfer of R with increasing luminance. The results imply the following: (i) performance is consistent with detection by a temporal matched filter, but not with a thresholding process based on signal amplitude; (ii) quantal fluctuations do not at any luminance level become a source of dominant noise present at the detector; (iii) the changes in the maximum contrast transfer reflect changes in retinal gain, which at low to moderate luminances implement less-than-Weber adaptation, with a 'square-root' law at the lowest levels; (iv) the changes of f c as function of mean luminance closely parallels time scale changes in cones, but the absolute values of f c are lower than expected from the kinetics of monkey cones at all luminances; (v) the constancy of the high-pass filtering function P indicates that surround antagonism does not weaken significantly with decreasing light level.
Introduction
Experiments with flickering stimuli have consistently revealed similar relationships between sensitivity, temporal frequency and retinal illuminance (De Lange, 1952; Kelly, 1961; Levinson & Harmon, 1961; von Wiegand, Hood & Graham, 1995) . At high luminance levels, sensitivity to a flickering spot rises with increasing temporal frequency across the low-frequency range, peaks around 10 Hz and then decreases steeply. At low luminance levels sensitivity to flicker in a spot of moderate size first remains constant but then decreases steeply as a function of temporal frequency. Thus, the flicker sensitivity function has a band-pass shape in bright light but a low-pass shape in dim light.
It is clear that the main properties of the flicker sensitivity function can be explained by known physiological properties of the retina. The sensitivity function can be decomposed into a low-pass component resembling filtering by photoreceptors (DeVoe, 1962; Fuortes & Hodgkin, 1964; Baylor, Hodgkin & Lamb, 1974; Hood & Birch, 1993 ) and a high-pass component mainly due to filtering associated with neural transmission. For a flickering spot of moderate size most of the high-pass filtering is due to lateral antagonism which largely resides in the retina but may be potentiated in the brain (Kelly, 1961; Levinson, 1964; Kelly, 1969 Kelly, , 1971 Watson, 1986; Donner & Hemilä, 1996) . The low-pass filtering by photoreceptors is mathematically equivalent to the familiar engineering solution, where high-frequency attenuation is modeled as a sequence of RC-filters (De Lange, 1952; Matin, 1968; Sperling & Sondhi, 1968; Watson, 1986; von Wiegand et al., 1995) .
The objective of the present work is to decompose the luminance-dependent changes in the flicker sensitivity function into underlying factors that can possibly be correlated with known physiological mechanisms. The data are analysed within the framework of a heuristic model of temporal processing in the visual system (Rovamo, Raninen, Lukkarinen & Donner, 1996) , analogous to a model used for spatial vision (Rovamo, Luntinen & Näsänen, 1993) . The model comprises: (i) a low-pass filtering stage R (whose main features are derived from cone photoreceptors but modified by the retinal network); (ii) a high-pass filtering stage P mainly derived from the receptive field properties of retinal ganglion cells but without excluding potentiation of lateral antagonism in the brain; (iii) addition of intrinsic white neural noise; and (iv) detection of the signal by a temporal matched filter, which in white noise is an ideal detector.
We measured root-mean-square (rms) flicker sensitivity at various temporal frequencies and levels of retinal illuminance in the presence and absence of strong external, white, temporal noise. Measuring sensitivities both with and without a dominant external noise allows us to distinguish the changes in (i) early filters R and P; (ii) early and late noises; and (iii) efficiency of the detector. The analysis indicates that it is enough to assume luminance-dependent changes only in the lowpass filter R, where both the high-frequency cut-off and the maximum contrast transfer increase with luminance. Both these changes are consistent with changes in retinal time scale and sensitivity observed in cone photoreceptors and monkey ganglion cells (Tranchina, Gordon & Shapley, 1984; Daly & Normann, 1985; Sneyd & Tranchina, 1989; Purpura, Tranchina, Kaplan & Shapley, 1990; Shapley, Kaplan & Purpura, 1993; Donner, Koskelainen, Djupsund & Hemilä, 1995; Donner, Hemilä & Koskelainen, 1998) . This has two important further implications. Firstly, quantal fluctuations do not at any luminance level become a dominant source of neural noise present at the detection stage, although quantal noise may be physiologically important in setting the gain of the retinal network (Donner, Copenhagen & Reuter, 1990; Rudd, 1996; Rudd & Brown, 1997) . Secondly, for our stimulus spot of moderate size, the high-pass filter P is similar at all luminances, indicating that lateral antagonism does not weaken significantly when luminance is lowered Enroth-Cugell, Lennie & Shapley, 1975) .
Modelling of flicker sensitivity at various light levels
Before visual stimuli varying in time are interpreted by the human brain they are filtered by the retinal photoreceptors and subsequent neural visual pathways. This complex temporal signal processing has been modelled (see Fig. 1 ) as a four stage process : The visual signal, externally added temporal noise (N t ), and light dependent noise (N q ) are combined at the event of quantal absorption. Subsequent lowpass and high-pass filtering may be distinguished not only conceptually, but also to a large extent physiologically, as the former is primarily associated with phototransduction and 'direct' signal transmission from photoreceptors to ganglion cells in the retina, while the latter is mainly due to surround-type antagonistic interactions (see e.g. Donner & Hemilä, 1996) . Thus, it is possible to model as sequential stages (i) low-pass filtering in the retina (the modulation transfer function R); and (ii) high-pass filtering in the retina, possibly with additional central components (the modulation transfer function P). These processes are followed by (iii) the addition of internal neural noise (N i ). Finally (iv), signal detection takes place by a temporal matched filter, which in white noise produces the highest possible signal-to-noise ratio (Tanner & Birdsall, 1958) , being the ideal detector.
In the modelling, physiological transparency has been a major goal. Thus, the choice of main components and definition of their properties is closely related to current knowledge of the physiology of photoreceptors and retinal ganglion cells. This of course means, on the other hand, that we are not primarily pursuing maximal mathematical simplicity or compactness. For the list of parameters used in the model and their meanings, see Appendix A.
The retinal low-pass filter and its dependence on mean luminance
All light signals available for vision are initially filtered through the retinal photoreceptors. Most physi- Fig. 1 . Our model of the human visual system. First a temporal visual signal + noise (N t ) is combined with quantal noise (N q ). They are then low-pass filtered by the modulation transfer function (R) of the retina. Thereafter comes neural high-pass filtering (P) mainly due to surround-type antagonism in the retina, followed by the addition of internal neural noise (N i ), before signal interpretation (e.g. detection) takes place in the brain. Modified from Rovamo et al. (1996) . ological evidence supports the notion that the general shape of the temporal high-frequency roll-off is determined by the photoreceptors (Tranchina et al., 1984; Purpura et al., 1990; Shapley et al., 1993) , although it is modified by further low-pass filtering more proximally, i.e. at subsequent processing stages in the retina (Frishman, Freeman, Troy, Schweitzer-Tong & EnrothCugell, 1987; Chen & Freeman, 1989) . The evidence also supports the notion that the changes in the absolute sensitivity level originate in cone photoreceptors over most of the moderate and high photopic luminance ranges, while an additional, more proximal gain control may be involved at the very lowest levels of cone vision (Boynton & Whitten, 1970; Shapley et al., 1993) . Our modelling strategy here is to assume primarily that the low-pass filtering function R reflects the general response waveform and adaptation characteristics of vertebrate cone photoreceptors, in order to see how far these assumptions will explain the luminancedependence of human flicker sensitivity. The success or failure in fitting the model to the data, and the parameter values emerging, will then indicate what additional mechanisms have to be invoked, and we thus defer a closer consideration of these in Section 5.
The quantal (single-photon) response is described by one version of linear filter-cascade models, originally developed for turtle cones and subsequently found to describe the waveform of darkadapted cone (and rod) responses in a large number of species. Primate cones seem to be essentially similar (Schnapf, Nunn, Meister & Baylor, 1990; Hood & Birch, 1993; Schneeweis & Schnapf, 1995) . We shall use the 'Poisson' variant of the model, although in fact it matters little which exact formulation is used. The Fourier transform of the quantal response (e.g. Donner & Hemilä, 1996) provides the temporal modulation transfer function R.
where R 0 is its zero frequency asymptote indicating the maximum contrast transfer. It is assumed for the sake of simplicity to be equal to unity in bright light . The parameter n is an integer corresponding to the number of stages in the filter cascade and determines the waveform of the response. Good fits to cone responses have been obtained with n= 6 or 7 . As in Rovamo et al. (1996) we use the value n =6, which provides the best description for the rising a-wave in the cone ERG of the human eye (Hood & Birch, 1993) . Using an electrical analogue, R( f ) could also be described as a cascade of 6 RC (resistor-capacitor) low-pass filters. The parameter f is temporal frequency. For convenience in modelling, the expression (2y~) in Eq. (1) is replaced by f c − 1
. It refers to a cut-off frequency ( f = f c ) where R has decreased to 0.125 R 0 when n = 6. Next we shall parametrize the contrast gain (R 0 ) and cut-off frequency ( f c ) in order to make the shape of the receptoral MTF (R) malleable with respect to luminous intensity of the stimulus.
The effect of mean illumination
All rods and cones investigated physiologically have mechanisms for light-adaptation. These involve two types of changes relevant to the temporal modulation transfer function R:
(1) The time scale of flash responses shortens with rising light levels Forti, Menini, Rispoli & Torre, 1989; Donner et al., 1998) . Under weak to moderate luminances (typically a range of about 3 log units; e.g. in frog cones up to the level where the cell receives approximately 10000 photoisomerisations per second on the average) this acceleration appears to be well-described by a power function of mean luminance, with exponents between 0.1 and 0.2 (the literature is summarised in Donner et al. (1995) ). In this range, the cut-off frequency f c will thus increase as a power-function of retinal illuminance (I):
where a and b are constants and 0.1BbB 0.2.
(2) Response amplitude per photoisomerisation (i.e. absolute sensitivity or gain) also changes with luminance. Differences between rods and cones of various species mainly concern the steepness of the dependence, and the absolute luminance where sensitivity changes begin. When photoreceptors are studied with flash responses strictly in the linear range, there first emerges a substantial luminance range (roughly coincident with the range of response acceleration, see above) where absolute sensitivity decreases in less-than-Weber fashion, i.e. less strongly than in inverse proportion to mean luminance Leibovic, Dowling & Kim, 1987; Donner et al., 1995 Donner et al., , 1998 . At high luminances, photoreceptors approach Weber's law. Although we do not know precisely how human cones adapt, the essential point is that adaptation is almost certainly shallower than Weber over a substantial range. It should be noted that a Weber-like decrease in absolute sensitivity implies that contrast sensitivity stays constant, while shallower-than-Weber desensitisation means that contrast sensitivity increases with luminance (these relations are very nicely illustrated in Fig.  4 of Graham and Hood (1992a) ). Thus, the convergence of the zero-frequency asymptote (R 0 ), i.e. maximum of contrast transfer, towards its final Weber level is modelled as
I c is 'the critical retinal illuminance' where R 0 (I) starts to approach its maximum (Weber) value, while p indi-cates the slope of the shallower-than-Weber desensitisation in log-log coordinates (0B p B1).
We wish to make two further comments on the physiological identity of R already at this stage. First, at higher light levels flash responses of retinal cones are known to acquire a small overshoot, becoming biphasic (Baylor & Hodgkin, 1974b; Donner et al., 1998) . Hence, the strictly physiological cone modulation transfer function (MTF) would become slightly bandpass, with gentle attenuation of low frequencies. In our present analysis, however, all low-frequency attenuation is referred to the MTF of the neural pathways (see below). This is convenient and acceptable, as attenuation in postreceptoral pathways is very much stronger. Secondly, we know that the critical illuminance I c in Eq. (3) depends on the spatial characteristics of the stimulus (Van Nes, Koenderink, Nas & Bouman, 1967; Mustonen, Rovamo & Näsänen, 1993) . Since spatial parameters are not varied in the present work, we neglect this dependence, although we are aware that the critical illuminance I c where R 0 goes into Weber adaptation is not generally determined by the cones, except possibly for very small spots.
The modulation transfer function of the neural 6isual pathways
The retinal ganglion cells encode the end result of retinal processing into spike discharges, carrying the entire input of visual information to the brain through the axons of the optic nerve. Thus, these cells may conveniently be viewed as the second stage whose temporal transfer properties will necessarily limit the temporal response of the system as a whole. The relevant retinal ganglion cells (in monkey) have a center-surround organization (Shapley & Perry, 1986) . It is reasonable to assume that (like in cat) the surround mechanism produces a phase-lagged, subtractive input to the ganglion cell (Troy, 1993) . The effect of the subtractive surround is to high-pass filter the signal, as if multiplying it by a factor that grows linearly with temporal frequency over a range extending from zero well beyond the frequency of peak sensitivity (Donner & Hemilä, 1996) . Our present measurements fall wholly within this range. Thus, in agreement with , we model the temporal 'neural' modulation transfer function P as being proportional to temporal frequency:
where the proportionality constant e is normalized to unity for the sake of simplicity. The attribution of high-pass filtering to surroundtype antagonism in retinal ganglion cells calls for two comments. First, at high luminances some low-frequency attenuation is probably caused by the cone response itself (see above) as well as by signal differentiation in the centre pathway of the receptive field (Frishman et al., 1987; Lankheet, Molenaar & van de Grind, 1989 ). For such targets as our 1.67°spot that significantly stimulate the receptive-field surround, these factors will be insignificant in comparison. Second, processing proximal to retinal ganglion cells can certainly modify the shape of psychophysical contrast sensitivity functions significantly under specific conditions. For example: (i) with very large spots (65°diame-ter) Kelly (1959) found additional low-frequency attenuation that must originate in the brain; (ii) when comparing spatial contrast sensitivities measured under common-mode (in-phase) temporal luminance modulation of stationary sinusoidal gratings and under spatiotemporal (counterphase) contrast modulation of the same patterns, Yang and Makous (1994) found that contrast sensitivity is spatio-temporally separable in the former situation but not in the latter. Such a distinction is not possible for a single linear ganglion cell, but requires identification (in the brain) of the commonmode component in signals from many ganglion cells. However, both (i) and (ii) can be neglected in our set of experiments performed with a moderate, single spot size with no spatial fine structure.
Flicker sensiti6ity as a function of temporal frequency
The contrast energies of the flicker signal after filtering by the modulation transfer functions R and P (see Fig. 1 ) are
and
at threshold for the human and ideal detection filters, respectively. In Eq. (5) c rms is the experimentally measured rms contrast of a sinusoidal flicker signal (see Eq. (12)) at threshold, c rms 2 t is the corresponding external contrast energy integrated across time, and t is exposure time. Eq. (5) is only approximate as it assumes that the flickering signal has all of its contrast energy on the nominal temporal frequency. Multiplying R( f ) by a P( f )= f without phase spectrum specification is identical to differentiation of R( f ). In Eq. (6) d% is the detectability index (Tanner & Birdsall, 1958) indicating the signal-to-noise ratio at a detection filter. The algorithm used in our experiments estimates detection threshold in a two-alternative forced-choice task at the probability level of 0.84 for correct responses. According to the forced-choice tables of Hacker and Ratcliff (1979) , the value of d% is thus 1.4. In Eq. (6) N%( f ) is the spectral density of the total noise in the visual system:
The temporal equivalent of internal neural noise (N it ) is assumed to be white, i.e. N it ( f ) =N it . A possible alternative assumption would be to make it proportional to 1/f (Gilden, Thornton & Mallon, 1995) , but then there would be no place in the model for lateral antagonism, which is known to exist for luminance modulated stimuli. Further, under the assumption that N is (i.e. the spatial, temporally averaged, internal neural noise) is white, the spatial MTF of the neural visual pathways for purely chromatic gratings is constant across spatial frequencies (Kankaanpää, Rovamo & Hallikainen, 1996) , as expected on the basis of missing lateral inhibition for these stimuli. Thus, the spectral density of N it is constant across the temporal frequency spectrum. Note that external temporal noise N t and the temporal equivalent of quantal noise (N qt ) are first filtered by the temporal modulation transfer functions R and P whereas the subsequently added internal neural noise (N it ) is not (see Fig. 1 ). The use of the temporal equivalents, i.e. the spectral densities of internal and quantal noises normalised by spot area, are necessary as the flicker signal and external added noise are purely temporal.
The efficiency (Tanner & Birdsall, 1958) of the human detection filter is
By combining Eq. (5)-Eq. (8) we can solve rms flicker sensitivity (S) as the inverse of c rms :
3. Methods
Apparatus
The apparatus has been described in detail in Rovamo et al. (1996) . Therefore, only its main features are explained here. Flicker was displayed on a colour monitor with a fast phosphor driven at the frame rate of 60 Hz under computer control. The display appeared steady in foveal vision.
The average luminance of the display used in a white mode was 50 phot. cd/m 2 , corresponding to 130 scot. cd/m 2 . The average retinal illuminance was varied by placing a desired number of neutral density (0.6 log units each) filters (Lee 210) in front of the screen. The CIE (x, y) chromaticity coordinates of the display, measured with a Bentham PMC 3B Spectroradiometer, were (0.30, 0.31) and remained practically constant through the filters. Luminance response of the screen was linearized by gamma correction.
We used a monochrome palette of 16384 luminance levels (14 bits) and a signal of 256 luminance levels (8 bits) obtained by using a video summation device (Pelli & Zhang, 1991) to combine the red, green and blue output signals of a VGA graphics board in the following way: First, the four most significant bits of the red signal and the green signal attenuated by a factor of 16 were combined with all the 6 bits of the blue signal attenuated by a factor of 256. Then the combination of the red, green and blue signals were fed into the red input of the display to produce the monochrome palette of 4+ 4+6 =14 bits. The signal only consisted of 8 bits, as 256 is the maximum number of different colours the VGA graphics board can show simultaneously. At the highest contrast physically possible the eight consecutive bits of the signal were the 8 most significant bits of the 14 bit palette, whereas with decreasing contrast the 8 bit deep signal moved towards the less significant bits in the 14 bit luminance range.
The luminance (L) response of the display as the function of the 14-bit index (i ) value was L(i )= 0.005298(i/256) 2.409 . After solving the equation for the index value, we calculated that around the average luminance of 50 cd/m 2 the number of different luminance levels was 256 at or above Michelson contrast 0.027. At lower Michelson contrasts their number decreased reaching about 20 at 0.002, which was the lowest Michelson contrast used. Michelson contrasts were checked with a Minolta luminance meter and found to be correct at and above 0.001.
Stimuli
Sinusoidal flicker with or without white external temporal noise was used at various levels of retinal illuminance. The sharp edged central flickering area had a diameter of 10 cm and it was equiluminous to the surround. The surround was limited by black cardboard to a 20 cm circular field. The viewing distance was 344 cm.
The sinusoidally flickering target had a temporal luminance waveform
where L 0 is the average luminance of the screen, m is the depth of temporal modulation, f is frequency in Hz, t is time in s, and F is phase angle. At 0.5-20 Hz F was 90°. At 30 Hz it was 0°, because the waveform of flicker was then a square-wave, as only luminance maxima and minima were shown. Random numbers were drawn independently from a Gaussian luminance distribution with zero mean and truncation at 9 2.5 standard deviation (S.D.) units. One number was added to the stimulus with zero contrast in each frame to produce purely temporal noise. When stimulus contrast was non-zero, a combi-nation of temporal signal and noise was produced. By changing the standard deviation of the Gaussian luminance distribution, we varied the rms contrast of temporal noise. Temporal noise pixel luminances were uncorrelated. Thus, up to the cut-off frequency determined by the frame rate of our display, the temporal noise produced was white.
For a flickering stimulus without noise, contrast energy was calculated as E =% c rms 2 (t)Dt (11) where
is the temporal luminance waveform, L 0 is the average luminance of the screen, and Dt is the duration of each temporal pixel, i.e. one frame in seconds. Rms contrast was calculated as
where t is the exposure duration of the stimulus in seconds.
The spectral density of noise can be calculated (Legge, Kersten & Burgess, 1987) as
for the temporal frequencies where noise is white. In Eq. (13) c n indicates the rms contrast of noise. In our experiments c n was either 0 or 0.15.
Procedures
We performed experiments in a dark room, where the display was the only light source. The stimuli were viewed monocularly with the dominant eye. A black eye-pad was used to cover the other eye. To control retinal illuminance the pupil was dilated to 8 mm with one to four drops of 10% phenylepherine (metaoxedrine) hydrochloride (Smith and Nephew Pharmaceuticals, Romford, England) at the four highest levels of retinal illuminance. At 13 phot. td and lower levels of retinal illuminance, the pupil was found to be dilated to 7 -8 mm, probably because the dim screen was viewed at the distance of 344 cm. Hence, metaoxedrine was not used.
The average retinal illuminances used were 2500, 670, 170, 50, 13, 3.5, 1.0 and 0.20 phot. td. They correspond to 6500, 1700, 440, 130, 34, 9.1, 2.6 and 0.52 scot. td, respectively. A chin rest was used to stabilise the subject's head, and a small black spot at the centre of the stimulus field was fixated during the experiments.
We determined rms contrast thresholds by using a two-alternative forced-choice algorithm based on fourcorrect-then-down/one-wrong-then-up rule (see Mustonen et al., 1993 , for futher details). The arithmetic mean of the last eight reversal contrasts indicates the threshold contrast required for the probability of 0.84 correct (Wetherill & Levitt, 1965) . The inverses of the thresholds provided estimates of flicker sensitivity. Every data point shown refers to the geometric mean of at least three sensitivity estimates. During an experiment each trial comprised two 2 s exposures with instant onand off-sets. One of the exposures contained both the signal and temporal noise superimposed while the other one contained only another sample of temporal noise. During the inter-trial interval and between the two exposures only the blank equiluminous field was visible to the subject. By pressing one of the two keys on an ordinary keyboard the subject indicated the exposure that contained the flicker signal. To provide feedback, different sound signals were given to the subject depending on whether the response was correct or incorrect.
Subjects
One principal subject (AR, male) and four control subjects (HK, HR, KT and PR, females) served as observers: AR at all temporal frequencies, HK at 0.5, 5 and 20 Hz, HR at 1 and 3 Hz, KT at 2 Hz, and PR at 10, 15 and 30 Hz. Their ages were within 21-46 years. With optimal refraction their monocular visual acuities with sloan letters at 4 m was at least 1.2.
Results
Flicker sensitivities measured with and without external temporal noise (N t ) at various levels of retinal illuminance are shown as functions of temporal frequency in Fig. 2 . The smooth curves have been calculated with Eq. (9) fitted to the data (for details see below). The goodness of fit calculated across temporal frequencies and retinal illuminance levels by Eq. (A5) in Appendix (A.3.) was 88% for the composite data of all subjects.
Without noise the maximum sensitivity decreased and moved towards lower temporal frequencies with decreasing luminance. Consequently, the critical flicker frequency (CFF) marked by the point of intersection of the smooth curve with the horizontal axis also decreased with retinal illuminance. These results agree with many previous studies (De Lange, 1952; Kelly, 1961; Levinson & Harmon, 1961; von Wiegand et al., 1995) showing that at high retinal illuminance levels flicker sensitivity above 0.5 Hz has a band-pass shape, changing towards a low-pass shape at lower luminance levels.
In strong external temporal noise, however, flicker sensitivity plotted as a function of temporal frequency had a low-pass shape at all light levels. Over most of the frequency range, the sensitivities were significantly lower than those obtained without added noise. In addition, flicker sensitivity in noise was independent of Fig. 2 . Foveal rms flicker sensitivity with and without external temporal noise as a function of temporal frequency at the retinal illuminances of 0.2-2500 td. The spectral density of noise was 3.75 × 10 − 4 s. The diameter of the flickering spot was 1.67°and its equiluminous surround 3.33°. The smooth curves have been calculated according to Eq. (9) fitted to the data (see Fig. 6 ). The crossing point between the smooth curve and x-axis indicates the estimate of the critical flicker frequency (CFF) at each illuminance level. For further information about control subjects see Section 3.4. average luminance at all temporal frequencies down to luminances where flicker sensitivity without noise had decreased to the same level. Thereafter the sensitivities with and without noise decreased similarly with luminance.
In Fig. 3 the estimates of detection efficiency are plotted as a function of temporal frequency. They were calculated from the averaged sensitivities, recorded in the presence of strong added external temporal noise and shown in Fig. 2A , by means of Eq. (8) under the assumption that the effects of both quantal and internal neural noises can be regarded as negligible. The assumption is reasonable, as sensitivities with added noise were so much lower than those without noise that the added temporal noise must have been completely dominant. We also assumed that the efficiency of the detector does not depend on luminance, as it is reasonable to assume that the efficiency of the detector is independent of noise.
As Fig. 3 shows, logarithmic efficiency decreased linearly as a function of logarithmic flicker frequency. The least-squares equation fitted to the data is p= 0.148f − 0.568 . The goodness of fit is 94%. In Fig. 4 the flicker sensitivity data of Fig. 2 measured without noise have been transformed by means of Eq. (9) to the product of the temporal MTF of the retinal low-pass filter (R) and N it − 0.5 , a frequency independent constant. The derived datapoints of efficiency from Fig. 3 were used in the calculations. To be able to perform this transformation we have tentatively assumed that the effect of quantal noise is insignificant, i.e. N q 0. As Fig. 4 shows, R (see Eq. (1)) was first constant at low temporal frequencies but then started to decrease with increasing temporal frequency. The cut-off frequency ( f c ) decreased with decreasing retinal illuminance. In addition, the zero-frequency asymptote of R multiplied by N it − 0.5 also fell with decreasing light level. The least squares Eq. (A1) derived on the basis of Eqs. (1) and (9) The logarithm of f c (Fig. 5A ) increased linearly with logarithmic illuminance. The least squares fit to the data was found to be f c =6.33I 0.172 . The goodness of fit is 99%. The monotonical increase of f c with retinal illuminance and the good fit of Eq. (2) to the data lend further support to our tentative assumption that N q can be regarded as negligible.
In Fig In Fig. 6 the data of Fig. 2 are replotted as functions of retinal illuminance. At low light levels rms flicker sensitivities with and without noise were similar and increased with light level, reflecting the fact that internal neural noise was the dominant source of noise. The slope of increase was steeper at higher temporal frequencies increasing from 0.5 at 0.5 Hz to 1.0 at 30 Hz. Thus, at low temporal frequencies the increase followed the de Vries-Rose square-root law with a slope of 0.5, directly reflecting the increase of the zero frequency asymptote R 0 as a function of retinal illuminance (Fig.  5B) . At high temporal frequencies the increase followed the linear law (Kelly, 1961 ) with a slope of 1.0, which means that flicker sensitivity is directly proportional to retinal illuminance. This reflects the additional increase of cut-off frequency f c with increasing retinal illuminance (see Fig. 5A ).
On the other hand, the increase of flicker sensitivity saturated at lower light levels with noise than without. The saturation with external noise occurs when this noise becomes dominant while the saturation without noise in Fig. 6 is related to the saturation in the increase of R 0 (see Fig. 5B ). In Fig. 6 the increase of high-frequency flicker sensitivity without noise as a function of light level shows hardly any sign of saturation, reflecting the fact that f c increases monotonically as a power function of retinal illuminance over the whole range studied (see Fig. 5A ).
The smooth curves in Fig. 6 were calculated by means of Eq. (9) , I is retinal illuminance, and f is temporal frequency. As in Fig. 2 , the goodness of fit was 88% for the composite data of all subjects.
For comparison, we considered the alternative assumption that quantal noise really does become dominant at the lowest illuminances, i.e. N it and N t can be considered as negligible ( 0) in that range. We thus calculated the spectral density of quantal noise as k/I (Rovamo, Mustonen & Näsänen, 1994) for the 0.2 and 1.0 td data, obtaining N qt = 10 − 3 /I s td. However, when this value was used for fitting the model to the rest of the data, the fits at 3.5-50 td (not shown) became significantly poorer: the predicted sensitivities were twofold lower than the observed sensitivities at medium frequencies (the apparent 'reason' being that neither R nor P do much to attenuate quantal noise at these frequencies). This implies that N qt cannot be the dominant noise component in Eq. (9) even at 0.2-1.0 td. Further support for this conclusion comes from a rough estimation of the numbers of quanta actually involved. As 84% of the illuminance produced by our display is in the wavelength band 5559 55 nm, we refer all quanta to 555 nm to get an idea of orders of magnitude. One td at 555 nm is equivalent to 1.25×10 6 quanta/deg 2 s incident on the retinal surface (Wyszecki & Stiles, 1967) , giving a flux of 2.74×10 6 quanta/s over our 1.67°(2.19 deg 2 ) flickering spot. However, if our above estimate of quantal noise were correct, it would mean that at I=1 td only 10 3 quanta/s are effectively utilised for vision (Pelli, 1990) . To reconcile this with the above estimate of flux, the quantum efficiency of foveal vision at 555 nm would have to be as low as 0.0365%. It is an entirely unrealistic value, considering that the estimates based on photometrical measurements and frequency of seeing experiments both indicate that some 17% of quanta (at the peak of M-and L-cone sensitivity) entering through the pupil are used (Donner, 1992) . If we tentatively accept the latter value (although it may be a slight overestimate for 555 nm quanta), N qt becomes 2.15× 10 − 6 /I s td. When this value was substituted into Eq. (9), it had no effect on the smooth curves in Figs. 2 and 6 .
In Fig. 7A the estimates of sensitivity calculated by Eq. (9) for different levels of retinal illuminance are plotted as a function of temporal frequency. The flicker sensitivity maximum both decreases and moves to lower temporal frequencies with decreasing retinal illuminance. Hence, the flicker sensitivity function appears to move downwards and to the left with decreasing light level. Thus, the critical flicker frequency (CFF), marked by the crossing point between the x-axis and each curve, also decreases with retinal illuminance. Only at high light levels and low temporal frequencies flicker sensitivity is independent of retinal illuminance. The decrease of low-frequency sensitivity at low light levels is in agreement with De Lange (1961) but not with Kelly (1961) where sensitivity to slow flicker was found to be independent of light level down to 1 td. This difference is evidently due to the large flickering spot (diameter 65°) used by Kelly (1961) . In Fig. 7B the flicker sensitivities of Fig. 7A have been transformed into absolute modulation amplitude sensitivities by dividing them by retinal illuminance. At low and medium frequencies amplitude sensitivities at different light levels are parallel functions of temporal frequency so that the lower the retinal illuminance the higher the sensitivity. However, at high temporal frequencies amplitude sensitivities converge forming a general envelope function. This is in agreement with the fact that amplitude sensitivity at high temporal frequencies is independent of light level and CFF at all light levels is determined by the absolute amplitude of temporal modulation in td (Kelly, 1961; Levinson & Harmon, 1961; von Wiegand et al., 1995) .
Discussion
The step-wise fit of the model carried out above gave good to excellent fits in each stage. However, with eight free parameters which maybe (mathematically) partly correlated, it appeared important also to fit the complete model to the full set of data in one go (see Appendix (A.4.)). It is gratifying to note that this yielded parameter values very close to those obtained in the stepwise fit, and that the complete model described the data with a goodness of fit of 0.95, estimated as the non-linear correlation coefficient squared.
The choice of model components and parameters was primarily guided by physiological knowledge. Hence, we shall now consider what the generally successful fit and parameter values obtained can tell us about each of these components and their physiological attributions.
The retinal low-pass filter R
The central result is that the luminance-dependent changes in flicker sensitivity could be entirely accounted for by changes in what we tentatively defined as 'the retinal low-pass filter' (R). We originally chose its modulation transfer function (MTF) to represent the Fourier transform of the quantal response in vertebrate cones (see Eq. (1)), thus emphasising that the kinetics of the primary phototransduction events sets one necessary constraint on the temporal modulation transfer of the visual system. Fitting the model to our flicker data specified in what manner the two parameters, the temporal high-frequency cut-off f c and the maximal contrast transfer, i.e. zero-frequency asymptote R 0 , change with mean luminance (Fig. 5) . We now return to the physiology for a critical assessment by asking to what extent the observed functions f c (I) and R 0 (I) are consistent with known properties of the primate retina, and specifically, with those of the cone photoreceptors.
Cut-off frequency
The cut-off frequency f c increased with mean illuminance in a manner well described by the power function f c (I)= 6.33I 0.172 (goodness of fit 99%). The form of the function is in itself consistent with the behaviour of photoreceptors, and the value of the exponent is in the range (0.12-0.19) found for turtle and frog cones in situ Tranchina et al., 1984; Sneyd & Tranchina, 1989; Donner et al., 1998) . The most direct attempt to measure the temporal MTF in primate cones are the focal-ERG recordings by Baron and Boynton (1975) , which indicate even stronger acceleration. A power-function fit to the three f c -values we could extract from their recordings yielded an exponent b 0.28 at illuminances I5 4 log phot. td, but the data is somewhat puzzling because the absolute time scale even at 100 td is significantly slower than that indicated by the intracellularly recorded impulse response of dark-adapted monkey cones (Schneeweis & Schnapf, 1995) . On the other hand, very weak acceleration has been found by Schnapf et al. (1990) in suction-pipette recordings of photocurrent responses from isolated macaque cones. However, in those experiments even gain did not change until from approximately 3.3 log td upwards, which is at least 2 log units higher than the level where the sensitivity of monkey cones in situ starts to change (Boynton & Whitten, 1970; Valeton & van Norren, 1983) . In view of the previously documented loss of adaptational capacity in the photocurrent responses of isolated rods (see Donner et al., 1990) , we think that adaptation parameters derived from suctionpipette recordings are not directly useful for comparison with psychophysics.
Two other lines of evidence suggest that changes in primate cone (or at least cone-system) kinetics rather resemble those seen in frog and turtle cones. First, Hood and Birch (1993) found that the rise of the human cone a-wave in response to light flashes of constant intensity was independent of retinal illuminance over a considerable range. This can be explained in two ways. Either the quantal response amplitude of human cones does not change at all over this range. If so, human cones would be different from the cones of monkeys and all other vertebrates studied. The other possibility is that the response amplitude does change in a similar manner as, e.g. in monkey cones (Boynton & Whitten, 1970) . If so, this change must depend on a mechanism that curtails the responses (which would not be visible in ERG due to the onset of the b-wave), thus producing the same type of acceleration as found in cones of other species. We would regard the latter as much more likely. Second, responses of at least somecone driven ganglion-cells in the monkey retina acceler- ate with increasing mean illuminance in a way consistent with the acceleration of cones. M-cells are the cells most likely to mediate achromatic flicker perception (Kaplan & Shapley, 1986; Shapley et al., 1993) . Power function fits to the time-to-peak values of the impulse responses as function of retinal illuminance, derived from the temporal contrast modulation responses of the two macaque M-type ganglion cells tabulated by Purpura et al. (1990) (Table 1) , provided exponents 0.135 (cell 7/8) and 0.155 (cell 24/5) (r 2 =0.99 for both fits). Incidentally, their mean 0.145 coincides with the mean psychophysical value derived by Donner et al. (1995) ( Table 2 ) from older literature. In summary, there seems to be no need to assume mechanisms proximal to cone photoreceptors to explain the changes of f c as function of mean illuminance.
The situation is different when we consider the absolute values of f c . Our fit indicates that at 1 td, which in practice corresponds to a dark-adapted state, f c = 6.33 Hz, which for a Poisson impulse response with n =6 implies a time-to-peak of 125 ms. This value is about three times longer than the time-to-peak values of flash responses recorded in single, dark-adapted monkey cones (Schnapf et al., 1990; Schneeweis & Schnapf, 1995) or derived from human cone ERG (Hood & Birch, 1993) . On the other hand, the value 125 ms is in good agreement with the apparent impulse responses of dark-adapted macaque ganglion cells: the two values of time-to-peak for nearly dark-adapted cells given by Purpura et al. (1990) , (a P-cell and M-cell in their Table  1 ) are 133 and 104 ms, respectively. Likewise, Lee, Martin and Valberg (1989) concluded that the sensitivity of phasic macaque ganglion cells was adequate to account for human thresholds at all the temporal frequencies studied (1-40 Hz at 1400 td). Further, the data of Derrington and Lennie (1984) (Fig. 12) from two macaque LGN M-cells, tested at a luminance four times higher than our highest level, suggest that f c (as defined by us) is about 40 -50 Hz. Extrapolation of our Kelly's (1961) curve for large-field flicker at 9300 td indicates f c 60 Hz. Thus, there are no clear indications of high-frequency luminance flicker information being lost after the retinal filtering, in contrast to the documented presence of perceptually inaccessible chromatic flicker information in retinal ganglion cells and brain neurones at least up to V1 (Lee et al., 1989; Gur & Snodderly, 1997) .
While the agreement between psychophysical and ganglion-cell responses places the low-pass filtering mechanisms firmly in the retina, both are clearly slower than cone photoresponses. A similar discrepancy exists in the frog retina, where cone-driven responses at ganglion cells appear to be slowed down by about two-fold in comparison with the primary photocurrent response of cones (Donner et al., 1998) . One explanation would be that low-pass stage(s) in retinal transmission intervene between the photocurrent response and ganglioncell spike discharge (Baylor & Fettiplace, 1977; Chen & Freeman, 1989) , decelerating absolute kinetics at the ganglion cell level while preserving the same proportionality to cone responses at all states of adaptation. In Fig. 5 A, the function describing changes in cone f c would run roughly parallel to our experimental function, but shifted upwards by 0.3-0.5 log units.
Zero-frequency asymptote
R 0 (I) was successfully (goodness of fit is 97%) described as following (approximately) square-root adaptation at low luminances and Weber adaptation at high luminances, the transition occurring around I c = 31.5 td. The square root behaviour extended down to the lowest luminance tested, 0.2 td, and we did not observe a final transition to dark-light-limited thresholds. However, Abraham and Alpern (1984) found that rods determined the low-frequency response to 'white' light well above cone threshold in the ERG response of the human eye to sinusoidal flicker. Thus, a cone-deter-mined dark-light level for R 0 may not be expected to show up in experiments with an achromatic 1.67°spot. The exact value of the slope of log R 0 versus log I at the lowest luminances was 0.473, which happens to be almost identical to the mean value reported by Purpura et al. (1990) for the luminance-dependence of contrast gain in monkey M-type ganglion cells (Shapley et al., 1993 ) (see Fig. 7.3) . Moreover, these M-cells begin to adapt well down in the scotopic range and go into Weber behaviour at I c 20 -40 (monkey) td on average. Although the quite precise agreement with our results may be fortuitous, there is at least no need to assume any post-retinal mechanisms to account for the changes in R 0 .
It is more difficult to identify the retinal gain-setting mechanisms that determine the adaptation of the ganglion cells. The incremental amplitude sensitivities of monkey cones stimulated with steps of light (Boynton & Whitten, 1970 ) (see Fig. 1A ) can be described with an average slope of approximately 0.5 between 5 and 200 monkey td. This may contribute to changes of R 0 in an intermediate range, but clearly other mechanisms are active at the lowest level and in the transition to Weber behaviour.
In the low illuminance end, the data of Boyton and Whitten (1970) and Valeton and van Norren (1983) suggest that with increasing retinal illuminance the sensitivity of monkey cones starts changing only just below 10 td, while our R 0 adapted already at 0.2 td. A possible explanation mentioned above is rod involvement, while another is that, although driven by cones, ganglion cells may start adapting at lower luminances than the photoreceptors. This is well-known in scotopic vision (cf. Shapley & Enroth-Cugell, 1984 ; see further below). In the high illuminance end, the critical illuminance I c characterising the Weber transition is most certainly set at a level proximal to cones, which go into the Weber range only around 1000 td for step stimuli (low temporal frequencies).
The modulation transfer function of the neural pathways
The good fit of the model to the data was achieved without any luminance-dependent adjustments of P. This implies that across all luminances, the high-pass filtering stage retained the same proportionality (here set equal to unity) between transfer and temporal frequency. The finding that this mechanism, presumed to reflect predominantly surround antagonism, does not critically weaken or disappear as luminance is lowered agrees with the physiological results of and , who showed that the surround mechanism in ganglion-cell receptive fields is effective even in the dark-adapted state.
From our studies of spatial vision Rovamo et al., 1994; Rovamo, Mustonen & Näsänen, 1995) we know that the spatial neural modulation transfer function is proportional to spatial frequency. However, the combination of the temporal and spatial components requires additional experimental studies. Hence, our current model applies only to situations where the spatial frequency spectrum of the stimulus is constant.
The detector
The results reveal two important properties of the detector. Firstly, they support the assumption that it is a matched filter performing a signal/noise discrimination, not e.g. an amplitude-thresholding device (von Wiegand et al., 1995) . This can be qualitatively seen from the fact that in strong external noise the shape of the composite modulation transfer function of the early filters (R and P) was lost at high levels of retinal illuminance, leaving a flat dependence of contrast sensitivity on temporal frequency. A detector acting on signal amplitude (e.g. a peak-to-trough detector) would even in strong external noise reproduce the bandpass modulation transfer of the early filters (Graham & Hood, 1992b) . This is so because the peak-to-trough detector can be affected by noise from all temporal frequencies. This noise is of course dominated by the least attenuated noise, i.e. noise at the peak of flicker sensitivity. Thus, since the peak-to-trough detector compares all filtered signals to much the same noise, its performance is expected to reflect closely the filtered signal amplitudes. By contrast, each matched filter tuned to a flickering signal only collects noise in the vicinity of the temporal frequency of the signal. Thus, since the matched filter compares the filtered signal to the similarly filtered white noise, its performance in strong external noise is expected to be independent of temporal frequency (Graham & Hood, 1992b) .
Secondly, the flicker sensitivity functions in dominant external noise were in fact gently low-pass rather than completely flat. According to our model, this means that the efficiency of the detector decreased with increasing temporal frequency. It is so because sensitivity is determined by the signal-to-noise ratio at the detector output (Tanner & Birdsall, 1958) , and in the presence of dominant external white noise this ratio is not affected by the early filters. Several reasonable hypotheses could be advanced to explain this decrease of efficiency as a function of temporal frequency. One possibility could be probability summation in time. For example, let us assume that the matched filter would extend only across one cycle. Then efficiency would decrease with increasing number of cycles presented and consequently, with increasing temporal frequency when a constant exposure duration is used, as in our experi-ments. From our studies of spatial vision Rovamo et al., 1994) we know that the principal spatial determinant of detection efficiency is the number of square cycles (Virsu & Rovamo, 1979) calculated as grating area multiplied by spatial frequency squared. Further, as the effects of spatial and temporal modulations are not independent in centresurround organised systems (Burbeck & Kelly, 1980; Donner & Hemilä, 1996) , the temporal contrast sensitivity function depends on the spatial frequency (spectrum) of the stimulus. Hence, our current model applies only to situations where both the stimulus area and its spatial frequency spectrum are constant.
In addition, there are results (see e.g. Mandler & Makous, 1984; Hess & Snowden, 1992; Metha & Mullen, 1996) that can be interpreted to indicate the existence of more than one temporal channel. One way to make the current single channel model compatible with this is to assume that if the temporal signal is coded, i.e. represented by the outputs of two to three temporal filters, the code is used as a model that is matched (cross-correlated) with the coded stimulus plus noise. Another more general solution for compatibility is to assume that signal interpretation in the human brain is optimised for the task required. Thus, a simple matched filter is only used in simple detection tasks but a more complex device (see e.g. Näsänen, Kukkonen & Rovamo, 1995 would be constructed when discrimination or recognition is needed or an additional stimulus is used, e.g. for masking or subthreshold summation purposes. On the basis of the above, the experiments described in this paper are not able to discriminate the presence or absence of multiple temporal filters. The model could be taken as representing the performance envelope of multiple filters, if they exist.
High-frequency linearity
The observation that the absolute (amplitude) sensitivity to high-frequency flicker is more or less independent of mean light level over a considerable range was originally made by Kelly (1961) and has been repeated many times since. This phenomenon, known as 'high frequency linearity', is evident as a common high-frequency envelope when flicker thresholds measured at different mean illuminances are plotted in terms of absolute amplitude sensitivity (as in Fig. 7B ). The envelope appears when changes in time scale and sensitivity are related so that decreases in absolute sensitivity with increasing luminance are compensated by acceleration in time scale affecting high temporal frequencies. High-frequency linearity is directly embedded in the mechanistic coupling of amplitude and time scale in the Fuortes-Hodgkin (1964) model of light-adaptation in limulus photoreceptors. Essentially the same idea was incorporated into the psychophysical system model of Sperling and Sondhi (1968) . This idea of a tight coupling hardly remains fruitful in view of the many different types of mechanisms that are known to contribute to visual sensitivity, yet e.g. vertebrate photoreceptors do empirically approximate Fuortes and Hodgkin behaviour over substantial ranges of mean illuminance (Donner et al., 1995) . Similarly, the changes in the two (independent) parameters R 0 and f c , obtained by fitting our model to empirical data, are related so that they approximately produce high-frequency linearity (Fig. 7 B) .
The role of quantal fluctuations
Ever since the seminal papers by de Vries (1943) and Rose (1948) , 'square-root' adaptation has commonly been assumed to indicate that the detector performs a signal/noise discrimination where the limiting noise component is due to quantal fluctuations. Our results clearly show that this is not the case. If it were, dominant quantal noise should act in the same way as dominant externally added noise (Fig. 1 ) and the flicker sensitivity functions in the two cases should have the same shape. As shown theoretically by Graham and Hood (1992b) , if the detector is a matched filter with a constant efficiency, contrast sensitivity would be independent of flicker frequency in dominant early noise (i.e. in noise that has to pass the full MTF of the system) which includes both externally added and quantal noises. The flatness of our functions in external noise constitutes empirical evidence for the notion that the detector is indeed a matched filter. Thus, the functions without added noise should also be flat, if they were limited by quantal noise. However, the flicker sensitivity curves without external noise revealed the composite bandpass MTF of early filters at all light levels. Accordingly, fitting the model to the data showed that quantal fluctuations cannot produce a detection-limiting neural noise present at the detector, except possibly very near to the absolute dark-adapted threshold. Our view thus implies that in the human visual system a signal whose amplitude decreases with increasing luminance (with an inverse-square-root dependence at low levels and inverse proportionality at high levels) is discriminated against a constant neural noise added more proximally.
The conclusion that quantal fluctuations do not cause neural noise that is significant at the detector does not mean that the fluctuations are unimportant, though. It is the attenuation by retinal gain controls that prevents the neural noise produced by quantal fluctuations from flooding the brain as illumination increases. The gain controls implementing an approximate square-root law over substantial ranges both in the photoreceptors (Donner et al., 1995 (Donner et al., , 1998 and subsequent retinal network (Donner et al., 1990; Rudd, 1996; Rudd & Brown, 1997) suggest that retinal gain has been 'tuned' by evolution to neutralise rather precisely the effect of changes in quantal fluctuations.
Summary
Foveal flicker sensitivity functions (de Lange curves) recorded at different illumination levels both in the presence and absence of dominant external temporal white noise were well-described by a physiological model comprising (i) low-pass filtering by the modulation transfer function (MTF) of the retina (R); (ii) high-pass filtering in proportion to temporal frequency by the MTF of postreceptoral neural pathways (P); (iii) addition of internal white neural noise; and (iv) detection by a temporal matched filter. The only luminancedependent changes took place in the cut-off frequency and maximum contrast transfer of R. , I is retinal illuminance ranging from 0.2 to 2500 phot. td, and f is temporal frequency. The magnitude of white internal neural noise was found to be 4.44×10 where x 1j = Q j 1/3 and x 2j =Q j 1/3 f j 2 . The values of k% 1 and k% 2 that minimise G were then found by a method described in Mäkelä, Whitaker and Rovamo (1993) . Thereafter, we calculated Z 0 =1/k% 1 3 and f c =(k% 1 /k% 2 ) 1 2 .
A.3. Goodness of fit
We estimated the goodness of the fit of a smooth curve to the data as follows: First we calculated the root-mean-square error m rms = ' 1/n % 
where the value of k% is 1 for contrast sensitivity but 0.5 for efficiency, as it is a measure based on contrast squared. The value of k% is equal to unity also in Fig. 5 .
A.4. Fitting the complete model to the data in one go
Using the Marquardt (1963) algorithm of proc NLIN software on pages 675 -712 in SAS/STAT package (User's guide, Release 6.03, Edition 1988, SAS Institute, Cary, NC, USA) we fitted the logarithmic form of the complete flicker detection model described by Eqs.
(1) -(4) and (9) and p =k 1 f k2 to all experimental data simultaneously. The model had eight free parameters two for each of p, f c =aI b and R 0 =(1 +I c /I) − p and one for each of N qt = k/I and N i as well as two parameters with fixed values, i.e. n =6 and e =1. The number of data points in the initial fit was 232 of which six were rejected as outliners on the basis that the absolute value of the standardised residual was \ 2.6 for them. The final fit based on 226 data points provided MSE= 0.053, and the squared non-linear correlation (R 2 ) between the observed and fitted values was found to be 0.95. The fit also provided the following estimates 9 standard errors for the parameters: 
