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THE LONG AND SHORT TIME ASYMPTOTICS OF THE TWO-TIME
DISTRIBUTION IN LOCAL RANDOM GROWTH
KURT JOHANSSON
Abstract. The two-time distribution gives the limiting joint distribution of the heights at two
different times of a local 1D random growth model in the curved geometry. This distribution has
been computed in a specific model but is expected to be universal in the KPZ universality class.
Its marginals are the GUE Tracy-Widom distribution. In this paper we study two limits of the
two-time distribution. The first, is the limit of long time separation when the quotient of the two
times goes to infinity, and the second, is the short time limit when the quotient goes to zero.
1. Introduction and results
1.1. Introduction. In this paper we will consider the short and long time separation limits of
the asymptotic two-time distribution in a polynuclear growth model or, equivalently in a directed
last-passage percolation model. For background on these models which belong to the so called KPZ
universality class, we refer to [2] and [18]. Let us recall the result on the two-time distribution from
[16]. Let (w(i, j))i,j≥1 be independent geometric random variables with parameter q,
P[w(i, j) = k] = (1− q)qk, k ≥ 0.
Consider the last-passage times
(1.1) G(m,n) = max
π:(1,1)ր(m,n)
∑
(i,j)∈π
w(i, j),
where the maximum is over all up/right paths from (1, 1) to (m,n), see [14]. It follows from (1.1)
that we have stochastic recursion formula
(1.2) G(m,n) = max(G(m− 1, n), G(m,n − 1)) + w(m,n).
We can relate this to a random growth model with an evolving height function as follows. Let
G(m,n) = 0 if (m,n) /∈ Z2+, and define the height function h(x, t) by
(1.3) h(x, t) = G
(
t+ x+ 1
2
,
t− x+ 1
2
)
for x + t odd, and extend it to all x ∈ R by linear interpolation. Then (1.2) leads to a growth
rule for h(x, t) and this is the discrete time and space polynuclear growth model. We think of
x 7→ h(x, t) as the height above x at time t, and we get a random one-dimensional interface. Let
the constants ci be given by
(1.4) c1 = q
−1/6(1 +
√
q)2/3, c2 =
2
√
q
1−√q , c3 =
q1/6(1 +
√
q)1/3
1−√q .
Consider the rescaled height function
(1.5) HT (η, t) = h(2c1η(tT )
2/3, 2tT )− c2tT
c3(tT )1/3
,
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as a process in η ∈ R and t > 0. It follows from [15] that for a fixed t > 0, the process converges,
as T →∞, to A2(η) − η2, where A2(η) is the Airy-2-process. In particular, for any fixed η, t,
lim
T→∞
P[HT (η, t) ≤ ξ − η2] = F2(ξ) = det(I −KAi )L2(ξ,∞),
where F2 is the Tracy-Widom distribution, and
KAi(x, y) =
∫ ∞
0
Ai (x+ s)Ai (y + s) ds,
is the Airy kernel.
It is proved in [16] that we have the following limit theorem for the joint distribution of two
height functions at different times. For 0 < t1 < t2,
(1.6) lim
T→∞
P[HT (η1, t1) ≤ ξ1,HT (η2, t2) ≤ ξ2] = Ftt(ξ1, η1; ξ2, η2;α),
where
(1.7) α =
t1
t2 − t1 ,
and Ftt is the two-time distribution function. In [16], different formulas for Ftt are given. We will
use the one given in (1.62) below. If we let h(t, η) be the limiting height function at rescaled time
t and rescaled position η, i.e. the limit of the random variable HT (η, t) as T →∞, then
(1.8) Ftt(ξ1, η1; ξ2, η2;α) = P[h(t1, η1) ≤ ξ1, h(t2, η2) ≤ ξ2].
We are interested in the limits α → 0 (long time limit) and α → ∞ (short time limit) of the two-
time distribution. The first limit corresponds to the limit of large time separation, and the second
limit to the case of short time separation.
We will show that, as α→ 0, we have the asymptotic formula,
(1.9) Ftt(ξ1, η1; ξ2, η2;α) = F2(ξ1 + η
2
1)F2(ξ2 + η
2
2)(1 + e1α+ e2α
2) +O(α3),
where e1 and e2 are explicit but complicated functions of ξ1, η1, ξ2, η2, see Theorem 1.1 below. For
the limit α→∞, we will show that, if we define the rescaled height increment by
h = (1 + α3)1/3h2 − αh1,
then
(1.10) lim
α→∞
∂
∂ξ1
P[h1 ≤ ξ1, h ≤ ξ] = F ′2(ξ1 + η21)
∂
∂ξ
(
F2(ξ + η
2)ψ(ξ, η)
)
,
with an explicit function ψ(ξ, η), see Theorem 1.4. If η = 0, then ∂∂ξ (F2(ξ)ψ(ξ, 0)) in the right side
of (1.10) is the Baik-Rains distribution F0(ξ), see e.g. [9]. Intuitively, we can understand this from
the fact that we can think of h as the evolved height starting from a stationary initial condition.
Recall that the Airy process at time t1 is locally Brownian, [13], [3].
These kinds of results have also been derived non-rigorously using the replica method by de
Nardis and Le Doussal, [4], in the limit t1/t2 → 1, i.e. α → ∞, and by Le Doussal in [7] for the
limit t1/t2 → 0, which means α → 0 to give give conjecturally exact formulas. We have checked
that the α-coefficient e1 in (1.9) for η1 = η2 = 0, see (1.35), agrees with the result in [7]. It remains
to check that e2 also agrees, and that the formulas agree when η1, η2 6= 0. Another comparison
between results obtained using the replica method and the exact formula, in the limit when h(t1, η1)
is large, is given in [6]. The result in [4] agrees with (1.10). Continuing earlier work in [10], the long
and short time limits are also analyzed rigorously in [11] using a variational approach. The object
investigated in these papers is not the two-time distribution but rather the two-time correlation
function of the the heights. There are very interesting experimental and numerical results on the
two-time problem by K. A. Takeuchi and collaborators, see [19], [20] and [5].
2
The two-time problem, and more generally the multi-time problem, have also been studied
recently in another, related model by J. Baik and Z. Liu, [1]. Very recently, the multi-time, and a
more general problem where the starting points in the last-passage percolation problem can also be
varied, called the directed landscape, has been investigated in the paper [8]. This is closely related
to the recent work on the KPZ fixed point, see [17].
Notation. Throughout the paper 1(·) denotes an indicator function, γr(a) is a positively oriented
circle of radius r around the point a, and γr = γr(0). Also, Γc is the upward oriented straight line
through the point c, t 7→ c+ it, t ∈ R.
Acknowledgement. I thank Pierre Le Doussal and Jacopo de Nardis for helpful discussions and
correspondence.
1.2. Results for the long time limit. Before we can state our results we introduce some notation.
Given a sufficiently regular function A(v) on R+, we write
(1.11) A(k)(v) = (−1)k d
kA
dvk
,
(1.12) A(−k)(v) =
∫ ∞
0
λk−1
(k − 1)!A(v + λ) dλ,
for k ≥ 1, and A(0)(v) = A(v). To the function A we associate the operator A on L2(R+) with
kernel
(1.13) A(v1, v2) = A(v1 + v2).
For two functions A,B on R+, A ⊗ B is the rank one operator with kernel A(v1)B(v2). Given an
operator K with kernel K(v1, v2), we write
(1.14) K(−k)(v) =
∫ ∞
0
λk−1
(k − 1)!K(v, λ) dλ.
Note that, if K = A is given by (1.13) this is consistent with (1.12).
The basic functions that we will use are
(1.15) Ai,±(v) = Ai (ξi + η
2
i + v)e
±(ξi+v)ηi±2η3i /3,
i = 1, 2. Define the operators Ki, i = 1, 2, on L
2(R+) by
(1.16) Ki = Ai,+Ai,−.
Note that, unless ηi = 0, the operator Ki is not symmetric, in fact
(1.17) K∗i = Ai,−Ai,+,
with kernel K∗i (v1, v2) = Ki(v2, v1). When ηi = 0, then Ki is the operator with kernel
(1.18) KAi ,ξi(v1, v2) = KAi (ξi + v1, ξi + v2),
i.e. we have the Airy kernel shifted by ξi. If ηi 6= 0, then Ki is a conjugation of the Airy kernel
shifted by ξi + η
2
i ,
(1.19) Ki(v1, v2) = e
ηi(v1−v2)KAi ,ξi+η2i
(v1, v2).
We will now define the quantities that will appear in our theorem. Let
(1.20) r1 = r1(ξ1, η1) = tr (I−K1)−1K1,
(1.21) a0 = a0(ξ2, η2) = tr (I −K∗2)−1A2,− ⊗A2,+,
3
(1.22) a1 = a1(ξ2, η2) = tr (I −K∗2)−1A(1)2,− ⊗A2,+.
Let F2 denote the GUE Tracy-Widom distribution,
(1.23) F2(ξ) = det(I−KAi ,ξ)L2(R+).
From (1.19), we see that
(1.24) det(I−Ki)L2(R+) = F2(ξi + η2i ).
Furthermore, for ǫ1, ǫ2 ∈ {0, 1}, r, s ≥ 0, and (ǫ1, ǫ2) 6= (0, 0), we define
(1.25) br,s(ǫ1, ǫ2) =
∫
R2
+
(Aǫ11,−(I−K1)−rAǫ21,+)(λ1, λ2)
λs2
s!
d2λ.
and if (ǫ1, ǫ2) = (0, 0), we set
(1.26) br,s(0, 0) =
∫
R
2
+
(I−K1)−rK1(λ1, λ2)λ
s
2
s!
d2λ.
We will write
(1.27) br(ǫ1, ǫ2) = br,0(ǫ1, ǫ2).
Note that br,s is a function of ξ1, η1. If we want to indicate this we write br,s(ǫ1, ǫ2)(ξ1, η1). Define,
ψ1(ξ1, η1) = ξ1 − b1(1, 1) − b1(0, 0) + b1(1, 0) + b1(0, 1)(1.28)
ψ2(ξ1, η1) = b1(1, 0) + b1(0, 1) − b1(0, 0) + b2(1, 1) + b2(0, 0) − b2(1, 0) − b2(0, 1),
(1.29)
φ1(ξ1, η1) = −b1,1(1, 1)− b1,1(1, 0)+ b1,1(0, 0)− b0,1(1, 0)+ b0,1(0, 1)+ ξ1[b1(0, 1)− b1(1, 1)]+ ξ
2
1
2
−η1,
and
φ2(ξ1, η1) = b2,1(1, 1) + b2,1(1, 0) − b2,1(0, 1) − b2,1(0, 0) − b1,1(1, 0) + b1,1(0, 1) + b1,1(0, 0)(1.30)
− b0,1(1, 0) − b0,1(0, 1) + ξ1[b2(1, 1) − b2(0, 1) + b1(0, 1)].
We can now state our result for the long time limit.
Theorem 1.1. We have the asymptotic formula,
(1.31) Ftt(ξ1, η1; ξ2, η2;α) = F2(ξ1 + η
2
1)F2(ξ2 + η
2
2)(1 + e1α+ e2α
2) +O(α3)
as α→ 0. Here,
(1.32) e1 = e1(ξ1, η1, ξ2, η2) =
F ′2(ξ2 + η
2
2)
F2(ξ2 + η22)
[r1(ξ1, η1)ψ1(ξ1, η1) + ψ2(ξ1, η1)],
e2 = e2(ξ1, η1, ξ2, η2) = r1(ξ1, η1)
[
a1(ξ2, η2)φ1(ξ1,−η1) + a1(ξ2,−η2)φ1(ξ1, η1)
]
(1.33)
+ a1(ξ2, η2)φ2(ξ1,−η1) + a1(ξ2,−η2)φ2(ξ1, η1).
The theorem will be proved in section 2.
Remark 1.2. In the case η1 = η2 = 0, the formulas for e1 and e2 can be simplified. When
η1 = η2 = 0, we write
br,s(0) = br,s(0, 0)(ξ1, 0) = br,s(1, 1)(ξ1, 0), br,s(1) = br,s(1, 0)(ξ1, 0) = br,s(0, 1)(ξ1, 0),
and r1(ξ1) = r1(ξ1, 0). Then,
ψ1(ξ1) = ψ1(ξ1, 0) = ξ1 − 2b1(0) + 2b1(1)(1.34)
ψ2(ξ1) = ψ2(ξ1, 0) = 2b1(1)− b1(0) + 2b2(0)− 2b2(1),
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and
(1.35) e1(ξ1, ξ2) =
F ′2(ξ2)
F2(ξ2)
[r1(ξ1)ψ1(ξ1) + ψ2(ξ1)].
Also, with
(1.36) a1(ξ2) = a1(ξ2, 0),
and
φ1(ξ1) = φ1(ξ1, 0) = −b1,1(1) + ξ1[b1(1)− b1(0)] + 1
2
ξ21 ,(1.37)
φ2(ξ1) = φ2(ξ1, 0) = −b1,1(0) + ξ1[b1(1) + b2(0) − b2(1)],
we get
(1.38) e2(ξ1, ξ2) = 2a1(ξ2)[r1(ξ1)φ1(ξ1) + φ2(ξ1)].
It is possible to give express a0(ξ2, η2) and a1(ξ2, 0) in terms of the Tracy-Widom distribution.
The following Lemma will be proved in section 4.
Lemma 1.3. We have the formulas,
(1.39) a0(ξ2, η2) =
F ′2(ξ2 + η
2
2)
F2(ξ2 + η22)
,
and
(1.40) a1(ξ2, 0) = − F
′′
2 (ξ2)
2F2(ξ2)
.
1.3. Results for the short time limit. Next, we consider the short time limit α → ∞. In the
limit α→∞ we consider h1 together with the random variable
(1.41) h = α′h2 − αh1,
where
(1.42) α′ = (1 + α3)1/3 =
(
t2
t2 − t1
)1/3
,
and we want to investigate the distribution function P[h1 ≤ ξ1, h ≤ ξ] as α → ∞. From (1.8), we
see that
P[h1 ≤ ξ1, h ≤ ξ] = P[h1 ≤ ξ1, α′h2 − αh1 ≤ ξ](1.43)
=
∫
{ξ′
1
≤ξ1,ξ′2≤(αξ
′
1
+ξ)/α′}
∂2Ftt
∂ξ1∂ξ2
(ξ′1, η1; ξ
′
2, η2;α) dξ
′
1dξ
′
2.
We can do the ξ′2-integration and this gives the formula
(1.44) P[h1 ≤ ξ1, h ≤ ξ] =
∫ ξ1
−∞
∂Ftt
∂ξ1
(ξ′1, η1;
ξ + αξ′1
α′
, η2;α) dξ
′
1.
To get a limit we also need to rescale η2 as α→∞ appropriately. Thus, we set
(1.45) ξ2 =
ξ + αξ1
α′
, η2 =
η + α2η1
α′2
,
with ξ1 and ξ fixed as α→∞. Because of (1.44), we choose to study
(1.46)
∂
∂ξ1
P[h1 ≤ ξ1, h ≤ ξ] = ∂Ftt
∂ξ1
(ξ1, η1;
ξ + αξ1
α′
,
η + α2η1
α′2
;α).
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We make some definitions in analogy with (1.15) and (1.16),
(1.47) A0,±(v) = Ai (ξ + η
2 + v)e±(ξ+v)η±
2
3
η3 ,
and
(1.48) K0 = A0,+A0,−.
Furthermore,
(1.49) b˜r(ǫ1, ǫ2) =
∫
R
2
+
(Aǫ10,−(I −K0)−rAǫ20,+)(λ1, λ2) d2λ
for (ǫ1, ǫ2) 6= (0, 0), r ≥ 0, and
(1.50) b˜r(0, 0) =
∫
R
2
+
(I−K0)−rK0(λ1, λ2) d2λ,
which are functions of ξ, η. Let,
(1.51) ψ(ξ, η) = ξ + b˜1(0, 1) + b˜1(1, 0) − b˜1(0, 0) − b˜1(1, 1).
We can now formulate our theorem which will be proved in section 3.
Theorem 1.4. We have the following limit,
(1.52) lim
α→∞
∂Ftt
∂ξ1
(ξ1, η1;
ξ + αξ1
α′
,
η + α2η1
α′2
;α) = F ′2(ξ1 + η
2
1)
∂
∂ξ
(
F2(ξ + η
2)ψ(ξ, η)
)
.
Remark 1.5. It is possible with more effort to not just compute the limit but also compute further
terms in an 1/α expansion, see (3.45) below.
Remark 1.6. We do of course expect that
lim
α→∞
Ftt(ξ1, η1;
ξ + αξ1
α′
,
η + α2η1
α′2
;α) = F2(ξ1 + η
2
1)
∂
∂ξ
(
F2(ξ + η
2)ψ(ξ, η)
)
,
but to prove this rigorously would require further estimates.
Remark 1.7. If η = 0, then A0,+ = A0,− := A0 and K0 = A
2
0 = KAi ,ξ, and hence
b˜r(0) := b˜r(0, 0) = b˜r(1, 1), b˜r(1) := b˜r(1, 0) = b˜r(0, 1),
where
b˜1(0) =
∫
R2
+
(I−KAi ,ξ)−1KAi ,ξ(λ1, λ2) dλ,(1.53)
b˜1(1) =
∫
R
2
+
(I−KAi ,ξ)−1A0(λ1, λ2) dλ.
Thus, we see that
(1.54) ψ(ξ) := ψ(ξ, 0) = ξ + 2b˜1(1)− 2b˜1(0),
and
d
dξ
(F2(ξ)ψ(ξ)) = F0(ξ),
is the Baik-Rains distribution.
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1.4. A formula for the two-time distribution. We now recall some formulas from Section 6
in [16] which we will use to prove our results. First, recall the notation
(1.55) Gξ,η(z) = e
1
3
z3+ηz2−ξz.
and
(1.56) ∆ξ = α′ξ2 − αξ1, ∆η = α′2η2 − α2η1.
Let ΓD denote the vertical contour t 7→ D + it, t ∈ R. Note that if d,D > 0, then
(1.57)
1
2πi
∫
ΓD
zkGξi+v,ηi(z) dz = A
(k)
i,+(v),
and
(1.58)
1
2πi
∫
Γ−d
ζk
Gξi+v,ηi(ζ)
dζ = (−1)kA(k)i,−(v),
for all k ∈ Z. This explains the appearance of A(k)i,±. The formula (1.57) is straightforward to show
from the integral formula
(1.59)
1
2πi
∫
ΓD
ez
3/3−ξz dz = Ai (ξ),
for D > 0, by differentiation. Then, (1.58) follows by setting ζ = −z.
On the space
(1.60) Y = L2(R+)⊕ L2(R+),
we consider the matrix operator kernel Q = Q(u) given by
(1.61)
Q(u) =
(
(2− u− u−1)k1 + (u− 1)(k2 + k5) + (u− 1)M3 − uM2 (u+ u−1 − 2)k3 + (1− u)k4
(1− u−1)k6 − k7 (u−1 − 1)M1
)
,
where ki and Mi are given below. By Proposition 6.1 in [16], we then have the formula
(1.62) Ftt(ξ1, η1; ξ2, η2;α) =
1
2πi
∫
γr
det(I+Q(u))Y
du
u− 1 ,
where γr is a circle around the origin with radius r > 1.
Remark 1.8. Below all Fredholm determinants of matrix operators will be on the space Y and
all scalar Fredholm determinants will be on the space L2(R+). We will not always indicate the
dependence on the space.
Let d,D > 0. Then the kernels appearing in (1.61) are given by the following formulas. Let
(1.63) M1(v1, v2) =
eδ(v1−v2)
(2πi)2
∫
ΓD
dz
∫
Γ−d
dζ
Gξ1+v1,η1(z)
Gξ1+v2,η1(ζ)(z − ζ)
,
(1.64) M2(v1, v2) =
1
(2πi)2α′
∫
ΓD
dz
∫
Γ−d
dζ
Gξ2+v2/α′,η2(z)
Gξ2+v1/α′,η2(ζ)(z − ζ)
,
and
(1.65) M3(v1, v2) =
1
(2πi)2
∫
ΓD
dz
∫
Γ−d
dζ
G∆ξ+v2,∆η(z)
G∆ξ+v1,∆η(ζ)(z − ζ)
.
Assume the following condition on the horizontal positions of the contours,
(1.66) 0 < d1 < αd2 < d3, 0 < D1 < αD2 < D3.
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Define,
k1(v1, v2)
(1.67)
=
α
(2πi)4
∫
ΓD3
dz
∫
ΓD2
dw
∫
Γ−d3
dζ
∫
Γ−d2
dω
Gξ1,η1(z)G∆ξ+v2,∆η(w)
Gξ1,η1(ζ)G∆ξ+v1,∆η(ω)(z − ζ)(z − αw)(αω − ζ)
,
(1.68) k2(v1, v2) =
α
(2πi)3
∫
ΓD3
dz
∫
ΓD2
dw
∫
Γ−d2
dω
Gξ1,η1(z)G∆ξ+v2,∆η(w)
Gξ2+v1/α′,η2(ω)(α
′z − αω)(z − αw) ,
(1.69) k3(v1, v2) =
αe−δv2
(2πi)2
∫
Γ−d3
dζ
∫
Γ−d2
dω
1
Gξ1+v2,η1(ζ)G∆ξ+v1,∆η(ω)(αω − ζ)
,
(1.70) k4(v1, v2) =
αe−δv2
α′2πi
∫
Γ−d2
dω
Gξ2+(v1+αv2)/α′,η2(ω)
,
(1.71) k5(v1, v2) =
α
(2πi)3
∫
ΓD2
dw
∫
Γ−d3
dζ
∫
Γ−d2
dω
Gξ2+v2/α′,η2(w)
Gξ1,η1(ζ)G∆ξ+v1,∆η(ω)(αw − α′ζ)(αω − ζ)
,
(1.72)
k6(v1, v2) =
eδv1
(2πi)4
∫
ΓD3
dz1
∫
ΓD1
dz2
∫
ΓD2
dw
∫
Γ−d1
dζ
Gξ1,η1(z1)Gξ1+v1,η1(z2)G∆ξ+v2,∆η(w)
Gξ1,η1(ζ)(z1 − ζ)(z2 − ζ)(z1 − αw)
,
and
(1.73) k7(v1, v2) =
eδv1
(2πi)3
∫
ΓD1
dz
∫
ΓD2
dw
∫
Γ−d1
dζ
Gξ1+v1,η1(z)Gξ2+v2/α′,η2(w)
Gξ1,η1(ζ)(αw − α′ζ)(z − ζ)
.
2. Proof of the long time expansion
In this section we will prove Theorem 1.1. In this case ξ1, η1, ξ2 and η2 are fixed and ∆ξ,∆η are
given by (1.56). The operators Mi and ki given by (1.63) to (1.65) and (1.67) to (1.73) can be
expanded in powers of α,
(2.1) Mi = Mi,0 +Mi,1α+
1
2
Mi,2α
2 + M˜i,3α
3
and
(2.2) ki = ki,0 + ki,1α+
1
2
ki,2α
2 + k˜i,3α
3,
where Mi,s and ki,s are trace class operators that do not depend on α, and M˜i,3 and k˜i,3 are
bounded as α→ 0. We will not discuss this in any detail. It follows by analyzing the α-expansion
of the formulas in the right sides of (1.63) to (1.73). We show in Lemma 2.4 that Mi,s, 1 ≤ s ≤ 2
an ki,s, 0 ≤ s ≤ 2, are finite rank operators. The fact that the remainder parts of (2.1) and (2.2),
M˜i,3α
3, k˜i,3α
3, have the desired properties also follows by analyzing the right sides of (1.63) to
(1.73). Note that they can all be expressed in terms of Airy functions or integrals of Airy functions,
see [16]. See also [12] for a discussion of perturbation theory of Fredholm determinants. We see
that
(2.3) Mi,s =
∂s
∂αs
∣∣∣∣
α=0
Mi, ki,s =
∂s
∂αs
∣∣∣∣
α=0
ki.
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It follows from (1.61), (2.1) and (2.2) that
(2.4) Q = Q0 +Q1α+
1
2
Q2α
2 + Q˜3α
3,
where Qs are finite rank operators that do not depend on α and Q˜3 is bounded as α → 0. From
(1.61), we see that
(2.5)
Qr =
(
(2− u− u−1)k1,r + (u− 1)(k2,r + k5,r) + (u− 1)M3,r − uM2,r (u+ u−1 − 2)k3,r + (1− u)k4,r
(1− u−1)k6,r − k7,r (u−1 − 1)M1,r
)
,
for r = 0, 1, 2.
In order to give a formula for Qr, we need to compute the derivatives in (2.3). Write
(2.6) cδ(v) = e
−δv ,
where δ > 0. Note that, by (1.57) and (1.58),
(2.7) M1(v1, v2) = c−δ(v1)K1(v1, v2)cδ(v2).
Differentiation gives
∂
∂α
det(I+Q) = det(I+Q)tr (I+Q)−1
∂Q
∂α
,
and
∂2
∂α2
det(I +Q) = det(I+Q)
(
tr (I+Q)−1
∂Q
∂α
)2
− det(I+Q)tr (I+Q)−1∂Q
∂α
(I+Q)−1
∂Q
∂α
+ det(I+Q)tr (I+Q)−1
∂2Q
∂α2
.
Using (2.4), we see that
∂
∂α
∣∣∣∣
α=0
det(I+Q) = det(I+Q0)tr (I+Q0)
−1Q1,
and
∂2
∂α2
∣∣∣∣
α=0
det(I+Q) = det(I+Q0)
[(
tr (I+Q0)
−1Q1
)2 − tr (I+Q0)−1Q1(I+Q0)−1Q1
+ tr (I +Q0)
−1Q2
]
.
Consequently,
det(I+Q) = det(I+Q0)
[
(tr (I+Q0)
−1Q1)α+
1
2
[
(tr (I+Q0)
−1Q1)
2(2.8)
−tr (I +Q0)−1Q1(I+Q0)−1Q1 + tr (I+Q0)−1Q2
]
α2 +O(α3)
]
.
For i = 1, 2 we write
(2.9) Li = (I−Ki)−1, L∗i = (I −K∗i )−1, L˜i = (I−Mi)−1,
and
(2.10) R = (I−M1)−1M1.
We also write,
(2.11) L˜i = (I−Mi)−1.
Note that,
(2.12) L˜1(v1, v2) = c−δ(v1)K1(v1, v2)cδ(v2).
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Lemma 2.1. We have that
(2.13) det(I +Q0) = F2(ξ1 + η
2
1)F2(ξ2 + η
2
2) det(I + u
−1R).
If |u| is sufficiently large, then
(2.14) det(I + u−1R) = 1 +
∞∑
k=1
rku
−k,
where r1 is given by (1.20). Furthermore, for |u| sufficiently large,
(2.15) (I +Q0)
−1 =
∞∑
k=0
Q0(k)u
−k,
where
(2.16) Q0(0) =
(
L∗2 0
L˜1(k7,0 − k6,0)L∗2 L˜1
)
,
and
(2.17) Q0(k) =
(
0 0
(−1)k−1
(
Rk−1L˜1k6,0L
∗
2 −RkL˜1(k7,0 − k6,0)L∗2
)
(−1)kRkL˜1
)
,
for k ≥ 1.
Proof. See section 4. 
From (2.5), we see that we can write
(2.18) Qr = Qr(−1)u+Qr(0) +Qr(1)u−1,
where
Qr(−1) =
(−k1,r + k2,r + k5,r +M3,r k3,r − k4,r
0 0
)
,(2.19)
Qr(0) =
(
2k1,r − k2,r − k5,r −M3,r −2k3,r + k4,r
k6,r − k7,r 0
)
,
Qr(1) =
(−k1,r k3,r
−k6,r 0
)
.
Define Pr and Pr(k), k ≥ −1, by
(2.20) Pr = (I+Q0)
−1Qr =
∞∑
k=−1
Pr(k)u
−k,
for r = 1, 2. It follows from (2.15) and (2.20) that
Pr(−1) = Q0(0)Qr(−1),(2.21)
Pr(0) = Q0(0)Qr(0) +Q0(1)Qr(−1),
Pr(k) = Q0(k − 1)Qr(1) +Q0(k)Qr(0) +Q0(k + 1)Qr(−1),
for r = 1, 2, k ≥ 1. Define,
(2.22) σ(k, ℓ) = trP1(k)P1(ℓ)− trP1(k)trP1(ℓ),
k, ℓ ≥ −1.
We can now give expressions for e1 and e2 in Theorem 1.1.
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Lemma 2.2. We have the following formulas for e1 and e2 in (1.31),
(2.23) e1 = r1trP1(−1) + trP1(−1) + trP1(0),
and
e2 = −r2σ(−1,−1) + r1
(
1
2
trP2(−1)− 1
2
σ(−1,−1) − σ(−1, 0)
)
− 1
2
σ(−1,−1)(2.24)
− σ(−1, 0) − 1
2
σ(0, 0) − σ(−1, 1) + 1
2
trP2(−1) + 1
2
trP2(0),
with r1 and r2 given by (2.14).
We will prove the Lemma in section 4.
In order to prove Theorem 1.1 we have to compute the expressions in (2.23) and (2.24). To write
our formulas, it will be convenient to introduce some more notation. In analogy with (1.25), we
define
(2.25) b∗r,s(ǫ1, ǫ2) =
∫
R
2
+
λs1
s!
(Aǫ11,−(I−K1)−rAǫ21,+)(λ1, λ2) d2λ.
for (ǫ1, ǫ2) 6= (0, 0). If (ǫ1, ǫ2) = (0, 0) and r, s ≥ 0, we let
(2.26) b∗r,s(0, 0) =
∫
R
2
+
λs1
s!
(I−K1)−rK1(λ1, λ2) d2λ.
Also, in analogy with (1.22), we define
(2.27) a∗1 = a
∗
1(ξ2, η2) = tr (I −K∗2)−1A2,− ⊗A(1)2,+.
The quantities b∗r,s and a
∗
1 can be related to br,s and a1. In fact, we have the following Lemma
which we will prove in section 4.
Lemma 2.3. We have the formulas
(2.28) b∗r,s(ǫ1, ǫ2)(ξ1, η1) = br,s(ǫ2, ǫ1)(ξ1,−η1),
(2.29) b∗0,s(0, 1) = b0,s(0, 1), b
∗
0,s(1, 0) = b0,s(1, 0),
(2.30) b∗r,0(ǫ1, ǫ2) = br,0(ǫ1, ǫ2),
(2.31) a∗1(ξ1, η) = a1(ξ,−η),
and
(2.32) r1(ξ1,−η) = r1(ξ1, η1).
The next Lemma gives expressions for the quantities we will need. In some formulas, we will use
the convention that
(2.33) (A0i,±)
(−1−s)(λ) =
λs
s!
.
Lemma 2.4. We have the following formulas,
(2.34) M1,0 = M1, M1,1 = M1,2 = 0,
(2.35) M2,0 = K
∗
2, M2,1 = M2,2 = 0,
M3,0 = K
∗
2, M3,1 = ξ1A2,− ⊗A2,+,(2.36)
M3,2 = (ξ
2
1 + 2η1)A
(1)
2,− ⊗A2,+ + (ξ21 − 2η1)A2,− ⊗A(1)2,+,
11
k1,0 = 0, k1,1 = b0(0, 0)A2,− ⊗A2,+,(2.37)
k1,2 = 2(b
∗
0,1(1, 1) + ξ1b0(0, 0))A
(1)
2,− ⊗A2,+ + 2(b0,1(1, 1) + ξ1b0(0, 0))A2,− ⊗A(1)2,+,
k2,0 = 0, k2,1 = b0(0, 1)A2,− ⊗A2,+,(2.38)
k2,2 = −4b0,1(0, 1)A(1)2,− ⊗A2,+ + (4b0,1(1, 1) + 2ξ1b0(0, 1))A2,− ⊗A(1)2,+,
(2.39) k3,0 = 0, k3,1 = A2,− ⊗A(−1)1,− cδ , k3,2 = 2A(1)2,− ⊗ (A(−2)1,− + ξ1A(−1)1,− )cδ,
(2.40) k4,0 = 0, k4,1 = A2,− ⊗ (A01,−)(−1)cδ, k4,2 = −2A2,− ⊗ (A01,−)(−2)cδ,
(2.41) k5,0 = 0, k5,1 = b0(1, 0)A2,− ⊗A2,+, k5,2 = (4b0(1, 0) + 2ξ1b0(1, 0))A(1)2,− ⊗A2,+,
k6,0 = c−δ(K1A1,+)
(−1) ⊗A2,+, k6,1 = c−δ((K1A1,+)(−2) + ξ1(K1A1,+)(−1))⊗A(1)2,+,(2.42)
k6,2 = c−δ(2(K1A1,+)
(−3) + 2ξ1(K1A1,+)
(−2) + (ξ21 − 2η1)(K1A1,+)(−1))⊗A(2)2,+,
(2.43) k7,0 = c−δK
(−1)
1 ⊗A2,+, k7,1 = −c−δK(−2)1 ⊗A(1)2,+, k7,2 = −2c−δK(−3)1 ⊗A(2)2,+.
The Lemma will be proved below in section 4.
It will be convenient to use the following expressions which occur in the computations. For ǫ1, ǫ2,
r ≥ 1, s ≥ 0, we define
(2.44) gr,s(ǫ1, ǫ2) = tr (I−K1)−1Kr−11 (K1Aǫ21,+)(−1−s) ⊗ (Aǫ11,−)(−1),
and
(2.45) g∗r,s(ǫ1, ǫ2) = tr (I−K1)−1Kr−11 (K1Aǫ21,+)(−1) ⊗ (Aǫ11,−)(−1−s).
The quantities (2.44) can be expressed in terms of br,s. This is stated in the next Lemma, which
is proved in section 4.
Lemma 2.5. For r ≥ 1, s ≥ 0 and (ǫ1, ǫ2) 6= (0, 0), we have the formula,
(2.46) gr,s(ǫ1, ǫ2) =
r∑
k=0
(−1)r−k
(
r
k
)
bk,s(ǫ1, ǫ2).
If (ǫ1, ǫ2) = (0, 0), we have instead,
(2.47) gr,s(0, 0) =
r∑
k=1
(−1)r−k
(
r − 1
k − 1
)
bk,s(0, 0).
There are completely analogous statements for g∗r,s, with b
∗
r,s instead of br,s in the right side.
Proof of Theorem 1.1. The proof is a lengthy but straightforward computation. We will explain
how the computation can be done, but we will not give all the details. In order not to get too long
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formulas, we need to introduce some shorthand notation for objects that occur in the computations.
Define the functions,
C1(v) = c−δ(v)(K1A1,+)
−1(v),
(2.48)
C2(v) = c−δ(v)(K
(−1)
1 (v)− (K1A1,+)−1(v)),
C3(v) = −c−δ(v)((K1A1,+)(−2)(v) + ξ1(K1A1,+)(−1)(v)),
C4(v) = A
(−1)
1,− (v)cδ(v),
C5(v) = (−2A(−1)1,− (v) + (A01,−)(−1)(v))cδ(v),
C6(v) = c−δ(v)((K1A1,+)
(−2)(v) + ξ1(K1A1,+)
(−1)(v) +K
(−1)
1 (v)),
C7(v) = (A
(−1)
1,− (v)− (A01,−)(−1)(v))cδ(v),
C8(v) = (−4A(−2)1,− (v)− 4ξ1(A1,−)(−1)(v)− 2(A01,−)(−2)(v))cδ(v),
C9(v) = c−δ(v)(2(K1A1,+)
(−3)(v) + 2ξ1(K1A1,+)
(−2)(v) + (ξ21 − 2η1)(K1A1,+)(−1)(v) + 2K(−3)1 (v)),
C10(v) = (2A
(−2)
1,− (v) + 2ξ1(A1,−)
(−1)(v) + 2(A01,−)
(−2)(v))cδ(v),
C11(v) = C1(v) − (RC2)(v),
C12(v) = −(RC11)(v) = −(RC1)(v) + (R2C2)(v).
We also define the functions
B1 = b1A2,−, B2 = b2A2,−, B3 = b3A
(1)
2,−, B4 = b4A2,−,(2.49)
B5 = b5A
(1)
2,−, B6 = b6A2,−, B7 = b7A2,−,
where
b1 = −b0(1, 1) + b0(1, 0) + b0(0, 1) + ξ1,(2.50)
b2 = 2b0(1, 1) − b0(1, 0) − b0(0, 1) − ξ1,
b3 = 4b
∗
0,1(1, 1) + 4ξ1b0(1, 1) − 2b0,1(1, 0) − 2ξ1b0(1, 0) + 2b0,1(0, 1) − ξ21 − 2η1,
b4 = 4b0,1(1, 1) + 4ξ1b0(1, 1) + 2b0,1(1, 0) − 2b0,1(0, 1) − 2ξ1b0(0, 1) − ξ21 + 2η1,
b5 = −2b∗0,1(1, 1) − 2ξ1b0(1, 1) + 4b0,1(1, 0) + 2ξ1b0(1, 0) − 4b0,1(0, 1) + ξ21 + 2η1,
b6 = −2b0,1(1, 1) − 2ξ1b0(1, 1) − 4b0,1(1, 0) + 4b0,1(0, 1) + 2ξ1b0(0, 1) + ξ21 − 2η1,
b7 = −b0(1, 1).
We will also write,
(2.51) sk,ℓ = trL1Ck ⊗ Cℓ, s(1)k,ℓ = trRL1Ck ⊗ Cℓ.
With this notation, we see that
Q0(0) =
(
L∗2 0
L˜1C2 ⊗A2,+L∗2 L˜1
)
,(2.52)
Q0(1) =
(
0 0
L˜1C1 ⊗A2,+L∗2 −RL˜1
)
,
Q0(2) =
(
0 0
L˜1C12 ⊗A2,+L∗2 R2L˜1
)
.
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Using (2.19), Lemma 2.4, (2.48) and (2.49), we get
Q1(1) =
(
B7 ⊗A2,+ A2,− ⊗ C4
C3 ⊗A(1)2,+ 0
)
,(2.53)
Q1(0) =
(
B2 ⊗A2,+ A2,− ⊗ C5
C6 ⊗A(1)2,+ 0
)
,
Q1(−1) =
(
B1 ⊗A2,+ A2,− ⊗C7
0 0
)
,
and
Q2(0) =
(
B3 ⊗A2,+ +B4 ⊗A(1)2,+ A(1)2,− ⊗ C8
C9 ⊗A(2)2,+ 0
)
,(2.54)
Q2(−1) =
(
B5 ⊗A2,+ +B6 ⊗A(1)2,+ A(1)2,− ⊗ C10
0 0
)
.
If we look at the formulas (2.23) and (2.24), we see that for e1 we need to compute trP1(−1) and
trP1(0). For e2, we need to find P1(−1), P1(0), P1(1), trP2(−1), trP2(0) and then σ(−1,−1),
σ(−1,−1), σ(−1, 0), σ(0, 0) and σ(−1, 1) defined by (2.22). Note that (1.21) can be written
a0 = trL
∗
2A2,− ⊗A2,+,
and similarly for (1.22) and (2.27). It follows from (2.52), (2.53) and (2.54) that
Q0(0)Q1(−1) =
(
L∗2B1 ⊗A2,+ L∗2A2,− ⊗ C7
a0b1L˜1C2 ⊗A2,+ a0L˜1C2 ⊗ C7
)
,(2.55)
Q0(0)Q1(0) =
(
L∗2B2 ⊗A2,+ L∗2A2,− ⊗ C5
a0b2L˜1C2 ⊗A2,+ + L˜1C6 ⊗A(1)2,+ a0L˜1C2 ⊗ C5
)
,
Q0(1)Q1(−1) =
(
0 0
a0b1L˜1C11 ⊗A2,+ a0L˜1C11 ⊗ C7
)
,
Q0(0)Q1(1) =
(
L∗2B7 ⊗A2,+ L∗2A2,− ⊗ C4
a0b7L˜1C2 ⊗A2,+ + L˜1C3 ⊗A(1)2,+ a0L˜1C2 ⊗ C4
)
,
Q0(1)Q1(0) =
(
0 0
a0b2L˜1C11 ⊗A2,+ −RL˜1C6 ⊗A(1)2,+ a0L˜1C11 ⊗ C5
)
,
Q0(2)Q1(−1) =
(
0 0
a0b2L˜1C12 ⊗A2,+ a0L˜1C12 ⊗ C7
)
.
From (2.21), (2.52) and (2.54), we obtain
trP2(−1) = trL∗2B5 ⊗A2,+ + trL∗2B6 ⊗A(1)2,+ + a1tr L˜1C2 ⊗ C10(2.56)
= a1(b5 + s2,10) + a
∗
1b6,
and
trP2(0) = trL
∗
2B3 ⊗A2,+ + trL∗2B4 ⊗A(1)2,+ + a1tr L˜1C2 ⊗ C8 + a1tr L˜1C11 ⊗ C10(2.57)
= a1(b3 + s2,8 + s11,10) + a
∗
1b4.
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From (2.21) and (2.55), we get the following expressions
P1(−1) =
(
L∗2B1 ⊗A2,+ L∗2A2,− ⊗ C7
a0b2L˜1C2 ⊗A2,+ a0L˜1C2 ⊗ C7
)
,
(2.58)
P1(0) =
(
L∗2B2 ⊗A2,+ L∗2A2,− ⊗ C5
a0(b2L˜1C2 + b2L˜1C11)⊗A2,+ + L˜1C6 ⊗A(1)2,+ a0(L˜1C2 ⊗C5 + L˜1C11 ⊗ C7)
)
,
P1(1) =
(
L∗2B7 ⊗A2,+
a0(b7L˜1C2 + b2L˜1C11 + b1L˜1C12)⊗A2,+ + (L˜1C6 −RL˜1C6)⊗A(1)2,+
L∗2A2,− ⊗ C4
a0(L˜1C2 ⊗ C4 + L˜1C11 ⊗ C5 + L˜1C12 ⊗ C7)
)
.
We can now use (2.23) to compute e1. We see that
trP1(−1) = trL∗2B1 ⊗A2,+ + a0tr L˜1C2 ⊗ C7 = a0(b1 + s2,7)(2.59)
trP1(0) = trL
∗
2B2 ⊗A2,+ + a0(tr L˜1C2 ⊗ C5 + tr L˜1C11 ⊗ C7)
= a0(b2 + s2,5 + s11,7),
trP1(1) = trL
∗
2B7 ⊗A2,+ + a0(tr L˜1C2 ⊗ C4 + tr L˜1C11 ⊗ C5 + tr L˜1C12 ⊗ C7)
= a0(b7 + s2,4 + s11,5 + s12,7),
and thus
(2.60) e1 = a0[r1(b1 + s2,7) + b1 + b2 + s2,5 + s2,7 + s11,7].
Now, by (2.48),(2.44) and (2.51),
s2,7 = tr (I−K1)−1(K(−1)1 − (K1A1,+)(−1))⊗ (A(−1)1,− − (A01,−)(−1))
= g1(1, 0) − g1(0, 0) − g1(0, 0) + g1(0, 1),
and
s2,5 + s2,7 = tr L˜1C2 ⊗ (C5 + C7) = tr (I −K1)−1(K(−1)1 − (K1A1,+)(−1))⊗ (−A(−1)1.− )
= g1(1, 1) − g1(1, 0).
All computations of sk,ℓ are done in an analogous manner and below we will not give the details in
each case. We find,
s11,7 = g1(1, 1) − g1(0, 1) + g2(1, 1) − g2(1, 0) − g2(0, 1) + g2(0, 0).
Using (2.46) and (2.50), we get
(2.61) b1+b2+s2,5+s2,7+s11,7 = b2(1, 1)+b1(1, 0)−b2(1, 0)+b1(0, 1)−b2(0, 1)−b1(0, 0)+b2(0, 0),
and
(2.62) b1 + b2 + s2,7 = ξ1 − b1(1, 1) − b1(0, 0) + b1(1, 0) + b1(0, 1).
Combining (2.60), (2.61) and (2.62), we arrive at (1.32) with ψ1 and ψ2 given by (1.28).
Next, we turn to the computation of e2. First, we will compute σ(−1,−1), σ(0, 0), σ(−1, 0) and
σ(−1, 1). From (2.58) and (2.59), we see that
trP1(−1)2 = tr (L∗2B1 ⊗A2,+)(L∗2B1 ⊗A2,+) + 2a0b1(tr L˜1C2 ⊗A2,+)(L∗2A2,− ⊗ C7)
+ a20(tr L˜1C2 ⊗ C7)(L˜1C2 ⊗ C7)
= a20(b
2
1 + 2b1s2,7 + s
2
2,7) = (trP1(−1))2.
15
Thus,
(2.63) σ(−1,−1) = 0.
Similar computations give
(2.64) σ(0, 0) = 2a∗1s6,5 + 2a
2
0(b1s11,5 − b2s11,7 + s11,5s2,7 − s2,5s11,7),
(2.65) σ(−1, 0) = a∗1s6,7,
and
(2.66) σ(−1, 1) = a∗1(s3,7 − s(1)6,7) + a20(b2s11,7 − b1s11,5 + s11,7s2,5 − s2,7s11,5).
It follows from (2.24) and (2.63) that
(2.67) e2 = r1
(
1
2
trP2(−1)− σ(−1, 0)
)
+
1
2
trP2(−1)+ 1
2
trP2(0)−σ(−1, 0)− 1
2
σ(0, 0)−σ(−1, 1).
From (2.56) and (2.65), we obtain
(2.68)
1
2
trP2(−1)− σ(−1, 0) = 1
2
a1(b5 + s2,10) + a
∗
1(
1
2
b6 − s6,7).
We can now compute s2,10 and s6,7, which gives
1
2
s2,10 = b
∗
0,1(1, 1) − b∗1,1(1, 1) + ξ1b0(1, 1) − ξ1b1(1, 1) − b∗0,1(1, 0) + b1,1(1, 0)
− ξ1b0(1, 0) + ξ1b1(1, 0) + b∗0,1(0, 1) − b∗1,1(0, 1) + b∗1,1(0, 0),
and
−s6,7 = b0,1(1, 1) − b1,1(1, 1) + ξ1b0(1, 1) − ξ1b1(1, 1) + b0,1(1, 0) − b1,1(1, 0)
− b0,1(0, 1) + b1,1(0, 1) − ξ1b0(0, 1) + ξ1b1(0, 1) + b1,1(0, 0).
Using, (1.29), (2.50) and Lemma 2.3, we see that
(2.69)
1
2
b5 +
1
2
s2,10 = φ1(ξ1,−η1), 1
2
b6 − s6,7 = φ1(ξ1, η1).
We see from (2.56), (2.57), (2.65), (2.64) and (2.66) that
1
2
trP2(−1) + 1
2
trP2(0) − σ(−1, 0) − 1
2
σ(0, 0) − σ(−1, 1)(2.70)
=
a1
2
(b3 + b5 + s2,10 + s2,8 + s11,10) + a
∗
1
(
1
2
b4 +
1
2
b6 − s6,7 − s6,5 − s3,7 + s(1)6,7
)
.
A computation gives
1
2
(s2,8 + s2,10 + s11,10) = −b∗0,1(1, 1) + b∗2,1(1, 1) − ξ1b0(1, 1) + ξ1b2(1, 1) + b∗1,1(1, 0) − b∗2,1(1, 0)
+ ξ1b1(1, 0) − ξ1b2(1, 0) − b1,1(0, 1) + b∗2,1(0, 1) + b∗1,1(0, 0) − b∗2,1(0, 0).
By (2.50),
1
2
(b3 + b5) = b
∗
0,1(1, 1) + ξ1b0(1, 1) + b0,1(1, 0) − b0,1(0, 1),
and using Lemma 2.3 and (1.30), we obtain,
(2.71) b3 + b5 + s2,10 + s2,8 + s11,10 = φ2(ξ1,−η1).
from (1.30). Next, a computation gives
−s6,7 − s6,5 − s3,7 + s(1)6,7 = −b0,1(1, 1) + b2,1(1, 1) − ξ1b0(1, 1) + ξ1b2(1, 1) − b1,1(1, 0) + b2,1(1, 0)
+ b1,1(0, 1) − b2,1(0, 1) + ξ1b1(0, 1) − ξ1b2(0, 1) + b1,1(0, 0) − b2,1(0, 0),
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and from (2.50), we find
1
2
(b4 + b6) = b0,1(1, 1) + ξ1b0(1, 1) − b0,1(1, 0) + b0,1(0, 1).
Thus, by (1.30),
(2.72)
1
2
b4 +
1
2
b6 − s6,7 − s6,5 − s3,7 + s(1)6,7 = φ2(ξ1, η1).
This completes the proof of Theorem 1.1. 
3. Proof of the short time expansion
We turn now to the proof of Theorem 1.4. Note that if we insert (1.45) into (1.56), then ∆ξ = ξ
and ∆η = η. Let Q = Q(u, α, ξ1,∆η, η1,∆η, δ) be the kernel in (1.61). From (6.27) in [16], we
have the formula
(3.1) Ftt(ξ1, η1; ξ2, η2;α) =
1
2πi
∫
γr
det(I+Q(u−1, β,∆ξ, ξ1,∆η, η1, δ))Y
du
u− 1 ,
where
(3.2) β =
1
α
.
We will write
(3.3) β′ = (1 + β3)1/3.
Note that ξ1 and ∆ξ, and also η1, and ∆η have changed places in (3.1). The formulas for Q contain
ξ2 and η2 and they should be thought of as functions of ξ1,∆ξ and η1,∆η respectively using (1.56),
i.e.
ξ2 =
1
α′
(∆ξ + αξ1), η2 =
1
α′2
(∆η + α2η1).
Deform the contour γr in (3.1) to γ1/r. This gives
Ftt(ξ1, η1; ξ2, η2;α) = det(I+Q(1, β,∆ξ, ξ1,∆η, η1, δ))Y(3.4)
+
1
2πi
∫
γ1/r
det(I+Q(u−1, β,∆ξ, ξ1,∆η, η1, δ))Y
du
u− 1 .
We have the following Lemma that will be proved in section 4.
Lemma 3.1. We have the formula,
(3.5) det(I+Q(1, β,∆ξ, ξ1,∆η, η1, δ))Y = F2(ξ2).
The change of variables u→ 1/u in (3.4) gives
Ftt(ξ1, η1; ξ2, η2;α) = F2(ξ2)− 1
2πi
∫
γr
det(I+Q(u, β,∆ξ, ξ1,∆η, η1, δ))Y
du
u(u− 1) .
Thus, if we write
Q˜ = Q(u, β,∆ξ, ξ1,∆η, η1, δ),
we see that
(3.6)
∂Ftt
∂ξ1
(ξ1, η1; ξ2, η2;α) = − 1
2πi
∫
γr
d
dξ1
det(I+ Q˜)
du
u(u− 1) .
We write the total derivative w.r.t. ξ1 since Q˜ depends on ξ1 directly and through ∆ξ,
∂
∂ξ1
∆ξ = − 1
β
.
17
Now,
d
dξ1
det(I+ Q˜) = det(I+ Q˜)tr (I+ Q˜)−1
dQ˜
dξ1
(3.7)
= det(I+ Q˜)tr (I+ Q˜)−1
∂Q˜
∂ξ1
− 1
β
det(I+ Q˜)tr (I+ Q˜)−1
∂Q˜
∂∆ξ
.
In this formula, we should substitute ξ2 and η2 given by
(3.8) ξ2 =
1
β′
(ξ1 + βξ), η2 =
1
β′2
(η1 + β
2η).
Note that if we insert (3.8) into (1.56), then ∆ξ = ξ and ∆η = η. Write,
(3.9) P = Q(u, β, ξ, ξ1, η, η1, δ).
After this substitution, which replaces ∆ξ with ξ and ∆η with η, which are both fixed, we see that
∂Q˜
∂ξ1
(u, β, ξ, ξ1, η, η1, δ) =
∂P
∂ξ1
,(3.10)
∂Q˜
∂∆ξ1
(u, β, ξ, ξ1, η, η1, δ) =
∂P
∂ξ
.
Hence, by (3.6) to (3.10), we get
∂Ftt
∂ξ1
(ξ1, η1;
ξ + αξ1
α′
,
η + α2ξ1
α′2
;α) = − 1
2πi
∫
γr
det(I +P)tr (I +P)−1
∂P
∂ξ1
du
u(u− 1)(3.11)
+
1
2πiβ
∫
γr
det(I+P)tr (I+P)−1
∂P
∂ξ
du
u(u− 1)
= − ∂
∂ξ1
1
2πi
∫
γr
det(I+P)
du
u(u − 1) +
1
β
∂
∂ξ
1
2πi
∫
γr
det(I+P)
du
u(u− 1) .
Write
(3.12) G = G(β) = G(β, ξ1, η1, ξ, η) =
∂Ftt
∂ξ1
(ξ1, η1;
ξ + αξ1
α′
,
η + α2ξ1
α′2
;α),
and
(3.13) H = H(β) = H(β, ξ1, η1, ξ, η) =
1
2πi
∫
γr
det(I+P)
du
u(u − 1) .
It follows from (3.11), (3.12) and (3.13) that
(3.14) G = −∂H
∂ξ1
+
1
β
∂H
∂ξ
.
We can expand in powers of β,
(3.15) H(β) = H0 +H1β +
1
2
H2β
2 + . . . ,
where
(3.16) Hs =
∂s
∂βs
∣∣∣∣
β=0
H.
Also, we expand
(3.17) P = P0 +P1β +
1
2
P2β
2 + . . . .
To proceed we need to get a formula for Ps.
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If we replace ξ1 with ξ, ∆ξ with ξ1, η1 with η, ∆η with η1, α with β and α
′ with β′ in (1.63) to
(1.65) and in (1.67) to (1.73), we obtain
(3.18) M˜1(v1, v2) =
eδ(v1−v2)
(2πi)2
∫
ΓD
dz
∫
Γ−d
dζ
Gξ+v1,η(z)
Gξ+v2,η(ζ)(z − ζ)
(3.19) M˜2(v1, v2) =
1
(2πi)2β′
∫
ΓD
dz
∫
Γ−d
dζ
Gξ2+v2/β′,η2(z)
Gξ2+v1/β′,η2(ζ)(z − ζ)
(3.20) M˜3(v1, v2) =
1
(2πi)2
∫
ΓD
dz
∫
Γ−d
dζ
Gξ1+v2,η1(z)
Gξ1+v1,η1(ζ)(z − ζ)
,
and
k˜1(v1, v2)(3.21)
=
β
(2πi)4
∫
ΓD3
dz
∫
ΓD2
dw
∫
Γ−d3
dζ
∫
Γ−d2
dω
Gξ,η(z)Gξ1+v2,η1(w)
Gξ,η(ζ)Gξ1+v1,η1(ω)(z − ζ)(z − βw)(βω − ζ)
,
(3.22) k˜2(v1, v2) =
β
(2πi)3
∫
ΓD3
dz
∫
ΓD2
dw
∫
Γ−d2
dω
Gξ,η(z)Gξ1+v2,η1(w)
Gξ2+v1/β′,η2(ω)(β
′z − βω)(z − βw) ,
(3.23) k˜3(v1, v2) =
βe−δv2
(2πi)2
∫
Γ−d3
dζ
∫
Γ−d2
dω
1
Gξ+v2,η(ζ)Gξ1+v1,η1(ω)(βω − ζ)
,
(3.24) k˜4(v1, v2) =
βe−δv2
β′2πi
∫
Γ−d2
dω
Gξ2+(v1+βv2)/β′,η2(ω)
,
(3.25) k˜5(v1, v2) =
β
(2πi)3
∫
ΓD2
dw
∫
Γ−d3
dζ
∫
Γ−d2
dω
Gξ2+v2/α′,η2(w)
Gξ,η(ζ)Gξ1+v1,η1(ω)(βw − β′ζ)(βω − ζ)
,
(3.26) k˜6(v1, v2) =
eδv1
(2πi)4
∫
ΓD3
dz1
∫
ΓD1
dz2
∫
ΓD2
dw
∫
Γ−d1
dζ
Gξ,η(z1)Gξ+v1,η(z2)Gξ1+v2,η1(w)
Gξ,η(ζ)(z1 − ζ)(z2 − ζ)(z1 − βw)
,
and
(3.27) k˜7(v1, v2) =
eδv1
(2πi)3
∫
ΓD1
dz
∫
ΓD2
dw
∫
Γ−d1
dζ
Gξ+v1,η(z)Gξ2+v2/β′,η2(w)
Gξ,η(ζ)(βw − β′ζ)(z − ζ)
,
where we still have the condition (1.66). In these formulas, ξ2 and η2 are given by (1.45), so in
particular,
(3.28)
∂ξ2
∂β
∣∣∣∣
β=0
= ξ.
By (3.9) and (1.61), we obtain
(3.29)
Q(u) =
(
(2− u− u−1)k˜1 + (u− 1)(k˜2 + k˜5) + (u− 1)M˜3 − uM˜2 (u+ u−1 − 2)k˜3 + (1− u)k˜4
(1− u−1)k˜6 − k˜7 (u−1 − 1)M˜1
)
.
We can expand the operators M˜j and k˜j in powers of β,
M˜j = M˜j,0 + M˜j,1β + . . .
k˜j = k˜j,0 + k˜j,1β + . . . .
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Then, using (3.17) and (3.29), we see that
Ps = u
(−k˜1,s + k˜2,s + k˜5,s + M˜3,s − M˜2,s k˜3,s − k˜4,s
0 0
)
(3.30)
+
(
2k˜1,s − k˜2,s − k˜5,s − M˜3,s −2k˜3,s + k˜4,s
k˜6,s − k˜7,s −M˜1,s
)
+ u−1
(−k˜1,s− k˜3,s
−k˜6,s M˜1,s
)
:= uPs(−1) +Ps(0) + u−1Ps(1).
Recall (1.47) and (1.48). In analogy with (2.7), we define the conjugated kernel,
(3.31) M0(v1, v2) = c−δ(v1)K0(v1, v2)cδ(v2)
and like (1.21), we write
(3.32) a˜0 = tr (I−K∗1)−1A1,− ⊗A1,+ =
F ′2(ξ1 + η
2
1)
F2(ξ1 + η
2
1)
,
where the last equality is (1.39). Recall (1.49) and (1.50). Define, for r ≥ 1,
(3.33) g˜r(ǫ1, ǫ2) = tr (I −K0)−rKr−10 (K0Aǫ20,+)(−1) ⊗ (Aǫ10,−)(−1).
Then, as in Lemma 2.5,
g˜1(ǫ1, ǫ2) = −b˜0(ǫ1, ǫ2) + b˜1(ǫ1, ǫ2), (ǫ1, ǫ2) 6= (0, 0),(3.34)
g˜1(0, 0) = −b˜0(0, 0).
Lemma 3.2. We have the following formulas
k˜1,0 = k˜2,0 = k˜3,0 = k˜4,0 = k˜5,0 = 0,
k˜6,0 = c−δ(K0A0,+)
(−1) ⊗A1,+, k˜7,0 = c−δ(K0)(−1) ⊗A1,+,
M˜1,0 = M0, M˜1,0 = M˜1,0 = K
∗
1,
k˜1,1 = b˜0(0, 0)A1,− ⊗A1,+, k˜2,1 = b˜0(0, 1)A1,− ⊗A1,+ k˜5,1 = b˜0(1, 0)A1,− ⊗A1,+
k˜3,1 = A1,− ⊗A(−1)0,− cδ , k˜4,1 = A1,− ⊗ cδ
M˜1,1 = M˜3,1 = 0, M˜2,1 = −ξA1,− ⊗A.1,+
Proof. The proof is completely analogous to that of Lemma 2.4 starting from (3.18) to (3.27). 
We will use the notation
(3.35) L˜0 = (I−M0)−1.
It follows from (3.30) and Lemma 3.2, that
(3.36) P0 =
( −K∗1 0
(1− u−1)k˜6,0 − k˜7,0 (u−1 − 1)M˜0.
)
Lemma 3.3. For |u| large enough
(3.37) det(I+P0) = F2(ξ1 + η
2
1)F2(ξ + η
2)
(
1 +
∞∑
k=1
r˜ku
−k
)
,
and
(3.38) (I+P0)
−1 =
∞∑
k=0
J(k)u−k.
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In particular
(3.39) J(0) =
( −L∗1 0
L˜0C˜1 ⊗A1,+L∗1 L˜0
)
,
where
(3.40) C˜1 = c−δ(K
(−1)
0 − (K0A0,+)(−1)).
Proof. This is completely analogous to the proof of Lemma 2.1. We have also used Lemma 3.2. 
From (3.37) and the fact that
(3.41)
1
2πi
∫
γr
uk
u(u− 1)du =
{
1 if k ≥ 1
0 if k ≤ 0,
since r > 1, we see that
(3.42) H0 =
1
2πi
∫
γr
det(I+P0)
du
u(u− 1) = 0.
Thus, by (3.15),
(3.43) H1(β) = H1β +
1
2
H2β
2 + . . . .
Using analyticity we get
∂H
∂ξ1
=
∂H1
∂ξ1
β +
1
2
∂H2
∂ξ1
β2 + . . . ,(3.44)
∂H
∂ξ
=
∂H1
∂ξ
β +
1
2
∂H2
∂ξ
β2 + . . . ,
and inserting this into (3.14) we find
(3.45) G(β) =
∂H1
∂ξ
+
(
1
2
∂H2
∂ξ
− ∂H1
∂ξ1
)
β + . . . .
From (3.13) and (3.16) we obtain
(3.46) H1 =
1
2πi
∫
γr
det(I+P0)tr (I+P0)
−1P1
du
u(u− 1) .
We will only compute G(0), i.e.
(3.47) G(0) =
∂H1
∂ξ
.
The next term in the expansion in (3.45) can also be computed with more effort.
Proof of Theorem 1.4. If we insert (3.37), (3.38) into (3.47) and use
P1 = uP1(−1) +P1(0) + u−1P1(1),
from (3.30), we see that
H1 = F2(ξ1 + η
2
1)F2(ξ + η
2)
1
2πi
∫
γr
(
1−
∞∑
k=1
r˜ku
−k
)
(3.48)
× tr
[(
∞∑
k=0
J(k)u−k
)(
uP1(−1) +P1(0) + u−1P1(1)
)] du
u(u− 1) .
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Using (3.41), it follows that
(3.49) H1 = F2(ξ1 + η
2
1)F2(ξ + η
2)tr J(0)P1(−1).
From Lemma 3.2, we obtain
−k˜1,1 + k˜2,1 + k˜5,1 + M˜3,1 − M˜2,1 = (−b˜0(0, 0) + b˜0(0, 1) + b˜0(1, 0) + ξ)A1,− ⊗A1,+
:= d1A1,− ⊗A1,+,
and
k˜3,1 − k˜4,1 = A1,− ⊗ (A(−1)0,− − 1)cδ := A1,− ⊗ C˜2.
Thus, by (3.30),
P1(0) =
(
d1A1,− ⊗A1,+ A1,− ⊗ C˜2
0 0
)
,
Combined with (3.39), this gives
trJ(0)P1(−1) = tr
( −L∗1 0
L˜0C˜1 ⊗A1,+L∗1 L˜0
)(
d1A1,− ⊗A1,+ A1,− ⊗ C˜2
0 0
)
= d1trL
∗
1A1,− ⊗A1,+ + (trL∗1A1,− ⊗A1,+)(tr L˜0C˜1 ⊗ C˜2) = a˜0
(
d1 + tr L˜0C˜1 ⊗ C˜2
)
.
Now,
tr L˜0C˜1 ⊗ C˜2 = tr (I−K0)−1(K(−1)0 − (K0A0,+)(−1))⊗ (A(−1)0,− − (A00,−)(−1))
= g˜1(1, 0) − g˜1(0, 0) − g˜1(1, 1) + g˜1(0, 1)
= b˜0(1, 1) − b˜0(1, 0) − b˜0(0, 1) − b˜1(0, 0) − b˜1(1, 1) + b˜1(1, 0) + b˜1(0, 1),
by (3.33) and (3.34). Since b˜0(1, 1) = b˜0(0, 0), we see that
trJ(0)P1(−1) = F
′
2(ξ1 + η
2
1)
F2(ξ1 + η21)
(
ξ − b˜1(0, 0) − b˜1(1, 1) + b˜1(0, 1) + b˜1(1, 0)
)
.
and hence
(3.50) H1 = F
′
2(ξ1 + η
2
1)F2(ξ + η
2)
(
ξ − b˜1(0, 0) − b˜1(1, 1) + b˜1(0, 1) + b˜1(1, 0)
)
.
Consequently, by (3.12), (3.47) and (3.50),
lim
α→∞
∂Ftt
∂ξ1
(ξ1, η1;
ξ + αξ1
α′
,
η + α2ξ1
α′2
;α) = F ′2(ξ1 + η
2
1)
∂
∂ξ
(
F2(ξ + η
2)ψ(ξ, η)
)
,
where
ψ(ξ, η) = ξ − b˜1(0, 0) − b˜1(1, 1) + b˜1(0, 1) + b˜1(1, 0).
This completes the proof of the theorem. 
4. Proof of some Lemmas
In this section we will give the proofs of some Lemmas from the previous sections.
Proof of Lemma 1.3. From (1.11) and (1.15), we see that
(4.1) A
(1)
2,±(v) = −
d
dv
A2,±(v) = − ∂
∂ξ2
A2,±(v).
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Thus, by (1.17) and (1.13),
∂
∂ξ2
K2(v1, v2) =
∂
∂ξ2
∫
R+
A2,−(v1 + v3)A2,+(v3 + v2) dv3
=
∫
R+
∂
∂v3
(A2,−(v1 + v3)A2,+(v3 + v2)) dv3 = −(A2,− ⊗A2,+)(v1, v2).
Consequently,
∂
∂ξ2
F2(ξ2 + η
2
2) =
∂
∂ξ2
det(I−K∗2) = − det(I−K∗2)tr (I−K∗2)−1
∂K∗2
∂ξ2
= F2(ξ2 + η
2
2)tr (I−K∗2)−1A2,− ⊗A2,+ = F2(ξ2 + η22)a0,
by (1.21), and we have proved (1.39). Furthermore, by (4.1),
∂a0
∂ξ2
= −
∫
R
2
+
A
(1)
2,+(v1)(I−K∗2)−1(v1, v2)A2,−(v2) d2v
+
∫
R
2
+
A2,+(v1)(I−K∗2)−1
∂K∗2
∂ξ2
(I−K∗2)−1(v1, v2)A2,−(v2) d2v
−
∫
R
2
+
A2,+(v1)(I−K∗2)−1(v1, v2)A(1)2,−(v2) d2v = −a∗1 − a20 − a1.
If η1 = 0, then a
∗
1 = a1 by (2.31), and hence
a1 =
1
2
(
−a20 −
∂a0
∂ξ2
)
= − F
′′
2 (ξ2)
2F2(ξ2)
,
where we used (1.39) with η2 = 0. 
Proof of Lemma 2.3. Changing η1 to −η1 interchanges A1,− and A1,+, and hence changes K1 to
K∗1. Thus, by (1.25),
br,s(ǫ1, ǫ2)(ξ1,−η1) =
∫
R
2
+
(Aǫ11,+(I −K∗1)−rAǫ21,−)(λ1, λ2)
λs2
s!
d2λ
=
∫
R
4
+
(Aǫ11,+(λ1, λ3)(I −K∗1)−r(λ3, λ4)Aǫ21,−)(λ4, λ2)
λs2
s!
d4λ.
Interchanging λ1 and λ2, and λ3 and λ4, gives
brs(ǫ1, ǫ2)(ξ1,−η1) =
∫
R
4
+
(Aǫ11,+(λ2, λ4)(I−K∗1)−r(λ4, λ3)Aǫ21,−)(λ3, λ1)
λs1
s!
d4λ
=
∫
R
4
+
λs1
s!
(Aǫ21,.(λ2, λ4)(I −K∗1)−r(λ3, λ4)Aǫ11,+)(λ4, λ2) d4λ
= b∗r,s(ǫ2, ǫ1)(ξ1, η1),
since A1,− and A1,+ are symmetric. This proves (2.28).
Also, to prove (2.29), note that
b0,s(0, 1) =
∫
R
2
+
A1,+(λ1 + λ2)
λs2
s!
d2λ =
∫
R
2
+
λs1
s!
A1,+(λ1 + λ2) d
2λ = b∗0,s(0, 1),
and analogously for b0,s(1, 0). The formula (2.30) follows immediately from the definitions.
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By (1.22),
a1(ξ2,−η2) = tr (I−K2)−1A(1)2,+ ⊗A2,− =
∫
R
2
+
A2,−(λ1)(I−K2)−1(λ1, λ2)A(1)2,+(λ2) d2λ.
Interchanging λ1 and λ2 shows that this equals,∫
R2
+
A
(1)
2,+(λ1)(I−K∗2)−1(λ1, λ2)A2,−(λ2) d2λ = a1(ξ2, η2),
since K2(λ2, λ1) = K
∗
2(λ1, λ2). This proves (2.31). The proof of (2.32) is analogous. 
Proof of Lemma 2.4. We will only consider a few cases. The other are handled in a completely
analogous way.
Note that since α′ = 1 + O(α3) we can set α′ = 1 when computing α-derivatives up to order 2
at α = 0. If f is a function of α, ∆ξ and ∆η, we see from (1.56) that
df
dα
∣∣∣∣
α=0
=
∂f
∂α
∣∣∣∣
α=0
− ξ1 ∂f
∂∆ξ
∣∣∣∣
α=0
,(4.2)
d2f
dα2
∣∣∣∣
α=0
=
∂2f
∂α2
∣∣∣∣
α=0
− 2ξ1 ∂
2f
∂α∂∆ξ
∣∣∣∣
α=0
− 2η1 ∂f
∂∆η
∣∣∣∣
α=0
+ ξ21
∂2f
∂∆ξ2
∣∣∣∣
α=0
.
From (1.65), we see that
M3,0(v1, v2) =
1
(2πi)2
∫
ΓD
dz
∫
Γ−d
dζ
Gξ2+v2,η2(z)
Gξ2+v1,η2(ζ)(z − ζ)
=
∫ ∞
0
A2,−(v1, λ)A2,+(λ, v2) dλ = K
∗
2(v1, v2).
Using (1.65), (1.57), (1.58) and (4.2), we get
M3,1(v1, v2) = −ξ1 1
(2πi)2
∫
ΓD
dz
∫
Γ−d
dζ
Gξ2+v2,η2(z)(ζ − z)
Gξ2+v1,η2(ζ)(z − ζ)
= ξ1
(
1
2πi
∫
Γ−d
dζ
Gξ2+v1,η2(ζ)
)(∫
ΓD
Gξ2+v2,η2(z) dz
)
= ξ1A2,− ⊗A2,+(v1, v2),
and
M3,2(v1, v2) = −2η1 1
(2πi)2
∫
ΓD
dz
∫
Γ−d
dζ
Gξ2+v2,η2(z)(z
2 − ζ2)
Gξ2+v1,η2(ζ)(z − ζ)
+ ξ21
1
(2πi)2
∫
ΓD
dz
∫
Γ−d
dζ
Gξ2+v2,η2(z)(ζ − z)2
Gξ2+v1,η2(ζ)(z − ζ)
= (ξ21 − 2η1)
(
1
2πi
∫
Γ−d
dζ
Gξ2+v1,η2(ζ)
)(∫
ΓD
zGξ2+v2,η2(z) dz
)
+ (−ξ21 − 2η1)
(
1
2πi
∫
Γ−d
ζdζ
Gξ2+v1,η2(ζ)
)(∫
ΓD
Gξ2+v2,η2(z) dz
)
= (ξ21 − 2η1)A2,− ⊗A(1)2,+(v1, v2) + (ξ21 + 2η1)A(1)2,− ⊗A2,+(v1, v2),
by (1.57) and (1.58).
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It follows immediately from (1.67) that k1,0 = 0. Using (4.2), we see that
k1,1(v1, v2) =
1
(2πi)4
∫
ΓD3
dz
∫
ΓD2
dw
∫
Γ−d3
dζ
∫
Γ−d2
dω
Gξ1,η1(z)Gξ2+v2,η2(w)
Gξ1,η1(ζ)Gξ2+v1,η2(ω)(z − ζ)z(−ζ)
= A2,−(v1)A
(−1)
1,+ A
(−1)
1,− (0, 0)A2,+(v2) = b0(0, 0)A2,− ⊗A2,+(v1, v2),
since, using the definitions,
A
(−1)
1,+ A
(−1)
1,− (0, 0) =
∫
R+
A
(−1)
1,+ (0, λ1)A
(−1)
1,− (, λ1, 0) dλ1
=
∫
R
3
+
A1,+(λ1 + λ2)A1,−(λ1 + λ3) d
3λ =
∫
R
2
+
K1(λ1, λ2) d
2λ = b0(0, 0).
From (1.67) and (4.2), it follows that
k1,2(v1, v2) =
∂2k1
∂α2
∣∣∣∣
α=0
(v1, v2)− 2ξ1 ∂
2k1
∂α∂∆ξ
∣∣∣∣
α=0
(v1, v2)
=
1
(2πi)4
∫
ΓD3
dz
∫
ΓD2
dw
∫
Γ−d3
dζ
∫
Γ−d2
dω
Gξ1,η1(z)Gξ2+v2,η2(w)
Gξ1,η1(ζ)Gξ2+v1,η2(ω)(z − ζ)
[
− 2w
z2ζ
− 2ω
zζ2
+ 2ξ1
ω − w
zζ
]
= 2A
(−2)
1,+ A
(−1)
1,− (0, 0)A2,− ⊗A(1)2,+(v1, v2) + 2A(−1)1,+ A(−2)1,− (0, 0)A(1)2,− ⊗A2,+(v1, v2)
+ 2ξ1A
(−1)
1,+ A
(−1)
1,− (0, 0)
(
A
(1)
2,− ⊗A2,+ +A2,− ⊗A(1)2,+
)
(v1, v2).
We now use,
A
(−2)
1,+ A
(−1)
1,− (0, 0) = b
∗
0,1(1, 1), A
(−1)
1,+ A
(−2)
1,− (0, 0) = b0,1(1, 1).
We can now proceed with the other cases in an analogous way. For these computations, we also
use
A
(−2)
1,+ (0) = b0(0, 1), A
(−2)
1,− (0) = b0(1, 0),
A
(−3)
1,+ (0) = 2b0,1(0, 1), A
(−3)
1,− (0) = b0,1(1, 0).

Proof of Lemma 2.1. It follows from (2.5) and Lemma 2.4 that
(4.3) I+Q0 =
(
I−K∗2 0
(1− u−1)k6,0 − k7,0 I+ (u−1 − 1)M1
)
.
The block-inverse formula (
A11 0
A21 A22
)−1
=
(
A−111 0
−A−122 A21A−111 A−122
)
,
then gives
(4.4) (I+Q0)
−1 =
(
L∗2 0
(I+ (u−1 − 1)M0)−1((u−1 − 1)k6,0 − k7,0)L∗2 (I+ (u−1 − 1)M1)−1
)
if |u| is sufficiently large. We can write
(4.5) I+ (u−1 − 1)M1 = (I−M1)(I + u−1(I−M1)−1) = (I−M1)(I+ u−1R).
Thus, (4.3) gives
det(I+Q0) = det(I−K∗2) det(I−M1) det(I+ u−1R) = F2(ξ1 + η21)F2(ξ2 + η22) det(I+ u−1R).
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This proves (2.13). The expansion (2.14) follows from
log det(I + u−1R) =
∞∑
ℓ=1
(−1)ℓ−1
ℓ!
u−ktrRk,
if |u| is sufficiently large. From (4.5), we see that
(I+ (u−1 − 1)M1)−1 = (I+ u−1R)−1(I−M1)−1,
and using the fact that
(I+ u−1R)−1 =
∞∑
k=0
(−1)ku−kRk,
for |u| is sufficiently large, we get
(I+ (u−1 − 1)M1)−1 =
∞∑
k=0
(−1)ku−kRk(I−M1)−1.
Inserting this into (4.4) gives
(I+Q0)
−1 =
(
L∗2 0∑∞
k=0(−1)ku−kRkL˜1((u−1 − 1)k6,0 − k7,0)L∗2
∑∞
k=0(−1)ku−kRkL˜1
)
,
from which (2.15), (2.16) and (2.17) follow. 
Proof of Lemma 2.2. We see from (1.62), (2.8) and (2.20) that
(4.6)
Ftt(ξ1, η1; ξ2, η2;α) =
1
2πi
∫
γr
det(I+Q0)
[
(trP1)α+
1
2
(
(trP1)
2 − trP21 + trP2
)
α2
]
du
u− 1+O(α
3).
From this formula, (2.13), (2.14) and (2.20), we obtain
(4.7) e1 =
1
2πi
∫
γr
(
1 +
∞∑
k=1
rku
−k
)(
∞∑
k=−1
trP1(k)u
−k
)
du
u− 1 ,
and
e2 =
1
2πi
∫
γr
1
2
(
1 +
∞∑
k=1
rku
−k
)[(
∞∑
k=−1
trP1(k)u
−k
)(
∞∑
ℓ=−1
trP1(ℓ)u
−ℓ
)
(4.8)
− tr
(
∞∑
k=−1
P1(k)u
−k
)(
∞∑
ℓ=−1
P1(ℓ)u
−ℓ
)
+
∞∑
k=−1
trP2(k)u
−k
]
du
u− 1 .
We now use the fact that
(4.9)
1
2πi
∫
γr
1
uk(u− 1)du =
{
0 if k ≥ 1
1 if k ≤ 0,
for all r > 1. Using (4.7) this gives (2.23), and from (4.8), we get (2.24) by (2.22). 
Proof of Lemma 2.5. We have that
gr,s(ǫ1, ǫ2)
=
∫
R2
+
(∫
R+
A
ǫ1
1,−(λ3, λ1) dλ3
)
(I −K1)−rKr−11 (λ1, λ2)
(∫
R+
(K1A
ǫ2
1,+)(λ2, λ4)λ
s
4 dλ4
)
dλ1dλ2
=
∫
R
2
+
(Aǫ11,−(I−K1)−rKr−11 Aǫ21,+)(λ3, λ4)
λs4
s!
dλ3dλ4.
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From the identity,
(I−K1)−1K1 = (I−K1)−1 − I,
we get
(I−K1)−rKr1 =
r∑
k=0
(−1)r−k
(
n
k
)
(I−K1)−k.
Thus
gr,s(ǫ1, ǫ2) =
r∑
k=0
(−1)r−k
(
n
k
)∫
R
2
+
(Aǫ11,−(I−K1)−kAǫ21,+)(λ1, λ2)
λs2
s!
d2λ
=
r∑
k=0
(−1)r−k
(
n
k
)
bk,s(ǫ1, ǫ2).
Similarly,
grs(0, 0) =
∫
R
2
+
(I−K1)−rKr−11 (λ1, λ2)K(−1−s)1 (λ2) d2λ
=
∫
R
2
+
(I−K1)−rKr1(λ1, λ2)
λs2
s!
d2λ
=
∫
R
2
+
(I−K1)−1K1
[
r−1∑
k=0
(−1)r−1−k
(
r − 1
k
)
(I −K1)−k
]
(λ1, λ2)
λs2
s!
d2λ
=
r∑
k=1
(−1)r−k
(
r − 1
k − 1
)∫
R
2
+
(I −K1)−kK1(λ1, λ2)λ
s
2
s!
d2λ
=
r∑
k=1
(−1)r−k
(
r − 1
k − 1
)
bk,s(0, 0).

Proof of Lemma 3.1. It follows from (1.61) that
det(I+Q(1, β,∆ξ, ξ1,∆η, η1, δ))Y = det
(
I−M2(β,∆ξ, ξ1,∆η, η1, δ) 0
∗ I
)
Y
(4.10)
= det(I−M2(β,∆ξ, ξ1,∆η, η1, δ))L2(R+).
Now, using (1.64), we see that
(4.11) M2(β,∆ξ, ξ1,∆η, η1, δ)(v1, v2) =
1
(2πi)2β′
∫
ΓD
dz
∫
Γ−d
dζ
Gξ2+v2/β′,η2(z)
Gξ2+v1/β′,η2(ζ)(z − ζ)
.
Recall that ξ2 in (1.64) is given by ξ2 = ξ2(α, ξ1,∆ξ) = (∆ξ+αξ1)/α
′, so in (4.11), we have instead
ξ2(β,∆ξ, ξ1) =
ξ1 + β∆ξ
β′
=
ξ1 + β(α
′ξ2 − αξ1)
β′
= ξ2,
so, in fact, we just get ξ2 in (4.11). An analogous argument applies to η2. From (4.11), we obtain
M2(β,∆ξ, ξ1,∆η, η1, δ)(v1, v2) =
1
β′
K∗2(
v1
β′
,
v2
β′
),
from which we see that the right side of (4.10) is F2(ξ2 + η
2
2). 
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