ABSTRACT Motivation: Molecular Surface Patches (MSPs) of proteins are responsible for selective interactions between internal parts of one protein molecule or between protein and other molecules. The prediction of the neighbours of a distinct Secondary Structural Element (SSE) would be an important step for protein structure prediction. Results: Based on a computational analysis of complementary molecular patches of SSEs, feed-forward Neural Networks (NNs) are trained on a large set of helices for predicting the neighbours of given MSPs. Accuracy of prediction is 96% if only two types of neighbours: solvent or 'protein' are considered, yet drops to 81% for three types of neighbours: (1) solvent, (2) helix/strand or (3) coil. Implications of the method for the prediction of protein structure and subunit interaction are discussed. As a special test case, the structurally equivalent helices of monomeric myoglobin and the homologous subunits of tetrameric haemoglobin are compared.
INTRODUCTION
Molecular Surface Patches (MSPs), defined as parts of the atomic surface area of Secondary Structural Elements (SSEs), provide an opportunity to study the assembly of protein tertiary structure at an intermediate level of complexity. Their geometric and physicochemical properties are responsible for selective interactions between different substructures of protein complexes or between proteins and the surrounding solvent (Connolly, 1986; Jones and Thornton, 1996; Preißner et al., 1998) . Geometrically similar MSPs can be detected, for example, in evolutionarily unrelated proteins even for different types of secondary structures (Preißner et al., 1999) . The * To whom correspondence should be addressed. 2 Present address: EMBL Qutstation EBI, Hinxton, Cambridge CB10 ISD, UK. shape of molecular patches of the SSEs of homologous subunits, however, can be particularly conserved during a long time in evolution, as shown for the specific example of proteasomal subunits (Gille et al., 2000) . Valdar and Thornton (2001) report a corresponding observation of residue conservation at oligomeric interfaces in a variety of protein families. Further structural studies stress the importance of the amount of solvent accessible surface buried in the contact interfaces of protein dimers as a parameter to discriminate between monomeric and homodimeric proteins, with a further improvement by a statistical potential, based on atom-pair frequencies across interfaces (Ponstingl et al., 2000) . Another approach (Jones and Thornton, 1997a,b) uses a series of parameters to characterize and predict protein-protein interfaces on the basis of patch analysis. Besides a larger set of parameters used the success rate of about 66% brings up the question if it would be possible to predict neighbours in case of much smaller SSEs. Due to the smaller size of the relevant patches of SSEs several properties used by Jones and Thornton (1997a,b ) cannot be applied directly.
The prediction of protein topology or, closely related, the prediction of important long range residue contacts in proteins has proven to be a difficult problem, partly due to the small amount of information that can be extracted from sequence (Rigoutsos et al., 1999) . Behe et al. (1991) discuss the influence of the geometry of individual hydrophobic residues on the side-chain packing in the protein core, suggesting that specific interaction patterns are probably rare. Most theoretical approaches focus, consequently, on the analysis of correlated mutations in multiple sequence alignments (Göbel et al., 1994; Ortiz et al., 1998; Olmea et al., 1999; Larson et al., 2000) . Molecular biologists and information scientists have frequently used machine learning techniques aimed at problems, which could not yet be captured by explicit physical laws. Examples are expert systems, genetic algorithms and artificial Neural Networks (NNs; Baldi and Brunak, 1998) . These methods have been successfully applied to various sub-problems in protein structure prediction; e.g. many secondary prediction methods are based on artifi-cial NNs (Rost and Sander, 1995; Chandonia and Karplus, 1995; Pachter et al., 1996; Jones, 1999; Petersen et al., 2000) . Several groups applied, in particular, artificial NNs to the related problem at hand, that of inter-residue contact prediction (Lund et al., 1997; Fariselli and Casadio, 1999) . These methods, however, produce satisfactory predictions only for small proteins.
With the long-term goal of predicting the arrangement of SSEs in 3D space, we present an application of a feedforward NN to predict the type of neighbours of molecular patches of a given α-helix, where size and geometry are known from protein structure. Previous investigations concerning amino acid compositions of different types of molecular patches of SSEs influenced the development of successful threading methods (Luthy et al., 1992; Ouzounis et al., 1993; Zhang and Kim, 2000) . They give support to the novel idea that the 'inverse process'-predict the corresponding secondary structural type of the 3D neighbour of a given patch-could become feasible. In proteins, for each SSE, there are several interacting molecular patches of different size. Most of them are between SSEs, a smaller number are observed to be in contact with solvent. In this paper, we ask whether the physicochemical compositions of the patches are unambiguous enough to allow the prediction of the type of the neighbours (α-helix, β-sheet, coil or solvent). To include all inherent information for the prediction we use artificial NNs which are trained on the data bank of interfaces in proteins Dictionary of Interfaces in Proteins (DIP; Preißner et al., 1998) . To predict protein structure, in a next step, the atoms of a patch have to be defined without knowing the size of the patch and the neighbour from 3D structure. The procedure for this would be the following: after secondary structure prediction we have to build the structural elements of the given primary structure using standard geometry of helices and β-strands, respectively. Then the resulting molecular surface areas are to be dissected in pieces of appropriate size and orientation and evaluated by the neural net. Because this will be an ambiguous task too, we are looking for a very high success rate of neighbourhood prediction in the first step described here.
DATABASE AND METHODS

Training and test protein sets
For this work, we will essentially use the DIP data bank of interfaces in proteins in its standard version (publicly available at http://www.protein-interfaces.de). The database includes a reorganized, preliminarily classified form of information derived from a large set of protein structures taken from the Brookhaven Protein Databank (PDB; Bernstein et al., 1977) . The generation of the database in each case is guided by a list of proteins to be considered.
For the development of our prediction method a representative data (list of 351 proteins published in Preißner et al., 1998) set with very low redundancy (<10% sequence identity) was chosen. To construct optimal test and training sets for predicting the secondary structural states of neighbouring elements, a set of non-homologous proteins was selected, with minimal concern that proteins with many similar residue interaction patterns will bias the training and test sets.
Molecular surface patches of secondary structural elements-computational definition DIP defines MSPs as a set of atoms of a given secondary structure in contact with atoms of another structure (SSE, solvent or ligand) depending on a chosen maximum atomic distance (see Glossary for details). All atoms of two neighbouring secondary structures in dependence on an allowed maximum distance (cut-off) of 0.5, 1.0 up to 2.5Å are included in the database.
Definitions/glossary
Cut-off
Allowed maximum distance between van-der-Waal spheres of an atomic contact (range: −0.5 · · · 2.8Å) MSP Set of atoms of a given secondary structure which are in contact with atoms of another structure (SSE, solvent, ligands)
External MSP All atoms of one secondary structure which are in contact with the Connolly surface of the protein Interface (internal) Pair of MSPs from different structural elements which are in direct contact
The secondary structure states are derived from definitions produced by the DSSP program (due to their significantly larger size only H were taken to be helix states, E were taken to be β-strand states and all others (I, G, B, S, T, -) to be Coil (C), Preißner et al., 1998) . Thus, nine different types of intramolecular MSPs (H → E helixstrand, E → H strand-helix, H → C helix-coil, etc.) and three external MSP types (H → s helix-solvent, E → s strand-solvent, C → s coil-solvent) are considered in the computational analysis. The helix MSP types are used to train the NNs. From a total of 1288 helix-solvent (H → s), 2711 helix-coil (H → C), 794 helix-strand (H → E) and 1743 helix-helix (H → H) MSPs with at least ten atoms at a cut-off value of 0.5Å in the selected protein set, unbalanced and balanced training and test sets are constructed using either the given distribution or an equal number of examples for each class.
To determine the extent to which MSPs located on two SSE types in contact are complementary, we compute the propensities of 19 atom types (Table 1) in all twelve internal and external MSP types (H → s, H → H, H → E, E → H etc.). The propensities are calculated by:
P(i, j)
is the relative frequency of an atom type i in a patch type j and P(i) is the relative frequency of atom type i in the protein set. The degree of dissimilarity between two MSP types (i, j) is defined by the Euclidean distance of the propensity vectors and listed in Table 1 :
where pref ik is the propensity of the MSP i for atom type k. The atomic composition of the MSPs was calculated at a fixed cut-off value of 0.5Å. Qualitatively similar results are obtained at cut-off values of 1.0 and 1.5Å (results not shown).
Neural networks-training procedure and evaluation of generalization performance A standard feed-forward back-propagation network architecture (Rumelhart et al., 1986 ) with a single hidden layer was used to predict either the secondary state (helix, strand or coil states) of the neighbouring structure of a given helix MSP or to predict solvent as neighbour. In this work, the SNNSv4.1 NN simulation package from Stuttgart University was applied (Zell et al., 1991 , publicly available at http: //www.informatik.uni-stuttgart.de/ipvr/bv/projekte/snns).
SNNS allows for rapid prototyping of different possible NN topologies (e.g. different number of hidden units/layers). As presented in Section Results, only the physicochemical properties of the MSPs were considered as input parameters for the NNs. They were encoded either as the relative frequencies of the 20 amino acids or the relative frequencies of 19 atom types (Warme and Morgan, 1978) or 5 (side chain C, O, N, S, backbone) atom types (20, 19 or 5 input units). Therefore, expected size differences of the MSPs are taken indirectly into account by calculating relative frequencies, where a minimum size of 10 atoms per patch was chosen.
A NN with one output unit was used for predicting solvent (0) or protein (1) as a neighbour of a given MSP. Respectively, a NN with three output units was used for predicting solvent (1 0 0), helix/strand (0 1 0), coil (0 0 1) as a neighbour. Helix MSPs in contact to either other helices (H → H) or strands (H → E) reveal very similar physicochemical compositions (see Table 1 ) and are treated as one class.
A number of 50-100 resilient back-propagation (RPROP, Fahlmann and Lebiere, 1990 ) training cycles starting from a random initialization of the weight values between −1.0 and 1.0 was found to be optimal. This optimum was determined by the early stopping technique, where the behaviour of the error function during training was evaluated by an independent validation set (10% of the training set), which was not used for optimizing the weights of the NN architecture. In practice, to prevent over-learning one stops the training if the error function of the validation set reaches a minimum and evaluates the generalization on an additional test set (Bishop, 1995) . Table 1 shows the degree of dissimilarity of any two MSP types on the basis of their atomic composition. A small distance value means high physicochemical similarity. Vividly, distinct MSP types in the representative data setfor example all contact areas from α-helices to solvent (H → s)-are summarized in one 'super-patch' and compared to all other 'super-patches'. In almost all cases the complementary MSP types of interacting secondary structures (e.g. H → C and C → H) reveal the most similar or at least a very similar atomic composition and the non-interacting MSP types significantly differ among each other. There is, in particular, a striking difference between strand-strand (E → E) MSPs and the three types of helix MSPs (H → C, H → H, H → E). External strand MSPs (E → s) show a different composition than external helix or coil MSPs (H → s, C → s), but there is still a clear set of properties enclosing them from all other MSPs. The coil MSP types (C → E, C → H) nicely demonstrate the sensitivity of the approach, where the complementary MSP types (E → C, H → C) give the best matching neighbours, respectively. These findings are supported by earlier statistics on amino acid residue contact propensities based on secondary structural environments (Luthy et al., 1992; Ouzounis et al., 1993; Preißner et al., 1998; Zhang and Kim, 2000) ; yet the analysis of complementary MSP types (interfaces) is new and an atomic description of MSP interactions is probably more sensitive to the problem.
RESULTS
Analysis of complementary molecular surface patches of secondary structural elements
The overview illustrates, in principle, the possibility of enclosing contact areas of pairs of interacting SSEs based on their physicochemical composition, but also the pitfalls of this approach. For example, MSPs of helices in contact to other helices (H → H) or to β-strands (H → E) are nearly indistinguishable. For other MSP types, especially β-strands, we observe a more characteristic complementary similarity, probably allowing the prediction of distinct regions in contact to different types of secondary structures (or solvent) on the given SSE. 
Prediction of the neighbouring secondary structural state of any given helix MSP by artificial neural networks
The next step was to classify a balanced set of external helix MSPs (H → s) and internal MSPs (H → C, H → E, H → H) by their atomic composition at a chosen cut-off value of 0.5Å, that is to predict either solvent or 'protein' as a neighbour of a given α-helix, where the geometry and the size of the patches are known from 3D structure. To achieve this, a feed-forward network without hidden layer was applied to evaluate the sensitivity of three different input parameter sets: (1) the relative frequencies of the 20 amino acids, (2) the relative frequencies of 19 atom types (Warme and Morgan, 1978) and (3) the relative frequency of 5 atom types (C, O, N, S, backbone atoms). The results for all MSP types are listed in Table 2 . The third input parameter set mainly represents the physicochemical properties of polarity/hydrophobicity and the backbone-interactions of the MSPs. These results indicate that the prediction accuracy is, of course, strongly influenced by the expected difference in hydrophobicity between external and internal MSPs. However, the correspondingly chosen third parameter set in Table 2 performs 7% worse than the extended atom set, but already better than the first parameter set (the 20 amino acids). The weights of the network trained by using the amino acid frequencies as input parameters can be interpreted as an environment-dependent hydrophobicity scale, and their order agrees reasonably well with a scale of amino acid transfer energies (Figure 1 , Engelman et al., 1986) .
A feed-forward NN with one hidden layer-trained on the same task-using the 19 atom types frequency representation reaches 96% accuracy for predicting a Only feed-forward architectures without hidden layers are used for this test, which are 9% worse than the accuracies achieved with one hidden layer for the second input parameter set shown in Figure 2 . The prediction accuracy is defined as the percentage of patches correctly predicted to be in contact to solvent (for 1500 helix-solvent patches), or to protein (for the three internal MSP types, 500 each).
given helix MSP as either external or internal. The 5-fold cross-validation analysis is shown in Figure 2 . All four MSP types are classified in a balanced fashion over the five test sets (helix-solvent as external, helix-coil, helix-strand, helix-helix as internal), i.e. with a maximal variation of up to 5% accuracy. Table 3 shows the prediction accuracy for defining two classes of secondary structural states of the neighbour for a given helix MSP. Here, a similar feed-forward NN architecture with three output units was trained, where (1, 0, 0) represents external (solvent-accessible) MSP types, (0, 1, 0) the helix-helix and the helix-strand MSP types (helix or strand is neighbour), (0, 0, 1) the helixcoil MSP types. The three-state accuracy is 81%, where Fig. 1 . Comparison of the actual weigths of a single-layer perceptron using amino acid frequencies of MSPs as a representation to the scale of transfer energies of amino acids derived by Engelman et al. (1986) . The perceptron classifies a given MSP as in contact to either solvent or protein core. Amino acids are presented in the order of perceptron weights. training with a balanced set (1000 helix-solvent, 500 helixstrand/helix, 1000 helix-coil MSPs) gives a 3% better result than training with the given distribution in the protein set. 66% of the helix-coil MSPs are correctly classified to have coil as a neighbour-not just to be internal MSPs. Even if these results are not strong with respect to the discrimination of different types of internal Abbreviations used for the four types of given helix MSPs: H → s helix-solvent, H → C helix-coil H → E helix-β-strand, H → H helix-helix. Each row shows the percentage for each of these types correctly predicted to be in contact to a specific neighbour, e.g. to solvent (1, 0, 0) in the first row. As a total prediction accuracy the average over all four types is given. The pregiven NN output is listed (1, 0, 0). The balanced set contained 1000 H → s, 1000 H → C, 500 H → E and 500 H → H examples. The unbalanced tarining set contained 1288 H → s, 2711 H → C, 794 H → E and 1743 H → H examples.
MSPs, this network correctly classifies 96% of external and internal MSPs as described above. The second and the third output neuron evaluate in addition the 'ideal' composition of an internal MSP in contact to other regular secondary structure, that is helices or strands.
Myoglobin/haemoglobin: prediction of protein subunit-subunit interaction As a special test case, we compared the distantly homologous structures of myoglobin (monomeric water-soluble protein: 1mbc) and of the subunits of haemoglobin (tetrameric protein: 4hhb). In the haemoglobin molecule the two helices G and H (Table 4) in both types of subunits (α and β) mutually interact and are structurally equivalent to the two helices G and H of myoglobin (Figure 3) . A visual inspection does not lead to any striking difference in the frequency of polar (N, O, S) or apolar (C) atoms between the water-soluble myoglobin interfaces and the buried haemoglobin interfaces. Furthermore, the sequence comparison of the primary structure of the helices (Table 4 ) indicates only for the Helix H of myoglobin stronger hydrophilic properties compared to quite similar and more hydrophobic compositions of all the other helices.
Applying the three-state NN as described in Table 3 to the external 'helix-solvent' patches, where the haemoglobin subunits are computationally treated as monomers, we would predict for both helices of the α-subunit in haemoglobin a helix/strand (protein) neighbour independent of the state (T: tense state, R: relaxed state) of haemoglobin (Table 4, Perutz et al., 1998) . For all other external helix MSPs of the haemoglobin subunits and of myoglobin solvent is predicted as a neighbour. Interestingly, the external interfaces of the two helices G and H of the β subunit are known to differ from the α-subunit and are here predicted to be solvent-accessible, but with a lower reliability. This effect could be explained by the importance of polar residues in the interfaces of the β subunit relevant for binding of 2,3-diphosphoglycerate (DPG; Richard et al., 1993) . From sequence alone one would predict only a clear preference for water contact for one helix (H) of myoglobin with several acidic/polar side chains. The remaining five helices show independently more than 50% hydrophobic residues.
CONCLUSIONS
The method presented in this study performs well in the task of classifying internal and external MSPs with known geometry, that is to predict either 'solvent' or 'protein' as a potential neighbour. The achieved prediction accuracy of 96% is encouraging, if it is, for example, compared to the accuracy of methods for predicting the solvent accessibility of individual residues from multiple sequence alignments (Rost and Sander, 1994; Cuff and Barton, 2000) . But this is only the first step, because the size and geometry of a distinct patch is an additional information from 3D-structure, which is used at first. In fact, the achieved accuracy gives rise to the hope that the approach will also work for the case where we have to cluster the atomic members on the molecular surface of SSEs, for example by using the NN outputs as an objective function.
The proposed method could be particularly interesting for the prediction of the 3D arrangement of membrane helices, where structure determination by x-ray crystallography is still difficult, therefore threading models are rare and ab initio methods could already give some clues of the topology to the experimentalists. It could also be applied to the prediction of protein subunit-subunit interaction, as demonstrated by the example of myoglobin and the haemoglobin subunits; and here the geometry of the surface patches is known to a large extent. We would expect an increase in prediction accuracy, if the training sets for the NNs were specifically adapted to these problems. Furthermore, there is scope for improvement by taking into account other biological features correlated with the The notation A: 1mbc 004 017 means: external MSP of 1mbc-helix from residue 4 to 17 according to DSSP. In addition for clarity, the PDB helix annotation (A-F) is listed, which is not completely identical with the DSSP definition. The column (1) HS gives the NN output of the first neuron (external MSP), (2) HC the output of the second (coil is neighbour), (3) HH, HH the output of the third neuron (helix/strand is neighbour). The proteins 1mbc and 4hhb were not in the training set. 
