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INVERSE SCATTERING WITH PARTIAL DATA ON ASYMPTOTICALLY
HYPERBOLIC MANIFOLDS
RAPHAEL HORA AND ANTOˆNIO SA´ BARRETO
Abstract. We prove that the scattering matrix at all energies restricted to an open subset of the
boundary determines an asymptotically hyperbolic manifold modulo isometries that are equal to
the identity on the open subset where the scattering matrix is known.
1. Introduction
As the name suggests, asymptotically hyperbolic manifolds are modeled by the hyperbolic space
at infinity. The ball model of the hyperbolic space is given by
◦
X = Bn+1 = {z ∈ Rn+1 : |z| < 1} equipped with the metric g = 4dz
2
(1− |z|2)2 .
We replace Bn+1 with a C∞, connected, compact manifold X with boundary ∂X, of dimension
n + 1. We pick a function x ∈ C∞(X) such that x > 0 in the interior of X, {x = 0} = ∂X, and
dx 6= 0 at ∂X. Such a function will be called a boundary defining function. In the model above
x = 1− |z|2. If g is a Riemannian metric on the interior of X such that
x2g = H(1.1)
where H is non-degenerate up to ∂X, then according to [34] g is complete and its sectional curva-
tures approach |dx|H , as x ↓ 0. In particular, when
|dx|H = 1 at ∂X,(1.2)
the sectional curvatures converge to −1 at the boundary. Such a Riemannian manifold (X, g) for
which (1.1) and (1.2) hold is called asymptotically hyperbolic. We are interested in studying the
long time behavior of solutions of the wave equation on asymptotically hyperbolic manifolds, and
the behavior of the metric, and hence of its geodesics, near ∂X influences how waves scatter.
Notice that g does not determineH and it is interesting to inquire about the behavior ofH = x2g
at ∂X. Since any two defining functions of ∂X, x and x˜, satisfy x = eωx˜, with ω ∈ C∞(X), the
corresponding H and H˜ must satisfy H|∂X = e2ω(0,y)H˜|∂X . Hence H|∂X is determined up to a
conformal factor which depends on the choice of x. We recall the construction of boundary normal
coordinates for g in this setting given by Graham [11]. We have H = x2g = e2ωx˜2g, and hence
H = e2ωH˜. Since dx = eω(x˜dω + dx˜), we have
|dx|2H = |dx˜+ x˜dω|2H˜ = |dx˜|
2
H˜
+ x˜2|dω|2
H˜
+ 2x˜(∇
H˜
x˜)ω.
Hence,
|dx|H = 1 if and only if 2(∇H˜ x˜)ω + x˜|dω|2H˜ =
1− |dx˜|2
H˜
x˜
, ω |∂X = 0.
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Since by assumption |dx˜|H˜ = 1 at ∂X, this is a non-characteristic ODE, and hence it has a solution
in a neighborhood of ∂X. So we conclude that fixed a representative h0 of the conformal class of
H|∂X , there exists ǫ > 0, a neighborhood Uε of ∂X and a map Ψ : [0, ǫ) × ∂X −→ Uε such that
(1.3) Ψ∗g =
dx2
x2
+
h(x, y, dy)
x2
, h0 = h(0, y, dy),
where h is a one-parameter family of metrics on the boundary ∂X. This construction works equally
well in a neighborhood of an open subset Γ ⊂ ∂X.
The spectrum of the Laplacian for this type of manifolds was studied by Mazzeo and Mazzeo
and Melrose in [32, 33, 34] and more recently by Bouclet [2]. The spectrum of ∆g, denoted by
σ(∆g) consists of a finite point spectrum σpp(∆g) and an absolutely continuous spectrum σac(∆g)
satisfying
σac(∆g) = [
n2
4
,∞), σpp(∆g) ⊂ (0, n
2
4
).(1.4)
It follows from (1.4) and the spectral theorem that if Imλ << 0, the resolvent for ∆g, denoted
by
R(λ) =
(
∆g − λ2 − n
2
4
)−1
,(1.5)
is a bounded operator in L2(X). The continuation of R(λ), as an operator
R(λ) : C∞0 (
◦
X) −→ C−∞(
◦
X),
from Imλ << 0 to the complex plane was first studied by Mazzeo and Melrose in [34], later by
Guillarmou [6] and more recently by Vasy [43]
The structure of the generalized eigenfunctions and the analogue of the Sommerfeld radiation
condition was studied in [35, 22], where it was proved that for all f ∈ C∞(∂X) and λ ∈ R \ {0},
there exists a unique v(z, λ) ∈ C∞(
◦
X), z = (x, y) near ∂X, satisfying
(1.6)
(
∆g − λ2 − n
2
4
)
v = 0 in
◦
X,
v = xiλ+n/2F+ + x
−iλ+n/2F−, F± ∈ C∞(X), F+|∂X = f.
The scattering matrix at energy λ 6= 0 is defined as the operator
(1.7)
A(λ) : C∞(∂X)→ C∞(∂X),
f 7−→ F−|∂X .
This definition depends on the choice of the function x. One can define A(λ) invariantly by making
it act on a certain density bundle, but we prefer to fix one function x for which (1.3) holds near
∂X and work with A(λ) as in (1.7). Notice that in view of the construction of x, we are implicitly
fixing a conformal representative of ∂X.
The scattering matrix is the analogue of the Dirichlet-to-Neumann map when (X, g) is a C∞
compact Riemannian manifold with boundary ∂X. In this case the Laplacian ∆g is an elliptic
differential operator and it is well known that given f ∈ C∞(∂X), there exists a unique u ∈ C∞(X)
such that ∆gu = 0 in X and u = f at ∂X. If (x, y) are geodesic normal coordinates to ∂X, one can
show that the entire Taylor series of u(x, y) at ∂X = {x = 0} is determined by the first two terms,
u(0, y) = f(y) and ∂xu(0, y), and by the equation. However, since the solution is unique, ∂xu(0, y) is
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globally determined by the equation and the Dirichlet data f. The map Λg : C
∞(∂X) −→ C∞(∂X)
defined by Λgf = ∂xu |∂X is called the Dirichlet-to-Neumann map.
The scattering matrix in this class of manifolds was studied in [10, 35, 22, 12, 6]. According to
[35, 22], fixed λ ∈ R, \0 and x, the operator A(λ) is pseudodifferential of complex order 2iλ with
principal symbol
σ0(A(λ))(y, η) = 2
−iλΓ(−iλ)
Γ(iλ)
|η|2iλh0 ,
where Γ is the gamma function and |η|h0 is the length of the co-vector η induced by h0.
The inverse problem of obtaining information about a compact manifold (X, g) from the Dirichlet-
to-Neumann map Λg has been extensively studied, see for example [41] for a survey about this
question. Joshi and Sa´ Barreo [21] first studied the inverse problem of determining an asymptoti-
cally hyperbolic manifold (X, g) from the scattering matrix A(λ) at a fixed energy λ ∈ R \ 0, and
they showed that A(λ) determines the Taylor series of h(x, y, dy) at x = 0. More precisely, they
proved:
Theorem 1.1. ([21]) Let (X, g) be an asymptotically hyperbolic manifold, let x be a boundary
defining function such that (1.3) holds, and let A(λ) be the scattering matrix defined in (1.7) for
λ 6= 0. Let p ∈ ∂X and let U ⊂ ∂X be an open subset with p ∈ U, and a(λ, y, η) be the full symbol
of A(λ) with (y, η) ∈ T ∗U \ 0. Then there exists a discrete set Q ⊂ R such that if λ ∈ R \ Q, the
Taylor series of the tensor h(x, y, dy) at x = 0, for y ∈ U is determined by a(λ, y, η).
Much more can be said in the case when A(λ) is known for every λ ∈ R \ 0. The main result of
[37] is
Theorem 1.2. ([37]) Let (X1, g1) and (X2, g2) be asymptotically hyperbolic manifolds and suppose
that ∂X1 = ∂X2 = M (as manifolds). Let xj ∈ C∞(Xj), j = 1, 2, be a defining function of
∂Xj for which (1.3) holds, and let Aj(λ), j = 1, 2, λ ∈ R \ {0}, be the corresponding scattering
matrices. Suppose that A1(λ) = A2(λ) for every λ ∈ R \ {0}. Then there exists a diffeomorphism
Ψ : X1 → X2, smooth up to M , such that
(1.8) Ψ = Id on M and Ψ∗g2 = g1.
This problem is related to the question of reconstructing a compact Riemannian manifold with
boundary from the Dirichlet-to-Neumann map for the wave equation that was first solved by
Belishev and Kurylev [1], using the Boundary Control Method, and a unique continuation result
later proved by Tataru [39]. Different proofs, which also rely on the result of Tataru, were given
in [24, 25]. The main idea of the proof of Theorem 1.2 was to study the scattering matrix in terms
of the wave equation, using Friedlander radiation fields, and adapt the Boundary Control Method
of Belishev and Kurylev [1] and Tataru [39] to this setting.
Our goal in this paper is to prove the analogue of Theorem 1.2 when A(λ) is known only on an
open set of Γ ⊂ ∂X. We define the restriction of A(λ) to Γ as the operator
AΓ(λ) : C
∞
0 (Γ) −→ C∞(Γ)
f 7−→ (A(λ)f) |Γ.
(1.9)
Our main result is the following
Theorem 1.3. Let (X1, g1) and (X2, g2) be asymptotically hyperbolic manifolds and suppose there
exists an open set Γ ⊂ (∂X1 ∩ ∂X2) (as manifolds) such that ∂Xj \ Γ do not have empty interior,
for j = 1, 2. Let xj ∈ C∞(Xj), j = 1, 2, be a defining function of ∂Xj for which (1.3) holds, and
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let Aj,Γ(λ), j = 1, 2, λ ∈ R \ {0}, be the corresponding scattering matrices restricted to Γ. Suppose
that A1,Γ(λ) = A2,Γ(λ) for every λ ∈ R \ {0}. Then there exists a diffeomorphism Ψ : X1 → X2,
smooth up to ∂X1, such that
(1.10) Ψ = Id on Γ and Ψ∗g2 = g1.
The reconstruction of a compact manifold in the case where the Dirichlet-to-Neumann map is
only known on part of the boundary was carried out by Kurylev and Lassas [26] using a modification
of the Boundary Control Method. As in the proof of Theorem 1.2, we will adapt the Boundary
Control Methods to this setting by using the dynamical formulation of the scattering matrix in
terms of Friedlander radiation fields.
Equation (1.4) gives a decomposition of L2(X)
L2(X) = L2pp(X)⊕ L2ac(X),
where L2pp(X) is the finite dimensional space spanned by the eigenfunctions of ∆g and L
2
ac(X) is
the orthogonal complement of L2pp(X). It follows from Corollary 6.3 of [37] that
C∞0 (
◦
X) ∩ L2ac(X) is dense in L2ac(X).
Let u satisfy the wave equation
(1.11)
(
D2t −∆g +
n2
2
)
u(t, z) = 0 on R+ ×
◦
X,
u(0, z) = f1(z), Dtu(0, z) = f2(z), f1, f2 ∈ C∞0 (
◦
X).
This equation has a conserved energy given by
(1.12)
E(u, ∂tu)(t) =
∫
X
(
|du(t)|2 − n
2
4
|u(t)|2 + |∂tu(t)|2
)
d volg,
E(u, ∂tu)(0) = E(f1, f2) =
∫
X
(
|df1|2 − n
2
4
|f1|2 + |f2|2
)
d volg,
E(f1, f2) is positive only when projected onto L
2
ac(X). As in [37], we define the energy space
HE(X) = {(f1, f2) : f1, f2 ∈ L2(X), df1 ∈ L2(X) and E(f1, f2) <∞}
and the projector
Pac : L
2(X) −→ L2ac(X)
f 7−→ f −
N∑
j=1
〈f, φj〉φj ,
where {φj , 1 ≤ j ≤ N} are the eigenfunctions of ∆g. Let
Eac(X) = Pac(HE(X)).
The wave group induces a strongly continuous group of unitary operators:
U(t) : Eac(X) −→ Eac(X)
(f1, f2) 7−→ (u(t), ∂tu(t)).
INVERSE SCATTERING WITH PARTIAL DATA 5
Following Friedlander [4, 5], the radiation fields for asymptotically hyperbolic manifolds were
defined in [37]. It was shown in [37] that if x is a boundary defining function of ∂X for which (1.3)
holds, and (f1, f2) ∈ C∞0 (X) ∩Eac(X), then
V+(x, s, y) = x
−n/2u(s− log x, x, y) ∈ C∞([0, ε)x × Rs × ∂X),(1.13)
and the forward radiation field is defined as the map
(1.14)
R+ : C
∞
0 (
◦
X)× C∞0 (
◦
X) −→ C∞(R× ∂X),
R+(f1, f2)(s, y) = DsV+(0, s, y) = lim
x↓0
x−
n
2Dsu(s− log x, x, y).
Similarly, if one considers the behavior of u for t < 0, again with the initial data (f1, f2) ∈
C∞0 ∩ Eac(X), then
V−(x, s, y) = x
−n/2u(s+ log x, x, y) ∈ C∞([0, ε)x × Rs × ∂X),
and thus defines the backward radiation field
(1.15)
R− : C
∞
0 (
◦
X)× C∞0 (
◦
X) −→ C∞(R× ∂X),
R−(f1, f2)(s, y) = DsV−(0, s, y).
It was shown in [37] that the maps R± extend to unitary operators
R± : Eac(X) −→ L2(R× ∂X)
(f1, f2) 7−→ R±(f1, f2),
(1.16)
which are translation representations of the wave group as in the Lax-Phillips theory [31], i.e.
R±(U(T )(f1, f2))(s, y) = R±(f1, f2)(s + T, y).(1.17)
One can define the scattering operator
S : L2(R× ∂X) −→ L2(R× ∂X),
S = R+ ◦R−1− ,
(1.18)
which is unitary in L2(∂X ×R) and commutes with translations in view of (1.17). The results of
[21] and [8] were used in [37] to show that the stationary and dynamical definitions of the scattering
matrix are equivalent. If A(λ) is defined by (1.7) and S is defined by (1.18), then
A = FSF−1,(1.19)
where F denotes the partial Fourier transform in the variable s.
The relationship between R± and A(λ) was made more explicit in [37], where it was shown (see
equation (6.12) of [37]) that if one takes the partial Fourier transform of R+ with respect to the
variable s, then if one denotes
F(R+(0, h))(λ, y) = iλ
∫
X
E
(n
2
+ iλ, y, z
)
h(z)d volg(z),(1.20)
then for any f ∈ C∞(∂X),
u(z) =
∫
∂X
E
(n
2
+ iλ, y′, z
)
f(y′) d volh0(y
′),(1.21)
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satisfies
(∆g − n
2
4
− λ2)u = 0,
u(x, y) = x
n
2
+iλF+ + x
n
2
−iλF−, where F+ |∂X = f, F− |∂X = A(λ)f.
(1.22)
1.1. Acknowledgements. Hora and Sa´ Barreto are grateful to the NSF for the support provided
under grant DMS-0901334.
2. The Local Support Theorem
The purpose of this section is to establish a relationship between the support of R+(0, f) and
the support of f. Again, it is useful to recall the analogy with the Dirichlet-to-Neumann map on
compact manifolds with boundary. If (X, g) is a compact Riemannian manifold with boundary,
the finite speed of propagation for the wave equation implies that if Γ ⊂ ∂X is an open subset of
the boundary and u(t, z) is a solution to the Dirichlet problem for the wave equation
(∂2t +∆g)u = 0 in (−T, T )×
◦
X
u(0, z) = 0, ∂tu(0, z) = f(z) ∈ C∞(
◦
X),
u(t, z)|(−T,T )×∂X = 0
then the normal derivative ∂µu(t, z)|(−T ′,T ′)×∂X = 0, provided T ′ ∈ (0, T ), z ∈ Γ and dg(Suppf,Γ) <
T ′, where dg denotes the distance with respect to the metric g. The converse of this result holds,
and is a consequence of a theorem of Tataru [39], see also [20, 36, 40].
In the current setting, the manifold is not compact and the distance from a point in the interior
of X to the boundary is infinite. If x is chosen such that the metric g is in the form (1.3), the
corresponding Lorentzian metric takes the form
GL = dt
2 − dx
2
x2
− h(x, y, dy)
x2
.
From the construction of the defining function x for which (1.3) holds from [11] (see section 1),
given two points along the curves normal to Γ, the distance between (x, y) and (α, y), with α < x
small enough, is − log( xα), and therefore, if time measures the arc-length along these geodesics, one
has s = t+ log x = log α. In the case of data given on the whole boundary, the following support
theorem was proved in [37]:
Theorem 2.1. A function f ∈ L2ac(X) is such that R+(0, f)(s, y) = 0 for every s ≤ s0 << 0 and
y ∈ ∂X if and only if f(x, y) = 0 if x ≤ es0 , y ∈ ∂X.
One should remark that the fact this result is true for f ∈ L2ac(X) is particular to the hyperbolic
setting. For instance, the analogue of this result is not true on Euclidean space; in that case one
needs to assume that f is rapidly decaying, i.e. f vanishes to infinite order at ∂X. In the case
where (X, g) is the hyperbolic space, this result is due to Lax and Phillips [27, 28, 29], see also
the work of Helgason [13, 14, 15, 16]. Our goal for this section is to prove the local version of this
result. First we observe that if Γ ⊂ ∂X is an open subset, the construction of the defining function
works just as well if one restricts it to Γ. We will prove
Theorem 2.2. Let Γ ⊂ ∂X be an open subset and s0 ∈ R. A function f ∈ L2ac(X) is such that
R+(0, f)(s, y) = 0 for every s ≤ s0 and y ∈ Γ if and only if there exists ε > 0 such that f = 0 a.e.
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in the set
Ds0(Γ) = {z ∈ X : ∃ w = (α, y′) with 0 < α < ε ≤ es0 and y′ ∈ Γ, dg(z, w) < log(
es0
α
)},(2.1)
where dg denotes the distance function with respect to the metric g.
Notice that Ds0(Γ) is equal to the union of open balls centered at (α, y
′), with 0 < α < ε, and
y′ ∈ Γ, and radii log(es0α ) measured with respect to the metric g. Therefore Ds0(Γ) is an open
subset of
◦
X.
In Theorem 2.1 one assumes that s0 << 0 and the conclusion about the support of f is expressed
in terms of coordinates (x, y), which are only valid in a neighborhood of ∂X. There is no restriction
on s0 in Theorem 2.2; so it is a generalization of Theorem 2.1 in this sense as well. On the other
hand, if Γ = ∂X and s0 << 0 is such that coordinates (x, y) hold in (0, ε)×∂X, with es0 < ε, then
Ds0(∂X) = {(x, y) : x < es0 , y ∈ ∂X}. Indeed, given a point z = (x, y) with x < es0 , if 0 < α < x,
dg((α, y), (x, y)) = log(
x
α ) < log(
es0
α ). But, if ε > x > e
s0 , and z = (x, y′), then for any w = (α, y),
with α < es0 , dg(z, w) > log(
es0
α ). So z 6∈ Ds0(∂X).
Lax and Phillips [30] also proved this result when (X, g) is the hyperbolic space. It is useful
to explain what the set Ds0(Γ) is when (X, g) is the hyperbolic space. It is easier to do the
computations for the half-space model of hyperbolic space which is given by
H
n+1 = {(x, y) : x > 0, y ∈ Rn}, and the metric g = dx
2 + dy2
x2
.
The distance function between z = (x, y) and w = (α, y′) satisfies
cosh dg(z, w) =
x2 + α2 + |y − y′|2
2xα
.
Since dg(z, z
′) ≤ log(es0α ), we obtain(
x− 1
2
es0(1 + α2e−2s0)
)2
+ |y − y′|2 ≤ 1
4
e2s0(1 + α2e−2s0)2 − α2 = 1
4
e2s0(1− α2e−2s0)2,
which corresponds to a ball D(α) centered at (12e
s0(1+α2e−2s0), y′) and radius 12e
s0(1−α2e−2s0).
Since α < es0 , we have D(α) ⊂ D(0), as shown in figure 1. This ball is tangent to the plane x = es0
at the point (es0 , y′). When α = 0 the ball D(0) has center (12e
s0 , y′) and radius 12e
s0 and is also
tangent to the plane {x = 0}. The boundary of D(0) is called a horosphere since it is orthogonal
to the geodesics emanating from the point (0, y′). When α = es0 , D(es0) = (es0 , y′).
The set Ds0(Γ) consists of the union of horospheres with radii
1
2e
s0 tangent to points (0, y′) with
y′ ∈ Γ, see figure 2. In the case of Hn−1, the radiation field is given in terms of the horocyclic
Radon transform. The result of Lax and Phillips says that if the integral of f over all horospheres
tangent to points (0, y), with y ∈ Γ and radii less than or equal to 12es0 , then f = 0 in the region
given by the union of these horocycles.
It is interesting to explain Theorem 2.2 in terms of sojourn times in the case where (X, g) is non-
trapping. In this setting the sojourn time plays the role of the distance function to the boundary
of X and is closely related to the Busemann function used in differential geometry. The sojourn
times for non-trapping asymptotically hyperbolic manifolds was studied in [38]. Let g∗ denote the
principal symbol of the Laplacian with respect to g. In local coordinates (1.3),
g∗ = x2ξ2 + x2h(x, y, η),
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b
b
(es0 , y′)
(12e
s0 , y′)
(12e
s0(1 + α2e−2s0), y′)
bD(α)
D(0)
horospheres
geodesics
(0, y′) ∈ Γ
x
Figure 1. The horospheres tangent at (0, y′) and the balls D(α)
b b
Γ
es0
b b
Γ
Ds0(Γ)
b b
Figure 2. The set Ds0(Γ) when (X, g) is the hyperbolic space is given by the union
of horospheres tangent to points on Γ and radii less than or equal to 12e
s0 .
where h is the principal symbol of ∆h as a differential operator on ∂X. The set of points
S∗
◦
X = {q = (z, ζ) ∈ T ∗
◦
X : g∗(q) = 1}
is the unit co-sphere bundle in T ∗X with respect to g∗. A integral curve of the Hamilton vector
field of g∗ is called a bicharacteristic. These curves are parametrized by time t and are denoted
by exp(tHg∗)(q), and since Hg∗ is tangent to the level surfaces of g
∗, t is the arc-length. It is well
known that if π1 denotes the canonical projection π1 : T
∗
◦
X −→
◦
X, then π1(γ(t)) is a geodesic of
the metric g in X passing through z, the projection of the point q. We say that a bicharacteristic
is not trapped for positive (negative) times, if its projection to
◦
X leaves any compact set K ⊂
◦
X
in finite time as t → ∞(−∞). The manifold (X, g) is non-trapping if every bicharacteristic is
non-trapped for positive and negative times. In this case, it was shown in [38] that the following
functions are well defined
s(q) = lim
t→∞
(t+ log[x(exp(tHg∗)(q))]) and
y = lim
t→∞
y(exp(tHg∗)(q)),
where x(exp(tHg∗)(q)) and y(exp(tHg∗)(q)) denote the coordinates (1.3) of the point π1(γ(t)). The
function s(q) is called the sojourn time of the bicharacteristic through q. In a compact manifold,
this would be the analogue of the set of points in the interior whose distance to the boundary is
s. We have the following consequence of Theorem 2.2:
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Corollary 2.3. Let f and Γ ⊂ ∂X satisfy the hypotheses of Theorem 2.2 and suppose that (X, g)
is non-trapping. Then f = 0 a.e on the set of points z ∈
◦
X such that exists a geodesic γ(t)
parametrized by the arc-length such that γ(t)→ y ∈ Γ as t→∞, and
lim
t→∞
(t+ log(x(γ(t))) = s < s0.
Proof. Suppose there exists a geodesic γ(t), parametrized by the arc-length t such that γ(0) = z and
limt→∞ γ(t) = y, moreover limt→∞(t+ log(x(γ(t))) = s < s0. Since t is the arc-length parameter,
d(z, (x(γ(t)), y)) ≤ t and s < s0, then there exists T > 0 such that for t > T, γ(t) ∈ U ∼ [0, ε)×∂X,
where coordinates (1.3) are valid and t+ log x(γ(t)) < s0. Therefore, if t > T,
d(z, (x(t), y)) ≤ t < s0 − log x(γ(t)) = log( e
s0
x(γ(t))
).
Hence z ∈ Ds0(Γ). 
The proof of Theorem 2.2 will be divided in several steps. We begin by proving the sufficiency
of the condition in Theorem 2.2.
Lemma 2.4. Let f ∈ L2ac(X) be such that f(z) = 0 in the set Ds0(Γ). Then R+(0, f)(s, y) = 0 if
s ≤ s0 and y ∈ Γ.
Proof. Let u(t, w) satisfy the wave equation (1.11) with initial data (0, f). The finite speed of
propagation for solutions of the wave equation guarantees that u(t, w) = 0 if 0 ≤ t ≤ dg(w,Suppf).
In particular, since f(z) = 0 for z ∈ Ds0(Γ), if w = (α, y) with y ∈ Γ, then u(t, w) = 0 if 0 ≤ t ≤
log
(
es0
α
)
. Since s = t + log x, when x = α we have that V+(α, s, y) = x
−n
2 u(s − log α,α, y) = 0
provided 0 ≤ s− log α ≤ log ( es0α ) . Therefore one has V+(α, s, y) = 0 provided log α ≤ s ≤ s0 and
y ∈ Γ. This implies that R+(0, f)(s, y) = 0 if s ≤ s0 and y ∈ Γ. 
The proof of the converse relies on delicate unique continuation results. First, it is important
to realize that we may assume that f ∈ C∞(
◦
X). Indeed, since R(0, f)(s, y) = 0 for s ≤ s0 and
y ∈ Γ, we may take the convolution of R+(0, f) with ψδ ∈ C∞0 (R), even and supported in (−δ, δ),
with
∫
ψδ(s) ds = 1, and hence Hδ(s, y) = ψδ ∗R+(0, f) = R(0, f˜δ) = 0 if s ≤ s0 + δ, and since for
every k ≥ 0,
∂2ks Hδ(s, y) = R+(0, (∆ −
n2
4
)kf˜δ) ∈ L2(R× ∂X),
and using that R+ is unitary, then (∆ − n24 )kf˜δ ∈ L2(X). Therefore, by elliptic regularity f˜δ ∈
C∞(
◦
X). If one proves that f˜δ(z) = 0 for z ∈ Ds0(Γ), is supported in {x ≥ es0+δ}, since f˜δ → f as
δ → 0, it follows that f(z) = 0 for z ∈ Ds0(Γ).
The next step in the proof is
Proposition 2.5. Let f ∈ C∞(X) satisfy the hypotheses of Theorem 2.2. Let u satisfy the initial
value problem for the wave equation (1.11) with initial data (0, f), and let V+(x, s, y) be defined
as in (1.13). Then, in the sense of distributions, ∂kxV+(0, s, y) = 0, k = 0, 1, ..., provided s ≤ s0,
and y ∈ Γ. Moreover, for every p ∈ Γ there exists δ > 0 such that V+(x, s, y) = 0 if 0 < x < δ,
|y − p| < δ and s < log δ.
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Proof. In local coordinates (1.3) and for s = t+ log x, x ∈ [0, ε), the wave operator, conjugated by
appropriate powers of x, can be written as
P = −x−n2−1
(
D2t −∆−
n2
4
)
x
n
2 = ∂x(2∂s + x∂x)− x∆h +A∂s +Ax∂x + n
2
A,(2.2)
where ∆h is the Laplace operator on ∂X corresponding to the metric h(x). In local coordinates
∆h = − 1√
θ
∂yi(
√
θ hij∂yj ) where
h = (hij(x, y)) h
−1 = (hij(x, y)), θ = det(hij) and A =
1√
θ
∂x
√
θ.
(2.3)
The Cauchy problem (1.11), with initial data (0, f) translates into the following initial value
problem for V (x, s, y) = x−
n
2 u(s+ log x, x, y),
(2.4)
PV (x, s, y) = 0 in R× (0, ε)x × ∂X,
V (x, log x, y) = 0, DsV (x, log x, y) = x
−n
2 f(x, y).
Since one cannot prove unique continuation results across x = 0, then as in [37] we have to
compactify the space in a suitable way, and instead of working with coordinates x and s, it is more
convenient to work with the variables
s+ = s = t+ log x and s− = t− log x.
Since we are interested in the behavior of V+(x, s, y) defined in (1.13) for s = s+ ∼ −∞, and by
parity for s− ∼ ∞, we introduce the following change of variables
µ = e−
s
−
2 and ν = e
s+
2 .(2.5)
This implies that
s = 2 log ν, x = µν.
We remark that the change of variables (t, x, y) 7→ (µ+ν2 , µ−ν2 , y) , which will be used below, plays
the role of the Kelvin transform for the Euclidean wave equation.
In coordinates (µ, ν, y), the operator P has the form
P˜ = ∂µ∂ν − µν∆h + 1
2
A(µ∂µ + ν∂ν) +
n
2
A,
where h = h(µν), A = A(µν, y). If W (µ, ν, y) = V+(µν, 2 log ν, y), the Cauchy problem (2.4)
becomes
(2.6)
P˜W = 0, µ, ν ∈ (0, ε), y ∈ ∂X
W (µ, µ, y) = 0, ∂µW (µ, µ, y) = −µ−1−nf(µ2, y).
Recall that we are assuming that f ∈ C∞(
◦
X), soW is C∞ in the region {µ > 0, ν > 0}. The issue
here is the behavior ofW at {µ = 0}∪{ν = 0}. One should notice that if F (µ, y) = µ−1−nf(µ2, y),
then ∫ ε
0
∫
∂X
µ|F (µ, y)|2 θ 12 (µ2, y)dydµ = 1
2
∫ ε2
0
∫
∂X
|f(x, y)|2 x−n−1θ 12 (x, y)dxdy = 1
2
||f ||2L2(X).(2.7)
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µ
ν
µ0
T
Figure 3. The region of integration in (2.9)
We know from Theorem 2.1 of [37] that if f ∈ C∞0 (
◦
X) ∩ L2ac(X), then W has a C∞ extension
W (µ, ν, y) ∈ C∞([0, ε]× [0, ε]× ∂X) up to {µ = 0} ∪ {ν = 0}, and since ∂s = 12(ν∂ν − µ∂µ), then,
provided f ∈ C∞0 (
◦
X) ∩ L2ac(X),
R+(0, f)(2 log ν, y) =
1
2
[(ν∂ν − µ∂µ)W (µ, ν, y)] |µ=0 = 1
2
ν∂νW (0, ν, y),(2.8)
and we want to show that this restriction makes sense for f ∈ L2ac(X). We will work in the region
{ν ≥ µ}, but since the solution to (2.6) is odd under the change (µ, ν) 7→ (ν, µ), a similar analysis
works for the backward radiation field in the region {ν ≤ µ}.
Again, assuming that f ∈ C∞0 (
◦
X) ∩ L2ac(X), and W satisfies (2.6), one can combine equations
(4.11), (4.14) and (4.15) of [37], and (2.7) to arrive at the following estimate (see figure 3): For
µ0 ∈ [0, ε), T ∈ [0, ε), there exists C > 0 depending on the operator P˜ and ε only, such that
(2.9)
I(W,µ0, T ) =
∫ T
µ0
∫
∂X
[
(|W |2 + µ|∂µW |2 + µν2|dh(µν)W |2)
√
θ(µν)
]∣∣∣
ν=T
dydµ+
∫ T
µ0
∫
∂X
[
(|W |2 + ν|∂νW |2 + µ2ν|dh(µν)W |2)
√
θ(µν)
]∣∣∣
µ=µ0
dydν ≤ C||f ||L2(X),
If f ∈ L2ac(X) and if we take a sequence fj ∈ C∞0 (
◦
X) ∩ L2ac(X), with ||f − fj||L2(X) → 0, (2.9)
shows that fixed µ0 ∈ [0, ε0), then
I(Wj −Wk, µ0, T ) ≤ C||fj − fk||L2(X),
and in particular, if µ0 ∈ [0, ε), and ifW is a solution of (2.6) with f ∈ L2ac(X), then for µ0 ∈ [0, ε),∫ T
µ0
∫
∂X
ν|∂νW (µ0, ν, y)|2
√
θ(µ0ν, y)dνdy ≤ C||f ||L2(X)(2.10)
is well defined. Since the radiation field is unitary, then in the sense of (2.10) for µ0 = 0, equation
(2.8) holds for f ∈ L2ac(X).
Next we want to show that, if ν∂νW (0, ν, y) = 0, and by symmetry µ∂µW (µ, 0, y) = 0, then
in the sense of distributions, W has an extension across {µ = 0} ∪ {ν = 0} such that W = 0 for
µ < 0, ν < 0, with |µ| < ε, |ν| < ε, which remains a solution to (2.6). This is possible due to the
partial hypoellipticity of the operator P.
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As it was done in [37], it is convenient to get rid of the term A(µ∂µ + ν∂ν) in (2.2), and to
achieve this we conjugate the operator by θ−
1
4 . We get that
Q˜ = θ
1
4 P˜ θ−
1
4 = ∂µ∂ν − µν∆h + µνB(µν, y, ∂y) + C(µν, y),(2.11)
where C is C∞ and B(µν, y, ∂y) =
∑N
j=1 bj(µν, y)∂yj , with bj C
∞. Let W˜ = θ
1
4W, then Q˜W˜ = 0.
For φ(y) ∈ C∞0 (U), with U ⊂⊂ Γ, let
G(µ, ν) =
∫
∂X
W˜ (µ, ν, y)φ(y) dy(2.12)
Let Z(µ, ν, y,Dy) = µν∆h−µνB(µν, y, ∂y)−C(µν, y), and let Z∗(µν, y,Dy) denote its transpose
with respect to the L2(∂X) product defined by (2.12), then
∂µ∂νG(µ, ν) =
∫
∂X
W˜ (µ, ν, y)Z∗(µν,Dy)φ(y) dy(2.13)
It follows from (2.9) that there exists C > 0 such that∫ T
0
|∂µ∂νG(µ, T )|2 dµ ≤ C(
∑
|α|≤2
sup |∂αy φ|)2||f ||2L2(X), for T ∈ (0, ε),
∫ T
µ0
|∂µ∂νG(µ0, ν)|2 dν ≤ C(
∑
|α|≤2
sup |∂αy φ|)2||f ||2L2(X), for µ0 ∈ (0, ε).
(2.14)
Let us denote K =
(∑
|α|≤2 sup |∂αy φ|
)
||f ||L2(X). Therefore, if δ < µ < ε,
|∂νG(µ, ν)− ∂νG(δ, ν)| =
∣∣∣∣
∫ µ
δ
∂s∂νG(s, ν) ds
∣∣∣∣ ≤ CK(µ− δ) 12 .
Hence, for ν > 0,
lim sup
δ→0
|∂νG(δ, ν)| ≤ lim inf
µ→0
|∂νG(µ, ν)|.
Hence, limµ→0 |∂νG(µ, ν)| exists. On the other hand, since R+(0, f)(s, y) = 0, y ∈ Γ and s ≤ s0,
so, according to (2.8) it follows that
∂νG(0, ν) = 0, ν ∈ (0, e
s0
2 ).
Now we use (2.14) to show that if ν ∈ (0, e s02 ), then there exists C > 0
|∂νG(µ, ν)| =
∣∣∣∣
∫ µ
0
∂µ∂νG(µ, ν) dµ
∣∣∣∣ ≤ CKµ 12 .(2.15)
Since W (µ, µ, y) = 0, we have for µ < ν,
|G(µ, ν)| = |
∫ ν
µ
∂sG(µ, s) ds| ≤ CKµ
1
2 (ν − µ) 12 .(2.16)
This shows that for every φ ∈ C∞0 (U)∣∣∣∣
∫
∂X
W˜ (µ, ν, y)φ(y) dy
∣∣∣∣ ≤ CKµ 12 ,∣∣∣∣
∫
∂X
∂νW˜ (µ, ν, y)φ(y) dy
∣∣∣∣ ≤ CKµ 12 .
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Since C∞0 (R
2)×C∞0 (U) is dense in C∞0 (R2×U), it follows that for any ψ(µ, ν, y), with |µ| ≤ ε,
|ν| ≤ ε, ∣∣∣∣
∫
∂X
W˜ (µ, ν, y)ψ(µ, ν, y) dy
∣∣∣∣ ≤ C

∑
|α|≤2
sup |∂αy ψ|

 ||f ||L2(X) µ 12 ,
∣∣∣∣
∫
∂X
∂νW˜ (µ, ν, y)ψ(µ, ν, y) dy
∣∣∣∣ ≤ C

∑
|α|≤2
sup |∂αy ψ|

 ||f ||L2(X) µ 12 .
(2.17)
Now we differentiate (2.13) with respect to ∂ν . We have for |µ| < ε, |ν| < ε,
∂ν∂µ∂νG(µ, ν) =
∫
∂X
[
∂νW˜ (µ, ν, y)Z
∗(µν,Dy)φ(y) + W˜ (µ, ν, y)∂νZ
∗(µν, y))φ(y)
]
dy,
and so we obtain from (2.17)
|∂µ∂2νG(µ, ν, y)| ≤ C(
∑
|α|≤4
| sup ∂αy φ|)||f ||L2(X) µ
1
2
Let us denote KN (ψ) =
(∑
|α|≤N | sup ∂αy φ|
)
||f ||L2(X). Since W˜ (µ, µ, y) = 0, it follows that
∂µ∂νG(µ, µ) = 0, and so we have
|∂µ∂νG(µ, ν)| =
∣∣∣∣
∫ ν
µ
∂µ∂
2
sG(µ, s) ds
∣∣∣∣ ≤ K4(φ)µ 12 .(2.18)
On the other hand, since W (µ, µ, y) = 0, it follows that (∂µW )(µ, µ, y) = −(∂νW )(µ, µ, y). In
particular, when ν = µ, we have
|∂µG(µ, µ)| ≤ CK2(φ)µ
1
2 ,
and since
∂µG(µ, ν) = (∂µG)(µ, µ) +
∫ ν
µ
∂s∂µG(µ, s) ds,
we have
|∂µG(µ, ν)| ≤ C(K2(φ) +K4(φ))µ
1
2 .(2.19)
Proceeding as above, since ∂νG(0, ν) = 0, it follows from (2.18) that |∂νG(µ, ν)| ≤ CK4(φ)µ 32 ,
and since G(µ, µ) = 0, then |G(µ, ν)| ≤ CK4(φ)µ 32 , and |∂µ∂2νG(µ, ν)| ≤ CK6(φ)µ
3
2 . So iterating
this argument, and using the symmetry of W we get that for k ≥ 0,
∂kµG(0, ν) = 0, ∂
k
νG(µ, 0) = 0,
|(∂µG)(µ, µ)| = |(∂νG)(µ, µ)| ≤ Cµk.
(2.20)
In particular this shows that, in the sense of distributions, W˜ can be extended across the wedge
{µ = 0} ∪ {ν = 0} by setting W˜ (µ, ν, y) = 0 if µ, ν ∈ (−ε, 0], satisfying
Q˜W˜ = 0 in (−ε, ε) × (−ε, ε)× Γ.
We also know more about the regularity of W˜ in the variable y. From (2.9) we have∫ ε
−ε
∫ ε
−ε
∫
∂X
[
|W˜ |2 + µ|∂µW˜ |2 + ν|∂νW˜ |2 + µν(µ+ ν)|dh(µν)W˜ |2
]
dydµdν ≤ C||f ||L2(X).(2.21)
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µ
ν
µ
ν
W˜ = 0
Q˜W˜ = 0
W˜ = 0
W˜ = 0
Figure 4. If Q˜W˜ = 0 and W˜ = 0 in the region on the left, then W˜ = 0 in the
region on the right.
The next step is to prove the following unique continuation result
Lemma 2.6. Let Γ ⊂ ∂X be open and let W˜ (µ, ν, y) ∈ C∞((−ε, ε)× (−ε, ε);L2(Γ)) satisfy (2.21)
and be such that for y ∈ Γ, W˜ (µ, ν, y) is supported in {µ ≥ 0, ν ≥ 0}. If
Q˜W˜ (µ, ν, y) = 0, in (−ε, ε) × (−ε, ε) × Γ(2.22)
then for any p ∈ Γ there exists δ > 0 and such that W (µ, ν, y) = 0 provided |µ| < δ, |ν| < δ and
|y − p| < δ.
Proof. As usual, the proof of this result is based on a Carleman estimate. First, it is convenient
to make the change of variables
r =
µ+ ν
2
, τ =
µ− ν
2
,
and we have
Q˜1 = 4Q˜ = ∂
2
r − ∂2τ − 4(r2 − τ2)∆h + (r2 − τ2)B1(r, τ, y,Dy) + C1(r, τ, y).
Here, h = h(r2 − τ2), B1(r, τ, y,Dy) = 4B((r2 − τ2), y,Dy) and C1(r, τ, y) = 4C((r2 − τ2), y), and
W˜ (r, τ, y) =W (r + τ, r − τ, y), W˜ is supported in |τ | ≤ r.
Since the fibers over any fixed (r, τ) are not compact, one would have to cut-off in the variable
y to obtain the desired Carleman estimate. However this would produce error terms that could
not be controlled. One needs to convexify the support of the solution W˜ . For small δ, we choose
local coordinates y valid in B(p, δ) such that p = 0, and set
ρ = r + |y|2.
In this case the region which contains the support of W, |τ | ≤ r, can be described by
|τ |+ |y|2 ≤ ρ,(2.23)
and the operator Q˜1 can be written as
Q˜1 = (1 + Fϕ)∂
2
ρ − ∂2τ + 4ϕ
∑
ij
hij∂yi∂yj +
∑
j
ϕRj∂yj∂ρ +
∑
j
ϕBj∂yj +Hϕ∂ρ +D,
where ϕ = (ρ− |y|2)2 − τ2 and F = F (ρ, τ, y), hij = hij(ρ, τ, y), Rj = Rj(ρ, τ, y), Bj = Bj(ρ, τ, y),
D = D(ρ, τ, y) and H = H(ρ, τ, y) are C∞ functions. Here we used that ∆h is the positive
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Laplacian, see (2.3), and hence the sign of the third term. Moreover, there exists a constant C
such that for small ε,
n∑
i,j=1
hij(ρ, τ, y)ξiξj ≥ C
∑
j
ξ2j , |(ρ, τ)| < ε, y ∈ ∂X.
Let
Q˜k = ρ
−kQ˜1ρ
k = Q˜+ kL+ k(k − 1)ρ−2(1 + ϕF )− kρ−1ϕH, where L is the vector field
L = 2(1 + ϕF )ρ−1∂ρ + ρ
−1ϕ
∑
j
Rj∂yj
(2.24)
In what follows we will denote the inner product
〈u, v〉 =
∫ ε
0
∫ ε
0
∫
∂X
u(ρ, τ, y)v(ρ, τ, y) dydρdτ,
and ||u||2 = 〈u, u〉,
for ε small enough such that these coordinates are valid. We want to estimate the product
〈Q˜kV,LV 〉 for V ∈ C∞0 ((−γ, γ) × (−γ, γ)× ∂X), supported in |τ |+ |y|2 ≤ ρ.
Without loss of generality, we assume that V is real valued. From (2.23) we find that ϕρ−2 ≤ C,
on the support of V and so, for γ small enough, again using that |τ | ≤ ρ − |y|2, there exists a
constant M > 0 such that first term of this product satisfies
〈((1 + ϕF )∂2ρ − ∂2τ )V,LV 〉 ≥
M(||ρ−1∂ρV ||2 + ||ρ−1∂τV ||2 −
∑
j
||ρ− 14 (ρ− |y|2) 12 ∂yjV ||2).(2.25)
For γ small enough, the second term can be bounded by∑
ij
〈ϕhij∂yi∂yjV,LV 〉 ≥M(
∑
j
||ρ− 12 (ρ− |y|2) 12 ∂yjV ||2 − ||ρ−
1
2 ∂ρV ||2).(2.26)
For γ small enough, we also have∑
jk
〈ϕRk∂yk∂ρV,LV 〉 ≥ −M(
∑
j
||(ρ − |y|2)∂yjV ||2 − ||∂ρV ||2 − ||V ||2),(2.27)
and
〈(ϕ
∑
j
Bj∂yj +D + ϕH∂ρ)V,LV 〉 ≥ −M(||V ||2 + ||ρ−1∂ρV ||2 +
∑
j
||(ρ− |y|2) 12∂yjV ||2).(2.28)
Finally,
〈(k(k − 1)ρ−2(1 + ϕF ) + kρ−1ϕH)V,LV 〉 ≥Mk2||ρ−2V ||2.(2.29)
Putting together terms (2.25), (2.26), (2.27) (2.28) and (2.29) we deduce that, for γ small enough,
there exists M > 0
〈Q˜kV,LV 〉 ≥M(||ρ−1∂ρV ||2 + ||ρ−1∂τV ||2 +
∑
j
||ρ− 12 (ρ− |y|2)∂yjV ||2 + k||LV ||2 + k2||ρ−2V ||2).
Since,
〈Q˜kV,LV 〉 ≤ 1
2
(||Q˜kV ||2 + ||LV ||2)
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then, if k is large enough and γ is small enough,
||Q˜kV ||2 ≥M(||ρ−1∂ρV ||2 + ||ρ−1∂τV ||2 + ||ρ−
1
2 (ρ− |y|2) 12∇yV ||2 + k
2
||LV ||2 + k2||ρ−2V ||2).
(2.30)
Let χ ∈ C∞(R), χ(ρ) = 1 if ρ ∈ (−γ2 , γ2 ) and χ(ρ) = 0 if |ρ| > 3γ4 . Since W is supported in
µ ≥ 0, ν ≥ 0, it follows that in coordinates (ρ, τ, y), W˜ is supported in |τ | + |y|2 ≤ ρ, and hence
V = χ(ρ)W˜ is compactly supported for small γ. We would like to apply (2.30) to V = χ(ρ)W˜ , but
W˜ is not necessarily smooth up to {µ = 0}, {ν = 0}. So we have to molify W˜ in the y-variable,
and we let ψ(y) be a C∞0 function supported in |y − p| < δ, with
∫
ψ(y) dy = 1, and define
ψm(y) = m
nψ(my). Then for m large,
W˜m = χ(ρ)ψm ∗ W˜ ∈ C∞0 ((−ε, ε) × (−ε, ε) × Γ),
and since Q˜k = ρ
−kQ˜1ρ
k, we deduce from (2.30) that
||ρ−kQ˜W˜m||2 ≥
M
(
k2||ρ−2−kW˜m||2 + ||ρ−
1
2
−k(ρ− |y|2) 12∇yW˜m||2 + ||ρ−1∂ρ(ρ−kW˜m)||2 + ||ρ−1−k∂τW˜m)||2
)
.
(2.31)
To get an estimate for χ(ρ)W˜ from this one we use Friedrich’s lemma to handle the commutators
of Q˜ and ψm. We use (2.21) and Theorem 2.4.3 of [18] to show that
||ϕχ(ρ)
(
hij∂yi∂yj (ψm ∗ W˜ )− (hij∂yi∂yjW˜ ) ∗ ψm
)
||L2 ≤ C||χ(ρ)ϕ∇yW˜ ||L2 ,
||ϕhij∂yi(ψm ∗ ∂ρ(ρ−kχ(ρ)W˜ ))− ϕ(hij∂yi∂ρ(ρ−kχ(ρ)W˜ )) ∗ ψm||L2 ≤ C||ϕ∂ρρ−kχ(ρ)W˜ ||L2 ,
||ρ−kχ(ρ)(ρ− |y|2) 12 (∇y(ψm ∗ W˜ )− (∇yW˜ ) ∗ ψm)||L2 ≤ C||ρ−kχ(ρ)(ρ − |y|2)
1
2 W˜ ||L2 ,
and moreover
lim
m→∞
||ϕχ(ρ)
(
hij∂yi∂yj (ψm ∗ W˜ )− (hij∂yi∂yjW˜ ) ∗ ψm
)
||L2 = 0
lim
m→∞
||ϕhij∂yi(ψm ∗ ∂ρρ−kχ(ρ)W˜ )− ϕ(hij∂yi∂ρρ−kχ(ρ)W˜ ) ∗ ψm||L2 = 0
lim
m→∞
||ρ−kχ(ρ)(D(ψm ∗ W˜ )− (DW˜ ) ∗ ψm)||L2 = 0.
Using these estimates, and letting m→∞ in (2.31) we obtain, for k large enough,
||ρ−kQ˜1χ(ρ)W˜ ||2 ≥
M
(
k2||ρ−2−kχ(ρ)W˜ ||2 + ||ρ−k− 12 (ρ− |y|2)χ(ρ)∇yW˜ ||2 + ||ρ−1∂ρ(ρ−kW˜ )||2 + ||ρ−1−k∂τ (χ(ρ)W˜ ||2
)
.
(2.32)
Since Q˜1W˜ = 0 and Q˜1(χ(ρ)W˜ ) = [Q˜1, χ(ρ)]W˜ is supported in ρ ≥ γ2 , we deduce from (2.32)
that there exists C = C(W˜ ) > 0 such that
C(
γ
2
)−k ≥Mk2||ρ−2−kW˜ ||2 ≥Mk2||ρ−2−kW˜ ||2L2(ρ≤ γ
2
) ≥Mk2(
γ
2
)−k−2||W˜ ||2L2(ρ≤ γ
2
).
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Hence
k2||W˜ ||2L2(ρ≤ γ
2
) ≤ C,
and therefore W˜ = 0 if ρ ≤ γ2 . Returning to coordinates (r, τ, y), we obtain W˜ = 0 if r + |y|2 ≤ γ2
and so W˜ (r, τ, y) = 0 i r < γ4 and |y| ≤ γ4 . This ends the proof of the Lemma. 
Since W (µ, ν, y) = V+(µν, 2 log ν, y) satisfies the hypotheses of Lemma 2.6, we conclude that for
any p ∈ Γ, there exists δ > 0 and such that
V+(µν, 2 log ν, y) = 0 provided |y − p| < δ, and µ, ν ∈ (−δ, δ).
In view of (2.5), we deduce that
x−
n
2 u(s − log x, x, y) = V+(x, s, y) = 0 provided |y − p| < δ, x ∈ (0, δ) and log x < s < log δ.
(2.33)
We have also shown that V+ can be extended to the region x < 0 such that, for P as in (2.2)
PV+ = 0
V+(x, s, y) = 0 x < 0, s < s0 and y ∈ Γ.(2.34)

The next step in the proof is
Proposition 2.7. Let V (x, s, y) be in H1loc in the region |x| < ε, y ∈ ∂X and s ∈ R, satisfy
PV = 0, where P is given by (2.2). Suppose V (x, s, y) = 0 for x ∈ (−ε, 0), s ≤ s0 and y ∈ Γ.
Let s1 < s0 and p ∈ ∂X, and suppose that there exists δ > 0 such that V (x, s, y) = 0 if x < δ,
|y − p| < δ and s < s1. Then there exists β ∈ (0, δ) such that V (x, s, y) = 0 if x < β, |y − p| < β
and s < s1 +
1
4(s0 − s1). Figure 5 illustrates the result.
PV = 0
x
s
x
s
s = log x
s = log x
es1
s0 s0
es1β
Figure 5. The unique continuation across the wedge {s < s1, x < δ, |y − p| <
δ} ∪ {x < 0, s < s0, |y − p| < δ}. If PV = 0 and V = 0 in the colored region on
the left, then V = 0 in the colored region on the right.
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Proof. We will use unique continuation results due to Ho¨rmander, and we will need to work with
suitable strictly pseudoconvex surfaces. The key point here is that the operator P is invariant
under translations in the variable s. Let
ϕ(x, s, y) = −x− k(s− s1)− |y − p|2, where k > 0 will be chosen later.
Since for |y− p| < δ, V = 0 if x ∈ (−ε, 0] and s < s0, or if x < δ and x < s1, we have, see figure 5,
V (x, s, y) = 0 if ϕ > 0, −ε < x < δ, and |y − p| < δ.(2.35)
The principal symbol of the operator P is
p = −2σξ − xξ2 − xh(x, y, η),
where (ξ, σ, η) are the dual variables to (x, s, y). Since ∇ϕ(x, s, y) = (−1,−k,−2(y − p)), we have
p(x, s, y,∇ϕ(x, s, y)) = −2k − x− h(x, y, 2(y − p)),(2.36)
ϕ is not characteristic at (x, s, y) if x > − 2k1+h(x,y,−2(y−p)) > −k if |y − p| < β is small enough
The Hamiltonian of p is
Hp = −2ξ∂s − 2(σ + xξ)∂x − xHh + (ξ2 + h+ x∂xh)∂ξ
where Hh denotes the Hamiltonian of h(x, y, η) in the variables (y, η). Hence,
(Hpϕ)(x, s, y, ξ, σ, η) = 2(σ + xξ) + 2kξ + xHh|y − p|2 and
(H2pϕ)(x, s, y, ξ, σ, η) =
−2(σ + xξ)(2ξ +Hh|y − p|2 + x∂xHh|y − p|2)− (xHh)2|y − p|2 + 2(k + x)(ξ2 + h+ x∂xh).
If Hpϕ = 0, it follows that
H2pϕ(x, s, y, ξ, σ, η) = 2(x+ 3k)ξ
2 + 2ξ((k + x)Hh|y − p|2 + x∂xHh|y − p|2)+
2(k + x)(h+ x∂xh) + x
(
(Hh|y − p|2)2 + xHh|y − p|2∂xHh|y − p|2 − xH2h|y − p|2
)
.
If |y − p| < β is small enough, there exists C > 0 depending on h only such that∣∣Hp|y − p|2∣∣ ≤ Cβ|η|, and ∣∣∂xHp|y − p|2∣∣ ≤ Cβ|η|.
If we impose that −k2 < x < β, it follows that there exists ε0 > 0 depending on h such that if
β, k ∈ (0, ε0) small, there exists C > 0 such that
h+ x∂xh ≥ C|η|2,
and hence
H2pϕ(x, s, p, ξ, σ, η) ≥ kC(ξ2 − β|ξ||η|2 + |η|2) ≥ Ck(ξ2 + |η|2),
if − k
2
< x < β and k, δ ∈ (0, ε0).
So we conclude that there exists ε0 > 0 depending on h such that
if p(x, s, y, ξ, σ, η) = Hpϕ(x, s, y, ξ, σ, η) = 0 then H
2
pϕ(x, s, y, ξ, σ, η) > 0
provided (ξ, σ, η) 6= 0, −k
2
< x < β, |y − p| < β, k, β ∈ (0, ε0).
(2.37)
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Since P is of second order, we deduce from (2.36) and (2.37) that the level surfaces of ϕ are
strictly pseudoconvex in the region
−k
2
< x < β, |y − p| < β, provided k, β ∈ (0, ε0).(2.38)
As mentioned above, the invariance of P under translations in s imply that the conditions in
(2.38) do not depend on s. Now we appeal to Theorem 28.2.3 and Proposition 28.3.3 of [19] and
conclude that if
Y = {−k
4
< x <
β
2
, |y − p| < β√
2
, |s− s1| < s0 − s1},
there exist C > 0 and λ > 0 large such that if ψ = eλϕ,
C||eτψPv||2 ≥ τ2||eτψv||2 + τ ||eτψv||2H1 , for all v ∈ C∞0 (Y ) and τ ≥ τ0 > 0.(2.39)
Let θ ∈ C∞0 (Y ) with θ = 1 if −k8 < x < β4 , |y − p| < β2 and |s − s1| < α(s0 − s1), α < 1. Since
PV = 0, it follows that
P (θV ) = [P, θ]V.
But for (x, s, y) ∈ Y, V (x, s, y) is supported in the region x > 0, s > s1, so we conclude that
P (θ(x, s, y)V ) is supported in (x, s, y) ∈ Y x ≥ β
4
, s− s1 ≥ α(s0 − s1), α < 1 and |y − p| ≥ β
2
.
Therefore, by the definition of ϕ we have
ϕ(x, s, y) ≤ −min{β
4
, kα(s0 − s1), β
2
4
} on the support of P (θV ).(2.40)
Pick k small so that min{β4 , kα(s0 − s1), β
2
4 } = kα(s0 − s1) = γ. Therefore we deduce from (2.39)
and (2.40) that
τ2||eτ(eλϕ−e−λγ)θV ||2 ≤ C, τ > τ0.
We remark that due to Friedrichs’ Lemma, one can apply (2.39) to θV even though it is not C∞,
see [19]. Therefore, θV = 0 if eλϕ − e−λγ > 0, so θV = 0 if ϕ > −γ. So we deduce that
θV (x, s, y) = 0 provided k(s − s1) < γ
3
, 0 < x <
γ
3
|y − p|2 < γ
3
.
In particular,
V (x, s, y) = 0 provided s < s1 +
α
3
(s0 − s1), α < 1, 0 < x < γ
3
, |y − p|2 < γ
3
.(2.41)
This concludes the proof of Proposition 2.7. 
The final ingredient in the proof of Theorem 2.2 is
Proposition 2.8. Let u(t, z) satisfy (1.11) with initial data f1 = 0, f2 = f ∈ L2ac(X) ∩ C∞(
◦
X).
Let V+(x, s, y) = x
−n
2 u(s− log x, x, y). Let p ∈ ∂X, and suppose that there exist s2 ∈ R, γ > 0 and
δ > 0 such that V+(x, s, y) = 0 if 0 < x < γ, log x < s < s2 and |y − p| < δ. Then u(t, z) = 0 for
every z ∈ X such that there exist (x, y) with x < γ and |y−p| < δ and |t|+dg(z; (x, y)) ≤ log(es0x ).
In particular, if s∗ < s2 is such that coordinates (x, y) for which (1.3) holds for x < e
s∗ , then
V+(x, s, y) = 0 if |y − p| < δ, 0 < x < es∗ , and log x < s < s2.(2.42)
Figure 6 illustrates the result.
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x
s
PV = 0
x
s
s = log x s = log x
s2 s2
γ
log γ
log γ
s∗
Figure 6. If PV = 0 and V = 0 in the colored region on the left, then V = 0 in
the colored region on the right.
Proof. The key point in the proof is the following consequence of Tataru’s theorem [39], see also
[40, 17, 36]. If u(t, z) is a C∞ function that satisfies
(D2t −∆g + L(z,Dz))u = 0 in (T˜ , T˜ )× Ω,
u(t, z) = 0 in a neighborhood of {z0} × (−T, T ), T < T˜ ,
where Ω ⊂ Rn, g is a C∞ Riemannian metric and L is a first order C∞ operator (that does not
depend on t), then
u(t, z) = 0 if |t|+ dg(z, z0) < T,(2.43)
where dg is the distance measured with respect to the metric g.
Since the initial data of (1.11) is (0, f), u(t, z) = −u(−t, z). If x < γ, log x < s < s1, and
|y − p| < δ, it follows from the definition of V+ that
u(t, x, y) = 0 if 0 < x < γ, |y − p| < δ and |t| ≤ s2 − log x = log(e
s2
x
).
Applying (2.43) with z0 = (x, y) we obtain
u(t, z) = 0 provided |t|+ dg(z; (x, y)) < log(e
s2
x
), with 0 < x < δ, |y − p| < δ.
If z = (α, y) with es
∗
> α > x, dg((x, y); (α, y)) = log(
α
x ), it follows from (2.43)
u(t, (α, y)) = 0 if t+ log(
α
x
) < log(
es2
x
).
In particular this guarantees that u(t, α, y) = 0 if 0 < t < log(e
s2
α ), and since s = t+ log α, hence
V+(α, s, y) = 0 if α < e
s∗ , s < s2 and |y − p| < δ. This ends the proof of Proposition 2.8. 
We can now conclude the proof of Theorem 2.2.
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Proof. We know from Proposition 2.5 that for any p ∈ Γ there exists δ > 0 such that
V+(x, s, y) = 0 if x < δ, s < log δ, |y − p| < δ.
Moreover, V (x, s, y) = 0 if x < 0, s < s0 and y ∈ Γ. Applying Proposition 2.7 with s1 = log δ, we
find that there exists β1 < δ such that
V+(x, s, y) = 0 provided x < β1, |y − p| < β1 and log x < s < log δ + 1
4
(s0 − log δ).
Then Proposition 2.8 guarantees that there exists s∗ << 0 such that,
V+(x, s, y) = 0 if x < e
s∗ , |y − p| < β1, s < s2 = log δ + 1
4
(s0 − log δ).
Again using Proposition 2.7 and Proposition 2.8 n times, we find that there exists βn < βn−1
such that for sn = sn−1 +
1
3(s0 − sn−1),
V+(x, s, y) = 0 if x < e
s∗ , |y − p| < βn−1, sn = sn−1 + 1
4
(s0 − sn−1).
The main point is that while the neighborhood of p shrinks from one step to the next, the neigh-
borhood of x = 0 stays the same: x < es
∗
. Since p is arbitrary, it follows that, for every p ∈ Γ,
V+(x, s, p) = 0 provided 0 < x < e
s∗ and log x < s < s0.
We again resort to the consequence of Tataru’s theorem to finish the proof of the result. Let
w = (α, p), with 0 < α < es
∗
and p ∈ Γ, then the solution u(t, z) vanishes in a neighborhood of
{w} × (− log(es0α ), log(es0α )) . Therefore, by (2.43),
u(t, z) = ∂tu(t, z) = 0 if |t|+ dg(z, w) < log(e
s0
α
).
In particular, when t = 0 we find that ∂tu(0, z) = f(z) = 0 provided dg(z, w) < log(
es0
α ), and this
concludes the proof of Theorem 2.2. 
The following result will be useful in the next section.
Corollary 2.9. Let Γ ⊂ ∂X be open. If f ∈ L2ac(X) and R+(0, f)(s, y) = 0 for every s ∈ R and
y ∈ Γ, then f = 0. Similarly, if (h, 0) ∈ Eac(X) and R+(h, 0)(s, y) = 0 for every s ∈ R and y ∈ Γ,
then h = 0.
Proof. If R(0, f)(s, y) = 0 for every s ∈ R and y ∈ Γ, then f(z) = 0 if z ∈ Ds0(Γ) for every s0.
Since X is connected, the distance between any two points in the interior of X is finite. Therefore
f = 0.
Suppose F = R(h, 0)(s, y) = 0 for every s ∈ R and y ∈ Γ. As in the proof of Theorem 2.2, by
taking convolution of F with φ ∈ C∞0 (R), we may assume that (∆g − n
2
4 )
kh ∈ L2ac(X) for every
k ≥ 0. Let u(t, z) satisfy (1.11) with initial data (h, 0) and let V = ∂tu. Then V satisfies (1.11)
with initial data (0, (∆g − n24 )h) and R+
(
0, (∆g − n24 )h
)
(s, y) = 0 for s ∈ R and y ∈ Γ. But as we
have shown, this implies that (∆g − n24 )h = 0. Since (h, 0) ∈ Eac(X), this implies that h = 0. 
One should remark that this result can be proved by applying a result of Mazzeo [33], see
also [42]. The solution to (1.11) with initial data (0, f) is odd,and since R+(0, f)(s, y) = 0, for
s ∈ R,y ∈ Γ, it follows that R−(0, f)(s, y) = 0 for s ∈ R, y ∈ Γ. Taking Fourier transform in s we
find that
(∆g − λ2 − n
2
4
)û(λ, z) = 0
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and using that R+(0, f)(s, y) = R−(0, f)(s, y) = 0, one deduces by using a formal power series
argument as in the proof of Proposition 3.4 of [12], that û(λ, z) vanishes to infinite order at Γ.
Theorem 14 of [33] implies that û = 0 and hence u = 0. In particular f = 0.
3. The Control Space
One of the key arguments used in [37] to prove Theorem 1.2 was that the ranges of the forward
and backward radiation fields
M
± = R±(0, L
2
ac(X)) = {R±(0, f) : f ∈ L2ac(X)}
are closed subspaces of L2(R × ∂X), and are characterized by the scattering operator. The main
goal of this section is to define an analogue of M± for functions supported in R × Γ. Throughout
the remaining of this paper we will denote
L2(R× Γ) = {F |
R×Γ : F ∈ L2(R × ∂X)},
and S |
R×Γ will denote the operator defined by
S |
R×Γ : L
2(R× Γ) −→ L2(R× Γ)
F 7−→ (SF ) |
R×Γ.
(3.1)
Since we assume we know A(λ) |Γ for every λ, then in view of (1.19) we may assume we know
S |
R×Γ . We shall prove
Theorem 3.1. Let Γ ⊂ ∂X be an open subset such that ∂X \Γ does not have empty interior. The
space
M(Γ)± = {R±(0, f) |R×Γ : f ∈ L2ac(X)},
equipped with norm N defined by
N
(
R±(0, f) |R×Γ
)
= ||f ||L2(X).(3.2)
is a Hilbert space determined by S |
R×Γ .
Proof. We shall work with the forward radiation field. The proof of the result for R− is identical.
Since R+ is linear, the triangle inequality for the L
2(X)-norm implies that N is a norm, and that
〈R+(0, f) |R×Γ,R+(0, h) |R×Γ〉N = 〈f, h〉L2(X)
is an inner product. Since R+ is continuous and L
2
ac(X) is complete, it follows that (M(Γ),N) is
a Hilbert space. We need to show that it is determined by S |
R×Γ , and we begin by observing, as
in [37], that the symmetry of the wave equation under time reversal gives that
R+(f1, f2)(−s, y) = R+(f1, 0)(−s, y) + R+(0, f2)(−s, y) = −R−(f1, 0)(s, y) + R−(0, f2)(s, y).
(3.3)
In particular, if F (s, y) = R+(f1, f2)(s, y), and if we denote F
∗(s, y) = F (−s, y), then applying S
to the second equality of (3.3), we obtain
SF ∗(s, y) = −R+(f1, 0) + R+(0, f2) = R+(−f1, f2),(3.4)
and hence we deduce that
if F (s, y) = R+(f1, f2), then
1
2
(F + SF ∗) = R+(0, f2), and
1
2
(F − SF ∗) = R+(f1, 0),(3.5)
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and therefore,
F (s, y) = R+(0, f2), if and only F = SF
∗,
F (s, y) = R+(f1, 0), if and only if F = −SF ∗.(3.6)
Since R+ is an isometry, then for any F ∈ L2(R × Γ) there exists (f, h) ∈ Eac(X) such that
R(f, h) = F. But in view of the first identity in (3.5) we have
1
2
(F + SF ∗)|R×Γ = R+(0, h)|R×Γ.(3.7)
We shall denote
L : L2(R× Γ) −→ L2(R× Γ)
F 7−→ 1
2
(F + SF ∗)|R×Γ.
(3.8)
Since S is unitary, it follows that ||L|| ≤ 1. In fact, the map L gives more information:
Lemma 3.2. If F = R+(f, h) is supported in R× Γ, then ||h||L2(X) is determined by S |R×Γ.
Proof. If F (s, y) = R+(f, h) ∈ L2(R× Γ), since R+ is unitary, then according to (3.5)
〈F, (F + (SF ∗) |
R×Γ)〉 = 〈F, (F + SF ∗)〉 = 〈R+(f, h),R+(−f, h)〉 =
||h||2L2(X) − (||dgf ||2L2(X) −
n2
4
||f ||2L2(X))
On the other hand, ||F ||L2(R×Γ) = ||h||2L2(X) + (||dgf ||2L2(X) − n
2
4 ||f ||2L2(X)), therefore
1
2
||F ||2 + 1
2
〈F, (F + (SF ∗) |
R×Γ)〉 = ||h||2.

We know from (1.16) that given F ∈ L2(R×Γ) there exists (f, h) ∈ Eac(X) such that R+(f, h) =
F. We can say the following about such initial data
Proposition 3.3. Let Γ ⊂ ∂X be an open subset such that ∂X \ Γ contains an open set O, and
h ∈ L2ac(X). Then there exists at most one f such that (f, 0) ∈ Eac(X) and R+(f, h) is supported
in R× Γ. Moreover, the set
C(Γ) = {h ∈ L2ac(X) : there exists (f, 0) ∈ Eac(X) such that R+(f, h)(s, y) = 0, y ∈ ∂X \ Γ}
is dense in L2ac(X).
Proof. First, if R+(f1, h) and R+(f2, h) are supported in R × Γ, then R+(f1 − f2, 0) is supported
in R × Γ, but this implies that R+(f1 − f2, 0) = 0 in R × O, and so Corollarry 2.9 implies that
f1 = f2.
Let v ∈ L2ac(X) and assume that 〈v, h〉L2(X) = 0 for all h ∈ C(Γ). Since R+ is unitary, then for
all (f, 0) ∈ Eac(X),
〈v, h〉L2(X) = 〈R+(0, v),R+(f, h)〉L2(R×∂X)
Since h ∈ C(Γ), is arbitrary, it follows that
〈R+(0, v), F 〉L2(R×∂X) = 0 for all F ∈ L2(R× Γ).
Hence R+(0, v) = 0 on R× Γ and by Corollary 2.9, v = 0. 
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Lemma 3.4. If Γ ⊂ ∂X is open and ∂X \ Γ contains an open subset, then the map L is injective
and has dense range.
Proof. If F = R+(f, h), is supported in R×Γ, then LF = R+(0, h)|R×Γ. If LF = 0 then R+(0, h) =
0 on R × Γ. It follows from Corollary 2.9 that h = 0, and hence F = R(f, 0). Since there exists
an open subset O ⊂ (∂X \ Γ), and F is supported in R × Γ, it follows that F = R+(f, 0) = 0 in
R× O, and again by Corollary 2.9, f = 0 and so F = 0.
Now we prove that its range is dense. Let H ∈ L2(R × Γ) be orthogonal to the range of L. In
this case, since H is supported in R× Γ, then for every F ∈ L2(R× Γ),
0 = 〈H, (F + SF ∗)|R×Γ〉L2(R×Γ) = 〈H,F + SF ∗〉L2(R×Γ).
Since S is unitary its adjoint is its inverse S−1. Hence
0 = 〈H,F + SF ∗〉L2(R×Γ) = 〈H,F 〉L2(R×Γ) + 〈S−1H,F ∗〉L2(R×Γ) =
〈H,F 〉 + 〈(S−1H)∗, F 〉L2(R×Γ) = 〈H + (S−1H)∗, F 〉L2(R×Γ)
Therefore H +(S−1H)∗|R×Γ = 0. This implies that H∗+(S−1H)|R×Γ = 0. If H = R+(f1, f2), then
by arguing as above, we see that H∗ + S−1H = 2R−(0, f2). By Corollary 2.9, f2 = 0. But since H
is supported in Γ and ∂X \ Γ contains an open subset, we deduce again from Corollary 2.9 that
f1 = 0, and thus H = 0. 
We shall denote
F(Γ) = L(L2(R× Γ)) = {R+(0, f) |R×Γ : f ∈ C(Γ)},(3.9)
and equip F(Γ) with the norm given by Lemma 3.2
N(R+(0, f)) = ||f ||L2(X).
(F(Γ),N) is a normed vector space, and since C(Γ) is dense in L2(X), F(Γ) is dense in (M(Γ),N).
Hence (M(Γ),N) is the completion of (F(Γ),N) into a Hilbert space, and therefore it is determined
by S |
R×Γ . Notice that the completion of F(Γ) with the L
2(R× Γ)-norm is L2(R× Γ). But
||R+(0, h) |(R×Γ)||L2(R×Γ) ≤ ||h||L2(X),
and hence, N is a stronger norm and (M(Γ),N) is a smaller space. This ends the proof of Theorem
3.1. 
4. Proof of Theorem 1.3
As in [37] and [7], first we construct an isometry between neighborhoods of Γ which realizes
(1.10). Then we apply the result of Kurylev and Lassas [26] on the reconstruction of a Riemannian
manifold from the Dirichlet-to-Neumann on part of the boundary to show that the diffeomorphism
between neighborhoods of Γ can be extended to an isometry between the two manifolds.
First recall that the maps given by (1.3)
Ψj,ε : [0, ε) × ∂Xj −→ Uε,j ⊂ Xj
(xj , y) 7→ z
put the metrics gj in the form
Ψ∗jgj =
dx2j
x2j
+
hj(xj , y, dy)
x2j
.
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As shown in [11], and discussed in section 1, Ψj,ε(xj , y) is the point obtained by flowing the
integral curve of ∇x2jgjxj emanating from the point y ∈ ∂Xj by xj units of time. So xj is the
arc-length along the geodesics of x2jgj normal to ∂Xj . We can pick ε small such that both maps
are diffeomorphisms. For z = (x, y) ∈ Γ× [0, ε), x(z) is the distance from z to Γ with respect to
the metric x2jgj . In particular, when y ∈ Γ,
Ψ∗jgj =
dx2
x2
+
hj(x, y, dy)
x2
, y ∈ Γ(4.1)
Our first result will be
Proposition 4.1. Let (X1, g1), (X2, g2) and Γ satisfy the hypotheses of Theorem (1.3). Let
Rj,±(s, y, x
′, y′) denote the kernels of the radiation fields acting on pairs of the form (0, f), f ∈
L2ac(X). Then there exists ǫ > 0 such that in the product decomposition [0, ǫ)×Γ where (4.1) holds,
h1(x, y, dy) = h2(x, y, dy) and
R1,±(s, y, x
′, y′) = R2,±(s, y, x
′, y′), if y, y′ ∈ Γ, x′ < ε.(4.2)
Proof. The proof of Proposition 4.1 is an adaptation of the Boundary Control Method to this
setting. As in [37], pick x1 < ε, and consider the spaces
M
+
x1(Γ) = {F ∈M+(Γ) : F (s, y) = 0, s ≤ log x1},
M
−
x1(Γ) = {F ∈M−(Γ) : F (s, y) = 0, s ≥ − log x1},
and let
P
+
x1 : M
+(Γ) −→M+x1(Γ), and
P
−
x1 : M
−(Γ) −→M−x1(Γ)
(4.3)
denote the orthogonal projections with respect to the norm N defined in (3.2). Since M±(Γ) and
M±x1(Γ) are determined by S |R×Γ , the projections P±x1 are also determined by S |R×Γ .
In view of finite speed of propagation and Theorem 2.2
M
+
x1(Γ) = {R+(0, h) |R×Γ : h ∈ L2ac(X), h(z) = 0, z ∈ Dlog x1(Γ)},
M
−
x1(Γ) = {R−(0, h) |R×Γ : h ∈ L2ac(X), h(z) = 0, z ∈ Dlog x1(Γ)}.
As in [37], the key to proving Proposition 4.1 is to understand the effect of the projectors P±x1
on the initial data. First we deal with the case of no eigenvalues. In this case, L2(X) = L2ac(X).
Lemma 4.2. Let (X, g) be an asymptotic hyperbolic manifold such that ∆g has no eigenvalues.
Let x be such that (1.3) holds in (0, ǫ)×∂X. For x1 ∈ (0, ǫ), let P−x1 denote the orthogonal projector
defined in (4.3). Let χx1 be the characteristic function of the set Xx1 = X \Dlog x1(Γ). Then for
every f ∈ L2
ac
(X) = L2(X),
P
−
x1(R−(0, f) |R×Γ) = R−(0, χx1f) |R×Γ.
Proof. Then since P−x1 is a projector, there exists fx1 ∈ L2(X) such that P−x1(R−(0, f) |R×Γ) =
R−(0, fx1) |R×Γ, and for every h ∈ L2(X) supported in Xx1 ,
〈R−(0, fx1) |R×Γ,R−(0, h) |R×Γ〉N = 〈fx1 , h〉L2(X) = 〈f, h〉L2(X).
Hence fx1 = χx1f. 
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Next we analyze the singularities of the wave which produces R±(0, χx1f). Notice that if f = 0
in Dlog x1(Γ), and if x ≤ x1 and y ∈ Γ, then dg((x, y),Γx1) = log(x1x ), and hence, f(x, y) = 0.
If F = R−(0, f) |R×Γ, f ∈ L2(X), one can take F and f smooth by taking convolution with
φ ∈ C∞0 even. Indeed, if ψ1 such that φˆ(λ) = ψ1(λ2), and G = φ ∗ F = R−(0, h) |R×Γ with
h = ψ1
(
∆g − n24
)
R
−1
− F. The point is that the singularities of χx1f at Γx1 produce the singularities
of R+(0, χx1f) at (log x1, y), y ∈ Γ. By expanding the solution to (1.11) with initial data, (0, χx1f)
we obtain,
Lemma 4.3. Let x be a defining function of ∂X such that (1.3) holds. Let F ∈ M−(Γ) =
R−(0, f) |R×Γ with F and f smooth. Then there exists ǫ > 0 such that for any x1 ∈ (0, ǫ), any
F ∈Mb, and for |s− log x1| small enough,
R+R
−1
− (P
b
x1F )(s, y) =
1
2
x
−n/2
1 f(x1, y)
|h|1/4(x1, y)
|h|1/4(0, y) (s− log x1)
0
+ + smoother terms,(4.4)
We refer the reader to the proof of Lemma 8.9 of [37].
Notice that the left hand side of (4.4) is determined by S |
R×Γ , so the right hand side is also
determined by S |
R×Γ . By assumption–since the scattering matrices are equal– h0,1 = h0,2 on Γ.
Therefore |h1|(0, y) = |h2|(0, y), y ∈ Γ and we obtain the following result:
Corollary 4.4. Let (X1, g1) and (X2, g2) be asymptotically hyperbolic manifolds satisfying the
hypothesis of Theorem 1.3. Moreover, assume that ∆gj , j = 1, 2, have no eigenvalues. Let Rj,±,
j = 1, 2, denote the corresponding forward or backward radiation fields defined in coordinates in
which (1.3) holds. Then there exists an ǫ > 0 such that, for (x, y) ∈ [0, ǫ)× Γ,
(4.5)
|h1|1/4(x, y)R−11,−F (x, y) = |h2|1/4(x, y)R−12,−F (x, y), ∀F ∈M−(Γ),
|h1|1/4(x, y)R−11,+F (x, y) = |h2|1/4(x, y)R−12,+F (x, y), ∀F ∈M+(Γ).
Proposition 4.1 easily follows from this result. Indeed, since
(4.6) R−1j,−
(
∂2
∂s2
F
)
=
(
∆gj −
n2
4
)
R
−1
j,−F.
if we apply Corollary 4.4 to ∂2sF, we obtain
(4.7) |h1|1/4(x, y)
(
∆g1 −
n2
4
)
R
−1
1,−F (x, y) = |h2|1/4(x, y)
(
∆g2 −
n2
4
)
R
−1
2,−F (x, y).
Set R−11,−F = f. Since F is arbitrary and the metrics have no eigenvalues, the equations (4.5)
and (4.7) give
(4.8) |h1|1/4(x, y)
(
∆g1 −
n2
4
)
f(x, y) = |h2|1/4(x, y)
(
∆g2 −
n2
4
) |h1|1/4(x, y)
|h2|1/4(x, y)
f(x, y),
for all f ∈ C∞ ((0, ǫ)× Γ) . Therefore the operators on both sides of (4.8) are equal. In particular,
the coefficients of the principal parts of ∆g1 are equal to those of ∆g2 , and hence the tensors h1
and h2 from (1.3) are equal. This proves that
R
−1
1,−(s, y, x
′, y′) = R−12,−(s, y, x
′, y′), y, y′ ∈ Γ, x′ ∈ [0, ε),
and of course the same holds for the forward radiation field. Since R± are unitary, R
−1
± = R
∗
±, and
hence this determines the kernel of R±. This proves Proposition (4.1) in the case of no eigenvalues.
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Now we remove the assumption that there are no eigenvalues. The only poles of the resolvent
R(
n
2
+ iλ) = (∆g − n
2
4
− λ2)−1 in {ℑλ < 0}
correspond to the finitely many eigenvalues of ∆g. Proposition 3.6 of [12] states that if λ0 ∈ iR−
is such that n2/4 + λ20 is an eigenvalue of ∆g, then the scattering matrix has a pole at λ0 and its
residue is given by
(4.9) Resλ0A(λ) =
{
Πλ0 , if − iλ0 6∈ N2 ,
Πλ0 − Pl, if − iλ0 = l2 , l ∈ N,
where Pl is a differential operator whose coefficients depend on derivatives of the tensor h at ∂X,
and the Schwartz kernel of Πλ0 is
(4.10) K(Πλ0)(y, y
′) = −2iλ0
N0∑
j=1
φ0j ⊗ φ0j(y, y′),
where φ0j(y) is defined by
φ0j(y) = x
−n/2−λ0φj(x, y)|x=0.
Here N0 is the multiplicity of the eigenvalue n
2/4+λ20, and φj, 1 ≤ j ≤ N0, are the corresponding
orthonormalized eigenfunctions.
Since A1,Γ = A2,Γ, λ ∈ R \ 0, it follows from Theorem 1.1 that in coordinates where (4.1)
is satisfied, all derivatives of h1 and h2 agree at x = 0 on Γ. Therefore the operators Pl in
(4.9) are the same in Γ. Then (4.9), (4.10), and the meromorphic continuation of the scattering
matrix show that ∆g1 and ∆g2 have the same eigenvalues with the same multiplicity. Moreover,
(4.10) implies that if φj and ψj , 1 ≤ j ≤ N0, are orthonormal sets of eigenfunctions of ∆g1
and ∆g2 , respectively, corresponding to the eigenvalue n
2/4 + λ20, then there exists a constant
orthogonal (N0 × N0)−matrix A such that Φ0|Γ = AΨ0|Γ, where (Φ0)T = (φ01, φ02, ..., φ0N0) and
(Ψ0)T = (ψ01 , ψ
0
2 , ..., ψ
0
N0). So by redefining one set of eigenfunctions from, let us say, Ψ to AΨ,
where ΨT = (ψ1, ψ2, ..., ψN0), we may assume that
(4.11) φ0j (y) = ψ
0
j (y), y ∈ Γ j = 1, 2, .., N0.
Note that this does not change the orthonormality of the eigenfunctions in X2 because A is
orthogonal. Denote the eigenvalues of ∆g1 and ∆g2 , which we know are equal, by
(4.12) µj =
n2
4
+ λ2j , λj ∈ iR−, 1 ≤ j ≤ N.
They are also ordered so that µ1 ≤ µ2 ≤ · · · ≤ µN .
Again, we use that the singularities of χx1f at Γx1 produce the singularities of R+(0, χx1f) at
(log x1, y), y ∈ Γ and expand the solution to (1.11) with initial data, (0, χx1f). However, in this
case L2(X) 6= L2ac(X) and hence Lemma 4.2 is not valid, and we have to replace it by the following
Lemma 4.5. Let (X, g) be an asymptotic hyperbolic manifold and let φj , 1 ≤ j ≤ N, denote
the orthonormal set of eigenfunctions of ∆g. Let x be such that (1.3) holds in (0, ǫ) × ∂X. For
x1 ∈ (0, ǫ), let P−x1 denote the orthogonal projector defined in (4.3). Let χx1 be the characteristic
function of the set Xx1 = X \ Dlog x1(Γ). There exists ε0 such that if ε < ε0, then for every
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f ∈ L2
ac
(X) there exist α(x1, f), which is a linear function of f, such that
P
−
x1(R−(0, f) |R×Γ) = R−

0, χx1(f − N∑
j=1
αj(x1, f)φj)


∣∣∣∣∣∣
R×Γ
.
Proof. Let h ∈ L2ac(X) be supported in Xx1 . Then since P−x1 is a projector, there exists fx1 ∈
L2ac(X), supported in Xx1 , such that P
−
x1(R−(0, f) |R×Γ) = R−(0, fx1) |R×Γ, and for every h ∈
L2ac(X) supported in Xx1 ,
〈R−(0, fx1) |R×Γ,R−(0, h) |R×Γ〉N = 〈fx1 , h〉L2(X) = 〈f, h〉L2(X).
Hence 〈(fx1 − f), h〉 = 0 for all h ∈ C∞0 (X) ∩ L2ac(X) supported in X1. Therefore, fx1 − f =
χx1
∑N
j=1 αjφj . Since fx1 ∈ L2ac(X), 〈fx1 , χx1φj〉 = 0, and hence
〈f, χx1φk〉 =
N∑
j=1
αj〈χx1φj , χx1φk〉.
This gives a linear system of equations
Mα = F, αT = (α1, ..., αN ), F
T = (F1(x1), ..., FN (x1)},
Mjk(x1) = 〈χx1φj , χx1φk〉, Fk(x1) = 〈f, χx1φk〉.
Since eigenfunctions are orthonormal, then for x1 = 0, Mjk(0) = δjk. Therefore the system has a
solution if x1 < ε0, for certain ε0, which does not depend of f. Notice that, since f ∈ L2ac(X), then
for x1 = 0, Fk(0) = 0, and hence, α(0, f) = 0. 
As in [37], we shall denote
T (x1)f =
∑
j
αj(x1, f)φj.
Since α(0, f) = 0, T (0) = 0. Therefore one can pick ε small so that
||T (x1)|| < 1
2
for x1 < ε.(4.13)
In the case, Lemma 4.3 and Corollary 4.4 have to be substituted by
Lemma 4.6. Let (X, g) be an asymptotically hyperbolic manifold, let φj, 1 ≤ j ≤ N, denote the
eigenfunctions of ∆g. Let x be a defining function of ∂X such that (1.3) holds, let T (x1) be defined
as above and let F ∈ M−(Γ), F = R−(0, f) |R×Γ with F and f smooth. Then there exists ǫ > 0
such that for any x1 ∈ (0, ǫ), and for |s− log x1| small enough,
R+R
−1
− (P
b
x1F )(s, y) =
1
2
x
−n/2
1 [(Id−T (x1))f ](x1, y)
|h|1/4(x1, y)
|h|1/4(0, y) (s − log x1)
0
+ + smoother terms,
(4.14)
Corollary 4.7. Let (X1, g1) and (X2, g2) be asymptotically hyperbolic manifolds satisfying the
hypothesis of Theorem 1.3. Let Rj,±, j = 1, 2, denote the corresponding forward or backward
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radiation fields defined in coordinates in which (1.3) holds. Then there exists an ǫ > 0 such that,
for (x, y) ∈ [0, ǫ) × Γ,
(4.15)
|h1|1/4(x, y)(Id−T1(x))R−11,−F (x, y) = |h2|1/4(x, y)R−12,−(Id−T2(x))F (x, y), ∀F ∈M−(Γ),
|h1|1/4(x, y)(Id−T1(x))R−11,+F (x, y) = |h2|1/4(x, y)(Id−T2(x))R−12,+F (x, y), ∀F ∈M+(Γ).
Now, as in the case of no eigenvalues, we use (4.15) to show that we can apply the same identity
to (∆gj − n
2
4 )fj, instead of fj and so we have
|h1|
1
4 (Id−T1(x))(∆g1 −
n2
4
)f1(x, y) = |h2|
1
4 (Id−T2(x))|h2|
1
4 (∆g2 −
n2
4
)f2(x, y).(4.16)
If we denote R−1j,−F (x, y) = fj(x, y), and pick ε small so that (4.13) holds, we deduce from (4.15)
that if (x, y) ∈ [0, ε) × Γ,
f2(x, y) = (Id−T2(x))−1(Id−T1(x)) |h1|
1
4
|h2| 14
f1(x, y) =
|h1| 14
|h2| 14
f1(x, y) +K(x)f1(x, y),
(∆g2 −
n2
4
)f2(x, y) = (Id−T2(x))−1(Id−T1(x)) |h1|
1
4
|h2| 14
(∆g1 −
n2
4
)f1(x, y) =
|h1| 14
|h2| 14
(∆g1 −
n2
4
)f1(x, y) + K˜f1(x).
where K and K˜ are compact operators. If one substitutes the first equation into the second, one
obtains
|h1| 14
|h2| 14
(∆g1 −
n2
4
)f1(x, y)− (∆g2 −
n2
4
)
|h1| 14
|h2| 14
f1(x, y) = Kf1,
where K is a compact operator. Since the operator on the left hand side is a differential operator,
and the operator on the right hand side is compact, they both must be equal to zero. As above,
we conclude that in coordinates (x, y), the coefficients of the operators ∆g1 are equal to those of
∆g2 . Hence we must have h1(x, y, dy) = h2(x, y, dy).
We still have to show (4.2) holds in the case where eigenvalues exist. Let F ∈ M+(Γ), and let
fj = R
−
j,+F. Let vj satisfy (1.11) with initial data (0, fj). Since ∆g1 = ∆g2 in (0, ε) × Γ, we have
P (v1 − v2) = 0, where P is defined in (2.2). Then by the proof of Theorem 2.2, we have f1 = f2
in (0, ε) × Γ. Since F is arbitrary, (4.2) follows. This ends the proof of Proposition 4.1. 
Finally, we will prove Theorem 1.3. The fact that the metrics are equal in these coordinates
implies that there exist Vj,ε ⊂ Xj , j = 1, 2, neighborhoods of Γ and C∞ differomomrphisms
Ψj,ε : Γ× [0, ε) −→ Vj,ε ⊂ Xj
such that
(4.17) Ψ∗1,ǫ(g1|V1,ǫ) = Ψ∗2,ǫ(g2|V2,ǫ).
Therefore, the map
Ψε : V1,ε −→ V2,ε, defined by Ψε = Ψ1,ε ◦Ψ−12,ε,(4.18)
satisfies
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(4.19) Ψ∗ε(g2|U2,ǫ) = g1|U1,ǫ , and Ψε = Id on Γ.
We will show that Ψε can be extended to the whole manifolds, and to do that we will show that
the fact that scattering matrices are equal at Γ implies that there exist compact manifolds with
boundary Xj,ε ⊂ Xj such that Γε ⊂ X1,ε ∩ X2,ε as manifolds and that the eigenvalues of ∆gj
with Dirichlet data on Xj,ε are equal and the traces of the normal derivatives of the Dirichlet
eigenfunctions of ∆gj , j = 1, 2 coincide at Γ. We shall then use the following result due to Kurylev
and Lassas [24] and [26].
Proposition 4.8. Assume that (Z1, g1) and (Z2, g2) are smooth Riemannian manifolds with bound-
ary ∂Z1 and ∂Z2, respectively. Assume that there are open sets Γ1 ⊂ ∂Z1 and Γ2 ⊂ ∂Z2, such that
the boundary spectral data on Γ2 and Γ2 coincide. Namely, if α1,j , and ϕ1,j are the eigenvalues
and the normalized Dirichlet eigenfunctions of ∆g1 and and α2,j , ϕ2,j are the eigenvalues and the
normalized Dirichlet eigenfunctions of ∆g2 ,
Γ1 = Γ2 as manifolds, and α1,j = α2,j , ∂νϕ1,j |Γ1 = ∂νϕ˜2,j |Γ2 , j = 1, 2, ...
Then there exists a diffeomorphism Ψ : Z1 −→ Z2 such that Ψ∗g˜ = g and Ψ = Id on Γ.
Note that Xj,ǫ = Xj \ {xj < ǫ} are smooth compact manifolds with boundary and that there
are open sets Γ1,ǫ ⊂ ∂X1,ǫ, Γ2,ǫ ⊂ ∂X2,ǫ which can be identified by the diffeomorphisms Ψj,ε with
Γ× {ǫ} = Γǫ. We think of Γǫ as an open subset of the boundary smooth compact manifolds Xj,ε.
We have shown that the fact that the two metrics have the same scattering matrix restricted to
Γ, implies that ∆g1 = ∆g2 in [0, ε)× Γ. The next step is to show that (Xj,ε, gj), j = 1, 2, have the
same spectral data in Γǫ. Then Proposition (4.8) shows that for ε > 0 fixed, there exists a C
∞
diffeomorphism Ψ˜ε, such that
Ψ˜ε : X1,ε −→ X2,ε, Ψ˜ε |Γε = Id,
Ψ∗ε(g2 |X2,ε) = g1 |X1,ε .
(4.20)
Now one has to extend this diffeomorphism up to X1. Given a point p ∈ X1 \X1,ε take the integral
curve of ∇x2
1
g1x1 starting at p and flow along this curve until it hits pε ∈ ∂X1,ε at time s(p). In
other words, pε = exp(s(p)∇x2
1
g1x1)(p). Let qε = Ψε(pε) ∈ ∂X2,ε. In view of (4.20), and since
gj =
dx2j
x2j
+
hj(x,y,dy)
x2j
, j = 1, 2, near ∂Xj,ε, it follows that dΨε(∇x2
1
g1x1) |∂X2,ε = ∇x22g2x2 |∂X2,ε . Now
follow the integral curve of ∇x2
2
g2x2 starting at qε, and flow s(p) units along this curve away from
X2,ε. In other words, in Xj \Xj,ε the map Ψ˜ε is given by
exp(−s(p)∇x2
2
g2x2) ◦Ψε ◦ exp(s(p)∇x21g1x1) = Ψ˜ε.
This gives a map,
Ψ˜ : X1 −→ X2, Ψ˜ |Γ = Id and that Ψ˜∗g2 = g1.(4.21)
To prove that (Xj,ε,∆gj ) have the same boundary data at Γε, we take Fourier transform of R±
in the variable s. We know from (4.2) that if Ej
(
n
2 + iλ, y
′, z
)
= R̂j,+(s, y, z), then
E1
(n
2
+ iλ, y′, z
)
= E2
(n
2
+ iλ, y′, z
)
, y ∈ Γ, z = (x, y) ∈ [0, ε) × Γ.(4.22)
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Figure 7. The domains Xj,ε, D
j
log ε(Γ) and the sets Γj,ε.
Using an argument due to Melrose, Lemma 3.2 of [35], Sa´ Barreto showed that for any λ 6= 0, the
set of functions given by
(4.23) vj(z, λ) =
∫
∂Xj
Ej
(n
2
+ iλ, y′, z
)
φ(y′)d volh0(y
′), j = 1, 2, φ ∈ C∞(∂Xj),
is dense in the set of solutions of
(4.24)
(
∆gj − λ2 −
n2
4
)
u = 0 in Xj,ǫ, j = 1, 2,
in the Sobolev space Hk(Xj,ǫ) for any k ≥ 2.
We know from (4.22) that E1(n/2 + iλ, y
′, x, y) = E2(
n
2
+ iλ, y′, x, y) provided x ∈ [0, ε) and
y, y′ ∈ Γ, and hence v1(x, y, λ) = v2(x, y, λ), (x, y) ∈ (0, ε)× Γ, λ ∈ R \ {0}. Therefore their traces
and normal derivatives at Γǫ are equal at Γε, and the density of this set implies that the same is
true for solutions of (4.24).
We now recall that the graph of the Caldero´n projector of ∆gj −
n2
4
− λ2 in Xj,ǫ, j = 1, 2,
restricted to Γ, which we denote by Cj,λ, is the closed subspace of L
2(Γ) × H1(Γ) consisting of
(f, g) ∈ L2(Γ)×H1(Γ) such that there exists u satisfying(
∆gj −
n2
4
− λ2
)
u = 0 in Xj,ǫ, j = 1, 2,
u|∂Xj,ǫ = f ∈ C∞0 (Γ), ∂νu|Γ = g.
Therefore λ2 is in the Dirichlet spectrum of ∆gj −
n2
4
in Xj,ǫ if and only if Cj,λ contains a subspace
of pairs of the form (0, g), g 6= 0. If λ ∈ R, this only gives us eigenvalues greater than or equal to
0. But since Ej(
n
2 + iλ, y, z) are meromorphically in Imλ < 0, they must also agree in this region,
and therefore we obtain all eigenvalues. Therefore we conclude that the spectral data (∆gj ,Xj,ε),
j = 1, 2 coincide at Γ. Thus the hypothesis of Proposition (4.8) are satisfied, and hence the maps
Ψε satisfyng (4.20) exist and this concludes the proof of Theorem 1.3.
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