We introduce a new approach to computing curvature of sub-Riemannian manifolds. Curvature is here meant in terms of Jacobi curves of normal geodesics as defined in [41] . The approach uses affine connections and their adjoints. We are able to give an algorithm for computing the curvature globally on any sub-Riemannian manifold. We use it to give a universal Bonnet-Myers theorem of Riemannian type. We also include several examples.
Introduction
Although the definition of sub-Riemannian manifolds (M, E, g) seem quite similar to that of Riemannian manifolds, finding direct analogues for curvature on such spaces has been surprisingly challenging. For one thing, rather than a single flat model space for each dimension, there exists a wide rage of flat models called Carnot groups which sub-Riemannian manifolds have as metric tangent cones [19] . The structure of the analogue of constant curvature models is more complicated still, see [27, 23, 7, 20] for some results. A definition of Cartan connections for sub-Riemannian manifold with constant metric tangent cone at each point was suggested by Morimoto in [35] , see also [7] , but there is still more research needed to properly develop this concept.
Much of the recent research in the topic of sub-Riemannian curvature can be divided into a Lagrangian and an Eulerian approach. The Eulerian approach introduced in [14] by Baudoin and Garofalo considers interactions of the sub-Riemannian heat flow and the sub-Riemannian metric. For most results, a sufficiently good noncanonical choice of taming Riemannian metricḡ of g is a necessity. There is a wide class of sub-Riemannian manifolds for which the theory can be applied see e.g. [13, 18, 24, 25] , but the results are rarely sharp and it is difficult to see how to go beyond the case when E is of step 2. This paper will focus on the Lagrangian approach. It was introduced by Zelenko and Li in [40, 41] , based on ideas developed by Agrachev and Zelenko in [6] , and was further developed by Agrachev, Barilari and Rizzi in [9, 10, 3] . The theory is able to determine properties of normal geodesics by looking at symplectic invariants of their Jacobi curves. Of applications of this theory, we mention -comparison theorems for conjugate points and diameter [9, 8] ; -sub-Laplacian and volume comparison theorems [5, 30, 11] ; -measure contraction properties [31] ; -interpolation inequalities [12, 11] .
The concrete examples done so far are given in the codimension one case [32, 33] , contact geometry [4, 2] , some Carnot group of rank 2 [36] and 3-Sasakian manifolds [38] . We also mention papers [15, 17] which use a Lagrangian approach for Sasakian and H-type manifolds as well, while also relying on a taming metric. One of the main challenges so far has been the computational difficulties in finding the connection and curvatures associated to this formalism. For their definition, see Section 4.2.
The objective of this paper is to provide general tools for computation of this connection and curvature in the Lagrangian approach. We give an algorithm for computing this canonical curvature from any choice of affine connection ∇ on T M compatible with the sub-Riemannian structure. For details of the final form of this algorithm, see Section 6.3. The key computational tool is the introduction of twist polynomial to connect parallel transport of the connection ∇ with that of its adjoint∇, the latter parallel transport being the one determining the geodesics, see Proposition 3.1. To show the effectiveness of the approach, we emphasize the following result. It will be applicable for any sub-Riemannian manifolds satisfying the required intrinsic geometric conditions. For more details on the theory of sub-Riemannian manifolds used in this result, see Section 3.
Let (M, E, g) be a sub-Riemannian manifold. We will assume the following completeness assumption is satisfied.
( * ) Assume that (M, E, g) is complete and that for some x ∈ M there is a dense subset of M that can be reached from x by a normal, minimizing, ample, equiregular geodesic. For definition of ample and equiregular, see Section 4.3. We remark if we are considering contact manifolds, sub-Riemannian manifolds with fat distributions or Lie groups and homogeneous spaces with invariant sub-Riemannian structures, the assumption of completeness implies ( * ). See Remark 6.6 for details.
In order to present the result in a more compact form, we will use a specific choice of compatible connection and refer to Theorem 5.15 for the result using any compatible connection. Let ♯ : T * M → E be the corresponding map defined by p(v) = ♯p, v g for any p ∈ T * M , v ∈ E. Write Ann(E) = ker ♯ for the subbundle of covectors vanishing on E. A Riemannian metricḡ is said to tame g ifḡ|E = g. Letḡ be an arbitrary such metric with orthogonal complement (E) ⊥ = A and Levi-Civita connection ∇ḡ. Let ∇ be the connection defined by
Denote the torsion and curvature of ∇ by respectively T and R. with orthogonal complement ⊥ p = ker pr in E x . Then this subspace is independent of taming metricḡ. Furthermore, for every p ∈ T * M \ Ann(E), there is a uniquue linear map C p : p → ⊥ p satisfying T (♯p, C p u) = (∇ ♯p T )(♯p, u) − tr E p(T (♯p, ×))T (×, u), u ∈ p .
Let tr = tr p denote the trace over p . Define a map Ric : T * M \ Ann(E) → R by Ric = tr R(♯p, ×)×, ♯p g + tr p((∇ × T )(♯p, ×)) + 1 4 |p(T (pr · , pr · ))| 2 g * ⊗g * − |C p pr · | 2 g * ⊗g − tr p(T (×, C p ×)). Assume that condition ( * ) holds and that for any p ∈ T * M \ Ann(E), rank p > 1 and 1 rank p − 1 Ric(p) ≥ k 1 |♯p| 2 , for some k 1 > 0 independent of p. Then M is compact, with finite fundamental group and of diameter bounded by π √ k1 . We will give the proof in Section 5.7. The above statement is sharp for the Hopf fibriation S 1 → S 2n+1 → S n when n ≥ 2, see [30, 15] , and generalizes results given in [17] .
Structure of the paper and main results. In Section 2 we will make some observations relating affine connections and parallel Hamiltonian systems. In particular, brackets with a Hamiltonian vector field are described in Lemma 2.3 in terms of covariant derivatives and curvature. In Section 3, we give som preliminaries of sub-Riemannian geometry. In particular, we give the relationship between normal geodesics and abnormal curves to connections compatible with the sub-Riemannian structure and their adjoints. In Section 4 we describe the theory of Jacobi curves and curvature of sub-Riemannian manifolds as presented in [41] . We rewrite this theory using a chosen compatible connection affine connection ∇ in Section 5. In particular, we introduce the twist polynomials of a connection from which we can determine the Young diagram corresponding to a normal equiregular geodesic, a canonical decomposition of the horizontal bundle E along a geodesic and finally a universal formula for a canonical horizontal frame along a geodesic in Theorem 5.13. We relate curvature in sub-Riemannian geometry to the curvature and torsion of ∇. We emphasize that the twist polynomials are global objects, allowing us to give a reformulation in Section 6 of the curvature in terms of global tensors rather than along individual geodesic. In particular, an explicit algorithm for computation of the canonical connection and curvature is given in Section 6.3.
The two next sections consists of examples applying the theory. In Section 7, we show how our methods work by applying them to the simplest non-trivial case, namely sub-Riemannian manifolds with growth vector (2, 3) , to give a frame of comparison to results already found in [3, Section 7 .5], [2] and [1, Section 17] . In Section 8, we consider fat sub-Riemannian manifolds. For the sake of avoiding long computations, we will only find the canonical horizontal frame for the general case, and complete the computation of connection and curvature only for the special case of H-type sub-Riemannian as introduced in [16] with some geometric restrictions Some theory and computations related to connections are found in Appendix A. In particular, we give details on pull-back connections and curvature of non-linear connections.
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Connections and hamiltonian functions
In this section, we will present the theory of Hamiltonian vector fields relative to a chosen affine connection, allowing us to also establish our notation. We describe Lie derivative of vector fields on T * M with respect to the Hamiltonian vector field.
2.1. Affine connections and corresponding Ehresmann connections. We will review some general theory relating to affine connections on vector bundles and Ehresmann connections. For more details, we refer to [29, Chapter III] . Let π : A → M be an arbitrary vector bundle. We define V = ker π * ⊆ T A as the vertical bundle. For any element a 1 , a 2 ∈ A x , we define the vertical lift of a 2 to a 1 by
Clearly, we then have V a1 = {vl a1 a 2 :
We note that T A = H ⊕ V, making H an Ehresmann connection on π and hence permitting us to define horizontal lifts with respect to H. For any v ∈ T x M , a ∈ A x , x ∈ M , let the horizontal lift h a v be the unique element in H that projects to v by π * . Similarly, if X is a vector field on M we define its horizontal lift by hX| a = h a X π(a) .
In conclusion, any element in T A can be written as a sum of a vertical lift of an element in A and a horizontal lift of an element in T M . We note these identities for the Lie brackets from the definitions of H and vertical lifts;
for vector fields X, Y ∈ Γ(T M ) and sections A, B ∈ Γ(A). Here, vl R ∇ (X, Y ) denotes the vector field a ∈ A → vl a R ∇ (X, Y )a corresponding to the curvature Y ] . We will continue to use this notation in general, so if E ∈ Γ(π * A) and F ∈ Γ(π * T M ) are sections of the pullback bundle, then we will also define hE| a = h a E a , vl F | a = vl a F a , a ∈ A. For the remainder of this section, we will only consider the case when A = T * M is the cotangent bundle. Hence, we consider horizontal lifts of vector fields and vertical lifts of one-forms.
Hamiltonian functions and connections.
Let π be the canonical projection of the cotangent bundle π :
We denote the induced connection on T * M and all other tensor bundles by the same symbol. Define horizontal lifts from M to T * M with respect to this connection. From the definition of ϑ, for any p ∈ T * M
for any v, w ∈ T M and α, β ∈ T * M . According to the definition in [21] , we define the adjoint connection∇ of ∇ bŷ
LetĤ = H∇ be the corresponding Ehresmann connection. The corresponding horizontal liftĥ is given byĥ X = hX − vl T * X , with vl T * X | p = vl p T * X p = vl p pT (X, · ). Using (2.2) we have the following relations regarding symplectic complements:
Hence, V is always a Lagrangian subbundle, while H is only Lagrangian if ∇ is torsion free. Let f : T * M → M be a smooth Hamiltonian function. To every such function, we define ∇f ∈ Γ(π * T * M ) and f ′ ∈ Γ(π * T M ) by the following relations
Since vertical lifts does not depend on any connection, the definition of f ′ is also independent of this choice. We note the following observations which follow from (2.1) and (2.2).
The Poisson bracket is given by {f, H} = −∇H(f ′ ) +∇f (H ′ ). (c) For a vector field X ∈ Γ(T M ), let H X : T * M → R denote the function H X (p) = p(X π(p) ). Then
We continue with the following definition. Definition 2.2. We say that a Hamiltonian function H is parallel with respect to ∇ if the following equivalent conditions are satisfied.
(i) ∇H = 0.
(ii) H takes values inĤ.
(iii) H is constant along any curve tangent to H.
For the next result, we introduce the symmetric bilinear map H ′′ = · , · H ′′ ∈ Γ(π * Sym 2 T M ), defined as
We also define ♯ H ′′ :
Lemma 2.3. Assume that H is parallel with respect to ∇. Letĥ denote the horizontal lift with respect to∇.
(a) Let γ(t) be a curve in M and let p(t), λ 1 (t) and λ 2 (t) be ∇-parallel forms along γ(t). Then d dt λ 1 (t)(H ′ p(t) ) = 0,
(b) LetR = R∇ be the curvature of∇. Let X ∈ Γ(T M ) and β ∈ Γ(T * M ) be arbitrary. We then have the following brackets with respect to the Hamiltonian vector field;
Proof. (a) The result follows from the fact that p(t) + s 1 λ 1 (t) and p(t) + s 1 λ 1 (t) + s 2 λ 2 (t) are parallel forms along γ(t) for any constants s 1 , s 2 . (b) Let X 1 , . . . , X n be any local basis with corresponding coframe α 1 , . . . , α n . If
At any point x ∈ M , we can choose a frame X 1 , . . . , X n as ∇-parallel at x, which means that α 1 , . . . , α n are parallel at x as well. As a consequence, we have at x ∈ M and for p ∈ T x M ,
and since the choice of x was arbitrary, we have a formula for [ H,ĥX]. The proof of (2.4) is similar.
3. Sub-Riemannian geometry 3.1. Sub-Riemannian structures and minimizers. We will give some basic definitions and results relating to sub-Riemannian geometry. For details, see e.g. [34, 1] . A sub-Riemannian manifold is a triple (M, E, g) where M is a connected manifold, E is a subbundle of the tangent bundle T M and g is a metric tensor on E. The pair (E, g) is called a sub-Riemannian structure. A sub-Riemannian structure can equivalentely be described in the following way.
• A map ♯ : T * M → T M whose kernel is a subbundle and satisfies p 2 (♯p 1 ) = p 1 (♯p 2 ) and p 1 (♯p 1 ) ≥ 0 for any p 1 , p 2 ∈ T M . • A bilinear symmetric two-tensor g * on T * M , the sub-Riemannian cometric, which is positive semi-definite and degenerate along a subbundle. The three definitions are related in the following way,
with ♯ having image E and kernel
The bundle E is referred to as the horizontal bundle. Write E 1 = Γ(E), the sections of E and define iteratively
We say that E is bracket-generating if for every x ∈ M , there is an integer s such that E s x = T x M . We call the minimal integer s = s(x) satisfying this property the step of E at x, and if G k (x) = rank E k x then G(x) = (G 1 (x), . . . , G s (x)) is called the growth vector of E at x. A point x is called a regular point of E is G is locally constant at x. If x is not regular, it is called a singular point of E. We note that regular points form an open and dense set in M [28, Sect. 2.1.2, p. 21]. The subbundle E is called equiregular if all points in M are regular. In this case, we have that {E k x } x∈M form a vector bundle E k for each k ≥ 1 and consequently E k = Γ(E k ). For the rest of the paper, we will assume that E is bracket-generating, but not necessarily equiregular.
A continuous curve γ : [0, t 1 ] → M is called horizontal if it is absolutely continuous and satisfiesγ ∈ E γ(t) for almost every t. For such a curve, we can define its length by
Since E is bracket generating, any pair of points can be connected by a horizontal curve. Furthermore, if we define a distance by letting d g (x, y) denote the infimum of the length of all horizontal curves connecting x and y, then the topology of d g equals the manifold topology. On a sub-Riemannian manifold (M, E, g), we define its Hamiltonian H :
Let H be the corresponding Hamiltonian vector field. If π : T * M → M is the canonical projection, we say that γ(t) = exp(tp) := π(e t H (p)),
is the normal geodesic with initial covector p ∈ T * M and that λ(t) = e t H (p) is its extremal. Normal geodesics are always local length minimizers. However, it is not in general true that all minimizers are of this type. Consider the Hilbert manifold AC 2 (x) of horizontal curves defined on [0, t 1 ] with initial value x and with square integrable derivative. Define End : AC 2 (x) → M as the endpoint map γ → γ(t 1 ), which is a smooth map of manifolds. A curve γ is then called abnormal if it is a singular point of End, i.e if End * ,γ :
is not surjective. Abnormal curves do not depend on the metric g, only subbundle E. Any length minimizer of d g is either a normal geodesic or an abnormal curve. However, abnormal curves need not be minimizers in general, even locally. Furthermore, a curve can both be a normal geodesic and an abnormal curve. A normal geodesic γ : [0, t 1 ] → M is called strictly normal if it is not abnormal and strongly normal if γ| [0,t0] is not abnormal for any 0 ≤ t 0 ≤ t 1 . A minimizer is called strictly abnormal if it is abnormal and not normal.
3.2.
Compatible connections and length minimizers. Let (M, E, g) be a sub-Riemannian manifold and let ∇ be a connection on T M . A connection ∇ is said to be compatible with the sub-Riemannian structure if the following equivalent conditions are satisfied.
• Relative to (E, g): E is preserved under parallel transport and for X 1 , X 2 ∈ Γ(E) and Y ∈ Γ(T M ), we have that
• Relative to ♯: We have the commutation relation ∇♯ = ♯∇.
• Relative to g * : ∇g * = 0. Any compatible connection to a sub-Riemannian structure (E, g) will have torsion whenever E is a proper subbundle and bracket-generating [26, Proposition 3.3] .
We have the following relations between normal geodesic and compatible connections, found in [22, Proposition 2.1] . Recall the definition of adjoint connection ∇ of ∇ in Section 2.2. We will denote their corresponding covariant derivatives along curves by respectivelyD and D.
being the covariant derivative along γ. Furthermore, λ(t) is an extremal of γ(t).
We show a similar relation for abnormal curves. 
withD t = (γ * ∇ ) ∂ ∂t being the covariant derivative along γ. In particular the above relation is true for any adjoint of a connection compatible with g * .
For the proof, we will need the following result from [34, Theorem 5.3] . Proof of Proposition 3.2. We note first that since ∇ preserves E, it also preserves Ann(E). As a consequence, if p ∈ Ann(E) x , then
where h is the horizontal lift with respect to H = H ∇ . By (2.2) ithe symplectic complement of T p Ann(E) is
Hence,λ(t) has to be a∇-parallel form along a horizontal curve.
The following can now be easily deduced from the two descriptions. 
3.3.
Brackets of the the sub-Riemannian Hamitonian. Consider M with a sub-Riemannian structure (E, g). Let ∇ be a connection compatible with the sub-Riemannian structure and write∇ for its adoint. If the corresponding Hamiltonian function H is defined by by H(p) = 1 2 |p| 2 g * , then in the notation of Section 2.2
As a consequence, Lemma 2.3 gives the following expressions for Lie brackets with the Hamiltonian vector field H,
Jacobi curves and canonical connections
In this section we will review ideas of Jacobi fields, Jacobi curves and connections of sub-Riemannian manifolds introduced in [41, 3, 9] . 4.1. Jacobi fields and the Jacobi curve. Let (M, E, g) be a sub-Riemannian manifold with sub-Riemannian Hamiltonian H(p) = 1 2 |p| 2 g * , p ∈ T * M . Let π : T * M → M denote the natural projection and again write exp(tp) = π(e t H (p)). Just like in the Riemannian case, we can consider Jacobi fields as a variation of (normal) geodesics. If η(s) is a curve in T * M , we can consider a Jacobi field as a result of computing
All Jacobi fields can hence be written as V (t) = π * Ṽ (t) withṼ In what follows, for a vector fieldX on T * M , write Ad(e −t HX )| p := e −t H * Xet H (p) . We note that d dt Ad(e −t H )X = Ad(e −t H )[ H,X].
Example 4.1 (Riemannian manifolds). Consider the case when E = T M , i.e. the case when the manifold is a Riemannian manifold. Let ∇ denote the Levi-Civita connection of g which satisfies ∇H = 0 and is torsion free, so in particular∇ = ∇. LetṼ (t) be a vector field along the extremal λ(t) = e t H (p) with projection V (t) Aaong γ(t). Then at least locally, there exist a vector field X and a one-form α such thatṼ (t) = h λ(t) X γ(t) + vl λ(t) α γ(t) . Using the formulas of (3.1) and (3.2) in the Riemannian case,
As a result, we obtain the classical Jacobi equation D 2 t V − R(γ, V )γ = 0. A geodesic γ(t) = exp(tp) is said to have the conjugate time t 0 > 0 if there is a Jacobi field V (t) with V (0) = 0 and V (t 0 ) = 0. This definition can be reformulated in terms of Jacobi curves. Write V = ker π * for the vertical bundle. 
By definition, Λ(t) is a Lagrangian subspace for any t ≥ 0. We see that t 0 is a conjugate time if and only if Λ(0) ∩ Λ(t 0 ) = 0. Hence, we can study conjugate points by understanding the Jacobi curve Λ(t).
4.2.
Curves in the Lagrangian Grassmannian. Let (W, ω) be a symplectic vector space of dimension 2n. Consider the Grassmann space L(W ) of Lagrangian subspaces, that is, n-dimensional subspaces that are their own symplectic complements. Let Λ(t) be a smooth curve in L(W ) with Λ(0) = Λ 0 . If we consideṙ Λ(0) ∈ T Λ0 L(W ), we can identify this vector with a maṗ
One can verify thatż(0) is independent of the choice of curve z(t), making the mapping well defined. Using the symplectic form ω, we can identify this map with a quadratic form on Λ 0 , byΛ
In fact, all quadratic forms on Λ 0 can be represented this way. We introduce the following notions for curves Λ(t) in L(W ).
(i) We say that Λ(t) is monotone increasing (resp. decreasing) at t 0 ifΛ(t 0 ) is a positive (resp. negative) semi-definite quadratic form. We say that it is strictly monotone increasing (resp. decreasing) ifΛ(t 0 ) is positive (resp. negative) definite. (ii) We say that Λ(t) is regular at t 0 ifΛ(t 0 ) is a non-degenerate quadratic form.
It is called regular if it is regular at every point. We define Λ (0) (t) = Λ(t) and
is called ample or equiregular if it is respectively ample or equiregular at every t.
We remark the following property found in [3, Chapter 3.1], see also [41] .
is equiregular of step s, then for any j = 1, . . . , s − 1, we have
For every ample, equiregular curve Λ(t) of step s, we introduce associated Young diagram Y corresponding to the partition (d 1 , . . . , d s ). With the English notation, for a sequence of positive, non-increasing numbers (d 1 , . . . , d s ), we write Y = Y(d 1 , . . . , d s ) for the Young diagram with s-columns and with d i -boxes in the i-th column. For us, it will be practical to identify this Young diagram with the set
where each number (a, b) represents the box in the a-th row and b-th column. For each 1 ≤ a ≤ d 1 , write n a for the maximal value such that (a, n a ) ∈ Y. In other words, n a is the length of the a-th row. From all possible values in {n a } d1 a=1 , write them as a descending sequence
In other words, it can be considered as result of collapsing all rows in Y of equal length into a single row. For any For the geometry of such Jacobi curves, we have the following result found in [41] , giving us a canonical complement Γ(t) of Λ(t) and a determining set of symplectic invariants. Let d 1 and d 1 be the numbers of boxes in their respective first columns. Then we have the following decomposition
Let us write the curvature operator R :
} is another basis satisfying the above conditions, there exist constant orthogonal matrices
In particular, the decompositions into subspaces
are uniquely determined. Finally, if Λ(t) andΛ(t) are two ample, equiregular, monotone curve with Young diagram Y and they have respective curvature operators R andR then they differ by a symplectic transform if and only if R(t) =R(t) for every t.
We consider the curvature of a Jacobi curve with reduced Young diagram Y = Y(3, 2, 2, 1, 1) as in Figure 1 . We only show the lower triangular values, as the upper half is just the transpose. Maps that are anti-symmetric by (i) are marked by gray squares. Maps that vanish according to a normalization condition are marked with a zero and with the condition as a subscript.
We note that the conditions (ii)-(v) are a reformulation of normalization conditions in [41] , chosen so that we have unique connection. See Figure 2 for an example of these curvature conditions applied to a specific Young diagram.
4.3.
Jacobi curves of normal geodesics. Consider the case when Λ(t) is the Jacobi curve of a normal geodesic γ : [0, t 1 ] → M with extremal λ(t), which is a curve in the Lagrangian Grassmanian of (T λ(0) T * M, ω λ(0) ). Then Λ(t) will always be monotone increasing, but only regular if E = T M . The normal geodesic γ is called ample and equiregular, respectively if the same is true of Λ(t). We note the following result of [3, Chapter 5.2]. 
(c) If a normal geodesic γ(t) is ample at t = 0, then it is strongly normal. Remark 4.6. In sub-Riemannian geometry we have the following realization the Jacobi curve, see [3, Section 6 ]. Let f : M → R be a smooth function and consider its differential df as a section df :
We write its second order differential as d 2 f = (df ) * : T M → T (T * M ). We note that if ∇ is any affine connection and λ(t) is any smooth curve over γ(t), then we havė
It follows that
The Jacobi curve is then determined by Λ(0) = V p and for t > 0,
Conjugate points, Ricci curvature and the Bonnet-Myers theorem. We review some material here regarding optimal control problems taken from [9] . 4.4.1. LQ optimal control problems. We consider a class of optimal control problems called linear quadratic (LQ) optimal control problems. . Let A, B and q be given constant matrices of size n × n, n × k and n × n. For a given x 0 ∈ R n , t ≥ 0 and u ∈ L 2 ([0, t], R k ), we define x = x u as the solution oḟ
The LQ-optimal control problem with respect to parameters A,B, q, x 0 , x 1 and t is the problem of finding u such that x u (0) = x 0 , x u (t) = x 1 and such that u is minimal with respect to Φ(u). Locally optimal trajectories x(s) are given as projections of solutions (p(s), x(s)) of the Hamiltonian system
Definition 4.7. For A, B and q fixed, we say that t is a conjugate time of the LQoptimal control problem if there exists a non-zero solution to the above Hamiltonian system with x(0) = 0 and x(t) = 0. 
We let LQ(Y, q) denote the LQ-optimal control problem relative to the matrices A Y ,B Y and q. We let t c (Y, q) denote the first conjugate time of the system. 
If the polynomial
has at least one simple purely imaginary root, then the manifold is compact with diam M ≤ t c (Y na , q k1,...,kn a ) < ∞. Moreover, its fundamental group is finite.
We note that for the lower step cases, for k > 0, we have
Jacobi curves and affine connections
In this section, we want to give a more explicit description of the canonical complement Γ(t) of the Jacobi curve Λ(t) of a sub-Riemannian geodesic using compatible affine connections. Throughout this section, let H be the sub-Riemannian Hamiltonian function. For a given p ∈ T * x M , x ∈ M , define γ(t) = exp(tp) and λ(t) = e t H (p). We assume that γ(t) is ample and equiregular. Let ∇ be a choice of connection that is compatible with the sub-Riemannian structure and with adjoint connection∇. We let D t andD t denote the corresponding covariant derivatives along γ of respectively ∇ and∇. Let π : T * M → M denote the canonical projection.
5.1.
Complements to the Jacobi curve. Consider the Jacobi curve Λ(t) = e −t H * V λ(t) . By definition, all curves in Λ(t) are on the form
where α(t) is a one-form along the curve γ(t). We first want to consider all choices of Lagrangian complements to Λ(t).
The following anti-symmetric tensor will be important and be used in the rest of the paper. Relative to the compatible connection ∇, we define
Let S ∈ Γ(γ * Sym 2 T * M ) be any symmetric two-tensor along the curve γ(t). Relative to S and for vector field X(t) along the curve γ(t), define the curve
By (2.2), we have that Γ S (t) is a Lagrangian complement to Λ(t) and conversely all such complements correspond uniquely to a choice of symmetric map S along the curve. We note that for the case
is the horizontal lift with respect to the torsion-free connection 1 2 (∇ +∇). Corresponding to a choice of S, introduce a covariant derivative D S t of vector fields along γ,
which also induces a covariant derivative of forms along γ,
We emphasize that these operators are only defined along the geodesic.
Lemma 5.1. For the curves E(α) as in (5.1) and F S (X) as in (5.3), we have
and we write R S γ (X) = R S γ (X, · ). Proof. If V (t) is a vector field along the extremal λ(t) and if Y is a vector field on T * M such that for s ∈ (−ε, ε),
Using results of Section 3.3, we have
We look at the anti-symmetric part. If denotes the cyclic sum over three elements, and using that λ(R(X, Y )γ) = 0 from compatibility of the connection,
from the first Bianchi identity of connections with torsion, see (A.1), Appendix. Considering the symmetric part, the result follows.
Remark 5.2 (Jacobi fields). Using the definition that a Jacobi field V (t) is the projection of a solution of d dt e −t H * Ṽ (t) = 0 and Lemma 5.1, then for any symmetric map S(t) along γ, V (t) is a Jacobi field if and only if there exists a one-from α(t), such that
5.2.
Pullback sections and homogeneous sections. Recall that π : T * M → M denotes the canonical projection from the cotangent bundle. Let ζ : A → M be any vector bundle with an affine connection ∇ A . We then introduce the following operator ∂ = ∂ H,A : Γ(π * A) → Γ(π * A) defined by
For definition of the pullback connection π * ∇ A , see Appendix A.1. Alternatively, ∂ is the unique linear operator on Γ(π * A), such that for any A ∈ Γ(A) and f ∈ C ∞ (T * M ), we have
In what follows, A will always be tensor bundle, i.e., A = T * M ⊗i ⊗ T M ⊗j for some i ≥ 0, j ≥ 0. This bundle will always be equipped with connection ∇ A = ∇ where ∇ is our chosen connections compatible with the sub-Riemannian structure. In this case, we can rewrite (5.5) as
withĥ denoting the horizontal lift with respect to∇. We note that if γ(t) is a normal geodesic with extremal λ(t) and X 1 (t), . . . , X i (t) and α 1 (t), . . . , . . . , α j (t) are respectively vector fields and one-forms along the curve, then
Example 5.3 (Euler one-form and derivatives of normal geodesics). Consider the canonical section e ∈ Γ(π * T * M ) defined by e| p = p, p ∈ T * M . The notation reflect that vl e ∈ Γ(T (T * M )) is usually referred to as the Euler vector field. We will call e the Euler one-form.
Let γ(t) be a normal geodesic with extremal λ(t). Then by definition, we have that D k t λ(t) = ∂ k e| λ(t) . Recall that from Proposition 3.1 thatD t λ(t) = D t λ(t) + T * ♯λ(t) λ(t) = 0, and hence it follows that ∂e| p = −T * ♯p p ;
As a consequence, we have that D k tγ (t) = ♯ ∂ k e| λ(t) . Here we have used that ∇ is compatible with (E, g), so the map ∂ commutes with ♯.
Example 5.4 (Hamiltonian functions from vector fields). For any section X ∈ Γ(π * T M ), consider the Hamiltonian function H X (p) = p(X| p ). We can write this function as H X = e(X), so we have
We remark also that if f : M → R is a function, then ∂f = H ♯df .
Remark 5.5. Let pr − : π * A → A be the natural projection and let U ⊂ T * M be an open set. We say that a section E ∈ Γ(π| * U A) is k-homogeneous if for any p ∈ U and c ∈ R such that cp ∈ U , we have
By definition, we have that if E is a k-homogeneous section, then ∂E is a k + 1homogeneous section.
5.3.
Twist polynomials. Let (M, E, g) be a sub-Riemannian manifold with a compatible connection ∇. In order change between the adjoint connection∇, which is related to the Hamiltonian, and the connection ∇ which is compatible with the sub-Riemannian structure, we introduce the idea of twist polynomials P k .
Let End T M ∼ = T * M ⊗ T M be the endomorphism bundle equipped with the connection ∇. We define P k ∈ Γ(π * End T M ), by
and iteratively,
We note that it follows from this definition that P k = k−1 j=0 k−1 j P j ∂ k−j−1 P 1 . Also, P k is a k-homogeneous section by definition. In fact, for x ∈ M fixed, the map T * x M → End T x M , p → P k | p is a polynomial function. Furthermore, they have the following properties.
Lemma 5.6. Let γ(t) = exp(tp) be a normal geodesic with extremal λ(t). (a) Let X(t) be a vector field along γ(t). Then for k ≥ 0,
M be parallel transport along γ relative to respectively ∇ and∇. Then we have
Proof. The statement in (a) follows from the definition of ∂. To prove (b), let λ(t) = e t H (p) be an extremal along normal geodesic γ(t) and write P k | λ(t) = P k (t).
Recall that if X(t) is a vector field along the curve, then D t X(t) = // t d dt // −1 t X(t) and similar relations hold for the covariant derivatives of∇. We can rewrite the relation (5.6) as
Using this formula iteratively and the fact that P 0 (t) = id T γ(t) M , we have that
Remark 5.7. We note the following expression for the first twist polynomials. Recall the definition of the Euler one-form e from Example 5.3. We then have P 1 = −T ♯e ,
. The second and third twist polynomials are then given by
5.4.
Ampleness and the Young diagram of a geodesic. Let ∇ be a connection compatible with the sub-Riemannian structure and let P 0 , P 1 , P 2 , . . . be the corresponding twist polynomial. Our goal in this section will be to determine the Young diagram of a geodesic from the twist polynomials from (5.6) . For any p ∈ T * x M , introduce the following flag of subspaces in T x M ,
Then we have the following result. Then the following holds. 
is an ample, equiregular geodesic with d i = d i (λ(t)) and such that E s−1
Proof. Let Λ(t) be the Jacobi curve of a normal geodesic γ(t), define E(α) as in (5.1) as in consider F 0 (X) defined as in (5.3) with S = 0. Recall the definition of Λ (i) in (4.1). By Lemma 5.1, for any i ≥ 1,
Furthermore, we note that for any X ∈ Γ(γ * E) horizontal
. As a result, we have
The result follows from this realization.
Remark 5.9. We note that if E k x , x ∈ M is defined as in Section 3.1, then we have E k p ⊆ E k x for any p ∈ T * x M . However, these will not coincide in general. 5.5. Canonical frames. In this section, we rewrite the result of Theorem 4.4 in terms of our connection ∇ and Lemma 5.1. Proof. Let us rewrite E a,b = (−1) b−1 E(α a,b ) and F a,b = (−1) b−1 F S (X a,b ). From (2.2) and the requirement that {E a,b , F a,b } is a Darboux basis, it follows that α a,b is the coframe of X a,b . The equations for the derivatives of E a,b and F a,b are by Lemma 5.1 equivalent to
, ♯α a,1 = X a,1 , D S t α a,b+1 = −α a,b , D S t X a,na = 0, ♯α a,b+1 = 0, D S t α a,1 = 0, for 1 ≤ b < n a . Note that since α a,1 (X i,1 ) = X a,1 , X i,1 = δ a,i , it follows that {X a,1 (t) : 1 ≤ a ≤ rank E γ(t) } is an orthonormal basis along γ. This fact together with the equations for D S t -derivatives of X a,b determines all the equations (5.9) from the fact that α a,b is its coframe.
We will call {X a,b : (a, b) ∈ Y} a canonical frame along the geodesic γ. Define subbundles of T M along the geodesic γ by
We also give these spaces an inner product, such that X a,b becomes an orthonormal basis. We see that these spaces and their inner product are independent of choice of initial frame. .7), then
where the orthogonal complement is defined relative to g in E γ(t) .
Proof. (a) It is clear that the statement is true for b = 1 and hence we can complete the proof by induction. If our hypothesis holds true for b, then we have that
By the definition of E b λ(t) , we can write any vector field X(t) with valued in
. We then note that
and so by definition, we have ⊕ (i,j)∈Y j≤b+1 i,j (t) = E b+1 λ(t) . (b) If X(t) is a vector field with values in a,1 (t), then
Hence, if (D S t ) na X a,1 = 0, then P na X a,1 is a linear combination of elements in E na λ(t) . It follows that [P na ]X a,1 = 0. To complete the proof, we note that for the block d1,1 satisfies n d1 = 1 since there are always some elements in the kernel of [P 1 ]| λ(t) . In particular, we have that P 1 | λ(t)γ (t) = 0.
Only the values of S(X, Y ) where at least one of the vector fields are horizontal has an impact on the connection D S t . Hence, the values of S when both X and Y are in the span of {X a,b : b ≥ 2} are determined by the curvature conditions (i)-(v). This next result showcases how curvature normalization conditions determine S.
Proposition 5.12. Let {X a,b : (a, b) ∈ Y} be a canonical frame along γ corresponding to extremal λ, then, with the convention that X a,na+1 = 0,
Proof. The result follows from the computation
5.6. The canonical horizontal frame through twist polynomials. Let γ(t) be an ample, equiregular geodesic of step s with Young diagram Y. Let ∇ be a connection compatible with our sub-Riemannian structure with corresponding twist polynomials P 1 , . . . , P s . In the previous section, we showed that we can determine a decomposition E γ(t) = ⊕ d1 a=1 a,1 (t) from knowing the twist polynomials. Let pr a (t) = pr a,1 (t) : E γ(t) → a,1 (t) be the corresponding projections. Continuing, we will show how we can determine the horizontal elements of the canonical frame as well.
Recall from Proposition 5.11 that P na a,1 ⊆ E na and P na+1 a,1 ⊆ E na+1 . Hence, P na and P na can be decomposed into twist polynomials of lower order on a,1 . Define linear maps B(t), C(t) : E γ(t) → E γ(t) according to the following rules.
• For any 1 ≤ a ≤ d 1 and u ∈ a,1 ,
. with B 0 ( a,1 ) = a,1 and B + ( a,1 ) = ⊕ i<a i,1 . • For any 1 ≤ a ≤ d 1 and u ∈ a,1 ,
Observe that for a = 1, we have E n1 = T M , so C always vanishes on 1,1 . Hence, it is sufficient to compute P 1 , . . . , P n1 for to find the maps B and C.
In what follows, we will let b † denote the dual of an endomorphism b : E x → E x with respect to the inner product g x . Theorem 5.13 (Universal formula for the canonical horizontal frame). Define an anti-symmetric linear map Q(t) : E γ(t) → E γ(t) by
Let {X a,b : (a, b) ∈ Y} be the canonical frame uniquely determined by X a,1 (0) = u a ∈ [a,1] (0). Then X 1,1 , . . . , X d1,1 are solutions of
Furthermore,
Finally, we note that if
with S ♯ | E and Q given as above, then ℘ 1 u = 0 for u ∈ d1,1 , while for any X a,1 with n a > 1, we have ℘ 1 X a,1 = X a,2 .
Proof. Let {X a,b : (a, b) ∈ Y} be the canonical frame with the given initial conditions. Write D t X a,1 = Q(t)X a,1 = (Q 0 (t) + Q + (t) − Q + (t) † )X a,1 where Q 0 ( a,1 ) = a,1 and Q + ( a,1 ) = ⊕ a>i i,1 . In this definition, we have used that Q(t) : E γ(t) → E γ(t) is anti-symmetric since X 1,1 , . . . , X d1,1 is an orthonormal frame. We note the following observations. • For any section Y of E k λ(t) ,D t Y is a section of E k+1 λ(t) . • As a corollary of the above statement, we have that for any vector field Y along γ(t) and l ≥ k,
• If X is a section of a,1 and k ≥ n a , thenD k X is a section of t → E k λ(t) . We obtain the following result from these observations and the definition of the canonical frame
From here, we have that for u, v ∈ a,1 ,
Furthermore, for i < a and u ∈ a,1 , v ∈ i,1 , we have
Next, we observe that
Finally, we note that if n a ≥ 2, then we have
By Theorem 5.13, we have that with orthogonal projection pr : E γ(t) → (t). From Proposition 5.12, for any (a, 1) with [a, 1] = (d 1 , 1), R S γ (X a,1 , X a,1 ) = λR(γ, X a,1 )X a,1 + λ(∇ Xa,1 T )(γ, X a,1 ) + |A ♯ (X a,1 )| 2 g − |S ♯ (X a,1 )| 2 g − d dt S(X a,1 , X a,1 ). and by Theorem 5.13,
. We then have that
Using Theorem 4.9 we have the following result. Y(d 1 , . . . , d s ) with
Then M is compact, with finite fundamental grop and diameter
We are now able to prove the theorem mentioned in the introduction.
Proof of Theorem 1.1. Letḡ be any taming Riemannian metric of g. Let A be the orthogonal complement of E. We define ∇ by (1.1). Let γ be an ample equiregular geodesic. Write (t) = ker T (γ, · ) = ker P 1 . Since T (E, E) ⊆ A, we have that B| d1,1 = B| = 0. We furthermore have for any v ∈ (t),
and
Finally, we will discuss independence of connection.
• For any p ∈ T * x M \ Ann(E) x , we define K(p) : E → T M/E,
Then ker T (♯p, · ) = ker K(p) which does not depend on ∇. • For any v ∈ p , write γ(t) = exp(tp) and let X and Y be any horizontal vector fields with X x = v and Y x = ♯p. Then
Hence C p is defined for every p ∈ Ann(E). • Finally, by definition, Ric does not depend on ∇ along extremals of ample equiregular, geodesics. The set of covectors p such that exp(tp) is ample for short time is open and dense by Lemma 4.5. Furthermore, since the rank of each E k p can only increase locally, there is an open dense set of covectors such that exp(pt) is ample and equiregular for short time.
Global reformulation
In this section, we take the previous description of curvature along each geodesic and rewrite them in terms of tensors. More precisely, we want look at properties of all geodesics with maximal Young diagram through sections of pullbacks of tensor bundles. 6.1. Maximal Young diagram. Recall that for d 1 ≥ d 2 ≥ · · · ≥ d s , we write Y(d 1 , . . . , d s ) be the Young diagram with s columns, where column i has d i boxes. For convenience, we write d j = 0 for j > s. We give the set of all Young diagrams lexicographic ordering, i.e., we say that Y(d 1 , . . . , d s ) > Y(e 1 , . . . , e r ) if there is some i where d j = e j for 1 ≤ j < i and d i > e i .
Let (M, E, g) be a sub-Riemannian manifold and let ∇ be a compatible connection. Let P 1 , P 2 , . . . , be the corresponding twist polynomials. Let π : T * M → M be the canonical projection. For p ∈ T M , define d 1 (p) = d 1 = rank E π(p) = rank E 1 p = rank[P 0 ]| p . Iteratively, we define
In particular, this makes d 1 (p), d 2 (p), . . . a non-increasing sequence. Write
We note the following relation from [3, Proposition 5.23] . For us, it will be important that if γ(t) is a normal geodesic in U with its extremal λ(t) contained in ΣU , then γ is ample and equiregular. 
If Z = ∂ ∂z , we define a compatible connection ∇ by ∇X = ∇Y = ∇Z = 0. Its torsion is given by
We have that
This gives us E 1 p = E π(p) ,
Hence we, we have that Example 6.4. Consider the function φ(t) = e −1/t 2 for t > 0 and φ(t) = 0 for t ≤ 0. On M = R 5 , with coordinates (x 1 , x 2 , x 3 , y 1 , y 2 ), define a sub-Riemannian structure (E, g) by defining an orthonormal basis span{X 1 , X 2 , X 3 } by
Let us write W 1 = x 1 ∂ y1 +x 1 ∂ y2 and W 2 = ∂ y2 . Define a connection ∇ by assuming ∇X j = 0 and ∇W i = 0 with j = 1, 2, 3 and i = 1, 2. Write X * 1 , X * 2 , X * 3 , W * 1 , W * 2 for the dual basis. We then have
We see from the above expressions that
In particular,
From Examples 6.3 and 6.4, we see that if x ∈ M is a given point, then π(ΣU ) does not need to contain x for any neighborhood U of x and furthermore, for some neighborhood U , π(ΣU ) does not need to even have x as a limit point. However, we note that the set (6.1) M Σ = {x ∈ M : there exists a neighborhood U of x with π(ΣU ) = U }, is open (by definition) and dense. To see the latter claim, observe that if y is any point and U any neighborhood of y, then π(ΣU ) ⊆ M Σ and so U ∩ M Σ is nonempty of any neighborhood of y. Hence, there is an open and dense set M Σ in M where we always find a neighborhood with π(ΣU ) = U and where the formalism of this section is well defined. Remark 6.6 (On property ( * )). We make the following remarks on the property ( * ) from Section 1 for when the generic minimizing geodesic is normal, ample and equiregular. From the sub-Riemannian Hopf-Rinow theorem, see e.g. [19] , we know if M is complete then for any x ∈ M , the map exp : T *
x M → M is surjective. As mentioned in Section 3.2, minimizers can also be abnormal, however, a dense subset on M will have a normal geodesic as its minimizer by [37] . In particular, if (M, E, g) is a complete constancy domain then it satisfies property ( * ).
Notice from Example 6.3 that for every (x 0 , y 0 , z 0 ) with x 0 = 0, γ(t) = exp(tp), p ∈ (ΣM ) (x0,y0,z0) , will always be ample and equiregular for short time, but might loose their equiregularity property if the geodesic crosses the line x = 0. This example shows that even though the generic short geodesic will be ample and equiregular, this need not be a generic property of geodesic defined on their maximal time interval.
If we know something about the sub-Riemannian manifold (M, E, g) to ensure some constant local structure, then completeness implies the property ( * ). This is the case for contact manifold, manifolds with fat horizontal bundles and Lie groups and homogeneous spaces with invariant structures. For definition of fat subbundles, see Section 8. • Let A be defined as in (5.2) . Define maps B, C : π * E → π * E as in (5.10) and (5.11) , and introduce the map Q as in (5.12) . Note that Q, B, C are 1homogeneous as defined in Remark 5.5. On sections of π * E, introduce a differential operator
Extend this to all tensor bundles of π * E by defining ∂ −Q f = ∂f on functions and requiring it to satisfy the Leibniz rule. In particular, for an endomorphism b : π * E → π * E, we have that
We note in particular that the map ∂ −Q preserves sections of a,1 , 1 ≤ a ≤ d 1 .
Finally, for any section S ∈ Γ(π * Sym 2 T * M ), we introduce the corresponding twist functions ℘ k = ℘ S k : π * E → π * T M , by ℘ 0 = id E , ℘ 1 = (P 1 + Q + A ♯ + S ♯ )| E and iteratively
Even though Q is only defined on π * E, the above expression is well defined since
Define the corresponding curvature operator R S ∈ Γ(π * Sym 2 T * M ) as R S (X, Y ) = eR(♯e, X)X + e(∇ X T )(♯e, X)
We have the following continuous formulation. 
Proof. Let λ(t) be a normal extremal in ΣM with projection γ(t). Let {X a,b : (a, b) ∈ Y} be a canonical basis. Then we know that X a,2 = ℘ 1 X a,1 . Using induction, we have that if X a,b = ℘ b−1 X a,1 for b < n a , then
By the same calculations, we have ℘ na X a,1 = 0.
We note that ℘ k is k-homogeneous, but not necessarily polynomial. The canonical twist functions gives us a canonical decomposition
We can define the corresponding Ricci curvature Ric : ΣM → R Y , Ric = (Ric a,b ) (a,b)∈Y , with
. Along any extremal λ(t) contained in Σ of a normal geodesic, we have that this coincides with the Ricci curvature as given in Section 4.4. Note that by definition, Ric a,b is a 2b-homogeneous function. Remark 6.8. We can reformulate Proposition 5.12 as
6.3. Computational algorithm. We will summarize the previous section with a practical algorithm for computing the connection and curvature of a sub-Riemannian connection defined in [41, 3, 9] using our methods. Let (M, E, g) be a sub-Riemannian manifold and with cotangent bundle as π : T M → M . Let e ∈ Γ(π * T * M ) be Euler section e| p = p.
(I) Choose an affine connection ∇ compatible with the sub-Riemannian structure that has torsion T and curvature R. Define A ∈ Γ(π * T M ) by A = 1 2 eT ( · , · ). (II) Compute sufficiently many twist polynomials to determine the set π : ΣM → M , the decomposition π * E = ⊕ d1 i=1 i,1 and find B and C as in (5.10) and (5.11) . Actually, it is sufficient to complete the following computations. (a) Compute P 1 = −T (♯e, · ). This is the only twist polynomial one needs to find completely. Define E 2 p = E + P 1 | p E and let Σ 1 denote the set of all p where the rank of E 2 is maximal. Define d1,1 = ker[P 1 ] on Σ 1 with d 1 to be determined. (b) For k ≥ 1, assume that Σ k , E k+1 is well defined. We also assume that for some a ≥ 1, we have d1,1 , . . . , d1−i−1,1 defined such that ker[P j ] ∩ (⊕ a i=1 d1−i+1,1 ) ⊥ = 0 for any j ≤ k.
Write ∂ = π * ∇ H . If E k+1 is a proper subset of π * | Σ k T M and P k+1 = ( ∂+P 1 )P k , we only need to compute P k+1 | E mod E k . This is sufficient to find E k+2 = E k+1 +P k+1 E k+1 and define Σ k+1 as the set of elements in Σ k such that E k+2 has maximal rank. Finally if ker[P j ]∩(⊕ a i=1 d1−i+1,1 ) ⊥ = 0, define the intersection as d1−a,1 .
If E k+1 equals π * | Σ k T M , then Σ k = ΣM , a = d 1 and k + 1 = n 1 . The final computation needed is P n1 | ⊕ na≥n1−1 a,1 mod E n1−1 . (c) Having completed the above steps, we can define B, C : π * E → π * E such that for any u ∈ a,1 ,
We have C( a,1 ) = ⊕ i<a i,1 , while we have decomposition B = B 0 + B + with B 0 ( a,1 ) = a,1 and B + ( a,1 ) = ⊕ i<a i,1 . (III) Define Q as in (5.12) . (IV) We finally need to determine S ∈ Γ(π * Sym 2 T * M ).
(a) For v, u ∈ π * E, S(u, v) is determined from B and C by (5.13) .
and the curvature normalization conditions (i)-(v).
6.4.
Canonical non-linear connetion. Let ΣM be the set of covectors with maximal Young diagram. By restricting ourselves to π(ΣM ), we can consider π : ΣM → M as a fibration. We define h p ,ĥ p : T π(p) M → T p ΣM as horizontal lift relative to respectively ∇ and∇. Relative to ∇, let S be the canonical symmetric map. If we write V = ker π * , we define a connection T (ΣM ) = H S ⊕ V with
is the canonical complement to the Jacobi curve as defined in Section 5.1. We note that in particular h S p ♯p = H| p =ĥ p ♯p. We will write a decomposition
Introduce an endomorphism ℘ + : π * T M → π * T M by defining
We then have that for any section X ∈ Γ(T M ),
where R S is the curvature operator of H S , see Appendix A.3. Similarly, we have that [ H, vl α] = − vl ℘ * + α − h S ♯α.
7. Sub-Riemannian manifolds with growth vector (2, 3)
We will do the computations for the simplest non-trivial general case, the 3dimensional contact case, with the methods introduced above. To compare with previous computations, see [3, Section 7 .5], [2] and [1, Section 17]. 7.1. Connection and geodesics. Consider a sub-Riemannian manifold (M, E, g) with M of dimension 3 and with E of rank 2. We will work locally around a regular point of E. Hence, we can assume that the growth vector of E is always (2, 3) . Let us first consider the following example. 
If any other one-formα with dα = µ is used to define a sub-Riemannian structure (Ẽ,g), then the result will only differ by an isometry. Explicitly, we must haveα = α + df for a unique f ∈ C ∞ (M ) with f (y 0 ) = 0 by our assumptions on cohomology, and the resulting isometry φ : (M, E, g) → (M,Ẽ,g) is then given as ϕ(y, z) = (y, z + f (y)), z ∈ R, y ∈M . Furthermore, if we use −α in the place of α, we again get something isometric through the map (y, z) → (y, −z), and hence, changing the orientation ofM will again give us something isometric. It is also simple to verify that if we have two sub-Riemannian manifolds M 1 and M 2 constructed in this way from respectivelyM 1 andM 2 , then any local sub-Riemannian isometry ϕ from a neighborhood of M 1 into M 2 induces a corresponding local isometry betweenM 1 andM 2 .
In conclusion, the local geometry of a sub-Riemannian manifold (M, E, g) constructed in the above way is uniquely determined by the local geometry of (M ,ǧ) and consequently by its Gaussian curvature.
We will now show that Example 7.1 describes the local geometry of any (2, 3)sub-Riemannian manifold with locally bounded curvature. Recall the definition of Ric a,b as in (6.2). We will give the proof of this theorem in Section 7.4. We note that in particular that if (M, E, g) is complete, k 2 ≡ 0 and k 1 ≥ k > 0, then by Section 4.4 we know that M is compact with diameter bound 2π √ k and with finite fundamental group. This diameter bound is sharp for any scaling of the Hopf fibration S 1 → S 3 → S 2 , see e.g. [30] . 7.2. Notation and local assumptions. As we are considering local geometry, we may assume that E and M are orientable. Choose an arbitrary orientation of E. This gives us a corresponding endomorphism J : E → E such that for any unit vector v ∈ E x , {v, Jv} is a positively oriented basis of E x . We let θ be the unique one-form satisfying ker θ = E and
Define Z as the Reeb vector field of θ, i.e. the unique vector field satisfying θ(Z) = 1, dθ(Z, · ) = 0.
Define a taming Riemannian metricḡ of g by defining A = span{Z} to be orthogonal to E with Z being a unit vector field. Let pr A and pr E be the corresponding orthogonal projections. Also, for every vector field X, we write X * = X, · ḡ for the corresponding one-from. We extend J to an endomorphism of T M by defining JZ = 0. Note the identities
Define a symmetric endomorphism τ : E → E by 1 2 (L Z g)(u, v) = τ u, v g . We note that L Z g is well defined since [X, Z] takes values in E for any horizontal X. We also extend τ to all of T M by the relation τ Z = 0. From the defining relations of the Reeb vector field
and hence obtain the identity (L Z J)J = −J(L Z J) = 2τ . In particular, if w ∈ E x , x ∈ M is an eigenvector of τ , then so is the orthogonal Jw with eigenvalue only differing by a sign. Hence, we know that locally there exists a unit vector field ξ ∈ E and a function χ ∈ C ∞ (M ) such that
Define the Tanno connection, see e.g. [39] , 
We have corresponding canonical connection T ΣM = H S ⊕ ker π * spanned by
Furthermore, the only non-zero parts of the curvature R S is given by
7.3.
Proof of Proposition 7.3. By the definition of the Tanno connection, ∇J = 0, ∇g * = 0 and ∇ḡ = 0. Its torsion is given by
Write Y 0 = 1 r ♯e and JY 0 = Y 1 . We note that ∂r = 0 and
and hence
Canonical decomposition. From the expression of the torsion
We hence have that 2,1 = ker[P 1 ] = span{Y 0 }, 1,1 = span{Y 1 } and BY 0 = 0,
Using these formulas together, we get 1,2 = span{X 1,2 },
Connection. We will determine S and hence the canonical connection. We will first use that
Finally, we have the curvature normalization condition R S (Y 1 , X 1,2 ) = 0. Using Proposition 5.12, we obtain
Hence − S(X 1,2 , X 1,2 )
In summary, the map S is given by the matrix [S]
with −S(X 1,2 , X 1,2 ) is given in (7.1). Using the formula for A,
we have the connection H S . 7.3.3. Curvature. We finally see that
Summing over all of these terms, we obtain Using the above fact, we deduce that k 2 is locally bounded if and only if χ vanishes identically which is again equivalent to L Z g = 0. Hence, Z is a sub-Riemannian Killing vector field and e tZ is a local isometry whenever it is defined. Define Φ as the foliation along the vector field Z. Since Z is a transverse Killing vector field, by working locally, we can assume thatM = M/Φ is a smooth manifold with Riemannian metricǧ such that the metric on g is a pullback of this metric on the quotient. By our definition of the connection ∇, it follows that κ is the pullback of the Gaussian curvature ofM , see [24, Section 3] 
Independently of the connection ∇ chosen, we note that the map [P 1 ]| p is surjective on T M/E whenever ♯p = 0. It follows that for any p = Ann(E), we have Young diagram Y p = Y(d 1 , n − d 1 ), Y p = Y(2, 1).
We hence have ΣM = T * M \ Ann E and so M is a complete constancy domain if and only if M is complete.
8.2.
Curvature with a particular choice of connection. Let (M, E, g) be a sub-Riemannian manifold with E fat. Letḡ be any Riemannian metric taming g.
Define A = E ⊥ as the orthogonal complement to E relative toḡ and let pr E and pr A denote the respective orthogonal projections. For any section Z ∈ Γ(A), we define a corresponding map τ Z : E → E, τ Z X, Y g = 1 2 (L Z pr * E g)(X, Y ), X, Y ∈ Γ(E).
Note that Z → τ Z is tensorial. We extend the definition of the map by defining τ X Y = τ pr A X pr E Y for X, Y ∈ Γ(T M ). Let ∇ be defined as in (1.1). This connection is compatible with (E, g) but not necessarilyḡ. It preserves the splitting T M = E ⊕ A under parallel transport. Its torsion is given for X, Y ∈ Γ(T M ), 
Proof. Using that the endomorphism R(X, Y ) preserves E and A, we can take the projection to A to both sides of (A.1) to obtain (A.2). To prove (A.3), we will determine the symmetric and the anti-symmetric part of R( · , Z) · . For the antisymmetric part, we obtain that
For the symmetric part, we have that from compatibility of the metric,
The result follows.
We will look at a particular choice of connection. Let (M, E, g) be a sub-Riemannian metric with complement A. For any section Z ∈ Γ(A), we define τ Z : T M → T M by (L Z pr * E g)(pr E X, pr E Y ) = 2 τ Z X, Y g , X, Y ∈ Γ(T M ).
We note that τ Z (T M ) ⊆ E and that Z → τ Z is tensorial. We define a connection ∇ as follows.
• Letḡ be a Riemannian metric such thatḡ| E = g and such that A is orthogonal to E. Write ∇ḡ for its Levi-Civita connection. For every X, Y ∈ Γ(E), we define
We note that by the definition of the Levi-Civita connection, the result is independent of choice ofḡ. It only depends on g and the decomposition T M = E ⊕ A. • If X ∈ Γ(E) and Z ∈ Γ(A), we define that
• For Z, V ∈ Γ(A), we let ∇ Z V = pr A ∇ḡ Z V .
The above connection then preserves the decomposition T M = E ⊕A and is compatible with g, but not generallyḡ. We then have the following corollary of Lemma A.1.
Corollary A.2. Introduce the tensor
and write K X = K(X, · ). For any X, Y ∈ Γ(E) and Z ∈ Γ(A), we have R(X, Y )Z = (∇ Z K)(X, Y ) + K(τ Z X, Y ) + K(X, τ Z Y ). and R(X, Z)Y = ♯ (∇τ ) Z X, Y g − (∇ Y τ ) Z X
Proof. We note that the torsion of ∇ equals
Hence for any Z ∈ Γ(A), X, Y ∈ Γ(E), we have
We also have the following result regarding the curvature of ∇.
Lemma A.3. For any X ∈ Γ(E), Z 1 , Z 2 ∈ Γ(A), we have R(X, Z 1 )Z 2 = − 1 2 K(X, K(Z 1 , Z 2 )) + 1 2 (K X K Z1 ) † Z 2 + 1 2 (K X K Z2 ) † Z 1 + 1 2♯ (R(X, Z 1 )ḡ)(Z 2 , · ) + 1 2♯ (R(X, Z 2 )ḡ)(Z 1 , · ).
Proof. Let X ∈ Γ(E) and Z, W ∈ Γ(A) be arbitrary. We again look at the antisymmetric part R(X, Z 1 )Z 2 − R(X, Z 2 )Z 1 = pr A ( (∇ X T )(Z 1 , Z 2 )+ T (T (X, Z 1 ), Z 2 )) = K(K(Z 1 , Z 2 ), X), and the symmetric part R(X, Z)Z, W ḡ = (R(X, Z)ḡ)(Z, W ) − Z, R(X, Z)W g = (R(X, Z)ḡ)(Z, W ) + Z, K X K Z W g , giving us the result.
A.3. Non-affine connections on vector bundles. The following formalism make sense of any vector bundle, but we will focus on the specific case of the cotangent bundle. Let π : T * M → M be a the canonical projection with vertical bundle V = ker π * . Let H be an Ehresmann connection on π, i.e. a subbundle of T (T * M ) satisfying T (T * M ) = H ⊕ V. Let X → hX be the horizontal lift of a vector field on M with respect to H. Since hX and vl α are π related to respectively X and 0 for X ∈ Γ(T M ), α ∈ Γ(π * T * M ), we know that [hX, vl α] is a section of V. We define ∇ X α ∈ Γ(π * T * M ) by [hX, vl α] = vl ∇ X α.
If f ∈ C ∞ (T * M ), then we define ∇f ∈ (π * T * M ) by (∇f )| a (v) = df (h a v) and note that ∇ X α = (∇f )(X)α + f ∇ X α. We define the curvature R(X, Y ) ∈ Γ(π * T * M ) by we have (· c ) * H p ⊆ H cp and + * (H p ⊕ H p2 ) ⊆ H p+p2 . If X ∈ Γ(T M ), α ∈ Γ(T * M ), then for affine connections, the corresponding covariant derivative ∇ X α, is welldefined as a section of Γ(T * M ). Furthermore, we have R(X, Y )| p = R(X, Y )p. Now, let H be an affine connection corresponding to covariant derivative ∇. We parametrize all Ehresmann connections on π by sections ψ ∈ Γ(T * M ⊗ π * T * M ) and we write
We note the corresponding covariant derivative is (A.4) ∇ ψ X α = ∇ X α + (vl α)(ψ(X)) − (vl ψ(X))α, with curvature R ψ (X, Y ) = R(X, Y ) + (∇ X ψ)(Y ) − (∇ Y ψ)(X) (A.5) + ψ(T (X, Y )) + (vl ψ(X))ψ(Y ) − (vl ψ(Y ))ψ(X), with (∇ X ψ)(Y ) = (π * ∇) hX ψ(Y ) − ψ(∇ X Y ).
In the expression (A.4) and (A.5), we have terms containing vertical derivatives of sections of Γ(π * T * M ). We explain why this is well defined. We can see any E ∈ Γ(π * T * M ) as a map E : T * M → T * M satisfying E(T * x M ) ⊆ T * x M for any
x in M . Hence, for any p, α ∈ T * x M , the map t → E(p + tα) is a curve in the vector space T * x M . As a consequence, vl p αE = d dt E(p + tα)| t=0 is well defined as an element in T * x M .
