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Differential evolution (DE) is a well-known type of evolutionary al-
gorithms (EA). Similarly to other EA variants it can suffer from small
populations and loose diversity too quickly. This paper presents a
new approach to mitigate this issue: We propose to generate new
candidate solutions by utilizing reversible linear transformations
applied to a triplet of solutions from the population. In other words,
the population is enlarged by using newly generated individuals
without evaluating their fitness. We assess our methods on three
problems: (i) benchmark function optimization, (ii) discovering
parameter values of the gene repressilator system, (iii) learning
neural networks. The empirical results indicate that the proposed
approach outperforms vanilla DE and a version of DE with applying
differential mutation three times on all testbeds.
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1 INTRODUCTION
Black-box optimization. We consider an optimization problem of
a function 𝑓 : X→ R, where X ⊆ R𝐷 is the search space. In this
paper we focus on the minimization problem, namely:
x∗ = argmin
x∈X
𝑓 (x) . (1)
Further, we assume that the analytical form of the function 𝑓 is
unknown or cannot be used to calculate derivatives, however, we
can query it through a simulation or experimental measurements.
Problems of this sort are known as black-box optimization problems
[1, 5]. Additionally, we consider a bounded search space, i.e., we
include inequality constraints for all dimensions in the form: 𝑙𝑑 ≤
𝑥𝑑 ≤ 𝑢𝑑 , where 𝑙𝑑 , 𝑢𝑑 ∈ R and 𝑙𝑑 < 𝑢𝑑 , for 𝑑 = 1, 2, . . . , 𝐷 .
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Differential Evolution. A well-known method for black-box opti-
mization problems is differential evolution (DE) [8] that requires a
population of candidate solutions, X = {x1, . . . , x𝑁 }, to iteratively
generate new query points. A new candidate is generated by ran-
domly picking a triple from the population, (x𝑖 , x𝑗 , x𝑘 ) ∈ X, and
x𝑖 is perturbed by adding a scaled difference between x𝑗 and x𝑘 :
y = x𝑖 + 𝐹 (x𝑗 − x𝑘 ), (2)
where 𝐹 ∈ R+ is the scaling factor. This operation could be seen as
an adaptive mutation operator, i.e, differential mutation [7].
Further, the authors of [8] proposed to sample a binary mask
m ∈ {0, 1}𝐷 according to the Bernoulli distribution with probability
𝑝 = 𝑃 (𝑚𝑑 = 1) shared across all 𝐷 dimensions, and calculate the
final candidate according to the following formula:
v = m ⊙ y + (1 −m) ⊙ x𝑖 , (3)
where ⊙ denotes the element-wise multiplication. In the evolu-
tionary computation literature this operation is known as uniform
crossover operator [2, 4]. In this paper, we fix 𝑝 = 0.9 following [6]
and use the uniform crossover in all methods.
The last component of a population-based method is a selection
mechanism. Here we combine the old population with the new
one and select 𝑁 candidates with highest fitness values (i.e., the
deterministic (` + _) selection) [2, 4].
This variant of DE is referred to as “DE/rand/1/bin”, where rand
stands for randomly selecting a base vector, 1 is for adding a single
perturbation (a vector difference) and bin denotes the uniform
crossover. Sometimes it is called classic DE [7].
2 OUR APPROACH
Generating new candidates in DE requires sampling a triplet of
solutions and, based on these points, one solution is perturbed
using the other two solutions. This approach possesses multiple
advantages, naming only a few:
(i) it is non-parametric, i.e., contrary to evolutionary strategies
[3], no assumption on the underlying distribution of the
population is made;
(ii) it has been shown to be effective in many benchmark opti-
mization problems and real-life applications [7].
However, the number of possible perturbations is finite and relies
entirely on the population size. Therefore, a small population size
could produce insufficient variability of new candidate solutions.
To counteract this issue, we propose the following solutions:
(1) In order to increase variability, we can perturb candidates
multiple times by running the differential mutation more
than once (e.g., three times).
(2) In fact, we can use the selected triple of points and use it
three times to generate new points. In other words, we notice
that there is no need to sample three different triplets.
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(3) We propose to modify the selected triplet by using generated
new solutions on-the-fly. This approach allows to enlarge
the population size.
Differential Evolution x3. In the first approach we generate a
larger new population by perturbing the point x𝑖 using multiple
candidate solutions, namely, x𝑗 , x𝑘 , x𝑙 , x𝑚, x𝑛, x𝑞 ∈ X. Then, we
can produce 3𝑁 new candidate solutions instead of 𝑁 as follows:
y1 = x𝑖 + 𝐹 (x𝑗 − x𝑘 ) (4)
y2 = x𝑖 + 𝐹 (x𝑙 − x𝑚) (5)
y3 = x𝑖 + 𝐹 (x𝑛 − x𝑞) . (6)
This approach requires sampling more pairs and evaluating more
points, however, it allows to better explore the search space. We
refer to this approach as Differential Evolution ×3, or DEx3 for short.
Antisymmetric Differential Evolution. We first notice that in the
DEx3 approach we sample three pairs of points to calculate pertur-
bations. Since we pick them at random, we propose to sample three
candidates x𝑖 , x𝑗 , x𝑘 ∈ X and calculate perturbations by changing
their positions only, that is:
y1 = x𝑖 + 𝐹 (x𝑗 − x𝑘 )
y2 = x𝑗 + 𝐹 (x𝑘 − x𝑖 ) (7)
y3 = x𝑘 + 𝐹 (x𝑖 − x𝑗 ).
In other words, we perturb each point by using the remaining two.
Interestingly, we notice that Eq. 7 corresponds to applying a linear
transformation to these three points. For this purpose, we rewrite
(7) using matrix notation by introducing matrices Y = [y1, y2, y3]⊤













︸               ︷︷               ︸
A
, (8)
where I is the identity matrix, and A is the antisymmetric matrix.
Comparing Eq. 7 to DE×3 we notice that there is no need to
sample additional candidates beyond one triplet. Moreover, the new
mutation in (7) allows us to analyze the transformation from the
algebraic perspective. We refer to this version of DE as Antisymmet-
ric Differential Evolution (ADE), because the linear transformation
consists of the identity matrix and the antisymmetric matrix pa-
rameterized with the scaling factor 𝐹 .
Reversible Differential Evolution. The linear transformation pre-
sented in Eq. 7 allows to utilize the triplet (x𝑖 , x𝑗 , x𝑘 ) to generate
three new points, however, it could be still seen as applying DE
three times, but in a specific manner (i.e., by defining the linear
operator M). A natural question arises whether a different trans-
formation could be proposed that allows better exploitation and/or
exploration of the search space. The mutation operator in DE per-
turbs candidates using other individuals in the population. As a
result, having too small population could limit exploration of the
search space. In order to overcome this issue, we propose to modify
Using new candidates y1 and y2 allows to calculate perturbations
using points outside the population. This approach does not follow
ADE by using newly generated candidates on-the-fly, that is:
y1 = 𝑥𝑖 + 𝐹 (x𝑗 − x𝑘 )
y2 = 𝑥 𝑗 + 𝐹 (x𝑘 − y1) (9)
y3 = 𝑥𝑘 + 𝐹 (y1 − y2).
a typical construction of an EAwhere only evaluated candidates are
mutated. Further, similarly to ADE, we can express (9) as a linear




−𝐹 1 − 𝐹 2 𝐹 + 𝐹 2
𝐹 + 𝐹 2 −𝐹 + 𝐹 2 + 𝐹 3 1 − 2𝐹 2 − 𝐹 3
 . (10)
In order to obtain the matrix R, we need to plug y1 to the second
and third equation in (9), and then y2 to the last equation in (9).
We refer to this version of DE as Reversible Differential Evolution
(RevDE), because the linear transformation is reversible.
3 EXPERIMENTS
In order to verify our approach empirically, we compare the three
proposed methods and the standard DE on three testbeds:
(1) Benchmark functions: selected benchmark function for opti-
mization.
(2) Gene Repressilator System: discovering parameter values of a
system of ordinary differential equations for given observa-
tions.
(3) Neural Networks Learning: learning a neural network with
one hidden layer on image dataset.
Results. In all benchmark test cases, RevDE achieved the best re-
sults in terms of both final objective value and convergence speed.
This result is remarkable, because new candidate solutions are
generated on-the-fly and are used to generate to new points. In
the gene repressilator model RevDE converged faster than ADE
and DEx3. In learning neural networks ADE performed slightly
better than RevDE, but overall ADE and RevDE outperformed
DEx3 significantly. The results and more thorough discussions
of all experiments are available in the long version of this paper:
https://arxiv.org/abs/2002.02869.
The code of the methods and all experiments is available under
the following link: https://github.com/jmtomczak/reversible-de.
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