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Action priming following action observation is thought to be caused by the observed
action kinematics being represented in the same brain areas as those used for action
execution. But, action priming can also be explained by shared goal representations,
with compatibility between observation of the agent’s gaze and the intended action of
the observer. To assess the contribution of action kinematics and eye-gaze cues in the
prediction of an agent’s action goal and action priming, participants observed actions
where the availability of both cues was manipulated. Action observation was followed by
action execution, and the congruency between the target of the agent’s and observer’s
actions, and the congruency between the observed and executed action spatial location
were manipulated. Eye movements were recorded during the observation phase, and
the action priming was assessed using motion analysis. The results showed that the
observation of gaze information influenced the observer’s prediction speed to attend to
the target, and that observation of action kinematic information influenced the accuracy
of these predictions. Motion analysis results showed that observed action cues alone
primed both spatial incongruent and object congruent actions, consistent with the
idea that the prime effect was driven by similarity between goals and kinematics.
The observation of action and eye-gaze cues together induced a prime effect
complementarily sensitive to object and spatial congruency. While observation of the
agent’s action kinematics triggered an object-centered and kinematic-centered action
representation, independently, the complementary observation of eye-gaze triggered a
more fine-grained representation illustrating a specification of action kinematics toward
the selected goal. Even though both cues differentially contributed to action priming,
their complementary integration led to a more refined pattern of action priming.
Keywords: mirror neurons, action observation, eye gaze, action priming, action prediction
Introduction
Making sense of the behaviors of others and predicting the likely outcome of their actions is
an essential component of interactive behavior (Wilson and Knoblich, 2005), thought to rely
on common action observation and execution neural processes (e.g., the mirror neuron system,
MNS; Rizzolatti and Craighero, 2004). These overlapping processes between observation and
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execution allow for the observation of a speciﬁc action to acti-
vate the observer’s motor system. One consequence of these
shared processes is that the observation of action can moder-
ate action execution for diﬀerent action components, includ-
ing action speed or timing (Edwards et al., 2003), action force
(Salama et al., 2011) and action spatial trajectory (Hardwick and
Edwards, 2011). This facilitation, known as the action priming
eﬀect, demonstrates that the shared neural processes between
action observation and execution must encode precise informa-
tion about the perceived action.
Recently, Wilson and Knoblich (2005) suggested that action
observation neural processes incorporate predictive cognition.
Observers use their own motor system to model (or represent)
observed actions, allowing for the computation and prediction of
an agent’s behavior and unfolding action. In this sense, the neu-
ral processes are not simply activated in a bottom–up fashion by
the mere observation of others’ actions, but rather in anticipation
to them. For example, Kilner et al. (2004) presented participants
with video clips of either a stationary hand ﬂanked by an object
or a moving hand grasping an object. The color of the object
indicated the type of video stimuli presented; either the hand
would remain stationary, or whether it would move to grasp the
object. The results showed that the object color associated with
the moving grasp action condition caused predictive motor neu-
ral activity in anticipation of the initiation of the moving hand
stimuli, whereas there was no such motor neural activity in antic-
ipation of the static hand stimuli. A similar eﬀect was reported
by Umiltà et al. (2001). They reported results from a set of motor
neurons that was active both for the observation of a fully visible
reach and grasp action to an object, and also for the observa-
tion of a similar action where part of the reach and the grasp
was occluded from vision by a screen (though the observer knew
that there was a target object behind the screen). In this case,
an early anticipation of the action goal must have been com-
puted. The observer must have somehow relied on other visual
information to extract relevant cues regarding the presence of
the occluded action and target, and this caused predictive motor
neural activation.
Onemight assume that the observation of the unfolding action
could be suﬃcient for the observer to anticipate the action goal.
However, Flanagan and Johansson (2003) showed that partic-
ipants paid very little attention to the unfolding action, but
instead, they implemented proactive eye movements similar to
those used during actual action execution, where eye-gaze was
anticipatively directed to the end-point or the goal of the action
(see Rotman et al., 2006 for similar ﬁndings). This attentive pat-
tern was explained as a procedure to provide visual feedback
about the ongoing action execution relative to the target object or
ﬁnal action goal, and that any errors in the action trajectory could
be anticipated and perceived to provide information for correc-
tion (Land and Furneaux, 1997; Gesierich et al., 2008). Indeed,
during visually guided actions, there is little doubt that proac-
tive gaze behaviors are essential for correct planning and coherent
control of the executed motor program (Johansson et al., 2001).
The ﬁnding that observers use predictive eye-gaze patterns
during action observation suggests that information from diﬀer-
ent visual sources must be obtained in order to infer the intended
action goal. These visual cues could emerge from an early anal-
ysis of the agent’s behaviors before the observed action is fully
executed. In this sense, Ambrosini et al. (2011) measured how
fast and how accurately participants were able to anticipatively
gaze at an agent’s intended action target. Participants were asked
to observe several types of reach-to-grasp actions while their
eye movements were recorded. The observed actions could be
directed to one of two diﬀerent sized objects (small versus large),
and the agent could either correctly pre-shape their hand to the
target object (e.g., precision grip versus whole hand grip to the
small and large sized objects respectively) or the agent showed no
pre-shaping of their hand when acting to the objects (e.g., closed
ﬁst). The results showed that the hand pre-shaping condition
caused participants to gaze at the correct target object quicker
and more accurately than for the no hand pre-shaping condition.
This suggests that hand information during the action observa-
tion provided a reliable cue to allow an early prediction of the
intended target or action goal.
Hand-shape motoric cues are not the only source of infor-
mation allowing for the prediction of the agent’s action goal. In
action execution, we normally ﬁrst gaze toward an object that
we intend to interact with, before actually acting upon the object
(Johansson et al., 2001; Land and Hayhoe, 2001). The informa-
tion that the observer could glean from the agent’s gaze would
constitute a reliable cue to predict object interaction intention
(Becchio et al., 2008). Indeed, many studies have already exam-
ined the automatic tendency of the observer to orient their gaze
to the same location as an agent’s perceived gaze (Driver et al.,
1999; Langton et al., 2000). Similarly, Castiello (2003) showed
that the observation of another person’s gaze toward a target
object, as well as an actual action, reliably primed action exe-
cution. Further, Pierno et al. (2006) used functional magnetic
resonance imaging (fMRI) to measure brain activity when par-
ticipants observed video clips of a human model either reaching
and grasping a target object or gazing at an object. The con-
trast between these two conditions and a control condition (in
which the agent stood behind the object and performed no action
or gaze) revealed similar proﬁles of brain activity. This suggests
that the two types of information might be represented in a
common motor code, and that either information could be suf-
ﬁcient to prime action execution. However, currently it remains
unclear how action and gaze information interact during action
observation, and whether the diﬀerent types of information mod-
erate the observer’s executed gaze patterns and subsequent action
responses.
The aim of the present study was twofold. First, we aimed
to provide evidence for attentive and predictive eye-gaze behav-
ior during action observation by measuring the observer’s eye
movements to diﬀerent speciﬁed regions of interest (ROI), and
by measuring the speed and accuracy of anticipatory gaze rela-
tive to manipulations of the agent’s gaze and action kinematics
to a target object. The interest of the latter analysis was to deter-
mine which of the gaze or action visual cue information would
be selected when the two types of information were manipulated
in the visual scene. We aimed to replicate previous studies that
have investigated the predictive functioning of action observa-
tion processes (Rotman et al., 2006; Webb et al., 2010; Ambrosini
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et al., 2011, 2012) and in addition, demonstrate that the agent’s
gaze provides early cues that indicate an intention to grasp a par-
ticular target object. Additionally, as observers have been shown
to be eﬃcient at extracting action intention information from
both gaze cuing and observed actions (Sartori et al., 2011), we
expected that, in the absence of the agent’s gaze, the participants
would orient their attention to the ongoing action as a secondary
source of information. The second aim of the study was to bet-
ter understand the diﬀerent and complementary eﬀects that gaze
and action cues could have on the action priming eﬀect. Recent
studies showed that observed actions can be encoded in terms
of their goal (Rizzolatti and Craighero, 2004), but also that goal
representations of observed actions can be accompanied with
more speciﬁc information regarding action kinematics, such as
action trajectories (Griﬃths and Tipper, 2009; Hardwick and
Edwards, 2011). We therefore expected that the observation of
both gaze-object and hand-object interactions would moderate
subsequent action execution kinematics. However, in the cur-
rent scientiﬁc literature, it remains unclear if these cue-induced
priming eﬀects are driven by a similarity of goals and/or trajec-
tories between the observed and the executed actions. Therefore,
we assessed the contribution of goal information by manipulat-
ing the congruency of the target objects during action obser-
vation and action execution, and further, we investigated the
contribution of kinematics information through the manipula-
tion of spatial congruency between the observed and executed
actions.
Materials and Methods
Participants
We tested a total of 22 persons, though three participants were
excluded because of corruptions in their data recording (i.e.,
recording failures causing unusable data) and were not ana-
lyzed any further. The mean age of the remaining 19 participants
was 22.1 years (range: 2.3 years), all were right-handed (self-
reported) and had normal or corrected-to-normal visual acuity.
All participants gave their informed consent to take part in the
study and they were remunerated for their participation. The
Université Catholique de Louvain, Faculty of Psychology Ethics
Commission approved the experiment.
Apparatus and Stimuli
To record participants’ eye movements, we used the Eyelink 1000
desktop mounted eye tracker (SR Research, Canada; sampling
rate of 1000 Hz; average accuracy range 0.25–0.5◦, gaze tracking
range of 32◦ horizontally and 25◦ vertically). Participants sat at a
distance of 60 cm from the eye tracker camera and head move-
ments were prevented by using a chin and forehead stabilizer.
At the beginning of each trial block, a standard 9-point proto-
col was used to calibrate the participant’s eye-gaze position to a
display screen using standard Eye-Link software. This allowed
the computation of the actual gaze position on the screen. To
record participants’ hand actions, we used the Polhemus Liberty
electromagnetic 3D motion tracker (Polhemus Incorporated,
Colchester, Vermont; sampling rate of 240 Hz, accuracy 0.076 cm
for position and 0.15◦ for orientation). Sensors were attached
to two target objects, and the participant’s wrist, thumb, and
index ﬁnger using adhesive tape and a ﬂexible wrist splint. The
kinematic data were analyzed oﬄine and the dependent mea-
surements were extracted from the 3D XYZ coordinates.
The laboratory arrangement consisted of three wooden tables
(120 × 80 cm) creating an L-shaped workspace (see Figure 1).
Both the participant and the experimenter faced the same direc-
tion, with the participant to the left of the experimenter. The
experimenter was positioned (oﬀset) behind the participant
allowing a view of the participants’ workspace/screen without
distracting them. We further shielded distractions by placing a
wooden panel between the tables (occluding all of the computer
equipment that we used for the eye-tracker and motion tracker
recordings). On the participant’s table, the chin and forehead sta-
bilizer was placed centrally, 5 cm from the table edge. A computer
screen (LCD; resolution 1080 × 1920; refresh rate 60 Hz) was
placed 70 cm from the chin and forehead stabilizer, and was used
to display visual stimuli for the experiment. The visual stimuli
were presented using E-Prime (v2.0.8.90 PRO; Schneider et al.,
2002).
The experiment involved the use of two types of stimuli (visual
and physical). The visual stimuli consisted of video clips pre-
sented on the computer screen depicting reach-to-grasp actions
(AVI format, 25 fps, 1920 × 1080 pixels). The video clips con-
sisted of a male agent sitting at a wooden table and looking
into the camera, with his right hand holding a reference object
(∅: 2 cm) in front of him. A small and a large object were also
presented (∅: 4 and 7 cm), 25 cm in front of the agent, one on
the left and the other on the right of the agent’s sagittal mid-
line (25 cm apart, and their position counterbalanced). In the
videos, we manipulated the availability of the agent’s gaze and
action (see Figure 2). In the gaze and action (FULL) condi-
tion, the video started by showing the agent positioned facing
FIGURE 1 | Schematic representation of the experimental setup.
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FIGURE 2 | Examples of observation video clips from each
experimental condition. From top to bottom: conditions (A) FULL,
(B) ACTION, (C) GAZE and (D) CONTROL. The videos were
presented on a HD screen (1920∗1080 pixel). The actor’s eyes area
occupied a 3 cm screen area and participants viewed the screen
at a distance of 70 cm (equivalent to ∼2.45◦ of visual angle and
equivalent to observing a real-sized human at a distance of
∼220 cm).
the participant, looking into the camera lens, and a small and
a large object presented on the table, symmetrical and of equal
distance to the sagittal axis. Next, the agent directed his gaze
toward either the small or the large object, and then he exe-
cuted a reach-to-grasp action to the object that he gazed toward.
In the gaze only condition (GAZE), the video again started by
showing the agent looking into the camera lens (etc.). Next, he
directed his gaze toward one of the two objects (as in the previ-
ous condition), but this time, no action was executed. Therefore,
the agent’s gaze direction was the only available cue indicating
the target object. In the action only condition (ACTION), we
placed a mask on the eyes area of the agent. The video started
by showing the agent with the eye mask (preventing gaze cues;
but with all other aspects of the video matched to the FULL
condition). The only cue was of the agent executing a reach-to-
grasp action to the object. The ﬁnal condition was the no gaze
and no action condition (CONTROL). In this condition, nei-
ther eye-gaze information nor action information was presented.
The agent remained still throughout the video. For each of the
experimental conditions (FULL, GAZE, ACTION), there were
four diﬀerent types of videos that balanced the size and posi-
tion of the target objects (small left, small right, large left, large
right). In the control condition (CONTROL), there were only
two diﬀerent videos (small object left and large object right ver-
sus large object left and small object right). The videos were
matched in length (4500 ms) and each video was presented eight
times across two blocks of trials (with a total of 112 trials per
participant).
The physical stimuli were presented in the participants’ phys-
ical workspace. On the participant’s sagittal axis, we placed a
starting action reference object (∅: 2 cm) positioned 5 cm fur-
ther from the chin and forehead stabilizer. We also placed a small
and a large round object (∅: 4 and 7 cm; the same objects as
those presented in the visual stimuli conditions), 25 cm from
the reference object, and symmetrical to the participant’s sagit-
tal axis (with the edge of the objects 12.5 cm from the sagittal
midline). The object positions were counterbalanced. At the
beginning of each trial, the participant was asked to hold the
starting action reference object with a right hand light grip (pro-
viding a common action origin point for the comparison between
responses).
Design and Procedure
Each trial started with the presentation of a ﬁxation cross in
the center of the screen and the participant was instructed to
look at the cross. This ensured that each participant would start
observing the video sequences from the same origin point, allow-
ing for a comparison between gaze paths. The ﬁxation cross was
also used as a drift check to verify and conﬁrm the reliability of
the eye-gaze calibration. The ﬁxation cross was displayed until
the experimenter manually conﬁrmed that the participants’ gaze
was ﬁxed to the cross position. As soon as participants’ gaze
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position was conﬁrmed, one of the video clips was randomly
presented. The participant was instructed to observe and attend
to the video carefully, as they would be required to make an
action in subsequent part of the trial. At the end of the video,
a sound was presented that indicated the size of the object that
the participant had to grasp during the ﬁnal execution part of
the trial. A low-tone indicated that the participant would have
to grasp the large physical object and a high-tone indicated that
the participant would have to grasp the small physical object.
The participants were instructed that when they heard the sound,
they had to reach, grasp and lift the target object in a natu-
ral manner (“as if you were reaching and grasping your cup of
tea”), each time, initiating the action from the action reference
object.
Data Analyses
The results were analyzed for both eye-tracking and motion-
tracking measures. For the post-tests analyses, a Bonferroni cor-
rection was applied. For the data analyses, we separated the visual
scene in the video clips into ﬁve ROI that were slightly larger than
the part of interest in the visual scene (compensating for any vari-
ance in the eye-tracking data). The regions selected corresponded
to the ﬁxation cross, the agent’s head, the agent’s hand and the two
target objects (the left object and the right object). Participant’s
eye-gaze to each ROI was considered in the analyses and any eye-
gaze outside of the ROI was not included in the data analyses. The
grasped or gazed object was denominated as “TARGET” and the
non-target object as “NON-TARGET” (irrespective of the object
size or location).
We used three dependent variables to analyze the eye-tracking
data. The ﬁrst was the proportion of total ﬁxation time spent
in each ROI (with ROI added as an independent variable). The
aim of this analysis was to investigate how manipulations to
gaze and action cues moderated the participants’ attention to
the manipulated bodily cues. Therefore, we analyzed whether
the observations conditions induced diﬀerent attentional pro-
ﬁles to speciﬁc ROIs. For this analysis, we only included trials
where the participant started the trial by ﬁxating the cross (98%
valid trials). The second dependent variable was prediction speed;
derived from the time elapsed between the participant’s ﬁrst ﬁx-
ation to the target object ROI and either (i) the time when
the agent’s gaze was directed to the target object (gaze-based
index) or (ii) the time when the agent’s hand reached the tar-
get object (action-based index). The prediction speed indexes
were speciﬁc to the conditions that manipulated these cues;
with planned t-test contrasts for the gaze-based index com-
paring GAZE versus FULL conditions, and the action-based
index comparing ACTION versus FULL conditions; no com-
parisons were possible between the CONTROL or between the
GAZE and ACTION conditions. Therefore, the gaze-based index
and the action-based index allowed us to measure respectively
the contribution of action and gaze information to prediction
speed. Here, only trials where participants correctly oriented
their gaze toward the target of the agent’s attention or action
were included. We excluded trials in which participants ori-
ented their gaze toward a target before any gaze or action cues
were presented in the video clip (84.5% valid trials). The third
dependent variable was prediction accuracy that was deﬁned as
the proportion of trials where the participant correctly oriented
their eye (attention) toward the target of the agent’s attention or
action. This variable measured the eﬃciency of our experimen-
tal manipulations in producing correct predictions. The same
contrasts as those used for prediction speed were applied to this
variable.
For the motion-tracking analyses, we determined two levels
of congruency between the observation and the execution con-
ditions: (i) ‘object congruency’ irrespective of spatial location
(congruent: observation of action to the same sized object as
that grasped in the execution condition; small–small or large–
large versus incongruent: observation of action to a diﬀerent
sized object as that grasped in the execution condition; small–
large or large–small); and (ii) ‘spatial congruency’ irrespective
of object size (congruent: the same egocentric spatial location
for the agent and observer in the observed and execution con-
ditions; agent reaching to their left and participant reaching
to their right or agent reaching to their right and participant
reaching to their left versus incongruent: diﬀerent egocentric spa-
tial action location for the agent and observer in the observed
and execution conditions; agent reaching to their left and par-
ticipant reaching to their left or agent reaching to their right
and participant reaching to their right). The prime eﬀect was
measured with three dependent variables: reaction time (ms;
with action initiation being deﬁned as the time when the hand
velocity reached 50 mm/s for two successive frames), time to
peak velocity (ms), and time to peak grasp aperture (ms). As
the aim of the kinematics analysis was to understand how the
cue-induced priming eﬀects were diﬀerentially sensitive to object
and spatial congruency, we deﬁned a priori analyses to check
how these two variables would interact throughout each video
condition. Three-way interactions were decomposed by eval-
uating how object congruency and spatial congruency inter-
acted in each video condition independently. If second order
two-way interactions were signiﬁcant, we performed multiple
comparisons between object and spatial congruency. The ratio-
nale behind the present statistical approach is similar to that
described by Howell and Lacroix (2012) for decomposing three-
way interactions.
Results
Eye-Tracking Analyses
The repeated measures ANOVA for the proportion of total ﬁxa-
tion time spent in the ROIs compared within-participant factors
of video conditions (FULL, GAZE, ACTION, CONTROL) and
ROIs (ﬁxation, the agent’s head, the agent’s hand, the target
and the non-target). We found signiﬁcant main eﬀects for the
video conditions [F(3,54) = 3.98, p < 0.05, η2p = 0.18] and
ROIs [F(4,72) = 282.18 p < 0.001, η2p = 0.94], and a signif-
icant interaction [F(12,216) = 106.17, p < 0.001, η2p = 0.85].
The pairwise comparisons of the main eﬀects showed that the
proportion of total ﬁxation time within the ﬁve ROIs was sig-
niﬁcantly lower for the ACTION than for the FULL and GAZE
video conditions. Also, the proportion of total ﬁxation time
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was signiﬁcantly diﬀerent for each ROI, except for the target
object and the ﬁxation areas. The agent’s head was ﬁxated sig-
niﬁcantly longer than any other ROI, and the target object
was ﬁxated longer than the non-target object. We decomposed
the interaction by evaluating each ROI separately. This showed
signiﬁcant observation condition eﬀects for the ROIs of the
agent’s head [F(3,54) = 90.13, p < 0.001, η2p = 0.83; with
GAZE and CONTROL conditions eliciting longer ﬁxation time
compared to ACTION or FULL conditions], the agent’s hand
[F(3,54) = 29.25, p < 0.001, η2p = 0.62; with ACTION sig-
niﬁcantly diﬀerent from the other conditions], and the target
[F(3,54) = 167.32, p < 0.001, η2p = 0.9; with both CONTROL
and GAZE being diﬀerent from each other and the other two
conditions]. There was a signiﬁcant eﬀect for the non-target
ROI [F(3,54) = 3.19, p < 0.05, η2p = 0.15; though the pairwise
comparisons did not highlight any signiﬁcant diﬀerences]. See
Figure 3A.
The analysis of prediction speed and accuracy dependent vari-
ables compared the FULL condition with each of the manipulated
GAZE or ACTION conditions using planned t-test and evalu-
ated a gaze-based index and an action-based index (time between
participant’s target ﬁxation and agent’s eye-gaze or time between
participant’s target ﬁxation and the agent’s hand action to the
target). Analysis of the gaze-based index showed no signiﬁcant
eﬀect for prediction speed [t(18) = 0.85, p = 0.4, d = 0.19], but
there was a signiﬁcant eﬀect of prediction accuracy [t(18)= −4.5,
p < 0.001, d = 1.08]. The participant ﬁxated to the correct target
more frequently when both the agent’s eye-gaze and action cue
information was presented compared to the videos with the gaze
cue alone, indicating that the presence of action information con-
tributed to the correct orientation of participant’s attention to the
target object. Analysis of the action-based index showed a signif-
icant eﬀect of prediction speed [t(18) = −8.7, p < 0.001, d = 2],
but no eﬀect of prediction accuracy [t(18) = −1.16, p = 0.26,
d = 0.26]. The participant ﬁxated to the target faster when both
the agent’s eye-gaze and action cue information was presented
compared to the videos with the action cue alone, indicating
that the processing of gaze information contributed to prediction
speed (see Figure 3).
Motion-Tracking Analyses1
To assess the action priming eﬀect, we tested the independent
variables of video conditions (FULL, GAZE, ACTION), object
congruency, and spatial congruency using repeated measures
ANOVAs on the three dependent variables of reaction time, time
to peak velocity and time to peak grip aperture. CONTROL con-
dition could not be included in the model as it did not vary for
the spatial and object congruency independent variables. All of
the results for this section are presented in Figure 4.
The analysis of the participants’ reaction time showed a signif-
icant main eﬀect of video condition [F(2,36) = 47.37, p < 0.001,
η2p = 0.72], with pairwise comparisons showing that the actions
executed after the observation of the ACTION or FULL video
conditions were initiated signiﬁcantly faster than after the obser-
vation of the GAZE video condition. There was also a signiﬁcant
1Summary tables of all of the results are given in the supplementary materials.
main eﬀect of spatial congruency [F(1,18) = 5.87, p < 0.05,
η2p = 0.25], with spatial incongruent actions being initiated faster
than spatial congruent actions. Finally, the results showed a
signiﬁcant interaction between video condition and object con-
gruency [F(2,36) = 5.87, p < 0.01, η2p = 0.25], showing that
object congruent trials were initiated faster than object incongru-
ent trials in the ACTION condition only [t(18) = 2.86, p < 0.05,
d = 0.66].
The analysis of time to peak velocity showed a signiﬁcant
main eﬀect of spatial congruency [F(1,18) = 5.16, p < 0.05,
η2p = 0.22], showing that the observation of spatial incongruent
action caused a faster time to peak velocity compared to spatial
congruent actions. There was also a signiﬁcant three-way inter-
action [F(2,36)= 3.36, p< 0.05, η2p = 0.16] that was decomposed
with an ANOVA for each video condition. These analyses only
showed a signiﬁcant spatial congruency eﬀect for the ACTION
video condition [F(1,18) = 5.78, p < 0.05, η2p = 0.24], with spa-
tial incongruent trials reaching their peak velocity quicker than
the congruent ones. None of the other contrasts were signiﬁcant
once corrected.
There was a signiﬁcant eﬀect for time to peak grasp aperture
for spatial congruency [F(1,18)= 5.43, p< 0.05, η2p = 0.23], with
the peak grip aperture being reached quicker for spatial incon-
gruent than congruent actions. There was a signiﬁcant interaction
between video conditions and spatial congruency [F(2,36)= 3.27,
p < 0.05, η2p = 0.15], showing a faster time to peak grasp aper-
ture in the spatial incongruent compared to congruent actions
in the FULL video condition only [t(18) = 2.95, p < 0.01,
d = 0.67]. There was also an interaction between video condi-
tions and object congruency [F(2,36) = 5.7, p< 0.01, η2p = 0.24]
showing a signiﬁcantly faster time to peak grasp aperture for the
object congruent than incongruent trials in the ACTION con-
dition [t(18) = 3.87, p < 0.001, d = 0.88]. Finally, there was a
three-way interaction between all of the independent variables
[F(2,36) = 7.7, p < 0.01, η2p = 0.30] that was analyzed using
ANOVAs for each video condition separately. Signiﬁcant two-
way interactions between spatial and object congruency were
found for the FULL and GAZE video conditions [F(1,18) = 5.27,
p < 0.05, η2p = 0.23; F(1,18) = 7.23, p < 0.05, η2p = 0.29; respec-
tively]. Based on our hypothesis, paired-samples t-tests deﬁned a
priori contrasted spatial and object congruent versus incongru-
ent conditions. For the FULL video condition, there was only
a signiﬁcant eﬀect of spatial congruency when the objects were
congruent [t(18) = 3.28, p< 0.01, d = 0.75], showing that spatial
incongruent actions reached their peak grasp aperture faster than
the spatial congruent actions. For the GAZE condition, none of
the pairwise comparisons reached signiﬁcance.
Discussion
The aim of the present study was ﬁrstly to evaluate foveal
attention and predictive eye-gaze behaviors during action obser-
vation and, secondly, to better understand the complementary
eﬀects that eye-gaze and action cues have on the action obser-
vation priming. To evaluate natural foveal attention during the
observation conditions, we determined how manipulations to
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FIGURE 3 | (A) Proportion of total fixation time within each of the five ROIs as a
function of observation conditions (In the CONTROL condition, as no specific
object could be reported as ‘TARGET’ or ‘NON-TARGET,’ the average fixation
time on both objects was plotted). (B) Measure of the contribution of action
information to prediction speed and prediction accuracy through the
comparison of GAZE and FULL conditions. (C) Measure of the contribution of
gaze information to prediction speed and prediction accuracy through the
comparison of ACTION and FULL conditions. The asterisks indicate a significant
difference between experimental conditions (∗p < 0.05; ∗∗p < 0.01;
∗∗∗p < 0.005).
gaze and action cues moderated the participants’ attention to
speciﬁc ROIs. Overall, this showed that participants spent more
time ﬁxating the head area of the agent in all of the observa-
tion conditions, although it was ﬁxated more in the GAZE and
CONTROL conditions compared to the ACTION and FULL
observation conditions. In addition, the hand area of the agent
was ﬁxated more when only ACTION information was presented
compared to the other observation conditions, and participants
looked at the target for longer in the FULL andACTIONobserva-
tion conditions relative to the GAZE and CONTROL conditions.
We also measured the diﬀerential contribution of the agent’s
gaze and action information cues on the participant’s action pre-
diction. We proposed that particular cues might facilitate the
participant’s prediction to selectively attend to the correct tar-
get. The results showed that the speed at which the participants
correctly oriented their attention to the target of an observed
action was inﬂuenced by the availability of eye-gaze information,
whereas manipulating action information inﬂuenced the accu-
racy of the predictions. Interestingly, the combined availability
of action and gaze cues provided the most reliable prediction
cues for both prediction speed and accuracy. These results show
that when observing a human agent performing a goal-directed
action, participants appeared to prioritize attention to the agent’s
eyes, and that information from both the agent’s eye-gaze and
action cues were important for predicting the target to which the
agent intended to act toward (the goal of the observed action).
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FIGURE 4 | Participants’ action measures as a function of conditions, object congruency and spatial congruency. From top to bottom: (A) Reaction time,
(B) time to peak velocity and (C) time to peak grip aperture. The asterisks indicate a significant difference between experimental conditions (∗p < 0.05; ∗∗p < 0.01;
∗∗∗p < 0.005).
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These ﬁndings are consistent with other studies showing a ten-
dency for participants to attend to agent’s eye-gaze and looking
direction (Senju and Hasegawa, 2005; Conty et al., 2006), an eﬀect
that is perhaps not surprising given the use of eye contact to
establish communicative links between individuals (Farroni et al.,
2002). In the case of action observation, the observer could glean
information about the agent’s intentions through the establish-
ment of joint attention (Driver et al., 1999). When performing
actions, the agent usually attends to the object that they intend to
act toward (Johansson et al., 2001; Land and Hayhoe, 2001) and
therefore, this information appears to constitute a reliable source
of predictive information.
Interestingly, there was proportionally very little attention
allocated to the hand region during the observation of video clips
during the FULL condition. However, observation of the agent’s
eye-gaze and action cues during the FULL condition resulted
in greater prediction accuracy compared to observation of only
the agent’s eye-gaze cues during the GAZE condition. This sug-
gests that the observation of hand trajectories must use peripheral
vision, perhaps serving to reduce the ambiguity regarding the
predicted action goal determined by the agent’s eye-gaze cues,
and contributing to increased prediction accuracy. These ﬁnd-
ings support and extend previous ﬁndings by Webb et al. (2010)
who presented participants with video clips depicting one of two
human agents performing reach-to-grasp actions to one of three
diﬀerent targets aligned horizontally. Participants were asked to
observe the videos and determine the agent and the to-be-grasped
object. Before each video, the identity of the agent or the target
was unknown to the participant. The results showed that agent’s
eye-gaze direction and hand trajectory information were impor-
tant in guiding the observer’s gaze to the correct target. Our data
add to these results by evaluating the relative contribution of both
action and gaze cues in guiding the observer’s gaze behaviors, and
further, by showing that direct foveal attention to the observed
hand trajectories was not necessary to cause the prediction eﬀects,
suggesting that action trajectories must have been attended to
with peripheral vision.
The discrepancies between action and gaze information pro-
cessing during action observation could somehow explain the
trade-oﬀ between prediction speed and prediction accuracy. On
the one hand, when no action information was available, the
quick processing of the agent’s gaze was made at the expense of
accuracy, where perhaps an insuﬃcient amount of information
regarding the goal of the action had not yet been gathered. On the
contrary, the absence of gaze information forced the observers to
gather more information about the intended goal of the action
from early motor information (hence the hand ROI was ﬁxated
for longer in the ACTION condition compared to other con-
ditions). As it is less obvious for the observers to rule out the
intended goal from the agent’s action, they had to extrapolate the
most likely target from the early trajectory of the agent’s hand.
Two possible targets were available in our design. Therefore, for
the observers to make a correct prediction only based on the
observation of the agent’s hand trajectory, more time was needed
to exclude the alternative object.
Flanagan and Johansson (2003) suggested that eye movements
during action observation were proactive rather than reactive.
Our results provide further support for this claim, and give
insights into how diﬀerent cues are processed together in order
to provide reliable predictive cues about ongoing actions. In
everyday life situations, the targets of our actions are not fully pre-
dictable to the observer. Our actions can be oriented to a target
presented with multiple other objects, diﬀering in sizes, colors,
or even locations. During visually guided action execution, the
agent must extract the various features from the selected target
object and position in order to grasp the object successfully. For
example, the agent typically will pre-shape their hand to the size
of the intended target object, with a slight over-grasp allowing
for an eﬃcient grip placement on the object (Jeannerod et al.,
1995; Eastough and Edwards, 2007), and they will monitor the
position of other objects in proximity to the target, making criti-
cal kinematic modiﬁcations to avoid the obstacle positions. This
necessity of visual inputs for action control legitimates the antic-
ipative nature of agent’s eye movements during action execution
(Johansson et al., 2001). Similar mechanisms were hypothesized
during action observation conditions, as the human motor sys-
tem is also involved in processes helping us to perceive the action
of others (Wilson and Knoblich, 2005). Bach et al. (2011) pro-
vided evidence that the motor representations elicited during
action observation were bi-determined. Not only did they match
the observed actions, but they also reﬂected the proprieties of
the goal objects that they were directed to. Accordingly, It has
already been shown that observers are eﬃcient in predicting
future hand-object interactions by relying on hand pre-shaping
cues (Ambrosini et al., 2011). Along the same lines, gaze cuing
toward an object has been shown to provide a consistent indica-
tor of a future interaction with that object, allowing the observers
to predict the short term course of ongoing actions (Pierno et al.,
2006). Our data take these ﬁndings one-step further by high-
lighting reliable and successful identiﬁcation of the intended goal
object from the processing of both the agent’s action and gaze
cues compared to each cue in isolation. Action and gaze cues
provided diﬀerent, but complementary advantages for action
prediction, indicating the implementation of diﬀerent obser-
vation strategies depending on the nature of the information
available.
The second aim of this study was to better understand the
complementary eﬀects that gaze and action cues could have on
subsequent action execution (i.e., the action priming eﬀect). By
modifying the cues during the observation conditions, we eval-
uated the eﬀects of spatial and object congruency on subsequent
action performance. We found that participants responded with
a faster reaction time in actions executed after the observation of
the ACTION or FULL video conditions, than after the observa-
tion of the GAZE video condition (without action information).
This suggests that action information more than gaze informa-
tion contributed to the action priming eﬀect, suggesting that the
action cue had an impact on motor planning processes. An alter-
native suggestion though could be that the slower reaction time
to the gaze cue relative to the other cues might have been a con-
sequence of the lower rate of accurate eye-gaze target prediction
during observation. Reaction time was also moderated for spatial
congruency, showing that spatial incongruent actions were ini-
tiated faster than spatial congruent actions. This eﬀect suggests
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that the observation of action was represented in a frame of refer-
ence centered on the observed agent; thus, when the participant
observed a right hand action to a target object that was on the
right of the agent (left of the participant), action was primed when
the participant made a right hand action to a target on the right
of the participant (the spatially incongruent target). This sug-
gests priming between the observation and execution of action
kinematics (the agent’s right hand action primed the observer’s
right hand action; see Hardwick and Edwards, 2011 for similar
priming of kinematic trajectories). This same eﬀect was found
for the dependent variables of time to peak velocity and time to
peak grasp aperture. Further interaction analyses showed that the
observation of the FULL condition (with gaze and action cues)
compared to GAZE and ACTION conditions (with only one cue)
caused participants to have a faster time to peak grasp aperture for
the spatial incongruent compared to congruent actions, therefore
replicating the main eﬀect.
Counter evidence to the kinematic priming eﬀects discussed
above was shown for the interaction analyses of the ACTION
condition (where no gaze information was presented). Reaction
time and time to peak grasp aperture were earlier for con-
gruent than incongruent target objects, supporting the idea of
priming driven by common goals. The combined presentation
of action and gaze cues (in the FULL condition) induced a
more reﬁned pattern of priming, sensitive to modulations of
both object congruency and spatial congruency. The peak grip
aperture was earlier for spatial incongruent actions (kinematic
congruent) and later for spatially congruent actions (kinematic
incongruent), only when the objects were congruent (similarity
of goals). It is worth mentioning here that faster time to peak grip
aperture is usually linked to a longer deceleration phase, allow-
ing for a better control over the end-phase of the action and
to adapt the hand to the state of the target (Jeannerod, 1994).
This suggests that in the present ﬁndings, information regard-
ing action goals and kinematic trajectories were important for
the prime eﬀect to appear and this probably improved grasp
performance.
Supporting both the notion of a goal-driven priming and
a kinematic priming, these data shed important light on the
information extracted and represented during action observa-
tion. There is no doubt that the notion of goal is important
in executed and observed actions, as shown by the goal-coding
preferences of the motor system (Rizzolatti et al., 1996; Umiltà
et al., 2001; Fogassi et al., 2005). The extraction of goal informa-
tion from observed actions has been attributed to mirror neuron
system function, where action goals are understood through
the observed action resonating with the observer’s own motor
system. This mechanism has been proposed to allow for the pre-
diction of the action goal based on simulation and perhaps prior
experience of action execution (see Rizzolatti and Craighero,
2004; Rizzolatti and Sinigaglia, 2010 for reviews).
In the scientiﬁc literature to date, there has been little investi-
gation to understand whether the presence of eye-gaze and action
information during action observation diﬀerentially moderate
the action priming eﬀect. For example, in Edwards et al. (2003),
both eye-gaze and action cue information were presented, and
either information could have caused the reported action prime
eﬀects. This point is important given the suggestion of Liepelt
et al. (2008) that both action kinematics and the representation
of goals could contribute to the action priming eﬀects. The fact
that the priming was speciﬁc to matched action kinematics and
matched action goals independently in the ACTION condition
here illustrates this bi-determination of motor representations.
This might suggest that goal attribution and kinematic priming
use independent cue information from the observed action, per-
haps implying that they involve two independent cognitive pro-
cesses that co-occur in parallel. This rationale is consistent with
proposals suggesting that observed action representation do not
solely rely on kinematic matching, but also require top down goal
attribution (Jacob and Jeannerod, 2005; de Lange et al., 2008).
In this sense, our results also suggest that the common language
between perception and action could vary regarding a degree of
abstraction, ranging from a very close representation of the action
(kinematics-related) to a more global form of representation
(goal-related).
However, as mentioned above, the combined presenta-
tion of action and gaze (in the FULL condition) elicited a
more ﬁne-grained proﬁle of priming for the time to peak
grip aperture. It seems that in this later kinematic compo-
nent, goal-related priming and kinematic-related priming oper-
ated complementarily. In other words, similar goals led to
either facilitated action execution if observers’ hand trajecto-
ries matched that of the agent, or slowed action execution if
there was a mismatch between observed kinematics and exe-
cuted ones (see Ondobaka et al., 2012 for similar ﬁndings).
These authors stated that when an agent’s action intention
is relevant for the observer’s action execution, the kinematic-
related priming is moderated by top–down goal ascription.
We suggest that this is due to the perceived intentional value
conveyed by an agent reaching for a target while his atten-
tion is directed toward the target of his reach. Jellema et al.
(2000) described a population of cells in the anterior part of
the superior temporal sulcus (aSTS) that responds preferen-
tially to observed reaching action when the agent pays atten-
tion to the target of reach, compared to when attention is
made elsewhere. According to the authors, eye-gaze in addi-
tion to an action would convey useful information to interpret
the action as intentional. Under this interpretation, a corre-
spondence between the agent’s direction of attention and reach-
ing action would reﬁne the observers’ motor representation to
match the intention of the agent. Perceived eye-gaze direction
could constitute a cue that allows the observers’ motor sys-
tem to distinguish diﬀerent motor programs aiming for the
same goal. This stronger visuo-motor congruency would explain
how and why actions with similar goals and diﬀerent kine-
matics produced competitive motor responses in the FULL
condition.
Conclusion
In this study, we showed that agent’s gaze and action diﬀer-
entially, but complementarily contributed to an early repre-
sentation of the action goal. We suggest that once the goal
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representation is understood by the observer’s motor system,
the diversity of the visual cues available inﬂuenced the level of
abstraction of the motor representation elicited. We showed that
action cues permitted goal-related priming and kinematic-related
priming independently, whereas combined gaze and action infor-
mation triggered a more reﬁned representation illustrating a spe-
ciﬁc intended action kinematics toward the selected goal. In this
case, observers appeared engaged in a communicative link with
the agent, maybe through the establishment of joint attention.
This permitted for the elicitation of richer motor representations,
probably indicating the understanding of the observed motor
intention.
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