Abstract -This paper presents a new solution to the problem of simultaneous localization and mapping (SLAM). Traditional extended Kalman filter (EKF) based SLAM (EKF-SLAM) algorithms describe unknown environments with simple geometric elements, such as points for landmarks. This limits the EKF-SLAM to environments suited to such models and tends to discard much potentially useful data. The solution proposed in this paper makes use of all the collected data and gives a more detailed description to the environment, which is a combination of EKF-SLAM and scan match. Landmarks are extracted from raw observations and their locations are estimated by using feature based EKF-SLAM. Around each landmark a local dense map of the environment is built. The landmarks and local maps together give a detailed and compact description of the environment. Voronoi division has been used to build local maps. It guarantees the local maps have none overlaps and have a proper metric scale. Experimental result demonstrates the efficiency of the algorithm.
I. INTRODUCTION
When a robot moves in an unknown environment, it needs some information about where it is and what the environment is like, which are so-called localization and mapping. If we know the localization of the robot, then mapping problem is a straightforward one, and has been well studied, vice versa. Unfortunately in some cases we have neither of them, then the robot needs the ability of simultaneous localization and mapping (SLAM).
The SLAM problem was firstly introduced by Smith, Self and Cheeseman [1] in 1987. This seminal paper explained the need for concurrently estimating the robot's pose and building the map, and presented a stochastic solution based on the use of an extended Kalman filter (EKF). These foundations have served as the basis for most of current solutions [2] , [3] . The robot takes observations of the environment by using sensors mounted in the robot such as laser range finders, and identifies features that are incorporated into the map as landmarks. EKF-SLAM maintains a state vector composed of the robot's pose and landmarks' position. The map is then constructed as an on-line data fusion problem and the uncertainties in the robot's pose and landmarks' locations are estimated.
Over the past two decades, many approaches have been
Supported by the National High-Technology 863 Program (Grant No. 2007AA041502-5) proposed to solve this problem [4] , [5] , [6] , [7] , [8] . One of the hot topics in EKF-SLAM algorithm is the computation complexity, which grows quadratically with the number of landmarks in the map, 2 ( ) O n . To overcome this problem, a number of efficient solutions have been proposed. José E. Guivant [9] simplified the covariance matrix and proposed compressed EKF-SLAM (C-EKF), it reduced the computation complexity to ( ) O n . Thrun [4] observed that the covariance matrix was dense while its inverse, information matrix, was sparse and proposed sparse extended information filter (SEIF) SLAM algorithm, and the computation complexity was reduced further to constant time, (1) O . Shoudong Huang [10] combined the sub-map SLAM with SEIF and proposed a sparse local submap joining filter (SLSJF). All these works make EKF-SLAM be a practical and computation affordable algorithm.
An unneglectable defect in EKF-SLAM is environment modelling. EKF-SLAM maps are typically sparse and are built up of isolated landmarks [4] observed in the environment. This kind of straightforward representation suit only for localization purposed. As the quick development in intelligent robot research it is not satisfying and a more detailed representation of the environment is needed. J. Nieto [11] and T. Bailey et al [12] proposed Scan-SLAM which extracted templates consisting of raw laser points as landmarks and gave a representation of the complex environment, however, it is still a sparse environment description, in which most of the laser data are ignored. This paper presents an SLAM algorithm integrating scan match with EKF-SLAM framework. Like previous EKF-SLAM implementations, landmarks are extracted from the raw sensor data, while around each landmark we give a more detailed local map, which can be arbitrary shapes and need not be limited by any kind of simple models, such as point, line, etc. All the landmarks and local maps together describe a complex environment together.
The structure of this paper is organized as follows. The next section introduces the Voronoi division. Section 3 presents the new solution to SLAM, which gives a reasonable representation of the environment. The method is validated with experimental results presented in Section 4. Finally conclusions are given in Section 5.
II. VORONOI FOR ENVIRONMENT DIVISION
Voronoi [13] [14] is an important technology used in plenty of applications such as computer graphics, geophysics, epidemiology, and meteorology. Its procedure can be described as follow: assuming there are n distinct points, the plane is divided into convex polygons such that each polygon contains exactly one of the generating points. It has an important character that any point in a given polygon is closer to its generating point than to any other. (see Fig.1 What we are interested in is that in indoor environments there are many local features such as wall corers, furniture corners, etc. If we have extracted these features from raw observation data, considered them as landmarks in EKF-SLAM and updated their locations using EKF-SLAM algorithm, we can divide the observation plane using Voronoi division according to the estimated features' position and at the same time build a local map around each feature.
III. VORSLAM
Indoor environments are important application areas for autonomous robot. Usually they are considered as structured environments because they consist of walls mostly, which can be modelled as line segments, circles, etc. However usually there are many objects which cannot be modelled as geometric parameters, such as chairs, bookshelves, and computers. We must consider other technique to represent such complex environments. In this paper we utilize Voronoi division to solve this problem. In Fig. 2 , black lines denote a corridor environment in which a robot travelled equipped with a laser range finder; green cross points denote twenty local wall corners and blue dash lines denote the Voronoi edges which divide the plane into twenty subregions.
If we have built a local coordinate frame at each local wall corner, the positions of the local coordinate frames at the global coordinate frame can form a vector with the robot's pose, which will be estimated in the EKF-SLAM framework. At the same time, we rebuild the subregions with a scan match method, in this paper we use iterative closest point (ICP) algorithm and use a set of points to represent these subregions, called local maps. We will give the detailed description of the new solution of SLAM.
A. Features' extraction and dividing from raw laser data
In this paper we consider only corner features. And we will consider more complex features in the future. We define a wall corner [15] as a point of the intersection of two adjacent walls. The feature extraction works in local area. Fig. 3 shows a frame of raw laser data, obviously the data sets in the three red dashed line boxes can be modelled as corners After extracting local features we need to define a local coordinate frame for each feature. Our method is to define the local origin at the corner point, and select the angular bisector of the two adjacent walls as the x direction, See Fig.3 . The dark black arrows denote x direction and the light black arrows denote y direction.
We give a strong assumption before this discussion, that every frame of raw laser data contains at least 3 local wall corners. After the extraction of local features from raw laser data, the raw laser data need to be Voronoi diveded. The result is showed in Fig. 4 . According to the three local features, the raw data points are divided into three smaller data sets. The red, green and blue points belong to the three corresponding local features (the red square points). Finally we attach the associated data sets to the local coordinate frame they correspond to, as shown in Fig. 5 .
If a feature is observed for the first time, we augment it to the state vector and store the local coordinate frame centred data in a separated data structure. If the features have been maintained in the state vector already, we use the new observation to update the whole features location and the robot's pose.
B. The observation model
Although the data points representing a local map are stored in a data structure separated from the actual stochastic SLAM estimation, they can be used to obtain landmark location observations with use of some scan match algorithms. The stochastic SLAM state is composed of the robot's pose and the global locations of coordinate frames defined by corners. Thus, the stochastic observation model for all landmarks is the measurement of a frame defined by a corner as seen from the global robot's pose. (as shown in Fig. 6 ) The SLAM state vector: and a set of origins of the local reference coordinate frames defined by corners:
The generic observation model for the pose of a corner coordinate frame with respect to the robot is shown in Fig.6 . 
In the next section we will explain how to compute the observation noise covariance matrix, which is necessary for Fig.4 The three red square points denote the extracted corners from the raw laser data. The red, green and blue points belong to three Voronoi divisions of the raw data point set. incorporating other sensor noise in EKF-SLAM algorithms, such as the odometry noise involved by the motion model.
C. Local map building
Building local maps is an important problem for the performance of the proposed SLAM solution. The reasons are: Firstly there are inevitable errors occurred in feature extraction of the local features at each step we get a new frame of scanning. So we cannot simply add raw observations into local maps. Secondly, as time goes by there are more and more laser data to be stored, this can be an unaffordable memory burden because of the limit computation resource. In this paper we adopt the iterative closest point (ICP) [16] , [17] scan match method to solve these problems.
Scan match is the technology matching observed set of (2-D or 3-D) points with a reference point set. ICP is arguably the most common technique for scan matching, with its popularity due mainly to its simplicity and efficiency. The basic algorithm works as follows. Let P p p be the reference points set. The aim of ICP is to find a position transformation to align the observed points set o P to the reference points set r P . This transformation is composed by a translation and a rotation. ICP is an iterative algorithm, consisting in two steps. The first step involves finding the correspondence between the points in the observed and the reference scan. This is done by using a nearest neighbor (NN) algorithm. The second step is to obtain a rotation and translation between the two scans by minimizing the mean square error (MSE). The algorithm is initialized with an initial pose guess, it is iteratively refined by a process of point-topoint data association and least-squares transformation, works until the estimated pose satisfies some convergence criterion. Each point 0 p P is first transformed to the reference coordinate frame using the current pose estimate, and then associated to its nearest neighbor in r P . The original point p and its associated point q are added into an association set E . Finally, the pairs in E are used to calculate the relative pose that minimizes the least-mean-squared error between the associated points. For the experiment in this paper we use a quaternion-based method as presented in [16] . There are many methods for computing the observation covariance [18] , [19] , [20] . In this paper we used the method based on [18] , the ICP criterion function of the square error is linearized and the covariance matrix is derived analytically using linear regression theory.
Because we have already translated the raw data into local frames defined by corners, if a corner has been maintained in the state vector, we can scan match the newly observed data referenced with the corresponding local map:
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In Fig.7 ,the green dots denote a stored local map, the red dots denote the newly observed data which have already been Fig.7 The green dots denote the stored local map; the red dots denote the newly observed points which already translated into a local coordinate frame defined by a corner; the blue data points denote the scan matched newly observed data reference to the local map and the red circle denotes the ICP scan match covariance matrix.
transformed into local coordinate frame, the blue dots denote the scan matched data points and the red circle denote the ICP scan match covariance matrix. It is obviously that there is a angle error between the stored local map and the newly observed data.
We consider z as an extraction error and we use it to get a more accurate local corner observation. The new observation is a combination of z computed from (1) and z : z z z : compound operation, see details in the [21] . To reduce the number of points in the local maps, we need to fuse the newly observed data into the stored local maps. A simple way is to fuse the points close enough into a point. In the future, we will study how to fuse new observed data into the stored local maps more efficiently
D. Management of local maps
When building a local map, the raw laser data are dynamically divided according to the corners extracted at that moment and then are fused into local maps. While in the final map of the SLAM algorithm, local maps belonging to adjacent features may share a same section of the environment. In Fig.  10(a) , the two different colours dots point sets belong to two different corners and are ploted in the global coordinate frame. From the left upper enlarged figure we can see obviously that there are repeated descriptions for a same section of a wall. To simplify the environment representation we must deal with this phenomenon.
After adding new features in the state vector of EKF-SLAM, the observation plane is again divided according to all the feature's location. In Fig.9 (a) , magenta lines divide the plane into subregion with Voronoi division. In each local map the points that exceed its corresponding subregion boundary are deleted. In Fig 10(b) , the two data point sets with different colours are the same local maps appeared in Fig.10 (a) , which have been pruned.
IV. EXPERIMENT
In the experiment, we use a handcart and a scanning laser range finder URG-04LX to collect data, as shown in Fig. 8 (a,  b) . There is no odometry sensor, instead we use the iterative closest point (ICP) method to calculate the odometry data. We set the laser scanner's sampling time as 200ms, such that it collects data 5 times per second. At each second, we use the first 4 scanning data to calculate odometry data and use the 5th scanning data as the raw measurement, which is used to update the state. The odometry data calculated by the ICP is in the form of relative coordinate, namely the translation from current robot-centric Cartesian frame to last robot-centric Cartesian frame. The covariance of the odometry data noise is set to be 2 2 2 ( (5 ) , (2 ) , (2 ) ) o diag cm cm . The results of the algorithm are shown in Fig. 9 . In this experimental environment, there are 69 corners, as shown in Fig. 9(a) . Magenta dots denote local features, which are the resultant estimation of the EKF-SLAM and make up a sparse map. Blue points denote local maps. Although they are not the most important part in the whole SLAM algorithm, they have indeed described most part and detailed information of the environment. In Fig. 9(b) we can find that the doors, walls and corners have all been drew clearly and it is hard to see obvious conflicts among local maps. Compared with the result of Scan-SLAM presented in [11] , [12] our algorithm gives a dense and complete description of the environment. 
V. CONCLUSION AND FUTURE WORK
EKF is currently the most commonly used filter to solve the stochastic SLAM problem. An important issue of EKF-SLAM is that it requires sensory information to be modelled as geometric parameters and the information that cannot be fitted with the geometric parameters is usually rejected. As a result the final SLAM map is a sparse representation of the environment that we cannot get the whole appearance of the environment. In this paper, we have used Voronoi division technique to divide the environment into a number of subregions after extracting local wall corners, and the solution of the new SLAM algorithm presented in this paper successfully constructed the feature maps and rebuilt the subregion at the same time. Experimental results in an indoor environment were presented that showed the efficiency of the algorithm.
Currently the algorithm proposed in this paper has still some aspects to be improved. Firstly it is data association (DA). DA is an important issue in EKF based SLAM, while in this algorithm there is a local map associated to each local feature. So we can make use of this local map to assist for robust DA. Secondly, as a scanning laser range finder collects range laser collect more and more data, we have to store these data or fuse them, and which is the rational way to consider the laser observation error is an unconquered problem. We will pay attention to this problem in the future.
