Modello di regressione esteso per l&apos;analisi semiparametrica dei dati di sopravvivenza by Alduino, R.
T E S I D I D O T T O R A T O
Dipartimento di Scienze Economiche Aziendali e Statistiche
Modello di regressione esteso per l’analisi
semiparametrica dei dati di sopravvivenza
Extended Hazard Regression for Survival Data
Rossella Alduino
Tutor: Prof. Vito Muggeo
Coordinatore Dottorato: Prof. Marcello Chiodi
Dottorato di Ricerca in “Statistica, Statistica Applicata e
Finanza Quantitativa, XXV Ciclo
Settore Scientifico Disciplinare: SECS/S01 - Statistica
Anno conseguimento titolo: 2016
Universita` degli Studi di Palermo

A Gigi e Fabio

Ringraziamenti
Desidero ringraziare tutti coloro che mi hanno dato la possibilita´ di realiz-
zare questa tesi e di concludere, cosı´, un importante percorso di studi.
Ringrazio innanzitutto il prof. Vito Muggeo per aver accettato di seguirmi
con interesse e professionalita´ in questo lavoro, per la sua immensa dispo-
nibilita´, per avermi dedicato buona parte del suo tempo e per avermi fornito
preziosi aiuti, suggerimenti e consigli.
Ringrazio tutti i docenti del dipartimento, primo fra tutti il Prof. Marcello
Chiodi, per la loro disponibilita´ e per avermi dato la possibilita´ di frequen-
tare corsi e seminari che hanno sicuramente contribuito all’arricchimento
delle le mie conoscenze e competenze.
Ringrazio Nicola e i miei genitori per esserci sempre, per sostenermi in
ogni momento e per aver sempre fiducia in me e nelle mie decisioni.
Ringrazio, ancora Nadia, Giuseppe, Clara e tutti gli amici e colleghi che mi
hanno sostenuta moralmente ed incoraggiata affinche´ potessi raggiungere
questo traguardo cosı´ importante.
Infine, un ringraziamento particolare ai miei piccoli Gigi e Fabio che ren-
dono speciale la mia vita.

Indice
1 Analisi della Sopravvivenza 5
1.1 Distribuzione del tempo di sopravvivenza . . . . . . . . . 7
1.2 Modelli di sopravvivenza . . . . . . . . . . . . . . . . . . 9
1.2.1 Modelli di sopravvivenza non parametrici . . . . . 10
1.2.2 Modelli di sopravvivenza parametrici . . . . . . . 12
2 Modelli semi-parametrici di regressione 21
2.1 Modello a rischi proporzionali . . . . . . . . . . . . . . . 22
2.2 Modello a tempi di evento accelerati . . . . . . . . . . . . 25
2.2.1 Metodo di Buckley e James . . . . . . . . . . . . 31
2.3 Modello a rischi accelerati . . . . . . . . . . . . . . . . . 33
3 Un Modello di Regressione Esteso 39
3.1 Modello di Regressione di Poisson . . . . . . . . . . . . . 44
3.2 La variabile Tempo: Risposta o Esplicativa? . . . . . . . . 45
3.2.1 Verosimiglianza per tassi empirici . . . . . . . . . 45
3.3 Il modello di Cox attraverso la formulazione di Poisson . . 47
4 Stima del modello di regressione esteso 51
i
4.1 Algoritmo di stima . . . . . . . . . . . . . . . . . . . . . 53
5 Simulazioni 57
6 Applicazioni a dati reali 67
6.1 Applicazione 1: breast cancer . . . . . . . . . . . . . . . . 67
6.2 Applicazione 2: gastric cancer . . . . . . . . . . . . . . . 71
Bibliografia 81
ii
Elenco delle figure
1.1 Esempio di curva di Kaplan-Meier . . . . . . . . . . . . . 11
2.1 Log-hazard in un modello PH . . . . . . . . . . . . . . . . 24
2.2 Log-hazard in un modello AFT . . . . . . . . . . . . . . . 29
2.3 Log-hazard in un modello AH . . . . . . . . . . . . . . . 36
3.1 Log-hazard nei diversi modelli . . . . . . . . . . . . . . . 43
6.1 Valutazione grafica per la proporzionalita´ dei rischi: dati
breast cancer . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Valutazione grafica per la proporzionalita´ dei rischi: dati
gastric cancer . . . . . . . . . . . . . . . . . . . . . . . . 72
iii

Elenco delle tabelle
1.1 Funzioni di Sopravvivenza e di Rischio per tipo di distribu-
zione . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Alcune densita´ per il modello AFT . . . . . . . . . . . . . 17
3.1 Modello di Regressione Esteso . . . . . . . . . . . . . . . 41
5.1 Risultati per distribuzione GUMBEL con σ = 0.5 . . . . . 60
5.2 Risultati per distribuzione GUMBEL con σ = 1 . . . . . . 61
5.3 Risultati per distribuzione NORMALE con σ = 0.5 . . . . 62
5.4 Risultati per distribuzione NORMALE con σ = 1 . . . . . 63
5.5 Risultati per distribuzione LOGISTICA con σ = 0.5 . . . 64
5.6 Risultati per distribuzione LOGISTICA con σ = 1 . . . . 65
6.1 Confronto tra modelli - Devianze basate sul modello di
Poisson: dati breast cancer . . . . . . . . . . . . . . . . . 70
6.2 Stima del coefficiente della variabile gruppo per il modello
PH: dati breast cancer . . . . . . . . . . . . . . . . . . . . 70
6.3 Confronto tra modelli - Devianze basate sul modello di
Poisson: dati gastric cancer . . . . . . . . . . . . . . . . . 73
v
6.4 Stima del coefficiente della variabile trattamento per il mo-
dello AFT: dati gastric cancer . . . . . . . . . . . . . . . . 74
vi
Introduzione
Con il termine Analisi della sopravvivenza si fa riferimento ad una serie di
metodi e modelli statistici finalizzati all’analisi di dati caratterizzati da tem-
pi che intercorrono tra un istante 0, solitamente l’inizio dello studio, fino
al verificarsi di un determinato evento che e` detto end-point (Collett, 2003;
Kleinbaum and Klein, 2005; Marubini and Valsecchi, 1995).
L’analisi della sopravvivenza puo´ essere applicata a diversi campi, come
medicina, sanita´ pubblica, scienze sociali, ingegneria. Ad esempio in me-
dicina il tempo di accadimento puo´ essere il tempo fino alla morte del pa-
ziente o il tempo fino al verificarsi di un’infezione (Tableman and Kim,
2004). Nelle scienze sociali, l’interesse potrebbe essere l’analisi dei tempi
di accadimento di un evento quale, per esempio, il cambiamento di lavoro,
il matrimonio, la nascita di un bambino e cosı´ via (Lee and Wang, 2003). In
tutti questi campi di applicazione il termine maggiormente utilizzato e` ana-
lisi della sopravvivenza, anche se nelle diverse discipline, spesso vengono
utilizzati differenti nomi, ma cio´ non implica una reale differenza nelle tec-
niche d’analisi. Per esempio, in sociologia a volte si parla di event history
analysis, in economia di duration o transition analysis ed in campo inge-
gneristico, dove il principale obiettivo e` quello di valutare i tempi di vita
di macchinari o di componenti elettronici, si parla di failure time analysis
1
2 Introduzione
(Kalbfleisch and Prentice, 2002).
L’obiettivo di questa tesi e` quello di provare a studiare ed analizzare
i dati di sopravvivenza attraverso l’utilizzo di un modello semiparametrico
generale. A tale scopo nei capitoli seguenti ci sara´ una descrizione dell’ana-
lisi della sopravvivenza e delle principali funzioni che vengono utilizzate;
ci sara´, altresı´ una panoramica dei metodi statistici utilizzati, siano essi non
parametrici, parametrici o semiparametrici. Particolare attenzione sara´ po-
sta a quest’ultimi per la loro caratteristica principale: quella di non fare
alcuna assunzione distribuzionale sui tempi di sopravvivenza.
I modelli semiparametrici utilizzati per l’analisi dei dati di sopravvivenza
che sono discussi in questa tesi sono elencati di seguito.
• I modelli a rischi proporzionali, dei quali l’approccio piu´ comune-
mente utilizzato e` quello introdotto da Cox (1972);
• I modelli a tempi di evento accelerati o modelli AFT (Accelerated
Failure Time): sono modelli generali per dati di sopravvivenza, in cui
si assume che le variabili esplicative misurate su un soggetto agisca-
no moltiplicativamente sulla scala temporale e cosı´ hanno il ruolo di
aumentare o diminuire la velocita´ con cui un individuo procede lungo
l’asse dei tempi, accelerando o rallentando il verificarsi dell’evento
terminale (Collett, 2003, 195-200).
• I modelli a rischi accelerati o modelli AH (Accelerated Hazard): par-
ticolarmente utili per modellare l’effetto di un trattamento o di al-
tre esplicative sulla distribuzione dei tempi di sopravvivenza, quando
l’effetto del trattamento e` graduale e c’e` un ritardo prima che il trat-
tamento sia completamente efficace (Chen et al., 2014).
Introduzione 3
Il modello AH e` un modello alternativo per l’analisi di dati di soprav-
vivenza. Tuttavia, la complessita´ dei metodi di stima semiparametri-
ca esistenti in letteratura, ostacola la sua applicazione.
Lo scopo di questa tesi e` quello di descrivere un modello semiparame-
trico esteso (EH, extended hazard) che comprenda come casi particolari il
modello PH di Cox, il modello AFT e quello AH e che possa essere stima-
to in modo relativamente semplice attraverso la stima iterativa di opportune
regressioni log lineari di Poisson.
L’implementazione di un modello di Poisson in pratica richiede che il follow-
up per ciascun soggetto sia suddiviso in piccoli intervalli di tempo. Con-
seguentemente le esplicative time-varying potranno essere inserite per cia-
scun intervallo, mentre quelle fisse nel tempo (ed es., genere) verranno ri-
petute per ciascun soggetto, in tutti gli intervalli. I dati organizzati in questa
maniera, consentono di fare una chiara distinzione tra il risk time che e` la
lunghezza di ciascun intervallo e il time-scale che e` il valore del tempo
all’inizio di ciascun intervallo (Carstensen, 2005).
La tesi e` articolata in sei capitoli. Il Capitolo 1 fornisce una panoramica
dell’analisi della sopravvivenza e passa in rassegna i modelli parametrici e
non parametrici di regressione. Il Capitolo 2 si concentra sull’analisi dei
modelli semi-parametrici, di cui fa parte il modello di Cox a rischi propor-
zionali, il modello AFT e il modello AH. Il Capitolo 3 fornisce un confronto
tra i diversi modelli attraverso la descrizione di una classe generale di mo-
delli di regressione semiparametrica basati sulla regressione di Poisson e
sulla sua possibile estensione all’analisi dei dati di sopravvivenza. Il Capi-
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tolo 4 mostra la procedura di stima del modello esteso. Il Capitolo 5 forni-
sce i risultati degli studi di simulazione. Il Capitolo 6 mostra l’applicazione
del modello esteso a dati reali.
Capitolo 1
Analisi della Sopravvivenza
Con il termine Analisi della sopravvivenza si fa riferimento ad una Tecnica
statistica di analisi di dati, ottenuti da una coorte di unita´ osservate lon-
gitudinalmente, che consente di stimare la probabilita´ del verificarsi di un
determinato evento in funzione del tempo (Collett, 2003, 1-3).
Nelle prime applicazioni l’evento in studio era quasi sempre la morte del
paziente; da cio´ il nome dati di sopravvivenza. Successivamente questo
termine venne utilizzato per tutti i tipi di eventi in studio (Lee and Wang,
2003). In ogni caso l’evento puo´ essere considerato come una transizione
da uno stato ad un altro.
Negli studi clinici, spesso, il tempo d’origine corrisponde all’inserimen-
to di un individuo in uno studio sperimentale, come una prova clinica per
confrontare due o piu´ trattamenti, altrimenti puo´ coincidere con la diagnosi
relativa ad una particolare condizione, l’inizio di un trattamento, o il veri-
ficarsi di qualche evento sfavorevole (Tableman and Kim, 2004, 2-3). Per
esempio, bambini sottoposti ad un trapianto di rene possono essere seguiti
per identificare eventuali predittori della mortalita´. In particolare, il rischio
5
6 Capitolo 1. Analisi della Sopravvivenza
di mortalita´ e` piu´ basso per quei bambini che ricevono il rene da un do-
natore vivente? E` possibile che il rischio di mortalita´ dipenda dal tempo
impiegato per il trasporto del rene del donatore? Quanto incide sulla so-
pravvivenza del paziente trapiantato, la corrispondenza tra le caratteristiche
del donatore e quelle del ricevente? In tutti gli studi l’interesse comune e` la
descrizione della relazione tra una o piu´ variabili di esposizione e il tempo
di sopravvivenza. Durante il periodo di osservazione, pero´, solo alcuni indi-
vidui sperimentano l’evento finale, mentre altri soggetti alla fine del follow
up non hanno ancora sperimentato l’evento, pertanto non si conosce il loro
tempo di sopravvivenza. Da cio´ la presenza di dati censurati (Selvin, 2008,
73).
Esistono tre tipi di censure: censura a destra, censura a sinistra e intervallo
censurato. La censura a destra e` molto comune nei dati di sopravvivenza,
mentre la censura a sinistra e` piuttosto rara. Il termine censura sara´ usato
in questa tesi per indicare esclusivamente le censure a destra.
La censura a destra avviene dopo che l’individuo e` entrato nello stu-
dio, cioe´ alla destra dell’ultimo tempo di sopravvivenza noto. Il tempo di
sopravvivenza censurato a destra e` quindi minore dell’effettivo, ma scono-
sciuto, tempo di sopravvivenza. Ci sono diverse ragioni per le quali si puo´
osservare una censura a destra: per esempio, al termine dello studio l’even-
to considerato non si e` ancora verificato, oppure il soggetto si ritira dallo
studio o esce dallo studio per ragioni diverse. Se per esempio l’end point e`
la morte del paziente, un tempo di sopravvivenza puo´ essere ritenuto censu-
rato a destra quando la morte e` causata da motivi non legati al trattamento
o al fenomeno in studio. La sola informazione utile sull’esperienza relativa
alla sopravvivenza di questo paziente e` l’ultima data in cui si sa essere an-
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cora vivo.
In sintesi, l’analisi della sopravvivenza si basa sullo studio di dati del
tipo (T,C), dove si osserva soltanto min(T,C) e δ = 1{T < C}: T e` il
tempo di sopravvivenza, C il tempo di censura e δ e` la variabile indicatrice
di censura (Kleinbaum and Klein, 2005, 8).
Nell’analisi statistica della sopravvivenza bisogna considerare due aspet-
ti importanti: il primo e` connesso con il fatto che la gran parte delle funzioni
di densita´ di probabilita´ della variabile casuale T e` fortemente asimmetrica
positiva e spesso non si ha un’informazione esaustiva sulla distribuzione
della variabile casuale T . Il secondo aspetto e` la presenza di dati censurati
che rende gli usuali metodi statistici inappropriati per l’analisi (Marubini
and Valsecchi, 1995).
1.1 Distribuzione del tempo di sopravvivenza
Nell’analizzare i dati di sopravvivenza le funzioni di interesse centrale so-
no: la funzione di sopravvivenza, la funzione di densita´ di probabilita´ e
la funzione di rischio riferita talvolta con il termine anglosassone hazard
function.
L’effettivo tempo t di sopravvivenza di un individuo, puo´ essere considera-
to come il valore di una variabile aleatoria T , che assume solo valori non
negativi. Si supponga che la variabile casuale T abbia una distribuzione di
probabilita´ F(t) con funzione di densita´ di probabilita´ f (t). La distribuzione
di probabilita´ di T e` data da:
F(t) = P(T < t) =
∫ t
0
f (u)du, (1.1)
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e rappresenta la probabilita´ che il tempo di sopravvivenza sia inferiore ad
un dato valore t.
La funzione di sopravvivenza, S (t), e` definita come la probabilita´ che il
tempo di sopravvivenza T sia maggiore o uguale al valore t:
S (t) = P(T ≥ t) = 1 − F(t) = 1 − P(T < t). (1.2)
La funzione di sopravvivenza puo´ quindi essere usata per rappresentare la
probabilita´ che un individuo sopravviva oltre il tempo t.
La funzione di rischio e` la probabilita´ che un individuo muoia al tempo t,
condizionata al fatto che sia sopravvissuto fino a quell’istante:
λ(t) = lim
∆t→0
{
P(t ≤ T < t + ∆t|T ≥ t)
∆t
}
. (1.3)
La funzione di rischio quindi rappresenta la velocita´ istantanea dell’evento
in studio per un individuo che non ha sperimentato l’evento fino al tempo t.
C’e` una relazione tra la funzione di sopravvivenza S (t) e la funzione di
rischio λ(t), espressa dalla formula seguente:
λ(t) =
f (t)
S (t)
= − d
dt
log S (t) (1.4)
S (t) = exp
{
−
∫ t
0
λ(u)du
}
= exp {−Λ(t)} , t ≥ 0. (1.5)
dove Λ(t) =
∫ t
0 λ(u)du e` chiamata funzione di rischio cumulato, la quale puo´
essere ottenuta dalla funzione di sopravvivenza poiche´ Λ(t) = − log S (t). La
funzione di densita´ di probabilita´ T puo´ essere scritta quindi nel seguente
modo:
f (t) = λ(t) exp
{
−
∫ t
0
λ(u)du
}
, t ≥ 0 (1.6)
Queste tre funzioni forniscono un’equivalente specificazione della distribu-
zione del tempo di sopravvivenza T . Se si conosce una delle tre funzioni, le
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altre due si possono facilmente determinare. (Kleinbaum and Klein, 2005,
11). E` sufficiente, quindi, sceglierne una come base per l’analisi statistica
a seconda degli obiettivi finali dello studio. La funzione di sopravvivenza
e` maggiormente utile per confrontare la sopravvivenza di due o piu´ gruppi
di soggetti; la funzione di rischio fornisce una descrizione del rischio di
sperimentare l’evento in ogni istante temporale osservato.
1.2 Modelli di sopravvivenza
I metodi dell’analisi della sopravvivenza possono essere classificati in me-
todi non parametrici, metodi semi-parametrici e metodi parametrici, sulla
base degli assunti che vengono fatti sulla distribuzione di T . In questo pa-
ragrafo verranno discussi i metodi di stima della funzione di sopravvivenza
parametrici e non parametrici; nel capitolo successivo si descriveranno i
metodi semi-parametrici.
Negli scenari di vita reale, spesso, non si conosce l’esatta distribuzione dei
dati, pertanto ogni qualvolta non si e` in grado di fare ipotesi distribuzionali
sui dati di sopravvivenza in esame, e` opportuno trattare tali dati in forma
non parametrica.
I metodi non parametrici, sono molto semplici da comprendere e da appli-
care; sono meno indicati dei metodi parametrici quando i tempi di soprav-
vivenza seguono una distribuzione teorica e maggiormente adatti quando
non si conosce tale distribuzione (Tableman and Kim, 2004, 25). Ovvia-
mente l’applicazione dei metodi non parametrici e` principalmente indicata
quando l’obiettivo e` quello di fare un’analisi esplorativa dei dati.
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1.2.1 Modelli di sopravvivenza non parametrici
Il metodo non parametrico piu´ diffuso per la stima della probabilita´ di so-
pravvivenza e` il metodo del prodotto limite, noto anche come stimatore di
Kaplan-Meier (Kaplan and Meier, 1958). Consiste nello stimare la probabi-
lita´ condizionata di sopravvivenza in corrispondenza di ciascuno dei tempi
in cui si verifica almeno un evento terminale.
Lo stimatore di Kaplan-Meier della funzione di sopravvivenza e` cosı´
definito:
Sˆ (t) =
∏
y(i)≤t
pˆi =
∏
y(i)≤t
ni − di
ni
(1.7)
dove y(k) ≤ t < y(k+1)
essendo:
• ni il numero dei soggetti a rischio prima di y(i) ;
• di numero di soggetti che sperimentano l’evento al tempo y(i) ;
• pi = P(T > y(i)|T > y(i−1))
A livello teorico, se si considera il tempo t ∈ (0,+∞), la funzione di
sopravvivenza puo´ essere rappresentata come una curva a gradini, che parte
dal valore S (0) = 1 e decresce nel tempo S (∞) = 0. La stima di Kaplan-
Meier della probabilita´ di sopravvivenza viene rappresentata con una curva
a gradini, che parte dal valore 1 e decresce nel tempo. L’altezza dei gradini
dipende dal numero di eventi e dal numero di soggetti a rischio. Si veda la
Figura 1.1 per un esempio.
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Figura 1.1: Esempio di curva di Kaplan-Meier
Un altro metodo non parametrico per la stima della funzione di soprav-
vivenza e` il metodo di calcolo delle tavole di sopravvivenza, conosciuto
anche come metodo attuariale (Collett, 2003, 17). Tale metodo consiste
nella suddivisione dell’asse temporale in intervalli di tempo, ad esempio in
numero I + 1, di uguale ampiezza, tranne l’ultimo che ha ampiezza infini-
ta. Su un campione casuale di n soggetti, vengono rilevati i tempi di so-
pravvivenza e si contano quanti individui presentano l’evento d’interesse, o
l’osservazione censurata, in ciascun intervallo. Gli elementi necessari alla
costruzione della tavola di sopravvivenza sono quindi (per i = 1, ..., I + 1):
• l’ampiezza dell’intervallo i-esimo;
• il numero di individui, ni, che entrano nell’intervallo;
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• il numero di eventi, di, verificatisi nell’intervallo.
E` possibile definire una stima della probabilita´ condizionata che un
soggetto sperimenti l’evento nell’intervallo i-esimo, dato che non l’ha spe-
rimentato nell’intervallo immediatamente precedente: dini . La stima della
probabilita´ di sopravvivenza nell’intervallo i-esimo e` data, ovviamente, da
1 − dini . Il prodotto delle stime delle probabilita´ condizionate di sopravvi-
vere in ciascuno degli intervalli fino allo i-esimo, definisce la probabilita´
cumulativa di sopravvivenza.
A differenza della procedura adottata nel metodo attuariale, il metodo di
Kaplan-Meier non implica la suddivisione dell’asse temporale in intervalli
di ampiezza prefissata e quindi neppure il conseguente raggruppamento di
soggetti.
1.2.2 Modelli di sopravvivenza parametrici
Un modello di sopravvivenza parametrico e` un modello per il quale si assu-
me che il tempo di sopravvivenza segua una distribuzione nota (Kleinbaum
and Klein, 2005, 258-265).
I metodi parametrici per l’analisi dei dati di sopravvivenza consentono,
quindi, la stima della funzione di sopravvivenza e della funzione di rischio,
adattando ai dati una funzione di cui si assume una certa forma e che dipen-
de da uno o piu´ parametri. Naturalmente, e` necessario tenere presente che
la loro applicabilita´ e` limitata dal fatto che la funzione di rischio assume
una ben definita forma matematica, mentre in molte situazioni pratiche non
vi sono sufficienti giustificazioni per l’adozione di un particolare modello.
Esempi di distribuzioni che sono comunemente utilizzate per dati di soprav-
vivenza sono: la distribuzione di Weibull, l’esponenziale (che e` un caso
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particolare della distribuzione di Weibull), la log-logistica, la log-normale
e la gamma generalizzata. A causa della sua popolarita´ e della semplicita´
di calcolo oltre che delle importanti proprieta´ che possiede, la distribuzione
esponenziale e` uno dei modelli parametrici maggiormente utilizzati nell’a-
nalisi dei dati di sopravvivenza (Hosmer and Lemeshow, 1999, 275).
Si supponga di disporre di un campione di tempi di sopravvivenza ti,
i = 1, ..., n. E` spesso d’interesse valutare se, e in che modo, la distribuzione
di sopravvivenza e` influenzata da variabili concomitanti x = (xi1, ..., xip),
dove xir e` il valore assunto dalla r-esima variabile concomitante per l’i-
esima unita´ statistica. La modellazione piu´ semplice si ha specificando un
modello parametrico per la distribuzione marginale dei tempi ti.
Alcuni tra i modelli parametrici piu´ usati nell’analisi della sopravvivenza
sono riportati in Tabella 1.1, insieme alla relativa funzione di rischio.
I modelli parametrici di regressione sono in genere distinti a seconda del
comportamento della funzione di rischio.
Tabella 1.1: Funzioni di Sopravvivenza e di Rischio per tipo di
distribuzione
Distribuzione S (t) λ(t)
Esponenziale exp(−λt) λ
Weibull exp(−(λt)α) λα(λt)α−1
Log-logistica 11+λtα
λαtα−1
1+λtα
Log-normale 1 − Φ(z) (2pi)
− 12 (σt)−1 exp[− 12 (z2)]
1−Φ(z)
con Φ(z) =
∫ Z
−∞(2pi)
− 12 exp −u22 du e z =
ln t−µ
σ
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L’esponenziale e` una distribuzione ad un parametro con funzione ha-
zard costante e pari a λ. Il modello esponenziale presuppone, quindi, che
il rischio istantaneo del verificarsi dell’evento non vari al trascorrere del
tempo. Questo implica, per esempio in uno studio clinico, che il rischio di
morte nel primo anno di osservazione del paziente in esame, e` pari al rischio
di morte in ciascuno degli anni successivi di osservazione. Un esempio do-
ve questo non accade e` dato dall’osservazione del periodo immediatamente
successivo all’operazione chirurgica per i pazienti che sono stati sottoposti,
per esempio ad un trapianto, periodo in cui si nota un eccesso di mortalita´
dovuto al forte rischio di infezione o di rigetto. Il rischio di morte dopo
questo periodo risulta essere piu´ piccolo. In generale, per distinguere la
funzione di rischio costante nel tempo da quella che invece varia al variare
del tempo, si usa la notazione λ in luogo di λ(t).
Le distribuzioni Weibull e log-logistica hanno due parametri λ e α. La
distribuzione di Weibull si riduce all’esponenziale quando α = 1. Nella
distribuzione di Weibull la funzione hazard e`:
• per α < 1 monotona decrescente;
• per α > 1 monotona crescente;
• per α = 1 costante e pari a λ.
Ovvero, il modello di Weibull presuppone che la funzione rischio pos-
sa essere costante nel tempo, monotona crescente o monotona decrescente,
a seconda del valore assunto dal parametro di forma α della distribuzione
(Hosmer and Lemeshow, 1999, 289).
Il modello log-normale, invece, e` l’unico ad avere una funzione di ri-
schio non monotona, ma che cresce dal valore iniziale nullo t = 0 fino a
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raggiungere un punto di massimo, per poi decrescere verso zero per t → ∞.
Solitamente nei modelli di sopravvivenza parametrici il parametro λ
viene riparametrizzato in termini di predittori e di parametri della regres-
sione e il parametro α (di solito definito parametro di forma) viene tenuto
costante.
Osservando la Tabella 1.1 possiamo notare che la funzione di densita´
di probabilita´ per queste tre distribuzioni si ricava facilmente moltiplicando
λ(t) e S (t) (Kleinbaum and Klein, 2005, 263).
Per esempio la funzione di densita´ di probabilita´ della Weibull e`:
f (t) = λαtα−1exp(−λtα) (1.8)
poiche´ λ(t) = λαtα−1 e S (t) = exp(−λtα).
Incorporando esplicitamente il vettore x delle esplicative nella formula-
zione parametrica della funzione rischio, e` possibile studiare il loro effetto
sulla sopravvivenza. Ad esempio, la funzione di rischio studiata da (Glas-
ser, 1967), ottenuta assumendo che la variabile casuale T , dato il vettore x,
sia distribuita in accordo ad un modello esponenziale, prevede:
λ(t; x) = λ exp(xTβ), (1.9)
dove β e` un vettore di p × 1 ignoti parametri di regressione, x e` un vet-
tore di esplicative e λ > 0.
I coefficienti di regressione β costituiscono una misura quantitativa dell’ef-
fetto esercitato da ciascuno dei p fattori prognostici sul rischio di morte.
La stima di β, cosı´ come i test sui coefficienti di regressione, ricorrono alla
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teoria della verosimiglianza.
Il modello di Weibull assume invece:
λ(t; x) = λα(λt)α−1 exp(xTβ). (1.10)
Se si considera la formulazione log-lineare la (1.9) diventa:
log(λ(t; x)) = α0 + (xTβ), (1.11)
cioe´ il logaritmo del rischio e` funzione lineare di p esplicative. La costante
α0 rappresenta una log-baseline del rischio, ossia il rischio che si ha quando
tutte le esplicative assumono valori uguali a zero.
Ne segue che il rapporto tra i rischi (hazard ratio) per due individui con
vettori di esplicative, rispettivamente, x1 e x2 non dipende dal tempo poiche´
si ha:
HR =
λ(t; x1)
λ(t; x2)
=
exp(xT1 β)
exp(xT2 β)
. (1.12)
Pertanto, l’effetto di ciascuna esplicativa sull’HR e` moltiplicativo.
Per mezzo delle relazioni viste e` possibile definire una piu´ ampia classe
di modelli per i quali la funzione di rischio e` scomponibile in due fattori, di
cui uno dipendente solo dal tempo e l’altro solo dalle esplicative, ossia:
λ(t; x) = λ0(t)h(x). (1.13)
Quest’ultima equazione caratterizza la classe di modelli che presup-
pongono la proporzionalita´ delle funzioni di rischio (proportional hazard
models).
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Si ottengono diversi modelli in base alle differenti forme parametriche as-
sunte da λ0(t).
La scelta di h(x) dipende dal tipo di dati sotto studio e non deve essere
necessariamente di forma esponenziale.
Un’altra classe di modelli utili per l’analisi della sopravvivenza e` co-
stituita dai modelli con tempi di evento accelerati (accelerated failure time
models) (Cox and Oakes, 1984, 64). In questa classe di modelli si assume
che il vettore x agisca moltiplicativamente sul tempo di sopravvivenza: il
ruolo di x consiste nell’aumentare o diminuire la velocita´ con cui un indivi-
duo procede lungo l’asse dei tempi, accelerando o rallentando il verificarsi
dell’evento terminale. Un modello AFT puo´ essere scritto come:
log Ti = xTi β + α (1.14)
in cui α (α > 0) e` un parametro di scala e  e` una variabile casuale che si
assume abbia una particolare distribuzione.
In un approccio parametrico, per ogni distribuzione di , si ha una corri-
spondente distribuzione di T (Tabella1.2).
Tabella 1.2: Alcune densita´ per il modello AFT
Distribuzione di  Distribuzione di T
Extreme value (1 parametro) Esponenziale
Extreme value (2 parametri) Weibull
Logistica Log-logistica
Normale Log-normale
Log-Gamma Gamma
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I modelli AFT sono stimati mediante il metodo della massima verosi-
miglianza (Collett, 2003, 216). La verosimiglianza di n tempi di sopravvi-
venza osservati t1, t2, ..., tn e` data da:
L(α, β) =
n∏
i=1
fi(ti)δiS i(ti)1−δi (1.15)
dove fi(ti) e S i(ti) sono le funzioni di densita´ e di sopravvivenza per
l’i-esimo individuo al tempo ti e δi e` la variabile indicatrice dell’evento.
Le stime di massima verosimiglianza dei parametri possono essere ottenute
massimizzando la funzione di log-verosimiglianza attraverso metodi nume-
rici come quello di Newton-Raphson.
Le classi di modelli parametrici sopra brevemente descritte, forniscono
una varieta´ di metodi per l’analisi della sopravvivenza che non e` esaurita da
quelli presentati in Tabella 1.1. E` necessario tenere presente che la loro ap-
plicazione dipende anche dagli obiettivi dello studio e dalle proprieta´ che i
diversi modelli parametrici hanno. Cox and Oakes (1984, 65), per esempio,
hanno dimostrato che i soli modelli a tempi di evento accelerati che hanno
anche la proprieta´ degli hazard proporzionali sono i modelli esponenziale e
Weibull (Hosmer and Lemeshow, 1999, 275)
Riassumendo possiamo asserire che i modelli parametrici consentono
di perseguire due obiettivi simultaneamente. Il modello deve descrivere la
distribuzione sottostante il tempo di sopravvivenza (componente dell’erro-
re), ma deve anche caratterizzare i cambiamenti della distribuzione in fun-
zione delle esplicative (componente sistematica) (Hosmer and Lemeshow,
1999, 271-273). A livello applicativo, in alcuni casi e` importante usare un
modello che persegua entrambi gli obiettivi, ma in altri casi e` sufficiente
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un modello che persegua soltanto il secondo degli obiettivi descritti. Sup-
poniamo di voler sapere se una combinazione di terapie farmacologiche
migliora la sopravvivenza di pazienti affetti da HIV rispetto ad una terapia
farmacologica singola. In questo caso, una completa descrizione del tem-
po di sopravvivenza e` di secondaria importanza rispetto alla descrizione
di come la nuova terapia modifica la sopravvivenza di un paziente rispetto
alla vecchia terapia. In questo esempio, e` necessario stimare i parametri
che possono essere usati per confrontare la sopravvivenza dei due gruppi di
trattamento, e questo confronto puo´ essere fatto inserendo anche altre varia-
bili, per esempio l’eta´ o il sesso del paziente. I modelli parametrici possono
essere usati per perseguire tale obiettivo. Tuttavia, le assunzioni richieste
per le loro componenti dell’errore possono risultare inutilmente rigorose,
dato che l’inferenza riguardera´ soltanto i parametri della parte sistematica
del modello (Hosmer and Lemeshow, 1999, 89).
I modelli usati per descrivere i tempi di sopravvivenza in senso comparati-
vo vengono chiamati modelli di regressione semi-parametrica e sono quelli
di cui ci occuperemo prevalentemente in questa tesi.

Capitolo 2
Modelli semi-parametrici di
regressione
Nel precedente capitolo abbiamo evidenziato che e` possibile descrivere la
distribuzione del tempo di sopravvivenza in uno di due equivalenti modi.
Possiamo specificare la funzione di densita´ di una distribuzione parametri-
ca o possiamo specificare la funzione di rischio. In ogni caso, la specifi-
cazione di un modello deve dare la possibilita´ di rispondere a specifiche
domande quali, per esempio, in che modo la sopravvivenza e` correlata al
tipo di trattamento in studio o ad altre caratteristiche dei pazienti (Hosmer
and Lemeshow, 1999, 90-93).
Il modo naturale di cominciare e` quello di considerare un modello di regres-
sione sulla funzione di rischio, specificandola come funzione del tempo e
delle esplicative.
λ(t, x, β) = λ0(t)r(x, β) (2.1)
dove λ0(t) rappresenta la funzione di rischio per i soggetti per i quali tut-
te le variabili esplicative hanno valore nullo. Quindi λ0(t) e` la funzione
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di rischio quando r(x, β) = 1 ed e` definita funzione baseline hazard. La
funzione di rischio, cosı´ come espressa nella formula, e` il prodotto di due
funzioni. La funzione λ0(t), indica come il rischio cambia in funzione del
tempo di sopravvivenza e non coinvolge il vettore delle esplicative. L’al-
tra funzione, r(x, β), indica come la funzione di rischio cambia in funzione
delle esplicative, ma non dipende dal tempo.
Cox (1972) fu´ il primo a proporre questo tipo di modello suggerendo di
utilizzare:
r(x, β) = exp(xβ). Con questa parametrizzazione la funzione di rischio
diventa:
λ(t, x, β) = λ0(t)ex
Tβ (2.2)
Ovvero nella formulazione log-lineare:
log(λ(t, x, β)) = α0(t) + xTβ (2.3)
dove la baseline di rischio α0(t) puo´ essere una qualsiasi funzione del
tempo, mentre le esplicative sono in relazione lineare. Il modello per tale
motivo si dice semi-parametrico poiche´ non descrive esplicitamente la fun-
zione hazard baseline λ0(t).
2.1 Modello a rischi proporzionali
L’approccio piu´ comunemente utilizzato per modellare la distribuzione del
tempo di sopravvivenza rispetto ad un insieme di variabili esplicative e` il
modello a rischi proporzionali introdotto da Cox (1972).
I dati basati su un campione di dimensione n, sono del tipo: (ti, δi, xi),
i = 1, . . . , n dove ti e il tempo per l’individuo i , δi e` la variabile indica-
trice dell’evento (δi = 1 se per l’individuo i l’evento in studio si e` verificato
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e δi = 0 se per il soggetto i si ha una censura) e xi e` il vettore di esplicative
o di fattori di rischio per l’individuo i supposte avere un effetto sulla distri-
buzione del tempo di sopravvivenza T . La relazione tra il tempo di rischio
e le esplicative x (dove x e` un vettore di dimensione 1 × p) puo´ essere de-
scritta attraverso il modello di Cox in cui la funzione hazard al tempo t per
un individuo e`:
λi(t, x) = λ0(t) ex
T
i β. (2.4)
La formula del modello di Cox, esprime la funzione hazard al tempo t
come prodotto tra, λ0(t), funzione hazard baseline, che e` funzione di t, ma
non coinvolge il vettore delle esplicative e exp(xTi β) dove β e` un vettore di
parametri ignoti di dimensione p × 1 (Collett, 2003, 111-120).
Il risultato e` una sequenza di curve, proporzionali tra loro in ragione del fat-
tore moltiplicativo exp(xTi β): ognuna di esse riporta i valori della funzione
di rischio istantaneo per una diversa combinazione dei valori assegnati alle
variabili esplicative. Il vantaggio del modello di Cox e` che non viene fatta
alcuna assunzione su λ0(t), infatti si parla di approccio semi-parametrico.
Il punto di forza del modello di Cox e` proprio la sua flessibilita´ nel non
definire la funzione λ0(t).
Infine, il modello di Cox appena descritto viene definito a rischi proporzio-
nali (PH) poiche´ il rapporto tra le funzioni hazard calcolate per due specifici
individui con valori dell’esplicativa pari rispettivamente a x e x∗ e`:
HR =
λ(t|x)
λ(t|x∗) = exp[(x − x
∗)β], (2.5)
un’espressione che non dipende da t.
L’assunzione PH implica, pertanto, che la quantita´ HR sia costante nel tem-
po e in pratica significa che l’hazard per un dato individuo e` proporzionale
all’hazard di ogni altro individuo, dove la proporzionalita´ costante s’inten-
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de indipendente dal tempo.
La Figura 2.1 mostra a livello esemplificativo il logaritmo dell’hazard cal-
colato per due specifici gruppi di soggetti (gruppo 0 e gruppo 1), in un
modello di Cox a rischi proporzionali.
Figura 2.1: Log-hazard in un modello PH
Poiche´ il modello di Cox a rischi proporzionali prevede che l’effetto di
una o piu´ esplicative non dipenda dal tempo, e` molto importante verificare
che tali esplicative soddisfino effettivamente l’assunzione di proporziona-
lita´ dei rischi. Tuttavia tale assunzione e` fortemente limitativa e non sempre
verificabile su dati reali e la sua assunzione in molti casi e` forzata.
L’approccio modellistico comporta la scelta di alcune variabili esplicative,
ovvero e` opportuno in genere seguire delle procedure che permettano di
individuare fra le variabili a disposizione e le loro interazioni, quali siano
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significative, ovvero quali possano essere inserite all’interno del modello,
sulla base di un livello di significativita´. Una volta scelto il modello, questo
deve essere stimato, ovvero e` necessario stimare i coefficienti β e la fun-
zione di rischio baseline λ0(t). Supponendo di disporre di n individui, m
distinti tempi in cui si verifica l’evento in studio e n − m tempi censurati.
La funzione di verosimiglianza, vista come funzione dei parametri non noti
del modello, proposta da Cox (1972) e` pari a:
L(β) =
m∏
i=1
exp(xT(i)β)∑
l∈R(t(i)) exp(x
T
(l)β)
(2.6)
dove R(t(i)) e` l’insieme di individui a rischio al tempo t(i). Tale formula e`
definita funzione di verosimiglianza parziale. Il termine parziale e` usato
perche´ il modello di Cox considera la probabilita´ soltanto per quei soggetti
che sperimentano l’evento in studio (infatti si tratta di una verosimiglianza
stimata a posteriori) e perche´ non considera la probabilita´ per quei soggetti
che sono stati censurati. Inoltre, vengono dapprima stimati i β e successi-
vamente la baseline λ0(t).
Le stime di massima verosimiglianza dei parametri β possono essere otte-
nute massimizzando la funzione di log-verosimiglianza attraverso metodi
numerici come quello di Newton-Raphson.
2.2 Modello a tempi di evento accelerati
Sebbene il modello a rischi proporzionali (PH) trovi grande applicabilita´
nell’analisi dei dati di sopravvivenza, i modelli a tempi di evento accelerati
o modelli AFT (Accelerated Failure Time) sono un’alternativa in circostan-
ze dove non si puo´ considerare valida l’assunzione di proporzionalita´ dei
rischi (Orbe et al., 2002), (Tableman and Kim, 2004, 101-105).
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Il modello AFT e` un modello generale per dati di sopravvivenza, in cui si
assume che le variabili esplicative misurate su un soggetto agiscano mol-
tiplicativamente sulla scala temporale e cosı´ hanno il ruolo di aumentare o
diminuire la velocita´ con cui un individuo procede lungo l’asse dei tempi,
accelerando o rallentando il verificarsi dell’evento terminale (Collett, 2003,
195-200) (Kalbfleisch and Prentice, 2002, 240).
Il modello puo´ essere, quindi, interpretato in termini di velocita´ di progres-
sione di una malattia.
Per illustrare l’idea sottostante l’assunzione dei modelli AFT, si consi-
deri un esempio. Supponiamo che dei pazienti siano casualmente assegnati
ad uno di due trattamenti, quello standard, 0 e quello nuovo, 1 (Cox and Oa-
kes, 1984, 64). Considerando un modello AFT, il tempo di sopravvivenza
per un individuo sottoposto al nuovo trattamento puo´ essere pensato come
multiplo del tempo di sopravvivenza di un individuo sottoposto al tratta-
mento standard. Se T0 rappresenta il tempo di sopravvivenza per l’indivi-
duo assegnato al trattamento standard e T1 rappresenta il tempo di soprav-
vivenza per l’individuo assegnato al nuovo trattamento, allora l’assunzione
del modello AFT puo´ essere espressa come segue:
T1 = φT0. (2.7)
L’assunzione sottostante il modello AFT puo´ anche essere espressa in
termini di funzione di sopravvivenza piuttosto che in termini di tempo di
sopravvivenza. Considerando cio´, la probabilita´ che un individuo assegna-
to al nuovo trattamento sopravviva oltre il tempo t e` uguale alla probabilita´
che un individuo assegnato al trattamento standard sopravviva oltre il tem-
po t/φ, dove φ e` una costante positiva.
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Indichiamo con S 0(t) e con S 1(t) le funzioni di sopravvivenza per gli in-
dividui appartenenti ai due gruppi di trattamento. Allora il modello AFT
specifica che:
S 1(t) = S 0(t/φ), (2.8)
per i valori del tempo di sopravvivenza t.
Un’interpretazione di questo modello e` che la durata della vita di un indi-
viduo sottoposto al nuovo trattamento e` φ volte la durata della vita di un
individuo sottoposto al trattamento standard. Il parametro φ, quindi, riflette
l’impatto del nuovo trattamento sulla scala del tempo (Zeng and Lin, 2007).
Quando in uno studio, per esempio, l’end-point e` la morte del paziente, va-
lori di φ inferiori all’unita´ corrispondono ad un’accelerazione del tempo di
morte di un’individuo assegnato al nuovo trattamento, rispetto ad un indi-
viduo sottoposto al trattamento standard. Di contro, valori di φ superiori
all’unita´ corrispondono ad una decelerazione del tempo di morte di un’in-
dividuo assegnato al nuovo trattamento, rispetto ad un individuo sottoposto
al trattamento standard.
La quantita´ φ e` definita fattore di accelerazione e rappresenta la misura del-
l’associazione ottenuta in un modello AFT ossia il time ratio (Hosmer and
Lemeshow, 1999, 274). Questo fattore consente di valutare l’effetto delle
esplicative sul tempo di sopravvivenza cosı´ come l’hazard ratio consente
di valutare l’effetto delle esplicative sul rischio.
Il time ratio (TR) confronta due livelli dell’esplicativa X, (x = 1 vs x = 0),
tenendo costanti tutte le altre esplicative. Esso viene interpretato come il
rapporto stimato dei tempi di sopravvivenza attesi per i due gruppi.
TR > 1 implica che l’esplicativa prolunga il tempo fino al verificarsi del-
l’evento in studio, ovvero l’esplicativa accelera il tempo di sopravvivenza;
TR < 1 indica che e` piu´ probabile che l’evento si verifichi prima, ovvero
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l’esplicativa decelera il tempo di sopravvivenza.
Il fattore di accelerazione puo´ anche essere interpretato in termini di
tempi di sopravvivenza mediani dei pazienti assegnati ai due trattamenti:
t1(50) e t0(50). Questi valori sono tali che S 1 {t1(50)} = S 0 {t0(50)} = 0.5.
Quindi, sotto il modello AFT, S 1 {t1(50)} = S 0 {t0(50)/φ}, e cosı´ segue che
t1(50) = φt0(50). In altri termini, sotto un modello AFT, il tempo mediano
di sopravvivenza di un paziente sottoposto al nuovo trattamento e` φ volte
quello di un paziente assegnato al trattamento standard.
T1 = φT0 =⇒ Me1 = φMe0 (2.9)
dove Me0 rappresenta il tempo di sopravvivenza mediano per un indivi-
duo appartenente al gruppo 0 e Me1 rappresenta il tempo di sopravvivenza
mediano per un individuo appartenente al gruppo 1.
Lo stesso ragionamento puo´ essere fatto per qualunque percentile della
distribuzione del tempo di sopravvivenza. Questo significa che il q−esimo
percentile della distribuzione del tempo di sopravvivenza per un paziente
assegnato al nuovo trattamento, t1(q), e` tale che t1(q) = φt0(q), dove t0(q) e`
il q−esimo percentile per il trattamento standard.
La Figura 2.2 mostra a livello esemplificativo il logaritmo dell’hazard
calcolato per due specifici gruppi di soggetti (gruppo 0 e gruppo 1), in un
modello AFT.
In genere si assume che φ = eαx.
Facendo tale assunzione e calcolando il log della (2.7) si ottiene:
log T1 = log{exTi αT0} = log T0 + xTi α (2.10)
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Figura 2.2: Log-hazard in un modello AFT
dove xTi α rappresenta la parte parametrica del modello e log T0 la compo-
nente stocastica (Orbe and Nunez-Anton, 2006).
Si osservi che una formulazione alternativa del modello AFT e` (Orbe
and Nunez-Anton, 2006):
λ1(t) = ex
T
i βλ0(ex
T
i βt) (2.11)
Passando ai logaritmi si ottiene:
log λ1(t) = xTi β + log λ0(e
xTi βt) (2.12)
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dove si osserva: sign(α) = −sign(β).
In letteratura sono stati proposti altri approcci per la stima e l’inferenza di
un modello AFT (Orbe et al., 2002; Orbe and Nunez-Anton, 2006).
Orbe et al. (2002) presentano una nuova metodologia, che viene applicata
quando non si puo´ fare l’assunzione di proporzionalita´ dei rischi, secondo la
quale gli stimatori possono essere ottenuti usando i minimi quadrati pesati;
i pesi si ottengono attraverso un’estensione dello stimatore di Kaplan-Meier
(Kalbfleisch and Prentice, 2002, 218-244).
Orbe and Nunez-Anton (2006) forniscono un’estensione al modello descrit-
to da Aitkin and Clayton (1980), i quali hanno mostrato come alcuni mo-
delli parametrici per l’analisi della sopravvivenza come, per esempio, i mo-
delli esponenziale o di Weibull, sono facilmente stimati attraverso i modelli
lineari generalizzati (GLM). (Per una discussione dettagliata sui GLM si
vedano, per esempio McCullagh and Nelder (1988) o Fahrmeir and Tutz
(1994)).
Orbe and Nunez-Anton (2006), a differenza di Aitkin and Clayton (1980)
utilizzano un GLM semiparametrico, in particolare un modello log-lineare
di Poisson.
Nonostante a livello teorico ci siano molti sviluppi sull’argomento, a livel-
lo pratico tutti questi approcci sono numericamente complicati e di diffici-
le implementazione, soprattutto quando cresce il numero delle esplicative.
Uno dei metodi maggiormente utilizzati e` quello di Buckley e James (Buc-
kley and James, 1979) che viene illustrato di seguito.
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2.2.1 Metodo di Buckley e James
Uno degli approcci semi-parametrici del modello AFT ampiamente utiliz-
zato e che consente la stima dei parametri della regressione e` il metodo di
Buckley e James. Buckley and James (1979) introducono un metodo che
stima una regressione di minimi quadrati quando sono presenti dati cen-
surati. Il loro stimatore usa le equazioni di stima dei minimi quadrati e
un meccanismo di updating basato su uno stimatore non parametrico della
distribuzione dei residui utile per trattare dati censurati (Jin et al., 2006);
(Miller and Halpern, 1982). Il modello assume che il tempo T , o una sua
trasformata monotona, sia legata linearmente al vettore di variabili espli-
cative x, cosicche´, indicate con Ti le variabili casuali degli n tempi di so-
pravvivenza non censurati e con xi i rispettivi vettori di esplicative, si puo´
scrivere:
Ti = β0 + xTi β + i i = 1, ..., n (2.13)
dove i sono iid con E[i] = 0, Var[i] = σ2 e distribuzione di i indi-
pendente da x.
Dal momento che in presenza di dati censurati si osserva solo
Yi = min(Ti,Ci)
dove Ci sono i tempi di censura.
Buckley e James definiscono:
Y∗i = Yiδi + E(Ti|Ti > Yi)(1 − δi) (2.14)
dove δi = I(Ti ≤ Ci). Si dimostra che
E[Y∗i ] = E[Ti]. (2.15)
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e` necessario stimare la quantita´ E(Ti|Ti > Yi) per ogni Yi:
E(Ti|Ti > Yi) = E(β0 + xTi β + i|(β0 + xTi β + i) > Yi)
= β0 + xTi β + E(i|i > Yi − (β0 + xTi β))
(2.16)
e rimane da stimare:
E(i|i > Yi − (β0 + xTi β)) =
=
∫ ∞
Yi−(β0+xTi β)

1 − F(Yi − (β0 + xTi β))
dF
(2.17)
dove F e` la funzione di distribuzione di . Dopo aver sostituito F con
una stima Fˆ di Kaplan-Meier, si ha:
y∗i = yiδi +
(
xTi β˜ +
∑
 j>i w j j
1 − Fˆ(i)
)
(1 − δi) (2.18)
dove w j sono i pesi di Fˆ. In questo modo il metodo non dipende da ipo-
tesi sulla distribuzione dei residui. Se si osserva y∗i , una stima di β potrebbe
essere:
βˆ = (XT X)−1XT y∗(β˜) (2.19)
dove X e` la matrice delle variabili esplicative.
Le formule (2.18) e (2.19) stimano β in maniera iterativa.
Dopo aver stimato β, la stima di β0 e` data da:
βˆ0 = y∗ − xT βˆ. (2.20)
Questa procedura e` molto interessante proprio per l’uso del metodo dei
minimi quadrati che consente una facile interpretazione dei risultati e l’u-
tilizzo dell’analisi dei residui, mentre lo schema di updating e` in generale
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difficilmente adattabile alle varie forme di censura. Nel Software R c’e`
una funzione, bj nel pacchetto rms che adatta lo stimatore non parametrico
dei minimi quadrati di Buckley-James a una variabile risposta censurata a
destra. Il programma implementa l’algoritmo come descritto nell’articolo
originale di Buckley e James (Buckley and James, 1979). La matrice di
varianza e covarianza stimata e` basata solo su osservazioni non censurate,
ma e` stato dimostrato in studi di simulazione che fornisce risultati soddisfa-
centi. Dal punto di vista computazionale, la convergenza e` piuttosto lenta,
per cui e` necessario aumentare il numero di iterazioni.
2.3 Modello a rischi accelerati
Il modello a rischi accelerati o accelerated hazard (AH) e` un modello al-
ternativo per dati di sopravvivenza. Rispetto ai modelli di sopravvivenza
tipicamente utilizzati, quali per esempio il modello PH e il modello AFT,
il modello AH e` particolarmente utile per modellare l’effetto di un tratta-
mento o di altre esplicative quando l’effetto del trattamento e` graduale e c’e`
un ritardo (lag) prima che il trattamento sia completamente efficace. (Chen
et al., 2014).
Il modello (AH) e` stato proposto in letteratura da piu´ di una decina d’anni
(Chen and Wang, 2000a; Chen, 2001); tuttavia la sua applicazione e` par-
ticolarmente limitata dalla complessita´ dei metodi di stima semiparametri-
ca esistenti che ostacolano la sua diffusione ed applicazione (Zhang et al.,
2011; Chen et al., 2014).
Chen and Wang (2000a) stimano gli effetti della regressione attraverso un’e-
quazione di stima del tipo non-smooth rank.
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Zhang et al. (2011) hanno proposto un nuovo metodo di stima semiparame-
trica basato su un’approssimazione kernel-smoothed della verosimiglianza.
(Chen et al., 2014) hanno utilizzato un’approccio Bayesiano non parame-
trico per la stima del modello.
Chen and Wang (2000a) e Chen (2001) furono i primi a proporre un
modello AH che veniva espresso nel seguente modo:
λ(t, z) = λ0(tez
Tγ) (2.21)
dove λ0(·) e` una funzione di rischio baseline arbitraria ed ignota e γ e` un
vettore di parametri ignoti.
L’esponenziale dello i−esimo effetto della regressione, exp(γi) e` interpretato
come un fattore di quanto tempo in piu´ (o in meno) e` richiesto per ottenere
lo stesso rischio di fallimento quando lo i−esimo predittore viene incremen-
tato di un’unita´.
Ad esempio nella maggior parte degli studi clinici randomizzati, i sog-
getti sono casualmente assegnati al gruppo dei trattati e al gruppo dei con-
trolli prima che essi ricevano il trattamento o il placebo. Per valutare l’effi-
cacia dei differenti trattamenti terapeutici, assumiamo che λ1(t) sia la fun-
zione hazard del gruppo dei trattati e λ0(t) sia la funzione hazard del gruppo
dei controlli. Se la randomizzazione e` ben bilanciata, e` piu´ ragionevole as-
sumere che le funzioni hazard non siano distinguibili a t = 0. In questo
contesto, l’utilizzo dei modelli PH ed AFT sarebbe errato in quanto en-
trambi i modelli impongono che le funzioni hazard siano identiche per tutti
t ≥ 0 se λ1(0) = λ0(0). Il modello AH, di contro, e` piu´ indicato per que-
sto obiettivo, perche´ garantisce, anche se γ , 0, che λ1(0) = λ0(0) senza
forzare le intere funzioni ad essere identiche (Zhang et al., 2011). Inoltre,
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il modello AH puo´ usare anche un solo parametro nelle funzioni hazard
per caratterizzare un fenomeno, mentre i modelli PH o AFT dovrebbero in-
trodurre interazioni o termini dipendenti dal tempo per modellare eventuali
variazioni.
Il beneficio dell’effetto di un trattamento nel modello AH e` ben definito
quando le funzioni hazard sono monotone, poiche´ l’ordine viene ancora
mantenuto sia nell’accelerazione sia nella decelerazione. Un’accelerazione
di γ > 0 significa che l’effetto del trattamento e` benefico (dannoso) se le
funzioni hazard sono monotone decrescenti (crescenti). Di contro un’acce-
lerazione di γ < 0 implica che l’effetto del trattamento e` benefico (dannoso)
se le funzioni hazard sono monotone crescenti (decrescenti).
In riferimento alla funzione hazard del gruppo di controllo, il trattamen-
to in un modello AH non modifica la forma complessiva della funzione di
rischio, ma piuttosto riscala il suo asse temporale (Chen and Wang, 2000a).
Cioe´:
λ1(t) = λ0(teγ) (2.22)
dove eγ indica come il trattamento abbia l’effetto di far variare la scala tem-
porale della sottostante funzione hazard ed e`, pertanto, chiamato hazard
progression time ratio. Il valore di γ riflette la forza e la direzione di tale
cambiamento di scala. La direzione dell’alterazione puo´ essere o di accele-
razione o di decelerazione, dipende se γ > 0 o γ < 0, rispettivamente.
Per esempio, se γ = − log 2, il rischio per gli individui appartenenti al grup-
po dei trattati progredisce in meta´ tempo rispetto al rischio per gli individui
appartenenti al gruppo di controllo. Se, invece, γ = log 2, il rischio per gli
individui appartenenti al gruppo dei trattati progredisce nel doppio del tem-
po rispetto al rischio per gli individui appartenenti al gruppo di controllo.
36 Capitolo 2. Modelli semi-parametrici di regressione
Ovviamente, non c’e` nessuna differenza tra i due gruppi se γ = 0 (Chen,
2001).
La Figura 2.3 mostra a livello esemplificativo il logaritmo dell’hazard
calcolato per due specifici gruppi di soggetti (gruppo 0 e gruppo 1), in un
modello AH.
Si osservi che per t = 0 le due funzioni di rischio sono uguali.
Figura 2.3: Log-hazard in un modello AH
Poiche´ i modelli PH, AFT ed AH caratterizzano differenti aspetti del
trattamento, tali effetti non sempre sono confrontabili. E` difficile compren-
dere quale modello sia piu´ vicino alla realta´, dipende essenzialmente dalle
2.3. Modello a rischi accelerati 37
sue assunzioni e da quanto queste siano vicine alla realta´. Per esempio,
quando ci si aspetta che il trattamento sia altamente efficace e il suo effetto
sia persistente, sono preferibili i modelli PH o AFT; quando ci si aspetta
che il trattamento in uno studio bilanciato abbia un effetto graduale, e` pre-
feribile il modello AH.
Nel capitolo successivo viene proposta una classe generale di modelli di re-
gressione semiparametrica per la funzione hazard. Questa classe generale
include i modelli PH, AFT ed AH.

Capitolo 3
Un Modello di Regressione
Esteso
In questo capitolo viene proposta una classe generale di modelli di regres-
sione semiparametrica per la modellazione della funzione hazard. Questa
classe generale include come sottoclassi le classi di modelli popolari viste
in precedenza, come il modello PH di Cox, il modello AFT e il modello
AH. Il nuovo modello e` flessibile nell’adattarsi ai dati di sopravvivenza e
consente di predire il processo di sopravvivenza di un soggetto. Grazie alla
sua struttura che include il modello PH, il modello AFT e il modello AH,
questa classe generale di modelli puo´ fornire uno strumento per determi-
nare quale di essi e` piu´ appropriato per i dati in esame (Chen and Jewell,
2001).
In letteratura sono presenti diversi articoli dove vengono proposti mo-
delli estesi che possano essere utilizzati nei molteplici scenari che gli stu-
di di sopravvivenza possono presentare (Etezadi-Amoli and Ciampi, 1987;
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Tseng et al., 2014; Tseng and Shu, 2011; Tong et al., 2013).
Etezadi-Amoli and Ciampi (1987) discutono un modello esteso che include
sia il modello a rischi proporzionali di Cox sia il modello AFT. Gli autori
utilizzano le spline per approssimare la funzione hazard baseline e svilup-
pano una procedura di stima basata sulla massima verosimiglianza per for-
nire le stime della funzione hazard e dei coefficienti di regressione.
Tseng et al. (2014) introducono una classe generale di modelli semipara-
metrici, chiamati extended hazard con lo scopo di essere applicati ai diversi
contesti in cui i dati di sopravvivenza con esplicative dipendenti dal tempo
possono essere utilizzati. Questo modello esteso contiene come sottoclassi
sia il modello a rischi proporzionali di Cox sia il modello AFT. Per la sti-
ma dei parametri del modello proposto, gli autori sviluppano una classe di
equazioni di stima che utilizza processi di conteggio e tecniche Martingale.
Tseng and Shu (2011) propongono un modello alternativo per la stima dei
modelli extended hazard (Tseng et al., 2014), basato su un’approssimazio-
ne kernel-smoothed della verosimiglianza. Tale modello esteso contiene
come sottoclassi sia il modello a rischi proporzionali di Cox sia il modello
AFT.
Tong et al. (2013) come Tseng and Shu (2011) si basano su un’approssi-
mazione kernel-smoothed della verosimiglianza per la stima di un modello
semiparametrico esteso che contiene come sottoclassi i modelli PH ed AFT.
Inoltre, Tong et al. (2013) sviluppano una tecnica di selezione con struttura
penalizzata per determinare quali esplicative costituiscono il modello PH e
quali il modello AFT.
La classe generale di modelli di regressione semiparametrica per la fun-
zione hazard che in questa tesi si propone, include i modelli PH, AFT ed
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anche i modelli AH, che nei modelli estesi presenti in letteratura, in genere,
non vengono considerati.
Si denoti con λ(t, x, z) la funzione hazard al tempo t per un soggetto con
due vettori di esplicative x e z. Possiamo definire il modello di regressione
Extended Hazard (EH) nel seguente modo:
λ(t, x, z) = λ0(tez
Tγ) ex
Tβ. (3.1)
E` facile vedere che la formula si riduce al modello PH per γ = 0, al
modello AFT per γ = β quando x ≡ z e, infine, al modello AH per β = 0.
La Tabella 3.1 mostra che i modelli PH, AFT ed AH sono annidati in
questo modello esteso.
Tabella 3.1: Modello di Regressione Esteso
Condizione Modello λ(t, x, z)
γ = 0 PH λ0(t) ex
Tβ
γ = β (se x ≡ z) AFT λ0(texTβ) exTβ
β = 0 AH λ0(tez
Tγ)
Come esempio assumiamo che l’esplicativa X sia binaria.
Supponiamo che X = 1 si riferisca al gruppo dei trattati e X = 0 al
gruppo dei controlli, come in uno studio clinico randomizzato. Allora il
modello si riduce a:
λ1(t) = λ0(teγ) eβ, (3.2)
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dove λ1(·) e` la funzione hazard del gruppo dei trattati, λ0(·) e` la funzione
hazard del gruppo dei controlli, e γ e β sono i parametri. I due parametri,
γ e β, possono essere interpretati come misure di due differenti effetti che
l’esplicativa puo´ avere sulla sopravvivenza. Il primo parametro, γ, identifi-
ca l’accelerazione/decelerazione della progressione del rischio nel gruppo
dei trattati, mentre β caratterizza l’hazard relativo dopo aver corretto per
le differenti progressioni del rischio nei gruppi dei trattati e dei controlli.
Quindi, il modello EH implica che il trattamento puo´ modificare simulta-
neamente la grandezza del rischio e la velocita´ della progressione.
Identificare e stimare correttamente queste due componenti puo´ consentire
una migliore descrizione dei dati e portare ad una piu´ accurata modellazio-
ne della sopravvivenza dei soggetti in studio, sebbene il principale valore
di questo modello generale e` quello di quantificare e discriminare tra le tre
sottoclassi di modelli che di solito vengono usate individualmente.
La Figura 3.1 mostra a livello esemplificativo il logaritmo dell’hazard cal-
colato per due specifici gruppi di soggetti (gruppo 0 e gruppo 1), nei diversi
modelli.
Si osservi che il grafico relativo al modello esteso EH rappresenta una gene-
ralizzazione dei tre grafici visti: PH, dove si osserva la proporzionalita´ dei
rischi evidenziata dalle curve parallele; AH, dove per t = 0 le due funzioni
di rischio sono uguali; e AFT, dove si ha l’uguaglianza tra i due gruppi di
esplicative (x ≡ z).
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Figura 3.1: Log-hazard nei diversi modelli
Per stimare il modello (3.1) e` necessario introdurre una formulazione
alternativa dei tempi di sopravvivenza, pertanto, nel paragrafo successivo
viene introdotto il modello di regressione di Poisson.
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3.1 Modello di Regressione di Poisson
Se gli studi di sopravvivenza vengono analizzati alla luce della tradizio-
ne demografica, l’osservazione alla base dello studio stesso non e` il tempo
del verificarsi del evento (o della censura) per ciascun soggetto dello studio,
ma piuttosto, molti piccoli intervalli di follow-up per ciascun soggetto (Car-
stensen, 2005; Whitehead, 1980). L’obiettivo dell’analisi diventa, pertanto,
quello di modellare i tassi piuttosto che il tempo del verificarsi dell’evento;
la variabile risposta e`, quindi, un outcome di tipo 0/1 in ciascun intervallo.
Il tempo viene visto come una variabile esplicativa piuttosto che come una
risposta.
In questo contesto uno strumento molto utile e` il modello di regressione di
Poisson. L’implementazione di un modello di Poisson in pratica richiede
che il follow-up per ciascun soggetto sia suddiviso in piccoli intervalli di
follow-up. Le esplicative tempo dipendenti verranno calcolate per ciascun
intervallo, mentre quelle che hanno valori fissi nel tempo verranno trascrit-
te, per ciascun soggetto, in tutti gli intervalli.
A livello pratico, l’implementazione di un modello di Poisson richiede l’u-
tilizzo di tante osservazioni per ciascun soggetto e questo in passato pote-
va essere un problema da un punto di vista computazionale a causa della
mancanza di software adatti ad un tale approccio. Adesso, invece sono di-
sponibili diverse soluzioni con Stata, SAS ed R che rendono tale approccio
ampiamente accessibile.
Il vantaggio che rimane del modello di Cox e` la sua abilita´ a produrre fa-
cilmente le stime delle probabilita´ di sopravvivenza negli studi clinici con
un ben definito tempo di inizio per tutti gli individui. Questo puo´, tuttavia,
essere realizzato anche attraverso un modello di Poisson con dei metodi che
non risultano eccessivamente complicati.
3.2. La variabile Tempo: Risposta o Esplicativa? 45
3.2 La variabile Tempo: Risposta o Esplicativa?
Generalmente, l’analisi della sopravvivenza si basa sullo studio di dati del
tipo (T,C), dove si osserva soltanto min(T,C) e δ = 1{T < C}. Questo
e` un approccio che considera il tempo di sopravvivenza T come variabile
risposta, anche se non completamente osservata perche´ limitata dal tempo
di censura C.
Si consideri uno studio (di sopravvivenza) di follow-up dove il tempo di
follow-up per ciascun soggetto viene suddiviso in piccoli intervalli di ugua-
le lunghezza y. Per ciascun intervallo si rilevi la variabile d’interesse che
assumera´ valore 0 per tutti gli intervalli e valore 1 soltanto per l’ultimo
intervallo nel quale il soggetto sperimenta l’evento in studio (Carstensen,
2005). Ciascun piccolo intervallo per ogni soggetto fornisce un’osserva-
zione di quello che puo´ essere definito tasso empirico, (d, y), dove d e` il
numero di eventi nell’intervallo, che tipicamente e` (0 o 1), e y e` la lunghez-
za dell’intervallo, cioe´ quello che viene definito risk time.
Il tasso teorico di occorrenza dell’evento e` definito come il tasso:
λ(t) = lim
h→0
P {evento in (t, t + h) | a rischio al tempo t}
h
(3.3)
che puo´ dipendere da un certo numero di esplicative. Con questa formula-
zione il tempo (scala) t ha lo status di un’esplicativa e il risk time h, che e` la
differenza tra due punti nella scala temporale, lo status proprio di risk time.
3.2.1 Verosimiglianza per tassi empirici
In un intervallo di lunghezza y con tasso costante λ, la probabilita´ dell’even-
to e` λy, per cui il contributo alla verosimiglianza di ciascun tasso empirico
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(d, y) e` la verosimiglianza di Bernoulli che e` cosı´ definita:
L(λ|(d, y)) = (λy)d × (1 − λy)1−d =
(
λy
1 − λy
)d
(1 − λy) (3.4)
Passando ai logaritmi si ha:
`(λ|(d, y)) = d log
(
λy
1 − λy
)
+ log(1−λy) ≈ d log(λ) + d log(y)−λy (3.5)
Questa formulazione si ottiene attraverso l’approssimazione di Poisson alla
Binomiale.
L’osservazione di tassi empirici indipendenti con lo stesso parametro
da luogo ad una log-verosimiglianza che dipende dai tassi empirici solo
attraverso D =
∑
d e Y =
∑
y, ovvero:
`(λ|(D,Y)) = D log(λ) − λY (3.6)
che e` la log-verosimiglianza di una variabile Poisson D con media λY .
Si osservi che i contributi alla verosimiglianza di ciascun soggetto non
saranno indipendenti, ma saranno condizionatamente indipendenti; la ve-
rosimiglianza totale di ciascun individuo sara´ il prodotto delle probabilita´
condizionate della forma:
P {evento in (t3, t4) | vivo a t3} × P {sopravvivenza (t2, t3) | vivo a t2}
× P {sopravvivenza (t1, t2) | vivo a t1}
× P {sopravvivenza (t0, t1) | vivo a t0}
(3.7)
Quindi la verosimiglianza per un insieme di tassi empirici si presen-
ta come una verosimiglianza per osservazioni di Poisson indipendenti, ma
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non lo e` in quanto e` un prodotto (e la log-verosimiglianza una somma) di
probabilita´ condizionate. Cosı´ gli studi di sopravvivenza possono essere
analizzati usando la verosimiglianza di Poisson per osservazioni indipen-
denti; dipende da quanto si e` disposti ad accettare in termini di larghezza
degli intervalli. Si noti che e` soltanto la verosimiglianza che coincide con
quella di un modello di Poisson, non la distribuzione della variabile risposta
(d, y), quindi, e` ammissibile solo l’inferenza basata sulla verosimiglianza.
L’analisi di un modello moltiplicativo per il parametro λ permette di adat-
tare un modello di Poisson:
log(µ) = log(λY) = log(λ) + log(Y). (3.8)
Se log(λ) e` il parametro, il termine log(Y) deve essere considerato un’e-
splicativa con coefficiente uguale a 1, il cosiddetto offset (McCullagh and
Nelder, 1988).
3.3 Il modello di Cox attraverso la formulazione di
Poisson
In questo paragrafo viene descritto il modo attraverso cui un modello di
Cox viene stimato utilizzando un modello di Poisson.
Si consideri il modello di Cox nella sua formulazione classica:
λ(t, x) = λ0(t) × exp(η), η = Xβ (3.9)
Il modello di Cox considera la log-verosimiglianza parziale per i parametri
β = (β1, · · · , βp) nel predittore lineare ηi = β1x1i + · · · + βpxpi:
`(β) =
∑
eventi
log
(
eηevento∑
i∈<t eηi
)
(3.10)
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dove<t e` l’insieme dei soggetti a rischio al tempo t.
Supponiamo che la scala temporale sia suddivisa in piccoli intervalli di
tempo con al piu´ un evento in ciascuno di essi e che in aggiunta ai para-
metri della regressione che descrivono l’effetto delle esplicative, si usi un
parametro per descrivere l’effetto del tempo. Quindi, il modello con tassi
costanti in ciascun piccolo intervallo e`:
log(λ(t, xi)) = log(λ0(t)) + β1x1i + ... + βpxpi = αt + ηi. (3.11)
dove αt = f (t), ovvero αt viene stimato attraverso le spline o i polinomi.
I contributi alla log-verosimiglianza che contengono informazioni su uno
specifico parametro della scala temporale αt, saranno contributi dall’empirical
rate (d, y) = (1, 1) con l’evento al tempo t, e tutti i tassi empirici (d, y) =
(0, 1) da tutti gli altri individui che sono a rischio al tempo t. C’e` esatta-
mente un contributo da ciascun soggetto a rischio alla log-verosimiglianza:
`t(αt, β) =
∑
i∈<t
{
di(αt + ηi) − eαt+ηi} = αt + ηevento − eαt ∑
i∈<t
eηi (3.12)
dove ηevento e` il predittore lineare per il soggetto che sperimenta l’even-
to. La derivata rispetto a αt e`:
∂`(αt ,β)
∂αt
= 1 − eαt
∑
i∈<t
eηi = 0 ⇐⇒ eαt = 1∑
i∈<t eηi
(3.13)
Se la stima di eαt viene inserita nella log-verosimiglianza per αt, otte-
niamo la verosimiglianza profilo:
log
(
1∑
i∈<t eηi
)
+ ηdeath − 1 = log
(
eηdeath∑
i∈<t eηi
)
− 1 (3.14)
che e` la stessa del contributo al tempo t in una log-verosimiglianza par-
ziale di Cox.
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Il modello di Cox potrebbe, quindi, essere stato formulato come un
modello dove c’e` un parametro della scala temporale separato per ciascun
intervallo di tempo. Per quegli intervalli sulla scala temporale dove non si e`
verificato l’evento in studio, la stima di αt sara´ −∞, e cosı´ questi intervalli
non contribuiranno alla log-verosimiglianza.
Quindi, un modello di Cox puo´ essere stimato attraverso un modello di
regressione di Poisson esplodendo opportunamente i dati e specificando un
modello che abbia un parametro per ogni intervallo temporale. I risultati
saranno analoghi anche in termini di errori standard, poiche´ e` la stessa la
verosimiglianza che viene massimizzata.
Questa non e` una nuova scoperta, gia´ Whitehead (1980) aveva eviden-
ziato questa possibilita´. Tuttavia, i problemi a livello computazionale con-
nessi con questo approccio erano eccessivi per consentire al metodo di dif-
fondersi a livello pratico in quegli anni.
Riassumendo, possiamo asserire che l’implementazione di un model-
lo di Poisson in pratica richiede che il tempo di sopravvivenza per ciascun
soggetto sia suddiviso in piccoli intervalli di follow-up. Le esplicative che
variano nel tempo verranno calcolate per ciascun intervallo, mentre quelle
che hanno valori fissi nel tempo verranno ripetute, per ciascun soggetto,
in tutti gli intervalli. Quindi, si esplode un dataset tradizionale per dati di
sopravvivenza con un record per ogni soggetto in un dataset con diversi
record per ogni soggetto, uno per ogni intervallo di follow-up.
In un modello di Poisson il logaritmo del risk-time viene inserito come off-
set e il tempo come esplicativa. Quindi, un modello di Poisson per dati di
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follow-up consente di fare una netta distinzione tra risk-time come variabile
risposta e time-scale come esplicativa. Dopo che i dati vengono suddivisi
in piccoli intervalli di follow-up, l’effetto di ciascun time-scale puo´ essere
stimato usando le spline o i polinomi. Cosı´ si otterranno direttamente i tas-
si baseline stimati attraverso un modello lineare generalizzato con un dato
insieme di esplicative.
Capitolo 4
Stima del modello di
regressione esteso
Nel presente capitolo viene proposta una procedura di stima del modello di
regressione esteso per l’analisi semiparametrica dei dati di sopravvivenza,
sfruttando la formulazione di Poisson descritta nel capitolo precedente per
il modello di Cox. L’obiettivo, quindi e` quello di utilizzare questa formu-
lazione alternativa che fa uso del modello di regressione di Poisson, per
stimare i modelli visti, modello di Cox a rischi proporzionali (PH), model-
lo Accelerated Failure Time (AFT) e, infine, modello Accelerated Hazard
(AH), che in letteratura sono stimati attraverso l’ottimizzazione di criteri
molto diversi tra loro.
Si consideri il modello generale visto nel precedente capitolo (3.1),
dove, per esemplificare si suppongono x e z non vettoriali:
λ(t, x, z) = λ0(tezγ) exβ. (4.1)
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Come discusso, il modello include come casi particolari:
• Se γ = 0 =⇒ modello di Cox PH λ(t, x) = λ0(t) exβ
• Se γ = β (x = z) =⇒ modello AFT λ(t, x) = λ0(texβ) exβ
• Se β = 0 =⇒ modello AH λ(t, z) = λ0(tezγ)
Come abbiamo evidenziato nel precedente capitolo, i due parametri, γ
e β, possono essere interpretati come misure di due differenti effetti che le
esplicative possono avere sulla sopravvivenza.
Il primo parametro, γ, identifica l’accelerazione/decelerazione della pro-
gressione del rischio nei diversi gruppi di soggetti (gruppi che si costitui-
scono in relazione all’esplicativa in esame); mentre β caratterizza l’hazard
relativo dopo aver corretto per le differenti progressioni del rischio nei dif-
ferenti gruppi.
Il modello esteso implica, quindi, che l’esplicativa possa modificare simul-
taneamente la grandezza del rischio e la velocita´ della progressione.
Stimare in maniera accurata queste due componenti puo´ consentire una mi-
gliore descrizione dei dati. Infatti, un valore di questo modello generale
per l’analisi dei dati di sopravvivenza potrebbe essere quello di avere una
maggiore flessibilita´ nell’adattamento oltre a consentire confronti tra i mo-
delli PH, AFT, ed AH, modelli tra di loro differenti e, di conseguenza, non
immediatamente confrontabili.
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4.1 Algoritmo di stima
L’equazione (4.1) esprime una forma funzionale per il parametro di una
variabile casuale Poisson, dove λ0(·) viene espressa attraverso polinomi o
basi di spline. Utilizzando una formulazione log-lineare, nello spirito di
una classica regressione di Poisson si ottiene:
log(λ(t, x, z)) = log(λ0(tezγ)) + xβ (4.2)
che definisce una funzione non lineare nei parametri. La diretta massimiz-
zazione della log-verosimiglianza di Poisson potrebbe essere utilizzata per
ottenere le stime dei parametri, tuttavia suggeriamo in questo capitolo una
procedura che consente di stimare il modello (4.2) attraverso modelli linea-
ri di Poisson.
Il modello (4.2) contiene una funzione che e` non lineare in γ, pertan-
to, il modello viene riscritto considerando una funzione f (·) liscia e non
specificata, tale che:
log(λ0(tezγ)) = f (γ, t). (4.3)
Per linearizzare tale funzione, si consideri lo sviluppo in serie di Taylor:
f (γ, t) ≈ f (γ˜, t) + (γ − γ˜) f ′(γ˜, t) (4.4)
dove si assume γ˜ noto.
Considerando che nel modello in questione la funzione e`:
f (tezγ),
si ottiene:
f (tezγ) ≈ f (tezγ˜) + (γ − γ˜) f ′(tezγ˜) t ezγ˜z, (4.5)
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Ponendo W˜ = f ′(tezγ˜) t ezγ˜z, il modello (4.2) puo´ essere formulato
come segue:
log(λ(t, x, z)) = f (tezγ˜) + γW˜ − γ˜W˜ + xβ (4.6)
ovvero:
log(λ(t, x, z)) = γW˜ + xβ + f (tezγ˜) − γ˜W˜ (4.7)
dove γ˜W˜ e` l’offset, f (tezγ˜) puo´ essere stimato attraverso le spline o i poli-
nomi e, infine, β e γ sono coefficienti lineari.
L’equazione di regressione (4.7) definisce un’approssimazione lineare
della (4.2), assumendo un valore γ˜ noto. Questo suggerisce di stimare il
modello di Poisson (4.2) attraverso i seguenti passi.
1. Si fissi un valore iniziale γ˜
2. Si calcoli la pseudo variabile esplicativa
W˜ = f ′(tezγ˜) t ezγ˜z
3. Si stimi una regressione lineare di Poisson con equazione
log(λ(t, x, z)) = γW˜ + xβ + f (tezγ˜) + O f f s
dove O f f s = −γ˜W˜ e` il termine offset, ovvero una variabile con
coefficiente noto e fissato uguale a 1
4. Ottenute le stime (γˆ, βˆ, fˆ ), si ponga γˆ −→ γ˜
5. Si ripetano i passi 2 - 4 fino a convergenza.
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L’algoritmo descritto sembra funzionare in modo adeguato nella prati-
ca. Nelle analisi e negli studi di simulazione riportati nei capitoli successivi,
e` stato impiegato γ˜ = 0 che sembra funzionare bene. Inoltre, e` stato osser-
vato che una correzione del passo garantisce una maggiore stabilita´ con un
aumento non rilevante nel numero delle iterazioni. Infine, come criterio di
arresto per definire la convergenza sono state considerate variazioni relative
della devianza.
L’algoritmo descritto si riferisce al modello EH. Tuttavia e` possibile
impiegarlo anche per stimare i casi particolari: PH, AFT ed AH.
Si consideri l’equazione (4.7) nei tre distinti modelli. In particolare, se si
vuole stimare il modello PH di Cox non e` necessario iterare poiche´ tale
modello si ottiene a partire dal modello (4.7) ponendo γ = 0. Per cui si
ha:
log(λ(t, x)) = f (t) + xβ (4.8)
Se si vuole stimare il modello AFT bisogna considerare γ = β e x = z,
per cui la stima del modello si ha attraverso i seguenti passi:
1. Si fissi un valore iniziale β˜
2. Si calcoli la pseudo variabile esplicativa
W˜ = f ′(texβ˜) t exβ˜x
3. Si stimi una regressione lineare di Poisson con equazione
log(λ(t, x)) = βW˜ + xβ + f (texβ˜) − β˜W˜
= β(W˜ + x) + f (texβ˜) − β˜W˜
(4.9)
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4. Ottenute le stime (βˆ, fˆ ), si ponga βˆ −→ β˜
5. Si ripetano i passi 2 - 4 fino a convergenza.
Se si vuole stimare il modello AH bisogna considerare β = 0, per cui la
stima del modello si ottiene con il seguente algoritmo:
1. Si fissi un valore iniziale γ˜
2. Si calcoli la pseudo variabile esplicativa
W˜ = f ′(tezγ˜) t ezγ˜z
3. Si stimi una regressione lineare di Poisson con equazione
log(λ(t, z)) = γW˜ + f (tezγ˜) − γ˜W˜ (4.10)
4. Ottenute le stime (γˆ, fˆ ), si ponga γˆ −→ γ˜
5. Si ripetano i passi 2 - 4 fino a convergenza.
Capitolo 5
Simulazioni
Nel presente capitolo vengono illustrati i risultati ottenuti attraverso delle
simulazioni di tipo Montecarlo. Tali simulazioni sono state svolte al fine
di verificare l’attendibilita´ dell’algoritmo suggerito e descritto nel capitolo
precedente per la stima dei dati di sopravvivenza attraverso il modello di
regressione di Poisson.
Per poter procedere con le simulazioni sono stati considerati i seguenti sce-
nari.
Sia η il predittore lineare:
η = 2 + β1X1 + β2X2
dove X1 ∼ Ber(0.5), X2 ∼ N(0, 0.5).
Si consideri, in particolare:
β1 = β2 = 1.
Si considerino diverse distribuzioni per il tempo di sopravvivenza T . Si
osservi, come descritto nella Tabella 1.2, che le distribuzioni Gumbel, Nor-
male e Logistica per  corrispondono a distribuzioni Weibull, log-Normale
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e log-Logistica per T .
Pertanto si consideri:
T ∼ Weibull ⇔ log(T ) ∼ Gumbel
T ∼ logNormale ⇔ log(T ) ∼ Normale
T ∼ logLogistica ⇔ log(T ) ∼ Logistica
I tempi di sopravvivenza sono stati simulati attraverso:
T ∼ exp (η + σ ∗ )
dove  sono realizzazioni da una Gumbel, Normale o Logistica, η e` il
predittore lineare e σ e` il parametro di scala.
Per avviare le simulazioni sono stati considerati, altresı´, il numero di
repliche, la numerosita´ campionaria e la percentuale di censura come se-
gue:
• il numero di repliche e` posto pari a 300;
• la numerosita´ campionaria e` n = 100, 200, 500;
• la percentuale di censura e` considerata pari al 30%.
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Infine, bisogna sottolineare che le simulazioni sono state effettuate per due
differenti valori del parametro di scala:
σ = 0.5, 1.
L’implementazione dell’algoritmo proposto per il modello PH di Cox e`
banale e non viene ulteriormente discusso; quello per il modello AH risulta
difficilmente confrontabile in quanto, come discusso nel paragrafo 2.3, la
stima di tale modello risulta complicata e non esistono al momento librerie
o pacchetti R disponibili. Quindi le simulazioni effettuate riguardano solo
il modello AFT.
Per i diversi scenari descritti sopra, confrontiamo gli stimatori di β1 e β2
ottenuti attraverso l’algoritmo proposto per il modello AFT, il metodo di
Buckley e James descritto nel paragrafo 2.2.1 e implementato attraverso la
funzione bj(rms) e, infine, il metodo parametrico, implementato attraverso
la funzione survreg(survival) che puo´ essere considerato il gold standard.
Per poter comprendere se le stime ottenute sono vicine ai veri valori dei
parametri sono stati riportati nelle tabelle seguenti le medie e le deviazioni
standard dei parametri stimati con i diversi modelli. Vengono riportate, al-
tresı´ le mediane per verificare l’eventuale presenza di dati anomali.
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Tabella 5.1: Risultati per distribuzione GUMBEL con σ = 0.5
Distribuzione campionaria
n metodo media mediana dev. std
100 β1 AFT 1,000 1,002 0,117
BJ 0,991 0,992 0,147
PAR 0,996 0,996 0,118
β2 AFT 1,014 1,017 0,110
BJ 1,001 0,997 0,132
PAR 1,003 1,005 0,108
200 β1 AFT 1,010 1,011 0,085
BJ 1,005 1,000 0,103
PAR 1,007 1,006 0,084
β2 AFT 1,004 1,001 0,095
BJ 0,998 0,994 0,110
PAR 0,997 0,996 0,093
500 β1 AFT 1,009 1,010 0,054
BJ 1,006 1,004 0,066
PAR 1,002 1,003 0,053
β2 AFT 1,005 1,003 0,053
BJ 1,000 1,000 0,063
PAR 1,000 0,999 0,052
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Tabella 5.2: Risultati per distribuzione GUMBEL con σ = 1
Distribuzione campionaria
n metodo media mediana dev. std
100 β1 AFT 0,991 0,988 0,243
BJ 0,991 0,978 0,303
PAR 0,995 0,991 0,242
β2 AFT 1,000 0,998 0,207
BJ 1,005 1,025 0,249
PAR 1,002 1,002 0,207
200 β1 AFT 0,933 1,002 0,170
BJ 1,010 1,005 0,211
PAR 1,007 1,003 0,176
β2 AFT 1,075 0,999 0,191
BJ 0,993 0,996 0,217
PAR 0,993 1,001 0,182
500 β1 AFT 0,992 0,989 0,102
BJ 0,989 0,986 0,129
PAR 0,993 0,992 0,103
β2 AFT 1,001 1,003 0,099
BJ 1,002 1,005 0,124
PAR 1,001 1,004 0,100
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Tabella 5.3: Risultati per distribuzione NORMALE con σ = 0.5
Distribuzione campionaria
n metodo media mediana dev. std
100 β1 AFT 1,024 1,024 0,139
BJ 1,008 1,011 0,121
PAR 1,008 1,008 0,121
β2 AFT 1,033 1,031 0,129
BJ 0,999 1,000 0,109
PAR 0,999 1,001 0,108
200 β1 AFT 1,024 1,024 0,099
BJ 1,003 1,006 0,088
PAR 1,004 1,007 0,088
β2 AFT 1,038 1,043 0,100
BJ 1,005 1,007 0,086
PAR 1,006 1,008 0,087
500 β1 AFT 1,023 1,024 0,063
BJ 1,000 0,999 0,056
PAR 1,001 1,000 0,056
β2 AFT 1,028 1,028 0,059
BJ 1,000 1,000 0,053
PAR 1,000 1,000 0,053
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Tabella 5.4: Risultati per distribuzione NORMALE con σ = 1
Distribuzione campionaria
n metodo media mediana dev. std
100 β1 AFT 1,023 1,036 0,294
BJ 1,011 1,017 0,255
PAR 1,010 1,015 0,255
β2 AFT 1,010 1,018 0,238
BJ 0,996 0,993 0,213
PAR 0,996 0,994 0,213
200 β1 AFT 1,017 1,004 0,186
BJ 0,998 0,993 0,166
PAR 0,998 0,993 0,165
β2 AFT 1,024 1,017 0,200
BJ 1,004 1,000 0,175
PAR 1,004 1,001 0,175
500 β1 AFT 0,992 0,989 0,130
BJ 0,991 0,986 0,129
PAR 0,994 0,992 0,105
β2 AFT 1,001 1,003 0,110
BJ 1,002 1,004 0,122
PAR 0,999 1,005 0,102
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Tabella 5.5: Risultati per distribuzione LOGISTICA con σ = 0.5
Distribuzione campionaria
n metodo media mediana dev. std
100 β1 AFT 1,030 1,037 0,255
BJ 1,007 1,013 0,211
PAR 1,006 1,007 0,205
β2 AFT 1,032 1,033 0,274
BJ 1,003 1,005 0,236
PAR 1,001 0,997 0,231
200 β1 AFT 1,035 1,031 0,187
BJ 1,003 0,998 0,155
PAR 1,001 1,003 0,151
β2 AFT 1,029 1,025 0,166
BJ 0,992 0,988 0,138
PAR 0,991 0,993 0,134
500 β1 AFT 1,040 1,043 0,114
BJ 1,006 1,007 0,101
PAR 1,006 1,005 0,096
β2 AFT 1,039 1,041 0,110
BJ 0,997 0,995 0,095
PAR 0,996 0,995 0,090
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Tabella 5.6: Risultati per distribuzione LOGISTICA con σ = 1
Distribuzione campionaria
n metodo media mediana dev. std
100 β1 AFT 1,032 1,013 0,503
BJ 0,994 1,005 0,427
PAR 0,992 1,001 0,409
β2 AFT 1,012 0,972 0,537
BJ 0,980 0,980 0,457
PAR 0,972 0,956 0,448
200 β1 AFT 1,061 1,038 0,472
BJ 1,003 1,007 0,321
PAR 1,002 1,019 0,309
β2 AFT 1,084 1,048 0,386
BJ 1,022 1,019 0,289
PAR 1,017 1,024 0,284
500 β1 AFT 1,029 1,043 0,191
BJ 0,994 1,003 0,189
PAR 0,992 0,997 0,186
β2 AFT 1,067 1,045 0,193
BJ 0,991 0,988 0,196
PAR 0,989 0,995 0,189
Le Tabelle 5.1 e 5.2 mostrano i risultati quando i tempi di sopravviven-
za sono simulati da una distribuzione Gumbel con parametro di scala pari
rispettivamente a 0.5 e a 1.
I risultati riportati nelle tabelle evidenziano che gli stimatori sono non di-
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storti, infatti i valori delle medie della distribuzione campionaria sono tutti
uguali ai veri valori dei parametri: β1 = β2 = 1.
Le mediane sono approssimativamente pari alle medie e questo suggerisce
che non vi siano valori anomali.
Le deviazioni standard della distribuzione campionaria nel modello AFT
(che ricordiamo e` quello stimato attraverso il modello di regressione esteso
implementato in questa tesi) sono sempre inferiori rispetto a quelle stima-
te dal metodo Buckley e James (BJ) e risultano, comunque, confrontabili
rispetto al metodo parametrico di stima (PAR) che e` considerato il gold
standard. Si osserva, quindi, l’efficienza degli stimatori ottenuti con il me-
todo AFT rispetto a quelli ottenuti con il metodo BJ .
Infine, si osserva che all’aumentare di n le deviazioni standard della distri-
buzione campionaria nel modello AFT assumono valori piu´ bassi confer-
mando ulteriormente la buona performance rispetto a BJ.
Le Tabelle 5.3 e 5.4 mostrano i risultati della simulazione da una Nor-
male con parametro di scala pari rispettivamente a 0.5 e a 1, mentre le
Tabelle 5.5 e 5.6 sono relative alle simulazioni da una Logistica con i due
diversi parametri di scala.
I risultati riportati nelle tabelle evidenziano che gli stimatori sono ancora
non distorti, ma a differenza delle Tabelle 5.1 e 5.2, qui il comportamento
degli stimatori AFT non e` migliore rispetto a BJ, ma sicuramente confron-
tabile; cosı´ come risulta confrontabile anche con le stime ottenute attraverso
il metodo parametrico.
Capitolo 6
Applicazioni a dati reali
In questo capitolo vengono analizzati due differenti database, molto noti in
letteratura, per verificare i risultati dell’approccio proposto in questa tesi per
la stima dei modelli PH, AFT ed AH attraverso il modello di regressione
esteso. In particolare si osserva che nel primo esempio e` verificata l’as-
sunzione di proporzionalita´ dei rischi del modello PH, nel secondo esem-
pio, invece tale assunzione non e` verificata, pertanto risulta piu´ opportuno
l’utilizzo di un metodo alternativo per l’analisi della sopravvivenza.
6.1 Applicazione 1: breast cancer
In questo paragrafo vengono presentati i risultati relativamente ai dati di
uno studio condotto dal Middlesex Hospital sul cancro al seno. Lo scopo di
questo studio e` stato quello di valutare se un particolare marker istochimico
poteva essere usato per predire il tempo di sopravvivenza delle donne che
avevano un cancro al seno. A tale scopo, sono stati analizzati i dati relativi
a 45 donne che avevano avuto una mastectomia per trattare il tumore tra
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Gennaio 1969 e Dicembre 1971. Le sezioni dei tumori venivano trattate con
il marker istochimico (HPA: Helix Pomatia Agglutinin) e ciascun tumore
veniva successivamente classificato come positivamente o negativamente
colorato. La colorazione positiva corrisponde ad un tumore con metastasi.
Le variabili utilizzate per l’analisi sono:
• tempo: esprime il tempo di sopravvivenza (in mesi) dall’intervento
chirurgico;
• status: assume valore 0 per i censurati e valore 1 per i deceduti;
• gruppo: assume valore 0 per i tumori con colorazione negativa e
valore 1 per i tumori con colorazione positiva.
L’obiettivo e` valutare se c’e` una differenza significativa nella sopravvivenza
per i due gruppi di donne.
Iniziamo l’analisi dei dati considerando, dapprima, un modello di Cox a ri-
schi proporzionali. In particolare inseriamo nel modello l’esplicativa grup-
po.
Per verificare l’assunzione di proporzionalita´ dei rischi in un modello
PH utilizziamo un metodo grafico che utilizza il logaritmo della funzione
hazard cumulata stimata per ciascun gruppo rispetto al tempo di sopravvi-
venza. Funzioni parallele indicano che l’assunzione e` verificata. La Figura
6.1 mostra che puo´ essere considerata valida l’assunzione di proporzionalita´
dei rischi.
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Figura 6.1: Valutazione grafica per la proporzionalita´ dei rischi: dati breast
cancer
Vediamo i risultati dell’approccio proposto in questa tesi per la stima
dei modelli PH, AFT, AH ed EH attraverso il modello di regressione esteso.
La Tabella 6.1 riporta le devianze basate sul modello di Poisson per i diversi
modelli di sopravvivenza e i gradi di liberta´ per ogni modello stimato. Si
noti che quest’ultimi sono dati da 1 per il coefficiente del trattamento e
5 per il termine λ0(t). Si osservi, inoltre che nel modello EH si ha un
grado di liberta´ in piu´ corrispondente ad un ulteriore coefficiente presente
nel modello (4.1). La Tabella 6.1 suggerisce che e` preferibile un modello
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PH.
Tabella 6.1: Confronto tra modelli - Devianze basate sul modello di
Poisson: dati breast cancer
Modello dev df
PH 214,5 6
AFT 214,6 6
AH 219,1 6
EH 212,8 7
Dal confronto tra i modelli e dall’analisi grafica della proporzionalita´
dei rischi, si sceglie di adattare un modello PH ai dati in studio. Scelto il
modello, si procede con la stima dei parametri ed, in particolare, si riporta la
Tabella 6.2 che presenta i risultati ottenuti utilizzando diversi strumenti per
modellare log(λ0(t)), che sono i polinomi, le Natural Spline e le B-Spline.
Tabella 6.2: Stima del coefficiente della variabile gruppo per il modello PH:
dati breast cancer
Stime SE
Polinomi 0,909 0,50
B-Spline 0,908 0,50
Natural Spline -0,907 0,50
I risultati riportati nella Tabella 6.2 mostrano che le differenze sulle
stime e sugli errori standard sono trascurabili, quindi si puo´ scegliere in-
differentemente tra i tre strumenti proposti per modellare la funzione ha-
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zard baseline. Gli errori standard sono ottenuti come inverso della matrice
Hessiana ottenuta numericamente e valutata nella soluzione ottenuta.
6.2 Applicazione 2: gastric cancer
In questo paragrafo vengono presentati i risultati relativamente ai dati di
uno studio condotto dal Gastrointestinal Tumor Study Group (1982), allo
scopo di confrontare due differenti trattamenti del cancro allo stomaco non
operabile che consistono di sola chemioterapia e di una combinazione tra
chemioterapia e radioterapia. In particolare, lo studio viene condotto su 90
pazienti. Di essi, 45 vengono assegnati al trattamento con sola chemiotera-
pia e 45 al trattamento combinato.
Le variabili utilizzate per l’analisi sono:
• tempo: esprime il tempo di sopravvivenza (in giorni) dal trattamento;
• status: assume valore 0 per i censurati e valore 1 per i deceduti;
• trattamento: assume valore 0 per il trattamento con chemioterapia e
valore 1 per il trattamento combinato.
L’obiettivo e` valutare se c’e` una differenza significativa nella sopravvivenza
dei pazienti per i due gruppi di trattamento.
Iniziamo l’analisi dei dati considerando, dapprima, un modello di Cox a
rischi proporzionali. In particolare inseriamo nel modello l’esplicativa trat-
tamento.
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Per verificare l’assunzione di proporzionalita´ dei rischi in un modello
PH utilizziamo, come per l’esempio precedente, il metodo grafico che uti-
lizza il logaritmo della funzione hazard cumulata stimata per ciascun grup-
po rispetto al tempo di sopravvivenza. La Figura 6.2 mostra che le funzioni
non sono parallele, pertanto non puo´ essere considerata valida l’assunzione
di proporzionalita´ dei rischi.
Figura 6.2: Valutazione grafica per la proporzionalita´ dei rischi: dati gastric
cancer
Consideriamo l’approccio proposto in questa tesi per la stima dei mo-
delli PH, AFT, AH ed EH attraverso il modello di regressione esteso. Le
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stime dei parametri vengono riportate nella Tabella 6.3. Come nell’appli-
cazione precedente, la Tabella 6.3 riporta le devianze basate sul modello di
Poisson per i diversi modelli di sopravvivenza e i gradi di liberta´ per ogni
modello stimato. Anche in quest’analisi i gradi di liberta´ sono dati da 1 per
il coefficiente del trattamento e 5 per il termine λ0(t). Nel modello EH si ha
un grado di liberta´ in piu´ (4.1).
Tabella 6.3: Confronto tra modelli - Devianze basate sul modello di
Poisson: dati gastric cancer
Modello dev df
PH 542,1 6
AFT 537,2 6
AH 543,2 6
EH 533,5 7
L’analisi grafica della proporzionalita´ dei rischi mostra che non e` con-
sigliabile adattare ai dati in studio un modello PH perche´ l’assunzione di
proporzionalita´ dei rischi sembra non essere soddisfatta; inoltre, dal con-
fronto tra le devianze e i gradi di liberta´ di ogni modello stimato, si evince
che e` preferibile scegliere il modello AFT. La Tabella 6.3 mostra, infatti,
che il modello EH ha una devianza non molto piu´ piccola di quella del mo-
dello AFT e tale differenza risulta statisticamente non significativa al 5%.
Pertanto si sceglie il modello piu´ semplice (in termini di gradi di liberta´),
ovvero il modello AFT.
Scelto il modello, si procede con la stima dei parametri ed, in particolare,
si riporta la Tabella 6.4 che presenta i risultati ottenuti utilizzando diversi
strumenti per modellare log(λ0(t)), che sono i polinomi, le Natural Spline e
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le B-Spline.
Tabella 6.4: Stima del coefficiente della variabile trattamento per il modello
AFT: dati gastric cancer
Stime SE
Polinomi 0,406 0,236
B-Spline 0,405 0,237
Natural Spline 0,403 0,237
I risultati riportati nella Tabella 6.4 mostrano che le differenze sulle
stime e sugli errori standard sono trascurabili quindi la funzione hazard ba-
seline puo´ essere stimata indifferentemente con uno dei tre strumenti pro-
posti. Come nell’applicazione precedente, gli errori standard sono ottenu-
ti come inverso della matrice Hessiana ottenuta numericamente e valutata
nella soluzione ottenuta.
Conclusioni
In questa tesi e` stato proposto un nuovo impianto modellistico per l’analisi
di dati di sopravvivenza attraverso un approccio semiparametrico, ovvero
senza specificare la distribuzione dei tempi, ma assumendo una determi-
nata forma funzionale con le esplicative. E` stato discusso un modello di
regressione hazard esteso che comprende come casi particolari il modello
di Cox a rischi proporzionali, il modello Accelerated Failure Time e, infi-
ne, il modello Accelerated Hazard. Il framework proposto si basa su una
regressione di Poisson e la stima si ottiene attraverso un processo iterativo.
La trattazione si e` concentrata sull’algoritmo di stima e alcune simulazioni
hanno mostrato che l’algoritmo porta a stimatori con comportamento sod-
disfacente ed in linea con altri competitori.
Ci sono almeno due aspetti che meriterebbero di essere approfonditi: il
calcolo delle varianze degli stimatori ed una valutazione piu´ approfondita
sull’utilizzo del modello EH a fini discriminativi tra i diversi modelli piu´
semplici (ad es., PH o AFT).
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