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Introdução
A existência de bases de dados e de plataformas tecnológicas com capacidade 
de agregar grandes conjuntos de dados não é uma realidade nova. O surgimento 
do termo «Big Data» – «megadados» ou «grandes dados» em português – 
remonta aos anos 90. Inicialmente, referia-se a volumes de informações impos-
síveis de serem processados pelos meios tecnológicos da época (Cukier & Mayer-
-Schonberger, 2013). Com o desenvolvimento da internet e das novas tecnologias 
informáticas, verificou-se, gradualmente, a sofisticação de meios que permitem 
a recolha de maiores volumes de dados, exacerbando-se as capacidades tecno-
lógicas de produzir, partilhar e organizar os mesmos (Boyd & Crawford, 2012; 
Halford & Savage, 2017; Jahanian, 2014). O termo Big Data é usado frequente-
mente para se referir a uma área de conhecimento que desenvolve técnicas que 
integram grandes conjuntos de dados. Estas ferramentas analisam e processam 
grandes volumes de informações diversas, correlacionando-as, com o objetivo de 
nortear ações e decisões em diferentes esferas da vida social (Hu, 2015). 
Paralelamente, também no sistema de justiça criminal se verifica, atual-
mente, um desenvolvimento exponencial destas novas tecnologias ao serviço 
da vigilância e da investigação criminal (Egbert, 2019; Lyon, 2004; Moses & 
Chan, 2018; Quijano-Sánchez & Camacho-Collados, 2018; Williams & John-
son, 2004). Agências governamentais, organizações de segurança e de policia-
mento enfrentam desafios que obrigam a uma reconfiguração dos paradigmas1 
(1) Kuhn (2012) define um paradigma como uma forma aceite de aplicar um conhecimento 
produzido por um número considerável de investigadores. Neste contexto, paradigma refere-
- se ao modo geral de atuação de combate ao crime.
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tradicionais de combate ao crime (Mantello, 2016). Consequentemente, veri-
fica-se o desenvolvimento de novas técnicas digitais que permitam adequar- 
-se às mudanças que a criminalidade tem sofrido (Drewer & Miladinova, 2017). 
Acontecimentos como o 11 de setembro de 2001 (Innes, 2001; Mantello, 2016; 
Williams & Johnson, 2004) e, posteriormente, os ataques terroristas em Madrid 
em 2004 e Paris em 2015, estimularam um maior investimento governamental 
em programas de segurança e vigilância sustentados em lógicas de prevenção 
do terrorismo. A governabilidade do crime orienta-se cada vez mais por lógicas 
preditivas, que visam antecipar o perigo antes que este seja uma ameaça real 
(Mantello, 2016).
Neste contexto, as ferramentas de Big Data têm vindo a ser encaradas como 
promissoras e de elevada eficácia no campo do policiamento e promoção da 
segurança pública (Chan & Moses, 2017). Neste contexto, estas técnicas são 
usadas para analisar e processar enormes quantidades de dados, produzindo 
correlações numéricas, com o objetivo de orientar decisões de política crimi-
nal (Brayne, 2017; Chan & Moses, 2017; Joh, 2014; Ridgeway, 2018). Atual-
mente, encontram aplicação prática em Departamentos Policiais nos Estados 
Unidos da América (Brayne, 2017), África do Sul (Joh, 2014), e Austrália (Chan 
& Moses, 2017). 
No contexto do policiamento europeu, os dispositivos de Big Data encon-
tram-se em fase precoce de implementação (Drewer & Miladinova, 2017; 
Kubler, 2017; Neiva, 2020b; Pereira, 2019). No entanto, a expansão de estra-
tégias de governabilidade criminal assentes nestas técnicas potencia o alcance 
da vigilância em áreas quotidianas que antigamente eram inimagináveis (Man-
tello, 2016). Este aumento exponencial de estratégias vigilantes decorrentes da 
utilização de Big Data aprofunda uma crescente recolha massiva de informação 
sobre os cidadãos, caminhando-se assim para aquilo que autores como Lyon 
(1992) e Marx (2002) têm vindo a descrever como sociedades de segurança e 
controlo máximos. 
No presente capítulo as técnicas de Big Data serão analisadas como uma 
ferramenta que expande os mecanismos de controlo e vigilância já existentes, 
criando uma nova modalidade daquilo a que autores como Kevin Haggerty e 
Richard Ericson designaram de «composição da vigilância» (surveillant assem-
blage) (Haggerty & Ericson, 2000, p. 606). O desenvolvimento destes meca-
nismos potencia, desta forma, uma proliferação da vigilância «em inúmeros 
contextos da vida quotidiana» (Haggerty, 2006, p. 3), expandindo-a e metamor-
foseando-a tanto de modos subtis como ostensivos. 
Um primeiro aspeto da composição e arquitetura da vigilância, no caso con-
creto dos dispositivos de Big Data aplicados ao policiamento e segurança pública 
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diz respeito à sua faceta desigualitária: não é universal o modo como a vigilância 
se dirige aos grupos sociais e os tenta disciplinar e controlar (Fiske, 1998; Hag-
gerty & Ericson, 2000). Por se basear em dados recolhidos no âmbito de ativi-
dades de policiamento, o modo como perpetuam desigualdades sociais reflete 
as atividades discricionárias e estigmatizantes do sistema de justiça criminal. 
Concretamente, a sobre-representação de certas camadas sociais nas bases de 
dados criminais e policiais, como determinadas minorias étnicas e grupos social 
e economicamente vulneráveis, vai potenciar que as técnicas de Big Data orien-
tem ações punitivas e controladoras sobre franjas populacionais historicamente 
criminalizadas pelo sistema de justiça (Brayne, 2017; Skinner, 2013, 2018a, 
2018b). Além disso, simultaneamente, também expande as malhas vigilantes 
existentes, pois permite uma vigilância permanente e contínua sobre toda a 
população por via de dispositivos de controlo já desenvolvidos e aplicados ante-
riormente (Brayne, 2017).
O debate atual em torno do tema concentra-se nas capacidades tecnológi-
cas dos dispositivos de Big Data como ferramentas úteis na redução das taxas 
de crime. No entanto, um enfoque excessivo nas suas potencialidades técnicas 
oblitera as questões sociais, éticas e legais que o fenómeno instiga. Nomeada-
mente, no que diz respeito ao seu risco de lesar direitos humanos e comprimir 
liberdades civis. O presente texto tem como objetivo ampliar este debate acerca 
da utilização do Big Data enquanto mecanismo de vigilância policial. 
O capítulo encontra-se estruturado em seis partes. Num primeiro momento 
discute-se a abordagem tradicional concetual do Big Data, analisando as fra-
gilidades que as suas definições apresentam. Na segunda secção, apresenta-se 
a contextualização das ferramentas de Big Data enquanto estratégias de vigi-
lância, integrando esta análise no desenvolvimento de mecanismos vigilantes 
e seus fatores sociais e históricos. Na terceira parte, analisa-se o contexto atual 
de aplicação de técnicas de Big Data na esfera do policiamento e discutem-se os 
principais desafios suscitados por esta implementação. Na quarta secção pro-
blematizam-se as questões ético-sociais do Big Data, imbuídas no contexto do 
policiamento, reportando as suas vulnerabilidades. Na quinta parte analisa-se o 
contexto legal europeu e nacional contemporâneo do Big Data, com enfoque nas 
alterações legislativas que ocorreram e no vazio legal que permanece na Europa 
e em Portugal. Por fim, reflete-se sobre a necessidade de ampliar o debate 
ético-social e legal em torno do Big Data como mecanismo de vigilância e na sua 
utilização no âmbito do policiamento.
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Big Data: uma breve definição
Apesar da definição do conceito de Big Data não ser consensual (Brayne, 
2017; Chan & Moses, 2016; Kitchin, 2014), esta técnica caracteriza-se pelo tama-
nho e tipo de dados que agrega, capacidade de armazenamento, análises de pro-
cessamento automatizadas e velocidade através da qual os dados são computo-
rizados e examinados (Chan & Moses, 2016). A sua definição popular engloba 
três V’s que caracterizam o fenómeno do Big Data por via das seguintes parti-
cularidades: volume dos dados que agrega (em termos de quantidade); varie-
dade desses dados (provenientes de diferentes fontes em diferentes formatos); 
e a velocidade, sem precedentes, através da qual estes dados são processados 
(Degli Esposti, 2014; Hu, 2015). Os dados são frequentemente provenientes de 
contextos que se relacionam com atividades pessoais e uso de serviços básicos 
por parte dos indivíduos. Por exemplo, a utilização de dispositivos móveis como 
telefones, de cartões de crédito para realizar pagamentos, e de aparelhos ele-
trónicos que permitem o registo das suas localizações geográficas. Desta forma, 
as ações quotidianas individuais convertem-se em rastos digitais (Haggerty & 
Ericson, 2000; Halford & Savage, 2017; Kitchin, 2014) que são posteriormente 
quantificados e cedidos a terceiros como empresas, agências de governo e outros 
serviços. Gradualmente, criou-se uma digitalização social que gerou uma indús-
tria de metadados2 passíveis de serem partilhados, analisados e até comerciali-
zados (Lupton & Michael, 2017).
O surgimento desta realidade dos dados e da datificação – conversão de toda 
a informação em dados categorizáveis por via de nomes e/ou números (Cukier 
& Mayer-Schoenberger, 2013; Van Dijck, 2014) – intensificou-se depois do sur-
gimento das novas tecnologias e das redes computacionais. No entanto, uma 
ênfase excessiva conferida ao desenvolvimento digital e, consequentemente, às 
capacidades tecnológicas das ferramentas de Big Data, neutraliza a compreen-
são do fenómeno enquanto realidade sociocultural. As definições clássicas das 
técnicas de Big Data ancoram algumas fragilidades. Desde logo, por se concen-
trarem apenas nas suas potencialidades de software, omitem considerações 
acerca de como os dados são e/ou podem ser armazenados, o modo como são 
partilhados, de que forma o processamento destas informações volumosas pode 
ser realizado e como é que dados tão diversos podem ser correlacionados (Chan 
& Moses, 2016). 
(2) Geralmente associados a conjuntos de conhecimentos criados a partir de dados brutos, 
ou seja, informações sobre determinado fenómeno. A criação de metadados visa organizar, de 
forma estruturada, dados organizacionais para facilitar a sua manutenção e posterior utiliza-
ção (Ikematu, 2001).
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Tendo em conta que as ferramentas tecnológicas são socialmente constituí-
das (Lyon, 1992), os mecanismos de Big Data não podem ser compreendidos 
fora do seu contexto social, sendo necessário, tal como «qualquer [outro] dis-
curso sobre uma nova vigilância, uma análise sofisticada da interação complexa 
entre fatores sociais e tecnológicos», de modo a identificar as consequências 
(não) intencionais da sua utilização (Lyon, 1992, p. 165). Sob a lente socioló-
gica, Big Data é definido como um fenómeno cultural, social e político (Chan & 
Moses, 2016) que, segundo Boyd e Crawford (2012, p. 663) agrega três dimen-
sões. Em primeiro lugar, a tecnologia: trata-se de um fenómeno eminentemente 
tecnológico que, tendo por base ferramentas computacionais e algorítmicas, 
recolhe, analisa e processa conjuntos de dados. Em segundo lugar, a sua compo-
nente analítica: as técnicas de Big Data operam por via de processos analíticos 
que possibilitam a identificação de relações entre variáveis que visam informar a 
tomada de decisões. Por último e em terceiro lugar, o seu caráter mitológico: as 
crenças generalizadas que circulam em torno da técnica como ferramenta infa-
lível, objetiva e com capacidades de precisão incomparáveis (Boyd & Crawford, 
2012). Nas palavras de Lyon (2014, p. 6) estes tipos de crenças apresentam-se 
como uma «fé quase ingénua na tecnologia que inibe a procura de alternativas». 
Esta mitologia, subjacente às ferramentas de Big Data, realça os imaginários 
sociais que surgem em torno da técnica como incontestável e capaz de produ-
zir conhecimentos que não eram possíveis até então. No entanto, estas visões 
obscuram uma compreensão profunda deste fenómeno enquanto realidade 
sociocultural. De facto, adotar uma lente que apenas se foque no valor dos dados 
como números (Matzner, 2016), negligencia a compreensão do fenómeno de Big 
Data enquanto mecanismo de vigilância. 
A nova «composição da vigilância» 
Assistimos hoje à globalização3 da vigilância, potenciada pela crescente mobi-
lidade no tempo e espaço, convertendo-se numa realidade omnipresente nas 
sociedades modernas (Giddens, 1990; Lyon, 1992, 2004, 2014; Marx, 2002). As 
práticas de Big Data inserem-se no que Clarke (1988, p. 498) descreveu como 
dataveillance, a «vigilância dos dados», isto é, a «monitorização sistemática 
de pessoas ou grupos, por meio de sistemas de dados pessoais para regular ou 
governar os seus comportamentos» (Degli Esposti, 2014, p. 209). É o «desejo de 
(3) Entende-se globalização como a expansão de ações à distância, de modo a que as rela-
ções sociais se estendem no espaço e no tempo; e o aumento da velocidade, intensidade, 
alcance e impacto das comunicações (Giddens, 1990; Lyon, 2004).
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reunir sistemas, combinar práticas e tecnologias e integrá-las num todo maior» 
(Haggerty & Ericson, 2000, p. 610), denotando a crescente convergência de téc-
nicas de vigilância autónomas e individuais que confluem para criar sistemas 
vigilantes globais. Portanto, enquadrar o fenómeno do Big Data enquanto nova 
«composição da vigilância» (Haggerty & Eriscon, 2000, p. 606), significa com-
preendê-lo como «um fenómeno convergente de sistemas de vigilância diver-
sos, que abstraem corpos humanos dos seus contextos territoriais e os separa 
por via de fluxos individuais». Adotando a perspetiva proposta por Haggerty e 
Ericson (2000), as técnicas de Big Data são compreendidas como um meio de 
operacionalizar um aparato vigilante que monitoriza e analisa indivíduos e com-
portamentos humanos, transformando os seus dados individuais em códigos 
numéricos, por via da recolha de interações quotidianas, como trocas sociais e 
comerciais. Ou seja, os dispositivos de Big Data visam «marcar o corpo humano 
para que os seus movimentos através do espaço possam ser registados, para a 
reconstrução mais refinada dos hábitos, preferências e estilo de vida de uma 
pessoa a partir de rastos de informações» (Haggerty & Ericson, 2000, p. 611). 
Convertendo-se numa vigilância que reúne um volume de informações aparen-
temente ilimitadas, as suas análises e processamentos visam elaborar imagens 
categóricas ou perfis individuais de risco, tornando estes fluxos de informações 
compreensíveis e interpretáveis. Além disso, concetualizar os mecanismos de 
Big Data enquanto «composição da vigilância» (Haggerty & Ericson, 2000, 
p. 606) enfatiza a sua natureza dinâmica e fluída. Não existe uma agência cen-
tralizada única que coordene a totalidade dos sistemas e operações desta vigilân-
cia dos dados. Os dispositivos de Big Data têm capacidade de integrar diversos 
sistemas e atores de vigilância. Não obstante, este fenómeno materializa duas 
facetas distintas, mas uníssonas na forma como opera na vigilância. As técni-
cas de Big Data incorporam o caráter rizomático (Haggerty & Ericson, 2000) da 
vigilância porque operam por via de distintos atores e entidades descentraliza-
dos. No entanto, também são hierárquicas, porque assentam, com maior ênfase, 
em determinadas franjas populacionais, criando assimetrias e desigualdades no 
seu espetro de atuação (Brayne, 2017; Hier, 2003). 
Historicamente, Michael Foucault (1977) utilizou a estrutura panótica pri-
sional equacionada por Bentham (1995) para metaforicamente teorizar sobre as 
atividades da vigilância. Por via de uma estrutura física no interior das prisões, 
exercia-se um controlo contínuo e permanente da população reclusa. Atual-
mente, estas estruturas são maioritariamente invisíveis, tal como as ferramen-
tas do Big Data, ao contrário do que sucedera com o projeto benthaniano. No 
entanto, materializam o seu racional subjacente: uma vigilância contínua e per-
manente sobre a globalidade. O desenvolvimento da vigilância e das bases de 
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dados computorizadas marcaram uma rutura decisiva na natureza e expansão 
das práticas primitivas de vigilância, provocando uma «descontinuidade his-
tórica» (Manokha, 2018, p. 227) que nos obriga a repensar a metáfora panó-
tica (Haggerty & Ericson, 2000). As estratégias da vigilância foram «auxilia-
das por variações e intensidades subtis nas capacidades tecnológicas e conexões 
com outros dispositivos de monitorização e computação» (idem, p. 615), sofis-
ticando-se e operando por meios tecnológicos. Portanto, embora o poder da 
vigilância contemporânea operada pelas estratégias do Big Data se insira neste 
racional de supervisão e controlo contínuos e permanentes, supera as limitações 
técnicas do panótico, por operar por via de dispositivos móveis e tecnológicos 
invisíveis onde «não são necessárias paredes, torres de vigia, guardas ou bar-
reiras» (Lyon, 1992, p. 169). A ferramenta do Big Data materializa-se por via de 
múltiplos atores que o operacionalizam e, também, que são alvo deste controlo e 
monitorização vigilantes. A ideia de que «um controla todos» ofusca-se perante 
um método de vigilância que é exercido por várias entidades (Hier, 2003).
Adicionalmente, nesta reflexão metafórica há, pelo menos, mais dois aspetos 
sob os quais o Big Data se distancia do panótico vigilante (Foucault, 1977). Em 
primeiro lugar, o Big Data é um tipo de vigilância global e não alocado num con-
texto tão específico como o prisional, onde o panótico fora projetado. Em segundo 
lugar, o objetivo da monitorização por via da recolha, análise e processamento 
de conjuntos de dados individuais não é o mesmo que o modelo panótico. Esta 
última estratégia visava vigiar os comportamentos humanos com o objetivo de 
lhes incutir regras, disciplina e punições face a atitudes desviantes. No entanto, 
a aplicação das técnicas de Big Data não têm somente este objetivo de punição 
e ensinamento de boas práticas como visara o modelo panótico. O fenómeno do 
Big Data almeja, para além disso, controlar e vigiar os comportamentos indivi-
duais com o objetivo de inferir acerca de comportamentos futuros. Estas tecno-
logias dos dados repartem as ações humanas em fluxos de informações, criando 
perfis categóricos (Hier, 2003, p. 402), ou seja, contornos comportamentais 
passados que permitam aferir sobre as suas ações futuras. Por via destes meca-
nismos, infere-se acerca de comportamentos humanos que são invisíveis à per-
ceção humana. A abstração dos corpos vigiados e a sua segmentação em fluxos 
distintos e individuais (Haggerty & Ericson, 2000) permite explorar com mais 
facilidade certos grupos, indivíduos ou mesmo populações que sejam considera-
das como potencialmente perigosas, criminosas, terroristas ou migrantes ilegais. 
Desta forma, o panótico aplicado ao fenómeno do Big Data permite situar e com-
preender o seu desenvolvimento, mas não se trata de uma transposição uníssona 
do modelo para a vigilância contemporânea (Lyon, 1992), nem tão pouco para a 
nova «composição da vigilância» (Haggerty & Ericson, 2000, p. 606).
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A vigilância dos dados (Clarke, 1988) por via de técnicas de Big Data também 
se diferencia de outros mecanismos vigilantes em alguns aspetos. Desde logo, 
amplia a vigilância tradicional (por exemplo, patrulhamento policial pedestre), 
exacerbando-a e operando de forma invisível. Materializando-se por via de obje-
tos tecnológicos que contêm sensores invisíveis que registam os dados sobre os 
seus utilizadores (por exemplo, histórico de chamadas telefónicas e localização 
geográfica), oferece novas oportunidades para controlar indivíduos e comuni-
dades em larga escala. É uma vigilância estritamente especulativa que controla 
e monitoriza, agregando e classificando, os dados sobre os cidadãos. Potencia a 
eficiência, difusão e invisibilidade de processos de vigilância já existentes, inten-
sificando-os. Desta forma, este «novo regime unificado e dinâmico de vigilância 
de dados» (Raley, 2013, p. 124) caracteriza-se não só pela agregação de dados 
em larga escala, mas também, por este rastreamento sofisticado dos dados. 
Além disso, permite a partilha destes dados entre diferentes entidades com fins 
distintos, todas operadas por via da mesma base de dados.
Simultaneamente, a vigilância tradicional é indutiva, pois exerce controlo 
sobre indivíduos sob suspeita. Porém, esta nova vigilância é essencialmente 
dedutiva e categórica. Isto significa que os dispositivos de Big Data se materia-
lizam por via de mecanismos invisíveis, automatizados e incorporados nas roti-
nas dos cidadãos, sem fins pré-definidos nem suspeitas conhecidas. Ou seja, ao 
invés de se repousar sobre determinada suspeita, repousa sobre a globalidade da 
população, mesmo que as suspeitas sejam inexistentes, exerce uma monitoriza-
ção permanente, constante e contínua (Hu, 2015). 
Não obstante, a recolha dos dados por via das ferramentas de Big Data é auto-
mática e feita por via de dispositivos eletrónicos. No entanto, a sua implemen-
tação não decreta a extinção dos mecanismos vigilantes pré-existentes como, 
por exemplo, a revista pessoal, em que um agente policial fiscaliza determinado 
suspeito. Ou seja, além de expandir a vigilância como já referido, permite aferir 
deste tipo de informações de forma automática. O processo de recolha, análise e 
processamento de informações pessoais é uma tarefa «mais fácil» (Marx, 2002, 
p. 15) que a vigilância tradicional que necessita de um agente que, por exemplo, 
questione os indivíduos acerca do lugar onde estavam (Lyon, 1992; Marx, 2002). 
Com as técnicas do Big Data, esse tipo de informação é recolhido de forma auto-
mática e em poucos segundos. Esta ferramenta captura informações pessoais 
que permitem identificar indivíduos que, por via de outras técnicas de observa-
ção direta no local, seriam invisíveis. Desta forma, caracteriza-se por ser um ins-
trumento «reconstrutivo» (Williams & Johnson, 2004, p. 4) que, após esta cap-
tura de informações, «os indivíduos e as suas ações não são observadas, mas são 
inferencialmente reconstruídas por profissionais especializados no e durante as 
Big Data e vigilância policial: desafios éticos, legais e sociais
73
investigações criminais» (idem, p. 4). Os dados recolhidos sobre os indivíduos 
são categorizados numericamente, inseridos em bases de dados e processados, 
para serem analisados. 
O desenvolvimento de novos mecanismos de vigilância possibilita, de forma 
crescente, que a vida quotidiana individual se torne transparente para as orga-
nizações que operam nesta vigilância. E, por sua vez, estas últimas são, crescen-
temente, ocultadas perante os indivíduos alvo da vigilância. Este «paradoxo» 
(Lyon, 2014, p. 4) exacerba-se com o surgimento do mecanismo Big Data, na 
medida em que se trata de uma monitorização eletrónica que agrega cada vez 
mais capacidades de vigilância e que torna impercetível saber quem é responsá-
vel por estas (Haggerty & Ericson, 2000).
Big Data: um mecanismo de vigilância policial
Apesar de historicamente existir a ambição, por parte das agências policiais, 
de combinar diferentes tipos de dados (Haggerty & Ericson, 2000), os estudos 
em torno da integração de análises de dados no policiamento complexificaram-
-se desde os primeiros debates sobre as técnicas de Big Data (Linder, 2019). 
De acordo com Joh (2014, p. 42-55), os dispositivos de Big Data podem ter 
três potenciais aplicações nas atividades de policiamento: i) policiamento pre-
ditivo; ii) vigilância em massa; e iii) bases de dados de DNA4. O policiamento 
preditivo caracteriza-se pela identificação de indivíduos, locais e eventos com 
alto risco de criminalidade, tendo por base dados recolhidos no âmbito da ati-
vidade policial (Quijano-Sánchez & Camacho-Collados, 2018). Exemplos desta 
aplicação são o uso de tecnologias de análise de dados para efetuar previsões 
espaciotemporais de crimes futuros (Egbert, 2019). A vigilância em massa prevê 
a monitorização de vídeo-imagens de biliões de câmaras instaladas em circui-
tos de videovigilância amplamente difundidos em todas as cidades do mundo 
(Babuta, 2017). As bases de dados de DNA, que possuem informações de perfis 
genéticos, com o objetivo de detetar e apreender suspeitos de crimes poderão 
expandir-se, com a aplicação de técnicas de Big Data (Joh, 2014).
A um nível prático, a utilização de estratégias de Big Data em Departamentos 
Policiais ancora mudanças significativas nas atividades de aplicação da lei. No 
Departamento de Polícia de Los Angeles verifica-se a realização de avaliações 
(4) Sigla de ácido desoxirribonucleico que, embora a sua tradução para língua portu-
guesa seja ADN, este capítulo utiliza a designação aprovada pela Sociedade Internacional de 
Bioquímica.
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discricionárias individuais: tendo em conta o Certificado de Registo Criminal5, 
os crimes cometidos pelos indivíduos são alvo de uma quantificação de risco, 
proporcional à sua gravidade (determinada pela pena atribuída pela legislação 
em vigor no país) permitindo a criação de índices de risco individuais. Estes 
índices são inseridos nas bases de dados policiais e partilháveis entre outras, 
para consulta, análise e intervenção. Verifica-se, também, uma crescente utili-
zação dos dados para fins preditivos, ao invés de fins reativos. Por via da capa-
cidade preditiva das ferramentas de Big Data, identificam-se indivíduos, locais 
e eventos com alto risco de crime, focando-se os esforços policiais em áreas de 
maior risco de ocorrência de crimes. Estas mudanças culminam numa expansão 
de sistemas que potenciam a monitorização sistemática de elevados números de 
pessoas, expandindo-se a vigilância. Em simultâneo, este dispositivo potenciou 
a junção de sistemas de informação que anteriormente eram tratados em sepa-
rado. Por outras palavras, verifica-se uma interoperabilidade entre diferentes 
bases de dados, que são agora partilhadas entre diferentes Centros de Investi-
gação Criminal e Departamentos Policiais, com o objetivo de potenciar a cele-
ridade das atividades de aplicação da lei. Assim, a informação, proveniente de 
diferentes fontes (incluindo instituições não criminais), é armazenada, proces-
sada e analisada em conjunto (Brayne, 2017). 
Os Departamentos Policiais em França, após os ataques terroristas de 2015 
em Paris, integraram nos seus protocolos o uso de softwares de policiamento 
que materializam estratégias de Big Data. Nomeadamente, o IBM’s computer 
program – i2 Analyst’s Notebook que é um programa de policiamento que 
permite organizar e visualizar dados criminais, conectando suspeitos a crimes. 
Através de pesquisas que procuram encontrar associações entre estes dois últi-
mos, atribuem-lhe uma classificação sobre a sua importância para a investigação 
(Kubler, 2017). A Europol6 integrou, também, em 2017 aquando da reestrutura-
ção do seu Regulamento, as ferramentas de Big Data como medidas preventivas 
e preditivas para combater crimes como o cibercrime e o terrorismo (Drewer & 
Miladinova, 2017). Em Portugal, verifica-se a inclusão das técnicas de Big Data 
nos Regulamentos da Polícia de Segurança Pública (Pereira, 2019). No entanto, 
dada a escassez de produção científica sobre o tema, não se pode aferir da sua 
implementação real e concreta. Constata-se, apenas, a previsão formal de aplica-
ção de estratégias de Big Data por via de um sistema policial em curso – Sistema 
Estratégico de Informação – que se caracteriza, em termos estruturais e funcio-
(5) Documento que atesta a existência de antecedentes criminais.
(6) Serviço europeu de Polícia responsável por cooperar com todos os Estados-Membros 
na luta contra determinados crimes, como terrorismo e cibercrime e outras formas de crime 
organizado (Disponível em: https://www.europol.europa.eu).
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nais, pelas mesmas componentes do fenómeno Big Data. Nomeadamente, pela 
existência de bases de dados capazes de armazenar grandes volumes de dados 
diversos, a possibilidade da sua partilha com outras agências policiais e cálculo 
de correlações entre dados armazenados (Pereira, 2019).
No entanto, vários estudos referem que o impacto da aplicação das técnicas 
de Big Data nas práticas policiais pode produzir efeitos desiguais ou imprevisí-
veis. Alguns estudos nos Estados Unidos da América acerca da tecnologia policial 
demonstram que as mudanças tecnológicas são complexas e, frequentemente, 
produzem efeitos contrários aos esperados (ver Koper et al., 2014). No Canadá, 
estudos realizados em seis Departamentos Policiais referem que o uso de tecno-
logias para apoiar o policiamento era mais teórico que prático, porque não pro-
duziu os resultados esperados (ver Sanders et al., 2015). Um estudo realizado 
na Austrália indica que apesar dos agentes policiais reconhecerem o potencial 
de Big Data, afirmam que não possuem recursos económico-profissionais para 
beneficiar desse potencial. Os profissionais consideram que é uma técnica asso-
ciada a um volume de dados que exige uma formação especializada para o seu 
manuseamento, revelando tendências comportamentais de resistência à adoção 
de uma nova técnica de investigação criminal (Chan & Moses, 2017). Um estudo 
realizado no Reino Unido também indica que as técnicas de Big Data não encon-
tram aplicação prática dado que, atualmente, as bases de dados policiais estão 
fragmentadas. Os dados são recolhidos a partir de sistemas separados que não 
são mutuamente compatíveis e, portanto, a junção das diferentes bases de dados 
não é exequível. Além disso, a análise destes dados policiais continua a ser feita 
de forma manual, embora possuam um software disponível, não se realizam 
análises automatizadas. As forças policiais também não dispõem de ferramentas 
analíticas avançadas que lhes permitam avançar com análises de dados diferen-
tes não estruturados (por exemplo, combinação de imagens de vídeo com dados 
de chamadas telefónicas). Os escassos recursos económicos dificultam, também, 
o desenvolvimento tecnológico policial. Por fim, as restrições ético-legais que 
regulamentam o uso dos dados policiais não preveem o manuseamento de estra-
tégias de Big Data por parte dos agentes policias (Babuta, 2017). Portanto, este 
aparato tecnológico suscita um universo de questões éticas, sociais e legais que 
têm impacto na sua utilização prática nas atividades de policiamento.
Questões éticas e sociais 
O modo como os dispositivos de Big Data se materializam em estratégias de 
vigilância policial levanta questões éticas e sociais, desde o modo de recolha dos 
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dados, à sua posterior utilização para nortear ações de governabilidade do crime. 
É, portanto, necessário «interrogar criticamente as suposições e premissas [do 
Big Data]» (Boyd & Crawford, 2012, p. 663). 
Em primeiro lugar, no que diz respeito ao facto de Big Data recolher um 
grande volume de dados. Esta assunção cria um mito de que se recolhem fenó-
menos na sua totalidade. No entanto, esta recolha de dados não significa a 
apreensão de todos os dados, mas antes uma amostra destes, uma parte repre-
sentativa do todo (Boyd & Crawford, 2012). Portanto, «isto [as análises do Big 
Data] está longe de ser uma leitura completa destes dados» (Bauman et al., 
2014, p. 125). Esta «fé especulativa» (Bauman et al., 2014, p. 125) em torno da 
ideia de que uma maior quantidade de dados permite obter formas de conheci-
mento e de inteligência mais sofisticadas e adequadas para combater a crimi-
nalidade, ofusca o debate em torno das consequências ético-sociais e para os 
direitos humanos que esta técnica instiga (Boyd & Crawford, 2012). 
Em segundo lugar, o processo de inserção de dados nas bases de dados do 
sistema de justiça não é aleatório. É resultado de um conjunto de práticas poli-
ciais históricas, sociais e culturais que podem apresentar-se como discrimina-
tórias, determinando a forma como a vigilância depois é executada. A atuação 
policial pode ser guiada por estas assimetrias que se tornarão mais significativas 
à medida que as técnicas orientadas por dados guiarem as investigações crimi-
nais (Brayne, 2017). Os dados são recolhidos por tecnologias que os moldam e, 
portanto, estão sujeitos a erros de amostragem: processos que não garantem 
que a recolha de determinados dados corresponda aos dados na realidade. A 
compreensão destes dados e a sua posterior interpretação influenciam a forma 
como são extrapolados e posteriormente usados. Embora o processo de análise e 
recolha seja automático, os algoritmos7 que processam os dados possuem valo-
res contextualizados dentro de um paradigma definido. A interpretação é crucial 
para a análise dos dados e o tamanho destes está sujeito a limitações e precon-
ceitos que, caso não sejam tidos em consideração, podem potenciar interpreta-
ções enviesadas (Boyd & Crawford, 2012). 
Em terceiro lugar, as ferramentas de Big Data podem potenciar a perce-
ção de relações inexistentes entre fenómenos. Devido ao volume de dados que 
agrega, produz relações entre variáveis que não têm associação (Zwitter, 2014). 
As correlações obtidas entre variáveis em estudo podem não possuir nenhuma 
associação causal e interpretá-las dessa forma pode conduzir a falácias: «Uma 
coisa é identificar padrões; outra é explicá-los» (Kitchin, 2014, p. 8). A explica-
(7) Construção matemática com uma estrutura finita, abstrata e eficaz, que cumpre uma 
determinada finalidade, sob certas disposições (Mittelstadt et al., 2016).
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ção de relações entre variáveis requer conhecimento acerca destas, portanto há 
uma necessidade de aprofundar o conhecimento em torno das conclusões obti-
das por via dos dispositivos de Big Data. Na esfera do policiamento, por exem-
plo, partir do pressuposto de que uma determinada tipologia criminal reunirá 
sempre as mesmas características ao nível dos seus perpetradores, pode dire-
cionar as investigações criminais sempre para os mesmos suspeitos (Brayne, 
2017). Os fenómenos criminais são revestidos de uma complexidade e singu-
laridade que é ofuscada pela consideração de que diferentes aspetos de natu-
reza completamente distinta podem ser relacionados sobre a mesma aura geral 
(Uprichard, 2013). 
Em quarto lugar, os dados não são elementos naturais e neutros, resultando 
de processos complexos que moldam a sua constituição. Desta forma, não são 
desprovidos de fatores sociais como a classe social, o género ou a raça (Boyd & 
Crawford, 2012) e, portanto, estas análises de dados podem (re)produzir e até 
a exacerbar desigualdades sociais (Brayne, 2017; Christin, 2016). No campo do 
policiamento, as estratégias de Big Data baseiam-se em dados policiais já reco-
lhidos para direcionar decisões e ações de justiça criminal. A literatura refere 
que as atividades de policiamento são desigualmente distribuídas mediante 
a raça, a classe social e a área de residência, reforçando e legitimando lógicas 
sociais de discriminação, racialização e criminalização. Determinados grupos 
sociais (como minorias étnicas) e determinados locais (como bairros de classe 
social baixa), são mais prováveis de serem alvo deste controlo vigilante (Skin-
ner, 2013, 2018a, 2018b). Por exemplo, a atuação policial tende a concentrar-
se, com maior ênfase, em comunidades de raça negra (Beckett et al., 2005). 
Também os indivíduos que residam em locais sinalizados como áreas residen-
ciais de classe social baixa ou de minorias étnicas têm maior probabilidade de 
serem quantificados com alto nível de risco criminal, quando comparados com 
indivíduos residentes em locais onde a vigilância policial não é direcionada 
(Brayne, 2017). 
Portanto, o mecanismo de Big Data materializa-se numa vigilância descen-
dente (Hier, 2003, p. 400) que potencia estas desigualdades sociais já existen-
tes. Este tipo de análises «estão repletas de suposições do determinismo social» 
(Kitchin, 2014, p. 8), ou seja, assunções que afirmam que o facto de determinado 
indivíduo pertencer a determinado local residencial ou possuir um histórico de 
infrações penais determina-o a agir consoante o sucedido nessas áreas ou no 
seu passado. Este tipo de decisões, que se baseiam nestas correlações, podem 
desencadear ciclos de atuação policial que, em última instância, prejudicarão 
o objetivo das intervenções (Chan & Moses, 2016). Simultaneamente, podem 
contribuir para a «classificação social», ou seja, produzir resultados desiguais, 
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tendo em conta estes fatores como a classe social, histórico criminal e/ou área de 
residência, a partir de técnicas supostamente neutras. Isto dá origem a «suspei-
tas categóricas» (Lyon, 2014, p. 10), isto é, a atividades de suspeição que repou-
sam sobre determinadas camadas sociais. Consequentemente, as ferramentas 
de Big Data podem potenciar a criação de «comunidades suspeitas» (Machado 
et al., 2020, p. 14): modos coletivos de atuação que afetam, de forma muito 
clara, grupos sociais vítimas de um poder discricionário por parte do sistema de 
justiça criminal (Machado et al., 2020). 
Estas assunções materializam o que Halford e Savage (2017, p. 1140) des-
crevem como o «viés»: resultados obtidos por via das estratégias de Big Data 
sobre grupos sobre-representados na pesquisa. Ou seja, determinados indiví-
duos, grupos e locais são alvo de um maior arsenal de vigilância, quando com-
parados com outros. Os estudos enfatizam de que estas análises repousam sobre 
suspeitos (já) registados e conotados nas bases de dados criminais. Ou seja, 
sobre grupos e áreas que têm histórico de fiscalização, controlo e supervisão, 
reforçando a sua estigmatização (Brayne, 2017). Este estigma, historicamente 
reforçado por estereótipos e representações sociais, pode fazer com que as corre-
lações iniciais se tornem numa «profecia auto-realizável» (Chan & Moses, 2016, 
p. 33) que não apenas perpetua estereótipos e atitudes hostis por parte da polí-
cia, mas que de facto pode aumentar a taxa de criminalidade. Estes indivíduos 
podem adotar uma identidade criminal, fruto dos contactos sucessivos com as 
instâncias da lei, reproduzindo comportamentos desviantes como resposta à 
assunção dessa identidade (Becker, 1963; Lemert, 1967). 
Não obstante, como se verificou através dos resultados do estudo de Brayne 
(2017), o trabalho policial quando recaiu sobre bairros de classe social baixa 
conotou não só os indivíduos sinalizados, mas também as pessoas que os acom-
panhavam. Ou seja, esta recolha gradual de dados pessoais não só dos indiví-
duos sob suspeita, mas também de outras pessoas em contacto com os primei-
ros, facilita a inserção de novos indivíduos no sistema, potenciando o seu futuro 
contacto com as instâncias policiais (Brayne, 2017). Este facto denota o caráter 
rizomático (Haggerty & Ericson, 2000) das ferramentas de Big Data, ou seja, a 
sua capacidade de alargar a malha vigilante sobre a população. Haggerty e Eric-
son (2000, p. 606) referem que no processo de expansão da vigilância, os grupos 
que não eram alvos desta vigilância, estão continua e progressivamente a ser 
integrados nestes novos sistemas vigilantes. 
Estes processos são potenciados pela existência de bases de dados capazes 
de armazenar grandes quantidades de informações e que podem ser pesquisa-
das retrospetivamente (Andrejevic & Gates, 2014). Na prática, reproduzem-se 
duas consequências: i) dados digitais recolhidos de indivíduos inocentes podem 
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vir a ser vinculados a cenas de crime; e ii) perpetuam contactos sucessivos dos 
indivíduos com o sistema de justiça criminal, visto que ficam sempre vinculados 
a um determinado local, crime ou comportamento desviante (Williams & John-
son, 2004). Estes processos potenciam uma «vigilância prospetiva» (Matzner, 
2016, p. 199) em dois prismas: as bases de dados são armazenadas e podem ser 
usadas para fins de vigilância a qualquer momento no futuro; e vincula, per-
manentemente, os perpetradores de atos criminais ao seu próprio historial de 
crime, na medida em que os seus dados ficam armazenados nas bases de dados. 
Desta forma, o fenómeno do Big Data (re)produz dois impactos no âmbito da 
vigilância. Por um lado, pode perpetuar desigualdades sociais por acentuar a 
vigilância sobre determinadas «comunidades suspeitas» (Machado et al., 2020, 
p. 14). Por outro lado, amplia as malhas da vigilância já existentes, recaindo 
sobre a população como um todo, edificando um «mundo de potenciais suspei-
tos8» (Hu, 2015, p. 606). 
 Por fim, determinadas dinâmicas sociais informam o modo como os dados 
que orientam decisões e ações de justiça criminal são, frequentemente, distor-
cidos, orientando estratégias de atuação policial assimétricas. Nomeadamente, 
crimes que não são reportados e, portanto, estão fora do alcance policial9, não 
integrando a equação algorítmica que orientará uma ação policial, pelo que a sua 
resolução permanecerá inexistente. Também os crimes que ocorrem em locais 
privados que são menos visíveis para a polícia e, portanto, não são registados 
(Joh, 2017). Desta forma, os sistemas de policiamento baseados nos dados são 
«tão bons quanto os dados que eles possuem» (Joh, 2017, p. 300). Estas reali-
dades podem contribuir para assimetrias na atuação policial que podem colocar 
em causa direitos e liberdades fundamentais.
Desafios legais
Os mecanismos de Big Data estão imbuídos num processo de «retórica utó-
pica e distópica» (Boyd & Crawford, 2012, p. 663) na medida em que podem ser 
(8) Considera-se «suspeito» como subgrupos populacionais que são alvo de atenção estatal 
por serem considerados problemáticos. No que toca às atividades policiais, os indivíduos são 
alvo de vigilância e controlo devido à suspeita de participação em grupos suspeitos (Pantazis 
& Pemberton, 2009).
(9) Os dados criminais inseridos nas bases de dados policiais dizem respeito à criminali-
dade que é reportada ao Sistema de Justiça Criminal. O registo de um crime depende de um 
processo de várias etapas desde a denúncia, à queixa, ao prosseguimento com a queixa, à sua 
classificação e posteriores fases de julgamento, portanto muitas vezes a criminalidade repor-
tada não coincide com a efetiva (ver Joh, 2017).
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considerados sob dois prismas: por um lado, ferramentas valiosas capazes de 
lidar com várias problemáticas em áreas tão diferentes como a medicina, a inves-
tigação criminal e o comércio; por outro lado, a manifestação do Big Brother, 
permitindo violações à privacidade, restringindo liberdades civis e potenciando 
o controlo do Estado (Boyd & Crawford, 2012; Coll, 2014; Herschel & Miori, 
2017). Desde os primeiros ensaios sobre a temática que os focos argumentativos 
se debruçam sobre as implicações que a vertente tecnológica de Big Data tem 
nos direitos, garantias e liberdades fundamentais. Tal como Lyon (1992, p. 160) 
afirma: «as novas tecnologias facilitam a violação dos direitos das pessoas», ins-
tigando questões jurídicas profundas (Bauman et al., 2014). 
São vários os estudos das ciências sociais que enfatizam os impactos nega-
tivos que a técnica de Big Data pode acarretar na esfera dos direitos humanos 
(ver Ball et al., 2016; Boyd & Crawford, 2012; Brayne, 2017; Coll, 2014; Gon-
çalves, 2017; Herschel & Miori, 2017; Lyon, 2014; Mantelero, 2017; Metcalf & 
Crawford, 2016; Mittelstadt et al., 2016; Richardson et al., 2019). Fruto de um 
desenvolvimento tecnológico que supera, em larga escala, as respostas legais e 
regulamentares que existem neste novo paradigma digital, a ferramenta do Big 
Data reconfigurou a vigilância e o quotidiano social. Desta forma, os esforços em 
torno das intervenções legislativas devem acompanhar este processo (Andreje-
vic & Gates, 2014). Ou seja, redefinir os padrões de privacidade e proteção de 
dados, o que obrigará a adaptações legais e regulamentares por parte das várias 
agências, Estados e instâncias governamentais (Mantelero, 2017). Isto não sig-
nifica que, atualmente, qualquer processamento de dados pessoais é sempre 
considerado uma violação ao direito à privacidade, mas antes que esse processa-
mento de dados pessoais se efetive por via de certas condições legais, sob pena 
de se lesarem direitos, liberdades e garantias (Neiva, 2020b). 
Na esfera dos direitos humanos, o direito à privacidade e proteção de dados 
são os lesados na era digital contemporânea. Submersos num universo de vigi-
lância dos dados omnipresente (Clarke, 1988), é um desafio a forma como 
podem ser salvaguardados (Mann & Matzner, 2019; McDermott, 2017). No 
que diz respeito ao direito à privacidade, trata-se de um direito humano inter-
nacional abrangente que está previsto na Declaração Universal dos Direitos 
Humanos da Organização das Nações Unidas (1948) e no Pacto Internacional 
das Nações Unidas sobre Direitos Civis e Políticos (1966). Estes documentos 
legais referem, a este propósito, que qualquer intromissão na privacidade de 
uma pessoa deve estar sujeita ao consentimento desta. Ou seja, o uso dos dados 
pessoais é decidido pelo titular dos dados. Este aspeto limita os propósitos da 
recolha e uso de dados pessoais dos cidadãos. Caso existam situações de recolha 
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e uso destes dados, estas devem ser permitidas por lei, de forma clara e pública, 
para que os indivíduos tenham conhecimento delas e possam ajustar o seu com-
portamento ao que sucederá. Além disso, a recolha deve cumprir um objetivo 
legítimo e necessário. 
Contudo, na prática, estes princípios enfrentam alguns desafios. Desde logo, 
porque a técnica de Big Data não recolhe dados sobre uma única pessoa, mas 
também sobre as pessoas que contactam com estas, logo a justificação desta 
intromissão individual é uma tarefa desafiadora (Bauman et al., 2014). Além 
disso, a omnipresença de dados voluntários cedidos por via do uso de dispositi-
vos móveis e redes sociais alimenta o raio de recolha destes dados, sendo árduo 
definir o tipo de dados a recolher para cumprir os fins destinados. E, por fim, 
embora o objetivo legítimo e necessário da recolha de dados seja a garantia da 
segurança nacional, o equilíbrio entre este e a preservação dos direitos humanos 
continua(rá) a ser objeto de debate. Relativamente a este aspeto, as técnicas 
de vigilância em massa são consideradas pelo Tribunal Europeu dos Direitos 
Humanos como inconsistentes com o direito à privacidade, estabelecendo-se 
uma justificação rigorosa por parte das entidades que acedem aos dados, expli-
cando a razão de o fazer, salvaguardando-se o respeito pelos direitos da Conven-
ção dos Cidadãos (Vermeulen & Lievens, 2017). Este aspeto reforça a necessi-
dade de rever o estado legal da proteção de dados e da privacidade (Bauman et 
al., 2014). 
No entanto, embora o fenómeno do Big Data instigue mudanças tectónicas 
no universo legislativo, salienta-se um esforço legal na criação de documentos 
que reforcem o Estado de direito. O Conselho Europeu procedeu a uma revisão 
de programas que procurou responder às ansiedades práticas de um sistema 
democrático. Concretamente, referiu que a forma célere como esta rápida evo-
lução da tecnologia reconfigura o mundo à nossa volta exige emergentes respos-
tas a questões como proteção de dados pessoais, privacidade e consentimento 
(Gonçalves, 2017). Consequentemente, no que diz respeito à proteção de dados, 
procedeu-se à reforma da Diretiva de Proteção de Dados de 1995 com a imple-
mentação do Regulamento da União Europeia 2016/679 (Conselho da União 
Europeia, 2016a), integrando-se nesta o desenvolvimento tecnológico e as novas 
tecnologias como uma categoria de aplicações digitais a serem incluídas no arse-
nal do regime de proteção de dados (McDermott, 2017). Também a Europol 
procedeu a alterações no seu Regulamento, no que concerne à criação de um 
quadro jurídico que equilibre os interesses fundamentais de liberdade, proteção 
de dados e segurança, após a previsão de Big Data como estratégia de combate 
ao crime (Drewer & Miladinova, 2017). 
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Foi, também, publicada uma Diretiva na União Europeia10 (Conselho da 
União Europeia, 2016b) que prevê «regras relativas à proteção das pessoas sin-
gulares no que diz respeito ao tratamento de dados pessoais pelas autoridades 
competentes para efeitos de prevenção, investigação, deteção ou repressão de 
infrações penais ou execução de sanções penais, incluindo a salvaguarda e pre-
venção de ameaças à segurança pública» (idem, artigo 1.º, n.º1). Contudo, este 
documento legal, além de não se focar na ferramenta de Big Data, mencionando 
apenas conceitos intimamente conexos ao tema, como «partilha de informação» 
e «tomada de decisões automatizadas», não é específico quanto à forma como 
a técnica se pode materializar no âmbito do policiamento. Ou seja, os critérios 
sobre como usar os dados, quem pode usá-los, de que forma, como deve operar 
a partilha destes e que conclusões podem ser retiradas, são ainda indefinidos. 
No contexto específico do policiamento e aplicação da lei, não existe um 
enquadramento legal claro acerca do uso ético do Big Data (Babuta, 2017, 
p. 36). Em Portugal, atualmente (2020) é desconhecida a existência de um docu-
mento legal que defina a aplicação de técnicas de Big Data. Até ao momento, o 
enquadramento jurídico existente com conexão com o tema reflete-se em duas 
estruturas legais diferentes que regulamentam as atividades policiais nacionais. 
Nomeadamente, o que vigora no artigo 272.º n.º 3 da Constituição da República 
Portuguesa (Canotilho & Moreira, 2005) que estabelece que a prevenção dos 
crimes (…) só pode fazer-se com observância das regras gerais sobre polícia 
e com respeito pelos direitos, liberdades e garantias dos cidadãos. Adicional-
mente, o artigo 2.º da Lei de Segurança Interna n. º 53/2008 de 29 de agosto 
estabelece que a atividade de segurança interna pauta-se pela observância dos 
princípios do Estado de direito democrático, dos direitos, liberdades e garan-
tias e das regras gerais de polícia. Portanto, em Portugal, o contexto legal defi-
nido atualmente não permite atividades policiais que se materializem num con-
trolo da população por via da monitorização individual. Visa-se, assim, garantir 
a defesa da integridade e privacidade da pessoa.
Desta forma, verifica-se um vazio legal que equaciona questões, na busca 
de respostas que possam ser equilibradas com o respeito pelos direitos huma-
nos. Estudos anteriores denotam que os profissionais de investigação criminal 
também percecionam esta lacuna legislativa e a perspetivam como um entrave 
à aplicação ética do Big Data (Babuta, 2017; Chan & Moses, 2017; Neiva, 2020a, 
2020b). Não obstante, denotam-se esforços legislativos no sentido de contornar 
(10) Diretiva (UE) 2016/680 do Parlamento Europeu e do Conselho, de 27 de abril de 2016 
(Conselho da União Europeia, 2016b). Disponível em: https://eur-lex.europa.eu/legal-con-
tent/PT/TXT/?uri=CELEX%3A32016L0680 (consultada a 8 de abril de 2020).
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a inevitabilidade da evolução tecnológica, de forma a adequá-la a um contexto 
social democrático, minimizando as possibilidades de lesar direitos humanos.
Conclusão
Os esforços governamentais têm-se centrado no desenvolvimento de técnicas 
sofisticadas de combate ao crime, de gestão de riscos e de proteção da segurança, 
elevada a bem coletivo supremo. No entanto, com o aumento exponencial da 
implementação de ferramentas tecnológicas de luta contra ameaças criminais, 
verifica-se uma expansão incontrolável da vigilância e do controlo sobre os cida-
dãos. As técnicas de Big Data têm sido amplamente apoiadas para expandirem 
as malhas da vigilância no campo do policiamento e controlo da criminalidade. 
Com base neste contexto, este capítulo almejou refletir sobre as suas implicações 
ético-sociais e legais, focando a ideia de «composição da vigilância» (Haggerty 
& Ericson, 2000, p. 606). O foco de análise do presente texto explorou a rela-
ção entre vigilância, tecnologia, sociedade e lei, permitindo refletir sobre o con-
trolo social e as desigualdades sociais, estratégias de discriminação populacional 
(Hier, 2003; Skinner, 2013, 2018a, 2018b) e impactos diversos na esfera dos 
direitos humanos.
Conforme discutido, há uma ênfase em torno das potencialidades tecnoló-
gicas do Big Data ao serviço do policiamento. Frequentemente surge descrito 
como útil na redução das taxas de criminalidade por nortear decisões e ações 
de justiça criminal que se baseiam em volumes de dados diversos, no entanto, 
a sua utilização suscita questões particulares. Desde logo, os dispositivos de Big 
Data possibilitam uma extensão das tradicionais técnicas de vigilância policial, 
recaindo sobre camadas sociais e grupos populacionais considerados suspeitos 
ou perigosos para sociedade. Desta forma, direcionam uma vigilância hierár-
quica, porque cria franjas populacionais distintas. No entanto, outra questão 
paradoxal que aparentemente pode parecer contraditória, é o facto das técni-
cas de Big Data se caracterizarem por serem rizomáticas (Haggerty & Ericson, 
2000). Ou seja, por integrar várias áreas da vida quotidiana, materializam-se 
numa vigilância dispersa e descentralizada que recai sobre a globalidade da 
população. Esta ambivalência instiga a um debate ético-social e legal que deve 
superar as reflexões tradicionais sobre o tema. 
A utilização do Big Data para realizar inferências, tendo por base dados 
policiais já recolhidos, potenciará a obtenção de correlações que (re)produzem 
consequências na sua execução. Nomeadamente, esta análise permitiu com-
preender de que forma é que uma vigilância policial norteada por sistemas 
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tecnológicos, como as estratégias de Big Data, pode potenciar o controlo sobre 
comunidades específicas já consideradas suspeitas num circuito fechado de vigi-
lância (Williams & Johnson, 2004). Nomeadamente, (re)produzir desigualda-
des sociais, exacerbando a exclusão e criminalização de grupos considerados «de 
risco» na esfera do controlo social (Machado et al., 2020). Processos de deci-
são algorítmica podem consolidar os preconceitos discriminatórios pré-existen-
tes (Skinner, 2018a, 2018b), agudizando erros generalizados que persistem na 
sociedade, intensificando regimes descendentes de vigilância (Hier, 2003). Esta 
descendência vigilante é acentuada por via do aumento da distância entre quem 
vigia e os vigiados, reforçando as fragilidades sociais já existentes, ao mesmo 
tempo que oculta estas assimetrias por via de um discurso de imparcialidade e 
objetividade (Mantello, 2016).
Saliente-se, também, que o campo do policiamento e da segurança é um con-
texto particular desenvolvido muito antes da expansão dos dispositivos de Big 
Data. Portanto, muitos dos dados que norteiam as suas ações ainda não foram 
digitalizados, dependendo de estratégias tradicionais de vigilância para se mate-
rializarem. Apesar de a nível europeu, a utilização do Big Data na investigação 
criminal ser escassa (Neiva, 2020a, 2020b), este capítulo sugere que é crucial 
que se questionem as formas de análise e compreensão das correlações obtidas 
por via das suas ferramentas digitais e tecnológicas. A um nível prático, é um 
desafio a forma como poderá auxiliar a aplicação da lei no contexto do policia-
mento atual. Os estudos têm vindo a referir que não existem referências conclu-
sivas que permitam afirmar que o uso deste tipo de tecnologias no policiamento 
reduza as taxas de crime (Mantello, 2016).
Ainda se refletiu acerca de que, enquanto fenómeno social, a técnica de Big 
Data reflete as estruturas sociais existentes, espelhando preconceitos policiais 
históricos, sociais e culturais. Imbuído num contexto social que é preciso com-
preender, as tecnologias não equacionam respostas para problemáticas sociais, 
a sua interpretação é que pode gerar novos conhecimentos. O processo de defini-
ção dos dados a recolher, a forma de os analisar, a decisão de com quem os par-
tilhar e de que forma estes auxiliam as tomadas de decisões são questões cruciais 
e de reflexão sociológica urgente. Desta forma, é necessário refletir sobre o tipo 
de correlações que são obtidas, o seu nível de precisão, a sua utilidade e o seu uso 
para tomada de decisões no âmbito da governabilidade do crime. Por isso, é fun-
damental que este debate emerja e se compreendam as questões éticas, sociais e 
legais acerca do rumo que as estratégias de Big Data podem tomar. Compreen-
der este mecanismo é crucial para aceder à forma como as análises de grandes 
dados podem conter enviesamentos. 
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Por fim, também se discutiu o modo como o desenvolvimento tecnológico 
nas estratégias de vigilância e controlo social supera, em larga escala, as respos-
tas legais existentes. A um nível prático, é uma incógnita a forma como o policia-
mento deve implementar as estratégias de Big Data. Todo o processo de recolha, 
análise, processamento e partilha de dados carece de critérios legais definidos 
que norteiem este tipo de análise. Enquanto não se balizar a ética nestes proces-
sos, os direitos humanos e as liberdades fundamentais poderão colidir com este 
tipo de recolha, análise e partilha de dados no âmbito do policiamento (Babuta, 
2017; Neiva, 2020a, 2020b). 
Este capítulo visa incitar um debate público capaz de assumir um papel ativo 
na compreensão do desenvolvimento da tecnologia e dos seus limites. Estudos 
sobre outras formas tecnológicas de vigilância, por exemplo, acerca da imple-
mentação de circuitos de câmaras videovigilância no Reino Unido (ver Goold 
et al., 2013) revelam que a inserção deste tipo de vigilância nas ruas tornou-se 
uma prática banal, um objeto de segurança aceite por todos como sendo parte 
integrante da vida pública. Este tipo de posicionamento face à expansão das 
tecnologias da vigilância deve alertar-nos para a possibilidade de a implemen-
tação e expansão das técnicas de Big Data puderem seguir o mesmo caminho, 
através da apatia e do silêncio social. Portanto, é crucial questionar «quão bons 
são os dados de vigilância e os modos de análise?» (Lyon, 2014, p. 9), debatendo 
o modo como Big Data é adotado como mecanismo de vigilância pelas agências 
policiais e securitárias.
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