Algorithms where y is Euler's constant and Ei(r) is the exponential integral, are presented for all ranges of the real variable x. A table of values of these functions is also given.
However, a serious loss of significant figures may result in some regions if this relation is used to give one of these functions in terms of the others. For this reason, the functions are treated independently here and (1.3) has been used only as a check on the final results.
2. Method of Computation. The following series may be inferred from [3] : k (21) F(*)= SFöfcir aIK* CO , , .
.
-ek(x) exp(-x)
G(x)= h + '
where i «*(•*) = £ xn/n\.
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These series are valid for all finite values of x, but only (2.1) is in a form which is convenient for numerical computation. To obtain other expressions, the range of the argument x is broken up into four regions, depending on whether x is positive or negative and whether |x| is large or small. A different expression is useful in each region.
The series (2.1) may be obtained by term-by-term integration of the series [1] :
Ei(0 -7 ~ In \t\ = £ t t=i W)
in the definition (1.1). The term-by-term integration of (1.2) gives, after some algebraic manipulation, the result (2.2) G(x) = exp(-*) £ + 1 + 1 + ... + ^.
When x is small and positive, (2.1) and (2.2) .are quite convenient for computation. However, when x is negative the terms in these series alternate in sign so it may be necessary to keep more significant figures during the calculation than will be obtained in the result. When \x\ is large, it would be necessary to compute many terms in these series to obtain the functions to a given accuracy. Accordingly, alternative expressions will be obtained for these other regions. Expressions which are useful when |x| is small and x is negative may be obtained by factoring exp(x) out of the series in (2.1) and absorbing the factor exp(-x) into the series (2.2) to give (23) = -exp(^) g [j + 1 (x + 1) + 1 (x + i + 1) 
An asymptotic series for the function A(x) may be obtained by solving the first-order differential equation satisfied by A(x) exp(-x), assuming a series solution in inverse powers of x. The result is
It can be shown that 
at the point a = 1. This reduces the problem to the evaluation of integrals which may be found in [4] .
From (2.8) and the integration of (1.2) by parts, it follows that 2 (2.9) (2.11a) B(-x) = \ 4-Z ik~ y 4-0(\x\-N) (x>0),
(2.11b) Bix) = Z (* ~t1)! + 0(1*1"*) (x > 0).
*-i KX Table 1 gives the lowest value of jjc| for which the asymptotic expansions (2.7)"and (2.11) for A(x) and B(x) may be used to obtain a specified number of significant figures. Table  1 Lowest value of \x\ for which the asymptotic expansions for A(x) and B(x) may be used to obtain N significant figures The asymptotic expansions given above may be used when x is positive or negative and \x\ is large. However, for some negative x there may be a loss of significant figures because of the alternating signs in the series. The asymptotic series may be summed for negative x by developing the expansions into corresponding-type continued fractions with the Q-D algorithm [5] Table 2 . The Q-D algorithm is somewhat unstable in this case, so the coefficients were computed in quadruple precision (39S) to insure accuracy to 18S. The continued fractions appear to be convergent for all negative x. As \x\ increases, fewer approximants are needed in the continued fractions to obtain A(x) and B(x) to a given accuracy.
3. Remarks. A summary of the expressions which are most useful for the numerical computation of the functions F(x) and G(x) in each range of the argument x is given in Table 3 . The dividing line between "small" and "large" x depends Table 3 Equation numbers of the most useful expressions for the numerical evaluation of the functions F(x) and G(x) in the various ranges of the real variable x
Range of x F(x) G(x) \x\ small, x positive (2.1) (2.2) |x| small, x negative (2.3) (2.4) |*| large, * positive (2.5), (2.7) (2.9), (2.7) or (2.12), (2.11) |*| large, x negative (2.5), (2.7) or (2.12) (2.9), (2.7), (2.11) or (2.13) on the accuracy which is desired in the results. These algorithms have been implemented for numerical computation on the Univac 1108 computer at the University of Wisconsin. This program was used to obtain the values of the functions which are given in Table 4 . The results in Table 4 have been independently checked to 8 significant figures by numerical integration, and further, they satisfy (1.3) to the accuracy with which they are given. 
