Abstract-Wireless communication is considered to be more challenging than the typical wired communication due to unpredictable channel conditions. In this paper, we target coverage area problem, where a group of sensors is selected from a set of sensors placed in a particular area to maximize the coverage provided to that area. The constraints to this optimization are the battery power of the sensor and number of sensors that are active at a given time. We consider a variant of the coverage related to a particular sensor, where coverage is considered to be an unknown stochastic variable, and hence, we need to learn the best subset of sensors in real time. We propose an online combinatorial optimization algorithm based on multi-armed bandits framework that learns the expected best subset of sensors, and the regret of the proposed online algorithm is sub-linear in time. The achieved performance proves the robustness and effectiveness of the proposed online algorithm in wireless sensor selection over an unknown stochastic environment.
I. INTRODUCTION
The low-cost and low-power wireless sensors are manufactured these days due to rapid advances in integrated circuits. A wireless sensor is composed of sensing unit, storage and data processing units along with the battery [1] . These sensors are equipped with different sensing abilities based on the application. In addition to sensing, these sensors are also capable of processing the data. Coverage requirement of an area is defined as either the full coverage of the area or a percentage threshold that is required to be attained. In order to cover a large area, usually a larger sensor network is formed using multiple sensors placed in different locations. Considering the power consumption, the task is to prolong the network lifetime via concurrently using the sensor and resting the sensor. A wireless sensor in its working state provides all the functions and consumes power at the same time, while in the sleeping state it only receives the control signal and consumes less power. The advantage of the larger sensor network is that it doesn't require all sensors to be in working state to provide the required coverage, and hence, few sensors are in working state and remaining sensors are in sleeping state [2] , [3] , [4] .
In this paper, we target to enhance the network lifetime via considering the limited lifetime of the sensor batteries and number of active wireless sensors to provide the target coverage. We assume that the coverage of the wireless sensors is drawn from an unknown probability distribution and the current instantaneous coverage realization is available to the control unit via mobile sensing devices available in the area. This information which is the reward of the selected sensor is provided to the proposed algorithm which updates its parameters to learn the minimal number of sensors that can achieve the required coverage. The algorithm also takes into account the remaining power of the sensor while selecting the best subset of the sensors.
Multi-armed bandit (MAB) is a fundamental problem in machine learning, where there are n arms with unknown rewards [5] , [6] . The objective is to maximize the total accumulated reward up to time t, achieved via ExplorationExploitation trade-off. Exploration-Exploitation trade-off is a balance between exploring the unexplored arms and exploiting the arm providing a best-expected reward. The main objective is to minimize the Regret, which is the difference between accumulated expected reward of optimal arm and arms selected by the algorithm. It is shown in the literature that O(logT ) regret is achieved asymptotically using upper confidence bounds (UCBs).
As an extension to this, combinatorial multi-armed bandits target real-world applications where the combination of arms is optimized with usually linear rewards [7] , [8] , [9] , [10] . The combination of selected arms is referred to as super arm. The target of combinatorial algorithm is to select the best super arm based on the previous observations to maximize the overall expected reward. Recent work in combinatorial bandits extends the generic framework to a major class of nonlinear rewards [11] . When rewards of the individual arms are revealed along with the reward of super arm, this feedback is known as semi-bandit feedback [10] . The reward of the super arm is referred to as global reward, which can be a non-linear function of these individual rewards and needs to satisfy two mild assumptions of monotonicity and bounded smoothness.
Main contributions of this paper are:
• We propose a variant of wireless sensors coverage problem by introducing randomness in the sensing coverage of the sensor. and secondly, we analyze the case when sensors interfere the sensing of the other sensors.
II. PROBLEM FORMULATION
We denote the set of sensors S = (s 1 , s 2 , . . . , s N ) ∈ S as a super sensor, where s l , l ∈ {1, . . . , N } denote a particular sensor in a super sensor. Let N = |S| is number of selected sensors and L is total number of sensors in S. In each round t, a super sensor is selected and coverage reward is revealed, referred to as global reward. We say it a semi-bandit feedback, since rewards of individual sensors as well as the reward of super sensor are revealed. The coverage of a particular sensor s l is associated with a set of random variables X s l ,t for t ≥ 1, and the set of these random variables is denoted as X t . These random variables represent the random coverage of corresponding sensor. Let T s l ,t represents the number of times sensor s l is selected at round t.
Let R t (S) represents the reward of the super sensor. We consider rewards with the bounded support of [0, 1], for a particular sensor it is the ratio of the coverage provided by the sensor to full coverage of the area, and for super sensor it is the ratio of the summation of coverage of underlying sensors to the number of underlying sensors. We denote the expected individual rewards vector as µ = {µ 1 , . . . , µ N } and the expected reward of the super sensor as r µ (S) = E[R t (S)], which is the linear combination of the expected rewards of the underlying sensors. The objective is to satisfy the coverage constraint with minimum possible number of sensors. Let S t is the super sensor selected by the algorithm at round t and opt µ = max S∈S r µ (S), S * = arg max S∈S r µ (S). As optimal super sensor, S * may be computationally hard to find, we allow oracle to approximate the optimal super arm as α · opt µ , and to have success probability β.
To apply the general combinatorial bandits, two mild assumptions of monotonicity and bounded smoothness [9] are required to be taken on r µ (S).
Assumption 1. The expected reward of a particular super sensor S is monotonically non-decreasing with respect to the expected reward vector i.e., if ∀s ∈
S, µ s ≤ µ ′ s , then r µ (S) ≤ r µ ′ (S).
Assumption 2. There exists a strictly increasing and invertible function f (·), called bounded smoothness functions, such that for two expected reward vectors µ and µ
The regret of learning is written as
III. THE PROPOSED SYSTEM
In this section, we propose an online coverage optimization scheme (COS) for wireless sensors. We consider two different cases: first we study the non-interference case, where sensors are placed far from each other such that no interference occurs in sensing, and targets small sensor networks. In the second
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each other such that interference occurs in the sensing ranges of sensors. We consider the interference among the chosen sensors as a disadvantage while optimizing the sensor subset, although redundancy is achieved via selecting the nearby overlapping sensing region sensors, but this is not the primary objective. We focus to select the smallest best possible subset to satisfy the coverage constraint. Let k * denote the minimum number of sensors to provide the required coverage.
The pseudo-code of the proposed method is shown in Algorithm 1, and the offline optimization is handled by the offline oracle. In the initialization step, a random super sensor is selected for each of the available sensors. Then by using upper confidence bound (UCB) method, upper bounds over the estimated rewards are calculated. These upper bounds are provided to an offline oracle, which performs offline optimization over given rewards. We propose a centralized solution, where location of all sensors and measured coverage is provided to the learning algorithm. The learning algorithm then generates control signals to the selected sensors in the subset and generates sleeping state commands to the remaining sensors. Since dense measurement points can provide an exact estimate compared to fewer measurement points network, the accuracy of the learning algorithm is directly dependent on the placement of measurement points.
The total lifetime of the sensor network is also an important part of the proposed system, and is provided with a threshold value p T H for the remaining scaled battery power p s ∈ [0, 1] for a particular sensor s. If p T H is reached, the proposed algorithm generates a service request to either replace the battery of the sensor or replace the sensor itself. The sensors over the provided threshold are not selected by the offline oracle until they are serviced. Since new placed sensor or repaired sensors may have different characteristics, we reinitialize the counters 
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12: end while 13: Return: S and expected reward for the replaced sensor.
A. Case I: Sensors with no interference
We considered a relatively simple scenario, where the placed sensors are considered to be far from each other such that there is no interference among the sensors. In this scenario, the offline oracle sorts the UCBs and finds the minimum number of sensors whose sum of the expected rewards are equal or more than the required coverage by adding the sorted sensors one by one in the super sensor. As shown in the Algorithm 2, offline oracle first sorts the UCB rewards of the sensors, and after sorting process, the sensor with best estimated reward is included in the super sensor as its first element. Then, the reward of the super sensor which is a summation of expected rewards of its elements is compared with the target coverage. If target coverage is not achieved, the sensor with highest estimated reward among the remaining sensors is selected and included in the super sensor as its second element. If target coverage is achieved, the subset is provided to the main algorithm, otherwise the process of selection continues.
It is worth mentioning that the sorting is performed over UCBs, which in addition to expected rewards considers the number of times sensor is selected to cater the explorationexploitation trade-off. After sorting the UCBs, only expected rewards of the sensors are used to decide the selection of sensor in the super sensor. Furthermore, before adding the sensor as an element of the super sensor, the proposed algorithm checks the remaining power of the sensor, if it is below the given threshold p T H , the candidate sensor is not included in the super sensor.
B. Case II: Sensors with interference
In this scenario, we consider a large sensor network where there are plenty of sensors and they interfere with each other. The offline oracle just by sorting cannot find the best subset, as there are dependencies among the sensors. The additional input is a correlation matrix Σ S,S , which provides the expected interference ratio among placed sensors. The diagonal entries
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18: end while 19: Return: S of the matrix are set to zero, and these represent the selfinterference. The offline oracle initially includes the estimated best reward sensor into the subset sensor as its first element. Before adding the second element, the dependencies among the candidate sensor and elements of the super sensor are compared with the remaining sensors i.e., Σ S ′ (n ′ ),S provides the dependencies of the candidate sensor S ′ (n ′ ) with elements of the super sensor S. If difference of the expected reward and dependencies is still greater than the difference of remaining sensors in the set {S ′ \ (S + S ′ (n ′ ))} (members of S ′ that are not in the super sensor S and not the element S ′ (n ′ )), the candidate sensor is placed in the super sensor.
On the other hand, if reward excluding the dependencies is lower than any of the remaining sensors, the next sensor in the list is considered as the candidate sensor. The process is terminated if the coverage threshold is reached or there are no more sensors left to be explored. The pseudo-code for this scenario is provided in Algorithm 3. It is worth mentioning that no assumption is made regarding the sensing range of the sensors. The sensors are not required to have same sensing range and are allowed to have different sensing ranges, as the sensing is provided by the measurement points to the algorithm.
IV. ILLUSTRATIVE RESULTS
In this section, performance of the proposed algorithm is evaluated and results are provided for both scenarios discussed in the previous section. The obtained results provide the fact that the expected regret of the proposed algorithm is sublinear in time. We set T = 10 4 for both experiments. (Fig. 1) In the first experiment, we consider a network of 6 sensors. The sensor coverage is represented by Gaussian random variable with mean values as {0.10, 0.30, 0.20, 0.10, 0.05, 0.25} and variance of 0.50. We set the cumulative target coverage area to be 0.70. If we know the true values of the expected means, we can easily find that best possible super sensor which contains three sensors with mean values {0.30, 0.25, 0.20} and the coverage area is obtained as 0.75 with k * = 3 and the oracle expected reward is 0.25. But as we observe data in the stochastic environment and need to estimate the expected values, we perform COS on the given dataset and obtained the regret shown in Fig. 1 . The proposed algorithm concurrently explores and exploits the sensors to obtain the best super sensor. We perform 100 random experiments and results are obtained by averaging over these runs. The obtained regret is sub-linear in time T . We assume α = β = 1 for this experiment.
B. Experiment 2: Selection with interference (Fig. 2)
In this experiment, we again considered a network of 6 sensors. The sensor coverage is represented by Gaussian random variable with mean values as {0.20, 0.30, 0.25, 0.10, 0.05, 0.25} and variance of 0.5. We set the cumulative target coverage area to be 0.7. If we know the true values and there is no interference among the sensors, we can calculate the best possible super sensor which contains three sensors with mean values {0.30, 0.25, 0.25} and the coverage area is obtained as 0.80. For this experiment, we additionally provide the information that sensor 2 and 3 are very close to each other and the expected interference for both sensors is 90% of their sensing region. Hence, the super sensor in this modified scenario is {0.20, 0.30, 0.25} (Sensor 1,2 and 6) and the coverage area is obtained as 0.75 with k * = 3 and the oracle expected reward is 0.25. We perform COS on the given dataset and obtained the regret shown in Fig. 2 . Similar to experiment 1, we perform 100 random experiments and results are obtained by averaging The Regret and time-average Regret for a network of 6 interfering sensors aimed to achieve the net coverage area of 0.70 over these runs. Furthermore, for this experiment we allow offline oracle to have success probability and estimation error i.e., α = β = 0.90.
V. CONCLUSION
In this paper, we propose an online combinatorial optimization algorithm for wireless sensors to provide desired coverage in a particular area. We consider the case when the sensing is random in nature, and hence, we propose combinatorial multiarmed bandits framework to provide online learning solution. The proposed algorithms are sub-linear in time T .
