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ABSTRACT
A dynamic bipartite matching model is given by a bipartite match-
ing graph which determines the possible matchings between the
various types of supply and demand items. Both supply and de-
mand items arrive to the system according to a stochastic process.
Matched pairs leave the system and the others wait in the queues,
which induces a holding cost. We model this problem as a Markov
Decision Process and study the discounted cost and the average cost
case. We first consider a model with two types of supply and two
types of demand items with an N matching graph. For linear cost
function, we prove that an optimal matching policy gives priority
to the end edges of the matching graph and is of threshold type
for the diagonal edge. In addition, for the average cost problem, we
compute the optimal threshold value. According to our preliminary
numerical experiments, threshold-type policies performs also very
well for more general bipartite graphs.
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1 INTRODUCTION
The theory of matching started with Peterson and König and was
under a lot of interests in graph theorywith problems likemaximum
matchings. It was extended to online matching setting [8, 12, 14]
where one population is static and the other arrives according to
a stochastic process. In the recent years, fully dynamic matching
models have been considered where both populations are random.
The importance of matching models was shown through applica-
tions in many fields: health [3, 9], ridesharing [4], power grid [18],
or pattern recognition [17].
We study matching models from a queueing theory perspective,
where a supply item and a demand item arrive to the system at
each time step and can be matched or stay in buffers. [13, Theorem
1] proves that in a matching model where items arrive one by one,
there exists no arrival distribution which verifies the necessary
stability conditions for bipartite matching graphs. This result justi-
fies why we assume arrivals by pairs as in [5, 6]. We consider that
there is a holding cost that is a function of the buffer sizes. Our
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objective is to find the optimal matching policy in the discounted
cost problem and in the average cost problem for general bipartite
matching graphs. For this purpose, we model this problem as a
Markov Decision Process.
The search for good policies and the question of their perfor-
mance for various matching models have received great interest
in the recent literature. For example, the FCFS infinite bipartite
matching model was introduced in [7] and further studied in [1, 2]
that established the reversibility of the dynamics and the product
form of stationary distribution. In [5] the bipartite matching model
was extended to other matching policies. In that paper, the authors
established necessary conditions for stability and studied the stabil-
ity region of various policies, including priorities and MaxWeigth.
For ridesharing systems, state-dependent dispatch policies were
identified in [4] which achieved exponential decay of the demand-
dropping probability in heavy traffic regime. In [10], the authors
presented the imbalance process and derived a lower bound on the
holding costs.
Optimality results are scarce, and have been derived for some
matching models in the asymptotic regimes. An extension of the
greedy primal-dual algorithmwas developed in [15] andwas proved
to be asymptotically optimal for the long-term average matching
reward. However, they considered rewards on the edges, which
differs from our model with holding costs. In [6], the authors, based
on a workload relaxation, identified a policy that is approximately
optimal with bounded regret. Their results were made under the
asymptotic heavy-traffic setting and thus, cannot be used in our
framework as we consider any arrival rates under stability condi-
tions.
We first consider a matching model with two supply and two
demand classes. For this system, we show that the optimal matching
policy is of threshold type for the diagonal edge and with priority to
the end edges of the matching graph. We also compute the optimal
threshold in the case of the average cost.
For more general bipartite matching graphs, the optimal match-
ing policy identified in the case N can be generalized. We give a
heuristic for general bipartite graphs where threshold-type policies
performs also very well according to our preliminary numerical
experiments.
2 MODEL DESCRIPTION
We consider a (bipartite) matching graph (D ∪ S, E) where D =
{d1,d2, . . . ,dnD } andS = {s1, s2, . . . , snS } are, respectively, the set
of demand nodes (or queues) and the set of supply nodes. E ⊂ D×S
is the set of allowed matching pairs. In Figure 1 it is depicted an
example of a matching graph with three demand nodes and three
supply nodes. In each time slot n, a demand item and a supply
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item arrive to the system according to the i.i.d. arrival process
A = (ak )k ∈D∪S . The demand item arrives to the queue di (i.e
adi = 1) with probability αi and the supply item arrives to the
queue sj (i.e asj = 1) with probability βj .
s1 s2 s3
d1 d2 d3
β1 β2 β3
α1 α2 α3
Figure 1: A matching graph with three supply nodes and
three demand nodes.
We denote by qk (n) the queue length of node k at time slot n,
where k ∈ D ∪ S. Let Q(n) = (qk (n))k ∈D∪S be the vector of
the queue length of all the nodes. We must have
∑
k ∈D qk (n) =∑
k ∈S qk (n) for all n. Matchings at time n are carried out after the
arrivals at time n. Let X (n) = Q(n) + A. Hence, Q(n) evolves over
time according to the following expression:
Q(n + 1) = X (n) − u(X (n)),
where u(X (n)) is the vector of the items that are matched at time n
which must belong to the set of admissible matchings. When the
state of the system is X (n) = x , the set of admissible matchings is
defined as:
Ux =
{(ui )i ∈D∪S ∈ NnD+nS : ∀i ∈ D ∪ S ui ≤ xi ,
∀S ⊂ S
∑
j ∈S
uj ≤
∑
i ∈D(S )
ui , ∀D ⊂ D
∑
i ∈D
ui ≤
∑
j ∈S(D)
uj
}
where D(j) = {i ∈ D : (i, j) ∈ E} is the set of demand classes
that can be matched with a class j supply and S(i) = {j ∈ S :
(i, j) ∈ E} is the set of supply classes that can be matched with
a class i demand. The extension to subsets S ⊂ S and D ⊂ D is
D(S) = ⋃j ∈S D(j) and S(D) = ⋃i ∈D S(i). Ux is defined for all
x ∈ X where X = {(xi )i ∈D∪S ∈ NnD+nS :
∑
i ∈D xi =
∑
j ∈S x j }
is the set of all the possible states of the system. The dynamics of
the system can be alternatively written as
X (n + 1) = X (n) − u(X (n)) +A, (1)
which is a Markov Decision Process where the control is denoted by
u(X (n)). We consider a linear cost function on the buffer size of the
nodes: c(Q(n)) = ∑k ∈D∪S ckqk (n). Our analysis presented in the
following sections holds for more general cost functions as long as
they satisfy the assumptions of Theorem 2.1 and Theorem 2.2. We
choosed a linear cost function because it satisfies these assumptions
and allow us to give an analytical form for the optimal threshold.
The buffer size of the nodes is infinite, thus we are in the unbounded
costs setting.
Amatching policyπ is a sequence of decision rulesπ = (u(X (n)))n≥1.
A stationary matching policy is a matching policy which uses deci-
sions rules u that only depend on the state of the system x and not
on time n. The goal is to obtain the optimal matching policy, that
is, the policy that minimizes the cost of the system. We will study
two optimization problems which can be written as:
• The average cost problem: д∗ = infπ дπ with дπ (x) =
limN→∞
1
N
∑N−1
n=0 E
π
x [c(X (n))]
• The discounted cost problem:v∗θ = infπ vπθ with vπθ (x) =
limN→∞
∑N−1
n=0 θ
tEπx [c(X (n))]
where θ ∈ [0, 1) is the discount factor. The notation Eπx indicates
that the expectation is over the arrival process A(n) given that
X (0) = x and using the matching policy π to determine the decision
rules u(X (n)) for all n.
For a given function v , X (n) = x , u ∈ Ux , we define for all
0 ≤ θ ≤ 1:
Lθuv(x) = c(x) + θE[v(x − u +A)]
Lθv(x) = c(x) + min
u ∈Ux
θE[v(x − u +A)]
and in particular, we define Tu = L1u and T = L1. A solution of
the discounted cost problem can be obtained as a solution of the
Bellman fixed point equation v = Lθv . In the average cost problem,
the Bellman equation is given by д∗ +v = Tv .
We say that a value function v or a decision rule u is structured
if it satisfies a special property, such as being increasing, decreasing
or convex. Throughout the article, by increasing we mean nonde-
creasing and we will use strictly increasing for increasing. A policy
is called structured when it only uses structured decision rules.
The framework of this work is that of property preservation
when we apply the Dynamic Programming operator. First, we iden-
tify a set of structured value functions V σ and a set of structured
decision rules Dσ such that if the value function belongs to V σ an
optimal decision rule belongs to Dσ . Then, we show that the prop-
erties of V σ are preserved by the Dynamic Programming operator
and that they hold in the limit. Theorem 2.1 [11, Theorem 1] lets us
conclude that there exists an optimal policy which can be chosen
in the set of structured policies Πσ = {π = (u)∞ : u ∈ Dσ }.
Theorem 2.1. [11, Theorem 1] Assume that the following proper-
ties hold: there exists positive function w on the state space X such
that
sup
(x,u)
c(x ,u)
w(x) < +∞, (2)
sup
(x,u)
1
w(x)
∑
y
P(y |x ,u)w(y) < +∞, (3)
and for every µ, 0 ≤ µ < 1, there exists η, 0 ≤ η < 1 and some integer
J such that for every J -tuple of Markov deterministic decision rules
π = (u1, . . . ,u J ) and every x
µ J
∑
y
Pπ (y |x)w(y) < ηw(x), (4)
where Pπ denotes the J -step transition matrix under policy π . Let
0 ≤ θ < 1. Let Vw the set of functions in the state space which have
2
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a finite w-weighted supremum norm, i.e., supx |v(x)/w(x)| < +∞.
Assume that
(∗) for each v ∈ Vw , there exists a deterministic Markov decision
rule u such that Lθv = Lθuv .
Let V σ and Dσ be such that
(a) v ∈ V σ implies that Lv ∈ V σ ;
(b) v ∈ V σ implies that there exists a decision u ′ ∈ Dσ such that
u ′ ∈ arg minu Lθuv ;
(c) V σ is a closed subset of the set of value functions by simple
convergence.
Then, there exists an optimal stationary policy π∗ = (u∗)∞ that
belongs to Πσ with u∗ ∈ arg minu Lθuv .
This result is an adapted version of [16, Theorem 6.11.3]. The
former removes the need to verify thatV σ ⊂ Vw (assumption made
in the latter) and its statement separates the structural requirements
((a), (b) and (c)) from the technical requirements related to the
unboundedness of the cost function ((2), (3), (4) and (∗)).
In the case of the average cost problem, we will use the results of
the discounted cost problem. We consider the average cost problem
as a limit when θ tends to one and we show that the properties still
hold for this limit. In order to prove the optimality in the average
cost case, we will use [16, Theorem 8.11.1]:
Theorem 2.2. [16, Theorem 8.11.1] Suppose that the following
properties hold:
(A1) ∃C ∈ R,∀x ∈ X, −∞ < C ≤ c(x) < +∞,
(A2) ∀x ∈ X,∀ 0 ≤ θ < 1, v∗θ (x) < +∞
(A3) ∃ H ∈ R,∀x ∈ X,∀ 0 ≤ θ < 1, −∞ < H ≤ v∗θ (x) −v∗θ (0)
(A4) There exists a nonnegative functionM(x) such that
(a) ∀x ∈ X, M(x) < +∞
(b) ∀x ∈ X,∀ 0 ≤ θ < 1, v∗θ (x) −v∗θ (0) ≤ M(x)
(c) There exists u ∈ U0 for which ∑y P(y |0,u)M(y) < +∞
Let H andM be defined in Assumptions (A3) and (A4). We define a
subset V σH of V
σ which contains all the value functions v ∈ V σ such
that H ≤ v(x) −v(0) ≤ M(x) for all x ∈ X. Then, if
(a) for any sequence (θn )n≥0, 0 ≤ θn < 1, for which limn→+∞θn = 1,
lim
n→+∞[v
∗
θn
−v∗θn (0)e] ∈ V
σ
H with e(x) = 1 for all x ∈ X
and
(b) v ∈ V σH implies that there exists a decision u ′ ∈ Dσ such that
u ′ ∈ arg minu Tuv ;
Then Dσ ∩ arg minu Tuv , ∅ and u∗ ∈ Dσ ∩ arg minu Tuv implies
that the stationary matching policy which uses u∗ is lim sup average
optimal.
3 THE CASE N
We consider the system that is formed by two supply nodes and
two demand nodes with a N -shaped matching graph (see Figure 2).
Let ℓi be the edge between di and si , i=1,2, and ℓ3 the edge between
d1 and s2. Let us also define ℓ4 as the imaginary edge between d2
and s1 (imaginary because ℓ4 < E) that we introduce to ease the
notations. To ensure stability, we assume that α > β .
The set of all the possible states of the system is
X = {x = (xd1 ,xd2 ,xs1 ,xs2 ) ∈ N4 : xd1 + xd2 = xs1 + xs2 }
and the set of possible matchings, when the state of the system is
x ∈ X, is:
Ux = {u = (ud1 ,ud2 ,us1 ,us2 ) ∈ N4 : (a) ∀i ∈ {d1,d2, s1, s2} ui ≤ xi ,
(b1) us1 ≤ ud1 , (b2) ud2 ≤ us2 , (c) ud1 + ud2 = us1 + us2 }
We will show that the optimal policy for this case has a specific
structure. For this purpose, we first present the properties of the
value function. Then, we show how these properties characterize
the optimal decision rule and how they are preserved by the dy-
namic programming operator. Finally, we prove the desired results
in Theorem 3.10 and Theorem 3.11.
s1 s2
d1 d2
β 1 − β
α 1 − α
ℓ1
ℓ3
ℓ2
Figure 2: A matching graph with two supply nodes and two
demand nodes.
3.1 Value Function Properties
Let ei be the vector of all zeros except in the i-th coordinate, i ∈
{d1,d2, s1, s2}. Let eℓ1 = ed1 + es1 = (1, 0, 1, 0), eℓ2 = ed2 + es2 =
(0, 1, 0, 1), eℓ3 = ed1+es2 = (1, 0, 0, 1) and eℓ4 = ed2+es1 = (0, 1, 1, 0).
We start by defining increasing properties in ℓ1, ℓ2 and ℓ4:
Definition 3.1 (Increasing property). Let i ∈ {1, 2, 4}. We say that
a function v is increasing in ℓi or v ∈ Iℓi if
∀x ∈ X, v(x + eℓi ) ≥ v(x).
Remark 1. The increasing property in ℓ4 can be interpreted as the
fact that we prefer to match ℓ1 and ℓ2 rather than to match ℓ3. Indeed,
v(x + eℓ4 ) = v(x + eℓ1 + eℓ2 − eℓ3 ) ≥ v(x).
We also define the convexity in ℓ3 and ℓ4 as follows:
Definition 3.2 (Convexity property). A function v is convex in ℓ3
or v ∈ Cℓ3 if v(x + eℓ3 ) −v(x) is increasing in ℓ3, i.e.,
∀x ∈ X,xd1 ≥ xs1 − 1 v(x + 2eℓ3 )−v(x +eℓ3 ) ≥ v(x +eℓ3 )−v(x).
Likewise, v is convex in ℓ4 or v ∈ Cℓ4 if v(x + eℓ4 ) − v(x) is
nondecreasing in ℓ4, i.e.,
∀x ∈ X,xs1 ≥ xd1 − 1 v(x + 2eℓ4 )−v(x +eℓ4 ) ≥ v(x +eℓ4 )−v(x).
Definition 3.3 (Boundary property). A function v ∈ B if
∀j ∈ {1, 2, 3, 4},x = eℓj v(x) −v(x + eℓ4 ) ≤ v(x + eℓ3 ) −v(x).
3
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As we will show in Proposition 3.7, the properties Iℓ1 , Iℓ2 , Iℓ4
and Cℓ3 characterize the optimal decision rule. On the other hand,
Cℓ4 andB are required to show that Cℓ3 is preserved by the operator
Lθ .
We aim to characterize the optimal matching policy using The-
orem 2.1 and Theorem 2.2. Thus, in the remainder of the article,
we will consider the following set of structured value functions
V σ = Iℓ1 ∩ Iℓ2 ∩ Iℓ4 ∩ Cℓ3 ∩ Cℓ4 ∩ B.
3.2 Optimal decision rule
In this section, we show that, for any v ∈ V σ , there is a control of
threshold-type in ℓ3 with priority to ℓ1 and ℓ2 that minimizes the
Lθuv .
Definition 3.4 (Threshold-type decision rule). A decision rule ux
is said to be of threshold type in ℓ3 with priority to ℓ1 and ℓ2 if:
(1) it matches all of ℓ1 and ℓ2.
(2) it matches ℓ3 only if the remaining items (in d1 and s2) are
above a specific threshold, denoted by t (with t ∈ N ∪∞).
This means that:
• (ux )s1 = min(xd1 ,xs1 )
• (ux )d2 = min(xd2 ,xs2 )
• (ux )d1 = min(xd1 ,xs1 ) + kt (x)
• (ux )s2 = min(xd2 ,xs2 ) + kt (x)
where kt (x) =
{
0 i f xd1 − xs1 ≤ t
xd1 − xs1 − t otherwise
.
Remark 2. If t = ∞, the decision rule will never match ℓ3. If
xd1 −xs1 ≤ t < ∞, the decision rule will match ℓ3 until the remaining
items in d1 and s2 are equal to the threshold t .
In the remainder of the article, we consider that Dσ is the set
of decision rule that are of threshold type in ℓ3 with priority to ℓ1
and ℓ2 (as defined in Definition 3.4) for any t ∈ N ∪∞. In the next
proposition, we establish that there exists an optimal decision rule
with priority to ℓ1 and ℓ2.
Proposition 3.5. Let v ∈ Iℓ1 ∩ Iℓ2 ∩ Iℓ4 , let 0 ≤ θ ≤ 1. For any
x ∈ X, there exists u∗ ∈ Ux such that u∗ ∈ arg minu ∈Ux Lθuv(x),(u∗)s1 = min(xd1 ,xs1 ) and (u∗)d2 = min(xd2 ,xs2 ). In particular, this
result holds for the average operator: Tu .
Proof. Let v ∈ Iℓ1 ∩ Iℓ2 ∩ Iℓ4 , 0 ≤ θ ≤ 1, x ∈ X, u ∈ Ux and
p = ud1 − us1 (the number of matchings in ℓ3 of u). The maximum
number of matchings in ℓ1 is denoted bymℓ1 = min(xd1 ,xs1 ) and
in ℓ2 bymℓ2 = min(xd2 ,xs2 ).
Let p0 = min(p,xs1 − us1 ,xd2 − ud2 ) be the number of possible
matchings that can be transformed from ℓ3 to ℓ1 and ℓ2 matchings.
We define a policy u0 that removes the p0 matchings in ℓ3 and
matches p0 times ℓ1 and ℓ2, that is, u0 = u + p0(eℓ1 + eℓ2 − eℓ3 ). We
verify that this policy is admissible, i.e u0 ∈ Ux : (c) is true because
u ∈ Ux . (a) is true because (u0)s1 = (u)s1 +p0 ≤ (u)s1 +xs1 −(u)s1 =
xs1 and (u0)d2 = (u)d2 + p0 ≤ (u)d2 + xd2 − (u)d2 = xd2 . (b1) and
(b2) are true because (u0)s1 = (u)s1 + p0 ≤ (u)s1 + p = (u)d1 and
(u0)d2 = (u)d2 + p0 ≤ (u)d2 + p = (u)s2 . Then, we can use the fact
that v ∈ Iℓ4 to show that Lθu0v(x) ≤ Lθuv(x).
Moreover, we define u ′ that matches all the the possible ℓ1 and
ℓ2 of x − u0, that is, of the remaining items when we apply u0:
u ′ = u0 + eℓ1 (mℓ1 − (u0)s1 ) + eℓ2 (mℓ2 − (u0)d2 ). We also verify that
this policy is admissible, i.e u ′ ∈ Ux : (c), (b1) and (b2) are true
because u0 ∈ Ux . If p0 = p, then
(u ′)d1 = (u0)d1 +mℓ1 − (u0)s1 =mℓ1 + ud1 − us1 − p0
=mℓ1 + p − p0 ≤ xd1
(u ′)s2 = (u0)s2 +mℓ2 − (u0)d2 =mℓ2 + us2 − ud2 − p0
=mℓ2 + p − p0 ≤ xs2
If p0 = xs1 − us1 , then
(u ′)d1 =mℓ1 + ud1 − us1 − p0 =mℓ1 + ud1 − xs1 ≤ ud1
(u ′)s2 =mℓ2 + ud1 − us1 − p0 =mℓ2 + ud1 − xs1 ≤ xd2 + ud1 − xs1
= xs2 + ud1 − xd1 ≤ xs2
If p0 = xd2 − ud2 , then
(u ′)d1 =mℓ1 + us2 − ud2 − p0 =mℓ1 + us2 − xd2 ≤ xs1 + us2 − xd2
= xd1 + us2 − xs2 ≤ xd1
(u ′)s2 =mℓ2 + us2 − ud2 − p0 =mℓ2 + us2 − xd2 ≤ us2
In every case, (a) is true. Hence, since v ∈ Iℓ1 ∩ Iℓ2 , it results that
Lθu′v(x) ≤ Lθu0v(x).
As a result, we have Lθu′v(x) ≤ Lθu0v(x), (u ′)s1 = (u0)s1 +mℓ1 −(u0)s1 = min(xs1 ,xd1 ) and (u ′)d2 = (u0)d2+mℓ2−(u0)d2 = min(xs2 ,xd2 ).
This was done for any u ∈ Ux and because Ux is finite for every
x ∈ X, we can chooseu∗ such that it belongs to arg minu ∈Ux Lθuv(x)
giving the final result. □
From this result, it follows that there exists an optimal deci-
sion rule that matches all possible ℓ1 and ℓ2. In addition, due
to Proposition 3.5 and (c) from the definition of Ux , there exists
u ′ ∈ arg minu ∈Ux Lθuv(x) such that we haveu ′d1 = min(xs1 ,xd1 )+k
and u ′s2 = min(xs2 ,xd2 ) + k . Our goal now is to find the optimal
number of matchings in ℓ3 (i.e the optimal k). We introduce first
some notation:
Definition 3.6. Let 0 ≤ θ ≤ 1, x ∈ X. We define:
Kx =
{ {0} i f xd1 ≤ xs1
{0, · · · ,min(xd1 − xs1 ,xs2 − xd2 )} otherwise
the set of possible matching in ℓ3 after having matched all possible
ℓ1 and ℓ2.
Remark 3. The state of the system after having matched all pos-
sible ℓ1 and ℓ2 is of the form (0, l , l , 0) if xd1 ≤ xs1 and of the form
(l , 0, 0, l) otherwise (because of the definition of X andUx ).
Finally, we prove that a decision rule of threshold type in ℓ3
with priority to ℓ1 and ℓ2 is optimal. This is done by choosing the
right t for different cases such that kt (x) is the optimal number of
matchings in ℓ3 for a given x .
Proposition 3.7. Let v ∈ Iℓ1 ∩ Iℓ2 ∩ Iℓ4 ∩ Cℓ3 . Let 0 ≤ θ ≤ 1.
There existsu∗ ∈ Dσ (see Definition 3.4) such thatu∗ ∈ arg minu ∈Ux Lθuv .
In particular, this result holds for the average operator: Tu .
Proof. Let x ∈ X and u ∈ Ux . We notemℓ1 = min(xs1 ,xd1 ) and
mℓ2 = min(xs2 ,xd2 ). We supposed that v ∈ Iℓ1 ∩ Iℓ2 ∩ Iℓ4 , so we
4
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can use Proposition 3.5 : ∃u ′ ∈ Ux such that Lθu′v(x) ≤ Lθuv(x) and
u ′ = (mℓ1 + k,mℓ2 ,mℓ1 ,mℓ2 + k) with k ∈ Kx . We now have to
prove that there exists t ∈ N ∩∞ such that
Lθu∗v(x) ≤ Lθu′v(x), ∀k ∈ Kx (5)
where u∗ ∈ Dσ (see Definition 3.4). If xs1 ≥ xd1 , then Kx = 0
and we have u∗ = u ′ which satisfies (5). Otherwise, xs1 < xd1 and
Kx , {0}. Therefore, the state of the system after having matched
u ′ (or u∗), i.e x − u ′ (or x − u∗), is of the form (l , 0, 0, l). So when
we compare Lθu∗v(x) with Lθu′v(x), this comes down to comparing
E[v(A + j∗eℓ3 )] with E[v(A + j ′eℓ3 )] (j∗, j ′ ∈ Kx ).
First of all, suppose that ∀j ∈ N, E[v(A + (j + 1)eℓ3 )] − E[v(A +
jeℓ3 )] ≤ 0.We choose t = ∞, sokt (x) = 0 andu∗ = (mℓ1 ,mℓ2 ,mℓ1 ,mℓ2 ).
By assumption, we haveLθu∗v(x) ≤ Lθu∗+eℓ3v(x) ≤ · · · ≤ L
θ
u∗+keℓ3
v(x)
for all k ∈ Kx and because u∗ + keℓ3 = u ′, we have proven (5).
Then, suppose that E[v(A+eℓ3 )]−E[v(A)] ≥ 0. We choose t = 0,
so kt (x) = xd1 − xs1 and u∗ = (mℓ1 + xd1 − xs1 ,mℓ2 ,mℓ1 ,mℓ2 +
xd1 − xs1 ). By assumption and because v is convex in ℓ3, we have
Lθu∗v(x) ≤ Lθu∗−eℓ3v(x) ≤ · · · ≤ L
θ
u∗−keℓ3
v(x) for all k ∈ Kx and
because u∗ − (xd1 − xs1 − k)eℓ3 = u ′ (with xd1 − xs1 − k ∈ Kx for
all k ∈ Kx ), we have proven (5).
Finally, suppose that ∃j ∈ N∗, E[v(A + (j + 1)eℓ3 )] − E[v(A +
jeℓ3 )] ≥ 0. Let j = min{j ∈ N∗ : E[v(A + (j + 1)eℓ3 )] − E[v(A +
jeℓ3 )] ≥ 0}. By definition of j and by convexity of v in ℓ3, we have
E[v(A+(j−l)eℓ3 )]−E[v(A+(j−l−1)eℓ3 )] ≤ 0 ∀l ∈ ⟦0 ; j−1⟧ (6)
and
E[v(A + (j + 1 + l)eℓ3 )] − E[v(A + (j + l)eℓ3 )] ≥ 0 ∀l ∈ N (7)
We choose t = j. If xd1 − xs1 ≤ j, then we have kt (x) = 0 and
Lθu∗v(x) ≤ Lθu′v(x) for all k ∈ Kx by (6) (0 ≤ k ≤ xd1 − xs1 ≤ j).
Otherwise xd1 − xs1 > j, then kt (x) = xd1 − xs1 − j and Lθu∗v(x) =
c(x) + E[v(A + jeℓ3 )]. Therefore, for all k ∈ Kx , Lθu∗v(x) ≤ Lθu′v(x)
by (6) if k ≥ j or by (7) if k ≤ j, which proves (5).
□
3.3 Value Function Property Preservation
In this section, we show that the properties of the value function
defined in Section 3.1 are preserved by the dynamic programming
operator. In other words, we show that if v ∈ V σ , then Lθv ∈ V σ .
We recall that V σ = Iℓ1 ∩ Iℓ2 ∩ Iℓ4 ∩ Cℓ3 ∩ Cℓ4 ∩ B. To prove the
desired result, the cost function must satisfy the same properties as
the value function.
Assumption 1. The cost function c is a nonnegative function
which belongs to V σ .
In the remainder of the article, wewill suppose that Assumption 1
holds.
We first show that the monotonicity on ℓ1, ℓ2 and ℓ4 is also
preserved by the dynamic programming operator.
Lemma 3.8. If a function v ∈ Iℓ1 ∩ Iℓ2 ∩ Iℓ4 , then Lθv ∈ Iℓ1 ∩
Iℓ2 ∩ Iℓ4 .
Proof. Let x ∈ X. We define x = x + eℓ1 . Since v is increasing
with ℓ1, we have that v(x) ≥ v(x). We aim to show that Lθv(x) ≥
Lθv(x).
Let ux ∈ arg minu ∈Ux Lθv(x). Since (x)s1 ≥ 1 and (x)d1 ≥
1, using Proposition 3.5, we can choose ux such that (ux )s1 =
min(xd1 ,xs1 ) ≥ 1 and (ux )d1 ≥ (ux )s1 ≥ 1 since ux ∈ Ux . There-
fore, we can define ux = ux − eℓ1 . ux ∈ Ux because ux ∈ Ux ,
(ux )d1 − 1 ≤ xd1 − 1 = xd1 and (ux )s1 − 1 ≤ xs1 − 1 = xs1 . Besides,
x − ux = x − ux and c(x) ≥ c(x) since c ∈ Iℓ1 from Assumption 1.
Hence,
Lθuxv(x) = c(x) + θE[v(x − ux +A)]
= c(x) − c(x) + c(x) + θE[v(x − ux +A)]
= c(x) − c(x) + Lθv(x)
≤ Lθv(x).
And, since ux ∈ Ux , then by definition Lθv(x) ≤ Lθuxv(x) and, as a
result, Lθv(x) ≤ Lθv(x). The same arguments with x = x + eℓ2 can
be made to show that Lθv(x) ≤ Lθv(x).
The proof is similar for Iℓ4 but also requires to handle the case
when no matching can be made in ℓ3. Let x ∈ X. We denote x =
x + eℓ1 + eℓ2 − eℓ3 . Since v ∈ Iℓ4 , we know that v(x) ≤ v(x).
c(x) ≤ c(x) holds because of Assumption 1. We aim to show that
Lθv(x) ≤ Lθv(x).
Using Proposition 3.5, let ux ∈ arg minu ∈Ux Lθvv(x) such that(ux )d2 = min(xd2 ,xs2 ) and (ux )s1 = min(xd1 ,xs1 ). We define ux =
ux −eℓ1 −eℓ2 +eℓ3 . Suppose that xd1 ≥ 1 and xs2 ≥ 1, we have that
x − ux = x − ux and ux ∈ Ux because ux ∈ Ux , 0 ≤ (ux )s1 − 1 ≤
xs1 − 1 = xs1 and 0 ≤ (ux )d2 − 1 ≤ xd2 − 1 = xd2 . Thus,
Lθuxv(x) = c(x) + θE[v(x − ux +A)]
= c(x) − c(x) + c(x) + θE[v(x − ux +A)]
= c(x) − c(x) + Lθv(x)
≤ Lθv(x),
and Lθv(x) ≤ Lθuxv(x) as ux ∈ Ux . Suppose now that xd1 = 0 or
xs2 = 0. In that case, we can not do more matchings in state x than
we can do in state x : ux ∈ Ux . Thus,
Lθuxv(x) = c(x) + θE[v(x − ux +A)]
≤ c(x) + θE[v(x − ux +A)] since v ∈ Iℓ4
= c(x) − c(x) + c(x) + θE[v(x − ux +A)]
= c(x) − c(x) + Lθv(x)
≤ Lθv(x),
and Lθv(x) ≤ Lθuxv(x) as ux ∈ Ux . In both cases we get the desired
result Lθv(x) ≤ Lθv(x).
□
The proof that the dynamic programming operator preserves
the convexity in ℓ3 was more difficult than anticipated. We had
to introduce the boundary property B to show that Lθv ∈ Cℓ3
for a specific case. Then, to show that the dynamic programming
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operator preserves B, we had to introduce an other property: Cℓ4
(convexity in ℓ4). All these results are combined in the next lemma
(see proof in appendix A).
Lemma 3.9. If v ∈ Iℓ1 ∩ Iℓ2 ∩ Iℓ4 ∩ Cℓ3 ∩ Cℓ4 ∩ B, then Lθv ∈
Cℓ3 ∩ Cℓ4 ∩ B.
In this section, we have shown that the structural properties of
the value function presented in Section 3.1 are preserved by the
dynamic programming operator. That is, if v ∈ V σ , then Lθv also
belongs to this set. Using this result, we give the structure of the
optimal policy in the next section.
3.4 Structure of the Optimal Policy
We now present that, using the result of Theorem 2.1, there exists an
optimal matching policy which is formed of a sequence of decision
rules that belong to Dσ (with a fixed threshold). In this section, we
also assume that the cost function is linear. All the previous results
did not require the linearity of the cost function. However, it is
useful to assume it from now on in order to respect the technical
assumptions of Theorem 2.1 due to unbounded costs and to compute
the optimal threshold in the average cost case.
Theorem 3.10. The optimal control for the discounted cost problem
is of threshold type in ℓ3 with priority to ℓ1 and ℓ2.
Proof. We apply Theorem 2.1 where V σ is the set of functions
satisfying Definition 3.1 to Definition 3.3 and Dσ the set defined in
Definition 3.4.
We first show that the technical details given in (2)-(4) are veri-
fied. We choose w(x) = ∑i xi + 1. In our case, the cost is a linear
function of x therefore, c(x ,u)/w(x) ≤ maxi ∈D∪S ci . This shows
(2). In addition,
1
w(x)
∑
y
P(y |x ,u)w(y) = E
[
w(x − u + a)
w(x)
A = a]
≤ E
[
w(x + a)
w(x)
A = a] = ∑i xi + 3∑
i xi + 1
≤ 3
since w(x) is increasing and two items arrive to the system in
each step following a process which is independent of the state
of the system. This shows (3). Finally, we can repeat the previous
argument to show that for all J -step matching policy π∑
y
Pπ (y |x)w(y) ≤
∑
y
Pπ0 (y |x)w(y) = w(x) + 2J .
where π0 = (0, · · · , 0) is the policy which does not match any items.
Therefore, (4) is satisfied if there exist J integer and η < 1 such that
µ J (w(x) + 2J ) ≤ ηw(x) ⇐⇒ η > µ
J (w(x) + 2J )
w(x) .
Since it is decreasing with J and when J →∞ it tends to zero, there
exists a J integer such that η is less than one and, therefore, (4) is
also verified.
Since for each state of the system, the set of admissible matching
policies is finite, it follows that (*) holds.
We now focus on the structural conditions of the theorem. From
Lemma 3.8 and Lemma 3.9 of Section 3.3, it follows (a) since they
show that if v ∈ V σ , then Lθv ∈ V σ . The resulf of Proposition 3.7
shows (b) because the policy that belong to Dσ minimize Lθuv if
v ∈ V σ . Finally, since limits preserve inequalities, the point-wise
convergence of functions of V σ belong to this set, which shows
(c). □
The following theorem shows that the previous result is also
proven for the average cost problem.
Theorem 3.11. The optimal control for the average cost problem
is of threshold type in ℓ3 with priority to ℓ1 and ℓ2.
Proof. We want to apply Theorem 2.2 using the same value
function set V σ and the same decision rule set Dσ as in the proof
of the previous proposition. Let us show first that the Assump-
tions (A1) to (A4) hold.
Assumption (A1) holds using C = 0 because of Assumption 1.
Following the proof of Proposition 3.12, we can define a stationary
policy u∞t ∈ ΠTℓ3 for which the derived Markov chain is positive
recurrent and дu∞t < ∞. Moreover, the set {x ∈ X : c(x) < дu∞t } is
nonempty because дu∞t > 0 almost surely and c(0) = 0. It is also
finite because дu∞t < ∞, c ∈ V σ and t is finite. Therefore, we can
use [16, Theorem 8.10.9] and Assumptions (A2) to (A4) hold.
Let (θn )n∈N be a sequence such that 0 ≤ θn < 1 for all n ∈ N and
lim
n→+∞θn = 1. Let n ∈ N. We know that v
∗
θn
∈ V σ (see the proof of
Theorem 3.10). The inequalities in Definition 3.1 to Definition 3.2
still hold if we add a constant to v , thus v∗θn − v
∗
θn
(0)e ∈ V σ .
Using Assumption (A3) and Assumption (A4), we have H ≤ v∗θn −
v∗θn (0)e ≤ M , so v
∗
θn
− v∗θn (0)e ∈ V
σ
H . This last result holds for
each n ∈ N and since limits preserve inequalities V σH is a closed
set, lim
n→+∞[v
∗
θn
− v∗θn (0)e] ∈ V
σ
H which shows (a). The resulf of
Proposition 3.7 shows (b) because the policy that belong to Dσ
minimize L1uv = Tuv if v ∈ V σH ⊂ V σ . □
3.5 Computing the Optimal Threshold
We consider the matching policy of threshold type in ℓ3 with prior-
ity to ℓ1 and ℓ2 in the average cost case.
Proposition 3.12. Let ρ = β (1−α )α (1−β ) ∈ (0, 1),R =
cs1+cd2
cd1+cs2
andΠTℓ3
be the set of matching policy of threshold type in ℓ3 with priority
to ℓ1 and ℓ2. Assume that the cost function is a linear function. The
optimal threshold t∗, which minimizes the average cost on ΠTℓ3 , is
t∗ =
{ ⌈k⌉ i f f (⌈k⌉) ≤ f (⌊k⌋)
⌊k⌋ otherwise
where k =
log ρ−1(R+1) log ρ
log ρ −1 and f (x) = (cd1 +cs2 )x + (cd1 +cd2 +cs1 +
cs2 ) ρ
x+1
1−ρ − (cd1 + cs2 ) ρ1−ρ + ((cd1 + cs1 )αβ + (cd2 + cs2 )(1 − α)(1 −
β) + (cd2 + cs1 )(1 − α)β + (cd1 + cs2 )α(1 − β)).
The threshold t∗ is positive.
Proof. The idea of the proof is to look at the Markov chain
derived from the policyu∞t ∈ ΠTℓ3 . We show that the Markov chain
is positive recurrent and we compute the stationary distribution.
Using the strong law of large numbers for Markov chains, we show
that the average cost дu∞t is equal to the expected cost of the system
under the stationary distribution. Then, we find an analytical form
for the expected cost which depends on the threshold on ℓ3, i.e, t .
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Finally, we minimize the function over t . See details in appendix B.
□
4 GENERAL BIPARTITE GRAPHS
In this section, we investigate the optimal matching policy for gen-
eral bipartite graphs. The natural extension of the optimal matching
policy identified in the case N would be to prioritize the end edges.
However, the concept of end egdes only make sense for non-acyclic
graphs. Therefore, in the case of acyclic bipartite graph, our heuris-
tic is to use the max-weight policy, and in the case of non-acyclic
bipartite graph, we will now present our heuristic as an extension
of the threshold type policy (defined in Definition 3.4).
Our heuristic gives priority to the end edges and puts thresholds
on vertices that are incident to those end edges. Then, the policy
gives priority to the edges that are adjacent to the end edges and
puts thresholds on vertices that are incident to those edges. We
repeat this process until all edges are exhausted. This means that our
heuristic first matches everything in the end edges. Then it matches
everything in the adjacent edges that is above the thresholds (set
on the incident vertices), and so on.
We consider the NN model, which is formed by three supply
nodes and three demand nodes (see Figure 1) and we compare the
average cost of our heuristic with various policies in two differ-
ent settings. In this model, the end edges are (d1, s1) and (d3, s3).
Thus, our heuristic first matches all (d1, s1) and all (d3, s3). Then, it
matches every (d1, s2) above the threshold in d1 and every (d2, s3)
above the threshold in s3. Finally, it matches every (d2, s2) above
the threshold in d2 and s2. We consider the max-weight policy
which is well known in the litterature and performs well in a lot
of situations and we consider the hMWT policy which was proved
asymptotically optimal in heavy-traffic regime in [6].
For our fist example, we want to compare our heuristic with
results from [6] and thus, we choose the same arrival rates and
costs. This means that α1 = 36 , α2 =
2
6 , α3 =
1
6 , β1 =
2
6 − δ2 ,
Figure 3: NN model. Average cost of our heuristic (with a
threshold of 0 in d1, 9 in s3 and 0 in d2 and s2), max-weight
policy andhMWT the optimal policy established in [6] (with
parameters D = {d3}, β = 2, κ = 10, θ = 1, δ+ = 0.01 and
n¯u = 8).
Figure 4: NN model. Average cost of our heuristic (with a
threshold of 0 in d1, 1 in s3 and 0 in d2 and s2), max-weight
policy andhMWT the optimal policy established in [6] (with
parameters D = {d3}, β = 2, κ = 10, θ = 1, δ+ = 0.01 and
n¯u = 8).
β2 = 36 − δ2 and β3 = 16 + δ (with δ = 0.06) and cd1 = cs1 = 1,
cd2 = cs2 = 2 and cd3 = cs3 = 3. In Figure 3, we show the result of
the numerical experiments we have performed for this model. As
it can be observed, our heuristic performs better than max-weight
and is not far from hMWT.
We tested our heuristic in a second example which is not close
to a heavy-traffic regime. For the arrival rates, we choose similar
rates as in the first example but with δ = 0.5 and for the costs, we
choose the same as in the first example. In Figure 4, we show that
our heuristic outperforms the other policies.
5 CONCLUSION
The main result of this paper is the complete caracterization of an
optimal policy for the N bipartite matching model, that holds for
any matching rates. We proved that an optimal matching policy
is of threshold type for the diagonal edge and with priority to the
end edges of the matching graph. In the case of a general matching
graph, prioritizing the end edges also seems to be a good policy. We
proposed a simple heuristic matching policy for general bipartite
graphs. The generalization of the analytical results remains an open
question, which is left for future work.
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Appendices
A PROOF OF LEMMA 3.9
A.1 Preservation of Cℓ3
Proof. Let x ∈ X, xd1 ≥ xs1−1, x = x+eℓ3 and x = x+eℓ3 . Since
v is convex in ℓ3, we havev(x)−v(x) ≤ v(x)−v(x) (this inequality
also holds for the cost function c because of Assumption 1). We
aim to show that Lθv(x) − Lθv(x) ≤ Lθv(x) − Lθv(x). Let ux ∈
arg minu Lθuv(x), ux ∈ arg minu Lθuv(x) and ux ∈ arg minu Lθuv(x).
From Proposition 3.7, we can choose them such that
ux = min(xd1 ,xs1 )(eℓ1 + eℓ2 ) + kt (x)eℓ3
ux = min(xd1 ,xs1 )(eℓ1 + eℓ2 ) + kt (x)eℓ3
ux = min(xd1 ,xs1 )(eℓ1 + eℓ2 ) + kt (x)eℓ3
Let us also definem = x − ux +A. Suppose that xd1 ≥ xs1 , we can
distinguish 3 cases: (a) kt (x) > 0, (b) kt (x) = 0 and kt (x) > 0 and
(c) kt (x) = 0 and kt (x) = 0:
(a) If kt (x) > 0. Then,
Lθv(x) − Lθv(x) = c(x) − c(x) + θE[v(m) −v(m)]
≤ c(x) − c(x) + θE[v(m) −v(m)]
= Lθv(x) − Lθv(x)
because c ∈ Cℓ3 .
(b) If kt (x) = 0 and kt (x) > 0. Then,
Lθv(x) − Lθv(x) = c(x) − c(x) + θE[v(m + eℓ3 ) −v(m)]
= c(x) − c(x) + θE[v(m + eℓ3 ) −v(m + eℓ3 − eℓ3 )]
= c(x) − c(x) + Lθv(x) − Lθux+eℓ3v(x)
≤ c(x) − c(x)
= c(x) − c(x) + θE[v(m + eℓ3 ) −v(m + eℓ3 )]
= Lθv(x) − Lθv(x)
because c ∈ Cℓ3 and because kt (x) = kt (x) = 0 and 1 ∈ Kx .
(c) If kt (x) = 0 and kt (x) = 0. Then,
Lθv(x) − Lθv(x) = c(x) − c(x) + θE[v(m + eℓ3 ) −v(m)]
≤ c(x) − c(x) + θE[v(m + 2eℓ3 ) −v(m + eℓ3 )]
= Lθv(x) − Lθv(x)
because c ∈ Cℓ3 and v ∈ Cℓ3 .
Suppose now that xd1 = xs1 −1, we can distinguish 2 cases: kt (x) >
0 and kt (x) = 0:
• If kt (x) > 0. Then,
Lθv(x) − Lθv(x) = c(x) − c(x) + θE[v(m − eℓ4 ) −v(m)]
≤ c(x) − c(x) + θE[v(m) −v(m)]
≤ c(x) − c(x) + θE[v(m − eℓ4 ) −v(m − eℓ4 )]
= Lθv(x) − Lθv(x)
because v ∈ Iℓ4 and c ∈ Cℓ3 .
• If kt (x) = 0. Then,
Lθv(x) − Lθv(x) = c(x) − c(x) + θE[v(m − eℓ4 ) −v(m)]
≤ c(x) − c(x) + θE[v(m − eℓ4 + eℓ3 ) −v(m − eℓ4 )]
= Lθv(x) − Lθv(x)
because v ∈ B and c ∈ Cℓ3 .
□
A.2 Preservation of B
Proof. Let x = eℓj for some j ∈ {1, 2, 3, 4}. Since v ∈ B, we
have v(x) − v(x + eℓ4 ) ≤ v(x + eℓ3 ) − v(x) (this inequality also
holds for the cost function c because of Assumption 1). We aim
to show that Lθv(x) − Lθv(x + eℓ4 ) ≤ Lθv(x + eℓ3 ) − Lθv(x). Let
ux ∈ arg minu Lθuv(x). From Proposition 3.7, we have
ux = min(xd1 ,xs1 )(eℓ1 + eℓ2 ) + kt (x)eℓ3
We are going to show the preservation for each possible j:
• If x = eℓ1 or x = eℓ2 . Suppose that kt (x + eℓ3 ) = 0. Then,
Lθv(x) − Lθv(x + eℓ4 ) = c(x) − c(x + eℓ4 )
+ θE[v(A) −v(eℓ4 +A)]
≤ c(x + eℓ3 ) − c(x)
+ θE[v(eℓ3 +A) −v(A)]
= Lθv(x + eℓ3 ) − Lθv(x)
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because c ∈ B and v ∈ B. Suppose now that kt (x + eℓ3 ) > 0.
Then,
Lθv(x) − Lθv(x + eℓ4 ) = c(x) − c(x + eℓ4 )
+ θE[v(A) −v(eℓ4 +A)]
≤ c(x) − c(x + eℓ4 )
≤ c(x + eℓ3 ) − c(x) + θE[v(A) −v(A)]
= Lθv(x + eℓ3 ) − Lθv(x)
because v ∈ Iℓ4 and c ∈ B.
• If x = eℓ3 . Suppose that kt (x + eℓ3 ) = 0. Then,
Lθv(x) − Lθv(x + eℓ4 ) = c(x) − c(x + eℓ4 )
+ θE[v(eℓ3 +A) −v(A)]
≤ c(x + eℓ3 ) − c(x)
+ θE[v(2eℓ3 +A) −v(eℓ3 +A)]
= Lθv(x + eℓ3 ) − Lθv(x)
because c ∈ B andv ∈ Cℓ3 . Suppose now that kt (x+eℓ3 ) > 0
and kt (x) = 0. Then,
Lθv(x) − Lθv(x + eℓ4 ) = c(x) − c(x + eℓ4 )
+ θE[v(eℓ3 +A) −v(A)]
= c(x) − c(x + eℓ4 ) + Lθv(x) − Lθux+eℓ3v(x)
≤ c(x) − c(x + eℓ4 )
≤ c(x + eℓ3 ) − c(x)
+ θE[v(eℓ3 +A) −v(eℓ3 +A)]
= Lθv(x + eℓ3 ) − Lθv(x)
because c ∈ B. Finally, suppose that kt (x + eℓ3 ) > 0 and
kt (x) > 0. Then,
Lθv(x) − Lθv(x + eℓ4 ) = c(x) − c(x + eℓ4 ) + θE[v(A) −v(A)]
≤ c(x + eℓ3 ) − c(x) + θE[v(A) −v(A)]
= Lθv(x + eℓ3 ) − Lθv(x)
because c ∈ B.
• If x = eℓ4 . Then,
Lθv(x) − Lθv(x + eℓ4 ) = c(x) − c(x + eℓ4 )
+ θE[v(eℓ4 +A) −v(2eℓ4 +A)]
≤ c(x + eℓ3 ) − c(x)
+ θE[v(A) −v(eℓ4 +A)]
= Lθv(x + eℓ3 ) − Lθv(x)
because c ∈ B and v ∈ Cℓ4 .
□
A.3 Preservation of Cℓ4
Proof. Let x ∈ X, xs1 ≥ xd1−1, x = x+eℓ4 and x = x+eℓ4 . Since
v is convex in ℓ4, we havev(x)−v(x) ≤ v(x)−v(x) (this inequality
also holds for the cost function c because of Assumption 1). We
aim to show that Lθv(x) − Lθv(x) ≤ Lθv(x) − Lθv(x). Let ux ∈
arg minu Lθuv(x), ux ∈ arg minu Lθuv(x) and ux ∈ arg minu Lθuv(x).
From Proposition 3.7, we have
ux = min(xd1 ,xs1 )(eℓ1 + eℓ2 ) + kt (x)eℓ3
ux = min(xd1 ,xs1 )(eℓ1 + eℓ2 ) + kt (x)eℓ3
ux = min(xd1 ,xs1 )(eℓ1 + eℓ2 ) + kt (x)eℓ3
Let us also define m = x − ux + A. We can distinguish 2 cases:
xs1 ≥ xd1 and xs1 = xd1 − 1:
• If xs1 ≥ xd1 . Then,
Lθv(x) − Lθv(x) = c(x) − c(x) + θE[v(m + eℓ4 ) −v(m)]
≤ c(x) − c(x) + θE[v(m + 2eℓ4 ) −v(m + eℓ4 )]
= Lθv(x) − Lθv(x)
because c ∈ Cℓ4 and v ∈ Cℓ4 .
• If xs1 = xd1 − 1. Suppose that kt (x) = 0. Then,
Lθv(x) − Lθv(x) = c(x) − c(x) + θE[v(m − eℓ3 ) −v(m)]
≤ c(x) − c(x) + θE[v(m − eℓ3 + eℓ4 ) −v(m − eℓ3 )]
= Lθv(x) − Lθv(x)
because c ∈ Cℓ4 and v ∈ B. Suppose now that kt (x) > 0.
Then,
Lθv(x) − Lθv(x) = c(x) − c(x) + θE[v(m + eℓ4 ) −v(m)]
≤ c(x) − c(x) + θE[v(m + 2eℓ4 ) −v(m + eℓ4 )]
= Lθv(x) − Lθv(x)
because c ∈ Cℓ4 and v ∈ Cℓ4 .
□
B PROOF OF PROPOSITION 3.12
Proof. Let u∞t ∈ ΠTℓ3 . Let us look at the Markov chain derived
from this policy. The set of possible states (except for X0) is SA =
{si + eℓj : i ∈ N, j ∈ {1, 2, 3, 4}} with
si =
{ (t − i, 0, 0, t − i) i f i ≤ t
(0, i − t , i − t , 0)
The si are all possible states after the matchings (using u∞t ) and
the eℓj are all possible arrivals. In order to see more clearly the
behavior of the Markov chain, we group some states together. Let us
defineS = {Si : i ∈ N} with S0 = {s0+eℓ3 , s0+eℓ1 , s0+eℓ2 , s1+eℓ3 }
and Si = {si−1+eℓ4 , si+eℓ1 , si+eℓ2 , si+1+eℓ3 } for all i ∈ N∗. Figure 5
shows that this Markov chain defined on S is clearly irreducible.
The detailed balance equations are the following:
β(1 − α)πSi = α(1 − β)πSi+1 i = 0, 1, . . .
Solving these equations under the constraint that
∑∞
i=0 πSi = 1
give:
πSi = ρ
i (1 − ρ) i = 1, . . . (8)
with ρ = β (1−α )α (1−β ) ∈ (0, 1). So (8) is the stationary distribution of our
Markov chain (onS) and the latter is positive recurrent. Using these
results, we can derive caracteristics of the Markov chain on SA .
First of all, it is irreducible too because of the irreducibility of the
chain on S and the fact that within a group Si , there exists a path
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S0 S1 · · · St St+1 · · ·p1 + p2 + p3
p4
p1 + p2
p3
p4
p3
p4
p1 + p2
p3
p4
p1 + p2
p3
p4
p3
Figure 5: The graph associated to theMarkov chain derived fromu∞t and defined on the state space S. p1 = αβ , p2 = (1−α)(1−β),
p3 = α(1 − β) and p4 = β(1 − α).
from each state to each other states either by looping in the group
Si or by going to a neighboor (Si−1 or Si+1) and coming back to
the initial group Si . Then, since the arrival process is independant
of the state and because we must have πSi = πsi−1+eℓ4 + πsi+eℓ1 +
πsi+eℓ2 + πsi+1+eℓ3 , we can think of the following as the stationary
distribution:
πsi+eℓj = ρ
i (1 − ρ)pj (9)
with pj as defined in Figure 5 (i.e p1 = αβ , p2 = (1 − α)(1 − β),
p3 = α(1 − β) and p4 = β(1 − α)), for all i ∈ N and j ∈ {1, 2, 3, 4}.
Let us verify that (9) is indeed a stationary distribution:
∑
k ∈N
∑
m∈{1,2,3,4}
πsk+eℓm p(sk + eℓm , si + eℓj ) =
pj (πsi−1+eℓ4 + πsi+eℓ1 + πsi+eℓ2 + πsi+1+eℓ3 ) =
pj (ρi−1(1 − ρ)p4 + ρi (1 − ρ)p1 + ρi (1 − ρ)p2 + ρi+1(1 − ρ)p3) =
pjρ
i (1 − ρ)( β(1 − α)
ρ
+ αβ + (1 − α)(1 − β) + ρα(1 − β)) =
pjρ
i (1 − ρ) = πsi+eℓj
∑
i ∈N
∑
j ∈{1,2,3,4}
πsi+eℓj =
∑
i ∈N
ρi (1−ρ)
∑
j ∈{1,2,3,4}
pj =
∑
i ∈N
ρi (1−ρ) = 1
Therefore, (9) is the stationary distribution of the Markov chain
derived from the policy u∞t and the latter is positive recurrent.
Using the monotone convergence theorem and the strong law of
large number for Markov chains, we can compute the average cost
дu
∞
t :
дu
∞
t (x) = lim
N→∞
1
N
N−1∑
n=0
E
u∞t
x [c(X (n))] = Eπ [c(X )]
where Eπ means the expectation over the stationary distribution π
defined as (9). Using the assumption that c j = 1 for all j ∈ {1, 2, 3, 4},
we have:
Eπ [c(X )] =
t∑
i=1
∑
j ∈{1,2,3,4}
c(st−i + ej )πst−i+ej
+
∑
i ∈N
∑
j ∈{1,2,3,4}
c(st+i + ej )πst+i+ej
=
t∑
i=1
((cd1 + cs2 )i + cd1 + cs1 )ρt−i (1 − ρ)αβ
+ ((cd1 + cs2 )i + cd2 + cs1 )ρt−i (1 − ρ)(1 − α)β
+ ((cd1 + cs2 )i + cd1 + cs2 )ρt−i (1 − ρ)α(1 − β)
+ ((cd1 + cs2 )i + cd2 + cs2 )ρt−i (1 − ρ)(1 − α)(1 − β)
+
∑
i ∈N
((cd2 + cs1 )i + cd1 + cs1 )ρt+i (1 − ρ)αβ
+ ((cd2 + cs1 )i + cd2 + cs1 )ρt+i (1 − ρ)(1 − α)β
+ ((cd2 + cs1 )i + cd1 + cs2 )ρt+i (1 − ρ)α(1 − β)
+ ((cd2 + cs1 )i + cd2 + cs2 )ρt+i (1 − ρ)(1 − α)(1 − β)
=
t∑
i=1
(cd1 + cs2 )iρt−i (1 − ρ)
+ (cd1 + cs1 )ρt−i (1 − ρ)αβ
+ (cd2 + cs1 )ρt−i (1 − ρ)(1 − α)β
+ (cd1 + cs2 )ρt−i (1 − ρ)α(1 − β)
+ (cd2 + cs2 )ρt−i (1 − ρ)(1 − α)(1 − β)
+
∑
i ∈N
(cd2 + cs1 )iρt+i (1 − ρ)
+ (cd2 + cs1 )ρt+i (1 − ρ)αβ
+ (cd2 + cs1 )ρt+i (1 − ρ)(1 − α)β
+ (cd2 + cs1 )ρt+i (1 − ρ)α(1 − β)
+ (cd2 + cs2 )ρt+i (1 − ρ)(1 − α) (10)
It is easy to see that, for any c , the following properties hold:∑t
i=1 c · i · ρt−i = c
(
t − ρ 1−ρt1−ρ
)
and
∑
i ∈N c · i · ρt−i = c ρ
t+1
1−ρ .Also,
for any c and q, we have that q ·c · (1− ρ)∑ti=1 ρt−i = q ·c · (1− ρt )
and q · c · (1 − ρ)∑i ∈N ρt+i = q · c · ρt . Using these properties in
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(10), we obtain that
Eπ [c(X )] = (cd1 + cs2 )
(
t − ρ 1 − ρ
t
1 − ρ
)
+ (1 − ρt )((cd1 + cs1 )αβ + (cd1 + cs2 )α(1 − β)
+ (cd2 + cs1 )α(1 − β) + (cd2 + cs2 )(1 − α)(1 − β))
+ (cd2 + cs1 )
ρt+1
1 − ρ + ρ
t ((cd1 + cs1 )αβ
+ (cd1 + cs2 )α(1 − β) + (cd2 + cs1 )α(1 − β) + (cd2
+ cs2 )(1 − α)(1 − β))
= (cd1 + cs2 )t + (cd1 + cd2 + cs1 + cs2 )
ρt+1
1 − ρ
− (cd1 + cd2 )
ρ
1 − ρ + ((cd1 + cs1 )αβ
+ (cd1 + cs2 )α(1 − β) + (cd2 + cs1 )α(1 − β)
+ (cd2 + cs2 )(1 − α)(1 − β)). (11)
We aim to obtain the value of t that minimize (11). Thus, we show
that (11) is convex in t since its second derivative with respect to a
t is positive:
(cd1 + cd2 + cs1 + cs2 )
ρt+1
1 − ρ (log ρ)
2,
which positive for ρ ∈ (0, 1). Hence, the minimum of (11) is given
when its derivative with respect to t is equal to zero:
cd1 + cs2 + (cd1 + cd2 + cs1 + cs2 )
ρt+1
1 − ρ (log ρ) = 0 ⇐⇒
1 + (1 + R) ρ
t+1
1 − ρ (log ρ) = 0,
where R = cs1+cd2cd1+cs2 . The root of the previous equation is
t =
1
log ρ log
(
ρ − 1
(R + 1) log ρ
)
− 1.
Since this value is not necessarily integer, the optimal threshold
t∗ is obtained in the minimum of (11) between the ceil and the
floor. □
We now aim to show that t∗ is always positive. First, we show
that the value of k , as defined in the previous result, is increasing
with ρ.
Lemma B.1. The functionw(ρ,R) = 1log ρ log
ρ−1
(R+1) log ρ is increas-
ing with ρ, where ρ ∈ (0, 1).
Proof. Let w(ρ,R) = 1log ρ log
ρ−1
(R+1) log ρ . We compute the de-
rivative ofw with respect to ρ and we obtain
∂w
∂ρ
=
−1/ρ
(log ρ)2 log
(
ρ − 1
(R + 1) log ρ
)
+
1
log ρ
(R + 1) log ρ
ρ − 1
(R + 1) log ρ − (R+1)(ρ−1)ρ
(R + 1)2(log ρ)2
=
−1/ρ
(log ρ)2
(
log
(
ρ − 1
(R + 1) log ρ
)
− 1
ρ − 1
(
ρ(R + 1) log ρ − (R + 1)(ρ − 1)
R + 1
))
=
−1/ρ
(log ρ)2
(
log
(
ρ − 1
(R + 1) log ρ
)
− 1
ρ − 1
(
ρ(R + 1) log ρ − (R + 1)
R + 1
))
=
−1/ρ
(log ρ)2
(
log
(
ρ − 1
(R + 1) log ρ
)
− ρ log ρ − (ρ − 1)
ρ − 1
)
=
−1/ρ
(log ρ)2
(
log
(
ρ − 1
(R + 1) log ρ
)
− ρ log ρ
ρ − 1 + 1
)
The last expression is positive if and only if
log
(
ρ − 1
(R + 1) log ρ
)
− ρ log ρ
ρ − 1 + 1 < 0. (12)
Let B1(ρ,R) = log
(
ρ−1
(R+1) log ρ
)
− ρ log ρρ−1 +1. We now study the value
of B1(ρ,R) when ρ → 1. First, we use L’Hopital’s rule to prove the
following properties:
lim
ρ→1
ρ − 1
(R + 1) log ρ = limρ→1
1
(R + 1)/ρ = log
1
(R + 1) ,
lim
ρ→1
log ρ
(ρ − 1)/ρ = limρ→1
1/ρ
1/ρ2 = 1.
We now observe that when ρ → 1, it follows that B1(ρ,R) =
log 1/(R + 1) − 1 + 1, which is negative since R ≥ 0 (note that
the costs are assumed to be all positive). As a result, (12) holds
if B1(ρ,R) is increasing with ρ, with ρ ∈ (0, 1). We compute the
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derivative of B1(ρ,R) with respect to ρ.
∂B1
∂ρ
=
(R + 1) log ρ
ρ − 1 ·
(R + 1) log ρ − (ρ−1)(R+1)ρ
(R + 1)2(log ρ2)
− (log ρ + 1)(ρ − 1) − ρ log ρ(ρ − 1)2
=
(R + 1) log ρ − (ρ−1)(R+1)ρ
(ρ − 1)(R + 1)(log ρ)
− (ρ log ρ + ρ − log ρ − 1 − ρ log ρ)(ρ − 1)2
=
(R + 1) log ρ − (ρ−1)(R+1)ρ
(ρ − 1)(R + 1)(log ρ) −
(ρ − log ρ − 1)
(ρ − 1)2
=
(ρ − 1)
(
− (ρ−1)(R+1)ρ
)
− (R + 1)(log ρ)(− log ρ)
(ρ − 1)2(R + 1)(log ρ)
=
(ρ − 1)
(
− (ρ−1)(R+1)ρ
)
− (R + 1)(log ρ)(− log ρ)
(ρ − 1)2(R + 1)(log ρ)
=
(ρ − 1)
(
− (ρ−1)ρ
)
− (log ρ)(− log ρ)
(ρ − 1)2(log ρ)
=
−(ρ − 1)2/ρ + (log ρ)2
(ρ − 1)2(log ρ)
And the last expression is positive for ρ ∈ (0, 1) if and only if
−(ρ − 1)2/ρ + (log ρ)2 < 0. Furthermore, since (ρ − 1)/ρ and log ρ
are negative when ρ ∈ (0, 1), we have that
−(ρ − 1)2
ρ
+ (log ρ)2 < 0 ⇐⇒ −(ρ − 1)√
ρ
+ (log ρ) > 0.
Let B2(ρ,R) = −(ρ−1)√ρ + (log ρ). From the previous reasoning, the
desired result follows if B2(ρ,R) > 0. We now observe that B2(ρ,R)
tends to zero when ρ → 1. Therefore, to show that B2(ρ,R) is
positive it is enough to prove that it is decreasing with ρ, where
ρ ∈ (0, 1). We now calculate the derivative of B2(ρ,R) with respect
to ρ.
∂B2(ρ,R)
∂ρ
=
1
ρ
−
(1−ρ)
2√ρ +
√
ρ
ρ
=
1
ρ
− (1 − ρ) + 2ρ
2√ρρ =
2√ρ − 1 − ρ
2√ρρ
= −(1 −
√
ρ)2
2√ρρ ,
which is always negative and the proof ends. □
From the previous result, it follows that the smallest value of k
is given when ρ → 0. In the following result, we give the value of
f (ρ,R) when tends ρ → 0.
Lemma B.2. We have that
lim
ρ→0w(ρ,R) = 0.
Proof. We aim to compute the value of
log ρ−1(R+1) log ρ
log ρ when ρ → 0.
Since the numerator and the denominator of this expression tend
to log 0 when ρ → 0, we use L’Hopital’s rule as follows
lim
ρ→0
log ρ−1(R+1) log ρ
log ρ = limρ→0
(log ρ)− 1ρ (ρ−1)
(R+1)(log ρ)2
1/ρ
= lim
ρ→0
ρ
(
log ρ − 1ρ (ρ − 1)
)
(R + 1)(log ρ)2
= lim
ρ→0
ρ
(R + 1) log ρ −
ρ − 1
(R + 1) log ρ ,
and both terms tend to zero when ρ → 0. □
From this result, we have that the smallest value of k is −1.
Therefore, if f (−1) < f (0), where f is defined as in Proposition 3.12,
t∗ gets negative values. In the following result, we show that this
condition is never satisfied.
Lemma B.3. Let f (·) as defined in Proposition 3.12. For all ρ ∈
(0, 1), f (−1) > f (0).
Proof. To show this result, we first compute the value of f (0)
and of f (1).
f (0) = (cd1 + cd2 + cs1 + cs2 )
ρ
1 − ρ − (cd1 + cs2 )
ρ
1 − ρ
+ ((cd1 + cs1 )αβ + (cd2 + cs2 )(1 − α)(1 − β)
+ (cd2 + cs1 )(1 − α)β + (cd1 + cs2 )α(1 − β))
f (−1) = −(cd1 + cs2 ) +
cd1 + cd2 + cs1 + cs2
1 − ρ − (cd1 + cs2 )
ρ
1 − ρ
+ ((cd1 + cs1 )αβ + (cd2 + cs2 )(1 − α)(1 − β)
+ (cd2 + cs1 )(1 − α)β + (cd1 + cs2 )α(1 − β))
From this expressions, it follows that f (0) < f (−1) if and only if
(cd1 + cd2 + cs1 + cs2 )
ρ
1 − ρ − (cd1 + cs2 )
ρ
1 − ρ <
− (cd1 + cs2 ) + (cd1 + cd2 + cs1 + cs2 )
1
1 − ρ −
(cd1 + cs2 )ρ
1 − ρ
This is equivalent to show that
(cd2 +cs1 )
ρ
1 − ρ < −(cd1 +cs2 )+
cd1 + cd2 + cs1 + cs2
1 − ρ −
(cd1 + cs2 )ρ
1 − ρ
⇐⇒ (cd1+cd2+cs1+cs2 )
ρ
1 − ρ < −(cd1+cs2 )+
cd1 + cd2 + cs1 + cs2
1 − ρ
⇐⇒ (cd1 + cd2 + cs1 + cs2 )
1 − ρ
1 − ρ > (cd1 + cs2 ) ⇐⇒
cd1 + cd2 + cs1 + cs2 > cd1 + cs2 ,
where the last expression always holds for positive values of the
costs and the proof ends. □
From the last three lemmas, we conclude that the value of the
threshold t∗ of the optimal matching policy is positive.
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