Pattern matching is a key issue in sequential pattern mining. Many researchers now focus on pattern matching with gap constraints. However, most of these studies involve exact pattern matching problems, a special case of approximate pattern matching and a more challenging task. In this study, we introduce an approximate pattern matching problem with Hamming distance. Its objective is to compute the number of approximate occurrences of pattern P with gap constraints in sequence S under similarity constraint d. We propose an efficient algorithm named Single-rOot Nettree for approximate pattern matchinG with gap constraints (SONG) based on a new nonlinear data structure Single-root Nettree to effectively solve the problem. Theoretical analysis and experiments demonstrate an interesting law that the ratio M(P,S,d)/N(P,S,m) approximately follows a binomial distribution, where M (P,S,d) and N(P,S,m) are the numbers of the approximate occurrences whose distances to pattern P are d (0≤d≤m) and no more than m (the length of pattern P), respectively. Experimental results for real biological data validate the efficiency and effectiveness of SONG.
Introduction
With the development of information technology, the amount of information which must be processed is increasing rapidly. For instance, in the field of biology there are vast quantities of DNA and RNA sequences to analyse, including those of various viruses (SARS, H1N1, etc.) that threaten our lives and genetic information. Both pattern matching and pattern mining techniques can extract useful information from massive data [1] and pattern matching is a key issue in sequential pattern mining [2] . Pattern matching is one of the essential problems in computer science with broad applications, such as bug detection [3] , ontology matching [4] , etc. Therefore, many researchers focused on improving the performance of pattern matching [5] . When wildcards (also known as 'don't care' characters) are introduced into the pattern, it becomes more practical, since these wildcards can give users more flexibility to control their queries. Therefore, pattern matching with wildcards significantly impacts on many applications, including biological sequence analysis [6] , text indexing [7] , sequential pattern mining [2] , and information retrieval [8] .
Although '?' and '*' are two common wildcards, it is difficult to use them to present gap constraints (or flexible wildcards). Therefore, min and max are respectively employed to express the minimal and maximal numbers of wildcards between two consecutive characters. A pattern with gap constraints used in pattern matching and sequential pattern mining can be expressed as p 0 In some pattern matching studies, such as [9] , [10] , and [11] , the position of the last pattern substring in the sequence is considered to represent an occurrence. This type of study is called as loose pattern matching [12] . Another type of study is strict pattern matching, in which a group of position indices of the sequence is used to represent an occurrence. Min et al. [13] , Wu et al. [14] , and Guo et al. [15] employ such strict pattern matching techniques. Apparently, whereas loose pattern matching ignores the matching process in detail, strict pattern matching does not. It is easy to see that the number of occurrences is no more than the length of sequence S in a loose pattern matching problem. However, the number of occurrences can be exponential with regard to pattern length in a strict pattern matching problem. Hence loose pattern matching is far simpler than strict pattern matching.
Strict pattern matching plays an essential role in many critical sequential pattern mining tasks. For instance, Zhang et al. [16] and Ji et al. [17] proposed methods for mining periodic patterns with gap constraints. Li et al. [18] proposed two algorithms to mine closed and repetitive gap-constrained sub-sequences which can be used in feature selection for the purpose of classification and clustering. Zhang et al. [16] addressed the mining of frequent patterns with periodic wildcard gaps. The most important task in solving this problem involves calculating the number of occurrences in order to determine whether the pattern is frequent or not. Zhu and Wu [19] proposed the GCS algorithm in which a pattern matching method was used to calculate the number of occurrences and to solve the issue outlined in [16] more effectively. Wu et al. [2] proposed an algorithm, named MAPD, which also employs a pattern matching strategy and is more effective than other competitive algorithms. Pattern matching with gap constraints can therefore be considered to represent the foundation of sequential pattern mining with gap constraints.
Generally, pattern matching can be either exact or approximate. Exact pattern matching is essentially a special case of approximate pattern matching, since if the similarity constraint is 0, an approximate pattern matching instance will be an exact pattern matching instance. Approximate pattern matching is more complex yet more meaningful than exact pattern matching. Many things in the real world have the same functions with similar structures. For instance, the DNA or RNA sequences of viruses may mutate constantly without changing any of their basic features. We know that exact pattern matching can hardly be used to solve approximate pattern matching problems. Hence, we are interested in a new approximate pattern matching technique with gap constraints. The following part presents an example to illustrate our study.
Example Firstly, if we do not consider the similarity constraint or the similarity constraint d=0, the instance is an exact pattern matching problem which was solved in [13] and [14] . According to pattern P and sequence S, we know that pattern P has two gaps. Each gap has two gap constraints, one being the lower bound of the number of wildcards and the other the upper bound of the number of wildcards. For example, for the first group of gap constraints, [0, 2] in 'a[0,2]g' means that the number of wildcards between 'a' and 'g' can be 0, 1 or 2. We use a group of position indices in sequence S to denote an occurrence. The span (the distance between the beginning position and ending position) of an occurrence should be subject to the length constraints. For instance, <0,2,4> is an exact occurrence of P in S, because p 0 =s 0 =a, p 1 =s 2 =g, p 2 =s 4 =a, a 0 ≤2-0-1≤b 0 and a 1 ≤4-2-1≤b 1 . <0,1,4> is not an exact occurrence, although it does satisfy the gap constraints because p 1 ='g' is not equal to s 1 ='t'. However, we can say that <0,1,4> is an approximate occurrence with a Hamming distance of 1. Similarly, <0,4,6> is not an occurrence, because 4-0-1=3 is not subject to gap constraints [a 0 , b 0 ]. We can thus easily enumerate all 3 exact occurrences: <0,2,4>, <0,2,6>, and <0,3,6>, as well as all 7 approximate occurrences with a Hamming distance of 1: <0,1,4>, <0,2,5>, <0,3,5>, <1,2,4>, <1,2,6>, <1,3,6>, and <2,3,6>. So there are 10 occurrences under the similarity constraint d=1. In the loose pattern matching problem, all occurrences are 4, 5 and 6. The span of occurrence <0,2,4> is 4-0+1=5, which is subject to MinLen=4 and MaxLen=8, since MinLen ≤ 5 ≤ MaxLen. Suppose the length constraints are MinLen=4 and MaxLen=6; occurrences <0,2,6> and <0,3,6> are not subject to these constraints since the spans of occurrences <0,2,6> and <0,3,6> are both 7, which is greater than MaxLen=6. Therefore, there are 8 occurrences under MinLen=4 and MaxLen=6.
From this example, we learn that the problem has the following four characteristics:
(1) The pattern has multiple gaps. For instance, in Example 1, pattern P has two gaps: [0,2] and [1, 3] .
(2) Each occurrence should be subject to the length constraints. Although all gap constraints can determine the length constraints, users cannot control their occurrence spans effectively. The present study therefore considers the length constraints. (3) Any position index for sequence S can be used more than once. For instance, index 0 is used in occurrences <0 ,1,4>,  <0,2,4>, <0,2,5>, <0,2,6>, <0,3,5>, and <0,3 ,6>, i.e. 6 times. However, in [20] and [15] , each index can be used at most once; this constraint is known as the one-off condition.
The most important characteristic of the problem is that it is essentially a type of strict approximate pattern matching with Hamming distance.
In summary, the contributions of this paper are as follows: First, we issue a new problem of approximate pattern matching with gap constraints. As well as gap constraints between every two consecutive characters in the pattern, the characters in the pattern can also be matched approximately, in terms of the Hamming distance. We also consider the length constraints to provide users with more flexibility. Since the size of all the approximate occurrences is exponential with regard to pattern length, our goal is to compute their number.
Second, we analyse the ratio M(P,S,d)/N(P,S,m) theoretically, where M(P,S,d) and N(P,S,m) are the numbers of the approximate occurrences whose distances to pattern P are d (0≤ d≤ m) and no more than m, respectively. It follows the binomial distribution B(m, 1-q), where q= ∑ ( ) × ( )
=1
, U(c l ) and V(c l ) are the probabilities of character c l in pattern P and sequence S, respectively (which means that the probability of getting exactly d successes in n trials is The remainder of this paper is organised as follows. Section 2 discusses related work. Section 3 presents the problem statement with an illustrative example for the definitions and theoretically analyses the problem. Section 4 defines the Single-root Nettree and introduces new concepts. On this basis, we then propose the algorithm of SONG and analyse its time and space complexities. Moreover, we demonstrate how it works via a running example. Section 5 presents the experimental results and analysis over real biological data. Conclusions are drawn in Section 6.
Related Work
Considering that pattern matching is a key issue in sequential pattern mining, Table 1 compares related studies focussing on pattern matching and sequential pattern mining with gap constraints. Fischer and Paterson [21] were the first to use wildcards in pattern matching. However, in their case the number of wildcards between two consecutive characters was kept constant. Manber et al. [22] replaced this constant with a flexible wildcard gap, although in this case the pattern can have only one gap. On the basis of [21] and [22] , pattern matching with multiple variable-length gaps has subsequently attracted much research attention, including [9] , [10] , [13] , [20] and [23] . Studies [9] and [10] were able to find the occurrences of a pattern in a sequence. Since the number of occurrences of a pattern with multiple groups of gap constraints is exponential, the traditional method of finding all the occurrences is unfeasible. As a result, [9] and [10] compacted the size of occurrences by locating only their end positions, with each position located only once. Hence, the latter two studies belong to the loose exact matching type.
Computing the exponential number of all occurrences of a pattern with independent and gap constraints is a type of strict pattern matching. Min et al. [13] and Wu et al. [14] separately designed two algorithms able to effectively solve the exact matching problem. Their methods employed to solve the issue outlined in [16] . However, their methods could not handle the approximate matching problem. The problem presented here can turn into theirs if the similarity constraint d is equal to 0. The present paper therefore deals with a more general strict pattern matching problem with Hamming distance.
In strict pattern matching there are three types of condition: the one-off condition, the non-overlapping condition and no condition. The one-off condition means that any position in the sequence can be used at most once; the total number of occurrences under this condition is thus no greater than n/m. The one-off condition has many different names in sequential pattern mining, with Ferreira and Azevedo [25] , Wu et al. [26] and Lam et al. [27] all researching pattern mining with the one-off condition. The non-overlapping condition [24] means that any position in the sequence can be used more than once, but cannot be reused by the same sub-pattern. Hence, the total number of occurrences under this condition is no greater than n. No condition means that any position can be used more than once without any condition. From Table 1 , it can be observed that whereas He et al. [20] considered the one-off condition, we focus on no condition. The problem examined in the present paper can thus be seen as computing the candidate space of [20] .
Problem
In this section, we first give a brief definition of approximate pattern matching with gap constraints. We then theoretically analyse the problem. 
Problem definition
where 0≤j≤m-1 and 0≤i j ≤n-1, then I is an approximate occurrence of P in S. Apparently, all gap constraints can determine the length constraints, with the lower bound of MinLen and the upper bound of MaxLen equal to m+∑
and m+∑
, respectively. Definition 5. The goal of the problem is to compute the total number of approximate occurrences, as denoted by
N(P,S,d).
In order to consider the similarity constraint, we define the concepts of similar number and similar branch number. Definition 6. A sub-occurrence is the group of prefix position indices of an occurrence. Assuming the elements in set E s are all sub-occurrences from r to i whose length is j+1 and the distance between each element and sub-pattern p 0 p 1 …p j is no greater than t, the cardinality of E s is called the similar number and is denoted by N s (r,i,j). We define 
Theoretical analysis
Let M(P,S,d) denote the number of approximate occurrences whose distances to pattern P are d (0≤d≤m). We know that
N(P,S,d) = M(P,S,0)+ M(P,S,1)+…+ M(P,S,d).
It is easy to see that there are × ( − 1) patterns whose distances to P are d. As a result, the calculation of M(P,S,d) can be transformed into the × ( − 1) exact pattern matching problem. Assuming that the probability of exact matching for each pattern character in sequence S is 1/λ, we obtain Therefore, the probability of successful matching for a certain character c l (1≤l≤λ) of pattern P can be approximated as
denote the probability of character c l in pattern P. When we randomly select a character from pattern P and then match it in sequence S, the probability of selecting character c l and successful matching is approximate to ( ) × ( ). The average probability of successful matching a character of pattern P in sequence S is thus
which is denoted as q.
Therefore, M(P,S,d)/N(P,S,m) approximately follows the binomial distribution with m and 1-q, i.e. M(P,S,d)/N(P,S,m)~ B(m,1-q).
It is easy to see that M(P,S,0) is an exact pattern matching instance which can be solved using PAIG [13] . According to this law, if we know M(P,S,0), then M(P,S,d) and N(P,S,d) (0<d≤m) can be estimated easily. An example will be shown in Section 5.2.3. In order to calculate M(P,S,d) and N(P,S,d) accurately, an effective algorithm is proposed in the following section.
Single-root Nettree and SONG
To solve the problem, we must deal with the following three constraints: length constraints, gap constraints, and the similarity constraint. As the algorithm would be very complex if all three constraint types were to be tackled simultaneously, the employed strategy is as follows: (1) To handle the length constraints, the beginning position b in sequence S is used to calculate the range of the ending position e according to the length constraints. Therefore, each subsequence from b to e satisfies the length constraints. (2) As Nettree [14] can be used to solve the gap constraints effectively, one was employed here to solve the problem in the sub-sequences. A Nettree with only a root is called a Single-root Nettree, because these sub-sequences have a common beginning position b. Some special concepts are used to control the nodes of a Single-root Nettree. (3) At last, some special lemmas are used to calculate the similar number and similar branch number to handle the similarity constraint in a Single-root Nettree.
Nettree and Single-root Nettree
Below we first give the formal definition of a Nettree, followed by the definition of a Single-root Nettree. A number of new concepts are also introduced.
Definition 7. A Nettree [14] is an extension of a tree, sharing similar concepts such as root, leaf, level, parent, and child. However, a tree differs from a Nettree as follows:
(1) A Nettree may have more than one root. (2) Some nodes (except roots) in a Nettree may have more than one parent. (3) There may be more than one path from a node to a root. (4) The same node label can occur more than once. Node i on the j-th level is denoted by n j i .
Definition 8.
A Single-root Nettree is a Nettree with only one root. Figure 1 shows an example of a Single-root Nettree. Some node labels appear in different levels. For instance, node label 3 occurs on both the 2 nd and 3 rd levels, with the nodes denoted by n 2 3 and n 3 3 , respectively. Some nodes have more than one parent. For instance, Node n 3 4 has two parents: nodes n 2 1 and n 2 2 . The Single-root Nettree has one root: n 1 0 . Nodes n 3 3 , n 3 4 and n 3 5 are three leaves of the Single-root Nettree. There are two paths from root n 1 0 to node n 
Construction of a Single-root Nettree
In this subsection, definitions and lemmas are proposed with which to construct a Single-root Nettree based on the selected problem. We assume that the sequence indices vary from 0 to n-1. If we create Single-root Nettrees with roots from small to large, one by one, it is easy to see that 0 is the first Single-root Nettree's root. However, n-1 is not the final Single-root Nettree's root, since many positions at the end of the sequence do not satisfy either the length constraints or the gap constraints. In this case we must therefore determine the root range.
Definition 9. The maximal root that satisfies the length constraints and gap constraints is known as the max root and is denoted by MaxRt. Lemma 1. The max root can be calculated via the following equation:
Proof: As we know that the maximal ending position is n-1, the maximal beginning position is therefore n-1-MinLen+1 for the minimal span, according to the length constraints. Similarly, another upper bound of the max root
according to the gap constraints; hence the max root can be calculated according to Equation (4) . 
, n-1)
Proof: If the beginning position is r, the minimal ending position is r+MinLen-1, according to the length constraints.
Similarly, with respect to the gap constraints, another lower bound of
. So the min leaf with root n 1 r can be calculated according to Equation (5 
Proof: The j-th level nodes in a Single-root Nettree handle p j-1 . We know that the minimal span for sub-pattern
. Therefore, the lower bound of MinBr(n 1
from the root r downward to the j-th level, according to the gap constraints. Meanwhile, the maximal span for sub-pattern
. When we know that the min leaf is MinLf(n 1 r ), the lower bound of
, from the min leaf upward to the j-th level. So MinBr (n 1 r ,j) can be calculated according to Equation (7) . Similarly, it is easy to show the correctness of Equation (8) . Hence Lemma 3 is proved. Finally, we calculate the range of children for each node, thereby enabling the creation of a Single-root Nettree. 
Proof: It is easy to see that the first child of n j i is i+1+a j-1 according to the j-th group of gap constraints. However, the first child is also no less than MinBr(n 1 r , j+1), so MinChd(n j i ) can be calculated according to Equation (9) . Similarly, it is easy to show the correctness of Equation (10) . Hence Lemma 4 is proved.
Example 3. Given P=a [0, 2] g [1, 3] a and S=atggaga, which are the same P and S as in Example 1. In this example, MinLen and MaxLen are 4 and 6, respectively. We will create a Single-root Nettree with root 0 using the above concepts and lemmas.
According to the pattern and sequence, we know that a 0 =0, b 0 =2, a 1 =1, b 1 =3, m=3, and n=7. Step 1. Since the root is 0, the Single-root Nettree has only one root: n 1 0 .
Step 2. We determine the leaves of the Single-root Nettree. According to Equation (5), when r is 0, we can calculate that 0+4-1=3 and 0+3-1+0+1=3. So, MinLf(n 1 0 )=max(3, 3)=3. Similarly, MaxLf(n 1 0 )=min(0+6-1, 7-1, 0+3-1+2+3)=5. Therefore, the Single-root Nettree has three leaves: n 3 3 , n 3 4 , and n 3 5 .
Step 3. Now we determine the min brother and max brother for each level. Since m is 3, we only need to calculate the min brother and max brother on the 2 nd level. According to Equations (7) and (8) Step 4. We calculate the children for each node. The min child of node n 1 0 is max(0+1+0,1)=1, according to Equation (9) . The max child of node n 1 0 is min(0+1+2,3)=3, according to Equation (10) . So, root n 1 0 has three children:
, n 2 2 , and n 2 3 . Similarly, we know that node n 2 1 has three children: n 3 3 , n 3 4 and n 3 5 ; node n 2 2 has two children: n 3 4 and n 3 5 ; and node n 2 3 has one child: n 3 5 . The Single-root Nettree is shown in Figure 1 .
According to Lemmas 1, 2, and 3, each node in a Single-root Nettree with root n 1 r is subject to the length constraints.
Supposing a root-leaf path from root n 1 r to leaf According to Lemma 5, we can calculate the similar number of each node level by level, thereby revealing the similar number of each leaf. Next we calculate the number of root-leaf paths of a Single-root Nettree that meet the similarity constraint.
Definition 13. The number of paths from root n 1 r to all its leaves subject to the similarity constraint is known as the root solution of n 1 r and is denoted by R s (n 1 r ). Lemma 6. R s (n 1 r ) can be calculated via the following equation: ) can thus be calculated according to Equation (13) . Hence Lemma 6 is proved.
Finally, we use the root solution of each Single-root Nettree to compute the solution to the problem. N(P,S,d) can be calculated by the following equation.
N(P,S,d)
Proof: The solution to the problem is the sum of R s (n 1 r ) for r from 0 to MaxRt, since R s (n 1 r ) is the number of paths from root n 1 r to all its leaves subject to the similarity constraint. Therefore, N(P,S,d) can be calculated according to Equation (14 
SONG algorithm
Based on these concepts and lemmas, the main framework of SONG is given in Algorithm 1.
Input: Proof: Single-root Nettrees are created one after another; no more than one Single-root Nettree exists in the memory at any time, as shown in SONG. As a Single-root Nettree has no more than (j-1)*W nodes on the j-th level (1<j≤m), it has no more than O(m 2 *W) nodes. Therefore, the space complexity of SONG is O(m 2 *W*d), because a node has d+1 similar branch numbers and 1 similar number. Similarly, we can create three Single-root Nettrees with roots n 1 1 , n 1 2 , and n 1 3 , as shown in Figure 2 (b), (c), and (d), respectively. All nodes n 2 4 in Single-root Nettrees with roots n 1 1 , n 1 2 , and n 1 3 have no child according to Theorem 1. SONG is thus an effective algorithm, since it employs an effective pruning strategy. According to line 16 of SONG, we can easily calculate R s (n 1 1 ), R s (n 1 2 ), and R s (n 1 3 ) as 1+0+2=3, 0+1=1, and 0, respectively. Hence, N(P,S, d) is 4+3+1+0=8 according to line 18 of SONG..
Analysis of SONG

A Running Example
We can enumerate all the 8 approximate occurrences as <0,1,4>, <0,2,4>, <0,2,5>, <0,3,5>, <1,2,4>, <1,2,6>, <1,3,6>, and <2,3,6>, thereby verifying the correctness of the SONG Algorithm.
According to loose pattern matching there are only 3 occurrences: 4, 5, and 6. This example therefore also demonstrates that loose pattern matching is far easier than strict pattern matching.
Experimental Results and Analysis
Experimental Environment and Data
In this section, we test our algorithms on real biological data. All experiments were run on a laptop with an Intel(R) Core(TM)2 Duo CPU T7100 1.80GHz and 1.0 GB of RAM, in Windows XP SP 2. VC 6.0 was used to develop all the algorithms. To verify the performances of the proposed algorithm, eight sequences are real biological sequences provided by the National Centre for Biotechnology Information website (http://www.ncbi.nlm.nih.gov/ genomes/FLU/SwineFlu.html) (shown in Table 2 ) and nine sequences are selected from the previous literatures [13] , [28] (shown in Table 3 ). [1, 3] a, and d=1. According to the problem analysis outlined in Subsection 3.2, we know that N(Q1,S,1)= M(Q1,S,0)+ M (Q1,S,1) . Since the lengths of Q1 and λ are 3 and 4, respectively, there are (λ-1)*m=3*3=9 patterns whose distances to Q1 are 1: [1, 3] g, and Q10=a[0,2]g [1, 3] t. We know that when d is 0, N(P,S,0) can be solved using PAIG [13] . Table 4 thus presents the results of N(P,S,0) according to PAIG. S1  682  286  497  432  774  392  490  341  485  403  4782  S2  608  249  401  400  1006  501  530  330  366  408  4799  S3  556  243  410  436  659  393  490  353  383  325  4248  S4  460  197  288  356  658  323  499  198  263  290  3532 Using SONG, we know that N (Q1,S1,1), N(Q1,S2,1), N(Q1,S3,1), and N(Q1,S4,1) are 4782, 4799, 4248, and 3532, respectively, with the sums of the results for patterns Q1 to Q10 in sequences S1, S2, S3, and S4 also 4782, 4799, 4248, and 3532, respectively. This therefore validates the correctness of N(P,S,1)= M(P,S,0)+M(P,S, 1) , no matter what the sequences are. These experiments thus verify that an instance in the present study can be transformed into many instances of [13] , thereby also verifying the correctness of SONG.
Experimental Results of Theoretical Analysis
Relationship To illustrate the relationship between N(P,S,d) and M(P,S,t) (0≤t≤d), we select sequences
S1 to S4, pattern Q1=a[0,2]gQ2=c[0,2]g[1,3]a, Q3=g[0,2]g[1,3]a, Q4=t[0,2]g[1,3]a, Q5=a[0,2]a[1,3]a, Q6=a[0,2]c[1,3]a, Q7=a[0,2]t[1,3]a, Q8=a[0,2]g[1,3]c, Q9=a[0,2]g
Performances
We design an algorithm named PAIG-APPRO based on PAIG [13] , using the dynamic programming principle. PAIG adopts a three-dimensional array, with the time complexity and space complexity being O(n*m 2 *W 2 ) and O(n*m*W), respectively. Unlike PAIG [13] , PAIG-APPRO has to deal with the similarity constraint and thus uses a four-dimensional array; the time complexity and space complexity of PAIG-APPRO are therefore O(n*m 2 *W 2 *d) and O(n*m*W*d), respectively. In order to verify the effectiveness of SONG pruning strategy, we also design an algorithm, SONG-Nonp, which deletes line 9 of SONG. PAIG-APPRO, SONG-Nonp, and SONG can all be downloaded from http://wuc.scse.hebut.edu.cn/song/index.htm. In order to demonstrate the performances of the three algorithms, we use 72 instances: patterns from P1 to P9 and sequences from S1 to S8. In these instances, MinLen, MaxLen, and d are 20, 40, and 2, respectively. Since the three algorithms are all completeness algorithms, we omit the results and only compare the running time of the 72 instances (as shown in Figure 3) . It is worth noting that the running time of PAIG-APPRO refers to the time data on the left and the other algorithms refer to the right. Figure 3 , we know that SONG is more effective than other competitive algorithms. For instance, the running time of PAIG-APPRO, SONG-Nonp, and SONG for P1 in S1 are about 828ms, 112ms, and 53 ms, respectively. SONG is thus about 16 times faster than PAIG-APPRO for this instance and about 2 times faster than SONG-Nonp. To solve all 72 instances, PAIG-APPRO, SONG-Nonp, and SONG cost 53s, 6s, and 3.7 s, respectively. Therefore, SONG is about 14 times and 1.6 times faster than PAIG-APPRO and SONG-Nonp for all 72 instances, respectively. Although SONG, SONG-Nonp, and PAIG-APPRO have the same time complexity, the complexity of SONG is its upper bound. SONG is a more effective algorithm than SONG-Nonp, since SONG employs an effective pruning strategy which is given in Theorem 1. Therefore, some sub-Nettrees can be removed from SONG. SONG is also faster than PAIG-APPRO, since SONG only calculates the values of non-zero nodes, while PAIG-APPRO calculates on a four-dimensional array in which most values are zero.
Binomial Distribution In order to explore M(P,S,d)/N(P,S,m)
distributions of the patterns in real biological sequences, we match patterns P1, P2, P3, and P4 in the corresponding biological sequences S1, S2, S3, and S4; the respective comparisons between the practical and theoretical results for M(P,S,d)/N(P,S,m) are displayed in Figure 3 
-U(a)*V(a)-U(t)*V(t)-U(c)*V(c)-U(g)*V(g)),
in which U(a) and V(a) are the probabilities of 'a' in the pattern and sequence, respectively, as well as the other three characters. Length constraints are neglected in order to reflect the natural distributions.
From Figure 4 , we can observe that whereas the practical and theoretical ratios of P1S5  P2S1  P2S5  P3S1  P3S5  P4S1  P4S5  P5S1  P5S5  P6S1  P6S5  P7S1  P7S5  P8S1  P8S5  P9S1 
-U(a)*V(a)-U(t)*V(t)-U(c)*V(c)-U(g)*V(g)).
This is due to the fact that 'a', 't', 'c', and 'g' are distributed randomly in the selected sequences. Table  5 and Figure 5 , respectively. From Table 6 , we know that N(P,S,d) grows very fast when W increases. According to Zhang et al. [16] , it is easy to prove that the 
Length of Sequence Evaluation
Subsequences of S1 with lengths of 300, 600, 900, 1200, 1500, and 2100 and patterns from P1 to P4 are used to illustrate how n affects the changes in N(P,S,d) and the running time of SONG with increasing values of n which are shown in Table 8 and Figure 8 , respectively. From Table8, the results verify that when n increases, N(P,S,d) will also increase rapidly. We also notice that N(P3,S,d) is far bigger than that of other patterns. The reason is that W of P3 is 9 and is bigger than that of other patterns. The results also validate the effect of W that mentioned above. From Figure 8 , we know that the running time of SONG is nearly linear growth with n. For instance, the running time of SONG of pattern P3 in sequences with lengths n=300, n=600, and n=900 are close to 50 ms, 100 ms, and 150 ms, respectively. These experimental results validate the correctness of the time complexity of SONG with n.
Length Constraints Evaluation
Here we show how the length constraints affect N(P,S,d ) and the running time of SONG. In this part, pattern P1 and sequences from S1 to S4 are used. First, we set MaxLen 41, the maximum length of occurrences of pattern P1, and use different MinLen with 11, 15, 19, 23, 27, 31 , and 35 to show how MinLen affects the changes which are shown in Table  9 and Figure 9 , respectively. Then we set Minlen to 11, the minimum length of occurrences of pattern P1, and use different MaxLen with 14, 18, 22, 26, 30, 34 , and 38 to test how MaxLen affects the changes which are shown in Table  10 and Figure 10 , respectively. only a small amount of nodes can be deleted because they are not subject to the length constraints. So the running time of SONG are almost the same. Similarly, we can also observe the same phenomenon in Figure 10 .
Hence, in these subsections, all these experiments illustrate how d, W, m, n, MinLen, and MaxLen affect N(P,S,d) and validate the efficiency and correctness of SONG.
Experimental Results on Protein
To evaluate the scalability of SONG-Nonp and SONG, we select seven datasets of protein which are ASTRAL95_1_171 (with length 109424) and its sub-sequences with length 15000, 30000, 45000, 60000, 75000, and 90000. ASTRAL95_1_171 is used in [18] and can be downloaded from http://gi.cebitec.uni-bielefeld.de/comet/force/indexOld.html. Nine patterns (from Q1 to Q9) are g [1, 15] t [1, 15] a [1, 15] a [1, 15] t [1, 15] a, m [3, 15] g [3, 39] From Figure 11 , it is easy to see that the running time of SONG-Nonp and SONG also grows linearly with n as well as in DNA sequences. Moreover, SONG is a more effective algorithm than SONG-Nonp. In solving all 63 instances, it costs SONG-Nonp and SONG about 453 and 68 s, respectively. Therefore, SONG is about 6.7 times faster than SONG-Nonp on protein sequences. We know that SONG is only about 1.7 times faster than SONG-Nonp on DNA sequences. The reason for this phenomenon is, a sequence of DNA is constituted by 4 kinds of characters, so the occurring possibility of each kind of character is 1/4, while the occurring possibility is 1/20 in protein. Therefore, the possibility of N s (n 1 r , −1 ,j) getting 0 is higher in protein than that in DNA. According to Theorem 1, more sub-Nettrees will be removed in dealing with protein sequences. Hence, SONG can get better performance in protein.
Conclusion
In this study, we define a new approximate pattern matching problem with gap constraints, which is more complex than exact pattern matching. Theoretical analysis and experiments over real biological data together prove that the ratio In this study, we focus on an approximate pattern matching with Hamming distance. The definitions of the problem will be changed significantly when using other distance functions, such as edit distance, because the gap constraints are considered in this issue. For example, there are many patterns whose edit distances to pattern a [1, 2] , where x and y can be any integers and "?" can be any character. Therefore, to tackle the approximate pattern matching with other distance functions, first of all, new definitions should be given to deal with the gap constraints. Now, SONG cannot deal with other distance functions. The next step in this study is to explore the approximate pattern matching with other distance functions.
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