We derive perturbation bounds for the constrained and weighted linear least squares (LS) problems. Both the full rank and rank-deficient cases are considered. The analysis generalizes some results of earlier works.
Introduction
In this paper, we are concerned with a perturbation analysis of the constrained and weighted linear least squares (LS) problem. The LS problem is transferred into a system of equations (see (2.6) ). We then consider the solution of the system, which is based on the explicit expressions for the inverse and Moore-Penrose inverse of the system matrix (see (2.5) ), thus our upper bounds can be estimated. The use of system is not crucial for the full rank LS problem but it is vital when one makes a perturbation analysis for the rank-deficient LS problem.
There are some work related to what we present here. For earlier results on the full rank, weighted and constrained LS problem, we refer to [1, 3, 4, 14, 16] . The constrained rank-deficient LS problem was analysed in [9, 17, 19] .
We will use the following notations. Let R m×n be the linear space of all m × n real matrices. For a matrix A ∈ R m×n , let A T ∈ R n×m denote the transpose of A. We will use · 2 and · F to denote the spectral norm and Frobenius norm, respectively. R(A) represents the range of A and N(A) represents the null space of A.
We then define the weighted Moore-Penrose inverse. For any arbitrary matrices A and K of appropriate sizes, there is a unique matrix X satisfying the following equations:
The X here is known as the weighted Moore-Penrose inverse of A and is denoted by
When K = I , X is reduced to the Moore-Penrose inverse of A.
Preliminaries
In this paper, we are going to study a constrained and weighted linear LS problem:
Here M 2 is a positive definite symmetric matrix,
It is assumed that m n p. An equivalent formulation of (2.1) (see [9] ) is   0 0
where λ 1 is the Lagrange vector and M 2 λ 2 is the residual. It is easily seen that (2.1) has a unique solution if and only if rank(A 1 ) = p and rank(A) = n, see [2, 5] . Let
We can rewrite (2.2) in a more general form by using (2.3),
For notational convenience, we define the system matrix
such that (2.4) can be written as
with obvious definitions of y and d. The system (2.6) is sometimes called the augmented system of equations (or the equilibrium system) and it plays an essential role in our study of the constrained and weighted linear LS problem. The reason is that (2.6) actually defines the whole class of constrained and weighted linear LS problems. If there are no constraints and the matrix M is assumed to be symmetric positive definite, we can formulate our problem as
where A ∈ R m×n , b ∈ R m and m n. For an ordinary LS problem, we get M = I m ; and for an unweighted constrained LS problem, we get M 2 = I m−p .
Therefore, a theoretically proper way of working with constrained and weighted linear LS problems is to solve the system (2.6). It is of interest to see that the system (2.6) is a special case of an equilibrium system. Applications of equilibrium systems include optimization, finite elements, structural analysis, electrical networks and discretization of Stokes flow, see [13, 15] .
Perturbation bounds of full rank case
In this section, we assume that the matrix S in (2.5) is nonsingular, i.e., A has linearly independent columns and the matrix
has linearly independent columns, which means
see [9, 17] .
It was shown [17] that the inverse of the matrix S in (2.5) can be written as
where B is a generalized inverse of A and
The solution of (2.6) is given by x = Bb and λ = H b. For the explicit expressions of B and H, we have the following lemma.
Lemma 3.1. Suppose that the matrix S is nonsingular. Then
where
Proof. Elden in [4] shows that the inverse of
is given by
It follows from
Therefore (3.1) follows.
Remark 3.1. Because of the uniqueness of S −1 , we see that, by using Lemma 3.1,
Now, let us consider the perturbation problem. The perturbed system can be written as MÃ
The perturbation norms are measured by the smallest for which
Subtracting (2.6) from (3.2), we obtain
By using Lemma 3.1 and (3.4), we obtain the following expression for x:
Since λ, x are all of O( ), we can replaceλ andx by their unperturbed counterparts to obtain the first order expressions. We therefore have
By taking 2-norms and using (3.3), we obtain
The bound can be rewritten as
A bound can be derived for λ in just the same way as for x:
These are essentially the same bounds as those obtained in [9] and the difference stems from the explicit expression of S −1 in terms of A and M. It is not difficult to see that
and I − MH = AB is oblique projection from Remark 3.1. Now we can bound
The relation between κ M (A) and κ A (M) is given by
The bound (3.7) is not sharp. In order to obtain a sharp bound, we must combine two terms of A in (3.6) before taking norms, and likewise for M. This can be achieved with the aid of the "vec" operator, which stacks the columns of a matrix into a long vector, together with the Kronecker product A ⊗ B = (a ij B) [12] . By applying the vec operator to (3.6) and using the property that
vec(AXB) = (B T ⊗ A)vec(X),
we obtain
By employing the relation vec( A T ) = vec( A)
where is the vec-permutation matrix [12] , we obtain
By taking 2-norms and using vec( A) 2 = A F and (3.3), we deduce that
The bound (3.8) is much more difficult to be interpreted than (3.7) because of the complicated expression of ψ.
Perturbation bounds of rank-deficient case
In this section, we consider the more general case that the matrix
is singular, where M is positive semi-definite. By Lemma 3.1, we know that if
then S + = S −1 is given by
In the following, we can show that S + has the same explicit expression in the case of S being singular without the restriction of N(A T ) ∩ N(M) = {0}. According to [11, Theorem 4.3] , we can write (in the general case):
It is easy to check that
For the expression of B, we have
Also, we can deduce that
where C ≡ M A T and
see [9] . To derive the perturbation bound, we need to estimate (M 1/2P ) + 2 and Ã T + M 1/2 2 . The following upper bounds are due to [19] :
Now we are ready to present the main result of this paper. The upper bounds can be estimated.
Theorem 4.1. Consider the problem (2.6). Let
Suppose that rank(Ã) = rank(A), rank(C) = rank(C).
Then for any LS solutionỹ tõ
there exists an LS solution y to (2.6) , such that
3) 
Then y is an LS solution to (2.6). Let
be the minimum norm LS solution of (2.6). It is well known that
Then we have
By direct calculation, we have
and 
Hence the theorem follows.
