The ubiquitousness of GPS sensors in smart-phones, vehicles and wearable devices has enabled the collection of massive volumes of trajectory data from tracing moving objects. Consequently, an unprecedented scale of timestamped GPS data has been generated and posed an urgent demand for an effective storage mechanism for trajectory databases. The mainstream compression technique is called trajectory simplification, that finds a subsequence to approximate the original trajectory and attempts to minimize the information loss under a distance measure. Even though various simplification algorithms have been proposed in the past decades, there still lacks a thorough comparison to cover all the state-of-the-art algorithms and evaluate their quality using datasets in diversified motion patterns. Hence, it still remains a challenge for GPS data collectors to determine a proper algorithm in a concrete application. In addition, almost the entire line of previous methods uses error-based metrics to evaluate the compression quality, while ignoring their usability in supporting spatio-temporal queries on top of the reduced database. To bridge these gaps, we conduct so far the most comprehensive evaluation on trajectory simplification techniques. We compare the performance of 25 algorithms in total using five real datasets in different motion patterns. According to the experimental findings, we present useful guidance for the selection or development of effective trajectory simplification algorithms.
INTRODUCTION
In recent years, the market has witnessed a sharp increase in the number of smart-phones, vehicles and wearable devices. With built-in GPS sensors, these devices have enabled many companies to collect an unprecedented scale of trajectory data by tracing the real-time positions of moving objects. Fitbit, one of the most popular wearable devices for fitness monitor and activity tracker, has collected the latest location data from its 23.2 million active users 1 at a high sampling rate. As another example, the ride-hailing giant Uber has hit 2 billion rides in June 2016
2 , meaning that billion-scale vehicle trajectories have been acquired and call for an effective data management system for compressed storage, query processing and pattern discovery.
In the face of these massive volumes of trajectory data, an effective compression mechanism becomes a crucial component in the storage layer for a trajectory database. A straightforward idea is to exploit the redundancy in the spatial and temporal attributes to provide loseless compression. For instance, TrajStore [10] calculates the difference between two successive points (xi−1, yi−1, ti−1) and (xi, yi, ti) in each dimension and encodes the deltas using fixed point arithmetic. Consequently, the majority of points require a single byte for each delta. Trajic [36] calculates the delta values in a different way from TrajStore. It assumes the objects are moving with constant velocity and linear direction, and encodes the difference between pi and p i , where p i is the predicted location from the previous point pi−1. However, these algorithms have limited effect on storage reduction. As shown in Table 1 , the compression ratios of TrajStore and Trajic in the five GPS datasets used in this paper are not encouraging. Trajectory simplification has been by now the mainstream compression technique that provides much higher compression ratio with tolerable data loss. The idea is to discard redundant or less important points such that the original trajectory can be approximated by a series of successive line segments constructed from the remaining points. Existing algorithms fall into two categories based on the application modes. In the batch mode [2, 11, 16, 30, 31, 32] , we are aware of the full historical data and aim at achieving a good balance between compression ratio and data loss at the server side. In the online mode [20, 26, 27, 32, 34, 35, 37, 39] , only a local buffer is available at the sensor side and the goal is to maintain the most important points for the streaming GPS data. It is noticeable that an error bound can be enforced in both modes to ensure that the error of any discarded point does not exceed .
Semantic Compression [3, 21, 29, 38] is an alternative solution that leverages the knowledge of road networks to facilitate trajectory compression. The GPS points are first mapped to a road segment by any existing map-matching methods [17, 45] . The two dimensional locations (xi, yi) are then transformed into road segment ids and offsets. Since a local sequence of successive points can often be mapped to the same segment, the spatial redundancy is improved, which often leads to higher compression ratio. In addition, frequent travel paths in the road network can also be utilized to further reduce the storage cost. In this paper, the experimental evaluations of the semantic compression algorithms are beyond the scope for two main reasons. First, these methods require additional road network information which is not always available (e.g. in the indoor tracking applications [1] ). Second, these compression methods are applied on top of the map-mapped points in the road segments, rather than the points in the original trajectory. It is possible that the moving objects are not confined to the well-defined tracks, resulting in significant deviation between the original data and the mapped data. Hence, it is difficult to provide a fair comparison with other compression methods functioned on the original trajectories.
In this paper, we aim at conducting a thorough evaluation for trajectory simplification which has been recognized as the mainstream solution to large-scale trajectory storage. Even though empirical studies on trajectory compression have been conducted before by Muckell et al. [33, 35] and Hunnik's work [41] , they only cover a small number of algorithms. Since the compression technology has witnessed significant advancement in recent years, we believe there is a demand to conduct a new round of more comprehensive experimental analysis to show the recent progress.
Firstly, most of the algorithms evaluated in [33, 35] are heuristic and no longer state-of-the-art. There have been a considerable number of more advanced algorithms proposed afterwards, with more complex distance metric [8, 5] and processing logic [27, 28, 26] . There also emerges a new brach of direction-preserving simplification algorithms [19, 20, 30, 31] , which claimed to guarantee both direction and position errors. In this paper, we will examine 25 trajectory simplification algorithms in total, covering both batch and online modes.
Secondly, even though various error-based metrics have been proposed to measure the compression quality, the usability of the reduced trajectory data still remains an unresolved question. In this paper, we make a reasonable assumption that in a trajectory database management system, the compression algorithms are located in the storage layer to support high-level query processing [13, 46] or pattern mining tasks [14, 44, 12] . Hence, data usability is also a key factor for compression quality measurement. In this paper, we are the first to empirically study the accuracies of supporting popular spatio-temporal queries on top of a compressed trajectory database.
To sum up, we make the following primary contributions in this paper:
1. We conduct so far the most comprehensive evaluation on trajectory simplification, covering 25 algorithms in total and 5 real datasets in different motion patterns. The evaluation covers four types of error metrics, including perpendicular Euclidean distance (PED), synchronized Euclidean distance (SED), direction error and speed error.
2. We propose to use the data usability of reduced trajectory database as an alternative performance indicator for compression quality and conduct the first experimental study on the accuracies of supporting range queries, kNN queries, spatial joins and trajectory clustering on top of simplified trajectories.
3. The codes are publicly accessible at Github 3 .
The remaining of the paper is organized as follows. We present basic concepts and definitions about trajectory simplification in Section 2. The simplification algorithms in batch and online modes are presented and summarized in Section 3. Comprehensive experimental evaluation and analysis are conducted in Section 4. We conclude the paper, summarize the key observations, present future directions in Section 5.
PROBLEM DEFINITION

Basic Concepts of Trajectories
A trajectory T is a sequence of timestamped GPS data p1, p2, . . . , pN . The i-th point in T , denoted by T [i], is represented as a triple (xi, yi, ti), where (xi, yi) is a twodimensional location and ti records the sampling timestamp of pi. We use T [ts : te] to denote the sub-trajectory of T within time window [ts, te], which consists of points pi with s ≤ i ≤ e. In contrast, a subsequence of T is represented as pu 1 , pu 2 , . . . , pu M , where pu i ∈ T and 1 < u1 < . . . < uM < N . We use − − → pspe with 1 ≤ s < e ≤ N to denote a directed segment staring from point ps and ending at point pe. Without ambiguity, its direction is formally defined as:
, is defined as the angle of an anticlockwise rotation from the positive x-axis to a vector from ps to pe.
The problem of trajectory simplification essentially finds a subsequence with M points (M << N ) as the best approximation of the original trajectory T . These M points split the id space [1, N ] into M +1 intervals. We call −−−−−→ pu i pu i+1 the anchor segment for the points located within the id interval (pu i , pu i+1 ). These points will be discarded, causing data loss; and the distance to the associated anchor segment is often used to measure compression error. In the following, we summarize the error metrics that have been proposed.
Error-Based Quality Metrics
We first present the definitions of three types of the most popular error metrics adopted by previous methods. For ease of presentation, we assume that pm is a point to be discarded and − − → pspe is its anchor segment. 3 https://github.com/uestc-db/traj-compression Definition 2. Perpendicular Euclidean Distance (P ED) The perpendicular Euclidean distance between pm and its anchor segment − − → pspe is the shortest distance from pm to line pspe formally defined as P ED(pm) = |(ye − ys)xm − (xe − xs)ym + xeys − yexs| (ye − ys) 2 + (xe − xs) 2 Definition 3. Synchronized Euclidean Distance (SED) The synchronized Euclidean distance between the actual location pm and its synchronized point p m (x m , y m , tm) on the anchor segment − − → pspe is defined as:
where
Definition 4. Direction-Aware Distance (DAD) We denote the directions of − −−−− → pmpm+1 and − − → pspe as θ( − − → pspe) and θ( − −−−− → pmpm+1) respectively. The angular distance of segement − − → pspe, denoted by DAD( − − → pspe), is defined to be the greatest angular difference between the two directions. That is,
where Example 1. Figure 1 illustrates examples of PED, SED and DAD. In these examples, we assume that points p1 and p3 are retained and p2 is discarded, i.e., − − → p1p3 is the anchor segment for p2. Based on the definitions, P ED(p2) is the shortest distance from p2 to the segment whereas SED(p2) assumes that the object is moving at constant speed from p1 to p3 and p 2 is the synchronized point of p2 in segment − − → p1p3. The angular distance DAD( − − → p1p3) is defined as the angle between − − → p1p2 and − − → p1p3.
Besides the three popular metrics, there exist other types of error metrics hand-crafted by previous methods. For instance, Chen et al. proposed integral square synchronous Euclidean distance (ISSD) [8] whose computation takes O(1) time. A direction-based persistence (DBP) measure was proposed in [18] to capture the tolerable variation between local minima and maxima. In [25] , position and velocity are considered as trajectory features worth preserving and velocity error is used to measure compression quality.
Given a selected error metric, an error-bounded simplification algorithm guarantees that the maximum error for the discarded points does not exceed the predefined threshold .
Query-Based Quality Measures
Previous simplification methods treat trajectory compression and storage as an independent component. However, in the bigger picture of a trajectory management system, trajectories are normally stored and indexed to support query processing or pattern mining. We observed that almost the entire line of previous simplification algorithms ignore the data usability of reduced trajectories when supporting querying and mining tasks in the higher layers. Thus, we propose to treat data usability as a key factor for quality measurement. In this following, we define three types of popular and representative spatio-temporal queries in a trajectory database, including range queries, kNN queries, spatial join and trajectory clustering, and use their accuracies in the reduced database as the query-based quality measures to be used in the experimental study.
Definition 5. Window Range Query (W-RQ) [4] Given a query cube qx 1 , qx 2 , qy 1 , qy 2 , qt 1 , qt 2 , a W-RQ query finds all the trajectories with at least one point pi = (xi, yi, ti) such that qx 1 ≤ xi ≤ qx 2 , qy 1 ≤ yi ≤ qy 2 and qt 1 ≤ ti ≤ qt 2 .
To define kNN query in a trajectory database, we need to determine a proper distance measure between two trajectories. In the related literature, there have been several distance measures proposed, such as Dynamic Time Warping (DTW) [22] , Edit distance with Real Penalty (ERP) [6] , Longest Common Subsequences (LCSS) [42] and Edit Distance on Real Sequence (EDR) [7] . Among them, EDR has been well cited and widely adopted because it can reduce the effect of outliers and has the ability to handle local time shifting. In addition, it can assign penalties to gaps between two matched sub-trajectories and provide more accurate results. The formal definition of EDR is provided in the following:
else where R and S are two trajectories and the function match determines whether the distance of Ri and Sj is within the threshold . In this paper, we use EDR as the distance measure to define window-based kNN queries in a trajectory database. We assume that the trajectories have been synchronized and the missing data have been interpolated. For the operator of trajectory clustering, we follow the definition proposed in [24] . It uses a tailored distance metric that takes into account perpendicular distance, parallel distance and angle distance. Interested readers can refer to [24] for more details.
SIMPLIFICATION ALGORITHMS
Trajectory simplification, in both online and batch mode, has been intensively studied in the past years. The objective is to reduce the original trajectory from N points to M points with M << N , while still preserving the significant positional or topological features. In the batch mode, the complete history of collected trajectories are available at the server side and a better trade-off between compression ratio and quality can be achieved with higher computation cost. In the online mode, we consider streaming applications and only a local buffer is available at the sensor side. Its goal is to maintain the most important points when buffer size is limited, so that communication overhead can also be reduced.
In the following, we categorize the algorithms into batch and online modes and summarize their features in Tables 2  and 3 , respectively. Some of these algorithms are ad-hoc and some of them can guarantee that the compression ratio or distance-based error is bounded. In particular, there are several algorithms designed with optimality. They either find a sequence with exactly M points that minimize the compression error (called min-problem) or they guarantee the error is at most with the objective of minimizing the number of points retained (called min-# problem).
Trajectory Simplification in Batch Mode
Bellman [2] is considered as the first algorithm for trajectory simplification. It uses dynamic programming to find a subsequence with M points that generates the minimum spatial distance error. The time complexity of the exact algorithm is O(N 3 ). After that, DP [11] was proposed as an approximate simplification method with error bound guarantee. Given a trajectory segment and an error threshold , it finds the point p causing the greatest perpendicular distance ds. If ds < , the approximation is accepted and we only need to keep the two end points and discard the remaining points within the segment. Otherwise, we split T into two sub-trajectories based on the selected point and recursively apply the process. The worst time complexity of DP is O(N 2 ). To improve the efficiency of DP algorithm, DPhull [16] was proposed to take advantage of the properties of convex hull and save the cost of finding the point with the greatest perpendicular distance. The algorithm returns the same set of points as DP but reduces the complexity to O(N log N ). TD-TR [32] is also an extension of DP by exploiting the temporal dimension. It uses the same algorithm framework as DP. The only difference is that a new distance measure named Synchronous Euclidean Distance (SED) was proposed to replace the perpendicular distance used in DP when finding the split point with the maximum distance.
The above methods attempt to preserve the positional information of original trajectories. In [8] , the proposed MRPA algorithm uses a distance measure named integral square synchronous Euclidean distance (ISSD) with O(1) computation. In [30] , Long et al. observed that the simplified trajectories by position-preserving algorithms may lose critical information for trajectory clustering or online query processing. They proposed direction-preserving trajectory simplification (DPTS) strategies that considered angular distance measure and showed that DPTS not only preserves direction information, but also preserves position information. Based on the new distance measure, an algorithm named SP was proposed to solve the min-# problem with complexity O(C · N 2 ), where C is a small constant in many cases, and an approximate algorithm Intersect with O(N ) complexity and degraded quality. In their subsequent work [31] , they attempted to solve the minproblem in the DPTS framework. Similarly, they proposed an exact algorithm named Error-Search with complexity O(N 2 log N ) and an approximate algorithm named SpanSearch with complexity O(N log 2 N ).
Trajectory Simplification in Online Mode
In the online mode, GPS data are continuously sampled at the sensor side. These data are stored in a local buffer and an online simplification algorithm decides which points to drop. The remaining points will be sent to the remote server for further processing and the communication overhead can be reduced due to trajectory simplification. Since the online algorithms do not have the knowledge of the entire trajectory, they cannot achieve optimal results for the min-# and min-problems. The most straightforward solution is Uniform which samples at a fixed rate, i.e. points p1, p λ+1 , p 2λ+1 , . . . will be preserved. Despite the simplicity, it can even achieve promising performance in certain scenarios, as will be illustrated in the following experimental study.
OPW [32] is a very early algorithm designed for online simplification. As a new point arrives in the buffer, it uses the new point and the first point to build an anchor segment and calculates the PED distance for all the points in the buffer. If the maximum distance is larger , the new point is sampled; otherwise, the algorithm proceeds to the next incoming point. Its variant based on SED distance measure is named OPW-TR. The complexity of these two algorithms in the worst case is O(N 2 ). Dead Reckoning [39] reduces the time complexity to O(N ) as it incurs O(1) cost in distance calculation for each incoming point. The algorithm assumes that each object is moving in a constant velocity and direction which can 
be derived from the recent historical data. This study calculates the Euclidean distance between each incoming point and its predicted counterpart and uses the distance to determine whether the new point should be preserved or dropped. It was proved that the method has an error bound when applied in the batch mode to simplify the entire trajectory. CDR [23] is similar to Dead Reckoning when applied in the moving object tracing applications. It refines the preservation condition of a sampled point in order to achieve a higher compression ratio and guarantee the same error bound as Dead Reckoning. However, its computation cost is O(N 2 ) in the worst case. Threshold [37] and Persistence [18] do not apply Euclidean distance measure when deciding whether a point should be preserved.
Instead, Threshold [37] poses two threshold constraints on both speed and direction variation. Its compression ratio is not high because a point is discarded only when both constraints are satisfied. Persistence [18] introduces a new heuristic approach based on topological persistence to maintain the sharp directional features of trajectories. It produces compact high quality approximations and runs in linear complexity.
When the local buffer is of fixed size (say β), a variant named STTrace was proposed in [37] to guarantee that at most β points will be preserved. If the buffer is full when a new point arrives, the algorithm will pick the point in the buffer with the minimum SED distance and evict it. SQUISH [34] also works in the streaming environment with a fixed-size buffer. For each point pm, it maintains a priority π(pm) which serves as the upper bound of SED distance for the neighboring points. This is because when a point is deleted, its priority score will be accumulated to its two neighboring point. Since SQUISH is not errorbounded, its subsequent work SQUISH-E [35] was designed to be adaptive to different objectives by introducing two parameters λ (used as compression ratio bound) and µ (used as compression error bound). When setting µ = 0, the algorithm minimizes SED error ensuring the compression ratio of λ. We denote the algorithm SQUISH-E(λ). When λ = 1, the algorithm maximizes compression ratio while keeping errors under µ, denoted by SQUISH-E(µ).
BQS [27, 28] picks at most eight significant points, forming a convex hull to enclose all the points in the buffer. Then, an upper bound and a lower bound are derived such that in most cases, a point can be quickly decided for removal or preservation with cost O(1). However, the running time of BQS still remains O(N 2 ) in the worst case. FBQS [27, 28] is a fast version of BQS [27] that avoids deviation calculation and eliminates the necessity of maintaining a buffer. Consequently, the time complexity is reduced to O(N ) but more points will be preserved in FBQS than in BQS. In [28] , the amnesic framework of BQS, named ABQS, is proposed to specifically handle aging trajectories and its evaluation is beyond the scope of this paper. In [26] , Liu et al. proposed a one-pass error bounded trajectory simplification algorithm named OPERB. It is based on a local distance checking method and maintains a directed line segment to approximate the buffered points and the distance from the current point to the line segment must be bounded. Five optimization techniques were proposed to further improve the compression ratio. The time complexity is O(N ) and space cost is O(1).
The works of Angular [19] and Interval [20] 
DOTS [5] can be viewed as an online version of MRPA [8] , with the same type of distance measure. It constructs an incremental DAG (directed acyclic graph) with multiple layers for online points.
The ISSED will be locally minimized by adjusting edges between consecutive layers and one of the shortest paths will be selected as the simplified trajectory.
EXPERIMENTAL ANALYSIS
In this section, we evaluate the performance of 25 trajectory simplification algorithms with 5 real datasets in different motion patterns. We implement in C/C++ the algorithms of DP and TD-TR in the batch mode and Uniform, OPW, OPW-TR, Dead Reckoning, Threshold, Persistence, STTrace, SQUISH-E(λ), SQUISH-E(µ) and Persistence in the online mode. The source codes of remaining algorithms are generously provided by the authors. All the experiments are conducted on a server with 6TB disk space, 40 CPU cores (Intel Xeon CPU E5-2650 with 2.30GHz) and 256GB memory.
Datasets
Since the characteristics of a GPS traces could differ substantially based on the transportation mode of moving objects, we use 5 types of trajectory datasets to examine whether an algorithm is robust to different motion patterns. Statistics of these datasets are shown in Table 4 .
• GeoLife 4 : The dataset essentially keeps all the travel records of 182 users for a period of over three years, including multiple kinds of transportation modes (walking, driving and taking public transportation). The trajectories are sampled every 1 ∼ 5 seconds, with an average speed of 5.73m/s between two neighbor points.
• Taxi [43] : The dataset tracks the trajectories of 15, 054 taxies in Singapore. For each taxi, the GPS information are continually collected for one entire month with the sampling rates from half a minute to three minutes. Its average distance between two neighbor points is much higher than that in GeoLife.
• Indoor 5 : The dataset contains trajectories of visitors in the ATC shopping center in Osaka. To better capture the indoor activities, its maximum filter update rate is fixed to 30Hz and the visitor locations are sampled every 0.03 ∼ 0.06 second.
• Truck 6 [26] : The dataset is the GPS trajectories collected by trucks equipped with GPS sensors in China during a period from Aug. 2015 to Oct. 2015. The sampling rate varied from 3s to 60s. It's average speed is comparable to that in Taxi, but with a smaller average distance. The reason is that the trucks have higher speed when moving on highways, but they may rest at the same location for a long time.
• Illinois 7 : The dataset is obtained from two members in Argonne National Laboratory of UIC during their daily commute for 6 months. Each trajectory represents a continuous trip of a member in the Cook county and/or the Dupage county of Illinois. The trajectories are sampled strictly every second. The dataset has the lowest average distance, i.e., the highest redundancy. Table 5 shows the average CPU time to process a trajectory point in the batch and online modes. DPhull is an improved version of DP and runs much faster than DP. The performance of TD-TR is close to DP because they share the same processing logic but with different distance metrics. MRPA is much slower than TD-TR as its accumulative distance measure requires higher computation cost. In the direction-aware batch approaches, ErrorSearch requires O(N 2 log N ) complexity and incurs the highest running time. In the online methods, the results of Uniform can be seen the lower bound of processing time as it involves only the simplest processing logic. SQUISH-E(λ) requires much more processing time than the two other variants because after compression by SQUISH, it iteratively picks the point with the minimum priority, removes it if the compression ratio can still be guaranteed, and adjusts the items in the priority queue. The running time of BQS and FBQS are much higher than the other methods for two main reasons. First, they involve several complex operators such as determining the quadrant and estimating the lower and upper bounds. Second, these two algorithms provided by the authors were implemented in Python. FBQS is slightly faster than BQS as it avoids the deviation operator which is O(N ) in the worst case.
Compression Time Analysis
Compression Error Analysis
To evaluate the quality of batch algorithms, we fix their compression ratio as 10 and examine their compression errors under different types of distance measures. The results of PED, SED, DAD and Speed errors are reported in Table 6 . Among these algorithms, the best four in each column are marked in bold for the visualization purpose so that readers can quickly identify the promising algorithms among various datasets and error metrics.
The most important finding is that each algorithm is designed for a particular distance measure and its objective function is to minimize the error on that metric. Therefore, these algorithms show biased performance on different error metrics. A typical example is the directionaware compression family (including SP, Intersect, ErrorSearch and Span-Search). They perform remarkably well in the metric of DAD, but cannot well preserve the location and speed information. Another example is TD-TR, which is a simple extension of DP algorithm by applying SED metric when choosing the split point. We can see that it is significantly superior over DP in the SED columns but shows worse performance when the metric is PED. Other observations that are worth noting are summarized in the following. 1) The datasets of Indoor and Illinois are sampled at a high frequency and the compression errors are much smaller in these two datasets with high redundancy. 2) The simplified trajectories by DP and DPhull are identical and thus they obtain the same compression errors in the table. Moreover, these two algorithms yield the smallest PED errors in all the datasets since they are particularly designed for this metric. 3) MRPA and TD-TR are two algorithms designed for synchronized distance errors. The former algorithm uses bottom-up merge strategy while the latter one applies iterative top-down split. These two algorithms work particularly well in the SED metric.
For the online methods, we also fix the compression ratio as 10 and report the results of four types of errors in Table 7 . For better presentation, we mark the best five results in each column in bold. We observe that 1) Again, most of the algorithms exhibit biased performance on different error metrics as they are optimized for a particular distance measure. Angular and Interval are designed for DAD and only work well in this distance error. OPW-TR is a variant of OPW by replacing PED metric with SED. Thus, it is superior in the SED metric but works worse than OPW in the PED metric. 2) DOTS outperforms the other methods in the metrics of PED, SED and Speed. It uses ISSD as the distance metric and can be seen as an online version of MRPA. The superiority of DOTS and MRPA implies that an appropriate and robust distance measure can play a key role for compression quality. The ISSD cumulates the SED errors of a local segment. Even though higher calculation cost is required, it helps reduce the errors under multiple metrics. 3) Threshold poses two constraints on both speed and direction. After adjusting the thresholds to obtain the required compression ratio, many key information has been lost. Thus, its performance is rather unsatisfactory. 4) Persistence is also a heuristic that focuses on preserving the sharp features in the shape. It does not work well for PED, SED and Speed. 5) STTrace and the SQUISH family share similar processing logic, by evoking the one with the minimum SED error or the smallest priority score when a new point arrives. These algorithms obtain comparable errors in the four metrics. Overall, SQUISH-E(µ) is the best among them because its objective is to minimize the number of simplified points in the meanwhile keeping the error below the threshold. With the same compression ratio, it allows a smaller error threshold. 6) When considering SED metric in the Truck dataset, the algorithms design for metric other than SED tend to have SED errors higher than 1000. The reason is that in the Truck dataset, the trucks could stay at the same location for a long period. The methods without using SED in the optimization function are likely to preserve the first point. The remaining redundant points at the same location do not incur PED error but generate a considerable amount of SED error.
Compression Errors w.r.t Varying Ratios
In this set of experiments, we evaluate the compression errors w.r.t. varying size of simplified trajectory database. We use Taxi and GeoLife as two representative datasets and report the results of batch algorithms in Figure 2 and online algorithms in Figure 3 . For each simplification mode, we selectively plot the algorithms whose errors are marked bold in Tables 6 and 7 . The algorithms demonstrate similar patterns in the Taxi and GeoLife datasets, i.e., an algorithm works best in Taxi is likely to outperform others in the GeoLife dataset.
In the batch mode, when PED is used, the compression error of MPRA gets close to that of DP as the compression ratio ascends. When the ratio reaches 27, its performance can be even slightly better than DP. This implies that MPRA is more suitable for a trajectory database to be fiercely compressed. In addition, MPRA also outperforms the other methods in the metrics of SED and Speed, inferring that it is a robust solution in multiple error metrics. DP, though working good in PED, scales poorly in SED. Its SED errors increase dramatically as the compression ratio grows. Error-Search achieves the best performance in the direction metric because it guarantees the minimum compression error under a fixed compression ratio. MRPA Table 6 : Error results for batch algorithms with the same compression ratio (ratio = 10). and TD-TR perform significantly better than DP in the Speed metric as they take into account the temporal attribute.
PED
In the online mode, DOTS has a clear advantage in the metrics of PED and SED. It also demonstrates good scalability w.r.t. compression ratio. We can see that as ratio increases, the performance gap is widened. In the directionbased error metric, Interval is dominating other methods with much smaller errors. However, it shows poor scalability w.r.t. compression ratio and its errors increase sharply as the ratio grows. As to the Speed metric, SQUISH-E(µ) and OPW-TR achieve comparable performance to DOTS and they also scale well with compression ratio.
Database Usability
Evaluation Metric
Given a W-RQ query, let Rg denote the result returned by the original trajectory database and Rc denote the trajectories returned by the compressed database. The precision of W-RQ is defined as
The recall of W-RQ is defined as
The accuracy of supporting W-RQ is defined as the F1-measure by incorporating prec(W-RQ) and recall(W-RQ).
The accuracy of W-TDJ is defined the same way as W -RQ because |Rc| is not necessarily equal to |Rg|. For W-kNNQ query, we define the accuracy as
To define the accuracy of trajectory clustering, we assume that the trajectories in the original and simplified datasets are both partitioned into m clusters via the clustering method proposed in [24] . Let CO denote the clustering results derived from the original trajectory database. Given a pair of trajectories T and T | , if they appear in the same cluster, we consider (T , T | ) ∈ CO. Similarly, we can define the clustering results of CS for the simplified trajectories. Then, we can formally determine the precision and recall of trajectory clustering and use them to define the F1-measure:
Experimental Setting
In the default settings, we use a square with radius set to 2km to specify the spatial constraint. The number of k in kNN query is set to 25. In the join query, the window length is 25 minutes and the distance threshold is 2km. To measure the accuracy of trajectory clustering, we run the TRACLUS algorithm [24] with the code provided by the authors. For fair comparison, we tune the parameters to uniformly generate 80 clusters for every dataset. We do not use Indoor dataset in the following experiments because its average time span of trajectory is a few seconds and not adequate to test the W-TDJ query. We also neglect the Illinois dataset because it is highly redundant. There is little differentiation for the query metrics among the simplification methods as their accuracies are always close to 1. With the simplified datasets by the compression methods, we conduct a linear interpolation to align the GPS points at each timestamp. After that, we compare the accuracy of query processing in the original dataset and simplified dataset with missing points interpolated.
Experimental Evaluation
The F-measure results of W-RQ are reported in Table 8 . The dataset of Illinois is sampled at a very high rate and its GPS points are highly redundant. Thus, with the same compression ratio as the other datasets, it still preserves all the key information. For all three types of query operators, its accuracy among all algorithms is equal to 1. Similarly, the GeoLife dataset is more redundant than Taxi and Truck. The accuracies for most of the algorithms can also reach 100% in this dataset. In the following, we conduct the performance analysis and summarize the observations mainly using the results in Taxi and Truck datasets.
In the batch mode, the direction-aware methods work poorly and their simplified trajectories cannot well support popular queries in spatial-temporal database. Its F-measure in range query processing even drops to around 50% in the Truck dataset. This is because they put direction as the first-class citizen and miss plenty of key position and temporal information. The DP family (including DP, DPhull and TD-TR) shows comparable performance. Among them, TD-TR is slightly better in certain cases as it can capture the temporal dimension of trajectories. MRPA achieves superior performance among all the three operators and demonstrates better generality. Our explanation is that their distance measure ISSD is cumulative and defined on a local segment. It is more robust than PED or SED that is defined between the original location and a reference point. In the online mode, the direction-aware methods (i.e., Angular and Interval) work significantly worse than the other methods as they are sensitive to direction variation and cannot well capture the location and temporal information. DR, Threshold and Persistence are early algorithms designed with linear complexity and simple objective. Even though they run fast, there is a noticeable performance margin between these two heuristic algorithms and the other competitors with higher computation complexity. The recent linear solutions such as OPERB and ABQS are improved with more complex processing logic, but still cannot achieve superior performance. This observation implies that with the ever increasing computing power in the sensors, it may not be preferable to design algorithms with linear complexity. When CPU and memory are not hard constraints, it is suggested to develop simplification algorithms that can trade these resources for better compression quality. STTrace and the SQUISH family share similar processing logic, by evoking the one with the minimum SED error or the smallest priority score when a new point arrives. These algorithms achieve comparable accuracies. SQUISH-E(µ) works slightly better than SQUISH-E(λ) and SQUISH because its objective is to minimize the number of simplified points in the meanwhile keeping the error below the threshold. With the same compression ratio, it allows a smaller error threshold. DOTS is the algorithm that obtains dominating superiority among the three query processing operators. It is essentially an online version of MRPA and it further verifies that ISSD is a robust distance measure in both online and batch simplification modes.
As to the accuracy of clustering, most of the algorithms can still preserve the trajectory similarity with compression ratio set to 10. All the batch algorithms achieve perfect clustering results. Only three algorithms in the online mode, including Angular, Interval and OPERB, perform poorly in the task of clustering. The reason could be that the similarity measure used in trajectory clustering takes into account perpendicular distance, parallel distance and angle distance, and is robust to different error metrics used in the simplification algorithms. The three algorithms with poor performance conduct only one-pass scan on the datasets and may miss sketch information that are important for clustering. Note that the result patterns are not sensitive to the number of clusters as we also conducted experiments on varying number of clusters (up to 3000) and obtained similar findings.
We also evaluate the query processing performance with varying parameters in the Taxi dataset. For each operator, we pick the three best algorithms in the batch mode and five best algorithms in the online mode. Figure 4 depicts the trending patterns with varying parameters in different types of operators. We can see that the F1-measure in W-RQ (or W-TDJ) increases with larger radius (or distance threshold). MRPA consistently outperforms the remaining batch algorithms in various scenarios. In the online mode, DOTS also demonstrates stable superiority against other online algorithms.
Finally, we conduct a correlation analysis among the query processing operators and error metrics. We use Pearson product-moment correlation [40] Figure 5 , SED is closely related to PED as they both measure the error in the Euclidean space and SED is essentially an extension of PED. We also observe that SED is also positively correlated to Speed and W-kNN because Speed and the EDR measure in W-kNN take into account both position and temporal information.
The direction-aware metric is negatively correlated with most of the metrics. The metric with the highest correlation with direction-metric is the accuracy of trajectory clustering. In fact, trajectory clustering does not show clear preference on certain simplification algorithms.
CONCLUSION AND FUTURE DIREC-TION
In this paper, we conduct so far the most comprehensive evaluation on trajectory simplification with 25 algorithms and 5 GPS datasets. In addition, we examine the data usability as an alternative performance indicator for compression quality. Three types of popular spatio-temporal query operators are evaluated on the reduced database. The key observations worth noting are summarized as following:
1. The direction-aware trajectory simplification algorithms work poorly in practice. Even though they are theoretically shown to preserve the position information as well, they cannot kill two birds with one stone. The derived errors under multiple distance metrics are dramatic. Moreover, their accuracies in supporting spatio-temporal operators in the reduced database are also disappointing. Thus, this line of algorithms are recommended only in a specific application where direction is the most important information to preserve.
2. The distance metric used for optimization plays a crucial role in determining the compression quality. ISSD is a cumulative distance measure on top of SED and the two algorithms MRPA and DOTS designed for ISSD perform persistently well among various testing scenarios. The algorithms with SED metric work noticeably better than those with PED in most cases, as they further consider the temporal dimension of trajectories. The algorithms designed for minimizing direction errors perform the worst.
3. Unless in an application with very special requirements, MRPA and DOTS are two algorithm recommended for batch and online modes, respectively. This is because they achieve the best performance in multiple error metrics and are effective in supporting spatio-temporal query processing in the reduced trajectory database.
We also present several future directions in trajectory simplification that may be worthy of exploration:
1. Nowadays, the cost of hardware has been decreasing.
When the CPU and memory resources are not hard constraints, it is suggested to trade the computation time and memory space for higher compression quality. For instances, MRPA and DOTS apply a more complex distance metric, which requires more computation time. They are essentially trading calculation cost for more effective simplification.
2. Designing an effective distance metric is crucial for compression performance. The problem of trajectory simplification can be viewed as an instance of similarity measure learning and we can explore the possibilities of learning a new error metric that is suitable for a concrete application.
3. The current trajectory simplification algorithms only leverage the spatial and temporal redundancy within a particular trajectory. It may be interesting to explore the inter-trajectory redundancy to further improve the compression quality.
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