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Abstract
We study the structure of positive solutions to the equation εmmu −um−1 + f (u) = 0
with homogeneous Neumann boundary condition. First, we show the existence of a mountain-
pass solution and ﬁnd that as ε → 0+ the mountain-pass solution develops into a spike-layer
solution. Second, we prove that there is an uniform upper bound independent of ε for any
positive solution to our problem. We also present a Harnack-type inequality for the positive
solutions. Finally, we show that if 1<m2 holds and ε is sufﬁciently large, any positive
solution must be a constant.
© 2004 Elsevier Inc. All rights reserved.
Keywords: Quasilinear Neumann problem; m-Laplacian operator; mountain-pass solution; least-energy
solution; spike-layer solution; Harnack inequality
1. Introduction
Let  ⊆ RN (N2) be a smooth bounded domain. We investigate the structure of
solutions to a class of quasilinear elliptic Neumann problems as follows:

εmmu− um−1 + f (u) = 0 in , (1.1)
u > 0 in , (1.2)
u
n = 0 on , (1.3)
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where mu = div
(|∇u|m−2∇u) , 1 < m < N and n is the unit outer normal of .
The coefﬁcient ε > 0 is a parameter. Our main purpose is to study the behavior of
positive solutions to (1.1)–(1.3) as ε → 0+ or ε →∞.
Problem (1.1)–(1.3) appears in the study of non-Newtonian ﬂuids, chemotaxis, and
biological pattern formation. For example, in the study of non-Newtonian ﬂuids, the
quantity m is a characteristic of the medium. Media with m > 2 are called dilatant
ﬂuids and those with m < 2 are called pseudo-plastics. If m = 2, they are Newtonian
ﬂuids (see [3] and references therein). In this special case m = 2, (1.1)–(1.3) is also
known as the stationary equation of the Keller–Segal system in chemotaxis (see [10]) or
the limiting stationary equation of the so-called Giener–Meinhardt system in biological
pattern formation (see [18] for more details).
For the case m = 2, the asymptotic behavior of mountain-pass solutions to system
(1.1)–(1.3) as ε → 0+ was studied by Lin, Ni, and Takagi in a series of remarkable
papers [10,12,13]. First, in [10] Lin et al. applied the mountain-pass lemma [2] to show
the existence of a mountain-pass solution uε to (1.1)–(1.3). Under the assumption that
f (t)
t
is increasing on R+ it was shown [12, Lemma 3.1] that every mountain-pass
solution is a least-energy solution, by which it is meant that uε has the smallest energy
among all the solutions to (1.1)–(1.3), with the energy functional being
Iε (u) =
∫

(
ε2
2
|∇u|2 + 1
2
u2 − F (u+)
)
dx,
where u+ = max {u, 0} and F (u+) =
∫ u+
0 f (s) ds. They also gave some important
preliminary results about the mountain-pass solutions. Then in [12,13], Ni and Takagi
investigated the asymptotic behavior of the least-energy solution uε as ε → 0+.
In this paper, we allow 1 < m < N . Certainly if m = 2 our results are included in
the above cited references, but they are new for the case 1 < m < N and m = 2. To
state our results, we need some assumptions and preliminary work. From now on we
assume f :R→ R is a continuous function and satisﬁes the following three conditions:
(f1) f (t) ≡ 0 for t0 and f (t)tm−1 → 0 as t → 0+ and f (t) > 0 for t > 0.
(f2) limt→∞ f (t)tp = B > 0 with m− 1 < p < − 1 and  = NmN−m .
(f3) Let F (t) =
∫ t
0 f (s) ds. There exists a constant  > m such that 0F (t)  tf (t)
for t0.
Let uˆ = min {t > 0 | tm−1 − f (t) = 0}. Then uˆ > 0 due to assumptions (f1) and
(f2). Associated with (1.1)–(1.3) is the functional Jε:W 1,m ()→ R deﬁned by
Jε (v) = 1
m
∫

(
εm |∇v|m + |v|m) dx − ∫

F (v) dx. (1.4)
We call Jε (v) the energy of v. The well-known mountain-pass lemma due to Ambrosetti
and Rabinowitz [2] applies to Jε and yields that
Cε = inf
h∈
max
0 t1
Jε (h (t))
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is a positive critical value of Jε; in this expression
 =
{
h ∈ C
(
[0, 1] ;W 1,m ()
) ∣∣ h (0) = 0, h (1) = e} ,
and e ≡ 0 is a nonnegative function in W 1,m () with Jε (e) 0. For example, we can
pick e to be a sufﬁciently large constant. Moreover, if f (t)
tm−1 is increasing, it is known [9,
Lemma 2.1] that Cε is the smallest among all positive critical values of Jε. Therefore
we call such a critical point uε of Jε (mountain-pass solution) with Jε (uε) = Cε a
least-energy solution to (1.1)–(1.3). Now our results can be stated as follows:
Theorem 1.1. Under assumptions (f1)–(f3), for any ε in the interval 0 < εε0 =
maxx∈ dist
(
x, 
)
there exists a positive mountain-pass solution uε ∈ C1+
(
¯
)
to
(1.1) and (1.2) satisfying
Jε (uε) C∗εN
and
C#ε
N
∫

(
εm |∇uε|m + umε
)
dx =
∫

uεf (uε) dx
mC∗
−mε
N.
Moreover, there is a constant C∗ such that
uˆ sup

uε (x) C∗(ε0), (1.5)
where C∗, C#, C∗(ε0) are constants independent of ε, and  = (ε) ∈ (0, 1) . Estimate
(1.5) also holds if p = Nm
N−m − 1 in assumption (f2).
Remark 1.2. The lower bound estimate in (1.5) also holds true for any positive solution
to (1.1)–(1.3). Under assumptions (f1)–(f3) we actually can improve the upper bound
estimate in (1.5) as in the following theorem.
Theorem 1.3. Under assumptions (f1)–(f3), for any positive solution (not necessarily a
mountain-pass solution) uε ∈ W 1,m ()∩C1
(
¯
)
to (1.1)–(1.3), there exists a constant
C# independent of ε ∈ (0,+∞) such that
sup
x∈
uε (x) C#
and a positive constant C˜ = C˜ (N,, C#, R/ε) such that for any ball B (x¯, R) of
radius Rdiam() and centered at x¯ ∈ ¯ we have
sup
B(x¯,R)∩
uε (x) C˜ inf
B(x¯,R)∩
uε (x) , (1.6)
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where diam() denotes the diameter of . Especially if we take R = diam() we can
get the following global Harnack inequality:
sup

uε (x) C˜ inf

uε (x) . (1.7)
Theorem 1.4. Under assumptions (f1)–(f3), if 1 < m2, there exists a positive con-
stant ε1 sufﬁciently large that for ε > ε1, any positive solution to problem (1.1)–(1.3)
that belongs to W 1,m () ∩ C1 (¯) must be a constant solution.
Remark 1.5. Under additional assumption f (t)
tm−1 is increasing, we know every mountain-
pass solution is a least-energy solution; Moreover, from Theorem 1.1, we ﬁnd that as
ε → 0+, the least-energy solution has spiky behavior. Investigation on the location
of peak(s) of the least-energy solution uε as ε → 0+ is in progress. Results will
be presented in a forthcoming paper. For existence and properties of multiple-peaks
solutions for the case m = 2, see [4–8].
The organization of this paper is as follows. Theorem 1.1 is proved in Section 2. We
prove Theorem 1.3 in Section 3, and also give a Harnack-type inequality for general
quasilinear elliptic equations with homogeneous Neumann boundary condition, from
which the Harnack inequality in Theorem 1.3 follows easily. The proof of Theorem
1.4 is presented in Section 4.
2. Proof of Theorem 1.1
It is easy to check the following two facts under assumptions (f1–f3):
(i) Jε:W 1,m () → R deﬁned in (1.4) satisﬁes the Palais–Smale condition, i.e., if a
sequence {un} ⊂ W 1,m () satisﬁes, as n → ∞, the two conditions that |Jε (un)|
remains bounded and J ′ε (un) → 0 in
(
W 1,m ()
)′
, the dual space of W 1,m (),
then {un} possesses a convergent subsequence.
(ii) There are two constants 1 > 0, 2 > 0 such that Jε (u) > 0 if 0 < ‖u‖W 1,m() 1
and Jε (u) 2 if ‖u‖W 1,m() = 1, where
‖u‖W 1,m() =
(∫

(|∇u|m + |u|m) dx)1/m .
Therefore, the existence of mountain-pass solutions uε ∈ W 1,m () as stated in Theorem
1.1 can be proved in a standard way. Next we give some a priori estimates. From now
on, all Ci(i = 0, 1, 2, . . .) are generic positive constants. We will specify them whenever
it is necessary.
Proposition 2.1. Under the conditions in Theorem 1.1, for any ε in the interval 0 <
εε0 = maxx∈ dist
(
x, 
)
, we have a constant C∗ independent of ε such that
Jε (uε) C∗εN
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and ∫

(
εm |∇uε|m + umε
)
dx =
∫

uεf (uε) dx
mC∗
−mε
N,
where uε is the mountain-pass solution we got at the beginning of this section.
Proof. Without loss of generality, we may assume 0 ∈  and dist (0, ) = maxx∈
dist (x,). Thus for any ε in 0 < εε0, we deﬁne (see [10])
 (x) =
{
ε−N
(
1− |x|
ε
)
if |x| < ε,
0 if |x| ε.
Obviously  ∈ W 1,m (). By straightforward computation, one can see that for any
s > 0,
∫

| (x)|s dx = Ksε(1−s)N with Ks = 	N
∫ 1
0
(1− 
)s 
N−1 d
 (2.1)
and
∫

|∇ (x)|m dx = Kε−N(m−1)−m, (2.2)
where K = 	N
N
and 	N = 2N/2/ (N/2) is the area of the unit sphere in RN . Let
us put
g (t) = Jε (t) for t0.
Lemma 2.2. There exist t1 and t2 with 0 < t1 < t2 such that
(a) g′ (t) < 0 if t > t1 and
(b) g (t) < 0 if t > t2.
Proof. We begin by claiming that there is a unique  ∈ (0, 1) independent of ε ∈ (0, ε0)
such that
∫

 (x)m dx = 1
2
∫

 (x)m dx,
where  =
{
x ∈  |  (x) > ε−N} for  ∈ (0, 1). To see this, note that
f ∗ () =
∫

 (x)m dx
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is a decreasing continuous function of  and f ∗ (0) = ∫  (x)m dx and f ∗ (1) = 0.
Then by the intermediate value theorem, there exists a  ∈ (0, 1) such that f ∗ () =
1
2
∫
  (x)
m dx. Moreover,  has nothing to do with ε, by the scaling y = x/ε.
Next we prove assertion (a). Note that
g′ (t) = tm−1
∫

(
εm |∇|m + m) dx − ∫

 (x) f (t (x)) dx
= tm−1ε−N(m−1) (K +Km)−
∫

 f (t) dx.
From assumption (f2) it follows that for any R > 0, there is an MR > 0 such that
f (z) Rzm−1 if zMR . Put
1 =
{
x ∈  ∣∣  (x) > MR
t
}
.
Then  ⊂ 1 if MR/t < ε−N . Thus we see that∫

 f (t) dx 
∫
1
 f (t) dx
 Rtm−1
∫

m dx
= Rt
m−1Kmε(1−m)N
2
provided t > MR−1εN . Hence for t > MR−1εN
g′ (t) ε(1−m)N tm−1
(
K +Km − KmR2
)
.
Choosing R1 sufﬁciently large so that K + Km < KmR1/2, we see that g′ (t) < 0 if
t > t1 = MR1−1εN .
Next we turn to the proof of (b). For R > 0 we can ﬁnd mR > 0 and M˜R > 0 such
that
F (z)  1
m
Rzm −mR if zM˜R
by our assumption (f2). Deﬁning ˜1 as before with M˜R replacing MR , we estimate∫

F (t) dx 
∫
˜1
F (t) dx
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 1
m
Rtm
∫

m dx −mR
∣∣∣˜1∣∣∣ (2.3)
 1
2m
RtmKmε
−N(m−1) − ||mR
provided t > M˜R−1εN . Therefore, from (2.1)–(2.3) we get for t > M˜R−1εN
g (t)  t
m
m
ε−N(m−1) (K +Km)− t
m
2m
RKmε
−N(m−1) + ||mR
= t
m
m
ε−N(m−1)
(
K +Km − RKm2
)
+ ||mR.
Take an R2 such that K + Km − (1/m)R2Km < 0. Then we have g (t) < 0 if t >
M˜R2
−1εN and
tm > m ||mR2εN(m−1)
(
R2Km
2
−K −Km
)−1
.
Here we get (b) by taking t2 satisfying both the inequalities, and the proof of this
lemma is completed. 
Proof of Proposition 2.1 (continued). We know g (t) > 0 in Lemma 2.2 if t > 0 is
sufﬁciently small. Also it follows that there exists a t0 > 0 such that g (t0) = 0. We
also see that
max
t0
g (t) = max
0 t t1
g (t)
= max
0<t t1
{
tm
m
ε−N(m−1) (K +Km)−
∫

F (t) dx
}
 max
0 t t1
tm
m
ε−N(m−1) (K +Km) (note t1 = MR1−1εN)
=
(
MR1
−1)m
m
εN (K +Km)
= C∗εN,
where C∗ =
((
MR1
−1)m /m) (K +Km). Thus we have proved the ﬁrst part of this
proposition. Clearly C∗ > 0 depending only on  and f.
Since uε is a solution of (1.1)–(1.3), we obtain
∫

(
εm |∇uε|m + umε
)
dx =
∫

uε f (uε) dx. (2.4)
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On the other hand, assumption (f3) tells us that
Jε (uε) = 1
m
∫

(
εm |∇uε|m + umε
)
dx −
∫

F (uε) dx
= 1
m
∫

uε f (uε) dx −
∫

F (uε) dx

(
1
m
− 1

)∫

uε f (uε) dx.
Here we have used (2.4). Therefore we have by using e = t2
∫

uε f (uε) dx
m
−mJε (uε) 
m
−mC∗ε
N .
For simplicity, let C1 =
(
m/
(
−m))C∗. We get from (2.4) that
∫

(
εm |∇uε|m + umε
)
dx =
∫

uε f (uε) dx
 C1εN .
The proof of Proposition 2.1 is complete. 
Proposition 2.3. Let uε be deﬁned as in Proposition 2.1. Then there exists a constant
C2(ε0) > 0 independent of ε such that
ess sup

uε (x) C2(ε0) f or ε ∈ (0, ε0] ,
and this estimate is also true for the case p = Nm
N−m − 1 in assumption (f2).
Proof. We use the Moser iteration method to prove this proposition. For simplicity,
we write u instead of uε.
If we multiply both sides of (1.1) by um(s−1)+1 (s1) and integrate over , then
by virtue of the boundary condition u/n = 0, we have
s−m [m(s − 1)+ 1] εm
∫

∣∣∇us∣∣m dx + ∫

ums dx
=
∫

um(s−1)+1f (u) dx. (2.5)
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By assumption (f2), we can ﬁnd a constant A > 0 such that
f (z)  1
2
(
zm−1 + AM1zp
)
for z0,
where M1 = sups1 s−m [m(s − 1)+ 1]. Therefore
s−m [m(s − 1)+ 1]
(
εm
∫ ∣∣∇us∣∣m dx + 1
2M1
∫

ums dx
)
 1
2
AM1
∫

um(s−1)+1+p dx.
Therefore
s−m [m(s − 1)+ 1]
(
εm
∫ ∣∣∇us∣∣m dx + ∫

ums dx
)
A∗
∫

um(s−1)+1+p dx (2.6)
with A∗ = AM21 .
Recall now the Sobolev embedding theorem
(∫

|w| dx
)m/
mε−˜
(∫

εm |∇w|m + wm
)
(2.7)
for w ∈ W 1,m () and ε ∈ (0, ε0], where
 = Nm
(N −m) and ˜ =
(
1− m

)
N.
The embedding constant  depends only on  and . To see this, let ε = {y | εy ∈ }
and put v (y) = w (y/ε) for y ∈ ε. Then
∫

εm |∇w|m + wm = εN
∫
ε
(|∇v|m + vm) dy
 εNmε
(∫
ε
|v| dy
)m/
= ε(1−(m/))Nmε
(∫

|w| dx
)m/
.
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Observe, however, that the embedding constant ε depends on  and the cone which
determines the cone property for ε but is irrelevant to the volume |ε| (see Lemma
5.14 and Corollary 5.16 of Adams [1]). Thus ε is uniform for ε ∈ (0, ε0].
Noticing that s−m [m(s − 1)+ 1] N/sm−1, we thus get from (2.6) and (2.7) that
(∫

us dx
)m/
NA∗msm−1ε−˜
∫

um(s−1)+1+p dx. (2.8)
For s1, we deﬁne two sequences
{
sj
}
and
{
Mj
}
by
m(s0 − 1)+ 1+ p = ,
m
(
sj − 1
)+ 1+ p = sj+1 for j = 0, 1, 2, . . . ,
and
M0 =
(
mC1
)/m
,
Mj+1 =
(
NA∗msm−1j Mj
)/m
for j = 0, 1, 2, . . . .
We note that sj is explicitly given by
sj = (−m)−1
{( 
m
)j+1
(− p − 1)+ p −m+ 1
}
. (2.9)
From m < p + 1 <  it follows that sj > 1 for all j0 and sj → ∞ as j → ∞.
Next we shall show
∫

up+1+m(sj−1) dxMjεN for j0, (2.10)
Mjem˜sj−1 for some constant m˜ > 0. (2.11)
First we verify (2.10). By (2.7) and Proposition 2.1 we have
(∫

u dx
)m/
 mε−
(∫

εm |∇u|m + um
)
dx
 mε−C1εN = mC1εN(m/).
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Thus we know (2.10) holds for j = 0. By (2.8) we have
∫

um(sj+1−1)+1+p dx 
(
NA∗msm−1j ε
−˜
∫

um(sj−1)+1+p dx
)/m

(
NA∗msm−1j ε
−˜MjεN
)/m
=
(
NA∗msm−1j Mj
)/m
εN = Mj+1εN,
so that (2.10) is also true for j + 1. Now it remains to show (2.11).
Let j = logMj . Then
j+1 =

m
[
log
(
NA∗msm−1j
)
+ j
]
= 
m
j + j
if we let j = (/m) log
(
NA∗msm−1j
)
.
We know
j = 
m
[
log
(
NA∗m
(−m)m−1
)
+ log
(( 
m
)j+1
(− p − 1)+ p −m+ 1
)]
and therefore we can ﬁnd a C3 such that
jC3 (j + 1) .
We now deﬁne
{
j
}
by 0 = 0 and j+1 = (/m) j + C3 (j + 1) for j1. Clearly
jj for all j0. Moreover, since
j =
( 
m
)j
0 + C3
[(
1− 
m
)−1
(j + 1)−
(
1− 
m
)−2 (
1−
( 
m
)j+1)]
, (2.12)
we thus know there is an m˜ > 0 such that
jm˜sj−1,
from which (2.11) follows immediately. Note that m˜ depends only on 0, , and C3,
and C3 depends only on , p, , and constant A. So (2.10) and (2.11) tell us that
‖u‖Lsj−1 () 
(
em˜sj−1εN
)1/sj−1
= em˜/εN/sj−1 ,
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and hence letting j →∞ we obtain
‖u‖L∞() C2
with C2 = em˜/ independent of ε. Proposition 2.3 is proved. 
Proposition 2.4. Let uε be deﬁned as in Proposition 2.1. Then uε (x) ∈ C1,
(
¯
) for
each ε ∈ (0, ε0], where  ∈ (0, 1) may depend on ε, and uε (x) > 0 on ¯ and
max¯ uε uˆ > 0. Recall that uˆ is deﬁned by
uˆ = min
{
z > 0 | zm−1 − f (z) = 0
}
> 0
as in Section 1.
Proof. By Proposition 2.3, we know uε ∈ W 1,m ()∩L∞ (), and thus by a regularity
theorem [15, Theorem 1.2] we know there exists a constant  (ε) ∈ (0, 1) for ε ∈ (0, ε0]
such that uε (x) ∈ C1,
(
¯
)
. We know uε (x) 0 in ¯, and
−εmmu+ um−1 = f (u) 0.
Next we show uε (x) > 0. If uε (x0) = 0 for some x0 ∈ , then by the strong
maximum principle for the m-Laplacian equation [17, Theorem 5] we know −un (x0) >
0 contradicts our boundary condition, and if x0 ∈ , we can ﬁnd a sphere Br (x1) ⊆
 such that x0 ∈ Br (x1) and u (x) > 0 for any x ∈ Br (x1). Again by the strong
maximum principle as above, we get −∇u·(x − x1) |x=x0 > 0, and therefore ∇u (x0) =
0, which contradicts the fact that uε ∈ C1+
(
¯
)
and x0 is a minimum interior point.
Thus we have uε (x) > 0 for all x ∈ ¯.
Next we need to show max¯ uε (x)  uˆ. Suppose 0 < l = max¯ uε (x) < uˆ, then
let v = l − uε (x). We know v0 satisﬁes
{
−εm div (|∇v|m−2 ∇v)+ vm−1 = (l − v)m−1 + vm−1 − f (l − v) > 0 in ,
v
n = 0 on ,
and v (x0) = 0 where uε (x0) = max¯ uε (x). Then by the strong maximum principle
as above again, we know
− vn (x0) > 0 if x0 ∈  and∇v (x0) = 0 if x0 ∈ ,
a contradiction. Thus Proposition 2.4 is proved. 
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Proof of Theorem 1.1. From Proposition 2.1 and Proposition 2.4, we know all asser-
tions in Theorem 1.1 have been proved if we let C∗ = C2 except
∫

(
εm |∇uε|m + umε
)
dxC#εN, (2.13)
where C# is the constant independent of ε in Theorem 1.1.
Suppose estimate (2.13) is not true. Then there exist a sequence {εk}∞k=1 ⊂ (0, ε0]
and a sequence of mountain-pass solutions {uk} to (1.1)–(1.3) with ε = εk such that
k = ε−Nk
(∫

(
εmk |∇uk|m + umk
)
dx
)
−→ 0 (2.14)
as k → ∞. We shall proceed as in Proposition 2.3 to obtain a contradiction. Let{
sj
}
and
{
Mj
}
be deﬁned as in the proof of Proposition 2.3 with C1 replaced by k
throughout. Then we have (2.10) and (2.11) with u = uk and ε = εk for each k1.
Let
{
j
}
,
{
j
}
, and
{
j
}
be as in the proof of Proposition 2.3. From (2.10) we see
‖uk‖Lsj−1 () 
(
Mjε
N
k
)1/sj−1
. (2.15)
Now since log Mj = jj we have
(
sj−1
)−1 log Mj (sj−1)−1 j , (2.16)
and the right-hand side tends to
−1 (−m) (− p − 1)−1
[
0 + C3
( 
m
) (
1− 
m
)−2]
as j →∞ by virtue of (2.9) and (2.12). Therefore, letting j →∞ in (2.15), we obtain
the estimate
‖uk‖L∞()  exp
{
b1
(
0 + b2
)} (2.17)
with b1 = −1 (−m) (− p − 1)−1 and b2 = C3 (/m) (1− (/m))−2. Since 0 =
log M0 = (/m) log
(
mk
)
, the right-hand side of (2.17) is equal to exp (b1b2) ·(
mk
)b1/m
, which goes to 0 as k → ∞, yielding a contradiction to Proposition
2.4. So estimate (2.13) holds, and the proof of Theorem 1.1 is complete. 
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3. Uniform boundedness of solutions
In this section, we prove Theorem 1.3 stated in Section 1.
Proposition 3.1. There exists a positive constant C4 independent of ε ∈ (0,+∞) such
that
sup
x∈
uε (x) C4
for any positive solution uε ∈ W 1,m () ∩ C1
(
¯
)
to (1.1)–(1.3).
Proof. We prove this proposition in three steps.
Step1: We ﬁx a ε˜ > 0 arbitrarily and prove our claims with 0 < ε < ε˜.
Suppose, to the contrary, that there exists a sequence {εk} with 0 < εk < ε˜ and a
sequence of positive solutions {uk} which belong to C1(¯) to (1.1)–(1.3) for ε = εk
and a sequence of points {Pk} ⊆ ¯ such that
M˜k = sup

uk = uk (Pk) −→∞, Pk −→ P ∈ ¯ as k −→∞.
First we suppose P ∈  and derive a contradiction. Without loss of generality, we
may assume that P is the coordinate origin and the xN -axis is normal to  at P,
hence there exists a smooth function h
(
x′
)
, x′ = (x1, . . . , xN−1) deﬁned for
∣∣x′∣∣ < 0
satisfying
(i) h (0) = 0 and hxj (0) = 0 for j = 1, . . . , N − 1 and
(ii)  ∩ B = {(x′, xN ) | xN > h (x′)} and  ∩ B = {(x′, xN ) | xN = h (x′)} in a
neighborhood B of P.
For y ∈ RN and |y| sufﬁciently small, we deﬁne a mapping straightening the bound-
ary portion around P as in [10]: x =  (y) = (1 (y) , . . . ,N (y)) by
j (y) = yj − yN
(
h
xj
(
y′
))
for j = 1, . . . , N − 1
and N (y) = yN + h
(
y′
)
.
Since in virtue of property (i) the differential map D of  satisﬁes D (0) = I ,
identity,  has an inverse mapping y =  (x) = −1 (x) in the neighborhood of x = 0.
We write  (x) = (1 (x) , . . . ,N (x)) and v (y) = u ( (y)). It is easy to check that
∇u = (∇v) (D)T
with
D =
(
i
xj
)
N×N
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and
∇v =
(
v
y1
, . . . ,
v
yN
)
.
If u is a solution to (1.1)–(1.3), then v (y) = u ( (y)) is a solution to the following
equation:


εm Tr
[
D
(∣∣∇v (D)T ∣∣m−2 ∇v (D)T ) · (D)T ]
−vm−1 + f (v) = 0 in B+2, (3.1)
v > 0 in B¯+2, (3.2)
v
yn
= 0 on {yN = 0} ∩ B2, (3.3)
where Tr
((
aij
)
N×N
)
=∑Ni=1 aii and  < 03 . Note that
(D) = IN×N −


yN

y1
(
h
x1
(
y′
)) · · · yN yN−1
(
h
x1
(
y′
)) h
x1
(
y′
)
...
...
...
yN

y1
(
h
xN−1
(
y′
)) · · · yN yN−1
(
h
xN−1
(
y′
)) h
xN−1
(
y′
)
− hy1 (y
′) · · · − hyN−1 (y
′) 0


= I − A,
where ‖A‖ → 0 as  → 0. So from now on we can make ‖A‖ arbitrarily small by
making  sufﬁciently small:
(D)T =
(
(D)−1
)T = ((I − A)−1)T = I + A∗, (3.4)
where A∗ =∑∞i=1 (Ai)T . So (3.1)–(3.3) become


εm div
(∣∣∇v (D)T ∣∣m−2 ∇v (D)T )
+εmTr
[
D
(∣∣∇v (D)T ∣∣m−2 ∇v (D)T ) · A∗]
−vm−1 + f (v) = 0 in B+2, (3.5)
v > 0 in B¯+2, (3.6)
v
yn
= 0 on {yN = 0} ∩ B2. (3.7)
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Now let W = ∣∣∇v (D)T ∣∣m−2 ∇v (D)T and A∗ = (aij )N×N . We know that ∣∣aij ∣∣→
0 as → 0 and that
Tr
(
DWA∗
) = N∑
i,j=1
wi
xj
aji =
N∑
i,j=1

(
wiaji
)
xj
−
N∑
i,j=1
wi
aji
xj
.
Therefore (3.5) can be rewritten as


εm div (W ∗)− vm−1 + f (v)− εm
N∑
i,j=1
wi
aji
xj
= 0 in B+2, (3.5′)
v
yN
= 0 on {yN = 0} ∩ B2,
with W ∗ = (w∗1, . . . , w∗N ) and
w∗j = wj +
N∑
i=1
wiaji
=
(∣∣∣∇v (D)T ∣∣∣m−2 ∇v (D)T)
j
+
N∑
i=1
(∣∣∣∇v (D)T ∣∣∣m−2 ∇v (D)T)
i
aji .
Note that on {yN = 0} ∩ B2 we have
D
(
y′, 0
) = I −


0 · · · 0 hx1
...
...
...
0 · · · 0 hxN−1
− hx1 · · · −
h
xN−1
0


(
y′, 0
)
.
Thus (3) implies
D|(y′,0) = I + 11+ |∇h|2


h
x1(
− hxi
h
xj
)
(N−1)×(N−1)
...
h
xN−1
− hx1 · · · −
h
xN−1
− |∇h|2


∣∣∣∣∣∣∣∣∣∣∣∣∣
(y′,0)
,
here |∇h|2 =
(
h
x1
)2 + · · · + ( hxN−1
)2
.
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Simple calculations yield that
W ∗ · (0, 0, . . . , 0, 1)T |{yN=0}∩B2 = 0.
From the above calculations we ﬁnd that v (y) = u ( (y)) satisﬁes the following
equations:

 ε
m div (W ∗)− vm−1 + f (v)− εm
N∑
i,j=1
wi
aji
xj
= 0 in B+2, (3.8)
W ∗n = 0 on {yN = 0} ∩ B2,
where n = (0, 0, . . . , 0, 1) is the unit outward normal of {yN = 0} in Rn+. Now with
vk (y) = uk ( (y)). We ﬁnd that vk satisﬁes


εmk div
(
W ∗k
)− vm−1k + f (vk)− εmk N∑
i,j=1
wki
aji
xj
= 0, (3.9)
W ∗k n = 0 on {yN = 0} ∩ B2,
vk > 0 in B¯+2, (3.10)
where
Wk = (wk1, . . . , wkN) =
∣∣∣∇vk (D)T ∣∣∣m−2 ∇vk (D)T
and
W ∗k =
(
w∗k1, . . . , w∗kN
)
with
w∗kj = wkj +
N∑
i=1
wkiaji .
Moreover we put Qk =  (Pk) and write also Qk =
(
q ′k, k
)
, k0. Since Qk → 0
as k →∞, we may assume that |Qk| <  for all k.
Let k = εk/M(p+1−m)/mk . Note that k → 0 as k → ∞. Then the proof can be
divided to treat two cases according to the behavior of k/k as k →∞.
Case (i) The sequence {k/k} remains bounded. By passing to a subsequence if
necessary, we may assume
k
k
−→ 0 as k −→∞.
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Deﬁne a scaled function by
v˜k = M−1k vk
(
kz′ + q ′k, kzN
)
.
Note that v˜k is well-deﬁned in the half ball B+/k and that 0 < v˜k (z) 1 for all k.
From (3.9) and (3.10) we see that v˜k satisﬁes


(div
(
W˜ ∗k
)
−Mm−1−pk v˜k +M−pk f (Mkv˜k)
−εkM(m−p−1)/mk
N∑
i,j=1
v˜ki
aji
xj
= 0 in B+/k , (3.11)
W˜ ∗k n = 0 on {yN = 0} ∩ B+/k . (3.12)
Here
W˜k =
∣∣∣∣∇v˜k (D˜)T
∣∣∣∣
m−2
∇v˜k
(
D˜
)T = (w˜k1, . . . , w˜kN )
and
W˜ ∗k =
(
w˜∗k1, . . . , w˜∗kN
)
with
w˜∗kj = w˜kj +
N∑
i=1
w˜kiaji .
Note that ˜ (z) =  ( (kz′ + q ′k, kzN )). Since D˜ = I + o (1) we can take 
sufﬁciently small so that
1
2
|∇v˜k|m 
〈∣∣∣∣∇v˜k (D˜)T
∣∣∣∣
m−2
∇v˜k
(
D˜
)T
,∇v˜k
〉
2 |∇v˜k|m .
Thus if we let
Bk (z, v˜k,∇v˜k) = −Mm−1−pk v˜m−1k +M−pk f (Mkv˜k)− εkM(m−p−1)/mk
N∑
i,j=1
v˜ki
aji
xj
we know (3.11) satisﬁes all assumptions of Theorem 1 in [15]. Next choose a sequence
{Rl} such that Rl → +∞ as l → +∞. For ﬁxed l, B+4Rl ⊂ B+/k provided k is
sufﬁciently large. Since
|Bk (z, v˜k,∇v˜k)|  (1+ |∇v˜k|)m
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holds for some positive constant  independent of k and all k = 1, 2, . . ., we get that
{v˜k} is uniformly bounded in C1,˜
(
B+2Rl
)
for some ˜ ∈ (0, 1) which is independent of
k. By standard arguments using a diagonal process, we can ﬁnd a subsequence
{
v˜kj
}
that is uniformly convergent to v˜ ∈ C1,′
(
RN+
)
(0 < ′ < ˜) on any compact subset of
RN+ . Since D (z) → D (0) = I and εk → 0, Mk → +∞ as k →∞, we conclude
that v˜ is a nonnegative solution of{
mv˜ + Bv˜p = 0 in RN+ , (3.13)
v˜
zN
= 0 on {zN = 0} ,
where B = limz→∞ f (z) /zp. Finally, we extend v˜ to the whole space RN by reﬂection
with respect to the hyperplane zN = 0; then v˜ meets the condition 1 v˜0, and satisﬁes
(3.13) in RN . Now Theorem 2.3 in [14] yields that v˜ ≡ 0. This is a contradiction,
because v˜ (0, ) = limk→∞ v˜k
(
0, k/k
) = limk→∞ M−1k vk (Qk) = 1.
Case (ii) The sequence {k/k} is unbounded. We may assume that k/k → +∞
as k →+∞. In this case we deﬁne
vˆk (z) = M−1k vˆk
(
kz+Qk
)
.
Then vˆk (0) = 1 for all k = 1, 2, . . .. Each vˆk satisﬁes (3.11) in B/k ∩
{
zN > −k/k
}
and the boundary condition (3.12) on {zN = −k/k} ∩ B/k . For any R > 0 we
have k/k > R if k is sufﬁciently large, so that the entire ball B¯R is contained in
B/k ∩
{
zN > −k/k
}
. Repeating the compactness arguments as in Case (i) with
the aid of C1,˜ interior estimates, we obtain a subsequence
{
vˆkl
}
that is uniformly
convergent to vˆ ∈ C1,′ (0 < ′ < ˜) function vˆ on any compact set of RN , and
vˆ is a nonnegative bounded (0 vˆ1) solution of mv + Bvp = 0 in RN . Then by
Theorem 2.3 in [14], we know vˆ ≡ 0 in RN , which is a contradiction again, because
vˆ (0) = limk→∞ vˆk
(
0, k/k
) = limk→∞ M−1k vk (Qk) = 1.
In the case P ∈ , we introduce a scaled function wk (z) = M−1k uk
(
kz+ Pk
)
with
k = εk/M(p+1−m)/mk and argue as in Case (ii). We reach a contradiction again. Thus
we have established that in all cases we obtain a contradiction.
Step 2: For ε ∈ [ε˜,+∞), ﬁrst we claim that there exists a constant C5 > 0 such
that
sup

uC5εm/(p+1−m). (3.14)
Suppose not. Then there exist a sequence {εl} with εl ε˜ and εl →+∞, and a sequence
of constants {cl} with cl →∞, such that
Mlclεm/(p+1−m)l with Ml = sup

ul.
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This can be rearranged as
εl
M
(p+1−m)/m
l
 1
c
(p+1−m)/m
l
,
which approaches 0 as l → ∞. Then we can let l = εl/M(p+1−m)/ml as in Step 1,
and repeat the above argument to get a contradiction. Thus we know (3.14) holds.
From (2.5) and from the fact that f (z)  12zm−1+ A˜2 zp for some constant A˜ > 0, it
follows that
s−m [m(s − 1)+ 1] εm
∫

∣∣∇us∣∣m dx + ∫

ums dx
 1
2
∫

ums dx + A˜
2
∫

um(s−1)+1+p dx
 1
2
∫

ums dx + A˜
2
C5ε
m
∫

ums dx.
where we have used (3.14). Since sm/ (m (s − 1)+ 1) C6sm−1 if sp/m, we thus
have
∫

∣∣∇us∣∣m dxsm−1C7
∫

ums dx. (3.15)
From the Sobolev embedding theorem and (3.15) we obtain
(∫

us dx
)m/
= m
(∫

∣∣∇us∣∣m dx + ∫

ums dx
)
 C8sm−1
∫

ums dx
for sp/m with C8 = m (C7 + 1). Let r1 = p and rj+1 = (/m) rj , which implies
rj = (/m)j−1 p. Put j =
∫
 u
rj dx for j1. Then the above inequality yields that
j+1
(
C9rj
)m−1
m
 

m
j , (3.16)
where C9 is a constant such that C
m−1
m

9 = C8. Therefore,
(
j+1
) 1
rj+1 
(
C9rj
)m−1
m
· 1
rj+1 
1
rj
j .
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If we let j =
(
1/rj+1
)
log j+1, we get
j+1j +
m− 1
m
 · 1
p
( 
m
)−j [
log (pC9)+ (j − 1) log 
m
]
.
Thus we have
j+11 +
∞∑
j=1
m− 1
m

p
( 
m
)−j [
log (pC9)+ (j − 1) log 
m
]
.
Note that
∞∑
j=1
m− 1
m

1
p
( 
m
)−j [
log (pC9)+ (j − 1) log 
m
]
C10
for some constant C10 independent of ε. Therefore we get
‖u‖L∞()  lim
j→∞ e
j+1eC10e1 = C11
(∫

up dx
) 1
p
. (3.17)
On the other hand, from (f2) we see that
f (z)  b˜1zp − b˜2
for z0 with some positive constants b˜1 and b˜2. Now integrating (1.1) over  leads
to
∫

um−1 dx =
∫

f (u) dx b˜1
∫

up dx − b˜2 || ,
which implies
b˜1
∫

up dx  b˜2 || +
∫

um−1 dx
 b˜2 || +
(∫

up dx
)m−1
p || p−m+1p .
From this inequality it follows that
1 =
∫

up dxb3
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for some b3 depending only on f and . Consequently we get from (3.17)
‖u‖L∞() C11b
1
p
3
with some constant C11 > 0 independent of ε. The proof of Proposition 3.1 is complete
if we let C4 = C11b
1
p
3 . 
Proposition 3.2. Let w ∈ C1, (¯) (0 <  < 1) be a positive solution to
{
εmmw + c (x)wm−1 = 0 in ,
w
n
∣∣∣

= 0,
where ε > 0 is a positive constant, c (x) ∈ L∞ (), and 0 < w (x) M . Then there
exists a positive constant C˜ = C˜
(
N,,M,
(
‖c‖1/mL∞ /ε
)
R
)
such that for any ball
B (x¯, R) centered at x¯ ∈ ¯ with radius R we have
sup
B(x¯,R)∩
wC˜ inf
B(x¯,R)∩
w. (3.18)
Proof. If x¯ ∈  and 3Rdist (x¯, ), then inequality (3.18) is standard (see [16,
Theorem 1.1]). Therefore it sufﬁces to show (3.18) for x¯ ∈ . We may assume x¯ is
the origin. We start with straightening the boundary near x¯ as in the proof of Proposition
3.1. Using the same notation, we obtain the equation for v (y) = w ( (y)):


εm div (W ∗)+ c∗ (y) vm−1 − εm
N∑
i,j=1
wi
aji
xj
= 0 in B+ ,
v
yN
= 0 on B¯+ ∩ {yN = 0} .
Here W ∗ = (w∗1, . . . , w∗N ) with
w∗j = wj +
N∑
i,j=1
wiaji
=
(∣∣∣∇v (D)T ∣∣∣m−2 ∇v (D)T)
j
+
N∑
i,j=1
(
|∇v (D)|m−2 ∇v (D)T
)
i
aji
and A∗ = (aij )N×N = (D)T − I .
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We extend v to the whole ball B by reﬂection:
v¯ (y) =
{
v
(
y′, yN
)
if yN0,
v
(
y′,−yN
)
if yN < 0.
(3.19)
We put
a¯ij =
{
aij
(
y′, yN
)
if yN0,
aij
(
y′,−yN
)
(−1)iN+jN if yN < 0
and
c¯∗ (y) =
{
c∗
(
y′, yN
)
if yN0,
c∗
(
y′,−yN
)
if yN < 0,
where kl is the Kronecker symbol. Then v¯ is of class C1+
(
B¯
)
and solves
div
(
W¯ ∗
)+ c¯∗ (y)
εm
v¯m−1 −
N∑
i,j=1
w¯i
a¯j i
xj
= 0 in B+ ,
where W¯ ∗ and w¯i are deﬁned as W ∗ and w with v replaced by v¯.
Note that in the proof of Proposition 3.1 we can take  sufﬁciently small that
1
2
|∇v¯|m  〈W¯ ∗,∇v¯〉 2 |∇v¯|m
and
N∑
i,j=1
∣∣∣∣w¯i a¯ijxj
∣∣∣∣  12 |∇v¯|m−1 .
Therefore
∣∣∣∣∣∣
c∗ (y)
εm
v¯m−1 +
N∑
i,j=1
w¯i
a¯j i
xj
∣∣∣∣∣∣ 

‖c‖1/mL∞()
ε


m
|v¯|m−1 + 1
2
|∇v¯|m−1 .
Then we can apply Theorem 1.1 in [16] to get
max
B¯/3
v¯ (y) C˜ min
B¯/3
v¯ (y)
with C˜ = C˜ (m,N,M,  m√‖c‖L∞()/ε).
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If R is large, we can use a standard covering argument to show that it is true. Thus
Proposition 3.2 is proved. 
Next we give the proof of Theorem 1.3.
Proof of Theorem 1.3. The uniform boundedness assertion in Theorem 1.3 has been
proved if we let C# = C4 in Proposition 3.1. For the Harnack inequality (1.6), we just
need to write (1.1) as
εmmu+
(
f (u)
um−1
− 1
)
um−1 = 0 in 
and let c (x) = (f (u) /um−1)− 1. We know from Proposition 3.1 that ‖c‖L∞() C12
with some constant C12 depending only on C# and f . Application of Proposition 3.2
yields the Harnack inequality (1.6). 
4. Proof of Theorem 1.4
In this section we will apply the method mentioned in [11] to prove Theorem 1.4.
From Theorem 1.3, we know
sup

uε (x) C#,
with C# independent of ε. Now let u be a positive solution of class C1(¯) to (1.1)–(1.3)
and decompose u as u = u¯+  where
u¯ = 1||
∫

u dx and
∫

 dx = 0.
Then from (1.1) we have{
εmm−
(
u¯+ )m−1 + f (u¯+ ) = 0 in ,

n = 0 on .
Then we have
εmm−
(
u¯+ )m−1 + u¯m−1 + f (u¯+ )− f (u¯) = u¯m−1 − f (u¯) ,
which can be expressed as
εmm− (m− 1)
(∫ 1
0
(
u¯+ t)m−2 dt)
+
(∫ 1
0
f ′
(
u¯+ t) dt) = u¯m−1 − f (u¯) . (4.1)
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Multiplying both sides of (4.1) by  and integrating over , using integration by parts,
gives
εm
∫

∣∣∇∣∣m dx + ∫

[
(m− 1)
∫ 1
0
(
u¯+ t)m−2 dt − ∫ 1
0
f ′
(
u¯+ t) dt]2 dx = 0.
Now it follows from the above theorem that
0 < u¯+ t2 max
¯
u (x) 2C#.
So we know
∣∣f ′ (u+ t)∣∣ C13 for (x, t) ∈ ¯× [0, 1]
with some constant C13 independent of ε. Thus we get
εm
∫

∣∣∇∣∣m dxC13
∫

2 dx.
On the other hand, we have the Poincaré inequality for  ∈ C1 (¯):
∫

∣∣∇∣∣m dx∗ ∫

∣∣∣∣m dx if ∫

 dx = 0.
Thus we see that
εm∗
∫

∣∣∣∣m  C13
∫

2 dx
 C13 sup

∣∣∣∣2−m ∫

∣∣∣∣m dx
 C13
(
2C#
)2−m ∫

∣∣∣∣m dx.
If we take ε > ε1 with ε1 = m
√
C13
(
2C#
)2−m
/∗, we know
∫

∣∣∣∣m = 0, which yields
that  ≡ 0, hence
u ≡ 1||
∫
u dx in .
This implies that u (x) is a constant in . The proof of Theorem 1.4 is complete.
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