In this paper, tests are developed for testing certain hypotheses on the covariance matrix Σ, when the sample size N = n+1 is smaller than the dimension p of the data. Under the condition that (tr Σ i /p) exists and > 0, as p → ∞, i = 1, . . . , 8, tests are developed for testing the hypotheses that the covariance matrix in a normally distributed data is an identity matrix, a constant time the identity matrix (spherecity), and is a diagonal matrix. The asymptotic null and non-null distributions of these test statistics are given.
Introduction
Recent advances in analyzing high dimensional data with fewer observations require that certain assumptions made implicitly or explicitly in analyzing them should be ascertained. For example, Dudoit et al. (2002) in their analysis of microarrays data on genes assume that the covariance matrices are diagonal matrices, and thus their distance function uses only the diagonal elements of the sample covariance matrix. The good performance of their procedures appear to suggest that this indeed might be the case. To ascertain these assumptions on the covariance matrix, the likelihood ratio tests cannot be used as the sample size N = n + 1 could be smaller than the dimension p. Although, the locally best invariant (LBI) test proposed by John (1971) and considered by Suguira (1972) , and Nagao (1973) for the spherecity hypothesis and the LBI test given by Nagao (1973) for testing the hypothesis that the covariance matrix Σ is an identity matrix can be computed for all sample sizes, there appears to be no theoretical justification for using them as LBI tests cannot be obtained when n < p. Thus, we consider a distance function between the null hypothesis and the alternative hypothesis, and propose tests based on consistent estimators of these parametric functions of the covariance matrix Σ for testing the hypothesis of spherecity of the covarinace matrix, and for testing the hypothesis that the covarinace matrix is an identity matrix. In addition, under the same set of conditions, we provide tests for testing the hypothesis that the covarinace matrix is a diagonal matrix. Asymptotic distributions of these test statistics are given under the hypothesis as well as under the alternative hypothesis. Our focus is however for the case when n = O(p δ ), 0 < δ ≤ 1. Thus, it includes the case when (n/p) → 0. The organization of the paper is as follows.
In Section 2, we present notations and some preliminary results. Sections 3 to 5 develop tests for testing that the covariance matrix Σ = σ 2 I, Σ = I p , and Σ = diag(σ 11 , . . . , σ pp ) respectively. The proofs of theorems and lemmas stated in Sections 2 to 4 are given in Section 6.
Notations and preliminaries
Let x 1 , . . . , x N be independently and identically distributed (iid) as a pdimensional random vector x which is distributed as multivariate normal with mean vector µ and covariance matrix Σ, denoted, x ∼ N p (µ, Σ). We shall assume that Σ > 0, that is, it is a positive definite matrix. Let x and S denote the sample mean vector and the sample covariance matrix respectively, defined as
and
We make the following assumptions:
In the next lemma, we give unbiased and consistent estimators of a 1 and a 2 .
Lemma 2.1. Under the assumption (A), and as n → ∞, an unbiased and consistent estimators of a 1 and a 2 are respectively given bŷ
For proof , see Section 6.
Theorem 2.1. Letâ 1 andâ 2 be as defined in (2.3) and (2.4) respectively. Then under the assumption (A), asymptotically
The proof is given in Section 6. Thus, unless (p/n) goes to zero as n and p → ∞,
is not a consistent estimator of (tr Σ 2 /p), whileâ 2 is always a consistent estimator of a 2 irrespective of how n → ∞, provided the assumption (A) is satisfied.
The proof is given in Section 6.
Let A = (a 1 , . . . , a q ) : p × q. Then vec(A) is a pq × 1 vector defined by vec(A) = (a 1 , . . . , a q ) . Now, we consider some known asymptotic results.
where the elements of Ω are given by
see Hsu (1949) , Bilodeau and Brenner (1999, p. 79-80) or Srivastava and Khatri (1979, Problem 3.32, p. 103) .
where
For proof , see Bilodeau and Brenner (1999, p. 79) .
A test for the spherecity
In this section, we consider the problem of testing the hypothesis
when a sample of size N = n + 1, x 1 , . . . , x N is drawn from N p (µ, Σ). When n > p, the most appropriate commonly used test statistic is the likelihood ratio test which has been shown by Carter and Srivastava (1977) to have a monotone power function. However, when n < p the likelihood ratio test is not available. Even the competitive locally best invariant test which can be calculated for n < p, cannot be justified on theoretical grounds, although Ledoit and Wolf (2002) have proposed this LBI test and have given its asymptotic distribution when (p/n) → c, a constant, but the non-null distribution is not available. In this paper, we consider a test based on a consistent estimator of a parametric function of Σ which seperates the null hypothesis from the alternative hypothesis which we discuss next. The testing problem remains invariant under the transformation x → Gx, where G belongs to the group of orthogonal marices. The problem also remains invariant under the scalar transformation x → cx. Thus, we may assume without any loss of generality that Σ = diag(λ 1 , . . . , λ p ), a p × p diagonal matrix. From the Cauchy-Schwarz inequality, it follows that
with equality holding if and only if λ i ≡ λ for some constant λ. Thus
and is equal to one if and only if λ i = λ for some constant λ. Thus, γ 1 is equal to one if and only if λ i = λ for some constant λ. Hence, we may consider testing the hypothesis
A test for the above hypothesis H vs A can be based on a consistent estimator of γ 1 . From Lemma 2.1, it follows that under the assumptions (A) and (B), a consistent estimator of γ 1 is given bŷ
Thus, a test for the spherecity can be based on the statistic
The following theorem gives the asymptotic non-null distribution of the statistic T 1 .
Theorem 3.1. Under the assumptions (A) and (B), asymptotically
Corollary 3.1. Under the hypothesis that γ 1 = 1, and under the assumptions (A) and (B), asympototically
Remark 3.1. The reader is reminded that it is a one-sided test for testing the hypothesis that γ 1 = 1 vs γ 1 > 1.
A test for the covariance matrix to be an identity matrix
. In this section, we consider the problem of testing the hypothesis H : Σ = I against the alternative A : Σ = I.
The usual likelihood ratio test for n > p which has monotone power function as shown by Nagao (1967) does not exist when n < p. Even, the locally best invariant test proposed by Nagao (1973) cannot be justified theoretically. However, Ledoit and Wolf (2002) have porposed a modified version of Nagao's test and have given its asymptotic null distribution when (p/n) → c > 0, where c is a constant but the non-null distribution is lacking. In this paper, we consider a distance function between the hypothesis and the alternative hypothesis and propose a test based on a consistent estimator of this parametric function, which we discuss next. Since the problem remains invariant under the group of orthogonal transformations, we may assume without any loss of generality that Σ = diag(λ 1 , . . . , λ p ), a diagonal marix and test the hypothesis that λ i = 1, i = 1, . . . , p against the alternative that λ i = 1, for at least one i, i = 1, . . . , p.
That is,
Thus, a test for the hypothesis H : Σ = I vs A : Σ = I, can be based on a consistent estimator of
From Lemma 2.1, it follows that under the assumptions (A) and (B), an unbiased and consistent estimate of γ 2 is given bŷ
and our test will be based on the test statistic
Theorem 4.1. Under the assumptions (A) and (B), asymptotically
Corollary 4.1. Under the hypothesis H : Σ = I, and the assumptions (A) and (B), the asymptotic null distribution of T 2 is given by
Remark 4.1. This is a one-sided test for testing H : γ 2 + 1 = 0 vs A :
Remark 4.2. For testing the hypothesis that Σ = Σ 0 , we consider the observations y i = Σ 1/2 0 x i , and test the hypothesis that the covariance matrix of y i is an identity matrix. Here Σ = (Σ 1/2 )(Σ 1/2 ).
A test for the covariance to be diagonal
Let x 1 , . . . , x N be iid N p (µ, Σ). We wish to test the hypothesis H : σ ij = 0, i = j, i, j = 1, . . . , p, against the alternative A : σ ij = 0, for at least one pair (i, j), i = j, where Σ = (σ ij ). Without loss of generality, we may consider the hypothesis H : ρ ij = 0 vs A : ρ ij = 0 for at least one pair (i, j) 
Let r ij be the sample correlation coefficient defined by
where S = (s ij ) and nS = V = (v ij ). Define
Then it follows from the results of Hsu (1949) , that as n → ∞,
where the diagonal elements of Ω are given by
The off diagonal elements are given by
It may be noted that when ρ ij = 0, Ω = I, and thus
if and only if ρ ij = 0, a test for the hypothesis H : ρ ij = 0 against the alternative A : ρ ij = 0 for at least one pair of (i, j), i = j, can be based on the test statistic
Since, under the hypothesis H : ρ ij = 0, nr 2 ij are asymptotically independently distributed with mean 1 and variance 2, it follows from the central limit theorem that as p → ∞,
Thus, we get the following theorem The asymptotic normality of T * 3 given in Theorem 5.1 is rather slow. Thus, as an alternative, Chen and Mudholkar (1990) considered the Fisher's z-transformation z ij , defined by
and proposed a test based on the test statistic
They approximated its distribution by a X 2 v + b where v, a and b are obtained by equating the first three moments of T * * 3 with that of aX 2 v + b where X 2 v is a chi-square random variable with v degrees of freedom. However, neither of the two tests have been desgined for large p. For example, the values of a, v, and b depends only on n. Thus, we consider another parametric measure of the deviation of the hypothesis from the alternative and propose a test based on its consistent estimate. Let
We consider the parametric function
Clearly γ 3 = 1 if and only if σ ij = 0. And if σ ij = 0, γ 3 ≥ 1. Thus, we can base our test on a consistent estimator of γ 3 given bŷ γ 3 = â 2 a 20 (5.10) whereâ 2 is defined in (2.4), andâ 20 is given in (5.7). We will be testing the hypothesis H : γ 3 − 1 = 0 against the alternative A : γ 3 − 1 ≥ 0. Thus, it will also be a one-sided test.
We note that
which is a statistic based on the sample covariances and not on sample correlations. This appears to be a reasonable procedure as when n < p, the sample covariance matrix S is singular, and in this case the diagonal elements s ii may be very small and may lead to larger values of r ij . From the asymptotic theory given in Theorem 6.2, it follows that
Thus, we propose a test based on the test statistic
In the next theorem, we give an asymptotic distribution of T 3 . Since under the hypothesis H, δ = 0, and τ 2 3 = 1, we get the following corollary.
Theorem 5.2. Under the assumptions (A) and (B), the asymptotic distribution of T 3 is given by
Corollary 5.2. Under the hypothesis H : σ ij = 0, and under the assumptions (A) and (B), T 3 is asymptotically distributed as N (0, 1).
Proofs
In this section, we prove lemmas and theorems stated in Sections 2 to 4. But before we begin these proofs, we state some results on the moments of a chi-square random variable with n degrees of freedom, and other preliminary results.
Preliminary results
We begin with the following lemma.
Lemma 6.1. Let v be a chi-square random variable with n degree of freedom. Then
Next, we obtain expressions for tr S, tr S 2 and (tr S) 2 in terms of chi-square random variables. 
where U Γ = W = (w 1 , . . . , w p ), and w i are iid N n (0, I). Thus, if v ii = w i w i , v ii are iid chi-square random variables with n degrees of freedom. Hence,
Thus, since n 2 /(n − 1)(n + 2) 1,
From now on, we shall consider only the asymptotic version ofâ 2 , without the sign ' ' Lemma 6.2. For z ij defined above, we have
Proof. Since w i are iid N n (0, I n ), it follows that
Thus,
and,
To calculate the variance of z ij , we note that
where A j = w j w j . Let G be an orthogonal matrix such that
is independently distributed of A j , and
) and is independently distributed of w j w j . Similarly,
Finally,
Hence,
ii , and
The variances of q 1 and q 2 can easily be obtained.
which is bonded under the assumption (A). Hence, we get the following corollary.
Corollary 6.1. As n → ∞, q 2 → 0 in probability under the assumption (A). Thus, also under the assumptions (A) and (B), q 2 → 0 in probability as p → ∞.
, and
Then, from (6.10), and (6.11) and the fact that Cov(q 1 , q 2 ) = 0,
Next, we obtain the variance ofγ 2 . We havê
Hence, we get the following lemma Lemma 6.6. Forγ 2 defined above,
for large n and p.
are independently distributed random vectors, i = 1, . . . , p, with mean vectors as zero vectors and the 2 × 2 covariance matrices M in given by which goes to M 0 as p → ∞. Since u i are asymptotically independently distributed, it follows from the argument given above that as n → ∞, and then
Without any loss of generality, we may replace M 0 by M . Noting that
we get the following theorem 
