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Интеллектуальная система памяти с секционированными модулями на ПЛИС  
и кольцевыми шинами 
Предложена оригинальная структурная схема интеллектуальной системы памяти с секционированными модулями на ПЛИС с 
интефейсом PCI-Express и кольцевыми шинами, обеспечивающая масштабирование и повышение производительности систе-
мы в целом путем распараллеливания и реализации фрагментов алгоритма или подпрограмм пользовательской задачи одно-
временно несколькими или всеми секциями. 
Запропоновано оригінальну структурну схему інтелектуальної системи пам'яті з секционованими модулями на ПЛІС з инте-
фейсом PCІ-Express, та кільцевими шинами, що забезпечує масштабування та підвищення продуктивності системи у цілому 
шляхом розпаралелювання і реалізації фрагментів алгоритму або підпрограм користувацького завдання одночасно декількома 
або всіма секціями. 
 
Введение. При построении высокопроизводи-
тельных вычислительных средств, таких как 
графические процессоры, графические ускори-
тели (ATI Radeon X1000, X1300, X1600, X1800, 
ATI Radeon HD 2000 и др.) [1] нашли примене-
ние структуры шин, которые получили назва-
ние кольцевых шин (КШ), ввиду их явного пре-
имущества перед другими типами некоторых 
шин. Основные преимущества сводятся к сле-
дующему [2, 3]: 
 КШ может работать на более высоких 
тактовых частотах, вследствие ее размещения, 
как правило, по периметру кристалла, что уп-
рощает разводку кристалла и уменьшает его 
нагрев; 
 в набор операций КШ может быть вклю-
чена операция мультиплексирования с вре-
менным уплотнением, так что данные могут 
передаваться по КШ в назначенные кванты 
времени, при этом множество кадров данных 
могут присутствовать на шине одновременно; 
 ширина КШ данных может быть умень-
шена приблизительно в два раза в сравнении с 
разрядностью передаваемых данных путем то-
го, что половина разрядов данных может пере-
даваться по шине в одном направлении, а дру-
гая половина одновременно в другом – до со-
единения с первой половиной. Таким образом, 
применение КШ при построении распределен-
ных компьютерных систем как с классической 
архитектурой, так и с архитектурой типа Pro-
cessor–in–Memory (PIM) – актуально. 
Известные устройства с применением КШ 
[4–7] имеют следующие основные недостатки: 
 низкое быстродействие из-за больших вре-
менных задержек при прохождении сигналов 
до соответствующих входов модулей памяти 
при выполнении операций чтения или записи 
данных; 
 исключается возможность одновременно-
го обращения к памяти за несколькими дан-
ными или для параллельной записи массива 
данных; 
 исключается возможность параллельной 
обработки информации несколькими процес-
сорами, так как при передаче информации па-
кета активизируются процессоры по пути его 
следования; 
 обладает ограниченными свойствами мас-
штабируемости при наращивании емкости па-
мяти; 
 не используется одновременная передача 
нескольких пакетов по КШ в определенные 
кванты времени; 
 большие затраты времени на передачу по-
лученной после обработки информации моду-
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лем, размещенном на середине КШ, содержа-
щей N модулей, так как информация, прежде 
чем попасть в хост-устройство (главный про-
цессор), должна пройти минимум через N/2 
модулей либо обработать такое же количество 
логических процедур их обхода;  
 большие затраты времени на анализ ин-
формации, размещенной в передаваемом па-
кете с целью определения нужного для обра-
ботки модуля и передачи ему пакета. Блок 
интерфейса определяет, предназначен ли по-
лученный информационный пакет на КШ для 
ее конкретного модуля. Если информация не 
предназначена для ее модуля, тогда инфор-
мация передается обратно на КШ. Если ин-
формация предназначена для ее модуля, ин-
терфейс передает информацию соответству-
ющему процессору. Такой процесс занимает 
много времени, если требуемый для обработ-
ки модуль самый отдаленный от входа за-
проса; 
 создает технологические трудности при 
размещении большого количества шин (сиг-
нальных линий) внутри каждого модуля памя-
ти и системы памяти в целом. 
Предложенная интеллектуальная система 
памяти с целью устранения большинства из 
перечисленных недостатков разделена на па-
раллельные секции [8, 9], каждая из которых 
выполнена на ПЛИС с аппаратурной адапта-
цией под класс решаемых задач и содержит 
КШ, а также интерфейс PCI-Express, что 
обеспечивает параллельное выполнение час-
тей алгоритма или подпрограмм каждой сек-
цией независимо от других и быструю пере-
дачу полученных результатов. Так при нали-
чии N секций общее время реализации алго-
ритма может быть уменьшено примерно в N 
раз. При этом КШ и интерфейс PCI-Express 
имеют существенные преимущества в срав-
нении с другими типами шин и интерфейсов 
[2, 9–11]. 
Цель статьи – создание архитектурно-струк-
турной организации распределенной памяти 
компьютерной системы с секционированными 
кольцевыми шинами (СКШ), образующими в 
каждой секции интеллектуальную подсистему, 
что обеспечивает распараллеливание фрагмен-
тов алгоритма (или нескольких алгоритмов) и 
тем самым повышает производительность ком-
пьютерной системы в целом при пониженных 
параметрах потребляемой мощности путем 
применения ПЛИС и скоростного интерфейса 
PCI-Express. 
Постановка задачи 
Под интеллектуальной подсистемой памяти 
(ИПП) компьютерных систем (КС) будем по-
нимать техническое устройство распределен-
ной памяти, которое, помимо стандартных функ-
ций записи, хранения и чтения данных, обла-
дает также функциями логической и арифме-
тической обработки информации с помощью 
средств обработки, размещенных в непосред-
ственной близости и подключенных к выде-
ленным массивам памяти. 
Современные ПЛИС позволяют реализовать 
ряд задач на аппаратном уровне намного эф-
фективнее по параметрам производительности, 
пропускной способности, латентности и т.д., 
чем их программная реализация даже на самых 
современных микропроцессорах. Это достига-
ется явным преимуществом ПЛИС перед со-
временной элементной базой другого типа пу-
тем адекватного аппаратурного отображения 
на кристалле ПЛИС реализуемого алгоритма 
либо отдельных его частей. Поэтому ПЛИС 
нашли широкое применение в различных об-
ластях науки и техники [1, 11]. 
Структурная схема КС с секционированны-
ми модулями, включающими КШ, приведена 
на рис. 1, а ее основные компоненты (секцио-
нированный модуль, блок формирования кон-
фигурации (БФК)) соответственно – на рис. 2 и 
3 [8, 9]. 
Структурная схема (рис. 1) содержит: сис-
темный контроллер, блок синхронизации, ин-
терфейс с сервером, селектор выбора секции, 
первую буферную схему (БУФСх), вторую бу-
ферную схему, набор секций, соединенные 
между собой соответствующими связями. Блок 
синхронизации, управляемый системным кон-
троллером, выдает сигналы синхронизации по 
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соответствующим линиям связи на БУФСх1 и 
БУФСх2, синхронизируя работу всей системы 
памяти. 
Секционированный модуль предназначен 
для выполнения с помощью процессора, раз-
мещенного в каждой ПЛИС, параллельно и 
независимо друг от друга фрагментов реали-
зуемого алгоритма (или подпрограмм), а также 
цепочки фрагментов непрерывно один за дру-
гим каскадным способом, причем, благодаря 
применению коммутатора, построенного по 
принципу каждый с каждым. ПЛИС, реали-
зующая предыдущий фрагмент алгоритма, 
может передать свои результаты любой из пя-
ти оставшихся ПЛИС каждой секции. Резуль-
таты выполнения цепочки операций поступа-
ют по КШ в основную память процессора БФК 
и далее через собственный интерфейс БФК и 
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Рис. 1. Интеллектуальная система памяти с секционированными модулями на ПЛИС, содержащими КШ 
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Рис. 2. Структурная схема одной секции 
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БУФСх на соответствующие входы/выходы 
интерфейса с сервером (рис. 2). 
Структурная схема секционированного мо-
дуля показана на рис. 2, где БФК системы, 
коммутатор, КШ, ПЛИС соединены между со-
бой и внешними блоками соответствующими 
связями. Каждая микросхема (например, ПЛИС 
Virtex 7) секции может быть соединена с сосед-
ней микросхемой ПЛИС с помощью PCI-Еx-
press напрямую (всего шесть микросхем). Если 
КШ имеет для одновременной передачи во-
семь разрядов данных, то ПЛИС Virtex 7 долж-
на иметь 32 двухпроводных входов/выходов, 
так как 16 из них (витая пара) соединяют соот-
ветствующие входы/выходы коммутатора сек-
ции, что, согласно стандартам, обозначается 
как 8хGen1,0 (16/32). При 16- разрядной КШ – 
соответственно 16хGen1,0 (32/64). Коммутатор 
может быть реализован в виде специализиро-
ванной схемы, выполняя при этом инициали-
зацию и запуск на обработку с помощью одной 
или произвольного количества ПЛИС фраг-
ментов реализуемого алгоритма. 
Блок формирования конфигурации предна-
значен для хранения служебных подпрограмм и 
реализации с их помощью служебных функций 
(распределения памяти, разделения алгоритма на 
параллельно реализуемые фрагменты и распре-
деления их по процессорам и др.), хранения для 
соответствующей секции кодовых полей вход-
ного пакета и результатов обработки данных, а 
также сигналов запуска ПЛИС этой секции для 
обработки. Структурная схема БФК приведена 
на рис. 3 и содержит: процессор, схему «И», 
КЭШ-память, основную память, блок служеб-
ных функций (БСФ) и интерфейс, выполненный 
на ПЛИС (например, Virtex 7 ф. Xilinx с возмож-
ностями интерфейса 8хGen2,0 (32/64)). 
Интерфейс с сервером содержит микросхе-
мы ПЛИС и соответствующие микросхемы, 
реализующие необходимые наборы логиче-
ских операций, связанных с анализом входного 
пакета, выделения его соответствующих полей 
и формирования отдельных управляющих сиг-
налов, а также операций сохранения информа-
ции, например, входного пакета, результатов 
выполнения секциями операций и др. При 
этом в качестве ПЛИС могут быть использова-
ны микросхемы (например, Virtex 7) с интер-
фейсом PCI-Express с различным количеством 
для разных ПЛИС двухпроводных линий (от 
2хGen2 до 16хGen2). Для увеличения мощно-
сти выходных сигналов в состав интерфейса 
БФК включены соответствующие микросхемы. 
Системный контроллер (рис. 1) представ-
ляет собой устройство, предназначенное для 
управления режимами работы устройства в 
целом, и содержит процессор, оперативную 
память и набор логических схем, определяю-
щих последовательность процедур при управ-
лении процессом обработки информации. При 
этом системный контроллер вместе с управ-
ляющим сигналом от интерфейса с сервером 
определяет либо параллельное, либо последо-
вательное участие каждой секции в обработке 
информации (при наличии соответствующих 
сигналов, которые поступают на селектор вы-
бора секции). 
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Рис. 3. Структурная схема БФК системы памяти 
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Селектор выбора секции содержит входной 
регистр для хранения кода выбора и специали-
зированную схему выбора секции, определяю-
щую участие каждой секции (последовательно 
или параллельно) в реализации крупных фраг-
ментов или подпрограмм реализуемого алго-
ритма. 
Первые и вторые буферные схемы – одина-
ковые, и каждая из них содержит: синхронизи-
руемые тактовым сигналом n – разрядные ре-
гистры для передачи информации в прямом (к 
секциям) и в обратном (к интерфейсу с серве-
ром) направлениях, схемы задержки для уста-
новления сбалансированных задержек инфор-
мации, поступающей от различных секций в 
результате параллельного выполнения множе-
ства фрагментов (либо подпрограмм), реали-
зуемого устройством алгоритма, и регистр вы-
дачи результата для передачи его серверу че-
рез интерфейс с сервером, соединенные между 
собой соответствующими связями. 
Блок синхронизации (рис. 1) содержит такто-
вый генератор, вырабатывающий последова-
тельность тактовых сигналов, а также схемы, 
изменяющие скважность этой последовательно-
сти, например, путем деления исходной частоты 
тактового генератора, что необходимо, напри-
мер, для отладки устройства в целом. При этом 
для увеличения мощности тактовых сигналов 
применены соответствующие микросхемы. 
Работа устройства распределенной интел-
лектуальной системы памяти происходит в 
пакетном режиме. Пример структуры пакета, 
содержащего необходимые коды полей, отра-
жен на рис. 4. При этом приняты следующие 
обозначения, которые сведены в таблицу. Сле-
дует отметить, что состав полей управляющего 
пакета и разрядность каждого поля определя-
ется типом и функциональными возможностя-
ми интеллектуальной распределенной системы 
памяти (ИРСП), а также особенностями ре-
шаемых с помощью ИРСП задач. 
Пакет может изменяться по длине обеспе-
чивая таким образом эффективную обработку 
простых операций с маленькими пакетами и 
эффективным использованием полосы пропус-
  Т а б л и ц а. Состав и назначения кодов полей управляющего пакета 
№ Наименование полей пакета Функциональное назначение полей входного пакета 
1  ССБ  Код поля системного и других типов сигнала сброса устройства в исходное состояние 
2  ИДП  Код поля идентификатора пакета 
3  ЗБСФсп 
 Код поля запуска блока служебных функций для реализации сервисных программ: распределения памяти и  
 размещения данных, разбиения задачи на параллельные фрагменты, запуска библиотеки стандартных  
 подпрограмм, загрузки данных и др. 
4  ВЗС  Код поля выбора и запуска секционированных модулей 
5  ВЗплис  Код поля выбора и запуска ПЛИС в составе секций 
6  ВРРплис  Код выбора режимов работы ПЛИС в выбранных секциях 
7  КППск  Код поля, определяющий передачи информации между секциями 
8  ПДм.плис  Код поля адреса для передачи блоков данных между ПЛИС различных секций 
9  СДПоп  Код поля спецификатора действия пакета, определяющего типы логических и арифметических операций, которые должны быть выполнены объектом–адресатом после получения пакета 
10  ПД1  Код поля значения параметров (данных), которые могут использоваться при выполнении текущего действия 
11  ПРреж  Код поля признака, отражающего характер и последовательность действий в различных режимах работы сис-темы памяти, в том числе – в качестве обычной памяти, а также в качестве интеллектуальной и КЭШ-памяти 
12  ПРрес  Код поля признака использования ресурсов обработки информации собственной системы или дополни-тельных ресурсов других систем, подключенных через соответствующие интерфейсы 
13  КРкш 
 Код для управления режимами работы КШ (выделение секций и соответственно ПЛИС, широковеща- 
 тельной передачи по КШ данных или команд, передачи информации по КШ по часовой  
 стрелке и против часовой стрелки и др.) 
14  ККсек  Код поля для управления коммутацией внутри секции 
15  Пнастр  Код поля для предварительной и в процессе работы настройки системы 
16  Пдоп  Дополнительные (вспомогательные) коды полей, необходимые для надежной транспортировки, обнару- жения ошибок, маршрутизации и управления контекстом 
17  ПДзак  Код поля заключительного элемента пакета – поле, определяющее последующие действия после оконча- ния выполнения данного пакета, например, могут быть созданы один или более дочерних пакетов 
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кания для перемещения больших блоков дан-
ных. Пакеты также могут использоваться для 
выполнения операций типа отдаленной загруз-
ки или хранения, а также для вызова методов 
обработки на другой аналогичной системе па-
мяти, перемещая тем самым с помощью паке-
тов обработку ближе к данным за меньшее 
время, чем данные (как обычно) передаются к 
ним. Пакеты позволяют осуществлять разбие-
ние или расщепление операций, обеспечивая 
тем самым допустимое время ожидания для 
всей системы. При этом длина (количество 
разрядов) управляющего пакета может быть 
равна длине строк, хранимых данных (напри-
мер, 64 бит), и поэтому пакеты могут быть со-
хранены в строке широких регистров и обра-
ботаны непосредственно процессором БФК. 
 
 
 
ЗБСФСП ССБ ВЗС ВЗПЛИС 
ПД1 ПРРЕЖ ПРРЕС СДПОП КРКШ ККСЕК ПНАСТР 
ИДП ВРРПЛИС КППСК ПДМ.ПЛИС
ПДОП ПДЗАК  
Рис. 4. Структура входного управляющего пакета 
Применительно к предлагаемой системе ин-
теллектуальной памяти (рис. 1) управляющий 
пакет содержит поля и признаки, отражающие 
характер и последовательность действий, а так-
же обеспечивающие настройку ресурсов сис-
темы (ПНАСТР) перед запуском ее на решение 
конкретной задачи или при необходимости пе-
ренастройку в процессе работы. 
Основные функциональные назначения по-
лей входного пакета указаны в таблице. 
ИРСП с секционированными модулями на 
ПЛИС может работать в следующих режимах: 
 распределенной памяти с множественным 
доступом при реализации записи и чтения дан-
ных в/из основной памяти БФК, а также памя-
ти ПЛИС каждой секции; 
 настройки конфигурации системы с приме-
нением методов аппаратурной реализации на 
ПЛИС отдельных фрагментов алгоритма (или 
подпрограмм), а также соответствующих под-
программ распределения памяти, разделения ал-
горитма на параллельные участки (фрагменты) и 
распределения их по процессорам; 
 организации параллельного вычислитель-
ного процесса с использованием нескольких из 
имеющихся секций; 
 организации параллельного вычислитель-
ного процесса с использованием всех секций; 
 организации последовательного вычисли-
тельного процесса каскадным способом про-
цессорами, размещенными на ПЛИС внутри 
каждой (одной) секции и параллельного их 
выполнения для всех секций. 
Работа системы памяти начинается с того, 
что происходит формирование ее конфигура-
ции. Для этого на соответствующий вход ин-
терфейса с сервером поступает входной пакет, 
который запоминают на широких регистрах 
этого интерфейса. 
Имеющиеся в составе интерфейса логические 
схемы сначала анализируют идентификатор па-
кета (ИДП) (свой, чужой) и выделяют код поля 
ССБ для установки всей системы в исходное со-
стояние (эти цепи на схеме рис. 1 не показаны). 
Далее выделяют код поля ЗБСФсп и формируют 
управляющий сигнал, который совместно с сиг-
налом «Выбор секций» (открыты все секции), с 
соответствующих выходов интерфейса поступа-
ет на соответствующие входы каждой секции и 
запускает БСФ всех секций для реализации сер-
висных программ. На следующем этапе интер-
фейс с сервером выделяет коды полей ВЗС (см. 
таблицу) и формируют на входах сигнал «За-
пуск» для всех секций соответствующие управ-
ляющие сигналы (рис. 3) для выбора и запуска 
одного либо нескольких секционированных мо-
дулей при условии наличия соответствующего 
сигнала с выхода интерфейса на первых входах 
селектора выбора, который определяет количе-
ство выбранных модулей. При этом сигналы 
разрешения на входе селектора формируют сис-
темным контроллером, используя код поля ВЗС, 
который поступает с восьмых входах/выходах 
интерфейса на соответствующие входы/выходы 
системного контроллера. 
Сигнал запуска ПЛИС в составе каждого 
секционированного модуля формируют, ис-
пользуя код поля ВЗПЛИС. При этом на первых 
по шестой входах коммутатора секции должен 
присутствовать набор сигналов с первых вы-
ходов БФК, определяющий количество вы-
бранных ПЛИС, и сигналы выбора режимов 
работы ВРРПЛИС в выбранных секциях (рис. 1 и 
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3). Эти сигналы формируют на основе анализа 
указанных кодов полей, поступающих через 
соответствующие входы/выходы БУФСх1 и 
БУФСх2 с первого по шестой входы/выходы 
интерфейса c сервером. 
Таким образом, при наличии сигналов на 
первом и втором входах микросхемы «И» 
(рис. 1 и 3) происходит запуск процессора бло-
ка БФК, который распределяет заведомо раз-
деленные фрагменты алгоритма с помощью 
БСФ по памяти ПЛИС (либо по внешней памя-
ти) на независимые либо каскадно зависимые 
участки для параллельного, либо каскадно за-
висимого выполнения фрагментов алгоритма 
задачи пользователя, используя при этом вхо-
ды/выходы КШ и коммутатор секции, а также 
спецификатор действия пакета СДПОП, опре-
деляющий типы логических и арифметических 
операций, которые должны быть выполнены 
объектом–адресатом после получения пакета. 
Обработка алгоритма решаемой задачи поль-
зователя осуществляется при наличии сигна-
лов запуска на первых входах выбранной мик-
росхемы ПЛИС, подключенных к КШ, посту-
пающих с соответствующих выходов коммута-
тора выбранных секций, сформированные ин-
терфейсом БФК на основе информации из ос-
новной памяти. Результаты обработки всего 
алгоритма передают через соответствующие 
входы/выходы интерфейса БФК и далее через 
входы/выходы БУФСх1 и БУФСх2 (под управ-
лением сигналов синхронизации) с первого по 
шестой входы/выходы интерфейса с сервером. 
При этом используются коды полей входного 
пакета ПД1 и КРкш, обеспечивая соответству-
ющие режимы работы КШ и соответственно 
ПЛИС. 
В случае применения коммутатора типа 
каждый с каждым выполнение операций ка-
ждой предыдущей ПЛИС выбранной секции 
может быть передано любой ПЛИС этой сек-
ции. При этом используется код поля ККСК. 
Аналогичная процедура может быть выполне-
на и для выбора непосредственно секций, если 
селектор выбора секции построен по анало-
гичным принципам, что и коммутатор. При 
этом используются коды секций КППСК и 
ПДМ.ПЛИС (см. таблицу). 
Сигнал синхронизации формируют при по-
ступлении от системного контроллера кода по-
ля ВРРПЛИС, который поступает с первого вы-
хода системного контроллера на соответству-
ющий вход блока синхронизации, с первого и 
второго выходов которого сигналы синхрони-
зации поступают на соответствующие входы 
БУФСх1 и БУФСх2, выполняя при этом функ-
ции глобальной синхронизации всех результа-
тов (а при необходимости их пристыковку), 
полученных от каждой секции. 
При реализации других режимов работы 
ИРСП с секционированными модулями на 
ПЛИС используются коды полей ПРРЕЖ, 
ПРРЕС, ККСЕК, ПДОП, ПДЗАК (см. таблицу), а 
также различные модификации кодов обозна-
ченных полей. Например, при использовании 
устройства в качестве распределенной памяти 
с множественным доступом для выполнения 
записи и чтения данных в/из основной памяти 
БФК, а также памяти ПЛИС каждой секции 
используются коды полей ПРРЕЖ и ККСЕК, с 
помощью которых формируются сигналы за-
проса на соответствующих входах секций. Эти 
сигналы сформированы, используя внутренние 
схемные ресурсы БФК, обеспечивая возмож-
ности параллельного доступа к памяти. При 
этом информация на запись поступает с вось-
мого по тринадцатый входы через БУФСх1 и 
БУФСх2 с первого по шестой вход/выход ин-
терфейса с сервером под управлением блока 
синхронизации. Считанная информация из па-
мяти каждой ПЛИС после ее обработки, с со-
ответствующих входов/выходов всех ПЛИС 
каждой секции, используя при этом код поля 
КРкш, поступает на входы/выходы коммутато-
ра секций. Далее эта информация через первые 
входы/выходы БФК после конкатенации под 
управлением сигналов синхронизации, прохо-
дят через БУФСх1 и БУФСх2 на вхо-
ды/выходы с первого по шестой интерфейса с 
сервером. При этом сигналы с девятых выхо-
дов интерфейсов с сервером на входы всех 
секций не поступают, и запуск каждого про-
цессора БФК заблокирован. 
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Заключение. Таким образом, предложенная 
система интеллектуальной памяти обеспечива-
ет повышение производительности в сравне-
нии с известными системами памяти путем при-
менения секционированных модулей на ПЛИС, 
содержащих КШ, что обеспечивает возможно-
сти масштабирования, а также распараллели-
вания пользовательского алгоритма. При этом 
применение КШ также, как и применение 
ПЛИС, уже сами по себе в сравнении с класси-
ческими подходами к построению систем па-
мяти (как было указано) повышают произво-
дительность системы снятием ряда технологи-
ческих ограничений при размещении на кри-
сталле КШ, уплотнения информации в опреде-
ленные кванты времени для них и др., а также 
аппаратной реализации адекватного отображе-
ния алгоритма решаемой задачи на ПЛИС па-
раллельно с программной реализацией этого 
же алгоритма. Эти факторы позволяют сделать 
выводы, что при применении N секциониро-
ванных модулей памяти на ПЛИС, содержа-
щих КШ, производительность такой системы 
при распараллеливании пользовательской за-
дачи увеличивается приблизительно в N раз. 
Немаловажно и то, что, помимо классических 
операций записи, хранения и выдачи инфор-
мации в системе памяти, в непосредственной 
близости находятся и средства обработки ин-
формации, наделяя тем самым систему памяти 
свойствами интеллектуальности, что также 
сказывается на производительности такой сис-
темы и области ее применения. 
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Intellectual Memory System with the Partitioned Modules on FPGA and Ring-bus Circuits 
The aim. The original block diagram of intellectual memory system with the partitioned modules on FPGA with PCI-
Express interface and the ring-bus circuits is offered, which provides scaling and increasing system productivity in whole by 
parallelizing and implementing the fragments of algorithm or subroutines of the user problem simultaneously by several or all 
sections. 
The concepts. Thus application of ring-bus circuits as well as application of FPGA, already on its own account in com-
parison with the traditional approaches of the memory systems construction, increase system productivity at the expense of 
some technological limitations through placing of ring-bus circuits on a chip, information consolidation in certain quanta of 
time for ring-bus circuits, etc., and also through hardware realization of the adequate mapping of algorithm of a solved prob-
lem on FPGA in parallel to the programme realization of the same algorithm. In addition, FPGA can be used for both infor-
mation storage and information processing. 
Conclusion. Already these factors allow to conclude that, through application of N of the partitioned modules of memory 
on FPGA containing ring-bus circuits, the productivity of such system increases approximately in N times through paralleling 
of the user problem. The important factor is also that, besides traditional operations of the information record, storage and 
deliveries, the means of the information processing are situated here in immediate proximity, endowing memory system with 
properties of intellectuality, which also affects the productivity of such system and the area of its application. 
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