We calculate stress drop and rupture speed for M L ≤ 2.1 shallow reservoir induced earthquakes and find them to be similar to those of large, natural earthquakes. Previous studies have suggested that hydrofractures, mining and reservoir-induced earthquakes have lower average stress drop than natural tectonic earthquakes. This difference might result from the different tectonic setting or the shallower hypocentral depths of induced earthquakes. Alternatively, difficulties in correcting for attenuation and site effects in earlier studies may lead to underestimation of stress drop. In addition, most studies assume the rupture velocity of small reservoir induced earthquakes to be the same as for the large earthquakes. We analyse a set of 101 M L ≤ 2.1 earthquakes induced by changing water level in the Açu Reservoir, NE Brazil. The earthquakes are shallow, (depth <5 km) and the region has negligible natural seismicity. We use three different approaches to calculate the source parameters of the six largest (1.9 ≤ M L ≤ 2.1) earthquakes. We model the individual spectra to find corner frequency, frequency-independent Q, and long period amplitude. We use collocated small earthquakes as empirical Green's functions to calculate the spectral ratios, and determine the relative source time functions. Estimates of the source duration and corner frequency imply stress drops in the range of 26-179 MPa. These are similar to, or higher than tectonic earthquakes suggesting that the shallow hypocentral depth and the presence of water do not affect stress drop. We observe clear directivity for one of the earthquakes, and use the azimuthal variation in pulse width to estimate a rupture velocity of ≥0.6β.
I N T RO D U C T I O N
Naturally occurring earthquakes exhibit a cubic relationship between seismic moment (M 0 ) and the source dimension (r) implying a constant stress drop ( σ ), for example, Abercrombie (1995) . However, induced earthquakes appear to have systematically lower stress drops than the tectonic earthquakes, as noted by Abercrombie & Leary (1993) . Their compilation study included hydraulic fracturing in Fenton Hill, NM (Fehler & Phillips 1991) and coring induced earthquakes from Manitoba, Canada (Gibowicz et al. 1991) . In both studies the stress drops were on average one order of magnitude lower ( σ ≤ 10 MPa) than those of naturally occurring earthquakes. This is still observed when the compilation is corrected to use a consistent method for all analyses using earthquake spectra (Fig. 1 ). More recently Mandal et al. (1998) analysed a set of M 1.4-4.7 induced earthquakes at the Koyna-Warna reservoirs in India and found shallow earthquakes (1 ≤ z ≤ 4 km) with very low stress drops, σ ≤ 2 MPa.
The apparent shift in stress drop of induced earthquakes may result from the difference in the tectonic setting, the amount of water present, the repeatedly used assumption of a constant rupture velocity (V r ) across all magnitudes, lack of high frequency (low attenuation data), or simply be an artefact of the source models used. As hypocentral depth controls the amount of normal load, and induced seismicity tends to be shallower than the natural seismicity, the lower σ could be a result of lower normal load. In the case of the reservoir-induced earthquakes and hydro-fractures there is an excessive amount of water associated with faulting perhaps providing another clue into what affects the stress drop. Various mechanisms have been proposed to explain water-lubricated faults allowing rupture at lower stresses (Sibson 1977) . Investigating pore fluid diffusion and thusly induced earthquakes in the relatively controlled setting of reservoir induced seismicity could help to determine the role water plays in controlling the earthquake rupture (do Nascimento et al. 2005) . Abercrombie & Leary (1993) , all induced earthquakes have solid black symbols. To improve consistency, we convert all points from studies that used the Brune source model to the Madariaga source model by multiplying the source dimension by 0.21/0.372 (see eq. 4). The earthquakes in this study have relatively high stress drop compared to both tectonic and induced earthquakes. Data points are: Cajon Pass (Abercrombie 1995) , NE America (Boatwright 1994) , Fenton Hill (Fehler & Phillips 1991) , Loma Prieta (Hough et al. 1991) , URL (Gibowicz et al. 1991) , S. A Mines 1 (McGarr et al. 1990 ), Mammoth Lakes (Archuleta et al. 1982) , Palm Springs (Mori & Frankel 1990) , Large (compilation of Abercrombie & Rice 2005 ; table 5 of Dreger and Helmberger 1991; Mori 1996; Hough and Dreger 1995; Ji et al. 2002; Venkataraman et al. 2000; Wald 1995; Wald & Heaton 1994; Wald et al. 1996; Wald et al. 1991) , S. A Mines 2 (Spottiswoode & McGarr 1975) and Long Valley (Ide et al. 2003, individual and EGF studies) . The shaded region shows the location of the results from Mandal et al. (1998). It is difficult to measure rupture velocity of small earthquakes due to the attenuation of high frequency energy, and poor azimuthal coverage of recordings. Frankel & Kanamori (1983) demonstrated that small (M < 2.5) earthquake pulse widths are dominated by path effects even for short source to receiver distances (<40 km). Most source studies simply assume rupture speed to be constant with magnitude. To date, rupture velocity has been estimated for very few earthquakes smaller than M 3. Yamada et al. (2005) used waveform inversion to determine V r for small earthquakes recorded in South African Gold mines. They found V r of 0.7β-0.9β for very small magnitudes (0.8 < M < 1.4). Dreger et al. (2007) used a similar method to model the rupture of repeating M 2.1 earthquakes at Parkfield, California. They found V r of 0.5β-β. Imanishi et al. (2004) used stopping phases to estimate rupture velocities for a swarm of borehole recorded earthquakes (1.2 < M < 2.6) from Western Nagano, Japan, and found rupture velocities of 0.6-0.9β. However, Imanishi et al. (2004) expressed their concern whether the picked stopping phases were confused for arrivals due to the heterogeneities in the crust or a heterogeneous stress drop. McGuire (2004) estimated the velocity of rupture front propagation for an M 2.7 event on the creeping section on San Andreas Fault. He obtained a velocity equal to 80 per cent of the Rayleigh wave speed similar to typical large earthquakes.
High quality recordings of reservoir-induced seismicity are rare. The earthquakes are not often recorded by dense networks of closely spaced seismometers, nor borehole instruments that have been used in interplate settings to record the high frequency data needed to study such small earthquakes (e.g. Abercrombie 1995; Prejean et al. 2001; Imanishi et al. 2004; Stork & Ito 2004) . We estimate the seismic moment and source radius for the two largest well-recorded earthquakes (events 38 and 107, both M L 2.1) induced by the impoundment of the Açu Reservoir, NE Brazil, and obtain constraints for four smaller earthquakes. We estimate the rupture velocity for one unilaterally rupturing earthquake using the variation in the pulse widths along the station azimuth. We find high stress drops (26 ≤ σ ≤ 179 MPa) for six 1.9 ≤ M L ≤ 2.1 shallow earthquakes (depth <5 km) and a rupture velocity of at least 0.6β indicating that reservoir-induced earthquakes are comparable to deeper, larger, naturally occurring intraplate earthquakes.
A Ç U R E S E RV O I R : S E I S M I C I T Y A N D DATA
Seismicity associated with reservoir impoundment and seasonal variation in water level is termed reservoir-induced seismicity (RIS), and is a well-accepted phenomenon (Gupta 1992; Talwani 1997a) . Factors that control RIS include the size of the reservoir and nature of lake level changes, pre-existing faults, ambient state of stress, availability and interconnectedness of fractures and hydromechanical properties of the underlying rocks (Bell & Nur 1978; Roeloffs 1988; Talwani 1997b) . Because of the known amount and the period of oscillation of water involved, RIS represents a controlled setting to study the physics of earthquake source processes.
The Açu Reservoir was impounded in 1983 to provide drinking water for the local population. Reservoir capacity is 2.4 × 10 9 m 3 and reaches a maximum depth of 35 m. Seismic activity was noticed months after the reservoir impoundment, and studies by do Nascimento et al. (2004) and Ferreira et al. (1995) confirmed the • E. They also calculated a composite focal mechanism that indicates pure right-lateral strike slip on a vertical fault striking N45
• E consistent with the earthquake locations and the regional stress field (Assumpção 1983; Ferreira et al. 1995; do Nascimento et al. 2004, Fig. 2) . Ferreira et al. (1995) and do Nascimento et al. (2004) assumed a homogeneous, isotropic, infinite half-space with constant V P /V S = 1.71 and V P = 6.00 km s -1 . The choice of this model is justified by the fact that the region lies on Precambrian crystalline basement-rocks of this type exhibit very low attenuation and quite simple seismograms with very impulsive P-and S-wave arrivals.
We focus our analysis on the six largest (1.9 ≤ M L ≤ 2.1) earthquakes recorded at over four stations (Table 1) .
M E T H O D S
First we identify small earthquakes collocated with the six large ones for use as empirical Green's functions (EGFs). Then we calculate corner frequencies, source durations, seismic moments, and stress drops for each of the six large earthquakes with standard spectral analysis ( Table 2) . We obtain spectral ratios and relative source time functions for the six large earthquakes using EGF analysis. We use the azimuthal variation in source duration to estimate the rupture velocity. We use the pulse duration and corner frequency estimates to calculate source dimension and stress drop for the earthquakes.
The deconvolution of an EGF from the main shock cancels out site and path effects, yielding a better estimate of the source size (Mori & Hartzell 1990 ), which we use to calculate the stress drop. We search for EGF earthquakes by considering all earthquakes located within 100 m of each of the six main shocks. Fig. 3 shows the waveforms of the largest main shock and its potential EGFs. We then select those that have similar waveforms (cross correlation coefficient ≥0.6), and whose long period spectral level are at least an order of magnitude smaller than the main shock. We are able to identify between 4 and 10 Green's functions for each main shock that satisfy the above requirements (Table 1) . Table 1 . Depth, location and magnitude for the six largest earthquakes. Notes: Subscripts ind and stack indicate that the average was taken from the individual displacement spectra from all stations, or the stack of all spectral ratios. We also show the range of stress drops from different stations using individual spectra fits. Both are calculated using Madariaga source model. 
Modelling individual spectra
We consider both P and S waves, however, the P-wave corner frequencies of even the largest earthquakes were out of our signal range at some stations, so we use only S waves in our analysis. We determine S-wave displacement spectra on north and east channels for all earthquakes using a time window of 0.4 s starting 0.02 s before the phase arrival, with a cosine taper applied to the end 5 per cent of each waveform. We use the same length window to calculate the noise spectrum before the S-phase arrivals (including the P coda, Figs 4 and 5). Varying window length for the spectral calculation generates virtually identical results (Ide et al. 2003) . We do not rotate components as the east channel often has a poor signal-to-noise ratio.
We model the individual earthquake displacement spectra of the six largest earthquakes and all the EGFs following Brune (1970) and Boatwright (1980) 
where 0 is the long period amplitude, f is the frequency range, f c is the corner frequency of the S wave, t is the traveltime of the wave, Q is the quality factor, n is the high frequency fall off rate (on a log-log plot) and γ is a constant controlling the sharpness of the corner in the spectrum. The Brune (1970) model uses n = 2, and γ = 1, howeevr γ = 2 gives a sharper corner and fits our data better, consistent with previous studies in low attenuation settings (e.g. Abercrombie 1995; Ide et al. 2003) . We use a Nelder-Meade algorithm in MATLAB TM to fit the displacement spectra solving for the three free parameters: 0 , f c and Q. For each of the six large earthquakes, corner frequencies vary among stations by up to 50 per cent (earthquake 38). At station BACH we systematically estimate higher f c , while at stations BASF and BASQ we estimate the lowest values. We could not estimate f c for events 123 and 143 at stations BABV and BACP, respectively, due to noisy spectra. Spectra at station BACP were generally poorly fit due to complex site effects that are not included in the model. Most of the EGF earthquakes in each group do not have f c estimates since spectra were virtually flat up to the Nyquist frequency. Our estimates of average Q range from 196 to 284 for all stations, with the exception of 152 at BASQ (Table 3 , bottom row). Given the shallow hypocentral depth, short earthquake to receiver distance and high quality Pre-Cambrian crystalline basement, this Q is a reasonable estimate.
Empirical Green's function analysis
We divide the displacement spectra of the six main shocks with each EGF and obtain the spectral ratio, applying a water level of 0.1 per cent (Mori & Frankel 1990, Figs 4 and 5) . Rather than simply choosing one EGF as best we normalize and stack the selected spectral ratios to obtain the mean source spectrum for the large earthquake. To insure the necessary magnitude difference, we only include spectral ratios in the stacks with an initial long period amplitude higher than 10. This average ratio is only valid in the frequency range where the small earthquake source spectra are flat, and can be considered true delta functions. At higher frequencies, the different corner frequencies of the EGF earthquakes will lead to a complex spectral shape. We estimate the corner frequency for each of the smaller earthquakes, and then use only the part of each spectral ratio, which is at least 20 Hz below this frequency. We use the lowest of the following as our estimate of corner frequency for the smallest earthquakes: (i) the corner frequency estimated from modelling the EGF spectrum, (ii) the limit of our signal bandwidth (≤80 Hz, depending on signal-noise ratio) and (iii) the corner frequency of the small earthquake in the individual spectral ratio, if there is any evidence of it.
We obtain a mean spectral ratio of the each large earthquake with all the EGF earthquakes, unaffected by the duration of the small earthquakes (Figs 4 and 5) . We refer to these as the mean source spectra. We model the mean source spectra from the EGF analysis in the same way as the individual spectra, using eq. (1), however without the exponential attenuation term or 0 as we normalized the spectral ratios.
To obtain the relative source time functions we transform the complex spectral ratios from the frequency to the time domain ( Fig. 6) . We estimate an average relative source time function for each station from all deconvolutions by stacking all components that produce a clear pulse, and we calculate the mean. These are the same earthquakes that are used to calculate the mean spectral ratios. The total pulse duration is measured from first to second zero crossing (Fig. 6 ). The noise in the STFs results in uncertainties of the order of one to two samples (0.005-0.01 s) in our duration estimates. Also, we calculated the width of delta function given our frequency resolution. We did this for each of the six large earthquakes, by calculating the spectral ratio and STF obtained when using the main shock itself as the EGF. We obtained pulses with widths of three to six samples, and so consider the effect of this in our analyses; any pulse of only this length (≤0.015) is indistinguishable from a delta function.
R E S U LT S

Rupture velocity
Some of the six large earthquakes show significant variation in pulse width with azimuth, which could indicate a unilaterally propagating Figure 6 . Relative source time functions of the two largest earthquakes at four stations with marked picks of the onset and end of rupture. Earthquake 107 pulses show a change in the duration indicating a unilateral source rupturing along a N45 • E striking fault. This orientation agrees with the previously determined composite focal mechanism. The distribution of pulse durations for earthquake 38 is consistent with a circular rupture on the same fault plane.
earthquake. For a unilaterally propagating rupture the variation in the pulse width yields an estimate of the rupture velocity (Aki & Richards 1980) . We use the directivity method developed by Frankel & Kanamori (1983) and Ammon et al. (1993) to determine whether any of these earthquakes were unilateral ruptures and if so, to estimate rupture velocity. This velocity is then used in the estimation of source radius, and stress drop. If the earthquake rupture is not purely unilateral, this method will result in an underestimate of the rupture velocity. The limiting case is a purely bilateral (or circular) rupture that results in V r = 0. In the method of Ammon et al. (1993) , the measured pulse widths are modelled with the linear relationship
where δt is the measured pulse width (s), t 0 is the rupture duration, is the horizontal distance between the start and end of the earthquake and is the directivity parameter
where ϕ is the fault-to-station azimuth, and c is the wave phase velocity. We use the S-wave velocity of 3510 m s -1 and initially assume that the earthquake rupture is confined to a vertical fault plane striking N45
• (do Nascimento et al. 2004) . Fitting the directivity parameter against the pulse width at each station we estimate the rupture velocity (V r = /t 0 ) for each of the largest six earthquakes of the group 1 and 2 (Fig. 7) . We compute a least squares fit to the directivity parameter and the observed duration of the RSTFs. We also try varying the fault strike by ±5
• , and observe poorer fits to our measured pulse durations.
Earthquake 107 shows clear azimuthal variation in the pulse width corresponding to a unilateral rupture striking along the N45
• E rupture plane (do Nascimento et al. 2004, Fig. 6a ). The shortest pulse (≤0.015 s) is indistinguishable from a delta function with our resolution and thus is the limiting case. Fig. 7 shows two fits, with the dashed line fitting all points excluding the shortest pulse. Using all relative source time functions for earthquake 107 we estimate V r ≥ 0.5β. If we exclude the shortest pulse from the fit (station BABV), V r = 0.6β. Including a narrower pulse at station BABV would produce a steeper fit and a higher rupture velocity. Therefore, our observation is merely the lowest estimate of the rupture velocity. If the rupture velocity is assumed to be 0.6β, then the length of the rupture is 73 m.
The azimuthal distribution of pulse durations for earthquake 38 is very different to that of earthquake 107 (Fig. 7) . It does not show any evidence of unilateral rupture, and is very poorly fit by the Ammon et al. model. The largest durations are in opposite directions, as are the shortest. This pattern of pulse durations is that predicted by a circular rupture model: long durations along strike, and short durations along the fault normal (Sato & Hirasawa 1973; Madariaga 1976) . For earthquake 38 the distribution is consistent with circular rupture on the fault plane determined by do Nascimento et al. (2004) .
Earthquakes 98 and 109 (Table 3 ) both show some evidence of unilateral rupture in their distribution of pulse widths, consistent with the preferred fault plane in the same direction as earthquake 107. Unfortunately, only the longest duration measure (BASQ) is really resolvable for these earthquakes, so we cannot resolve a rupture velocity. Earthquakes 123 and 143 (Table 3) exhibit no clear pattern and as all their duration measurements are at or below the resolution limit, we cannot conclude anything about their rupture process from the directivity analysis.
Source parameters
First we calculate source parameters from the model fits to the individual spectra of each earthquake. We follow Brune (1970) and Abercrombie (1995) to calculate seismic moments (10 11 < M 0 < 10 13 Nm) from the long period measurements. We use density, velocity and rigidity of 2700 kg m -3 , 3510 m s -1 and 33 GPa, respectively, observed by do Nascimento. We then calculate source radii
where k = 0.21 (Madariaga 1976 ). This assumes a rupture velocity of 0.9β that is consistent with the minimum value of 0.6β that we estimated in the directivity analysis. The Brune (1970) model (k = 0.372) gives radii 1.76 times larger, implying a factor of 5.5 difference in the corresponding stress drops. The Sato & Hirasawa (1973) lies in between. All three models are in common usage, and the model used must be considered when comparing results from different studies (see discussion in Abercrombie & Rice 2005) . We calculate stress drops following Eshelby (1957) 
We then calculate source radius and stress drop from the mean spectral ratios using the same methods (eqs 4 and 5). The stress drop values range by an order of magnitude for a single earthquake between stations. In Table 2 , we present the average values for each earthquake, along with a minimum-maximum range obtained at different stations.
In the directivity analysis we find that a circular rupture is not a good model of earthquake 107 (and probably not of 98 and 109). We use the circular model to estimate rupture parameters for these earthquakes as that is the usual assumption in small earthquake studies. It is often the best assumption that can be made given the small number of stations typically available. If we assume a long narrow fault, then we obtain a higher stress drop following Kanamori & Anderson (1975) .
We also try using half the pulse duration as an estimate of the pulse rise time (as was done by Mori et al. 2003) and applying the Boatwright (1980) model to all six large earthquakes. As specified by Boatwright (1980) the source radius (r) relates to the rise time
where r is the source radius, τ 1/2 is the rise time of the pulse, c is the S-wave velocity, υ is the rupture velocity and θ is the take off angle with respect to the fault normal. We assume an average θ of 45
• . We use the composite focal mechanism (do Nascimento et al. 2004) to calculate the corrections for radiation pattern, however find that they are all in the opposite sense to decrease the interstation variation in pulse duration, even for earthquake 38 which is most consistent with a circular rupture model. Closer investigation of the Boatwright (1980) model shows that the pulse duration varies inversely with the rise time, with changing azimuth. The half-width of the pulse is, therefore, not a good proxy for azimuthal variation of the rise time. We follow Mori et al. (2003) and use the halfduration at an assumed fixed azimuth (sinθ of 0.64) to calculate the stress drop. We obtain much larger radii and lower stress drop values (0.1-1 MPa), which are not consistent with the spectral results. It is likely that the half-duration is not a good proxy for the rise time for these earthquakes.
D I S C U S S I O N
Using a combination of standard spectral analysis with EGF methods and directivity analysis for six M ≤ 2.1 earthquakes, we find that small, reservoir induced earthquakes at Açu appear to have relatively high stress drops (26-179 MPa) with a rupture velocity of ≥0.6β, comparable to naturally occurring earthquakes (Fig. 1) .
Rupture velocity
When calculating small earthquake source radius and stress drop from the corner frequency most researchers make an assumption of the constant rupture velocity in the range of 0.6β-0.9β (e.g. Brune 1970; Archuleta et al. 1982; Frankel & Kanamori 1983; Fehler & Phillips 1991; Abercrombie 1995) . We are able to resolve V r ≥ 0.6β for a shallow, reservoir induced M 2.1 earthquake (event 107). The pulse durations we use to obtain this estimate are near our resolution limit, and the smaller ones must be considered maximum values. If they were actually shorter, then we would obtain a larger estimate of rupture velocity, and so we consider our result a minimum value. Our results correspond to the rupture velocity observed in large, naturally occurring earthquakes implying that the magnitude, tectonic setting and hypocentral depth are not major determining factors. The Ammon et al. (1993) method assumes a slip-pulse model (e.g. Heaton 1990) , and the good fit of this method to the pulse durations of the event 107 suggest that slip-pulses may develop for small earthquakes. This result is consistent with the results of Yamada et al. (2005) and Dreger et al. (2007) .
Stress drop
We use both spectral and time-domain methods to estimate rupture dimension and stress drop. We find radii in the ranging from 15 to 40 m, and stress drop 26-179 MPa. The earthquakes we study are intraplate, reservoir-induced seismicity. It is widely accepted that intraplate earthquakes have higher stress drop (Kanamori & Anderson 1975; Kanamori 1994; Negishi et al. 2002) , however induced earthquakes appeared to have lower stress drops. Our high stress drop estimates for the two M L 2.1 earthquakes indicate that small reservoir induced earthquakes are comparable to, or higher than large natural earthquakes (Table 2) . High frequency energy in smaller magnitude earthquakes affects the determination of the corner frequency and adds to the uncertainty of the stress drop measurement. The four remaining earthquakes in Table 2 also have high stress drops. However, the uncertainty in those results is somewhat larger than for earthquakes 107 and 38 due to poorer signal to noise ratio in displacement spectra.
To ease the comparison between many studies we recalculate the source radii from earthquakes compiled by Abercrombie & Leary (1993) using the Madariaga (1976) source model for all earthquakes studied using spectral analysis. The results are plotted in Fig. 1 which is thus free of systematic biases between models. The Açu earthquakes have relatively high stress drops. In contrast, stress drops for Koyna Dam induced earthquakes are significantly lower (0.03-19 MPa; Mandal et al. 1998) , possibly due to their much larger source to receiver distances (6-90 km) and hence higher attenuation. The Koyna earthquakes occurred at two hypocentral depths: between 0-1 and 5-13 km. Mandal et al. (1998) suggested the seismic gap zone is devoid of fluids and thus at a relatively lower stress level. Açu earthquakes have hypocentral depths that fall into the void zone of Koyna earthquakes (between 1 and 5 km).
Microearthquakes (10 6 ≤ M 0 ≤ 10 11 Nm) induced by hydraulic fracturing also seem to have very low stress drops (Fehler & Phillips 1991) . These microearthquakes were recorded by the deep borehole instruments situated in granitic rock in Fenton Hill, NM, with stress drops averaging at less than 1 MPa, and Q values >1000. Açu earthquakes have comparable station to earthquake distances and hypocentral depths (∼3 km) implying a similar normal load. The low stress drop of the microfractures is possibly a consequence of heterogeneous slip, presumably on the previously nonexistent faults (Fehler & Phillips 1991) .
In their fitting model Fehler & Phillips (1991) assumed γ = 1 (eq. 1) compared to γ = 2 used in this study. Their value of gamma produced a more gradual corner and may have resulted in a slightly lower estimate of the corner frequency. However, when we apply γ = 1 to a few spectra in this study, the corner frequency remains virtually identical. Gibowicz et al. (1991) also estimate very low stress drops (0.01-2.5 MPa) for a set of coring induced earthquakes in granitic rock at depths between 300 and 450 m. Gibowicz et al. used the same source model as this study and a similar Q for their spectra correction. Perhaps those events and/or their hypocentral depths were significantly different.
Other studies of small naturally occurring earthquakes do not observe a change in stress drop with moment (e.g. Abercrombie 1995; Prejean & Ellsworth 2001) . Ide et al. (2003) re-examined the data by Prejean & Ellsworth (2001) and found that the EGF method produced higher stress drop values than the typically used single event spectral analysis. Unlike Ide et al. (2003) , but in common with Abercrombie & Rice (2005) we do not see a systematic difference between stress drop values calculated from fitting individual spectra and from spectral ratios, possibly because both these studies are in regions of lower attenuation than the Long Valley caldera.
Not only do the Açu earthquakes have high stress drops relative to interplate tectonic earthquakes, but the stress drops we obtain are also high in absolute terms. Using a depth of 2 km, density of 3.3 kg m -3 , coefficient of friction of 0.6 and assuming hydrostatic pore pressure, we obtain a frictional shear stress of 19 MPa due to normal loading. This value would decrease if pore fluid pressure was higher. Our stress drops are closer to fracture of fresh rock than frictional failure (Ohnaka 2003) . Dreger et al. (2007) found lower average stress drops, but peak values of ∼90 MPa for M ∼ 2 earthquakes at a similar depth at Parkfield, CA. On this partially creeping section of the San Andreas Fault it is likely that earthquake ruptures include high slip on small, high-strength asperities, surrounded by larger areas of low slip on parts of the fault that also slip aseismically. At Açu there is no evidence for aseismic slip so the average stress drop is likely to be closer to the peak. As Dreger et al. (2007) outlined, present models and understanding of earthquake rupture allow for rapid healing and restrengthening of faults between earthquakes (e.g. Rice 2006; Tenthorey & Cox 2006) . Before using our results as evidence for fracture in nearly completely healed rocks we must be aware of the problems with comparing spectrally determined earthquake stress drops to stress within the earth. For example, we use the dynamic source model of Madariaga (1976) . The simpler Brune (1970) model may give stress drops that are closer to the absolute values; assuming this model would lower all our results by a factor of 5.5 to 5-33 MPa, more consistent with frictional failure. As Beresnev (2001) pointed out, however, all spectral models make major simplifications and assumptions and so relating stress drops derived from them to stress in the earth must be done with extreme caution. The important and robust result of this study is that stress drops of shallow, reservoir-induced earthquakes are at least as large as those of naturally occurring tectonic earthquakes, which has implications for seismic hazard around reservoirs.
C O N C L U S I O N S
(1) Stress drops of small (M 2.1) reservoir induced earthquakes (26 ≤ σ ≤ 179 MPa) are similar to, or higher than naturally occurring tectonic earthquakes.
(2) Rupture velocity is at least 0.6β, comparable to large natural earthquakes implying no large variation of V r with the hypocentral depth and tectonic setting.
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