Abstract. The P2P paradigm is increasingly receiving attention in many contexts such as Cooperative Information Systems. In this paper we present a P2P lookup service based on a hash table distributed on a hierarchical data structure (a forest). The novelty of our proposal is that it provides a dynamically adapting (to the number of peers) routing load biasing for decreasing the cost of peer insertion and deletion w.r.t. the state of the art. This makes our system particularly suited to very dynamic environments.
Introduction
The P2P paradigm is increasingly receiving attention in various research (and application) contexts such as Cooperative Information Systems. Indeed, P2P applications are composed of a distributed collection of entities that cooperate and share information in order to perform some common task. In this scenario, there are a number of different research directions dealing with various aspects relating to P2P cooperation. Beside problems of data integration [5, 10] , arising from data source heterogeneity which occurs in P2P systems by nature, another relevant issue to be face is the lookup problem. It consists in the localization of peers storing a particular resource. Pure decentralized lookup services [14, 12, 13, 8, 11] have been recently introduced for overcoming drawbacks of centralized ones, concerning the critical role of directory-server peers (super-peers) and the lack of scalability. There are many well known reasons invalidating the effectiveness of centralized directory services, but it is true that decentralization, compared with an ideal centralized solution, is worse w.r.t. the dynamic membership efficiency. Indeed, the existing techniques allow peer joining and leaving in time O(log 2 n), where n is the number of peers, due to the necessity of updating the distributed directory information.
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The original publication is available at www.springerlink.com http://www.springerlink.com/content/wht1nhm8vajvr3r4/ Even though the polylogarithmic cost required for inserting and deleting peers ensures the feasibility of such operations, very dynamic P2P environments as well as large scale storage management systems [9, 3, 15] , should rely on more efficient services.
Assumed that uniform routing load balancing intrinsically leads to polylogarithmic insertion/deletion costs, a way to face the above problem is renouncing the ambition of having full peer parity and going toward a solution embedding some form of load biasing. However, no solution giving to a (even large) number of peers extra routing load, may satisfy the essential property of scalability if such a number does not depend on the system size. On the other hand, arranging a lookup technique providing a dynamically adapting of peer roles is not a trivial task.
In this paper we propose a DHT (i.e., Distributed Hash Table) lookup P2P model, called TLS, which implements a non pure decentralized directory service based on a hash table distributed on a forest where peers receive a routing load depending on the position they occupy in the forest. The dynamics of such a hierarchy promotes peers toward higher levels by aging, in such a way that the more old and stable the peer, the higher the assigned routing load is. In other words, the protocol implements a sort of evolutionary selection in the peer population capturing real-life environments like Web services with P2P-based orchestration [4] , where stability is always associated to high bandwidth capacity. The fraction of peers which the routing traffic is biased toward, is then depending on the total number of peers, and, as a consequence, the routing load biasing is designed in such a way that congestion of root peers is avoided, for every system size. We have theoretically proven the above claim by developing a probabilistic analysis of routing traffic. Thus, our approach allows us to overcome limits of the binary-tree-based approach where the root (as well as nodes close to the root) are overloaded, by providing an intermediate solution between the unfeasible full graph and the binary tree one. Under this perspective, our approach goes toward the same direction as [11] , where the need of finding such a compromise represents the basic motivation.
Regarding traffic load biasing, we further observe that, in a practical implementation, additional optimizations, like caching used in hierarchical routing of DNS, can be anyway applied.
The strong advantage we obtain with our approach is to pull down the insertion/deletion cost from the state-of-the art O(log 2 n) to O(log n). Performance of other operations locates our system on top of the main recent lookup proposals (see Section 2 for further details), as shown in the following  table: where the column Join/Leave reports costs of peer inserting/deleting, Space concerns to the storage information amount required for each peer, Hops is the routing cost per message, n is the number of peers in the system and d is the number of dimensional coordinates used in CAN [12] . Moreover, our model presents the following nice features:
-Control traffic generated by insertion and deletion is typically local. This increases the suitability of our protocol to dynamic environments. -Our routing is based on the communication of each node with only its adjacent nodes in a tree. This allows us to effectively use routing traffic as a control information since the expected time for a node between two successive messages coming from a given node is not large. -The system provides the on-line estimation of the number of peers occurring in a given instant. -Broadcasting, which is recognized to be a non trivial task in P2P systems [8] , is natively supported in our system in O(log n) time.
The plan of the paper is the following. Section 2 surveys the most important proposals in the field of information retrieval in P2P systems. In Section 3 we present the basic components of our system. In particular, Section 3.1 describes the LBT, that is the basic data structure which TLS relies on, Section 3.2 explains how item search is implemented, Section 3.3 describes our routing algorithm, Sections 3.4 and 3.5 deal with node joining and leaving, respectively, while, in Section 3.6, the problem of node failure is faced. The TLS service, in its complete form, is presented in Section 4 while experiments are reported in Section 5. We draw our conclusion in Section 6
Related Work
Information retrieval in P2P systems is a problem widely studied in the recent years. Some approaches are based on Distributed Hash Tables (DHT) [14, 12, 13, 8, 1] . In these systems the service key allows us to obtain the peer addressing to the peers providing the service itself. In particular, a random ID is assigned to each peer and an ID (derived from the hash of the service name) is assigned to each service. The peer with ID closest to the service ID stores the information about the peers providing such a service. The above indexing is dynamically maintained, according to the continuous joining and leaving of peers. In P-Grid system [1] a tree-like data structure is also employed. However, our approach is quite different, mainly because each node of our forest maps a peer in the system, we do not need routing tables, and, consequently our routing relies on very different strategies.
In [6] GIA, a Gnutella-like P2P system, that strives to avoid node overloading by explicitly accounting for their capacity constrains, is presented. The capacity of a node depends upon a number of factors including power, disk latency, and access bandwidth.
In [2] authors present some early measurements of a cluster-based architecture (CAP) for P2P systems decentralized, peer-to-peer content location and sharing system that uses network-aware clustering. Network-aware clustering is an effective technique to group clients that are topologically close and under common administrative control. The introduction of one more hierarchy is aimed at scaling up query lookup and forwarding. CAP also does not use hash functions to map objects to locations deterministically.
[16] proposes the Directed BFS technique, which relies on feedback mechanisms to intelligently choose which peer a message should be sent to. Neighbors that have provided quality results in the past will be chosen first, yet neighbors with high loads will be passed over, so that good peers do not become overloaded. The Iterative Deepening technique which allows the search to proceed incrementally until the user is satisfied with the results is also presented. These two simple techniques allow the search to be tuned on a per-query, per-user basis. Experiments over detailed query traces from the Gnutella network show that these techniques greatly reduce the cost of search, while maintaining good quality of results.
In [7] , message routing is improved with "routing indices", compact summaries of the content that can be reached via a link. With routing indices, nodes can quickly route queries to the peers that can respond, without wasting the resources of many peers who cannot.
The TLS Framework
In this section we describe the basic features of the Tree-Based Lookup Service (TLS). In particular, we introduce the data structure the TLS relies on, peer joining and leaving, and key-based search. We assume that the underlying communication protocol is TCP/IP so that each peer is identified by the IP address. We stress that this section does not provide the description of the lookup service we propose, but only some basic features. Indeed, the TLS service, in its complete form, is presented in Section 4. Our remark here is to avoid that the reader might draw conclusions about performances and scalability of our technique on the basis of data structures here presented, which in fact are not those finally adopted in the system.
The Lookup Binary Tree
The basic data structure of TLS is a hash table distributed on a binary tree, which we denote by LBT (Lookup Binary Tree). In Section 3.2 we will describe how the distributed hash function works. Here we illustrate the LBT. There is a node in LBT for each peer in the system. As a consequence, throughout the paper, we use indifferently the terms peer and node. We introduce now the notion of depth of a node corresponding to the standard notion of depth of the sub-tree rooted in this node. The depth of nodes will be used as a greedy criterion for inserting/deleting nodes into/from the tree respecting the tree balancing goal (see Sections 3.4 and 3.5).
The depth of a node N , denoted by depth(N), is a non negative integer such that:
where child(N ) denotes the set of child nodes of N .
Example 1.
In Figure 1 an example of LBT is reported. Each node is represented by a box. The root ID is 1 , while the IDs of the left and right child nodes are 10 and 11 , respectively. The depth of each node is reported on the right side of the box, except for leaves, whose depth is always 0. 2 LBT implements a logical network with tree topology allowing sharing information embedded into nodes. As usually, some connectivity redundancy is necessary in order to increase fault tolerance of the network. In our case, the minimum amount of information required for each node would be the IP addresses of the parent node and the two children nodes. However, we store in each node also the IP addresses of the sibling node and, furthermore, the addresses of all the ancestor nodes. We will explain in Section 3.6 how this additional information is exploited in case of node failure. Observe that the number of IPs stored in a node is at most logarithmic in the total number of nodes.
In the following sections we will deal with information search and LBT update (i.e., joining and leaving of peers). For the evaluation of the computational cost of all operations we will assume that LBT is balanced. We will show by simulation in Section 5 that the adopted insertion/deletion policies makes this assumption well founded.
Information Management
Information search is implemented by using DHT (i.e., distributed hash tables). We suppose that a (not unique) key k is associated with each item I (items represent atomic entities peers are looking for). Consider given a hash function h from the set of keys to the set C = {0, . . . , 2 M − 1}, where M is the maximum number of simultaneous nodes. Let f be a function from C to the set of alive nodes (clearly, this function has to be dynamic since the latter set dynamically changes).
The composition function f • h is used in order to map the key k to the alive node N containing the goal information. Such an information consists of all the links to the nodes of LBT where the items, with key k, are saved. Observe that N contains also all the links to the items with key k which is synonymous w.r.t. h (i.e., h(k) = h(k )). Thus, when a node looks for an item i with key k, it submits the request to the node f (h(k)), and this node replies by sending the link to nodes containing i (if any). For h, any suitable consistent hash function may be used, like, for an instance, SHA-1. We define now how the dynamic function f is arranged. Recall that h(k) is a number belonging to {0, . . . , 2 M − 1}. Letĥ(k) be the M -size fix binary code of h(k). Consider now LBT. Starting from the root, we go down along the tree by using the stringĥ(k) for moving, at each step, either to the left child or to the right child (0 is associated to the former and 1 to the latter), until a leaf node is reached. Observe that, since the size ofĥ(k) is M , that is the maximum number of simultaneous nodes, the above algorithm works also in the worst (very improbable) case of LBT completely unbalanced. Let denote by N the leaf node so identified. Then, the value returned by f (h(k)) is ID(N ), that identifies the peer knowing the location of peers storing items with key k (or synonymous of k w.r.t. h). We call such a peer responsible of the key k. Observe that the complexity of evaluating f (h(k)) is O(log n), where n is the number of peers in LBT and the computation of h(k) is assumed to be O (1) .
The underlying assumption used above for ensuring the soundness of the above algorithm is that after a node N becomes responsible of a key, no change occurs in the tree. Indeed, the function f returns always a leaf node, but, due to changes (i.e., node joins and leaves), N could have been moved from its original position. Thus, we cannot guarantee in general the above condition.
To be more precise, consider the following argument. There is a moment t k (corresponding to the join of a node containing the item with key k) when the node N , identified by f (h(k)), becomes responsible of the key k (this is called spread of k). Until N remains a leaf node, the algorithm above works as explained, so that the function f (h(k)) returns always the node N . However, due to changes in the LBT, in a successive time t > t k , since the algorithm proceeds until a leaf node is reached, it may happen that f (h(k)), computed at time t, does not return the node N , since it is not a leaf node anymore. The problem can be easily overcome by designing both node joining and node leaving algorithms (see Sections 3.4 and 3.5, resp.) in such a way that they guarantee the following invariant:
Invariant. Let N be a node in LBT responsible of a key k. Let t k be the time when the node N becomes responsible of k. Then, at any time t > t k , the node N , if alive, belongs to the path from f (h(k)) to the root.
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Observe that the above solution has not overhead in terms of asymptotic computational cost, since, in order to find the node responsible of a given key k, it suffices to start from the node f (h(k)) and to go up toward the root. This requires at most O(log n) time.
Example 2. In Figure 2 , an example of key spreading is reported. Therein, we suppose a new node N , sharing an item I with key k joins the system. The value h(k) is displayed by the star symbol on a segment representing the domain {0, . . . , 2 M − 1}. Observe that this domain can be viewed as the lowest level of a full binary tree with M levels. Thus, h(k) identifies a leaf node of such a virtual tree.
At this point N has to assign the responsibility of the key k to the node f (h(k)). Therefore, this node has to be located. Once the ID of this node is computed, we only have to perform the routing algorithm (that we will introduce in Section 3.3). We have assumed that the binary representation of h(k) is 0011011101... . Thus, the ID of the node responsible of k is 10011 . This node stores an information mapping the item I to the IP of N . 2
At this point, in order to complete the search, the routing strategy has to be applied. This is the matter of the next section.
The Routing Algorithm
In this section we describe the algorithm used for routing messages among nodes of LBT. First, we introduce some notations used in the algorithm.
Notations: Let N be a node of a LBT.
-length (ID(N ) 
is not a prefix of ID(N t ), then the routing algorithm is recursively called with message
It is easy to see that the algorithm halts at most in 2·log n steps, where n is the number of nodes in LBT. The algorithm is clearly distributed. In particular, each call of the function routing is executed by a different peer (that belongs to the route from the source to the target).
The algorithm is reported in Figure 3 .
In the next example we show how the routing algorithm works in the LBT of Figure 1 .
Example 3. Suppose that a message M has to be sent from the node N s with ID = 1000 to the node N t having ID = 10010 in the LBT of Figure 1 . First, N s compares its ID with the ID of the message target, and detects that their first three values coincide; since length(ID(N s )) = 4 (i.e., ID(N s ) is not a prefix of ID(N t )), N s delivers the message to its parent, say N p . At this point, since N p is not the target node of the message, the routing algorithm is re-executed in the node N p . Thus, the comparison between the ID of N p and the ID of N t is performed. This time, since ID(N p ) is a prefix of ID(N t ), and the first bit of ID(N t ) following the prefix ID(N p ) is 1, the message is delivered to the right child node of N p , having ID = 1001 . Let denote this node by N r . As before, ID(N r ) is a prefix of ID(N t ) too. But, at this step, the first bit of ID(N t ) following this prefix is 1, so that the message is delivered to the left child of N r , which is the target node. 
Node Joining
The knowledge of at least one IP of a peer belonging to the system is necessary for a new peer N joining the system.
1 Let S be a node known by N .
First, N initializes ID(N ) to the value of ID(S).
Then N , starting from S, proceeds downward in the tree until a non-full node L is reached. In particular, from a given intermediate full node I, the route goes to the child node having the lowest depth (see the definition given in Section 3.1). Clearly, in case of parity, a random choice is done. Each step toward a left (resp., right) child, appends the value 0 (resp., 1) to the sequence ID(N ). When a non-full node L is reached, N becomes the child of L, by randomly selecting among the empty positions.
It appears clear that in order to implement the above algorithm the information about its depth has to be store in each peer . As a consequence, such an information has to be updated after a node insertion in LBT (beside, clearly, the connectivity information described in Section 3.1 -this involves only the inserted node).
In particular, assumed the depth of the new node N is updated to the value 0, the algorithm proceeds recursively in the following fashion. Each node whose depth is updated (including N ), send to the parent node the value of its new depth increased by 1. In addition, each node updates its depth with the received value (from a child node) only if such a value is greater than the old depth. Observe that the above algorithm requires at most log n time, where n is the number of nodes in LBT. However, it is easy to see that the amortized cost is O(1) (indeed, the logarithmic cost is produced only in case the insertion enforces the addition of a new level to the tree).
The above greedy criterion tries to maintain the tree as balanced as possible. Observe that, the same criterion has to be applied at the beginning stage, i.e., when the starting peer S is selected by the joining peer among the known peers. In particular, a peer with minimum ID length is chosen.
In Section 5 we will show by simulation that the greedy approach appears very satisfactory.
It is easy to verify that the overall worst-case complexity of the join of a node is O(log n), where n is the number of nodes in the system.
Observe that the node joining algorithm here illustrated, guarantees the Invariant introduced in Section 3.2. Moreover, the approach used for contrasting loss of balance, has not to compromise the Invariant, so that AVL trees cannot be employed.
An example of node joining to the LBT of Figure 1 is next reported.
Example 4.
Suppose that the new node N obtains the IP of the node with ID = 10 as an "entry point". Following the greedy criterion, N traverses the tree through the path 1010 , leading to the node 1010 (observe that the last node is chosen in randomly, solving, in this way, the ambiguity generated by the greedy criterion). N becomes the left child of the last node and, therefore, its ID results 10100 . 
Node Leaving
A node N may leave the system. Node failure is a different matter because it causes loss of information inside the system (this issue will be treated in the next section).
It is easy to see that node leaving, thanks to message passing, can be faced by a simple algorithm of node deletion in a binary tree.
In particular, the leaving node is replaced by the child with maximum depth (according to the greedy criterion), inducing a new (virtual) deletion of such a node. This deletion, recursively, is treated as above, until a leaf is reached. Also this algorithm is logarithmic in the number of nodes of the tree.
Clearly, depth of the involved nodes has to be updated. Observe that, before leaving, the node send to its parent all information related to its key responsibility. This way, the parent node becomes responsible of every key the node were responsible of.
It is easy to verify that the node leaving algorithm preserves the Invariant introduced in Section 3.2.
The following example describes the leaving of the root of the LBT reported in Figure 1 . Remark. It is worth noting that the above mechanism implements an intrinsic measuring of information aging: if founding the node responsible of a key k requires too many steps, then, probably the searched node is old and, thus, maintains old information (potentially not valid anymore). On the basis of the above observation, it is thus possible to arrange some optimization technique for which the search halts after a suitable number of steps toward the root. 2
Node Failure
The failure of one or more nodes is an event that endangers the structure of the system and causes the loss of information stored in the failing nodes. The rapidity in detecting such an event becomes a crucial issue for guaranteeing the system consistence. Indeed in case of simultaneous failure of adjacent nodes, the actions to perform become dramatically more complex. Thus, the detection should be completed before the failure of other (possibly adjacent) nodes occurs. In many systems, in order to detect node failure each node periodically sends control messages to other nodes, so that the prolonged absence of a control message from a node detects its failure [12] . It happens that a node is responsible of failure detection of a set of other nodes. The drawback of this technique is the overhead traffic.
One could think to use routing traffic as a control information. Indeed, incoming routing messages can be used as alive announcements for free. This optimization is always applicable. However it is not effective if, for a given node N , the expected time between two successive messages coming from a given node is large. This is the case of routing based on a one-to-many delivering strategy (like [14] ).
On the contrary, our routing is based on the communication of each node with only its adjacent nodes. In other words, the communication layer implements a network with many separate "strong components" in place of many large overlapping ones. This allows us to adopt effectively the above optimization.
Control messages are anyway adopted when the failure of a node is suspected. Also here communication occurs only among adjacent nodes in the tree.
Once the failure of a node is detected, it is treated as a node leaving as described in Section 3.5. Of course, the information stored in the failed node is lost.
The TLS Service
In this section we describe the TLS service and give a probabilistic traffic analysis to theoretically prove the scalability of our system.
We start by analyzing how the total traffic, required for implementing routing in the model so far described, is distributed among nodes of the tree. Indeed, the suspect is that the hierarchical topology of the logical network may induce congestion problems involving nodes belonging to levels close to the root. Even though our goal is to have load biasing, we have to prevent node congestion.
This problem can be formally studied assuming both (1) uniform distribution messages among peers and (2) LBT full. For an LBT balanced but not full (the actual case, in general), the obtained results are asymptotically verified.
The next theorem gives the traffic probability of a LBT node. It results that such a probability depends only on the level of the node and decreases as the level increases.
Theorem 1.
Let k be the number of levels of a LBT. Moreover, let I be a node belonging to the level i, where 0 ≤ i ≤ k −2. Then, the probability that a routing message involves I is:
Proof (Sketch). First, observe that I is not a leaf node since i ≤ k − 2 and that (1) the system consists of 2 k − 1 peers and (2) 2 k−i−1 is the number of nodes descendent from I. The probability is computed by the fraction between the traffic involving I and the total traffic of the system. The traffic crossing I (represented by the numerator) consists of 3 components:
2 is the traffic between a nodes belonging to the left sub-tree having I as a root and a nodes belonging to the right one. 2. 2(2 k−i−1 ) takes into account the traffic between I and a node descending from I . 
) models the traffic between a node descendent by I, plus I, and a remaining node of the system. Finally, the denominator represents the number of possible messages between any pair of peers.
The above theorem makes evident a serious drawback of the tout-court treebased approach. Indeed, it can be verified that for small i (i.e., for nodes close to the root), the value of P i is considerably higher than lower nodes. Not surprisingly, the value of P i (after a slight increase from i = 0 to i = 1 due to the absence for the root of traffic incoming from higher levels), decreases exponentially as i increases. Observe that P i represents the fraction of traffic involving a node belonging to level i. Thus, the high concentration of probability in the highest levels, is not tolerable. This suggests us how to implement the tree-model in order to make TLS effective.
So far, we have assigned to each node of the LBT a peer of the system. Now we cut the head of the tree, by assigning to real peers only nodes below a given level, say p. p is not constant, but depends on the number of nodes in the system. This way we do not have a single LBT but a forest consisting of 2
LBTs, built on the shape of the original LBT. We call this data structure LBTforest. Observe that the hash indexing as well as peer encoding are global and corresponding to those defined in the original LBT. Figure 5 shows an example of LBT-forest. The black line connects the roots for denoting the cluster including them.
For increasing robustness we connect each other all the roots of these LBTs (producing a peer cluster). Observe that the routing algorithm described in Section 3.3 is preserved, modulo a slight change regarding the portion of the routes above the root cluster. Easily, once a route has reached a root of the forest, it can be trivially computed the other root of the forest involved in the complete route (the LBT one), so that the message is sent directly to this root, thanks to the presence of the cluster, where each root is aware of the addresses of all the other roots. Clearly, both node joining, leaving and failure defined for LBT can be applied to TLS with no change.
What about p (i.e., the depth of the cut)? p has to be enough large to having low root congestion, but enough small to avoid space overhead in the peers. In addition p must be such that asymptotic costs of LBT operations remains O(log n). In particular, in order to keep the connectivity storage space in each peer to O(log n), we require that p = O(loglog n c ), where c is a constant. The next theorem allows us to set the value of p to just log log n 2 . We use the above uniform distribution assumption of messages among peers. Theorem 2. Let R be a root of a LBT-forest obtained from a LBT with k levels by cutting the p − 1 highest ones. Then, the probability that a routing message involves R is:
Proof (Sketch). The forest consists of 2 p−1 tree, and each tree contains (2 k−p+1 − 1) peers. The probability that R is involved in a routing message is computed as the fraction between the traffic involving R and the total traffic of the system. Moreover, the former can be traffic internal to the tree itself or cross traffic, i.e. traffic between two different trees. The numerator of the ratio consists of (1) the contribution of the traffic going from the tree, which R is the root of, toward any other node (among the 2 p−1 − 1 trees), plus (2) the internal traffic crossing the two sub-trees of R. The denominator represents the number of possible messages between any pair of peers. The estimation probability is an upper bound of the real probability and is computed by suitably neglecting some small contributions of the formula.
By setting p = log log n 2 , it results that P R = 2 log n . Thus, the traffic fraction involving roots decreases as the number of peers increases in a heuristically acceptable measure.
The above solution implements a non uniform distribution of routing traffic by loading higher nodes more than lower ones in the LBT-forest. In this sense, TLS adopts a hybrid model (neither pure P2P nor super-peer based), where a sort of evolutionary selection in the peer population promotes the most stable peers (thus, belonging to high levels) as peers with the highest traffic load. This captures real-life environments like Web services, where stability is always associated to high bandwidth capacity.
As a further remark, we observe that the TLS model allows the dynamic change of the parameter p with no extra asymptotic cost. First, the system allows us to know an estimate of n by consulting the root depths of the LBTforest, necessary for setting p. However, observe that the sensitivity of p w.r.t. changes of n is very low (recall that p =log log n 2 ). Anyway, the increase (resp. decrease) of p can be easily implemented with O(log n) cost. Indeed, the increase is implemented simply by updating links of the new roots (in order to make the new cluster and to release parent nodes from the routing task) whereas the decrease is implemented by resuming parent nodes still alive and by producing a virtual failure of parent nodes not alive anymore. Another nice feature of TLS is that it supports broadcasting in O(log n) time by exploiting the tree structure. We stress that the above traffic load biasing concerns only the routing traffic, that is dramatically smaller than the traffic involving centralized (even hierarchical) services commonly called super-peers, which are widely successfully used. Moreover, we observe that in a practical implementation of our approach a number of optimizations can be adopted, such as:
-Increasing the number of forests by setting p to higher values. In general, for p =log log n c , where c is a positive integer constant, we have a probability that a routing message involves a root P R = 4 c log n . Thus, with only an overhead in terms of the exact cost (no overhead in terms of asymptotic cost is generated) of updating p (as well as the space required by each root for implementing the cluster in the top of the forest), we can set c to a suitable value depending on QoS requirements and performances of root nodes. -A peer P may in each instant ask to one of its children to (partially) bypass routing in such a way that the traffic involving P is reduced. The price of this is storing in the child node the IPs of nodes which messages have to be forwarded to. -Caching, similar to that employed in DNS, can be enabled.
-The shape of the top of the forest may differ from that considered in the probabilistic framework. In particular, it can be adapted to the actual traffic involving roots and to their capabilities, by going down (and thus splitting the job of a root) in case of congestion problems.
Simulation
In this section we perform a number of experiments by simulation with the purpose of analyzing both (1) LBT balancing, (2) joins and leaves control traffic and (3) routing performance. In the experiments n varies from 10 3 to 10 6 . We consider a single LBT initially empty. Then we populate the LBT by performing n insertions and we simulate the dynamics of the system by executing n operations randomly chosen between insertion and deletion. Each operation involves a randomly chosen peer.
(1) In Figure 6 a graph displaying the number of levels versus n is reported. Experiments show that the greedy criterion used for node insertion/deletion allows us to evaluate costs of operation as in case of balanced LBT.
(2) In Figure 7 we display the average cost of insertion and deletion of a peer. As remarked earlier, being the depth management amortized cost O(1), this operation has no impact on the overall cost displayed in figure. The behavior, as studied analytically, is logarithmic in the number of peers. Figure 7 the number of hops versus number of peers is reported. This experiments measures the behavior of our routing protocol, confirming the result that message routing follows a logarithmic law in the number of peers.
Conclusion and Future Work
In this paper we have shown that renouncing to pure centralized lookup services may give sensible benefits in terms of joining/leaving efficiency without compromising other essential properties. This is done by distributing routing load in a non uniform way, consistent with a hierchical organization of peers. Both theoretical and experimental results validate our proposal. As a future work we plan to perform and test some optimization techniques, analyzing security problems and improve the current prototype. 
