Introduction
In recent years, Artificial Intelligence (AI) techniques based on machine learning have attracted increasing attention for time series prediction (Hastie et al., 2009) . Statistical learning methods can be divided into five categories: fuzzy time series, decision tree techniques, Artificial Neural Networks (ANNs) and support vector machines (SVMs).
The SVM technique was first developed for classification and pattern recognition (Burges, 1988) . This idea has been extended to regression by using the support vectors for local approximation, allowing for nonlinear regression estimation in the form of Support Vector Regressions (SVRs).
SVRs have been widely used for forecasting purposes in finance Cao, 2001, 2002; Kim, 2003; Cao, 2003; Pai and Lin, 2005a; Huang, Nakamori and Wang, 2005; Chen, Shih and Wu, 2006, Radovi , Stankovi and Stankovi , 2015) and other fields (Sansom, Downs and Saha, 2003; Wu, Ho and Lee, 2004; Lin, 2005b, Guajardo, Weber and Miranda, 2006; Pai and Hong, 2007; Guo et al., 2008; Wu, 2009; Elattar, Goulermas and Wu, 2010; Hong, 2011; Zhang et al., 2012; Sujjaviriyasup and Pitiruek, 2014) . Nevertheless, very few attempts have been made for tourism demand forecasting (Chen and Wang, 2007; Hong et al., 2011; Wu, Law and Xu, 2012) .
The main aim of this study is to cover this deficit and to compare the forecasting accuracy of SVRs to that of several ANNs. In order to do so we focus on international tourism demand to all seventeen regions of Spain. We use different forecasting horizons and different lengths of the input context, introducing a varying number of previous observations. In addition we try different topologies of each forecasting algorithm. This thorough comparison allows us to shed some light on the most accurate technique to forecast tourism demand.
Spain is the third most important destination of the world after France and the United
States. Spain received 60 million tourist arrivals in 2013. By region, the Canary Islands, Catalonia and Andalusia were the autonomous communities that recorded a greater increase in the number of visitors, with increases above 10%. The constant growth of the tourism industry in Spain highlights the importance of correctly anticipating tourism demand.
The study proceeds as follows. The next section reviews the literature on tourism demand forecasting with statistical learning techniques. In section 3, the different forecasting methods are presented. Data is analyzed in the following section. In section 4, the experimental settings are described. In the fifth section, results of the out-ofsample forecasting competition are discussed. Finally, the last section provides a summary of the implications and potential lines for future research.
Literature review
A growing body of literature has focused on tourism demand forecasting, but most research efforts apply conventional forecasting methods, either casual econometric models (Cortés-Jiménez and Blake, 2011; Page, Song and Wu, 2012; Tsui et al., 2014) or time series models (Claveria and Datzira, 2010; Assaf, Barros and Gil-Alana, 2011; Gounopoulos et al., 2012) . See Li, Song and Witt (2005) and Song and Li (2008) for a thorough review of tourism demand forecasting studies.
Nevertheless, the need for more accurate forecasts has led to an increasing use of statistical learning techniques to obtain more refined predictions of tourist arrivals at the destination level. Yu and Schwartz (2006) and Tsaur and Kuo (2011) use fuzzy time series models in predicting tourism demand in Taiwan. Goh, Law and Mok (2008) apply a rough sets algorithm to forecast U.S. and U.K. tourism demand for Hong Kong.
The SVM technique was originally introduced as a classification method following the idea of using support vectors to represent the class boundaries in the classification problem (Cristianini and Shawhe-Taylor, 2000) . Xu, Law and Wu (2009) use SVMs to improve tourist expenditure classification for visitors to Hong Kong. The original idea has recently been extended to regression analysis by using support vectors as points in a local approximation by means of a Euclidean plane.
SVMs are a statistical learning technique which is less prone to overfitting than other algorithms. Overfitting is related to the fact that a priori the number of parameters needed for the solving of the problem with a certain structure is unknown. With ANNs this is solved by using regularization or cross-validation techniques. In the case of SVMs, the problem of overfitting the training data is tackled by using a theoretical tool developed by Vapnik et al. (1998) based on the structural risk minimization principle, which seeks to minimize an upper bound of the generalization error, as opposed to ANNs, which minimize the empirical error implemented, and indirectly controls the overfitting either by regularization or cross-validation. The idea behind the structural risk minimization lies in introducing restrictions in the smoothness of the input-output functions, so as to avoid fitting the noise or the peculiarities of the data. Thus, SVMs achieve an optimum structure by striking the right balance between the empirical error and the degrees of freedom of the approximation function.
SVMs are first applied to tourism demand forecasting by Pai and Hong (2005) , Pai et al. (2006) and Hong (2006) , who use a SVM models to forecast tourist arrivals to Barbados, obtaining better forecasting results that with ANNs. Velásquez et al. (2010) also obtain better forecasts with SVMs than with MLP and ARIMA models for different five series, including monthly totals of international airline passengers (Box and Jenkins, 1970) .
The introduction of the Vapnik's insensitive loss function together with the use of genetic algorithms (GAs) for parameter selection have recently led to increased use of SVRs (Bao, Xiong and Hu, 2014) . The GA is a technique for determining parameters in optimization problems. In this case GAs are used to adjust the hyperparameters controlling the estimation of the weights in SVRs. Chen and Wang (2007) incorporate a genetic algorithm in a SVR and compare it to Back Propagation NN and ARIMA models to predict quarterly tourist arrivals to China, finding evidence in favour of SVRs. Hong et al. (2011) compare a SVR with a chaotic algorithm to forecast tourist arrivals to Barbados, and obtain more accurate forecasts than with ARIMA models.
Chen (2011) combines linear and nonlinear models to forecast Taiwanese outbound tourism demand, obtaining the best forecasting accuracy with SVR combination models. Wu, Law and Xu (2012) use a sparse Gaussian process regression (GPR) model to predict tourism demand to Hong Kong and find that its forecasting capability outperforms those of the ARMA and SVM models. Note that GPR and SVR are related by the fact that they are based on the idea of using a kernel for modelling similarities between the training points.
With respect to ANNs, many different models have been developed since the 1980s.
In feed-forward networks the information runs only in one direction, while in recurrent networks there are bidirectional data flows. The most widely used feed-forward topology in tourism demand forecasting is the multi-layer perceptron (MLP) network (Pattie and Snyder, 1996; Uysal and El Roubi, 1999; Law, 1998 Law, , 2000 Law, , 2001 Au, 1999, Burger et al., 2001; Tsaur et al., 2002; Kon and Turner, 2005; Palmer, Montaño and Sesé, 2006; Padhi and Aggarwal, 2011; Lin, Chen, and Lee, 2011; Teixeira and Fernandes, 2014; Molinet et al., 2015) .
A special class of multi-layer feed-forward architecture with two layers of processing is the radial basis function (RBF) network. The first attempt to use RBF ANNs in tourism demand forecasting is that of Cang (2013) , who generates RBF, MLP and SVM forecasts of UK inbound tourist arrivals and combines them in non-linear models. Çuhadar, Cogurcu and Kukrer (2014) compare the forecasting accuracy of RBF networks to that of MLP ANNs to predict cruise tourist demand to Izmir (Turkey).
Recurrent networks such as Elman ANNs allow for temporal feedback connections from outer layers to lower layers of neurons. Teixeira and Fernandes (2012) compare the forecasting performance of feed-forward, cascade-forward and recurrent networks to predict tourism demand to Portugal, not finding significant differences between the different architectures. As opposed to Cho (2003) , Torra (2014, 2016) find that RBF networks outperform MLP and Elman architectures. Spain by means of a multivariate exponential smoothing. Datzira (2009, 2010) use consumer expectations derived from tendency surveys to forecast tourism demand in Catalonia. Guizzardi and Stacchini (2015) also make use of business sentiment indicators form tendency surveys for real-time forecasting of hotel arrivals at a regional level, improving the forecasting accuracy of structural time series models.
The first attempt to use statistical learning process for tourism demand forecasting in Spain is that of Palmer, Montaño and Sesé (2006) , who design a MLP neural network to forecast tourism expenditure in the Balearic Islands. More recently, Molinet et al. (2015) propose using different periodicities as input variables in ANN models for tourism demand forecasting, obtaining more precise forecasts. Claveria, Monte and Torra (2016) design a multiple-input multiple-output neural network framework to forecast tourism demand in Catalonia.
Forecasting models

Support Vector Regression
The SVR mechanism can be regarded as an extension of SVMs. The original SVM algorithm was developed by Vapnik (1995) and Cortes and Vapnik (1995) . For a comprehensive introduction see Cristianini and Shawhe-Taylor (2000) . From the implementation point of view, training SVMs is equivalent to solving a linearly constrained quadratic programming with the number of variables twice as that of the training data points. The sequential minimal optimization algorithm proposed by Schölkopf and Smola (2002) is reported to be very effective in training SVMs for solving the regression problem. Drucker et al. (1997) proposed a version of SVMs to solve a regression problem, which has been since referred to as SVR. The idea behind the technique of SVR is to define an approximation of the regression function within a 'tube' of radius or margin by means of a set of support vectors that belong to the training data set. By using a selected subset of the training data, a local approximation of the regression function is achieved by means of the 'tube' generated by the set of support vectors. This means that by using a selected subset of the training data, we produce a local approximation of the regression function that guarantees the performance on unseen data. This is known as the generalization performance.
In order to be able to control the generalization performance, SVR formulation follows the principle of structural risk minimization, which consists in minimizing an upper bound of the generalization error rather than the prediction error on the training set (referred to as empirical risk minimization). This is done by introducing restrictions on the structure or curvature of the set of functions over which the estimation is done. This can be achieved by limiting the flexibility of the set of functions used as building blocks of the approximation system. Detailed descriptions of SVR can be found in Vapnik (1995) , Vapnik et al. (1997) and Schölkopf and Smola (2002) .
In this study we use three different methods for the estimation of the regression by means of SVR. These methods differ by the kernel, which is the function that gives a measure of similarity between points in the feature space. We use a linear kernel, a polynomial kernel and a Gaussian RBF kernel. We do not use a sigmoid as a nonlinear function in order to define the kernel, because sigmoid-based based kernels are not positive semi definite and therefore the optimization problem might not be convex.
In the design of the SVR there is a trade-off of between the radius or margin of the tube and the number of support vectors. This dichotomy between the sparseness of the representation and closeness to the data is captured by . On the one hand, if the selected value of the margin is too low, most of the vectors of the training database will be support vectors and the resulting regression function would follow the noisy patterns of the training data set. On the other hand, if the selected radius is too large, there would be a small number of support vectors and the result would be a smooth regression function that is not capable of extracting the underlying shape of the inputoutput relationship to be estimated. In practice this is solved by using a validation database different from the training database and also representative of the input-output relationship. This procedure gives SVRs a greater potential to generalize the inputoutput relationship learnt during the training phase to refine forecasts for new input data. 
where is a weight vector and b is a constant which relates to the offset of the function. The parameters are estimated by minimizing a cost function that takes into account both, the empirical error and the structural error. The structural error penalizes an excessive flexibility of the approximated function In the regularized risk function ( The regularized constant C calculates the penalty when an error occurs, by determining the trade-off between the empirical risk and the regularization term, which represents the ability of prediction for regression. Raising the value of C increases the significance of the empirical risk relative to the regularization term. The penalty is acceptable only if the fitting error is larger than . The -insensitive loss function is employed to stabilize estimation. In other words, the -insensitive loss function can reduce the noise. Thus can be viewed as a tube size equivalent to the approximation accuracy in training data. In the empirical analysis, C and are the hyparameters to be selected. The selection is done by means of cross-validation on the validation set.
The above formulation assumes that we are able to fit all the points within the tube of radius epsilon. In order to allow outliers, we introduce the positive variables t and Based on the KTT conditions of quadratic programming, only a certain number of coefficients in (5) will assume non-zero values (Hanson, 1999) . This set of training points defines the support vectors of the regression. Therefore support vectors have approximation errors equal to or larger than and lie on or outside the bound of the decision function. 
. One of the advantages of using the kernel function is that one can deal with feature spaces of arbitrary dimensionality without having to compute the map x explicitly. Any function satisfying Mercer's condition (Vapnik, 1995) can be used as the kernel function.
Some of the most used kernel functions are the linear (7), the polynomial (8) and the Gaussian Kernel (9) respectively:
where 1 a and 2 a are constants; h is the degree of the polynomial kernel; and 2 is the bandwidth of the Gaussian RBF kernel. If the value of is very large, function (9) approximates the use of a linear kernel, which can be regarded as a polynomial with an order of one.
Note that the function of the kernel is to compute a similarity measure between two vectors. In particular, the linear kernel consists of the dot product between two elements plus an offset, and thus the similarity measure between vectors comes from the geometrical properties of the dot. The polynomial kernel consists of a linear kernel plus an offset raised to the power h , which is selected either by performance or by the prior knowledge of the problem. Finally, the Gaussian kernel consists of the exponential of the difference between the feature vectors, scaled by a constant factor, common to all the elements of the kernel matrix.
In spite of the difficulty of determining the type of kernel functions for specific data patterns (Amari and Wu, 1999) , the Gaussian RBF kernel is easier to implement and capable to non-linearly map the training data into an infinite dimensional space, and thus specially suitable to deal with non-linear data sets.
Artificial Neural Networks
ANNs emulate the processing of human neurological system to identify related spatial and temporal patterns from historical data. ANNs learn from experience and are able to capture functional relationships among the data when the underlying process is unknown. The data generating process of tourist arrivals is too complex to be specified by a single linear algorithm, which explains the great interest that ANNs have aroused for tourism demand forecasting. A complete summary on the use of ANNs with forecasting purposes can be found in Zhang, Putuwo and Hu (1998) .
As opposed to the traditional model-based methods, ANNs do not depend on a set of a priori assumptions, so to obtain a reliable network the parameters of the model are iteratively estimated by means of different algorithms. Most of the algorithms used in training artificial neural networks employ some form of gradient descent. One of the most commonly used algorithms is the back-propagation (Haviluddin and Rayner, 2014 ).
The main learning paradigms are supervised learning and non-supervised learning. In supervised learning weights are adjusted to approximate the network output to a target value for each pattern of entry, while in non-supervised learning the subjacent structure of data patterns is explored so as to organize such patterns according to their distances.
The combination of both learning methods implies that part of the weights is determined by a supervised process while the rest are determined by non-supervised learning. This is known as hybrid learning. An example of hybrid model is the RBF network.
RBF networks consist of a linear combination of radial basis functions centred at a set of centroids with a given spread that controls the volume of the input space represented by a neuron (Bishop, 1995) . RBF ANNs typically include three layers: an input layer; a hidden layer, which consists of a set of neurons, each of them computing a symmetric radial function; and an output layer that consists of a set of neurons, one for each given output, linearly combining the outputs of the hidden layer. The input can be modelled as a feature vector of real numbers, and the hidden layer is formed by a set of radial functions centred each at a centroid j . The output of the network is a scalar function of the output vector of the hidden layer.
ANNs can also be classified into feed-forward networks and recurrent networks depending on the connecting patterns of the different layers of neurons. In feed-forward networks the information runs only in one direction, whilst in recurrent networks there are feedback connections from outer layers of neurons to lower layers of neurons. Feedforward networks were the first ANNs devised. The MLP network is the most widely used feed-forward topology in tourism demand forecasting. Where t y is the output vector of the network at time t . For the case of the input, the notation changes slightly with respect to the notation of the SVR. Given a vector t x , its components will be the values of the last ' p ' samples, therefore i t x is the input value at time i t , where i stands for the memory (the number of lags that are used to introduce the context of the actual observation.). We denote q as the number of neurons in the hidden layer; g is the nonlinear function of the neurons in the hidden layer, and j are the weights connecting the output of the neuron j at the hidden layer with the output neuron. In the MLP specification (10), ij w stand for the weights of neuron j connecting the input with the hidden layer. In the RBF specification (11), j g is the activation function, which usually has a Gaussian shape; j is the centroid vector for neuron j ; and the spread j is a scalar that measures the width over the input space of the Gaussian function and it can be defined as the area of influence of neuron j in the space of the inputs.
Once the topology of the neural network (i.e. the number of layers, etc.) is specified, the parameters of the network can be estimated by means of different algorithms, which are either based on gradient search, line search or quasi Newton search. A summary of the different algorithms can be found in Bishop (1995) . In order to assure a correct performance of RBF ANNs, the number of centroids and the spread of each centroid have to be selected before the training phase. There are different methods for the estimation of the number of centroids and the spread of the network. In this study the hyperparameters are determined by cross-validation. A complete summary can be found in Haykin (1999) .
Experimental settings
In this study we follow an iterated multi-step-ahead time series prediction strategy. We divide the collected data into three sets: training, validation and test. The validation set is used to determine the optimal stopping time for the training, and the test set is used to estimate the performance of the network on unseen data (Bishop, 1995; Ripley, 1996) .
The partition between train and test sets is done sequentially: as the prediction advances, When the number of possible values that the hyperparameters can take is limited, the exhaustive enumeration method is much more efficient than the use of a GA. GAs require a population and a number of generations of reasonable size. In our case, given the size of the problem, and in order to reduce the computational load, we use the exhaustive enumeration method after an exploratory data analysis to determine a rough interval for values of the hyperparameters.
For the training of the linear kernel, the only hyperparameter to adjust is C , which controls the soft margin of the regressor. We explore values ranging from 0.1 to 2, with steps of 0.1. The optimal value is determined by the performance of the validation database. Note that the extreme of the range is selected so that the best value lies inside the margin. to be inverted for the estimation of the weights that connect the hidden with the output units. In preliminary study, we determined that a more accurate estimation of the regularization parameter from the validation dataset did not give improved performance.
Another aspect to be taken into account is the fact that the training is done by iteratively estimating the value of the parameters by local improvements of the cost function. To avoid the possibility that the search for the optimum value of the parameters finishes in a local minimum, we use a multi-starting technique that initializes the neural networks several times for different initial random values, trains the network and chooses the one with the best result on a validation database.
The number of neurons in the hidden layer ranges from 5 to 30 for all the neural networks. Note that the complexity of the search space is low, so we chose an enumeration strategy which finds the best combination. The specific values of these parameters depend on the forecasting horizon and the algorithm. As the forecasting horizon increases, the number of neurons required in the hidden layer raises and varies between 10 and 20.
To assure a correct performance of RBF networks, the number of centroids and the spread of each centroid have to be selected before the training phase. In this study the training is done by adding the centroids iteratively with the spread parameter fixed.
Then a regularized linear regression is estimated to compute the connections between the hidden and the output layers. Finally, the performance of the network is assessed on the validation data set. This process is repeated until the performance on the validation database ceases to decrease.
In the case of the RBF, the spread of each radial basis is determined by the performance of the network on the validation database. The hyperparameter sigma is selected before determining the topology of the network and is tuned outside the training phase. The optimal value depends on the Euclidean distance that is computed inside each neuron. The margin for the spread in the case of the radial basis varies from 0.1 to 2 with increments of 0.2 depending on the experiment, and are also dependent on the horizon of the forecast, possibly due to the uncertainty that arises when the forecast horizon increases to 6 months. All models are implemented using Python.
Data
Data on international tourist arrivals to Spain at a regional level are provided by the Spanish Statistical Office (National Statistics Institute -INE -www.ine.es). Data include the monthly number of tourists arriving to each region (Autonomous Community) over the time period 1999:01 to 2014:03. Table 1 shows a descriptive analysis of the data. Figure 1a) . In Figures1a and 1b we show the evolution of tourist arrivals in each Spanish region from 1999 to 2014. All regions except the Canary Islands display a strong seasonal pattern.
When analyzing the distribution of the frequency of tourist arrivals to Spanish regions (Table 2) , we observe that the main three destinations (Catalonia, the Balearic islands and Andalusia) account for more than half (59%) of the total number of tourist arrivals to Spain. The first six destinations account for almost 90% of the total number of tourist arrivals, which shows that tourism demand is highly concentrated in very few regions. 
Empirical results
We carry out an out-of-sample forecasting competition between three different SVR models (linear, polynomial and Gaussian) and two ANN architectures (MLP and RBF).
To summarize the results and rank the methods according to their forecasting performance for different forecast horizons (1, 2, 3, 6 and 12 months), we compute the Mean Absolute Percentage Error (MAPE) statistic for forecast accuracy (Tables 3a and   3b ).
When comparing the forecasting performance of the different models, we find that in most cases the SVR with a Gaussian RBF kernel (SVR_3) In general, we obtain the lowest MAPE values for longer forecasting horizons (6 and 12 months). These results confirm previous research by Teräsvirta et al. (2005) , who obtain more accurate forecasts with ANN models at long forecast horizons, and are indicative that SVRs and ANNs are particularly suitable for medium and long term forecasting. In Figure 2 we graph the evolution of the mean of the MAPE statistic for all models and regions for the different forecasting horizons. It can be seen how the overall forecasting performance improves for longer forecast horizons. When analyzing the results by regions, we obtain the highest MAPE values for the Balearic Islands. This result can somehow be explained by the high levels of dispersion in tourist arrivals to the Balearic Islands (Table 1a) . Nevertheless, when increasing the memory values, we find a higher relative improvement in the Balearic islands than in the rest of the regions for all models. This result indicates that the number of previous observations used for concatenation has a different effect on the forecasting performance for different regions. The best forecasting results are usually obtained in Andalucia, Castilla La Mancha, Extremadura and Murcia. In order to attain a more comprehensive forecasting evaluation, we also compute the percentage of Periods with Lower Absolute Error (PLAE) statistic proposed by Claveria, Monte and Torra (2016) . The PLAE is a dimensionless measure based on the CJ statistic for testing market efficiency (Cowles and Jones, 1937) . This accuracy measure allows us to compare the forecasting performance between two competing models (Table 4a and 4b).
The statistic consists on a ratio that calculates the proportion of periods in which the model under evaluation obtains a lower absolute forecasting error than the benchmark model. In this study we use the no-change model as a benchmark. Tables 5a and 5b and Tables 6a and 6b. When the forecasts are obtained incorporating additional lags of the time series (Table 5a , 5b, 6a and 6b), we obtain better forecasting results in most cases. Unlike Claveria, Monte and Torra (2014), who did not obtained significant differences when additional lags are incorporated in the feature vector, we find that increasing the dimensionality of the input may help improve the forecast accuracy of SVRs and ANNs.
The reason for this discrepancy can be due to the length of the time series used in the analysis, as longer time series favour the learning process of the models. The PLAE with regard to the no-change model (Table 4a and 4b and Table 6a and 6b), shows that the SVR_3 and ANN_1 are the models that outperform the no-change model in most cases for 2, 3 and 6 months-ahead forecasts. There is ample evidence in the literature that the no-change model generates more accurate one-period-ahead predictions than other more sophisticated models (Witt, Witt and Wilson, 1994) . The only exceptions are the Canary Islands and the Community of Madrid, where no model outperforms the no-change model. This result can be explained by the fact that they are the only regions that do not show strong seasonal patterns.
These results confirm previous research by Hong (2006) and Chen and Wang (2007) , who obtain better forecasting results with SVMs and SVRs than with ANNs for tourist arrivals to Barbados and China respectively. Velásquez et al. (2010) also obtain better predictions with SVMs than with MLP ANNs. Nevertheless, not all SVRs show the same performance. While SVRs with a Gaussian RBF kernel outperform ANNs in most cases, MLP ANNs outperform both SVRs with linear and polynomial kernels.
The fact that the Gaussian RBF kernel is easier to implement and especially suitable for non-linear data sets, suggests the potential of SVRs for non-linear time series
forecasting. These results also show the importance of properly selecting the kind of kernel function.
Summary and Conclusions
As When analyzing the differences between regions, we obtain the best forecasting results in Castilla La Mancha. On the other hand, the Balearic Islands display the highest forecasting errors. This result can partly be explained by the fact that tourist arrivals to the Balearic Islands show high levels of dispersion.
Regarding the forecasting horizons, we obtain the best results for six and twelve months ahead forecasts, suggesting the suitability of SVRs and ANNs for mid and long term forecasting.
When repeating the experiment for topologies with a higher number of lags, we find that MLP ANNs relatively improve their forecasting performance. Apart from this result, we find no major differences in the forecasting accuracy when additional lags are incorporated in the feature vector. The fact that increasing the dimensionality of the input does not have a significant effect on forecast accuracy is indicative that the increase in the weight matrix is not compensated by the more complex specification, leading to overparametrization.
This study contributes to the forecasting literature and to the tourism industry by highlighting the suitability of applying SVR with Gaussian RBF kernels for estimating future demand. The comparison of this novel statistical learning method to alternative artificial intelligence techniques such as the Gaussian process regression is a question to be addressed in further research. Another question to be considered is whether the combination of the forecasts of different statistical learning statistical learning techniques may improve the forecasting performance of practical tourism demand forecasting.
