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SUMMARY
The use of focused electron beams in the manufacture of 
microcircuits has been explored. To establish the limitations of 
this method as a manufacturing technique, investigations have been 
made into the problems of automatic focusing, automatic registration, 
pattern generation, and high speed deflection. A complete mask 
making system has been made in order to establish and verify these 
limitations and to compare this method with other manufacturing 
techniques. The system has produced results comparable to 
conventional photo-reduction methods of mask manufacture. However, 
the added flexibility of on-line computer control has made speedy 
mask modification a possibility. The use of electron beams for 
making large arrays of sub-micron devices has also been shown to be 
potentially feasible.
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1. INTRODUCTION
Electron Cor ion) beams can be focused to a size smaller
than the wavelength of light, can be deflected by electrostatic or
magnetic fields, are selectively absorbed or reflected by different
materials and can induce a physical or chemical reaction in a
Cl 2) _target material. Among their many other uses ? these properties 
make them suitable for precision pattern generation for microcircuit 
manufacture.
To take advantage of these properties in microcircuit 
manufacture the charged particle beams have to be focused and 
deflected at high speed and to a high degree of precision under 
command of a pattern generator. This thesis investigates the factors 
involved in the use of focused charged particle beams, and relates 
these to the solution of the problems arising in the manufacture of 
electron beam mask-makers.
Originally a proposal was made to make an electron beam 
system for discretionary wiring of an MOST semiconductor store.
Metal on glass discretionary wiring masks were to be produced by an 
electron beam lithographic technique. This was one of the proposals 
put forward by a "Microelectronics Committee" formed to examine 
possible research programmes for the Mullard Research Laboratories 
(and of which the author was a member). The terms of reference of 
the committee were to "study how existing advanced requirements for 
complete circuits and important circuit functions could be met by the 
most modern and as yet experimental use of microtechnology and 
integrated circuit methods". The proposal was accepted for 
government support under the Advanced Computer Techniques Programme 
(ACTP) scheme and was started at the end of 1965. The author was 
made responsible for investigating and implementing automatic control 
of an electron beam machine suitable for discretionary wiring. This 
work was registered for a collaborative Ph.D. at the University of 
Surrey in January 1966.
At the beginning of 1967 the aims were changed. It had 
become apparent that an opto-mechanical mask generation technique 
would be adequate for the low precision masks required for 
discretionary wiring. The target aims were therefore redefined to 
take better advantage of the precision and speed afforded by the
electron beam system. The main aim was to produce a system suitable
for making all the high precision photographic masks required for
. . (3)
microcircuit manufacture . At the same time a secondary aim was
accepted, namely to work towards the eventual elimination of all
optical masks by operating directly on the semiconductor slice with
the electron beam.
The criterion for success in these aims was the creation of 
an economically viable production method for microcircuits, not just 
an interesting research laboratory production tool. This meant that 
the increasing competition of other mask-making methods necessitated 
some major changes in the control system during the course of the 
project as the system specifications were progressively tightened to 
meet foreseeable production requirements. It also meant that the 
systems research assumed greater importance than might have been the 
case if the requirements had not been so stringent.
1.1 The Microcircuit Manufacture Problem
Present-day microcircuits are made by photolithographic 
(3)methods . Contact masks are used to expose selected areas of 
photo-resist on the oxidized silicon slice. The photo-resist is 
developed, and windows, delineated by the exposed areas of photo­
resist, are opened in the oxide. The required donor or acceptor 
impurity is diffused into the silicon. The remaining oxide is 
stripped and then the slice reoxidized. The process is repeated to 
build up the p and n regions in the required manner. The final 
metallic connections are similarly defined: contact windows are
opened in the oxide and a metallic layer evaporated on to the slice; 
this is then photolithographically etched to give the desired 
conductor pattern.
For bipolar devices typically from 5 to 8 masks are 
required, for example: subepitaxial, isolation, base and emitter
diffusion; contact evaporation and interconnection. MOST devices 
require less masks, typically 4 to 6; namely: source and drain,
gate window, contact window and interconnections. (However for 
"lateral’1 bipolar transistor circuits as few as three masks are 
needed^).
All these masks have to be accurate with respect to each 
other and have to be accurately registered on the semiconductor
slice. This is one of the major problems of the manufacturing 
method.
Even for LSI (large scale integration) microcircuits, 
where the exception is the interconnection mask, most circuits are 
repetitive in structure. The current method of producing the masks 
for these is by two stage photographic reduction from a very much 
larger master which has been prepared mechanically by a "cut and 
strip" method. The photographic reduction by 10 or 20 times 
produces an intermediate mask about 50 x 50 mm in size. The second 
reduction, again by 10 to 20 times, is combined in a step-and- 
repeat operation to produce the repetitive structure of the final 
size mask.
For the LSI interconnection mask the intermediate mask is 
used directly. Its final accuracy does not have to be as good as for 
the other masks and it can be used for discretionary wiring.
A mask used for discretionary wiring is specially patterned 
for the fault distribution on a given semiconductor slice. Thus a 
separate mask is needed for each circuit, and some practical means is 
needed for producing the mask pattern from a measured ifault 
distribution on the slice. The time taken for mask production needs 
to be comparable with the time taken to test the slice for faults.
For the other masks, any one optical master can be used 
photographically to produce up to 25 sub-masters. In turn these can 
be copied a further 25 times, and each final copy used a further 5 or 
10 times.
Thus the speed of production of the master is relatively 
unimportant for mask-making, except during the design and 
modification of new microcircuits. The production of a new mask by 
"cut-and-strip" methods is very time consuming. Even a small 
modification to a mask may take at least ten days in a typical case. 
Any method of reducing this time considerably reduces development 
time and costs.
These then are the problems occurring in microcircuit 
manufacture, which can be tackled by a computer controlled 
focused electron beam machine.
1.2 The Solution by Electron Beams
Electron beams are useful in microcircuit manufacture 
because they can be finely focused, they are easily deflected and 
they can expose chemical resist materials. Thus their utility lies 
in the ability to produce the mask patterns required for microcircuits. 
The beams can be used to produce the photographic masks used in 
conventional microcircuit manufacture^ , or to delineate the 
windows by exposing an electron resist directly on the semiconductor
f£\
slice . (DOS method). Large scale integration (LSI) discretionary 
wiring masks can also be made.
The configuration of a system depends on the task that
it is specified to perform. In designing for the optimum 
configuration for a given task one must take into account all factors 
likely to affect the system performance. Often the system structure 
optimum for one specification is markedly different from a structure 
designed to fulfil some other specification which does not at first 
appear too different. In this thesis the factors affecting the 
design of electron beam systems for three different tasks in 
microcircuit manufacture are discussed, namely: a discretionary
wiring system, a mask-making system and a DOS system* The systems 
are compared in Chapter 2.
The factors affecting design for these three tasks are:
1. What deflection system is needed to achieve the precision, 
accuracy and field of view required. See Chapter 3.
2. How should the pattern data be handled and processed to 
provide the signals for the deflection system. Chapter 4.
3. How far can position and registration inaccuracies be 
compensated by automatic servo methods. Chapter 5.
4. Whether the beam can be kept focused automatically despite 
deflection defocusing or beam voltage variations. Chapter 6.
5. What sort of computer system is required to control the 
hardware. Chapter 7.
At the time that the work on using focused electron beams 
in microcircuit manufacture was started there was very little 
published prior art directly on this subject. However in the 
implementation of the various parts of the system some of the more
specific prior art was found to be relevant. Thus the work of 
other authors is discussed separately in the relevant chapters.
Chapters 3 to 7 have been arranged to cover the five main 
subject areas of the work as far as possible separately. These 
chapters describe the techniques required for solving the problems 
arising in focused beam systems. The remaining chapters are problem 
rather than technique orientated and describe the linking of the 
techniques to solve the three specific problems outlined in 
Chapter 2.
There is one link common to both the automatic positioning 
and the automatic focusing methods described in Chapters 5 and 6: 
this is the use of registration marks on the target for the electron 
beam to detect. It is therefore discussed in the next section of 
this chapter.
1.3 Registration Marks
The use of registration marks makes it possible to maintain 
a high accuracy over a large area. The beam can be repositioned and 
refocused at frequent intervals throughout the scanned area. In 
this way requirements of accuracy and stability in the. deflection 
system can be considerably relaxed. The effects of d.c. drifts, 
deflection field distortion and defocusing are minimised by pattern 
detail being drawn adjacent to a marker no longer than a few seconds 
after the beam has been positioned and focused on it.
The three main disadvantages of registration marks are: 
that some means has to be provided for laying them down in the. 
appropriate places; that some means of detecting them using the 
electron beam has to be provided; and that the areas immediately 
surrounding the markers cannot be used for patterns since as the 
beam searches for a marker, it draws a network of undesired lines.
The ability of materials to absorb or reflect electrons or 
to emit secondary electrons differs widely. This principle, which is 
also used in scanning electron microscopes, was chosen as the method 
for the detection of registration marks. Thus the marker material 
is chosen to give good contrast with the target material. In general 
the back-scatter of electrons increases with increasing atomic 
number of the target elements.
For mask-making the markers can be laid down photo- 
lithographically on the metal film covered glass slide from which 
the mask is to be made. The slide is then covered with resist.
Initially holes were etched in the metal to provide the 
markers, but it was discovered that charging up of the uncovered 
areas of glass caused wild fluctuations in the absorbed and back- 
scattered electrons. Subsequent experiments proved that small gold 
squares (100 x 100 ym) on chromium gave good contrast in the 
detected electron currents. (The gold reflects approximately twice 
as much current as the chromium).
Fears that these markers would not be detectable under 
photo-resists proved unfounded. The measured signal was found to be 
decreased by only a few percent in practice (y.5%) depending on the 
resist material and its thickness. Being organic substances, most 
resists are predominantly made from elements with a low atomic 
number and are thus relatively transparent to electrons.
For microcircuit mask-making, the use of markers is possible 
even if they are not particularly well shaped or accurately positioned. 
What is important is that the fine detail in one mask should be 
accurate relative to the corresponding detail in other masks of the 
same set, all of which are going to be used on the same slice of 
silicon. It does not matter if, say, the transistors near the edge 
of the slice are slightly displaced or slightly bigger than those at 
the centre. But it is essential, for example, that the contact 
windows of individual transistors are placed squarely on top of their 
emitters and exactly underneath their contact pads. By using the 
same photographic negative to print the marker arrays on the 
different slides which form a set, this correspondence can be 
achieved.
An extra photolithographic stage is needed to produce the 
markers initially. Yet another stage may be required on some 
occasions to remove the spurious patterning occurring in the region 
of the marker as the beam is referenced to it. For example the 
original discretionary wiring mask production scheme for the MOS 
store required the marker to be placed in the same area as the bit 
circuit. In this case the spurious patterns had to be removed.
One way of avoiding the spurious patterns would be to 
operate the electron beam at a low enough current so that the 
electron dose was insufficient to expose the resist, but so that 
there was still sufficient target signal to detect the position of 
the marker. With the polymethacrylate (perspex) resists 
experiments have indicated that this is marginally possible. But 
with a more sensitive resist the reduced time or current available 
for marker measurement without exceeding the exposure limit would 
not give sufficient accuracy. Faster resists are needed to improve 
the speed of mask-making, and in any case the automatic focusing 
methods described in Chapter 6 require many repetitive measurements 
to be taken on the markers. However in this situation it was found 
that there is an optimum bandwidth for the detection system and an 
optimum beam current. For a given exposure these give the best 
signal to noise ratio and hence the best accuracy. This can be 
shown as follows. First one can define the signal to noise ratio by
I
S/N = Is/In = Is/(al + b)B2 ...... (1.1)
This assumes that the noise current, In, is white noise limited to
bandwidth B, partly proportional to the beam current, I, with a
contribution from the inherent noise of the detector, b. Assuming
that the signal Is = cl and the allowable exposure E = elt where t 
is the time, and that the time needed for a measurement is inversely 
proportional to the bandwidth so that t = f/B one has:
1
S/N = c/(a + bef/EB)B2   (1.2)
which has an optimum where
B = bef/aE and I(opt) = b/a
giving
i  i
S/N opt = cE2/2(abef)2 (1.3)
If the optimum S/N is not sufficient to give the required 
accuracy in a given time, then the sub-critical measurement of the 
markers is not possible. For these reasons the method of using sub- 
critical currents for marker detection was not pursued.
For DOS work the major problem arises in finding a marker 
which will survive the various diffusion processes and still be 
easily detectable. One possible marker is a small pit or depression 
in the surface of the semiconductor. Back-scattered electrons 
leaving the surface uniformly distributed in angle will present a 
larger signal if the surface is facing towards a detector than if the 
surface faces away. Thus a detector looking at the target from an 
angle will discern topographical features of the surface. When 
viewed in a scanning electron microscope with a suitably angled 
detector, a pit in the surface will appear to have a dark band 
corresponding to the wall nearest the detector and a light band 
corresponding to the far wall. In practice the method falls down 
because these features are only discernible if the beam size is 
comparable to the size of the features. Practical pit depths are 
less than 1 ym and the kind of electron beams being used could 
easily start by being defocused to 20 ym diameter. Further work on 
other marker materials would be needed to solve this problem.
2. ELECTRON BEAM SYSTEMS
This chapter summarises and compares the specifications of 
three electron beam systems, intended respectively for discretionary 
wiring, mask-making, and direct-on-silicon (DOS) operation. The 
differing requirements are stated but detailed justification of the 
system configurations is left to later chapters. Table 2.1 
summarises the specifications.
Apart from the constraints imposed by the number and 
sensitivity of the plates, coils and motors used for deflecting, 
blanking, aligning and shaping the electron beam, the electronics are 
relatively unaffected by the electron optical system size. One set 
of electronics would be capable of driving a machine with a 2 ym 
spot and a 50 mm field of view or a 0.5 ym snot and a 10 mm field of 
view without any substantial changes being required. In Section 2.1 
the electron beam machine described is typical of the kind of 
machine required for microcircuit work and is the configuration 
which has been used for much of the experimental work. The evolution 
of the electron optical part of the system was not the concern of 
the author. The machine described in Section 2.1 is illustrative of 
the kind of interface which exists between the electronic and 
electron-optical systems.
2.1 The Electron-Optical System
Figure 2.1 shows the main components of the electron optical 
column of the electron beam machine in use at the time of w r i t i n g . 
The configuration is intended for mask-making.
The electron gun is at the bottom of the machine and 
normally operates at 15 kV negative with respect to the target at 
earth. It consists of a tungsten filament giving an output of about
0.5 mA. Two magnetic lenses bring the beam to a 2 ym focus at the 
target each requiring a stable current of about 100 mA and having an 
inductance of about 2 H.
The beam blanker consists of two pairs of electrostatic 
deflection plates arranged to sweep the beam across an aperture in 
the column without moving its point of impact at the target. The 
plates have a self capacity of about 50 pF and require about 100 V 
for operation.
Original E.B.M.3 Present E.B.M.3 New System
Purpose Discretionary Wiring Mask-making Direct on 
Silicon 
Work and 
mask-making
Target Size 2.5 x 2.5 cm 3.2 x 3.2 cm 5 x 5 cm
Exposure time <Testing time = 
10 min 
(60 sec computing)
<10 min <2 min
Minimum Step 
Step rate
Precision
5 ym 
AO kHz 
(5 ym track at 
1 ym2 per ys)
+ q- 3 ym
{ ym 
1 MHz 
(2 ym track at 
1 ym2 per ys
+ -i- 1 ym
| ym 
80 MHz
(| ym track at 
10 ym^ per ys)
+ i
“ I ym
Spot size 2 ym 1-2 ym § ym
Deflection 
Amplifier 
Dynamic Range 
and Stability 
(short term)
>78 dB (1:8000) >96 dB 
(1:64000)
>106 db 
(1:200,000) 
(and/or 
mechanical 
deflection)
Automatic Focus Analogue Hill- 
. Climber 
(1 variable)
Digital Hill-
Climber
(3 variable)
Digital Hill-
Climber
(3 variable)
Automatic
Positioning
Analogue Digital Digital
Servo/Video
Gain
Manual Automatic
(Digital)
Automatic
(Digital)
Initial
Alignment
Manual Automatic Automatic
Deflection Gain Manually 
Adjusted
Computer
Adjusted
Computer 
Adjusted
Marker
Calibration
Manual Automatic 
(Stored Errors)
Automatic 
(Stored Errors)
TABLE 2.1 
Comparison of E.B.M. Specifications
50m m  x 50m m  SLIDE
WORK CHAMBER — TO WORK CHAMBER 
DIFFUSION PUMP
Photomultiplier VIDEO SIGNALS 
TO COMPUTER
Photomultiplier
_  SECONDARY ELECTRON 
DETECTORS (4 off)
X AND Y DEFLECTION COILS 
2mH X AND Y WOBBLE COILS 
PIN CUSHION CORRECTION COILS
SCINTILLATOR (4 off)
All rotatable to align with slide. 
Beam covers 40m m  x 40m m  
target area.
OBJECTIVE LENS 
Produces 2 micron image 
of gun focus.
FINE FOCUS COIL 
STIGMATOR COILS
VACUUM GATE VALVE--------------------
Isolates gun when work chamber
FIRST LENS
 -MAGNETIC SCREEN
BEAM BLANKER —
Switches beam  
on and off target.
TO GUN DIFFUSION PUMP
ELECTRON GUN 
15keV 0-5m A
Fig. 2T. The electron -  optical column
The deflection coils are a magnetic deflection yoke 
designed for a precision cathode ray tube and producing a total 
scan at the target plane of 50 mm in X and Y. To reduce deflection 
aberrations and field distortion the overall scanning angle is , 
restricted to less than 20° By using the unusually long working
distance of 16 cm. The lens is designed for low spherical
aberration and with a 2 mm diameter stop aperture gives a beam
current in excess of 2 x 10  ^A in a 2 ym focus.
Electrons scattered from the surface of the target pass 
through a cylindrical grid and are accelerated towards four large 
plastic scintillators placed symmetrically around the work chamber. 
The scintillations are detected by photomultipliers which provide 
feedback signals for the focus and position servos and also a 
scanning electron microscope facility. The geometry was arranged to 
provide a large and fairly uniform solid angle for the reception of 
electrons emitted from all points on the target.
The electron optical column is automatically pumped. When 
the lid of the work chamber is opened a valve automatically closes 
halfway down the column isolating the electron gun, which, does not 
have to be switched off. When the lid is closed again the work 
chamber is automatically pumped out, then this valve opens and a new 
target slide can be exposed to the beam. The pump-down time is about 
20 seconds and typically a slide can be changed in half a minute.
The vacuum pressure at the filament is typically less than 10  ^torr 
but the work chamber pressure need not be better than about 10 torr.
The beam shaping coils are contained inside the objective 
lens and consist of an axial coil for beam focus and two pairs of 
quadrupole coils at 45° to each other for correction of astigmatism.
Magnetic screening is used to minimise the effect of stray 
magnetic fields on the beam deflection. It is interesting to note 
that the diurnal variation in the earth's magnetic field causes an 
equivalent deflection of about 6 ym for 15 keV electrons travelling 
a 16 cm path in the field. In this length, which is a typical 
deflection working distance, the horizontal component of the earth.'s 
field in fact causes a deflection of nearly 6 mm but this is much 
reduced by the magnetic screening.
The mechanical structure of the column has been made 
modular so that any part of the column can be accessed or easily 
replaced. Thus it is, for example, easy to change the filament, to 
alter the working distance or to change the deflection coil 
assembly. The column sections are clamped together and the whole 
column can be suspended from the top by a hydrhulic lifting jack.
In this way the column can be separated at any point and the top 
section lifted clear of the bottom section.
2.2 Discretionary Wiring System
Discretionary wiring is used for two reasons. The chief
reason is to overcome the problems of poor yield when large 
arrays of microcircuits are constructed on a single silicon
AO'S
integrated circuit slice , and the second is for the interconnection 
on the slice itself of an array of standard microcircuits into a
(9)
desired circuit configuration . In both cases either an inter­
connection mask can be made and used in the standard photolitho­
graphic method to lay down the required conductor pattern, or the 
conductor pattern can be delineated directly on the slice (DOS) by 
the use of an electron beam.
In the first case the actual conductor pattern is worked out 
after the individual circuits on the slice have been probe tested. 
Those circuits failing to meet the required electrical specification 
are not connected into the final array. In the second case, usually 
the circuits are probe tested before interconnection but this is not 
necessary if yields are high enough. In any case the computing of 
a conductor pattern which has both to avoid non—functional cells and 
to interconnect the good ones into a specialised array is often 
considered too complex and time consuming.
In general discretionary wiring interconnection masks do not 
require particularly tigfrt tolerances on the patterns, merely that 
the conductors should not short together and should terminate on the 
microcircuit interconnection pads.
2.2.1 Specification
The machine control system shown in Figure 2.2 was designed 
to solve a specific discretionary wiring problem. This was to inter­
connect an array of "bits" on a silicon wafer to form a s t o r e .
Each bit was to be tested by probe contact and the programme 
controlling the interconnection pattern had to direct the electron 
beam to join up good bits and avoid interconnecting defective bits.
The bit circuit chosen initially required four connections 
apart from the substrate connection, namely, a word read/write, a
power line and a pair of digit/sense lines. A subsequent design
with better performance required five lines, namely, word read, word 
write, sense, digit and p o w e r . The connections are arranged 
vertically and horizontally in matrix form as indicated for the four 
connection case in Figure 2.3.
Figure 2.3 also shows schematically the way in which faulty 
bits were avoided. The aim was to achieve interconnection of a matrix 
of 32 x 32 good bits out of a 40 x 40 array.
The bits in the 40 x 40 array were about 300 ym square
separated by 70 ym. In these 70 ym corridors up to three parallel 
conductors had to be laid down. (In the five wire design up to 
five were required). This immediately set the physical specification 
of the electron beam as well as defining the specification of the 
electronic system to dfive it. See Column 1 Table 2.1.
10 ym wide conductors were chosen which had to be
. . # +
terminated to within - 3 ym.
A step size of 5 ym was chosen as it was possible to 
arrange conductor lengths in units of this size.
The target size was determined by the 1.7 x 1.7 mm area 
required for the 40 x 40 matrix and the need to leave room for bit 
selection switching trees.
The beam spot size was determined by the required precision. 
The total manufacturing time for the pattern had to be less than the 
time taken to test the bits on the slice.
This time together with the step size and connection track 
width gave the required deflection stepping rate (which is an 
indication of the information rate of the system) .
In the event, however, an investigation into the economics 
of the development of the EBM solution to the discretionary wiring 
problem showed that it was not the best approach for the specific 
problem of the MOST store. It was not worth while developing an
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EBM just for this problem (which did not make full use of the EBM
(12)capacity); an opto-mechanical method was found to be cheaper 
to develop and to be good endugh for interconnection masks of 
intermediate type.
2.2.2 Electronic Hardware
Figure 2.2 shows the main parts of the control system which 
was designed for the discretionary wiring EBM.
The PDP 8 computer with 4 K word store controls all parts
of the system through the interface. It holds the computed pattern 
data for deflecting the electron beam which is loaded via a tape 
reader or page-printer.
X and Y digital-to-analogue converters (DACs) feed the 
pattern data to the deflection amplifiers. These are rate controlled 
so that the beam travels from old to new coordinates at a constant 
rate selected by the computer. The amplifiers also signal to the 
computer completion of a line in readiness for new coordinates. 
Magnetic deflection is used.
The beam is switched on at the beginning of the line and
off at the end, either under direct computer control or, if
selected, under the direct action of the ’line complete1 signals from 
the amplifiers.
A circular spot wobble equal in diameter to the desired 
interconnection path width can be superimposed on the beam.
This spot wobble is also used in the position servo to lock 
and reference the beam onto the corners of the reference marks which 
are detected by a change in the target signal. This servo stores 
analogue position correction signals which are fed to the deflection 
amplifiers during the execution of the interconnection patterns in 
the vicinity of the marker..
The target signal amplifier also feeds the focus servo which 
again operates on the markers, and stores and outputs the corrected 
focusing currents during pattern execution. The focus servo is a 
three variable sinusoidal perturbation type of "hill climber" which 
optimises the spot size as measured by scanning the spot over the 
edges of a marker. A ’focus complete' signal to the computer is 
given when the spot size has been optimised.
2.3 Mask-Making System
The mask-making EBM system was evolved to compete with the 
current photographic mask makers, both in accuracy and in ease of 
operation. Important features of this system and its electron 
optical column are the high resolution in terms of the large target 
area covered with high precision and the automatic operation.
2.3.1 Specification
The specification is shown in column 2 of Table 2.1.
The target size was originally set to compare with the then 
current mask sizes but these are now tending to increase to 5 x 5 cm 
or larger.
The mask production time had to be comparable..with photo­
graphic mask reproduction time although one of the big advantages of 
EB methods is the reduction in time to introduce a new mask or to make 
changes to an old pattern. *
Accuracy requirements dictated the step size of \ pm, the 
spot size of 1 - 2 ym and the precision of positioning at - 1 ym.
This in turn required a 96 dB figure for the deflection amplifier 
dynamic range and short term stability. (96 dB is equivalent to 
| ym in 5 cm) .
The step rate, which is a measure of information rate, is 
determined by the speed and accuracy requirements as before.
Ease of operation required that the initial alignment, 
calibration, and deflection should be automatically adjustable under 
computer control.
Digital positioning and focusing were introduced for faster, 
more reliable and accurate operation in spite of being more expensive. 
Three variable focus optimisation was introduced to take care of 
beam astigmatism as well as the defocusing in the conventional sense.
Digital control of the target signal (video) amplitude was 
required to automate the normalisation of the signal to the focus and 
positioning servos.
2.3.2 Electronic Hardware
Figure 2.4 shows the control system for the mask-making 
EBM. It shows the system changes required to execute this more
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difficult problem rather than just the discretionary wiring mask 
production.
The PDP8 computer is backed by a 256 K disc store to hold 
the more sophisticated control programmes required while still 
leaving adequate storage space for a small library of mask shapes.
(A set of 6 masks might typically require' 10 K storage, i.e.
6 masks with an average of 300 rectangles defined by 5 coordinates 
each).
The XY plotter was. added to facilitate checking of stored 
mask data by some means other than actual mask production.
The switch register was added to expand operator 
communication with the computer if desired.
The analogue interpolation method was again used for 
pattern generation and so the X and Y amplifiers again contain rate 
circuits which can be set to different rate values by the computer. 
The amplifiers also contain a coarse deflection system which is used 
in a step and repeat manner, and a means of adjusting the field of 
view by altering the deflection sensitivity, all under computer 
control. The internal organisation of the deflection amplifier is 
dealt with in Chapters 3 and 4.
The beam control unit contains the computer controlled X and
Y wobble generators, Le Poole lens current supply, and an automatic
beam blanker. The Le Poole lens is used to switch the electron beam
(33)
current between two values. The automatic beam blanker can be set 
to operate directly from the end of line signals from the X and Y 
deflection amplifiers if desired, rather than via the computer.
This ensures more accurate synchronisation of the beam switching with 
the start and finish of a line. The operation of the beam control 
system is explained in more detail in Section 4.3.
The focus servo is digital in operation. The rise time of 
the target signal is measured between 30% and 70% points by a 
10 MHz timing counter as the beam is scanned at a constant rate 
across the edge of a marker. The currents to the beam shaping coils 
are stored and set by digital to analogue converters, which are 
adjusted in turn to optimise the spot size in a hill climbing 
strategy. The focus servo is explained in more detail in 
Section 6.2.
The coil rotator electronics drive a stepping motor which 
can be used to align the coils with the axes of the target. The 
measured positions of markers on opposite sides of the target 
provide the necessary error information.
With the focus servo the position of the marker edge 
relative to the beam can also be determined by moving the beam in 
small steps until the target current changes. In this way marker 
position is determined and the error between measured and expected 
position determined in terms of the deflection step size.
At the present time the X-Y table electronics have been 
built but the stepping motors which operate the worm drive are in 
the process of being installed. (December 1971).
2.4 Direct on Silicon System
A system for direct on silicon work has not been built but
a study of its requirements and the way it would have to differ
(13)from the mask-making systems has been made
The’ system problems arise chiefly because of the increased 
speed of operation required for economic reasons and the difficulty 
of providing stable easily detectable markers on silicon. Also 
since the use of light with its concomitant wavelength limitation 
is eliminated in this method of production, it makes sense to aim for 
higher precision despite the difficulties introduced by this.
The system study was based on the assumption that the
exposure rate of the electron resist would not be a limiting factor;
an assumption which is not true in practice. In fact an improvement 
in sensitivity of at least an order of magnitude over current 
chemical electron resists is required to make this true. Neverthe­
less, the study does highlight other areas where limitations in the 
electronics detract from the likelihood of achieving a competitive DOS 
production method.
2.4.1 Specification
The last column in Table 2.1 gives the specification which 
was thought appropriate to fulfil the likely requirements for the 
system.
The target area of 5 x 5  cm is required on account of the 
current move towards larger silicon slices.
To be economically competitive the pattern has to be
generated on the slice in a time comparable with the time taken to
align and expose through a conventional photographic mask. Hence the 
figure of 2 minutes.
Assuming a spot size of \ ym and a minimum step size of | ym
to give an adequate increase in resolution, then a stepping rate of
80 MHz can be calculated. If 50% of the slice area is patterned to 
the required accuracy within 2 minutes the implied stepping rate is 
80 MHz.
The increased precision also requires a better deflection 
system dynamic range of 1 in 200,000.
Focusing, positioning, calibration, initial alignment, gain 
setting again are executed digitally, but the proposed methods of 
implementation are more by autonomous hardware peripheral to the 
computer rather than by hardware which is under direct computer 
control. This is further outlined in the next section and expanded 
under the appropriate chapter headings later.
2.4.2 Electronic Hardware
The organisation of the hardware for the proposed DOS 
system is shown in Figure 2.5. The main feature is the adoption of 
the data highway principle which is used for modern control computers. 
In this scheme the peripheral devices can intercommunicate with each 
other or, via an interface buffer, directly with any of the internal 
hardware blocks of the computer, by means of the common data and 
control busses. This results in a very flexible architecture which 
is easily programmable and easily extendable as new devices are 
added.
The control computer system needs to be much the same as for 
the mask-making machine but with a modern architecture. That is with 
a word length of about 16 bits, around 4 to 8 K of core store with a 
250 K backing store and preferably with as fast a cycle time as is 
available at reasonable cost.
The interface buffer is merely a collection of buss drivers, 
but might also convert from one set of logic levels to another if a 
faster incompatible logic family was used for the peripheral system.
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The main difference in the control system derives from the 
use of a different method of building up the patterns. A pattern 
generator is used which has a repertoire of shapes which can be 
dimensioned and then executed at high speed at any position dictated 
by the slower speed coarse deflection system. Greater relative 
precision is required for the coarse deflection system and this is 
more easily achieved if it does not have to be high speed as well.
Mechanical deflection is used as a backup to ease the 
dynamic range requirements of the electronic deflection system when 
a large target area is desired.
The patterns are made up directly from lines of accurate 
length and no spot wobble is applied to the. beam. This means that 
this part of the. hardware has to be high speed and yet capable of 
generating complete shapes such as rectangles, trapezia, and shapes 
with circular edges. The way in which this is achieved is shown in 
Chapter 4.
The beam blanker is operated directly from the pattern 
generator for accurate synchronisation with the start and finish of 
the lines making up the patterns.
The methods used for focusing and positioning are basically 
the same as used for the mask-making system, but additional hardware 
makes the servo operation more autonomous in operation and requiring 
less computer software. The use of a subsidiary fine step 
deflection DAC (not shown) for scanning the beam across the edge of 
a marker would, if desired, make possible accurate measurements of 
the absolute spot size.
3. DEFLECTION SYSTEMS
The choice of a deflection system is closely related to the 
choice of pattern generation method. For example the bandwidth 
required for a deflection amplifier may be determined by the choice 
of a particular pattern generation method, while in turn the choice 
of this method rather than another might depend on whether this 
bandwidth is achievable or not. In this chapter deflection systems 
are considered on their own, while the next chapter deals with the 
pattern generation aspects.
In this chapter we consider first what deflection methods 
can be used, then how the deflection field size is related to the 
achievable performance of a system, followed by how adjacent fields 
can be adjusted in size, position and shape to ensure successful 
continuation of patterns from one field into the next. Then follow 
descriptions of deflection amplifier design, of methods for 
compensating for the effects of eddy currents and pincushion 
distortion, with finally a mention of mechanical deflection using 
stepping motors.
3.1 Deflection Methods
Electron beams can be deflected electrostatically, 
electromagnetically or by mechanical movement of the target relative 
to the beam. The electronic deflection methods are much faster but 
not as stable or accurate as mechanical deflection. Of the two 
electronic deflection methods electromagnetic deflection was chosen 
for the following r e a s o n s .
Electrostatic deflection requires high voltage swings which 
have a defocusing effect on the beam unless the deflection plate 
voltages are carefully balanced with respect to earth. Magnetic 
deflection does not interfere in the same way with the beam forming 
process, making the control of spot size easier and enabling higher 
current densities to be achieved.
The angle of deflection is inversely proportional to the 
beam accelerating voltage in the electrostatic case, but to the 
square root of the voltage in the electromagnetic case. Thus the 
stability requirements on this voltage are less in the latter case.
Lower voltage supplies and semiconductor amplifiers can be 
used for magnetic deflection for improved stability and reliability.
Better bandwidth, can be achieved with magnetic 
def lection^*^ .
A disadvantage of magnetic deflection is that unlike 
electrostatic deflection it displays spherical aberration of the 
deflection field in the form of pincushion distortion. But this can 
be minimised by using a small deflection angle or by suitably placed 
divergent magnetic fields to force in the corners and drag out the 
sides of the X—Y deflection field, or by electronic compensation 
(see Section 3.5).
For mechanical deflection the question to be answered is 
whether its use can be justified. Pure mechanical deflection by 
itself is considered much too slow although opto-mechanical mask- 
makers have been made quite successfully . This being the
case then it would seem sensible to use all-electronic deflection if 
at all possible and to use mechanical deflection merely to extend 
the target area if the electronic deflection should prove inadequate. 
This was the philosophy which was originally adopted for the 
discretionary wiring machine, although a number of hybrid electronic 
mechanical systems were also considered at that time. Five different 
schemes were compared in an attempt to establish the value of a 
mechanical versus an electronic or a hybrid deflection system.
As far as electronic deflection is concerned the limitations 
arise chiefly from deflection defocusing which increases spot size at 
large deflections, and the absolute accuracy of deflection required.
1. The first method considered was to use the EB to scan a 
small area (.the area around one bit of the MOST store) and to use a 
mechanical step-and-repeat jig to position each area in turn. 
Advantages : minimal demands on EB technology and on electronic
systems. Disadvantages: slow (about 3 sec to position each area)
and extreme j ig engineering requirements to give 1 ym accuracy in a 
vacuum.
2. The second method added beam registration on markers to the 
first method. Advantages: easier jig accuracy requirements and still 
minimal demands on EB technology. Disadvantages: still slow, extra
electronics required and an extra step in mask-making to provide and 
remove reference marks.
3. The third method the same as the second but using a 
continuously moving mechanical jig with position measuring trans­
ducers. Advantages; only slightly greater demands on EB 
technology and appreciably faster. Disadvantages; extreme 
demands from electronics in that movement correction circuits needed 
as well as beam registration.
4. The fourth method was the all-electronic scheme (with 
electronic step and repeat). Advantages; very fast and flexible 
with no mechanical deflection hardware required. Disadvantages; 
extreme demands on EB technology and electronics required to 
compensate distortions, adjust beam focus and for marker registration.
5. The fifth method was a compromise using simple large step 
mechanical deflection and a reduced size electronic scan.
Advantages; still much faster than 1, demands on EB technology less 
than 4. Disadvantages; increased beam programming complexity, not 
so flexible as 4.
In practice the all electronic solution has proved adequate
for discretionary wiring and marginal for mask-making. Owing to the
increased accuracy and larger target specified for DOS work it is 
likely that a hybrid solution (the fifth method) will prove essential 
and is at present being implemented.
3.2 Deflection Field Size
In the design of ^ the deflection system it is desired to 
maximise the overall target^  size, the speed, the pattern resolution 
and accuracy and to minimise the complexity of the hardware and
software to run it. The way in which the total deflection field is
split up into fine and coarse electronic deflection, and mechanical 
deflection bears strongly on the success of the system design in 
satisfying these requirements.
To achieve maximum resolution and target size together with 
the conflicting requirement of speed requires that the fine deflection 
part of the system should be fast and have maximum bandwidth while 
the bandwidth and speed of the coarse deflection can be sacrificed in 
the interest of reduced noise, higher stability and higher resolution.
The use of a spot wobble superimposed on the beam by coils 
which are separate from the main deflection coils does reduce the
speed requirements of the main deflection system. The increase in 
effective spot size, caused by the wobble orthogonal to the scan 
direction, reduces the scan speed for a given electron exposure rate. 
However this does not affect the size chosen for the fine field of 
view unless the smallest step size available from the fine field 
digital to analogue converter is chosen to be larger than the 
precision desired. In this case the beam diameter can be smaller 
than the step size and the spot wobble width controlled either to 
ensure overlap of successive steps or to define some wider path 
width.
The size of the fine field of view is determined by the 
linearity and absolute accuracy required, and in the case of 
repetitive or sectionable microcircuits, also by the smallest size 
which can contain the complete microcircuit or a complete section of 
it. The use of more frequent markers naturally reduces the absolute 
positional errors introduced by the deflection non-linearities but 
does introduce restrictions on the form and size of the microcircuit 
patterns as well as making the programming of the patterns more 
difficult.
Where absolute accuracy is less important, it is better to 
use a larger fine field to be able to contain a large area of 
pattern, but then deflection defocusing may prove too large. In this 
case either precalibrated focus corrections can be used alone or some 
method of joining adjacent fields used as well. (See Section 3.6).
Where field joining is used then the amount of pincushion 
and other distortions present in the system will also determine the 
size of the coarse electronic deflection field, in that these 
aberrations are worse for larger deflection angles. Where field 
joining is not used then the coarse field size is more dependent on 
the deflection defocusing which occurs across a small field of view 
when placed at maximum coarse deflection. It is also of course 
dependent as well on the amplifier noise and stability.
If the all electronic deflection performance does not 
provide sufficient target area then mechanical deflection can be 
used. It then becomes worthwhile to reduce the electronic scan angle 
to reduce electro-optical aberrations provided that this does not 
result in an unacceptable reduction in overall system speed; mechanical
deflection being much slower than electronic deflection. If marker 
positioning is used then the accuracy of the mechanical system need 
not be particularly good and extra programming is kept to a minimum. 
Especially this is so if the electron beam is locked onto a marker 
while the mechanical step is being executed. (This can be done with 
the automatic positioning programmes of Section 5.3).
The choice of the number of bits resolution in the fine
field of view is dependent on the word length of the computer if one
wishes to simplify both the hardware and the software which services
the hardware. High speed 12 and 15 bit DACs are readily available
which can be used appropriately with typical small computers with
Q8)
word lengths of 12 to 16 bits . DACs of 16 bits are also now
(19)available from manufacturers .
The choice of a large number of bits for the coarse field 
of view or for that matter for the mechanical deflection if used, 
allows best use to be made to the available fine deflection area.
The whole point of splitting the field of view is to allow the fine 
field to cover as large a pattern section as possible. If the 
finest step available from the coarse system is large then a 
comparably large margin has to be left around the usable area of the 
fine field to allow for positioning corrections up to the size of 
the smallest coarse step. In fact if the smallest step o'f the coarse 
system is made equal to the smallest step of the fine system a 
further advantage accrues in the simplification and speeding up of 
the programming. Then there can be a once and for all position 
correction made on the coarse system before the fine pattern is 
executed and there is no need for the computer to add a fine 
positioning correction to each pattern coordinate in the fine field 
before it is output.
Having sectioned the electronic deflection into slow coarse 
and faster fine parts the question arises whether these separate 
signals should be combined into a common deflection amplifier output 
stage or whether separate amplifiers should be used.
The advantages of the combined approach are that less hard­
ware is needed and that only one set of deflection non-linearities 
are involved.
To minimise electrical coupling the coarse and fine coils 
have to be physically separated and they then may have substantially
different deflection characteristics. This can however be used to 
advantage in that there are then more variables available for 
correction of the deflection aberrations. For example the fine 
field of view could be arranged to be the same size no matter what 
the deflection was and despite the fact that the coarse deflection 
law might then be highly non-linear.
The disadvantage of the combined amplifier system is that 
the bandwidth beyond the summing point has to be that required by the 
fine deflection, while the dynamic range of the output has to be 
adequate to give full coarse deflection.
In practice it proved possible to design and make 
amplifiers with an adequate performance for this system and so it 
was the approach adopted for the mask making machine. It is also 
proposed for DOS work although mechanical deflection is then to be 
used to reduce the dynamic range requirements of the electronics. 
Where rate controlled deflection is used there is a further 
difficulty which then arises on the placement of the rate circuit in 
the combined system but this is discussed in Section 4.3.7.
The designs arrived at in practice for the deflection 
systems of the three EB machines under consideration are described 
further in Section 3.4 and are examples of the application of the 
principles discussed in this section.
3.3 Field Size Adjustment
For a set of masks for a given microcircuit to be compatible 
and matched not only do the relative positions of the pattern areas 
have to be accurate but also the relative sizes. Thus to ensure 
matching masks at least some means of adjustment of the size of 
the small field of view is necessary as well as some means of 
measuring the amount of adjustment required. Fine field size 
adjustment can also compensate for deflection non-linearities of the 
type which do not introduce curvature of rectilinear shapes.
As an example of the problem a variation of 15 V, which is
0.1% of the beam accelerating?voltage of 15 kV, causes a deflection 
shift of 12.5 ym at 2.5 cm from the centre of the target and an 
apparent discrepancy of 1 -ym in a 2 mm fine field of view. Likewise 
an error in the distance between the target and the deflection coils
of only 0.08 mm in the typical distance of 16 cm will give the .same 
discrepancy.
Originally autobias was used on the cathode of the EBM 
where the beam current flowing through a cathode resistor provides 
the bias between the cathode and the grid which is at a fixed 
potential. This meant that the cathode to anode potential was 
dependent on the beam current and the filament electron emission 
neither of which was tightly controlled. Thus it was found necessary 
to use a fixed cathode potential and to build a separate adjustable 
grid bias supply for controlling the beam current.
One method of compensating the field size would be to 
recalculate all the position coordinates called by an appropriate 
factor. In most cases the amount of computing time taken by the 
calculations would then be increased prohibitively, especially if 
high speed operation was desired. For example a single multiplication 
in the basic PDP8 computer takes about 400 ys and still takes about 
20 ys if the hardware extended arithmetic option is used. This might 
add up to 5 min or 15 sec respectively to the production of a typical 
mask such as considered in Sections 2.3.2 and 4.1.2.
A better method is to use a hybrid multiplier . This is 
a device which gives an analogue output which is the product of two 
inputs, in our case, plus a constant. It consists of two digital to 
analogue converters arranged so that one of them provides or can 
modify the reference for the other. Since the output of a DAC is 
proportional to the product of the reference voltage times the digital 
input value, this means that the size of the deflection scan can be 
varied along the X or Y axes by adjusting the references of the X or 
Y DACs. The construction of DACs and hybrid multipliers are 
considered in more detail in Section 4.2.1 where computer controlled 
rate circuits are discussed.
For the EB systems only a small variation in scan size is 
needed for compensation. Thus the input from the "gain" changing 
DAC can be arranged to add only a small percentage variation to the 
fixed reference of the deflection DAC, which gives greater precision 
of control and reduces any noise contribution to the output from the
controlling DAC. A patent has been applied for on this scheme of
. . . (21) adjusting the size of a digitally produced scan .
On the original DACs provided in modular form by Digital 
Equipment Corporation (DEC) it was not possible to obtain fast 
variation of the reference supply. And so when complete DAC 
modules become available from Micro Consultants Ltd the author 
persuaded them to modify one of their DACs to give the gain variation 
facility. Subsequently this firm has started marketing hybrid 
multipliers Ctype number HM 1210 B) and the hybrid multiplier is now 
used in computer display systems (.for example the Adage Graphics 
Terminal of Adage Inc.).
The method of estimating the degree of adjustment in field 
size required is to measure the difference between the actual and 
the expected difference between two markers.
If the two markers are within the fine field of view then 
it is easy to adjust the gain DAC to eliminate the measured error.
But if the markers are spaced so that coarse steps have to be taken 
between the measurement of two markers then the calculation of the 
gain adjustment is more difficult.
One solution is to couple the coarse and fine DACs to the 
same gain DAC and to match their gain variation characteristics as 
closely as possible. Then adjustment of the gain to make the sum of 
the coarse and fine steps corresponding to the marker distance in 
practice equal to the desired value will ensure that the gain is 
correct for the fine field of view alone. In practice a recursive or 
successive approximation technique of alternate measurement and 
adjustment can be used if desired.
If the gain DAC is coupled only to the fine field DAC then 
the calculation of the gain correction for measurements made between 
widely spaced markers is more complicated. One then has to rely on 
the fine gain control law being known and stable (relative to the 
coarse DAC). Then an error measured in a large step can be converted 
to an equivalent fine field gain correction. If the gain variation 
is small(<SG/G «1) and the smallest coarse step is not that much 
larger than the smallest fine step, (so that ratio of fine to coarse steps 
 ^<5G) the precision of the coarse measurement can be improved by the 
use of fine field bits for fractional coarse step measurements, and 
no gain correction of these fine bits need be considered.
For this method there is no means of checking whether the 
appropriate gain correction has been made after it has been made.
However it is possible to check the ratio of the coarse step size 
to fine step size for a given gain setting by executing equivalent 
steps in opposite directions for the two DACs and then measuring the 
error between the old and the new beam position. This can be 
achieved by measuring the beam position relative to a marker before 
and after the steps, or alternatively by the field joining method 
explained in Section 3.6.
Fine field gain changing can be used to correct for local 
non-linearities provided no pincushion or barrel distortion is 
present. Thus the rectilinear distortions shown in Figures 3.1(c) 
and (d) can be compensated by separately changing the X and Y fine 
field gains by the appropriate amount while the distortions of 
Figures 3.1(a) and (b) cannot be compensated in this way. In 
practice a calibration slide with markers sufficiently closely 
spaced so that at least two of them fall within the width (or height)
of the fine field can be used to measure and store in the computer
}
the gain corrections required on each part of the target. There­
after a single gain calibration on each mask slide will suffice to 
give a single scaling factor for all the prestored calibrated values 
which can then be used in their appropriate fine field areas.
Calibration is further discussed in Sections 5.3 and 7.3, and pin­
cushion distortion in Section 3.5.
3.4 The Deflection Systems
The three deflection systems for discretionary wiring, mask- 
making and DOS are shown in Figure 3.2. In fact the progress from 
one system to the next has been evolutionary, but the systems shown 
are representative points on the evolutionary scale. These systems 
should be considered in the context of the complete machines out­
lined in Chapter 2 and represented by Figures 2.2, 2.3 and 2.4. The 
purpose of this section is to compare the electronic parts of the 
deflection systems to illustrate the principles discussed in the 
previous sections.
The system for discretionary wiring is shown in Figure 3.2(a).
A 12—bit DAC #ecdo- takes the pattern data and converts it to an analogue 
signal to drive the rate controlled amplifier. The rate circuit was
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an integral part of the power amplifier for this scheme and this is 
further described in Section 4.3. Two presettable rates could be 
computer selected, or the rate circuit switched out to give maximum 
amplifier bandwidth. The’line complete’ signal derived from the rate 
circuit was also used via the computer for beam blanking. The gain 
of the field of view was adjusted manually using a potentiometer on 
the input to the amplifier. Spot wobble was used and was an 
important part of the positioning and focusing methods described in 
Chapters 5 and 6. The 12 bit DAC gave a resolution of 1 in 4096 
but the precision of the patterns was greater for the reasons given 
in Sections 4.2.1 and 5.1.
The mask-making system shown in Figure 3.2(b) was devised 
to give the greater accuracy required. Here the rate circuit is 
separated from the output stage and operates only on the fine field 
of view. A rate range of 6 bits or a manually adjusted range are 
computer selectable and can also be manually scaled to the desired 
operating range. Separate line-complete and automatic beam blanking 
signals are derived so that the latter can operate the beam blanker 
directly and not via the computer. The coarse and fine fields are 
combined in a common power amplifier such that the fine field is 
2 mm in width and the coarse field 32 mm. The coarse DAC output is 
band limited for noise reduction. The gain adjustment is only on the 
fine field of view. Spot wobble is used for reducing the operating 
speed requirements for the deflection system.
The proposed DOS system is shown in Figure 3.2(c). One 
main difference is in the use of a coarse field which has the same 
resolution as the fine field but at a lower bandwidth. Also the 
coarse and fine field gain adjustments are derived from a common DAC 
so that the 12 bits of the fine field are equivalent to the lowest 
12 of the 15 bits of the coarse field for all gain values. Another 
difference is that the functions of the rate circuits and the wobble 
circuits are combined as explained in Section 4.4. This means that 
the output amplifier has to have a better bandwidth. The patterns 
are generated in hardware external to the computer which feeds the 
appropriate coordinate data to the coarse and fine DACs. The 
electronic field of view of width 8mm is too small to cover the whole 
target area and so mechanical deflection is used. At the present time 
a 15 bit coarse DAC is being tried although higher precision units
(19)are m  the offing . Even so mechanical deflection will be 
necessary to cover the 50 mm target area required.
3.5 Correction of Pincushion Distortion
Simple magnetic deflection gives a deflection angle which 
to the first order of approximation is proportional to the magnetic 
field. This for finite deflection angle results in pincushion 
distortion of the scan at the target plane. If (x,y) and (r,0) 
give the magnetic field vector in cartesian and polar coordinates 
respectively and (X,Y) and (R, E) give the corresponding deflection 
vector then one has the transformation:
(R, S) = F(r,0) = (a sin br, 0).................. .....  C3.1)
or
(X,Y) = F’Cx,y) = (xar  ^sin hr, yar  ^sin br) .....  (3.2)
If one takes the size of the fine field of view to be small 
then the effect of pincushion distortion is to transform a square in 
thmis of electrical or magnetic coordinates into a parallelogram in 
the spatial coordinates of the target. Taking the first variation
of the transformation F* gives for Sx and 6y at X,Y = F*(x,y) the
equivalent
rv 3X r. 3X P f _ _ .6X = -r—  .6x + —  . Sy ..... (3.3a)3x 3y
and
6Y = lr- &K + k  ' &r ..... C3-3b)
i.e. in vector-matrix form
(6X,6Y) = P(6x,6y) ..... (3.3c)
2 2 -
where given r = ( x  + y ) 2, one has the elements of the matrix P:
The most important reason for correcting pincushion 
distortion occurs when it is desired to continue a pattern shape 
across the boundary between two fields with markers on opposite 
sides. Figure 3.3 shows how an error is introduced at the junction 
despite the use of markers and field size adjustments. If a 
complete circuit pattern can be referred to a single marker this 
kind of error can be avoided. But in the case of larger circuits 
this is not possible and either the pincushion distortion has to be 
corrected or some means of field joining has to be used as explained 
in Section 3.6.
The best way of correcting pincushion distortion is electron-
. (22)optrcally. Suitable design of the deflection coils can minimise 
this distortion but usually at the expense of increased rectilinear 
distortion of the type sl|own in Figures 3.1(c) and (d) . However, 
this can then be corrected by fine field gain adjustment.
Another electron-optical way of correcting pincushion 
distortion is to use a fixed magnetic octopole field which forces in 
the.corners of the scan while pulling out the sides. The principle 
of operation is shown in Figure 3.4. Either 8 permanent bar magnets 
or 8 coils can be used. The chief difficulty arises in making the 
fields symmetrical and in aligning the corrector relative to the 
deflection system. Again any residual rectilinear distortion can be 
corrected electronically. This method can be used in conjunction 
with the first method if necessary.
For the reasons stated earlier for field size corrections 
the direct use of the computer to correct for pincushion distortion 
is impractical. The execution of the appropriate coordinate
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transforms given by Equations (3.1) to (3.4) being more complex in 
this case would take even longer to perform. There is another more 
important reason relating to the use of interpolating "rate" circuits 
external to the computer. If the design is such that interpolations 
are restricted to be along the axes, and perhaps a small number of 
other defined directions then the rate hardware will be incapable of 
executing the necessary line transformations. See Section 4.3.
The possibility of using special hardware external to the 
computer was considered, originally as an alternative to the electron- 
optical methods of pincushion correction, but more recently as an 
addition to these methods. The advantage of this approach is that 
the corrections appropriate to the region of operation can be used 
and these can be estimated by calibration of the system. In this way 
higher order forms of field distortion can be compensated as long as 
the local rate of variation is small enough to allow a first order 
(linear) approximation over the area of a fine field of view.
First order compensating hardware has to implement the
inverse of the transformation P in Equations (3.3) so that original
electrical coordinates (Sx.. , 5y ) are transformed through the
-1
compensator to (Sx, 6y) = P (6x^, 6y^), which when further operated 
on by the deflection system transfer function P becomes 
P x P  ^ (Sx^, Sy^,) to equate with (SX, 6Y).
The transfer function P  ^is
.. 8x 3x "'I _3Y_ 9X
8X ’ 3Y 3y * 3y
8Y aV
ax 9 3Y ax 5 ax
The hardware block diagram for P * is shown in Figure 3.5. 
(6x^, 5y^) are the desired fine field coordinates. Multipliers G1 
and G4 set the length and height of the fine field while multipliers 
G2 and G4 feed compensating signals to make the fine field 
rectangular or square.
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Whether digital hybrid or analogue multipliers and 
summers are used depends on what form of rate control interpolating 
circuits are used, since the correction circuits have to follow the 
rate circuits. For example either analogue or(with certain 
restrictions) hybrid multipliers could be used for pincushion 
correction on any of the systems in Figure 3.2. But digital 
correction would only be applicable in the DOS system and even then 
only if one could leave analogue output of the wobble circuits 
uncorrected.
In general hybrid multipliers give greater precision and 
are more stable than analogue multipliers. The latter rely on 
subtraction and balancing of signals in semiconductor circuits which 
is difficult to achieve to a high degree of precision over a range 
of temperature. However the use of devices on the same IC substrate 
does alleviate this problem.
But hybrid multipliers basically operate only in two 
quadrants; the analogue input can have either sign but the digital 
input can only take positive values. For the gain adjusting 
multipliers in Figure 3, G1 and G4, this is no drawback; negative 
gains are not required. If the pincushion distortion is as defined 
in Equations (3.1) to (3.4) then G2 and G3 are always negative from 
Equation (3.5). Thus a hybrid multiplier can be used provided either 
the analogue input or output is inverted, which is an easy thing to 
achieve. A two quadrant hybrid multiplier can be converted into a 
four quadrant one by the addition of a summing amplifier with both 
inverting and non-inverting inputs, as shown in Figure 3.6. Signal 
two’s complement binary number d is converted to b - d + \ by 
inversion of the sign bit (and imagining the binary point to be
moved one place to the left), b is. always positive for any possible
d. The hybrid multiplier then forms the product ab which has |a
\ *
subtracted from it in the summing amplifier to give the desired out­
put ad where d < J.
Such a multiplier can be used in the case where the pin­
cushion distortion has been over-corrected by electron-optical means 
in some parts of the field but not in the rest.
The multiplier input values are best derived by a 
calibration procedure over the area of the target. A calibration 
slide with four markers of a square grid of markers appearing in
each fine field can be used to give the desired correction values.
The procedure is to measure the exact marker positions in X and Y 
and then to compute the adjustment needed in the multiplier values 
to make the measured electrical coordinates correspond to a square 
grid.
At the time of writing this scheme had not been tried but 
was under consideration should the extra accuracy be required.
3.6 Field Joining
The purpose of fine field joining is to extend the size of
microcircuit beyond the area of a single fine field of view.
Markers on the target can be used for field joining with some 
restrictions on the pattern geometry and provided that the pincushion 
type of distortion is not too large. In this section is described a 
proposed electronic method of field joining suitable for the mask- 
making type of deflection system of Figure 3.2(b), which extends the 
accuracy of field joining to larger areas.without the use of. markers.
At present the mask-making field size is 2 mm square. With
markers spaced slightly under 4 mm then four fine fields can be
joined accurately by the use of a common marker as shown in Figure 
3.7. This method can be used for patterns up to 4 mm square provided 
that a space is kept in the centre for the marker. The relative 
positioning of the four fields is quite accurate even in the presence 
of a large amount of pincushion distortion. But it is worthwhile 
designing the patterns so that the field junctions fall in parts of 
the pattern where high accuracy is not essential.
As already explained and shown in Figure 3.3 a large field 
joining error can be caused by pincushion distortion where the fields 
are not referenced to a common marker. Under these circumstances it 
is better not to reference the second field to its marker at all, but 
instead to join one field to the next by some electronic means that 
ensures continuity across the junction. Naturally such, a method can 
only be used to a limited extent depending on the stability and 
linearity of the electron beam machine. Precalibrated focus values 
stored as incremental corrections relative to the values for a 
central marker can be used for the field joined areas. Any markers 
in these areas will appear to be misplaced with respect to the 
patterns and cannot be used for focusing or positioning unless
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sufficient room is left for the positional errors. If sufficient 
room is left then use of the field joining method in a calibration 
procedure could provide stored position values accurate enough to 
locate the markers at least for focusing.
Electronic field joining can be accomplished by a system of 
the type shown in Figures 3.8 and 3.9. Instead of a physical 
marker being used as a reference an electronic equivalent is 
synthesised. In the first field the analogue electrical outputs of 
the X and Y amplifiers are recorded for a point common to the first 
and second field. Then a coarse deflection step is executed together 
with a counterbalancing fine field step bringing the fine field to 
cover the adjacent area on the target. Any error detected in the old 
and new amplifier outputs owing to imperfect matching of the coarse 
and fine fields can then be balanced out by adding in a correction to 
the fine deflection. In Figure 3.8 the sign of the error is measured 
by the comparator with the old amplifier output value stored in the 
sample hold circuit. In Figure 3.9 the balance DAC is adjusted to 
bring the ou,tput of the summing amplifier well within the range of 
measurement of the analogue to digital converter (ADC) before the 
coarse and fine steps are executed. The computer can then measure 
the error directly by the difference between the old and new ADC 
values. The second hardware method is more expensive than the first 
but likely to be more accurate and reliable. In the first arrangement 
the sample and hold circuit has to be extremely accurate (1 in 100,000) 
and has to hold its value for long enough for the error to be balanced 
out. The use of the balancing DAC avoids this difficulty in the 
second scheme. In the second scheme, the use of an ADC to measure the 
exact error directly is advantageous over the first scheme where the 
fine field has to be stepped slowly until the comparator switches. 
However further cost effectiveness investigation might prove some 
hybrid combination of these two extremes to be better than the second 
scheme.
In the case of the DOS deflection system of Figure 3.2(c), 
field joining would appear to be inapplicable, because the coarse 
field resolution is as good as the fine field resolution. However 
the electronic field joining schemes of Figures 3.8 and 3.9 can be 
used to check the calibration of the coarse DAC against the fine DAC. 
This then provides means of compensating for imperfect matching of the 
DACs, especially as the references are varied for field size changes.
Comparator
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Whether or not such a scheme will have to be implemented 
will depend on what the future accuracy specifications are likely 
to be and on what results are achievable without use. of a field 
joining method.
3.7 Deflection Amplifiers
The deflection amplifiers are required to convert the output 
voltages from the DACs and rate circuits into the currents required 
for the electromagnetic deflection system.
The performance of the deflection amplifiers is one of the 
main determining factors in the overall performance of the EB systems. 
In this section are discussed the design of the output, driver and 
input parts of the amplifiers and how the design of these affect the 
noise, d.c. stability, bandwidth and transient performance, output 
capability and a.c. stability against inductive loads.
As far as possible in the design of the deflection amplifiers 
the best devices available at the time were used although this did 
create problems. These were mainly due to manufacturers either 
being reticent about, or not being aware of, some of the shortcomings 
of their devices. The design of the amplifiers has therefore 
evolved during' the course of the project.
One important requirement for the amplifiers was that in 
general for a ramp input there should be no overshoot of the final 
position. Otherwise any line being drawn by the electron beam would 
end up being slightly too long. For this reason the amplifiers were 
as far as possible all designed and adjusted to have no overshoot for 
a step input, this being the limiting case of a fast ramp input.
All the deflection amplifier designs were basically as 
shown in Figure 3.10. The current through the coil is monitored by 
the voltage appearing across the low value resistor, R3. Feedback 
is used to balance this with the input voltage V at the input of the 
high gain virtual earth amplifier.
As an example of amplifier design Figure 3.14 shows the 
deflection amplifier circuit currently being used for the mask- 
making machine.
In some of the earlier designs rate limiting circuits were 
included in the complete feedback loop but it was later found less 
restrictive to separate these as explained in Chapter 4.
 ^ > DefLeckton 
cod
R, R.
V  ± 10 V
A -  105 -10 &
e 5~  1^.
Ft 0 . 3  *10 S a S ic  d e f l e c t i o n  c u m p li f ie r  
+ V  -----------j-
i/P o
1
M
a) Emitter output 
-V
<2 &S R7
Qcnn =
^,+U^(R4+2Us) R &
3?Stand'mq c u r re n t  = B* \
i/P o
-V b e ) - - -  -Vbe; 
/ R 4
b) Collector eutbpuit
Fig. 3*11 Comparison o-f output circuits
3.7.1 The Output Stage
The frequency performance of a deflection amplifier is 
chiefly limited by the devices in the output stage and the inductance 
of the deflection coils. These provide the dominant time constants 
in the feedback loop.
The time t taken to switch the current from one value, io
to another, i, is given by the solution of L(i^ -'i ) =
rt
Vdt, and
o
since V = 0 at t = 0 the time is dependent both on the rise time and
the maximum allowed value of the output voltage Vmax
For large current changes the time taken is much longer than
the output voltage rise time in the practical case and the time
taken is given by L(i- - i ) = V x t. This implies that V should& J 1 o max r max
be large and L should be small. For a given deflection coil size the
2
inductance L is proportional to n where n is the number of turns and
for a given deflection the current required by the coil Is n.
- 2  -2
Thus for a given maximum deflection field L  ^n “(i ) and themax
current step Itime t^ is given by
t. = V h i  ) 2 (ll ~<-o)   (3.6)i max max v 4 '
Hence a large improvement in speed is achieved by increasing the 
current capabilities of the output stage and to a lesser extent by 
increasing the voltage.
For small deflections the output stage does not go into
(23)saturation and linear analysis or root loci techniques can be
applied. The dominant open loop time constants (poles) appear in
the output stage. One pole is derived from L, and the output
impedance Z while the other is derived from the transition frequency 
o
of the output devices. Other higher frequency poles derive from 
earlier stages in the amplifier.
For transistor output stages the configuration chosen 
affects the output impedance, see Figures 3.11(a) and 3.11(b). At 
first sight it would appear that the high output impedance of the 
collector output stage would beneficially decrease the time constant
caused by the inductance. But this is only true if it is resistive
(Z = R ) whence 1"= L/(R + R_) . In practice the output impedance is o o o 3
modified by the large collector to emitter capacitance which is 
usual for high current transistors. This combined with the 
inductance can result in an undesirable pair of complex poles. 
Furthermore the position of such poles is ill defined owing to 
variation of collector capacitance with voltage.
The emitter output stage has much lower output impedance 
which means that the output time constant is much longer. But the 
output self capacitance is much less, so that the application of feed­
back to the stage can push the output pole at least as far into the
(14)
left half plane as the main pole of the collector output stage
The net result is that in practice there is little to choose 
between the two output configurations for given transistors as far 
as speed of response is concerned.
However it was discovered that the emitter output stage had
a major drawback if it was operated in class B. Then the output
became contaminated with spikes occurring when one of the output
transistors ceased conduction. These occurred irrespective of the
transistor types used. This was deduced to be due to the sudden
recombination of charge carriers in the base emitter junction at the
time of current cut-off, an explanation which was subsequently
( 0 / ^
confirmed by Bongiomo in experiments on’hi-fi1 audio amplifiers 
of the same configuration.
The first amplifiers built for the discretionary wiring 
system used the emitter output configuration in class B, However a 
complementary Darlington arrangement was used for the PNP device 
and a Darlington circuit for the NPN device. The transistor 
compounds used were the same as used in Figure 3.12 but arranged to 
give emitter output. With these amplifiers the lengths of the 
unwanted pulses were short enough to excite coil resonances at 
frequencies around 5 MHz for the 300 pH coils in use at that time.
The amplitude in the worst case amounted to about 1% of full scale 
output measured across the current monitoring resistor, and the 
decay time was about 1 ys.
Filtering of the output to remove the spikes proved 
impracticable because of the effect on the feedback loop stability
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and time response. Likewise feedback compensation was ineffective 
since the bandwidth of the rest of the loop was not large enough and 
thus the loop gain at the required frequency was too low to have the 
desired damping effect.
The use of the collector output stage in class B considerably 
reduced the spiking effect but not as much as if a single PNP 
transistor had been used rather than the NPN-PNP Darlington circuit. 
Experiments on coil driving amplifiers of lower power output which 
were designed for driving the focus coils gave much better results 
for collector output.
The solution adopted eventually was to run the output stage 
in class A over the range of output currents required. The extra 
dissipation was taken care of by increasing the size of the output 
transistor heat sinks.
The triple Darlington compounds as shown in Figure 3.12 
were used to provide sufficient current gain. The complementary 
NPN-PNP compound was used to simulate a high frequency high power 
PNP transistor because only NPN transistors of sufficiently high
(25)power and frequency performance were available. However Stuttard 
has shown that the Darlington connection does give ri.se to extra 
unwanted poles. But to the extent that at least one major pole is 
associated with the transition frequency of any transistor, the 
situation is much the same irrespective of how the transistors 
needed for a given gain are connected.
At the time the output stage was originally designed, the 
BLY 17 and BLY 14 transistors were chosen from the manufacturers 
specifications as giving the best available power performance at the 
highest frequency. However two unforeseen snags arose with these 
devices.
First it was found that some samples of the BLY 17s displayed 
a discontinuity in the output impedance as the collector voltage was 
increased. See Figure 3.13. The manufacturers were not aware of 
this neither was there any assurance of the effect being stable.
This meant that it was difficult to predict the performance of the 
amplifiers with a given load and output current; the transient 
performance was particularly unpredictable. Also it meant that 
for optimum performance each amplifier’s feedback and stabilising 
components had to be individually tuned rather than being
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precalculated. Several months later samples of BLY 17s did not 
show this effect but manufacture of the device has subsequently 
been discontinued.
The second effect which was a function of the transistor
type (as it transpired later) was proneness to self oscillation at
high frequencies (about 20 MHz). No model of the transistor was
available to predict the mechanism of the oscillation in the first
place so that empirical methods of ’'taming" the circuit had to be
resorted to, especially for inductive loads. The 2 x 47 pF and
2 x 1 nF capacitors shown in the output stage of Figure 3.12 were
found to give stable operation for loads up to 300 yH in most cases.
The operation of the 47 pF capacitors can be compared with the
/ \
method of taming subsequently recommended by the manufacturer
The function of the 220 ohm resistors and 1 nF capacitors 
shunting the base to emitter of the compounds was to provide a 
reasonably stable effective transition frequency for the compounds by 
swamping internal variations, admittedly at a cost in available 
bandwidth. Also, in the absence of this time constant, the current 
in the BLY 17s was found to peak; this was due to saturation ' 
occurring in the first transistors of the compound before the current 
through the BLY 17s was established, and then a delay before these 
transistors come out of saturation when the BLY 17 and BLY 14 
emitter voltages rose in t u m ^ ^  .
The method of driving the output compounds was devised to 
allow both the compounds to be switched on fast from a good output 
waveform rise time. A large pulse current can be taken through the 
BFY 52 or BFX 29 driver transistors (corresponding to T^ and T2 in
Figure 3.11(b)) by driving the bases hard. These in turn drive the
bases of the output compounds, but the d.c. currents under steady 
state conditions can be kept reasonably low. The use of 1 K loads 
in the collectors gives a reasonably fast turn off as well.
The advantage of this circuit can be seen by comparing it
with the more normal phase splitting arrangement which was used at 
first for the early emitter output deflection amplifiers. See 
Figures 3.11(a) and 3.11(b). Here in (a) the resistor R was 
typically 50kft and under fast switching conditions, when T2 is 
switched off, the rise time is mainly dependent on this resistor
together with the base capacitances. Thus the collector output 
arrangement of (b) was found to have speed advantages especially for 
large signals where the transistors were saturating or switching off.
Further disadvantages of circuit (a) were: the use of a
level shifting zener which in practice was found to introduce noise 
even when heavily decoupled; and transients occurring during switch 
on which tended to be unbalanced and to blow up the transistors even 
though protective emitter resistors were used. Circuit (b) being 
inherently balanced and having local d.c. (and a.c.) feedback in the 
emitter circuits does not suffer from this.
In the collector output circuit none of the emitter 
resistors are decoupled so that the d.c. and a.c. gains are equal 
and no extra low frequency zeros are introduced.
In Figure 3.12 stabilisation of the bias supplies at the 
input was found to minimise the effect of power line voltage drift 
on the output. The effect was noticeable in spite of the high loop
gain of the feedback. The diodes connected to the collector of the
BFY 52 equalised the 2 x Vbe discrepancy between the base-emitter 
voltages of the ordinary and complementary Darlington compounds.
The 1.2 kH! resistors at the input were chosen to set the 
standing current in the output stage. and R^’ in Figure 3.11(b) 
are the equivalent of these and the expression for the gain and 
standing current are shown on the figure. The standing current has 
to be at least a quarter of the peak to peak output current to 
ensure the stage remains in class A.
The 100 ohm resistor at the output in Figure 3.12 was 
intended to damp any resonances formed between the deflection coil 
and the transistor capacitances. It has no effect on the gain of
the amplifier when the feedback is applied.
3.7.2 The Input Circuit
The noise and d.c. stability of the amplifier is determined 
chiefly by the performance of the input stage provided that a 
reasonably high loop gain is used for the feedback.
Originally the TAA 241 integrated operational amplifier 
was used both on its own as the input stage and also to provide the
loop gain, but it was found to be too noisy. The main noise
contribution was in the LF region being mainly "flicker" or 1/f
noise and also "popcorn" noise. (Popcorn noise occurs where the
gain of the input transistors jitters erratically between two
(28}
different values giving an additional base current noise . It 
occurs mainly in integrated circuit amplifiers of monolithic 
construction and gives a characteristic waveform which switches
randomly between two defined levels about 200 pA apart with an
average period of about 50 ms.) Thus a discrete transistor 
preamplifier was required to improve the noise performance.
For the preamplifier shown in Figure 3.12 BCY 71s were 
chosen. Operating at about 200 pA the manufacturers data gave the
optimum noise resistance as about 5kft. This then gave a value of
10kf2 as the main feedback resistor, and the four input resistors as
AOkfi which gives a parallel combination of 5 kft.
Without the preamplifier the noise at the output amounted 
to about 60 - 120 nA corresponding to 1 - 2 p  deflection of the beam 
Cor 1 - 2 parts in 50,000). With the preamplifier giving a voltage 
gain of 35 the noise was reduced by about 10 times to below 0.2 pm, 
which was adequate for the mask making machine.
One requirement for the amplifier was a manually operated 
d.c. bias for shifting the centre of the field of view. For the 
wide range of shift employed it was found that the bias circuit was 
introducing drift at the input of the amplifier. For this reason 
the zener diodes supplying the bias pot were themselves supplied by 
a constant current to improve the stability. The BC 109 transistors 
with their associated zeners perform this function as shown on 
Figure 3.12.
3.7.3 Deflection Amplifier Performance
The performance of the output stage of the deflection
amplifier of Figure 3.12 is shown in Figures 3.14 to 3.16.
Figures 3.14 and 3.15 compare the output current waveforms 
for step inputs of different sizes for the case of a short circuit 
load and the case of the normal deflection coil load of about 60 pH. 
The current waveforms are derived from the voltage waveforms 
measured across the 1 ohm standard resistor. The standard resistor 
used is slightly inductive having a Break frequency of about 4 MHz.
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(Originally it was about 1 MHz, but a redesign using a bifilar 
construction in a copper case and heat sink decreased the 
inductance and improved the temperature stability). Thus the real 
current waveform has a slightly less steep rise and fall than shown, 
particularly for Figures 3.14. In the other figures the discrepancy 
is of no consequence.
The predominant time constant of the output stage with
short circuit load can be estimated from Figure 3.14(c). Using the
(29)
formula t = 2.22 t where t is the 10 to 90% risetime and t the
time constant, one has t - 2.5 ys giving t - 1.1 ys corresponding to 
a 3 dB bandwidth of 120 kHz. Figures 3.14(a) and (b) show that the 
risetime under these conditions is substantially the same for the 
lower current excursions as well. Thus the bandwidth of the output 
stage driving into a small resistive load is about 120 kHz.
Figure 3.15(a) shows that introduction of an inductive load 
adds a pole with a time constant of L/R^ (Figure 3.10) giving a wave­
form indicating a predominantly second order system. However at 
higher currents the voltage of the output stage reaches saturation 
values for the most part of the rise and fall of the waveforms of 
Figures 3.15(b), (c) and (d). This is confirmed in Figure 3.16(a) 
which shows both the current through)^the load. (The slope on the 
saturated part of the voltage waveforms is caused by the voltage 
drop across the output stage emitter resistors varying with the 
current).
That the system is second order in form is also shown in
Figure 3.15(c) which clearly shows a delay of about 0.4 ys before
the current waveform starts to fall. Also the rise and fall times
of the voltage waveform of Figure 3.16(a) are comparable with those
for Figure 3.15(a) confirming that at the low current swing of 38 mA
voltage saturation is not occurring. Thus the small signal bandwidth
can be calculated from the risetime in Figure 3.15(a) with a
reasonable degree of confidence. This is again about 2.5 ys although it
displays the form of a second order response. Thus the bandwidth as
(29)
before is about 120 kHz
Figure 3.16(b) shows what happens when the output stage is 
driven into class B. The pips on the leading edges of the output 
voltage waveform occur when one or other output transistor compound
goes out of conduction. On the sloping top of the waveform the 
transistors are back in conduction but in a "bottomed" state. This 
picture illustrates that the onset of conduction is very non-linear, 
a situation which is not conducive to effective feedback 
compensation of the overall amplifier characteristic.
Figures 3.17 show the response of the complete deflection 
amplifier of Figure 3.12 for three different output current swings. 
The compensating series resistor and capacitor combination across 
the main feedback resistor was adjusted to give the best small signal 
performance. Figure 3.17(a) shows that the risetime is still about 
2.5 ys for the complete amplifier, which therefore has a bandwidth of 
about 120 kHz.
Figure 3.17(c) shows that for large signals the non- 
linearities do cause severe degradation of the close loop response 
although these non-linearities are not particularly apparent on the 
open loop response. For instance the current swing of 0.95 A in 
Figure 3.17(c) is well below the apparently well behaved response for 
a swing of 2.9 A shown for the open loop case in Figure 3.15(b). A 
swing of 0.95 A is nowhere near 2.4 A which is shown by Figure 3.16(a) 
to be insufficient to take the output stage into class B where the 
non-linearities would be expected to become noticeable.
The 4 - 5  MHz ripple evident on most of the waveform edges 
is thought to be related to the use of wire wound resistors in the 
output stage transistors emitters. Connection of capacity across 
these resistors did alter the ripple frequency. It was not thought 
worthwhile to wind non-inductive wirewounds because this ripple mode 
is not excited when the driver stage is added and the complete 
deflection amplifier loop is closed.
The noise measured at the output of the amplifier of 
Figure 3.12 when connected to the deflection coils is currently
equivalent to a deflection of 2 ym peak to peak. Part of this
' . J
noise is due to electrical pickup in the amplifiers and on the leads 
to the deflection coils. If the amplifiers are operated isolated 
from the rest of the system a noise reduction of about 30% can be 
observed. This amount of noise represents the result of taking 
care to screen any long leads and to avoid any earth loops or 
common-mode noise in poor earth return connections, (One of the
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most difficult earth connections to deal with is the connection of 
an X-Y scope across the 1 standard resistors in order to monitor 
the coil currents. Unless differential inputs are available for 
both X and Y inputs of the scope an undesirable earth connection 
exists between the X and Y amplifiers. This has been observed not 
only to pick up interference but also to cause a small coupling 
between the deflection axes. The worst pickup was found to occur 
when the computer executes certain data transfers on the input 
output lines, for example to the disc store or a DAC but it was 
found possible to avoid these actions during the time that a line 
exposure was being made).
The d.c. drift of the amplifier is less than the noise, 
being better than 1 pm over a few minutes.
It is interesting to note that the Johnson noise for the
amplifier referred to the output corresponds to a deflection of
about 0.13 ym RMS. (This was calculated on the basis of a bandwidth
of 120 kHz with a 6 to 12 dB r o l l - o f f w i t h  a total input
resistance to the amplifier of 5kfi assumed to be made up from the
parallel combination of the four 43kft input resistors and the lOkfi
feedback resistor. The gain of the amplifier for current into the
virtual earth input to give a certain current in the coil is set by
. . 4the lOkft feedback and one ohm standard resistor and is 10 . The 
deflection sensitivity of the coils used is 16 ym per mA).
The RMS noise of the amplifier is estimated from the 2 ym 
spot diameter degradation (measured by visual observation on an 
exposed slide and on the SEM picture) by dividing by a factor of 
five to convert the peak to peak estimate to an RMS value of 0.4 ym. 
Thus the noise factor of the amplifier is about 3 (= 0.4/0.13). It 
is worth examining how the noise output can be reduced.
For example the operating conditions for the BCY 71 input
transistors were chosen to give the best white noise performance.
The manufacturers data quotes a noise figure of < 1 dB for an
emitter current of 200 yA and a signal source resistance of 5 kfi.
(Noise figure = 10 1°8 q^ the Noise Factor). There is however
also a small contribution at lower frequencies in the form of 1/f
(31 32)noise shot or flicker noise * . The subjective effect of this
noise is more obvious than white noise of equivalent noise power.
The predominately low frequency power imparts an obvious roughness 
to the edges of the patterns depending on the machining rate, whereas 
the effect of the predominately high frequency energy of white noise 
is to merely expand the effective spot size as if it were a high 
frequency spot wobble. The BCY 71 flicker noise could be 
substantially reduced in the amplifier by lowering the emitter 
current (to about 20 yA say) and reducing the signal source 
resistance. The flicker noise break frequency is at present about 
50 Hz which means the power contribution to the 120 kHz white noise 
spectrum is very small in practice.
A further advantage of reducing the source resistance is 
that the white noise is reduced although not to the same extent as 
the flicker noise. A later amplifier than the one described here 
has been designed with a source resistance of 1 K giving a white 
noise reduction of /5 times, although an almost equivalent increase 
in bandwidth has introduced a corresponding degradation. Reduction 
below lkfi would provide too much loading on the signal sources used.
Another noise source which initially was found to be 
significant was the use of carbon resistors at the input summing 
junction. Replacement by metal film types gave a noticeable noise 
reduction. Going over to non-inductive wirewounds might give a 
further slight improvement although probably not enough to justify 
the further expense. Thus by reducing the noise from the sources 
mentioned and chiefly by reducing the pickup of interference a total 
noise reduction of about two times might be possible.
Otherwise the only noise reduction method left open is to 
increase the dynamic range of the amplifier by increasing its current 
output capabilities so that less sensitive deflection coils can be 
used to give the same deflection. A factor of about three times 
should be achievable using more modern transistors or by going to the 
extra complication of using parallel combinations of output 
transistors.
The dynamic range achieved on the amplifiers is given by 
the ratio of the maximum peak-to-peak swing to the peak-to-peak 
noise this is 50 mm if 2 ym (assuming - 1.25 A swing) which is about 
90 dB. The specification required is however 96 dB.
It is felt that the results achieved from the deflection 
system would be difficult to improve on substantially without a lot 
of further design and development work. Furthermore any substantial 
improvement would be of doubtful value unless pains were taken to 
reduce the affect of stray magnetic fields acting directly on the 
electron beam. At present simply rocking the EBM on its shock 
absorbing spring mountings can cause beam deflections of several ym!
3.8 Compensation for Eddy Currents
In the design of the electron optical column for an EBM 
precautions have to be taken to minimise the generation of eddy 
currents by the magnetic deflection field. In the mask-making 
machine the electron beam is contained in an evacuated glass tube 
which is coated on the inside with a layer of nichrome. The layer is 
thin enough to have little magnetic screening effect, but thick 
enough to prevent local charging of the glass surface by stray 
electrons from the electron beam. However it was found that the 
magnetic field from the deflection coils was inducing eddy currents 
of sufficient strength to have a small but measurable effect on the 
beam position. These eddy currents are induced in the pole pieces 
of the magnetic lenses and in the metal column containing the 
deflection coils.
Since it would be difficult to redesign the machine for any 
substantial reduction of the residual eddy currents, methods of 
electronic compensation have been devised.
Until these methods were applied to the machine the problem 
was alleviated by programming a settling time of a few milliseconds 
to be present after any large deflection step. Large steps were in 
any case avoided as far as possible. Thus the application of the 
electronic compensation allows this settling time to be much reduced 
if not removed altogether.
One effect of the induced eddy currents which it is not possible 
to compensate effectively is hysteresis in the magnetization induced 
in the metal surrounding the beam. Measurements of the repeatability 
of the positioning servo of Section 5.2 showed errors of up to 2 ym 
depending on whether a large positive or negative current step had 
been made previously. This is at present taken care of in the 
programming by ensuring that the coarse positioning of the fine field 
is always made from the same direction.
At first it was assumed that both the induced eddy 
currents would tend to oppose the beam deflection. In practice the 
opposite was found to be the case. This was because the return 
paths for the eddy currents were more strongly coupled to the 
electron beam than the parts of the paths which were mainly coupled 
to the deflection coils. Whether the overall effect on the beam 
deflection is positive or negative depends strongly on the 
geometrical position and arrangement of the coils in the surrounding 
metal work. Thus compensation methods for both cases have been 
worked out although only the case of negative coupling correction has 
been applied.
Figure 3.18 shows the step responses for the two cases 
assuming that there is one predominant eddy current loop. Figure 3.19 
shows an equivalent circuit for both cases. The sign of the constant 
3 relating the induced current to the effective deflecting field 
depends on the relative magnitudes of the fields generated from 
and Ii2* Typically in Figure 3.18 y^ - y^ would be about 0.05% of 
y^ and the decay time constants somewhere between 1 and 40 ms.
For the single loop case the equivalent circuit and its time 
response can be justified and a transfer function derived for the 
deflection coils as follows.
The field acting on the electron beam is taken to be the sum 
of' the effects of the deflection current i^ and eddy current i:
H = ai1 + 3i   (3.7)
In terms of the Laplace variable, s, the mesh equation for the 
lumped equivalent eddy current loop L, R, coupled by mutual 
inductance M is:
i(R + sL) = i1sM   (3.8)
Thus the transfer function between the field H and the 
coil current i^ is:
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Fig *3-19 Equivalent circuit of eddy current coupling
This transfer function represents a lag circuit if the 
coupling is positive and a lead circuit if negative. If there is no 
coupling 3 is zero and the pole and zero terms cancel. The pole and 
zero are both on the real axis in the s-plane and very close together. 
Thus introducing a small amount of lag or lead into the deflection 
amplifier transfer function will compensate respectively in the 
positive and negative coupling cases.
If the effective average deflection field H could be 
measured rather than the current i^ in the deflection coil then feed­
back could be used from this measurement to set the beam position 
accurately. In practice the direct measurement of the field with 
sufficient bandwidth and accuracy over the entire length of the beam 
is not possible. Thus the field is in effect an inaccessible state 
variable of the system. But neglecting hysteresis the transfer 
function of the system is sufficiently linear and stable in time for 
a simple network to be made as a model of the transfer function.
When supplied with the same input signals as the coils this model can 
provide a simulated version of the inaccessible state which can then 
be used for feedback compensation. Using this argument the 
compensation arrangements shown in Figures 3.20 and 3.21 were 
devised.
Although any other suitable arrangements for introducing the 
pole zero pair required for the lead and lag compensation could be 
used, the arrangements shown have the advantage that the voltage 
is a direct measure of the effective deflection field. It can 
therefore if desired be used to monitor the deflection more 
accurately. In practice, because of the danger of the connection of 
an oscilloscope to the point introducing noise into the deflection 
feedback loop, it is better to connect a duplicate compensator network 
to with the same transfer function in order to provide the scope 
output. If the eddy current errors are small then direct connection 
to the standard resistor will be accurate enough for monitoring 
purposes.
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Both Figures 3.20 and 3.21 can give exact compensation for 
the effects of first order eddy currents. Both circuits have Been 
arranged so that variations of the pot position or of the components 
G and R^, which are needed to adjust the compensation, do not affect 
the final value of the waveform. Thus the d.c. gain of the deflection 
system is unaltered by any adjustments made.
For the positive coupling case in Figure 3.20 one can 
effect perfect compensation of Equation (3.9) if
= CR4    (3.10)
t2 » C{R4 + 6.(1 - 6)R } ...... (3.11)
and (t2 - t1)/t1 = 6(1 - 6)R2/R4 ...... (3.12)
For the negative coupling case of Figure 3.21 one has
t1 = C(R4 + 6R2)    (3.13)
t 2 = C(R4 + 6R2 - <52R2) ...... (3.14)
and (t2 - f1)/x1= <52R2/(R4 + 6R2) ...... (3.15)
To be able to work out the component valuesx^ and t2 have 
to be estimated. To do this one has to measure the time response 
of the deflection system to a step change in the coil current.
This can be done by measuring the beam deflection in the Y 
direction when scanned at a suitable constant rate in the X 
direction after the application of the step input. The path taken 
by the beam is then as shown in Figures 3.18(a) or (b) and this has to 
be measured to give x^ and t2* Applying the initial and final value 
theorems to Equation (3.9) and equating with y^ and y in Figures 3.18
one has
 ^2J
and y_ = ai J 2
so that
T
1
(3.16)
Since is very nearly equal to (to within about 0.05%)
Equation 0*16)is readily equated to Equations (3.12) and (3.15) to 
give the required values of 6.
microscope to observe the trace made by the electron beam on a 
phosphor, but the resolution of a phosphor is inadequate for the 
required accuracy of measurement. A better and more accurate method is 
to expose an- electron resist covered slide and to measure this under 
a microscope. However with this method it is not possible to observe 
the effects of compensator adjustments as they are made.
be the use of the raster scan of the scanning electron microscope 
(SEM) facility on the EBM. The time constants are such that they can 
be conveniently estimated by measurements along the vertical frame 
scan direction of the raster. The SEM frame rate is 50 Hz since a 
modified 625 line TV set has been used for the scan generation and 
display. To make a measurement a marker at one side of the coarse 
field of view is aligned in the display. Then the computer is 
arranged to step the X deflection back and forth from the other side 
of the coarse field of view to this marker at regular time intervals, 
typically about 100 ms. By arranging the interval to be adjustable 
to 12 bit accuracy from the switch register on the computer the 
stepping can be tuned to synchronise with the frame scan. In this 
way the profile of the vertical marker edge can be made to display the 
horizontal profiles of the waveforms in Figures 3.18. The time scale 
can be determined from the fact that the vertical scan takes 20 ms.
Measurement of the beam path can be made using a travelling
The most convenient method of measurement has turned out to
For both compensators, Figures 3.20 and 3.21, the method of 
adjustment is to choose an approximate initial value of then to
select a C value to give roughly the right time constant, then to
trim the time constant by varying and to trim the initial value
of the waveform by varying 6, until the profile observed on the SEM 
monitor is as fla.t as possible.
In the positive coupling case of Figure 3.20 R^ is 
initially chosen so that R£ >> R^ »  R^. Then the loading effect on 
R>j and 6 becomes small. (This is best achieved by making
^4 ~ *^2 ^3^ ’
For the negative coupling case of Figure 3.21 R^ - 
makes 6 about equal to the square root of the initial step fractional 
error through Equation (3.15). Thus for 0.05% error 6 - 2% which is 
quite a convenient value. This 2% is also the error produced in the 
time constant given by Equation (3.13). Thus although there is 
interaction of the adjustments it is sufficiently small to be ignored 
in practice.
With the actual time constant and the small size of 
(y^ “ ^2^1 ^oun<* -^n practice, the insertion of an eddy current 
compensator will have practically no effect on any feedback 
compensation used to stabilize the present deflection amplifiers.
This stabilization is effective at much higher frequencies than those 
affected by the relatively long time constant of the eddy current 
compensator. Figure 3.22(a) shows how the stabilization network can
be connected in the positive coupling case and Figure 3.22(b) an
alternative method which is sometimes advantageous and can be used 
if 6 is small. For the negative coupling case the stabilization 
components can be connected similarly either across the whole of ^
or across (1 - S)!^ if  ^ is small.
In practice the eddy current effects tend not to be first order 
but to have several real poles. Therefore the compensator shown 
in Figure 3.23 was developed and was found to afford reasonable 
compensation. It is apparent that the network has several time 
constants which interact strongly during adjustment hence a purely 
empirical approach was used to determine the component values.
3.9 Mechanical Rotation and Deflection by Stepping Motors
On the EBM a stepping motor is used for rotating the 
deflection coils to align them with the target. Similar stepping
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9 . 3-23 Empirical compensation
motors are used for driving the XY table which at the time of 
writing was being installed on the EBM. The electronic system for 
driving the motors is the same in both cases.
Philips stepping motors type 1D05 were originally chosen 
together with the manufacturer’s recommended driver cards. The 
drivers convert input pulses into the correct sequence of energising 
currents in the motor windings for executing steps in the chosen 
direction. However the transistor types used in the driver circuits 
were replaced by faster types (BFX 29) so that the much shorter 
input pulses available from the PDP 8 computer could be used.
The XY table is driven by a pair of recirculating ball lead 
screws which convert the rotary movement of the motors into a linear 
movement of the table. These kind of lead screws provide a friction 
to the motors which is reasonably independent of the mechanical 
loading of the table. These were thought to be necessary because of 
the low torque provided by the stepping motors, however it is likely 
that these will be replaced by a more efficient type (Philips PD 20) 
which is now available.
The lead screw pitch is 0.1 in and the motor takes 48 steps 
to complete one revolution. Thus one step is roughly 25 ym. For the 
typical stepping rate of about 160 per second the speed of the 
deflection is 4 mm per second. The tolerance on the final position, 
approached from the same direction to avoid backlash,is better than 
25 ym.
The coil rotator also uses the 1D05 motor. This drives a 
lead screw which in turn rotates the coils through a reciprocating 
coupling.
The schematic of the stepping motor drive systems is shown 
in Figure 3.24. Facilities are provided for driving the motors from 
a 25 Hz source or for single step operation. For computer operation 
the appropriate pulse is output from the computer which both 
increments the motor and sets the monostable. The computer can then 
test the output of the monostable flag until an output to the skip 
line indicates that an appropriate time has elapsed for the next 
pulse to be sent. In this way one ensures that each pulse from the 
computer is suitably timed to give one step of the motor. The limit 
microswitches inhibit either the forward or reverse pulses as 
appropriate.
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4. PATTERN GENERATION METHODS
The pattern generation part of an EB system has the task of 
translating the pattern data from the concise input data code into 
the exact sequence of deflection signals required by the deflection 
system.
In this chapter the factors affecting the design and 
optimisation of the pattern generation system are considered. These 
are: choice of the basic method for the hardware that gives the best
trade-off between the required speed, reliability and cost (Section 
4.1); choice of a concise input data code that is easily translated
into beam movements and of the data processor to do the translation 
(Section 4.2); detailed design of the hardware and the programming 
of detailed pattern generation methods for optimum use of this hard­
ware (Sections 4.3 and 4.4). These factors are considered in 
relation to the three EB system designs outlined in Chapter 2.
4.1 The Speed Problem
In Chapter 2 the step rates of 40 kHz, 1 MHz and 80 MHz 
given in Table 2.1 for the three EB systems were calculated on the 
basis of the time required for the electron beam to expose an area 
one step size square such that the mask could be completed in the 
desired time. Assuming that a mask was produced on a point-by-point 
basis these rates would be the rates at which the coordinates of the 
points would have to be output to the deflection system. This 
obviously is a very inefficient method of pattern generation which 
would impose unnecessarily high information rate requirements on the 
data handling parts of the system. What are required are ways of 
reducing the information rate and speed requirements.
Preferably both the peak and the average information rates 
should be reduced. To do this the redundancy of information entailed 
in a point-by-point description of the pattern shapes can be used. 
Groups of points can be much more efficiently coded as shapes which 
only require a few points for their description. Thus suitable 
coding of the shapes and suitable hardware for executing these codes 
can much reduce the average information rate handled by most parts of 
the system, although the peak information rate may remain the same 
during the generation of the highly detailed parts of the pattern.
However the amount of time during which a data handling bottleneck 
slows the pattern generation is normally small. Thus a reduced peak 
information handling rate would have little effect on the total time 
required to generate the complete pattern.
The following section describes methods of attacking this 
speed problem while Section 4.1.2 compares the efficacy of different 
pattern generation methods in terms of computer and data processing 
requirements.
4.1.1 Ways of Easing Speed Requirements
Analogue interpolation between pairs of coordinates is an 
effective way of reducing the average speed of the system. Rate 
controlled deflection as described in Section 4.3 generates lines 
between two points with a constant electron exposure along the length 
However, for a precision of a single step on a line length, the end 
of the line has to be synchronised with the beam being turned off 
with a time error of less than a step time or so. Some latitude in 
this time can be gained by ensuring that the deflection system does 
not overshoot given a step input so that any delay in switching the 
beam off at the end of a line will be much less important. However 
in this case the end of the line will be overexposed which in general 
would cause the end of the line to be thickened and also slightly 
lengthened. Thus the beam blanker speed still has to be equal to 
the system speed in practice.
The use of spot wobble orthogonal to the direction of beam 
travel does ease the linear rate problem. The linear rate in the 
direction of travel is then reduced in proportion to the width of 
the wobble to keep the exposure constant. However the wobble 
frequency in the worst case of very narrow lines has to be in excess 
of half the step rate to ensure that successive sweeps of the beam 
overlap each other. Furthermore to achieve the full benefit the 
wobble amplitude has to be accurately controlled and compensated for 
the change of wobble coil deflection sensitivity with beam deflection 
(As mentioned in Section 3.5 - Correction of Pincushion Distortion).
Another method of reducing the system speed requirements,
(33)particularly the peak data rate, is to use a "Le Poole" lens to 
switch the beam current, so that the main areas of the pattern can 
be filled in using a large high current spot. The edges of the 
pattern are then accurately finished of fat a lower exposure rate
using a small low current spot with no spot wobble. The price paid 
is either the time lost switching the beam between the two currents 
together with the time taken to switch the rate control circuits, or 
alternatively the increased programming complexity required to 
generate the rectangle outlines separately from the main areas. 
(Typically for the rate circuits described in Section 4.3 a time 
of 100 psecs is needed for transients to die away after the rate 
values have been switched. For this reason frequent rate switching 
is to be avoided). The use of the Le Poole lens would normally 
increase the effective speed of the system by up to about 5 times, 
this being the ratio of the currents which can be achieved by 
switching the lens.
A certain proportion of the mask-making time is taken up by 
the data processing required for pattern generation and for focusing 
positioning and alignment operations. Efficient choice of 
programme methods can reduce this time giving more time for the 
actual pattern generation and hence reduce the system speed 
requirements.
If a computer is used for processing the data, the output 
data rate can become the limiting factor in the speed of the system. 
Then it is useful to make further use of the high ratio of peak to 
average information rate required to specify a pattern at a given 
drawing rate. Generating the patterns as assemblies of straight 
lines gives a speed improvement, but eventually the instruction time 
of the computer, and the number of instructions required to output 
the definition of a line and to control the hardware in the execution 
of this definition, become a limiting factor. Any further speed 
increase in the system then has to come by means of an output of 
higher order shapes, such as rectangles, and by building a much 
faster special purpose hardware interface to autonomously execute 
these more complex shape definitions (see Section 4.4).
4.1.2 Speed Comparison of Pattern Generation Methods
In all three EB systems described in Chapter 2 a PDP 8 
computer is used for the control and running of the systems. It is 
therefore instructive to compare how the PDP 8 output speed limits 
the production of a typical IC mask for three different possible 
pattern generation methods. It is assumed that a 25 x 25 array of
2 x 2 mm areas has to be made with a pattern defined by about 300 
rectangles and covering about 50% of each 2 x 2 mm area. The 
resolution is assumed to be 0.5 ym and the programming times are 
estimated from actual programmes for the different pattern 
generation methods.
For a "point-by-point" pattern definition method, the
computer on average would be able to output a new point about every
20 ysec. There are 10^ possible points so that 50% of the area
10 -5would require a total pattern time of 10 x 2 x 10 x 0.5 = 100,000 
sec or about 28 hours.
For the "line" pattern definition method, assuming that each
rectangle has an average of ten lines each requiring 60 ysec of PDP 8
time, and that a setting up time of 100 ysec is needed, one rectangle
will take 700 ysec. The total number of rectangles is
25 x 25 x 300 - 200,000. The time taken therefore is
“6
200,000 x 700 x 10 = 140 sec, giving a speed improvement of 300
times.
For a "rectangle" pattern definition method the four
coordinates of the rectangle and a control word can be outputed in
about 50 ysec using the programme controlled input-output channel,
_6
giving a total pattern time of 200,000 x 50 x 10 =10 sec, a
further speed improvement of 14 times. Using the direct memory 
access (or data break) channel a transfer of five words would take 
about 16 ysec, giving a total time of 3.2 sec.
These figures have to be added to the exposure, focusing 
and positioning times to give the total time. For example allowing 
140 sec computer time, 20 sec focusing, aligning and positioning 
time for the line drawing system, the total processing time exceeds 
2 min without allowing any exposure time. A target time of 2 min is 
generally agreed to be the maximum time for economic viability of 
direct work on silicon when in competition with a manufacturing 
method which uses masks. Thus for DOS work the "rectangle" pattern 
generation method is required if the PDP 8 computer is used.
A reduction in step size maintaining the pattern size does 
not increase the time taken by the second two methods. But if the 
improved edge definition is used as an excuse to scale the pattern 
dimensions by for example one half, then the times taken by these two
methods would be four times larger - the same increase as for the 
first method.
It should be noted that the required speed of the electronic 
system is not in principle affected by reducing the electronically 
scanned field of view and adding mechanical deflection to maintain 
the desired total field of view, provided that the accuracy is not 
changed. This simply enables the dynamic range of the deflection 
amplifying system to be reduced (defined as the ratio of the maximum 
allowable signal to the internally generated noise).
4.2 Choice of Hardware Designs for Pattern Generation
For each of the three EB systems outlined in Chapter 2, a 
pattern generation hardware configuration most appropriate to the 
desired specification had to be decided. The following decisions had 
to be made:
Should analogue or digital rate controlled interpolation
be used?
Was spot wobble required?
What, if any, computer was required and how far should it
be on-line? What back up storage, if any, was required?
What input pattern coding should be used?
\
Should the beam blanker be computer controlled or 
automatic?
Should the pattern generation hardware outside the 
computer be capable of generating rectangles and higher order shapes 
as well as single lines?
Should a Le Poole lens be used for beam current switching?
Were there any requirements from other parts of the system 
which would affect these requirements? (Such as a positioning 
servo requiring a sinusoidal wobble for its operation)?
These points are discussed for the three EB systems in the
following three subsections.
4*2.1 Discretionary Wiring System
For the discretionary wiring system only a restricted 
number of known pattern shapes are required to make up the inter­
connection mask. The sequence of these is determined to give the 
appropriate interconnections for avoiding bits found faulty during 
probe testing. The pattern generation problem can therefore be 
split into two parts: (a) the translation of the fault
distribution into a schematic interconnection pattern, and (b) the 
translation of the schematic pattern into the actual beam deflection 
commands.
For part (a) a computer is required because of the 
complexity of the problem. For the MOST store the interconnections 
are arranged in the form of a matrix which is geometrically distorted 
to avoid connecting any faulty bits into the matrix. (See Figure 2.3 
and Section 2.2).
The form of the interconnection algorithm which the computer 
had to solve for a given fault distribution was established by the 
constraint that the 70 ym gap between the bit areas was only wide 
enough for three 10 ym wide conductors spaced by 10 ym. This means 
that the horizontal (or vertical) interconnections could not step 
diagonally by more than one row or column at a time. Parker 
developed a computer programme to estimate the efficacy of such an 
algorithm for interconnecting a 32 x 32 array from arrays of 
different sizes and different element fault rates. The algorithm 
which proved adequate was basically as follows. Columns with more 
than a certain number of faults were deleted. Then an attempt was 
made to connect each element to the one in the next row above but 
in the next column to the right if this existed and was neither 
already connected nor defective. Failing this it was connected to 
the one on the same row and failing this to the one on the next row 
down. If still unsuccessful then the previous connection path was 
moved one row down if possible and the process repeated.
With this algorithm a total of 60 different path shapes 
for bit interconnection were found to be required. Provided that 
the bit was designed with four-fold symmetry with respect to its 
connection pads it was found that these could be classified into 9 
different basic shapes which could be rotated or reflected to make 
up the total of 60.
The question then arose whether the same computer as used 
for working out the schematic patterns should also be used on-line 
to drive the deflection system as well. If it was not used on-line 
then a suitable data interface had to be chosen which was fast 
enough to drive special pattern generating hardware capable of 
executing the 60 shapes. Then the data rate of the interface would 
have to be sufficiently low so that some convenient medium such as 
punched paper tape could be used for feeding the data from the off 
line computer to the pattern generating hardware and deflection 
system.
Whichever system is used it makes sense to reduce the data 
rate wherever possible within the system. For this reason it was 
decided to use a circular spot wobble to define the width of the 
interconnections and to use analogue rate controlled deflection for 
generation of the line sections making up the patterns. (The 
circular spot wobble was also required for the positioning servo 
as described in Section 5.1). Thus the deflection system required 
data in the form of a series of coordinates of the end points of the 
straight line sections.
The time saving in defining the patterns as a series of
j
straight lines rather than point by point is not so great for an 
interconnection mask as for the other masks where larger areas have 
to. be exposed. To give some idea of the advantage gained it was 
estimated that in the best case of a faultless slice about 70,000 
pairs of x and y coordinates would be needed to define the pattern 
on a point by point basis. On a line by line basis about 5,000 
line sections requiring 4 coordinates each would be required to 
define the same pattern. In both cases about five times as many 
coordinates would be required for a slice with a typical fault rate. 
Thus the advantage gained by using analogue interpolation to define 
line sections was an estimated data rate reduction of about seven 
times which was a worthwhile improvement.
(The comparison was worked out by assuming for the best point 
by point case, 5 ym steps for 32 x 4 connections consisting of 
40 x 70 ym lengths; that is 32 x 4 x 40 x 70 * 5 - 70,000. Where 
bit areas have to be avoided the path lengths are much longer 
hence the estimate of a factor of 5. For the line by line case a 
total of 32 x 40 x 4 connections are required, which in the best
case is also the number of line sections. Paths avoiding bit areas 
average about 10 sections but the sections are consecutive which 
means that the coordinates of the end of one line section could be 
taken as the beginning coordinates of the next section. This gave 
about half the number of required coordinates so that the factor of 
5 was again appropriate).
The problem then was to decide between three possible 
schemes. First to use an off line computer to generate the line 
section coordinate data in the required order on a paper tape which 
would then drive the deflection system directly. Secondly to use an 
off-line computer to generate an abbreviated or schematic form of the 
pattern data on a paper tape, which would then be translated in the 
deflection system interface into the detailed deflection commands. 
Thirdly to use an on-line computer both to work out the schematic 
deflection paths and also to translate these into the detailed 
deflection commands.
For the first scheme an average of about 5,000 x 4 x 5 =
100,000 coordinates would be required per pattern. Each coordinate 
would require two characters on standard eight hole paper tape.
(To give the 1 in 4096 resolution, 12 bits are required). Thus at 
10 characters per inch a tape 1700 feet long would be required, 
taking about 30 minutes to be punched at 100 characters per second. 
Although it could be read in about 3 minutes by a fast 1000 cps 
reader.
Originally it was thought that these times would be 
considerably longer than the time that would be required to probe 
test the slice, although this proved not to be the case later. Also 
some reservations were felt on the probability of reliable punching 
and reading of a 200,000 character tape, especially as it was 
envisaged that the tape would be read intermittently. One block of 
data for a single line was to be read, stored in a buffer before 
being appropriately executed. On balance therefore this scheme was 
rejected in favour of the other two.
The second scheme required a read only store of the type 
used nowadays for generating characters on a CRT display for desk 
calculation. At that time (January 1966) suitable read only stores 
of this type were not available. Also required was logic circuitry'
for decoding the input data, selecting the appropriate type of path, 
sequencing and positioning the sections of these paths and outputting 
this sequence to the deflection system. The system schematic is 
shown in Figure 4.1. An estimate of the circuitry required was made 
and costed together with the store. The result of this was that 
when labour costs were included it was found that the major part of 
the system could be replaced by a small computer, the PDP 8, at an 
overall saving of 20% in cost. At the time the PDP 8 was the only 
small computer available at sufficiently low cost.
Thus the third system using a small on-line computer was 
considered to give the best value. Especially so because the 
flexibility of the system was much greater, the computer being 
software programmable and also being capable of working out the 
desired pattern schematic directly from the fault distribution on 
the slice.
Figure 2.2 shows the system but also includes the focusing 
and positioning servos. The beam blanker did not have to be 
automatic in this case since the system speed was such that the 
computer could control the blanker directly. Moreover the 
trajectory of the beam was arranged to be a continuous zig-zag scan 
so that the beam only had to be switched off infrequently.
Beam current switching was not considered necessary for 
this system and so a Le Poole lens was not incorporated. Manual 
control of the beam current and of the rate settings of the inter­
polation circuits was considered adequate.
Only 12 bit DACs were used since it could always be 
arranged that the end coordinates were related by multiples of the 
5 ym steps used. However through the use of analogue position 
corrections derived from the positioning servos the precision was
•f #
made better than - 5 ym. See Section 5.1.
4.2.2 Mask-Making System
Because of more stringent speed and accuracy requirements 
the pattern generation method used in the mask-making system was 
chosen to be a more sophisticated version of the analogue rate inter­
polation method used for the discretionary wiring system. Differences 
in the hardware arose because the patterns consist predominantly of 
rectangles rather than lines although the rectangles are constructed
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from a series of overlapping line scans. For this reason the spot 
wobble was made computer adjustable over a 6 bit range, about 0 to 
63 ym, which also necessitated a 6 bit range on the "rate circuits 
to ensure constant electron exposure.
Since the patterns require scans predominantly along the 
axes and not at 45° to them, the wobble was made computer switchable 
to be orthogonal to the directions of scan. Circular wobble is 
provided if both X and Y wobbles are switched on but in practice 
this facility has been found unnecessary. The circuits are further 
described in Sections 4.3.
The range of the rate circuits can also be centred manually 
over a wide range of rates, and the computer can also switch from the 
6 bit computer adjustable range to a manually set range. Originally 
the rate could be switched out also to allow the full bandwidth of 
the system to be used but these features were found unnecessary 
especially as it degraded the performance of the system when used 
under rate control. This is further discussed in Sections 4.3.
Automatic beam blanking was found to be desirable. This 
has been arranged so that the computer can select whether the beam 
is switched, on at the beginning of the line being drawn, off at the 
end, at both, at neither, or directly by computer action. This 
allows more accurate exposure at the ends of the lines and also acts 
as a safety device in the event of a computer hang up during the 
pattern generation.
Provision has been made for beam current switching using a 
Le Poole lens although the efficacy of this facility has not been 
proved yet in practice.
One major addition to the system is the 256 K word disc 
backing store for storage of a small library of masks for different 
devices. It also allows more sophisticated control programmes to be 
used.
For checking these mask patterns, especially for cross­
checking the dimensions of a set of masks for a single device the 
X-Y plotter provides a convenient if rather slow method of doing 
this. Different coloured inks are used to visually separate the mask 
outlines when drawn to overlap each other. This is particularly 
necessary when a new set of data is fed in from punched paper tape 
which may not be 100% reliable.
4.2.3 The Direct on Silicon System
The DOS system pattern generation hardware is designed to 
overcome speed limitations imposed by the computer output data rate 
and the accuracy limitations imposed by using analogue rate methods.
The deflection field is divided into a fine system which is 
used to generate various shapes defined by coordinates from the 
computer, and a coarse system which positions these shapes over the 
field of view, as described in Sections 2.4 and 3.4. By generating 
these shapes digitally as described in Section 4.4, better accuracy 
and speed is achievable, as well as a larger repertoire of shapes 
than can be achieved with the mask-making analogue system.
The use of the data highway organisation of the whole 
computer interface allows the pattern generation system to be largely 
autonomous. See Figure 2.7. Hence it is easily designed for high 
speed by the use of suitable high speed circuits.
For convenience of operation analogue interpolation is used 
on the wobble circuits so that the shapes are made up directly from 
lines of accurate length and exposure. The completion of a line 
length provides a logic signal which times the start of the next line 
in the same way as does the analogue line complete circuit. However 
the way in which this signal is derived from the circuit is different 
and it gives a much more accurate timing signal. Thus the wobble 
circuit which draws the lines is also used as a clock for the system 
and it ensures constant electron exposure for any size or shape of 
pattern.
The automatic beam blanker is also operated from this 
accurately timed wobble line complete logic signal which ensures 
accurate exposure at the ends of the lines.
Separate wobble coils are riot used in this system, so that 
the field distortion correction methods described in Section 3.5 
can be used to good effect if they prove to be necessary.
The choice of computer and backing store is made less 
important by moving much of the pattern generation data processing 
into the interface. However given a free hand the most suitable 
type of computer for the system is one with a fast cycle time, but 
more importantly with a data highway type of architecture which can
be extended through the interface to its peripherals. Suitable 
examples currently are the DEC PDP 11 which has a 16 bit word 
length, the PDP 8E which is software compatible with the PDP 8 and 
has a 12 bit word length, the DGC Supernova or the GR1 909. At 
present it is likely that the PDP 8 with 256 K disc backing store 
would be used for the DOS system as it is already available.
4.3 Analogue Rate Controlled Deflection System
The function of rate controlled deflection is to ensure 
constant electron exposure along a line drawn by the beam of width 
defined by the spot wobble on the beam, and of length defined by the 
end coordinates fed from the computer.
The basic system used for rate controlled line generation 
along one axis is shown in Figure 4.2. A 12 bit coordinate from the 
PDP 8 computer is converted to an analogue signal which drives the 
rate control circuit. The output which is fed to the deflection 
amplifier moves from the old to the new coordinate value at the rate 
previously set from the computer. The "beam at rest" (or line 
complete) signal indicates readiness for new coordinates to be sent 
from the PDP 8. If desired this signal can also operate the 
automatic beam blanker circuits. These ensure that the electron 
beam is only switched on while moving and are described in Section 
4.3.5.
The basic rate control circuit is shown in Figure 4.3. The 
essential parts are: a feedback loop to ensure that the output 
corresponds to the input in the steady state, a limiting error 
amplifier which limits symmetrically, and an integrator which 
provides a ramp output when supplied with a constant voltage from 
the limiter.
A requirement of the rate controlled deflection system is 
that the rate should be able to be changed rapidly under computer 
control from one value to another. This is necessary to ensure 
even electron exposure when the spot wobble path width or the beam 
current is changed during mask production.
The rate of deflection for the rate circuit shown in
Figure 4.3 is given by dV /dt = -V ,/CR (assuming perfecto sat
amplifiers and perfect components). Thus the rate can be adjusted
by variation of any one of the three values C, R, or V . The
S 3. t
following sections describe a computer controlled switch for 
varying these components and give details of rate control by 
variation of each of these three.
4.3.1 A MOST Analogue Switch
For switching the rate circuit element values from the
. . .  . (34)
computer the switch circuit shown m  Figure 4.4 was devised
The main requirement for the switch is that the control 
signal should be well isolated from the signal path which is being 
switched,particularly since the components being switched are in an 
integrator circuit. A further requirement is that the switch should 
be floating so that neither input or output need be tied to a fixed 
potential. These requirements are satisfied by using a MOST switch 
which has its substrate connected to ground via a Capacitor rather 
than as is more normal to a -10 V rail (for an n channel MOST).
This method of connection prevents any substrate leakage current 
flowing into the signal circuit but the substrate is nonetheless 
decoupled to ground at r.f. The leakage from the gate electrode is
exceedingly small typically amounting to an input resistance of
1_14 , :
> 10 ohms.
It is essentially the gate to substrate voltage which 
determines whether the MOST is on or off. The way in which the 
substrate voltage is established is as follows. The substrate 
capacitor is charged through either the drain or source-to- 
substrate parasitic diodes to a voltage equal to the most positive 
going peak of the input signal (for an n-MOST). The discharge time 
of the substrate capacitor in the absence of a signal is determined 
by the leakage through the back-biassed parasitic diodes. Thus 
provided that the input signal swing is limited so that the substrate 
never approaches within the gate cut-off bias of either the + or - 15 V 
levels on and off gate voltage levels, the correct switch operation 
is ensured. Typically with Mullard BFX 63 and BSX 82 devices a 
signal range of - 10 V was found to be appropriate.
In practice the substrate leakage is so low with modern MOSTs 
that there is little advantage to be gained by using this substrate 
capacitor arrangement to eliminate this leakage. The main advantage 
which remains is then that no - 10 V supply is needed for the
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substrate. In the case of circuits using both p and n type MOSTs 
a + 10 V supply is saved as well.
The value of the substrate capacitor needs to be as small 
as possible in order to have as little effect as possible on the 
input signal source which has to charge it, but large enough to 
decouple the substrate effectively at r. f. With the BFX 63, BSX 82 
n-MOSTs and some experimental p-MOSTs which were used, a 1 nF value 
for the capacitance was found adequate.
Performance measurements on a typical device gave an on-to- 
off isolation ratio of 80 dB at d.c. falling to 40 dB at 100 kHz and 
20 dB at 30 MHz, all for a 1 kfi load on the output.
Circuits devised for switching the MOSTs from logic levels 
are shown in Figures 4.5 and 4.6. Initially 0 = 0 V and 1 e - 3 V 
negative logic levels were used since the PDP 8 and the DTL interface 
built, used these levels. Thus the circuit in Figure 4.5 was devised 
as an interface. Later an interface was built which converted the 
negative logic signals to positive logic signals suitable for driving 
TTL. Theii 0 = 0 V and 1 = + 3 V levels were used and for this the
circuit in Figure 4.6 was devised.
Both circuits had risetimes of about 2 ys when loaded with 
about 300 pF, but fall times were faster owing to the low impedance 
of the output transistors when switched on. The 330 ohm emitter 
resistors did improve the speed of response slightly by limiting the 
base current and hence also the stored charge which has to be 
removed to switch off the transistor. The first circuits used 
omitted this resistor. The collector resistor was chosen at 3 kfi to 
be as low as possible to give good speed of response without 
introducing undue dissipation.
4.3.2 Capacitative Rate Setting
Rate control using MOST analogue switches to switch the 
feedback capacitor in the rate circuit integrator was tried but was 
found to be too slow in practice. The main problem was to ensure 
that a capacitor being switched across other capacitors in the 
integrator had the same voltage across i,t as was across the other 
capacitors. Otherwise a voltage error is introduced into the feedback 
loop and it can only decay at a rate determined by the rate control 
circuit itself. For large voltage errors the time to equilibrate can 
be impracticably large.
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One solution tried was to connect all unused feedback 
capacitors through a resistance between the integrator output and 
ground as shown in Figure 4.7. The scheme relied on the virtual 
earth point of the integrator being truly at ground potential. Then 
any new capacitor being switched from ground to the virtual earth 
point should have the appropriate voltage across it. This requires 
that the grounding resistance is low enough to charge the capacitor 
iii the time available since the last change in integrator output.
But since this resistor appears across the operational amplifier 
input when the capacitor is switched in, there is a limit to how 
small the resistor can be without affecting the operation of the 
integrator. However in practice it was found difficult to ensure 
that the virtual earth point of the TAA 243 operational amplifier was 
accurately enough at ground potential for the voltage error to be 
small enough. Thus the method was discarded as being unsatisfactory 
at least for rapid rate switching.
However one requirement placed on the deflection system at 
that time was that the rate should be capable of being turned off so 
that a TV raster could be fed to the deflection system. This was 
required so that the EBM could be operated as a scanning electron 
microscope. Since there was no requirement for rapid switching in 
this case but there was a requirement for wide bandwidth operation, 
the solution adopted was to switch out the integrator capacitor and 
to switch in or out various compensating or stabilising components. 
The system can then be operated as a straight amplifier without rate 
limiting. The arrangement devised is shown in Figure 4.8. This 
circuit was used in conjunction with the resistive rate setting 
arrangement of Figure 4.9.
In Figure 4.8 either a manual set rate can be selected by 
T^ or a computer set rate from T^. If neither of these are selected 
the rate range capacitors are switched from the feedback condition 
but reconnected through a 180 ohm resistor across the second TAA 241 
output by switch T^,so that the voltage on the capacitors will 
track the output although with a lag. This replaces the integrator 
pole by the natural predominant pole of the TAA 241 which occurs at 
a much higher frequency. T^ switches in a 10k0 preset resistor 
which can trim the loop gain for optimum "rate off" response.
When the rate is on, the 47 pF capacitor across the lOkft feedback
M O S T  s w itch es
n r n  iB2C
To 
” output.
■Pig. 4-7 Capacitance r a te  sw itching
Computer Manual 
ra te  select ra te  se lect
Pate on compensation
Ok.
Pate oFP compensation 
lOk > 180
IOOTAA*
241 TAA241
IOO 2
 I— c
Manual Vote
H M OST Switch — on when C is logic *1*
Fig. 4-8 . Pate on-oFF a rra n g e m e n t
resistor provides partial compensation for the time lag between the 
output from the limiter and the resulting action fed back to its 
input around the loop - see Section 4.3.7. This is switched out by 
T^ when the rate is off and switches in an empirically determined 
compensation network across the first TAA 241 operational amplifier. 
This network and the 10 K preset were adjusted for fastest circuit 
response to a square wave input).
The full bandwidth requirement was short lived, however.
The system rearrangement described in Section 4.3 made it possible to 
inject the raster waveforms straight into the output stage of the 
deflection amplifier without having to pass through the rate limiting 
circuits. Alternatively it was sometimes found convenient to 
generate the raster waveforms from the computer using the rate 
limiter itself to generate the horizontal scan.
4.3.3 Resistive Rate Setting
In the rate amplifiers designed for the discretionary wiring 
EB system,two preset rates were available which were computer select­
able by analogue switching between two preset variable resistors.
This arrangement was found to work satisfactorily and so the resistive 
switching method was elaborated to give the 6 bit range of computer 
selectable rate values required for the mask-making system.
Two basic methods of resistive rate setting were considered: 
the first consisted of switching binary weighted resistors using MOST 
analogue switches, and in the second the MOST switches are used to 
switch a resistive ladder network. Basically the arrangements are 
hybrid multipliers, that is they operate on the same principles as 
digital to analogue converters where the reference supply is replaced 
by the wideband input signal. Figure 4.9 shows the methods in 
practice, and the integrator time constant ReC is defined in each case 
on the figure. The extra 1 in the bracketed term appears in every 
case because each circuit has been arranged to avoid the integrator 
input being either short or open circuited to the input signal for 
any value of the digital input to the switches.
The parallel connected arrangement of Figure 4.9(b) was the 
one chosen for the rate circuits. The main advantage of this 
arrangement is that the rate defined as V = (RC)  ^is directly 
proportional to the binary number set up on the switches rather than
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the reciprocal of this binary number. The use of the reciprocal 
term would have made the rate steps too small at the low rate end of 
the range and too large at the high rate end.
Both arrangements (a) and (b) were tried using the HOST 
analogue switches and worked satisfactorily. Arrangements (c) and 
(d) were not tried in practice. It was thought that their similarity 
to distributed delay networks, when stray component capacities are 
taken into account, would make high speed operation impractical in 
view of the difficulty in achieving stable and wideband operation of 
a feedback loop containing a time delay. The circuit (c) has the 
added disadvantage of requiring two-way switches, and circuit (d) in 
practice would suffer from a low input impedance if the inequality 
condition is satisfied.
4.3.4 Limiters for Rate Control
The limiter in a rate control circuit of the type shown in 
Figure 4.3 has to provide a constant output of the appropriate sign 
if the input error to the amplifier A1 is greater than the smallest 
step over which rate control is desired. For circuits in which the 
rate is changed by switched resistors or capacitors the constant 
output levels can be fixed and need not be variable. In Figure 4.3 
the definite knee voltage of a silicon semiconducting junction is used. 
In fact it was found that a much sharper knee voltage could be 
obtained using silicon transistors with the base connected to the 
collector as shown in Figure 4.10. The gain of the transistor acts 
to amplify the sharpness of the knee at a certain current dependent 
on the device. At lower currents the gain falls off rapidly, which 
reduces the current flowing more rapidly as the off state is 
approached. Of the types tried the BFY 50 silicon planar epitaxial 
type of transistor was found the best for the rate circuits. In 
Figure 4.11 the advantage gained by connecting the collector to the 
base of a silicon transistor is shown. Germanium transistors in 
general do not display a sharp enough knee to be useful as hard 
limiters even when connected in this manner.
This type of shunt limiter relies on the operational 
amplifier A1 coming out of saturation with a sufficiently short delay. 
The TAA 243 type of amplifier was found adequate although its gain 
of about 1500 was only marginally large enough. The more common 
limiter circuit shown in Figure 4.12 was found to be too slow because
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the self-capacity of the diodes together with the input resistance 
formed an intergrating time constant which slowed the response. An 
advantage of the feedback connection is that it prevents saturation 
of the operational amplifier. But the time taken for the amplifier 
to come out of saturation was found to be less than the time constant 
introduced by the feedback limiter. Neither was the arrangement 
shown in Figure 4.13 found advantageous. This circuit is a compromise 
between the circuits of Figures 4.10 and 4.12 and the degree of 
compromise can be set by choice of the values for and R^. The 
simple shunt limiter was therefore adopted for the analogue rate 
circuits.
If rate control is to be achieved by varying the limiting 
voltage, a limiter which is symmetrical and variable is required.
Figure 4.14 shows a shunt voltage limiter which was tried in this 
application, but this particular circuit was found to have an 
insufficient range of variation. The smallest voltage which could 
be safely limited without the current in the output transistors 
becoming excessive and causing thermal runaway was about 20 mV. The 
largest voltage was about 4 volts which meant that the range of rate 
variation achievable was only 20:1 rather than the minimum of 63:1 
required. The circuit relies on one or other of the output 
transistors going into conduction when the input signal drags the 
emitter sufficiently positive or negative with respect to its base.
The transistor then limits any further signal swing. A further 
difficulty discovered was that for fast rising input signals the 
finite time for the clamping transistor to go fully into conduction 
allowed a spike to appear on the leading edge of the output signal.
The length of the voltage spike was about 50 ns for the circuit of 
Figure 4.14,and its amplitude could amount to about 300 mV.
Another rate control cirbuit which was considered is shown 
(35)m  Figure 4.15 . In this circuit the current which can flow from
the output of A1 through R^, R^ and the diode bridge is limited by
the leakage current of the light sensitive diode. The integrator
- I fcharacteristic is then defined as V = C i dt where l is the
o J o o
leakage current. The leakage current is controlled by the
illumination on the diode (BPY13A) which is provided by a gallium
arsenide lamp (F56CAYA). An advantage of this circuit is the absence
of any connection into the integrator circuit which might introduce
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drift or noise. In practice the disadvantages were found in the 
temperature coefficient of the leakage current and the difficulty in 
providing an illumination proportional to the desired rate.
An alternative arrangement was devised by the author and is 
shown in Figures 4.16 and 4.17. The principle of operation is 
similar to the previous circuit, but the limitation of the current is 
provided by one or other of the current sources depending on 
the sign of the output of Al. In this arrangement and in Figure 4.15
the resistors and limit the loop gain in the steady state
condition and ensure loop stability. Provided the voltage dropped 
across these resistors is small with respect to the voltage swing 
available from A], they have no effect on the limiting action of the 
diode bridge and current sources. Figure 4.17 shows the kind of
arrangement which can be employed to establish the values of the
current sources from an input voltage. This kind of arrangement has 
subsequently been used in another application to provide a 1 to 
50 MHz voltage controlled oscillator. (Motorola MC 1035 amplifiers 
were used).
4.3.5 Beam Arrival Indication
So that the computer can know when the rate controlled 
deflection system is ready to accept new coordinate data after the 
completion of a line, some form of'line complete’ or beam-arrival 
indication is required. In the rate circuit the limiter is 
saturated one way or the other while the electron beam is moving, but it 
comes out of saturation when the beam is at rest. The voltage at the 
limiter is then to all intents zero provided the d.c. gain of the 
integrator operational amplifier is large enough.
The circuit shown in Figure 4.18 provides the necessary 
indication of when the limiter is saturated or not. For voltages of 
magnitude less than the knee voltage of the germanium diodes the 
small currents fed through R^ and R^ ensure that the comparator inputs 
are unbalanced to give a positive output voltage. For input voltages 
exceeding the knee voltage, one or other input is clamped by the diodes 
while the input voltage acts on the other input so that the comparator 
always becomes negative. For example for positive input voltages the 
non-inverting input is clamped and the input voltage acts on the 
inverting input to give a negative output. For negative voltages the
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action at the inputs is reversed but the action of the negative 
voltage on the non-inverting input still gives a negative output.
Thus the circuit acts as a comparator with hysteresis driven by a 
full wave rectifier.
A better beam-arrival indicator is shown in Figure 4.19.
Here positive feedback has been applied through R,_ to give a Schmitt 
trigger arrangement with a small amount of backlash controlled by 
R,.. The backlash eliminated the tendency of the previous circuit 
to trigger several times under the action of noise when the beam 
neared the end of its trajectory. The positive feedback also gave 
much faster and more positive switching. This simplified the logic 
which was connected to the output of the comparator, particularly 
the automatic beam blanker described in the next section. Series 
rectification is used at the input for convenience. The resistors 
R^, R^, R^ and R^ perform the secondary function of limiting the 
input voltages to well within the limits prescribed for the TAA 241 
as well as defining the amount of positive feedback.
The 3.6 V zener acts in both directions to define the output
voltage levels to be compatible with TTL logic, but this does cause
unbalanced feedback through R^ in the two conditions. This is
corrected by the small current_fed from R^ and R_ which are used to
6 7
adjust the input switching levels to be symmetrical. R0 limits the
o
output current from the TAA 241 into the zener while across it 
acts as a speedup capacitor. R^ provides enough isolation to prevent 
any back coupling of logic pulses from spuriously operating the 
Schmitt trigger.
The logic output signal into the nand gate is combined with 
the status request pulse for the beam arrival circuit from the 
computer to give an output on the status or "skip” line. Thus a 
standard "waiting loop" can be used in the PDP 8 programme while the 
line is being completed. This loop is a pair of instructions of 
the form:
Location Code Instruction
501 6412 Skip if X beam arrival
502 5301 Jump-1 to previous location
Continue programme
The output from the beam arrival circuit is also used for 
the automatic beam blanker described in the next section.
4.3.6 Automatic Beam Blanking
It is important that the beam is switched on and off 
precisely at the beginning and end of a line section; otherwise the 
line section is too short or the electron resist is over-exposed at 
the ends of the lines, causing the lines to be too long and to be 
thickened at the ends.
Figure 4.20 shows the logic arrangement used on the mask- 
making system which allows the beam to be switched from the computer, 
or if preselected by the computer the beam can be switched automatically 
from the rate control circuits. The register strobe signal from the 
computer can set the four flip-flops with bits 0 to 3 of a control 
word fed from the computer accumulator register. These select the 
mode of operation of the circuit: bits 1 and 2 respectively select
whether the beam is switched off at the end of a line and on at the 
beginning of a line; bit 0 allows the beam to be switched directly 
from the computer if bits 1 and 2 are inactive; bit 3 is required 
to select whether the beam switching occurs when, (a) both X and Y 
signals are moving, or (b) when either X or^  Y signals are moving.
The former alternative is preferred when diagonal lines are being 
executed (and the beam must only be switched on while both X and Y 
signals are moving); and the latter is preferred when mixed 
sequences of horizontal or vertical lines are being executed.
In practice this logic circuit was found to exhibit one 
logic hazard: the beam could not be switched off by the computer if
the beam was moving unless the automatic beam blanker "on" and "off" 
states were disabled first. The solution adopted was to output the 
instruction from the computer twice so that the first one disabled 
the automatic facility and the second one ensured that the base was 
off. A better solution (which has not yet been adopted) is to 
rearrange the logic to eliminate the hazard. For example extra gates 
could be used to disconnect the set and reset signals from flip-flop 
0 while the register strobe pulse is present.
Another projected modification to this circuit is to arrange 
for the beam on-off flip-flop to be computer settable directly from 
a strobe pulse. In the PDP 8 this only requires one instruction as 
against at least three if a control word has to be output through the
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accumulator, thus giving a useful simplification of the computer 
programmes. Also for very short lines the beam arrival circuit 
does not always operate reliably and accurately so that direct 
operation of the beam blanker from the computer is still necessary.
The circuit used for blanking the beam under the command of 
the TTL logic output from the automatic beam blanker logic is shown 
in Figure 4.21. The push-pull output stage was chosen to ensure fast 
charge and discharge of the capacitance of the electrostatic beam 
blanking plates. The phase splitting stage is arranged to be 
unsymmetrically disposed with respect to the output voltage swing 
but to be roughly symmetrical to the input drive voltage swing.
This is possible because the driver transistors are operated as 
current sources which are to a first approximation voltage independent. 
A further feature of the circuit is in the use of the capacitor C to 
ensure that a large pulse of current is available from to drive 
to the hard on state initially although the current available 
subsequently drops to a low value. This arrangement, which eliminates 
the necessity to tie the emitters of X^ and X^ to a stiff (2 V) supply, 
is acceptable in practice because the load on the output is 
capacitative and not resistive. Likewise in the opposite state a 
pulse of current is available initially, but thereafter a drive current 
somewhat larger than in the first state is available through X^ and R.
This circuit was found to switch on (output to 75 V) in 60 ns 
and off (output to 0 V) in 90 ns including the delay through the 
FJH 141 inverter gate.
4.3.7 Analogue Rate Circuit Operation and Performance
Figure 4.2 2. shows in schematic form the rate circuit of 
Figure 4.3 and 4.8, with modifications to improve its stability and 
also to improve the performance of the beam arrival circuit. The 
operation of this circuit is shown in Figure 4.23, which shows how an 
input step is converted into an output ramp with the beam arrival flag 
indicating the end of the waveform ramp sections.
The multiple exposure photograph of Figure 4.24 shows seven 
different computer selected rate ratios together with a "rate off" 
exposure. The same integrator feedback capacitor was used in each 
case. The "rate off" rise time is about 1 - 2 ys (measured with an 
expanded time scale). The "rate off" rise time value and'the shape
of the rising edge is however to a small extent dependent on the 
rate range capacitor selected, being longer for the larger values.
In Figure 4.22 the output from A2 has been divided down by a 
factor of 4 times. In this way the effect of the series resistance 
of the MOST switch in series with the integrator capacitor C, is 
reduced .by a factor of 4. The effect of this resistance is to make 
it impossible for an input step of less than a given size to saturate 
the limiter diodes. It is essential that this step is smaller than 
the smallest step required from the system. For a 12 bit accuracy 
the step is a l/409b of the full scale deflection. The criterion to 
satisfy this condition is
h j m i n )  R5 + h  > „  ( >
4096 ' R' ' R '   ( ’
s
where V ’ _ is the maximum peak to peak swing of A2 and Vi = 0.7 V  - 
P P
V^e of a diode. This ensures that a sudden change from zero to 
saturation voltage in the limiter will give an initial step in the 
output of less than one 4096th of the maximum output swing, which is 
another way of defining the problem. The subsequent ramp is super­
imposed on this undesired initial pedestal.
Another requirement for proper operation of the circuit is
that the gain of A1 should be sufficient to saturate the limiter with
the smallest step input, in the absence of the effect of the feedback
connection to the input. If this is not so the corners of the ramp
waveform become exponentially rounded. Also since the beam arrival
circuit operates from the limiter, the automatic beam blanker will
operate early at the end of the line and the beam will come on late
at the start of the line, giving shortened lines. The gain of the
TAA 241 is just adequate at 1200 provided the minimum voltage step
V . at the input satisfies: min r
TT V£ 0.7
V . 5- = ToT^T volts   (4.2)m m  A1 1200
This means that a 12 bit DAC driving the input has to have a minimum 
swing of 2.5 volts.
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From this one can see one reason why it was advantageous to 
remove the rate control from the main deflection amplifier feedback 
loop when both coarse and fine deflection are used as mentioned in 
Section 3.2. In the case of 16 bit total precision the input DAC 
voltage would have to be 16 times larger, namely 40 volts minimum. 
Another reason for not including the rate circuit in the loop is 
that the MOST series resistance effect would have to be further 
reduced. However the requirement for a "rate-off" condition was 
removed in any case by an input direct to the main deflection 
amplifier being made available for SEM or TV raster waveform inputs. 
Even this has now been made unnecessary by provision of a separate 
pair of deflection coils for the SEM facility.
The most important reason for operating the rate circuit 
outside the main deflection amplifier loop is that the 
oscillations of the type shown in Figure 4.25 would otherwise be 
far worse. These oscillations arise because of the effective time 
delay between the amplifiers A2 and Al. This results in the limiter 
being late in coming out of saturation at the end of a ramp so that 
in the meantime the output has overshot its equilibrium value. This 
overshoot is then sufficient to reverse the limiter and start a ramp 
in the reverse direction and so on until the circuit damping occurr­
ing when the limiter is between saturation eventually damps the 
oscillation. Thus any extra lag or delay (for example if the output 
stage is included) in the loop increases the amplitude of the 
oscillations and lowers its frequency. It is this effect which 
limits the fastest ramp which can be generated.
If the oscillation decays in a reasonably short time relative 
to the exposure rate the line is not too elongated or overexposed at 
its end. But a far worse effect of the oscillation is the multiple 
switching of the beam arrival flag which occurs. This can partly be 
taken care of in the auto-beam blanker and computer interface logic, 
but at the cost of greater complexity and the possible introduction 
of logic hazards. However the capacitor across the feedback 
resistor in Figure 4.22 can prevent the oscillations by causing the 
feedback input to Al to lead the output of A2. The compensation is 
only exact for one rate value. Too much capacity causes the ramp to 
be too short but followed by an exponential approach to the final 
value. However since it is only at the faster rate values that
compensation is needed a compromise value was found which was 
adequate over the faster range of rate values. (It was found 
necessary to remove this capacitor when the rate circuit was in the 
off condition; this was effected as shown in Figure 4.8).
One further difficulty found with the rate circuit was that 
the d.c. input to the integrator operational amplifier, A2, had to 
be balanced to ensure that the up and down ramp slopes were equal. 
Since the input resistance value varies from about 33 kft to 2 Mft as 
the rate value is changed, it was difficult to balance against 
current drifts at the input over the whole rate range as the 
temperature was changed. In practice, if accurate exposures were 
required, either the lines all had to be generated one way, left to 
right say, or the balance had to be set up for the rate value it was 
proposed to use. This was an unsatisfactory feature of the circuit 
which might be removed when operational amplifiers with the same 
good gain bandwidth product of the TAA 241 (about 10 MHz), but with 
lower leakage inputs, become available.
4.3.8 Sinusoidal Spot Wobble
Applying spot wobble to the beam with a component orthogonal 
to the direction of travel is a convenient way of defining a width 
of a strip or path ; the effect of deflection defocusing as a 
percentage of the path width is minimised and for a given exposure 
rate the forward rate of the beam is reduced. However for a given 
spot diameter there is a limit to the sinusoidal wobble amplitude 
which can be employed without the ratio of the exposure at the edges 
to the exposure at the centre of the path becoming too large.
/o£\
Table 4.1 shows that for wobble to spot diameter ratios of 
greater than 4 or 5 to 1 the variation in the exposure becomes about 
2 to 1. This is considered to be the desirable limit for normal 
resists, although where sharp edge definition is not needed some over­
exposure at the edges can be allowed, which in turn allows larger 
wobble ratios to be used. These figures were calculated for a 
circular spot of gaussian electron distribution with radius taken to 
be at the 1/e point.
Figure 4.26 shows the complete beam control unit block 
diagram for the mask-making machine, which contains both the wobble 
switching as well as the beam blanking described in Section 4.3.6.
Ratio of Spot 
Diameter to 
Wobble 
Amplitude
Effective 
Path Width
Maximum 
Exposure 
= Em
Exposure at 
Path Centre 
= E
c
Em
E
c
2 3 0.687 0.687 1
1 2 1.000 1.000 1
0.667 1.667 1.052 1.013 1.039
0.5 1.5 1.159 0.957 1.210
0.333 1.333 1.370 0.903 1.517
0.25 1.25 1.530 0.889 1.720
0.1 1.1 2.406 0.877 2.744
TABLE 4.1
Variation in exposure for sinusoidal wobble 
with different spot diameter to wobble width ratios
The state of the beam blanker and of the spot wobble is determined 
by the main register, shown in three sections, which can be loaded 
from the PDP 8 computer. Various indicator lamps and override 
switches for indicating and controlling the state of the register 
are shown.
The state of the wobble unit (within the dashed line) is 
determined by the logic inputs to the analogue switches and the DAC. 
The unit can provide a circular wobble from the quadrature phase 
shifter or by switching a wobble orthogonal to either the X or Y' 
axes can be obtained. The six bit DAC can provide 64 different 
levels of wobble from the oscillator and the range can be set by the 
attenuator. A manually controlled voltage can be selected to control 
the wobble amplitude if desired. To ensure no undesired breakthrough 
of wobble voltage an extra switch is operated by a gate which 
recognises the ’all zero1 state of the wobble magnitude bits.
Figure 4.27 shows the circuit which was devised for the 
wobble oscillator and control. A simple ladder type DAC driven from 
switched voltage sources provides the control voltage to the 
oscillator. The zener diodes act as the voltage sources with the two 
levels of +4.7 V and -0.6 'V defined by the forward and reverse 
characteristics. These are driven through the 4K7 resistors from MOS
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switch drivers of the type shown in Figure 4.6, which give - 15 V 
output. Provided the zeners are reasonably matched, the DAC
linearity is adequate for this application. BSV 22 MOS switches are
used for all analogue switching, both of d.c. control levels and of 
the wobble frequency. A Colpitts oscillator is used with damping 
diodes to stabilise its output. The collector of the oscillator 
transistor feeds the signal into the tail of a long-tail pair. The 
signal divides between the two transistors in a ratio proportional 
to the d.c. current in each. The current in the left hand BFX 29 
is determined by the base voltage and the emitter resistor, which can 
be adjusted to set the zero output of the right hand BFX 29 to 
correspond with the most negative voltage available from the DAC.
The sum of the currents in the two transistors is constant and is 
determined by the oscillator transistor arranged as a constant 
current source as far as d.c. is concerned. The output from the gain
control stage is buffered by an NPN emitter follower and fed through 
a switched attenuator to a quadrature phase shift circuit, the 
transistor acting as a phase splitter. The two outputs are then 
buffered before going through the X and Y analogue selector switches. 
The oscillator frequency is currently 2 MHz which is adequate and is 
in any case the limit of what can be satisfactorily switched using 
the BSV 22 MOSFETs.
One problem which has arisen with the MOS switches is due to 
switching spikes being coupled through the wobble coil amplifiers to 
deflect the beam. These can last up to 60 ys but can be reduced to 
some extent by loxtf pass filtering. For this reason the wobble is 
switched as infrequently as possible; a delay is programmed in by 
the computer when necessary, and the maximum wobble amplitude is 
restricted by adjusting the gain of the coil amplifiers. It would 
probably be better to use double balanced long-tail pair switches in
the X and Y outputs, or at least to use a balanced MOS switch
(37) .arrangement ,
In general the sawtooth scan to be discussed in Section 4.4.1 
is to be preferred to the sinusoidal scan, but then the frequency 
response of the coil amplifiers may have to be higher unless the 
scan rate is kept low.
4.3.9 Shape Generation Routines
In the analogue rate controlled system, shapes are 
constructed from straight lines or from assemblies of straight lines 
arranged to construct rectangles. In this section we discuss the 
advantages and disadvantages of some of the ways in which these 
shapes can be generated by the hardware.
The generation of lines along the X and Y axes is straight­
forward. The computer switches the appropriate DAC from its old to 
its new value and then waits for the rate circuit to provide the 
interpolation and the ’beam at rest’ circuit to signal line completion. 
Either a circular wobble or a wobble orthogonal to the line direction 
can be used. If a succession of lines of the same width along both 
axes are to be generated, the circular wobble has the advantage that 
time is not required to switch from the X to the Y direction. If
lines are required with square ends, which is in fact not very common,
then the orthogonal wobble can be used.
In principle lines at 45° can be generated under rate control, 
but in practice it was found difficult to match the rates of the X 
and Y rate circuits to generate other than very short lines, 
especially if the rates were switched to a number of values. A 
further difficulty arose because of the unavoidable delay involved 
between the outputting of the X and Y values, each being one computer■ft
word of 12 bits in length. However for the exposure rates used at
present, the delay is small. It is easily removable by double
buffering the X and Y deflection DACs so that the secondary registers 
are changed together. This has now been done.
Because relatively low exposure rates are being used it has 
been found preferable to generate 45° lines by incrementing the X and 
Y DACs by one step each under computer control. The exposure rate is 
set by a timing loop executed in the computer programme which inserts 
the appropriate number of computer cycle times as a delay between 
each increment. This is effectively a digital rate method of the 
type described in the following sections.
Usually most of the lines which have to be drawn in a 
pattern correspond to conductors which are all of the same width.
One convenient way of generating a rectangle is from lines of this
same width. Figures 4.28(a), (b) and (c) show how rectangles can be 
made from line sections of constant width using orthogonal wobble. 
Scheme (a) suffers from ragged edges owing to inaccuracies in the 
auto beam blanking operation. Scheme (b) avoids this and also can 
compensate for any deflection system hysteresis but.at the cost of 
halving the speed. Scan (c) illustrates that overexposure causes 
lateral spread when paths have to be overlapped to give correct 
rectangle dimensions. Because of the inadequacies in the hardware 
and the dependence of edge position on exposure small coordinate 
corrections were tried to compensate for these effects, but in 
practice needed too cumbersome a programme to execute them.
Figure 4.28(c) shows the solution adopted. No wobble is 
used, neither is the beam switched off during the scan.
The rectangle shape is generated from a series of concentric 
rectangles of dimensions progressively decremented by about one spot 
diameter; typically a step of 2.5 ym is used. The rectangles are 
executed alternately in clockwise and anticlockwise directions and 
the process is continued until one of the rectangle dimensions 
becomes negative. One last rectangle is then executed with this 
negative dimension to ensure overlap at the centre. (The last two 
rectangles are executed in the same direction). This part is then 
overexposed but being at the centre of the rectangle causes no 
dimensional changes. For current resist speeds the rate required is 
not excessive for the interpolation hardware. Also, because no 
wobble is used, another source of dimensional inaccuracies is removed, 
so that rectangles can be generated with dimensions accurate to less 
than a spot size.
4.4 Digital Rate Methods
The two main disadvantages of analogue interpolation methods 
are: the difficulty of making the X to Y rate ratio accurate enough
for generating long lines accurately at an angle to the axes; and 
the difficulty of obtaining an accurate time indication of line 
completion. In an attempt to alleviate these problems a study of 
digital rate interpolation methods was made.
The digital rate methods use stepped deflection which means 
that a step size small compared to the spot size has to be used to 
ensure even exposure of the target. On this basis in Section 2.4.1 a
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step rate of 80 MHz for the DOS system was calculated, but by 
assuming that the speed was not electron resist limited. Presently 
available resists and beam currents would limit this to nearer 10 
to 20 MHz; and in any case a relaxation of the spot size by a factor 
of a half would likewise decrease the required speeds.
Step rates of 10 to 20 MHz are easily achievable on 
current TTL logic, and DACs operating at this speed have recently
/OS')
become available . Thus the use of digital methods in principle 
can achieve the kind of speed required for DOS systems.
The main requirement for generation of non rectangular 
patterns is that the ratio of X and Y rates should be closely
controlled. The absolute rate of travel of the beam need not be
accurate provided that the exposure rate is maintained within the 
latitude required by the electron resist. Three different ways of 
generating the rate ratio were examined.
The first method was as shown in Figure 4.29 and is the
hybrid digital-analogue system used for generating lines on some
(39) . .
CRT computer displays . The principle of operation is that a
standard ramp of desired rate is generated starting from zero.
(See Section 4.3). The ramp is passed through X and Y hybrid
multipliers which accurately control the X to Y rate ratio, and on
to the deflection amplifier. This generates a line of the desired
rate and angle starting from the coordinates set by the X and Y DACs.
The disadvantages of this scheme are that the ramp generating
integrator has to be reset to zero after each line, and also that
long lines will not finish at a known precise point unless the
relative gains of the system are very carefully set up. The speed of
the system is restricted by the fact that present hybrid multipliers
have a bandwidth of a few hundred kHz only. An analogue end of line
flag is also required, with attendant drawbacks.
The second method is shown in Figure 4.30. Here a 
digitally controlled oscillator increments the deflection along one 
axis for the required distance. It also drives a rate multiplier 
which increments along the second axis at a rate which is the 
appropriate fraction of the clock rate. By choice of a suitably 
small step size the staircase approximation to the desired straight 
will not be too much in error. The error due to the unevenness in
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time of the outputs from a binary rate multiplier (BRM) can be 
reduced by operating the clock and the multiplier at a multiple of 
the desired output rate and then dividing both output pulse 
sequences by the same multiple. (The BRM relies on two properties 
of a binary counter when it is repeatedly incremented, first that 0 
to 1 transitions only occur in one stage at a time, and secondly 
that the frequency of these transitions at any stage is inversely 
proportional to its binary weight; so that pulse sequences derived 
from the 0 to 1 transitions in each stage can be selected and 
combined in an OR gate to give an output pulse rate, or sequency, 
equal to the sum of the individual rates. The clock frequency is 
multiplied by the binary fraction selected on the selector switches). 
The digitally controlled oscillator could also be a binary rate 
multiplier, but since its frequency need not be more accurate than a 
few percent, a voltage controlled oscillator driven from a DAC would 
be quite adequate. The next Section 4.4.1 describes what essentially 
is a voltage controlled relaxation oscillator although it can also 
provide a linear scan as well. The rate range can easily be changed 
by switching in a few binary divider stages.
Two binary rate multipliers and two counters can be connected
to generate circular s h a p e s . The output from each rate multiplier
drives the count up or count down inputs of a bidirectional counter
which drive the gate connections for the other rate multiplier.
Suitable bias is applied to the other count down or count up input of
each counter through an anticoincidence circuit at half the clock
frequency. This ensures that all four quadrants of the circle can be
generated. Basically the implementation is by two digital integrators
connected to solve y" = -y with the appropriate initial conditions.
A more accurate way of implementing the integration is by a DDA type
of integrator (Figure 4.34) which avoids the loss of pulses which can
occur when the multiplying factor of the BRM is changed while it is 
(42)running . This then is the basis of the third scheme studied and 
proposed for future development.
The third method consists then of a rate controlled wobble 
generator which both generates the spot wobble and provides timing 
pulses for a pair of DDA type digital integrators connected to realise 
the desired pattern shapes. These are described in the next sections.
4.4.1 Rate Controlled Wobble
Analogue rate controlled wobble is one method of retaining 
the speed advantage of analogue interpolation while allowing the 
main deflection to be digital and hence of improved accuracy.
One convenient method by which this can be achieved is 
shown in Figure 4.31. This is basically a modification of the rate 
limited deflection system of Figure 4.16 and Section 4.3.4. The 
first amplifier A1 is made into an inverting comparator so that the 
feedback loop becomes oscillatory. If one introduces a small amount 
of hysteresis in the comparator by positive feedback, the oscillation 
will be square wave at the output of the comparator; this is then 
converted by the integrator to a sawtooth of amplitude equal to the 
hysteresis of the comparator. Suitable choice of the hysteresis can 
ensure that, when the input is held constant, the amplitude of the 
sawtooth corresponds to less than the digital step size of the 
deflection system. When a step is applied to the input, the response 
will be a rate controlled ramp preceded and followed by the small 
amplitude oscillations, as illustrated in Figure 4.32.
The advantage of such a system over the non-osci11atory rate 
limiting is that the loop gain can be high and no stabilising 
compensation is needed. Thus with amplifiers of given bandwidths the 
system can be operated at higher rates in this configuration. The 
limit comes when the delay through A1 allows the integrator 
excursion to become larger than the step size as the integrator time 
constant is decreased.
The signals signifying line completion are easily derived
from the transitions of the squarewave output of the saturating amplifier 
Al. These then can be used to increment the main digital deflection 
DACs in the manner described in the following sections.
An investigation into the availability of devices suitable 
for digital, as opposed to analogue, generation of the wobble deflection 
has shown that in some circumstances this approach may be advantageous. 
DACs stepping at 10 MHz (Micro Consultants Dl-An 1002H) or with a 
0.05% settling time of 60 ns (Analogue Devices MDA 8/10F) are avail­
able at the time of writing. Thus the wobble deflection can be 
easily generated by incrementing or decrementing a fast DAC.
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In this connection Figure 4.33(a) shows a relaxation type 
voltage controlled oscillator circuit devised to have a range 
of 1 to 50 MHz with the component values shown. The principle of 
operation is that positive feedback through the capacitor is counter­
balanced by a controlled amount of negative feedback through the 
current limiter. The frequency is determined by the rate of charge 
and discharge of the capacitor through the current limiter.
Figure 4.33(b) shows a plot of frequency against voltage. When 
driven from a DAC this circuit can provide a simpler means of vary­
ing the rate of a digital ramp generator than would a BRM or other 
methods of digital frequency synthesis.
Investigation of the circuits of Figures 4.31 and 4.33 
showed that at present IC amplifiers (such as the MC 1035) do not 
have a high enough gain and cut off frequency to provide good linear 
ramp waveforms at high rates. This reinforces the view that high 
speed ramp generation is better done digitally by a DAC and up-down 
counter method.
For rate range switching a convenient method is to leave the 
basic wobble rate range unchanged, but to execute each wobble line a 
chosen number of times before stepping to the next adjacent line.
Whichever method of wobble generation is used, a "sweep 
completed" signal is necessary to activate the beam blanker and the 
digital pattern generation systems described in the next sections.
4.4.2 Any Angle Line Generation
In pattern generation any line is required to have anon-zero 
defined thickness and so strictly speaking the proposed line generation 
method is a parallelogram generation method as shown in Figure 4.35.
The method basically is to generate the wobble lines along 
for example the X axis and then at the completion of each line to 
step by one unit along the Y axis at the same time displacing the 
wobble in X only if appropriate. Neglecting the wobble, the kind of 
stepping which occurs is shown in Figure 4.36 for two different line 
angles.
It is possible to arrange for any angle of parallelogram 
relative to the wobble direction, but Figure 4.37 shows why it is
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better to keep an angle of less than 45° between the two by suitable 
choice of wobble direction. In this way the line width is better 
defined for narrow lines.
The correct relationship between the X and Y increments is 
obtained by connection of a pair of digital integrators. The 
digital integrators perform the summation Z = ZY6X as shown in 
Figure 4.34. The line generator arrangement is shown in Figure 4.38.
The line is expressed as a vector X^, Y^ which is generated
from a starting point X , Y . The X- and Y. values are inserted into
o’ o 1 1
the digital integrators so that the rate of overflow pulses <5Y and 
6Y are proportional to these values.
If a parallelogram is being generated with a Y wobble, then 
an overflow from the X accumulator stops the clock and an appropriate 
length Y wobble line is generated with the new X and Y values. 
Completion of the wobble line restarts the clock. This process 
continues until the comparator detects equality of X - Xq = which 
indicates completion of the parallelogram.
For small X^ and Y^ values, many clock pulses would have to 
occur before a <5X overflow would take place, and this restricts the 
speed of the system. To overcome this problem, normalized X^ and Y^ 
values can be used and the comparator can be arranged to compare the 
X - Xq value with the original X^ value stored in a separate register.
Figure 4.38 implies that the rectangle shapes are output to 
separate fine deflection DACs. For high speed operation this is 
advantageous. However for very long lines extending across the 
entire field of view, the 6X and 6Y increments can be fed directly to 
the registers driving the (slower) coarse deflection DACs. But in 
this case a small hardware delay would probably have to be introduced 
to allow the coarse DACs to settle to full accuracy.
Apart from rectangles and lines (or rather parallograms) at 
any angle, Figure 4.39(a) and (b), other trapezoid shapes which are 
possible are shown in Figure 4.39(c) and (d). These are obtained by 
switching the wobble alternately between a fixed stored value and the 
output of the line generator.
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4.4.3 Circular Arc Generation
A hardware arrangement for circular arc generation is shown
in Figure 4.40. The kind of shapes it can generate are. shown in
Figure 4.41. The two digital integrators are connected to implement 
2 2
-Y = d Y/dx with the clock controlling the dx rates. This 
results, in d(cos x) and d(sin x) functions appearing at the 
integrator outputs and hence -sin x and cos x are contained in the 
and Y^ counters.
As in the case of the line generator, the clock is stopped 
after each overflow from the X accumulator into the Y register and 
a wobble line is generated between the new X value and a preset fixed 
X value fed into the wobble unit. Completion of the wobble line 
restarts the generator, and the process continues until the 
comparator detects that Y^ has reached the final value Y^.
The initial values X , Y placed in the two counterso’ o
determine both the starting point and the length of the radius, 
since the centre of the circle is at the origin. Y^ sets the 
terminal point of the pattern.
If a circle other than at the central origin of the fine 
field of view is required, then fixed values Xq and Yq giving the 
centre value of the circle have to be added to the X^ and Y^ values 
before they are outputted.
For small circles, infrequent overflows from the accumulators 
cause the system to be slow. A means of detecting overflow at any 
preselected stages in the accumulators would overcome this difficulty. 
This would allow both accumulators to be shortened by the same amount 
at the most significant end so as to optimise the overflow rate, 
shortened registers must then both be capable of holding the full 
radius value expressed as a two’s complement number. Overflow sign 
is given by the state of the most significant of the shortened 
accumulator bits after a carry beyond this point has been detected.
For example, if this bit is 0 then a positive (+1) overflow has 
occurred, and if the bit is 1 then a negative (-1) overflow has 
occurred.
All the shapes in Figure 4.41 can be generated by autonomous
operation of the circle generator, simply by appropriate choice of
start, finish and fixed wobble values, X , Y , Y and X.* ■ • 7 o o r
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4.4.4 Generation of Any Shape
Insofar as one can express a shape in terms of a number of
trapezia and circular segments, the hardware described in the previous
two sections can be used to generate any shape. Alternatively other
digital interpolation algorithms can be implemented in the shape
generation hardware. For example in principle any of the digital
(43 44)interpolation methods used in numerical machine tool control * 
can be adapted to generate shapes by defining paths around the shape 
areas. The same principle as outlined in the previous two sections 
can be used: a series of adjacent wobble lines are executed one step
apart, with the end points defined by the path generation hardware.
The main differences between machine tool path generation 
hardware and the hardware required for EBM shape generation are: 
that the latter has to define in the general case two paths (four 
coordinates) at any one time; it has to operate at very much higher 
speed; and has to be asynchronous in that the time between successive 
groups of line coordinates being required is proportional to the 
length of the line.
Problems in IC manufacturing make it unlikely to be economic
to go to higher order interpolation hardware than can be obtained by
. . . . (45)interconnecting a pair of digital integrators .
5. AUTOMATIC POSITIONING
For registration of the patterns of IC masks and for 
relative accuracy of the patterns parts, accurate positioning of the 
electron beam is required. The registration problem can be solved 
by compensating for the error between the actual and expected positions 
of the beam relative to registration marks on the target. (See 
Section 1.3).
Two methods of automatic positioning have been investigated. 
Because in the discretionary wiring EBM the accuracy required was 
greater than the smallest deflection step, the first method 
investigated was an analogue one. The second was a digital method 
which was made possible by reduction of the step size to less than 
the accuracy required. As it turned out, the second method conveniently 
circumvented some of the practical difficulties found in the 
implementation of the first method. These two methods are described in 
the next two Sections 5.1 and 5.2.
Computer controlled automatic positioning can be used to 
correct most of the deflection non-linearities by storing calibrated 
values of deflection errors over the entire field of view. (See 
Chapter 3). Section 5.3 describes how this can be implemented and 
what results can be achieved.
5..1 Comer Seeking Position Servo
For the original discretionary wiring EBM, the accuracy 
required for the conductor positions was greater than the smallest 
deflection step; thus an analogue error correction method was thought 
most appropriate. The disadvantage of this method is that the non­
volatile analogue stores which are required are not easy to implement 
with sufficient accuracy. The capacitor type of hold circuit actually 
chosen has a limited storage time, which means that the delay between 
one registration operation and the next has to be kept short. At
the time the more expensive solution using a DAC as a store was
(46 47)thought unnecessary,and the magnetic core storage methods * would 
have required too much development to be useful.
Wells, Everhart and Matta^^ describe a hill climbing 
sinusoidal perturbation method for EB registration along one direction 
only. Their scheme uses continuous feedback to position the gate
electrode of a FET accurately over its p-n junctions. But the 
discretionary wiring problem requires positioning in both X and Y 
at periodic intervals. The method chosen by the present author for
this was to lock on to the comer of a marker so that the X and Y
. (49)
corrections could be obtained simultaneously
For delineating the path width, a circular spot wobble 
8 - 9 ym in diameter was chosen with a frequency initially around 1MHz 
(The frequency was chosen to have this value from consideration of 
the thermal shock induced in a metal on glass substrate for a given 
exposure at a given beam energy, rather than from the requirement that 
successive turns of the cycloidal path of the beam should overlap)
The spot wobble was also chosen as being a suitable perturbation for 
the comer seeking hill climbing servo.
The basic principle of the method was that synchronous 
detectors should be used to centre the wobble on the corner by 
measuring any deviation in X and Y separately. Figure 5.1 shows the 
basic Set-up.
To minimise the cross coupling between X and Y position 
servos the detectors of displacement errors in X and Y have to be 
as far as possible orthogonal and aligned to the axes. This is 
achievable if the X synchronous detector reference waveform is 
symmetrical about the 0 and tt time (and position) points, i.e. about 
the Y axis, and likewise the Y waveform is symmetrical about the 
and 3/2tt points, i.e. about the X axis. The Fourier representation 
of the first waveform then contains only cos(na)t) terms and the 
second waveform only sin(na)t) terms. Thus the two waveforms are 
orthogonal over the interval of one revolution.
5.1.1 An Investigation of Synchronous Detectors
A theoretical investigation was undertaken of the suitability
of the two main types of synchronous detectors with either an a.c. or
d.c. coupled target signal as the input to find the best solution to 
the problem. The two types of synchronous detector investigated 
were the on-off sampling type where the signal is sampled 
by the reference gating signal and averaged, and the phase reversal
type where the input signal is reversed in phase by the
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reference signal reversing the phase, before being averaged as 
before in a low pass filter^"^ .
The actual form of the transfer functions of the X and Y 
position error detectors depends not only on which of these two 
types of synchronous detector is used or whether an a.c. or d.c. 
coupled target signal is used as input, but also on which of the 32 
zones, shown in Figure 5.2,contain the centre of the circular spot 
wobble. These 32 zones can be classified into 6 groups, in each of  ^
which the form of the transfer functions is the same, together with 
a further two zones corresponding to the case where the electron 
beam path is either fully on or fully off the marker. The letters a 
to f on Figure 5.2 indicate the zone groups. The different transfer 
functions within a group can be obtained from one another merely by 
sign changing and/or interchanging the positional parameter angles a 
and 3 in Figure 5.3. Thus a total of 24 different cases had to be 
investigated to find whether or not the detector transfer functions 
had the right form in all zones.
Figure 5.3 also indicates the different types of target 
signal waveform for the various zone groups in terms of the position 
parameters a, 3» where (X, Y) is (R sin a, R sin 3) relative to an 
origin 0 taken on the corner of the marker, and where R is the 
wobble radius. The signals s^ and s^ correspond to the beam being 
respectively either on or off the marker. Figure 5.3 also shows 
gating signals L and M which multiply the signals s^ and s^ by £^,
£^5 °r m2 t*ie synchronous detectors depending on the position 
of the spot on the wobble circle. For the on-off type of phase 
detector (£^, and (m^, m^) would both be (1, 0) or (0, 1) while
for the phase reversing type of detector these would be either 
(1, -1) or (-1, 1).
Table 5.1 shows the outputs of the synchronous detectors 
L and M as a function of position for the size zone groups a to f.
The a.c. coupled signal cases were investigated first. A.c. 
coupling was thought desirable for two reasons. The first was that 
it eased the design problems in the target signal amplifier especially 
in the low contrast case where the marker signal is superimposed on a 
large d.c. bias (see Sections 6.2.1 and 6.2.2). The second was that 
when the beam is not crossing a marker edge, a.c. coupling to the
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Position (X, Y) = (R sin a, R sin 3)
Zone, Group, Outputs
1, a L = ^{-(y + a + 3)s2 + (j  - a - 3)s^} + {tt^ }
M = ^{(1" + a + -3)s2 + (“  - a - 3)^} + m2 {tts2}
3, b L = ^1{(j + °0s2 + (j “ oOs-j^  + ^2^ ir + ^ s2 ”
M = + a + 3)s2 + (—  - a' - 3)^} + m2 {tts^
4, c L = A1{ (j + a) s2 + (|- - a) s^} + Z^{ (71 + 3) s2 - 38^}
M = (j + 3)s2 + (j - 3) } + m2 { ( it + a)s2 - as^}
5, d L = (y + a)s2 + (“■ - a) s ^ + a + 2$)s2 + ( \  “ a ” 23)s1>
M = nijUf + 6 ) s 2 + (j- g)sa } + m2 { (|^ + 2a + S)s2 + (“| ~ 2a - e)s1)
6, e L = (£^ + + a)s2 + ~ °^sl^  (since - 3 = j  - a)
M = m^{2as2 + ( t t - 2a)s^} + m2{7rs2}
7, f L = ( ^  + + a^s2 + (T a)si^
M = m^{7TS^} + m2{(ir + 2a) s2 - 2as^}
TABLE 5.1
Outputs of Synchronous Detectors as a Function of Position
synchronous detectors ensures zero mean output so that no change 
then occurs in the error correction signal from the analogue 
integrating store. Otherwise the error correction signal from the 
integrator would build up uncontrollably in the absence of a marker,
The constraints resulting from the mean of an a.c. coupled 
signal having to be zero are listed in Table 5.2. Table 5.3 gives 
the outputs of the synchronous detectors when the a.c. coupling 
restraints are applied in each case.
For Groups a, b, c:-
7T 3tT
S1^2 ” a ~ ^  + S2^1~ + a + = 0 and s^ - s2 = P
(where P = peak-to-peak signal)
or s = P{— + X,a + ^)} an^ s _ -pfL - X?..+ A)} 
°r S1 Pt4 2tt * and 2 P14 2u '
For Group d:-
s^(- a - 3) + s2 7^T + oi + 3) = 0  and s2 ” S1 = ^
_ r _ (a + 3) , , (a + 3) i
or s = P{1 +  ----— } s0 = +-P{-----— }
1 TT 2 IT
For Groups e, f
S! " P{7 + 7 } S2 = - P4  ~ 7 }1 2 TT 2 TT
TABLE 5.2
Constraints for a.c. coupled signal
Zone, Group, Outputs
1, a L = “ £2)(j  - a - 3)
M = ~ m2) (|- - a - 3)
3, b L = iP{£1(|- - 2a) + £2(a - 3 - |)
M = P^{ (m^ - m2) - a ~ 3) >
4, c L = |P{J41(^ - 2a) + £2(a - 3 - |)
M = iPlm^cl- - 23) + m2(3 - a - j)
5, d L = ^ { £ ^ 1  + 3) + 12(| + a)}
M = + a) + m2(j + 3)}
6, e L = 0
M = P ^  - m2) (j - a)
7, f L = 0
M = P(m^ - m2) (j + a)
TABLE 5.3
Outputs of Synchronous Detectors for a.c. Signal Constraints Applied
These results indicate immediately that a.c. coupling of 
the target signal to the synchronous detectors cannot provide 
satisfactory servo operation. Inspection of the detector outputs 
in zones 6, e and 7, f, and comparison with the outputs for 
zones, 1, a; 2, b; 3, b; and 4, c shows the basic incompatibility. 
For L and M to give a suitable measure of the errors respectively in 
X and Y, the signal dependent bias of (£^ < Z^ )'P'n/l\ or (m^ - m ^ P u M  
(where P is the peak to peak target signal) has to be subtracted from 
the detector outputs for the four zones surrounding the corner. This 
then ensures that the detectors give zero output for a = 3 = 0 and 
that the detectors will drive the beam on a trajectory terminating at 
a = 3 = 0 in any of these four zones. However the bias then precludes 
trajectories starting in zones 6 and 7 terminating eventually at the 
corner of the marker. The bias added to the L detector output sweeps 
the beam across 6 and 7 in the X direction until the target signal 
disappears when the beam is totally on the marker. Attempts to 
combine the L and M detector outputs or to add a somewhat smaller 
bias still do not ensure satisfactory servo operation in all zones, and 
therefore do not justify the further complexity of deriving a signal 
dependent bias. Thus straightforward a.c. coupling was rejected, and 
the performance of d.c. coupled servos was then investigated.
Table 5.4 gives the synchronous detector outputs where the 
target signal is d.c. coupled and has been biased so that its peak to 
peak swing centres on zero.
By making Z^ = m-^  = 1 and Z^ = m2 = ti^e detectors L and M 
give suitable outputs in all zones for driving the beam in X and Y 
directly. This corresponds to the use of the on-off type of 
synchronous detector with suitable phasing of the reference. The 
outputs are not orthogonal in all zoneSj so that the beam does not 
always take the shortest path to the corner} but nonetheless all 
trajectories starting from either side of the corner of the marker 
terminate on the corner. Typical trajectories are shown in Figure
5.4. These neglect the system dynamics or at least assume that X 
and Y deflection system transfer functions are identical.
(a) L = - P U 1(a + 3) + *2(f)>
M = -P{m^ (a + 3) + }
(b) L = -P{£1a + £2(| + 3)}
M = -P-tm^Ca + 3) + n^Cy)}
(c) L = -P{£xa + £2(| + 3)}
M = -P{m^3 + m2(y + a) >
(d) L = -P{£xa + £ (tt + a + 23) >
M = -P{m^3 + + 2a + -3).}
(e) L = -P(£1 + £2)a
M = -P{m^(2a - -^) + m2(-|-)}
(f) L = -P(£1 + £2)a
M = -Pl^Cj) + m2(y + 2a)}
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5.1.2 Mean-of-Peaks d.c. Restoration
Some further practical problems on the d.c. coupled servo 
remained. One was the difficulty of biasing the target signal 
accurately in the face of level drifting in the electron beam 
current, the target signal detector and the target signal amplifier.
The solution evolved for this was the circuit shown in
(49)Figure 5.5 . The function of the circuit is to d.c. restore the
a.c. coupled target signal so that its peak-to-peak excursion is 
centred on zero. In this way a new mean d.c. level is established 
which depends on the mark space ratio of the signal but, which in 
fact follows exactly the mean level of the original signal apart from 
a fixed off-set.
The main advantages of this method of coupling to the servo 
synchronous detectors are, first that it is auto-biasing and proper 
operation is ensured despite drifts in d.c. levels occurring in the 
target detectors as the deflection is varied or drifts in the 
amplifiers, or more seriously drifts in the electron beam current 
itself; and secondly that the synchronous detector output is signal 
dependent and disappears when the signal disappears. The latter 
property ensures that the error signals do not build up uncontrollably 
when the beam is fully off' or fully on a marker.
The principle of operation of the circuit is that and 
in Figure 5.5 are charged respectively to the positive and negative 
peak values of the signal. Since the buffer amplifier has high input 
resistance with respect to and R^, the mean d.c. current in R^ and 
R^ must be equal and opposite. Thus if R^ = R^ the voltages on 
and C2 must be equal and opposite. Since they are the peak signal 
values the mean voltage on the line from to the amplifier must be 
the mean of the peaks of the signal. Making C^R^ = >  ^X
where f is the wobble frequency, ensures that the capacitors provide 
adequate smoothing; but otherwise the time constants should be short 
so as to cope with signal amplitude variations or spurious steps on 
the signal. For example, switching the beam current on and off causes 
a large transient target signal which has to die away in the mean-of- 
peaks circuit before proper operation is ensured.
5.1.3 The Analogue Corner Seeking Servo System 
and Hardware
Figure 5.6 shows the block diagram of the complete analogue 
corner seeking servo which was built. The 250 kHz wobble oscillator 
was used to provide two selectable wobble values and also to provide 
the reference signals for the synchronous detectors. The circuitry 
used was basically the same as Figure 4.23, being an earlier version 
of it. The search direction MOST switches (as described in Section 
4.3.1) were used to select the appropriate reference phases so that 
the servo could be arranged to lock on to any of the four corners of 
a marker. Likewise MOST switches were used for removing the d.c. 
restored signal (mean-of-peaks method) from the synchronous detectors, 
for zeroing their outputs, and for putting the analogue integrating 
stores into the hold state. As an extra precaution against break­
through of spurious signals, the reference signals to the phase 
detectors were also removed when the hold condition was required.
In operation the beam-arrival signals on the deflection amplifiers 
were also the indicators of completion of positioning. They indicated 
that the error signals were no longer changing. The frequency of the 
wobble was reduced to 250 kHz from the earlier value of 1 MHz because 
the MOST switches used (BFX 63) were not adequate at the higher 
frequency and because of the difficulty of avoiding unwanted phase 
shifts in the phase detectors. Some trouble was also experienced in 
unwanted breakthrough of the wobble signal directly into the target 
signal amplifier.
The synchronous detector circuit used was of the series 
diode switch type shown in Figure 5.7. The resistors R and R/2 were 
used to present the 250 kHz source with a more constant load. The 
analogue store used was simply a capacitor followed by a high 
impedance (MOST) input buffer amplifier. In operation the resistor r 
and capacitor C form effectively a lag with time constant Cr, as far 
as the closed loop response of the servo is concerned. This assumes 
that Cr is long with respect to the effective sampling period 
of (27Tf) 1.
The basic feasibility of the system was proved in practice 
with the beam locking on to the comer of a marker. But further 
performance measurements or attempts at optimising the loop performance
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were abandoned in view of the fundamental drawbacks of the system.
These would have made it very unreliable in practice.
The main difficulty was of being able to ensure, in the 
absence of detailed knowledge of the rest of the system at that time, 
that the time between successive positioning operations would be 
sufficiently short for the analogue stores not to have decayed 
appreciably in value. In particular the time available for the 
initial alignment of the mask was not known, nor more seriously what 
could be done if there was a marker missing.
One partial solution to the problem of analogue store 
volatility would have been to restrict its range to correspond to a 
maximum error correction of just over one step length of the 
deflection DACs (5 ym). Limit detectors on each end of this range 
could then be used to interrupt the computer with a request that the 
X or Y DAC should be incremented by one unit in the appropriate 
direction. In this way the analogue error would never be more than 
5 ym even after infinite time and its accuracy need never be better 
than about 5 - 10%.
However it was decided at that time to go over from the 
discretionary wiring system to the more accurate mask-making system 
which had a step size of 0.5 ym. The positioning system described in 
the next Section 5.2 then became possible. This system can therefore 
avoid the need for any analogue storage. At the same time a new 
focusing system was devised, and this removed the objection that the 
new positioning method would have made automatic focusing much more 
difficult and expensive. Thus work on the analogue positioning system 
was discontinued, and work on the edge seeking position servo described 
in the next section was started.
5.2 Edge Seeking Position Servo
The edge seeking position servo employs a fully digital 
method of finding and measuring the position of a marker on the target. 
This avoids the difficulties involved in storing analogue quantities. 
Its accuracy is however only as good as the smallest step available 
from the digital deflection system.
The principle of the method is to output successive steps 
of the beam position in either X or Y directions until a change in
target current indicates that the beam has crossed the edge of a
(52)marker during the last step . In this way the beam can be 
referenced to all four edges of a rectangular marker, and its centre 
position computed as a reference point for subsequent pattern 
generation. The computed errors between the actual and expected 
position coordinates are added digitally to each pair of pattern 
coordinates before being output to the deflection system DACs. (As 
mentioned in Section 3.2, the use of an extra fine DAC or a coarse 
deflection arrangement with a step size as small as for the fine 
deflection system speeds up the output of pattern information by 
allowing the necessary position offset correction to be made in the 
ancillary coarse deflection system. The five DACs can then be used 
to output pattern coordinates directly without corrections having to 
be added to each one).
Apart from avoiding the analogue storage problem, further 
advantages stem from putting the computer in the servo loops. For 
example, marker positions can be automatically precalibrated and 
deflection non-linearities compensated by computation from values 
stored during the calibration. Markers can be tested for size to 
get round the problem of target imperfections such as adhered dust 
being recognised as spurious markers. The marker positions can be 
measured more accurately by the averaging of successive measurements 
of the marker edge positions. (It is interesting to note that in 
doing this, because the deflection is quantised, the accuracy can be 
improved by deliberately introducing a small amount of white noise in 
the deflection system with an r.m.s. deviation of about one step size!) 
Other advantages which have become apparent since the original 
implementation of the system are the ease with which rotational 
alignment of the target and adjustment of the deflection field size 
can be performed fully automatically.
(53)Other authors have recently reported automatic position­
ing using a similar method and have obtained similar results.
5.2.1 Marker Edge Detector
The hardware required to implement the method is basically 
very simple and is shown in Figure 5.8. The marker edge detector 
circuit shown is the one which was actually used in the initial 
feasibility tests. Its function is simply to give a logical output to
the computer which indicates whether the electron beam is on 
or off the marker. However it has to do so in spite of the use of
a.c. coupling in the target signal amplifier which removes the d.c. 
level information from the signal.
The circuit consists of a symmetrical diode limiter 
followed by a Schmitt trigger which has independently adjustable 
hysteresis, mean trigger level and sensitivity. The Schmitt trigger 
is realised by applying a controlled amount of positive feedback 
around a saturating operational amplifier. It has a bias adjustment 
suitable for centreing the hysteresis range about zero volts.
The purpose of the limiter is p.ot only to limit the amplitude
of the input signal, but also to ensure that the falling edge of a
short target signal pulse, of duration t < ^^(^2 + ^3^’ f°rcec* to 
overshoot by a sufficient amount to reset the trigger. For example 
in Figure 5.8 a large enough positive going signal starting at zero 
voltage is limited to +V by the limiter, and thus charges through 
the source impedance with time constant C-^l to t*ie excess voltage 
of the signal over the limiter voltage, (Vs - V). The voltage 
stored on will contribute to the negative going trailing edge of 
the pulse, which will then try to swing to (Vs - V) below zero if not 
then clamped by the negative limiter. In the absence of the limiter, 
the negative edge of a short pulse would simply return the voltage 
input to the Schmitt trigger to zero, which in view of the hysteresis 
characteristic of the trigger would not return it to its original 
state. Thus in this way the output of the Schmitt trigger can be 
made to reflect whether the beam is on or off the marker; or 
at least, it can do this given a suitably large signal and after
crossing the first edge giving this size of signal.
It might be thought that an easier way of ensuring that a 
negative going signal edge always generates a negative signal at the 
Schmitt trigger input would be to arrange the time constant C^(R2 + 
to be short enough to differentiate the signal. But to avoid loss of 
signal amplitude this time constant has to be longer than the rise 
time of the signal. In the case of a grossly defocused spot being 
scanned across the edge at a slow rate, the rise time can be as long 
as 1 ms or so. Thus choice of ^^(R^ + R^) = 1 ms would certainly not 
be suitable for the other extreme of short pulses of 10 to 20 ys
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The use of the limiter means that the time constant 
can be set to allow to be charged from the signal source
resistance (VL kfi) in less than the shortest pulse time ('vlO ys) .
The time constant + R^) can nonetheless be made long enough to
deal with a slow rise time signal. Thus the circuit of Figure 5.8 
was found perfectly adequate for the position correction servo loops, 
but for the automatic focus servo loops the action had to be much 
improved to ensure repeatable measurements. See Section 6.2.1.
5.2.2 Edge Crossing Flags
In practice the output end of the marker edge detector of
Figure 5.8 has been elaborated to store the edge crossing information. 
This was done so that the computer could distinguish between (a) the 
beam having crossed right over a marker in a time too short for the
computer to detect, and (b) the marker not having been crossed by the
beam at all. Two flip-flops capable of being interrogated and reset by 
the computer are arranged to be set respectively by the positive and 
negative going Schmitt trigger output edges. Thus in operation the 
computer resets both of these "flags" before executing a line or jump 
in position on the target. After the ’beam at rest’ arrival flag has 
signalled line completion to the computer, the state of the flags 
indicates which of the above cases has occurred or whether in fact 
any target signal has been detected at all.
These flags were called V and V "video" flags because the 
original target signal amplifiers were known as video amplifiers.
Section 6.2.1 describes the video flag circuit in more detail 
in conjunction with further logic required in the operation of the 
focus servo. See Figure 6.8.
In general the use of separate edge crossing flags has 
simplified the marker search programmes, and has enabled the computer 
to discriminate against some forms of spurious target signals.
5.3 Positioning Routines and Servo Performance
The performance of the position servo depends as much on 
the computer programme which controls the hardware as on the 
hardware itself.
In the following two sections the two main positioning 
routines are described: these are CPOS, a coarse positioning
programme which searches for a marker in the fine field of view, and 
FP1 and FP2, which constitute the fine positioning programme which 
then determines the marker position accurately.
CPOS and FP1 takes about up to 400 ms to find and measure 
a 100 ym square marker to within - 5 ym. Thereafter to fine
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position the marker to within - 0.5 ym using FP2 currently takes 
about 50 ms with a further 300 ms normally required for focusing on 
it. For CPOS most of the time required is taken by programme 
running rather than by hardware operation; but the reverse is true 
for the focusing and FP2 operations.
The positioning routines are used in a variety of ways: 
for calibration of marker positions, initial alignment of the 
target slide in position and rotation, setting of deflection gain, 
and finally for location of the mask patterns. The way in which 
these operations are linked together in practice to make a mask is 
described in Chapter 7.
In the case of rotation and deflection gain setting the 
principle involved is simply to identify and measure the position of 
two markers which should have the same coordinates on one of the 
axes, X say. Any error in Y divided by the distance apart along the 
X line gives the rotational misalignment which can then be servoed 
to zero by an iterative procedure. The fractional error between the 
measured and expected distance between the markers gives the fraction 
by which the deflection gain has to be adjusted. This likewise can 
be iteratively reduced to zero.
Figure 5.10 shows the result of a programme written to test 
the position servo. The two square outlines surrounding the 100 ym 
square marker were drawn on separate occasions. A complete set of 
small rectangles were first drawn around each marker on the slide. The
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slide were then taken out of the EBM and put back in again, before 
the second set of outer rectangles was drawn. Comparison of the 
two rectangles can show up <X^y errors.
5.3.1 Coarse Positioning Routine
CPOS is the routine which finds a marker and then exits 
with the centre coordinates of the 100 ym square marker accurate to 
- 5  ym. It calls the first part of the fine positioning routine, 
FP0S1, as a sub-routine. This checks the marker dimensions and gives 
the protection against recognition of spurious target responses as 
markers. Figure 5.11 shows the search for a 100 ym square marker in 
a 2 mm square field.
CPOS generates a TV type raster scan covering the whole fine 
field of view on a grid of points spaced by 32 ym. The scan starts 
at the bottom left hand comer where (X, Y) is (0, 0), and scans in 
horizontal lines stepped vertically to make up the complete frame.
For programming convenience the scan is made left to right with a 
right to left flyback rather than alternately right to left. The 
arithmetic register of the PDP 8 can then be incremented by the 
equivalent of 32 ym until the link bit indicates an overflow. Then 
a vertical step of 32 ym is executed. The time between successive 
steps is limited by the fact that the programming steps are at least 
400 ys, which allows ample time for the amplifiers to settle after 
the full range flyback step.
After each 32 ym step the video flags are examined by the 
computer to see if a step has occurred in the target signal 
corresponding to the presence of a marker or a spurious target 
response.
If no marker is found during a complete scan, a special 
error exit in the routine is executed. This can be used by a master 
control programme to increase the gain of the target signal video 
amplifier, or to initiate an error message on the teletype or display. 
Normally the video gain and focus settings are initialised to 
approximately correct values by another programme at the beginning 
of CPOS.
it is well away from the top or bottom marker edge. The routine 
then calls FP0S1 to determine the marker position more accurately, 
and in fact to test if it is the correct size to be a marker.
See Section 5.3.2.
If FP0S1 fails then CPOS is re-entered at the raster point 
following the one at which FP0S1 was originally executed.
The normal exit from CPOS is back into the master control 
supervisory programme. See Section 7.3.
Figure 5.11 shows the effichcy of the FP1 routine in 
rejecting spurious marks on the target. In (a) the correct video 
gain was used but in (b) too much gain was used so that the video 
flags were triggered by imperfections in the target. In case (b) the 
marker is still located successfully.
5.3.2 Fine Positioning Routines
The fine positioning routine is split into two parts, 
either of which can be used separately if desired. Normally the 
first part FP1 is followed by a video gain adjusting and spot
focusing routines, before the highly accurate second part, FP2 is
executed. The accuracy of FP2 is achieved by taking 16 measurements 
at 2 ym intervals along the length of each of the four sides of a 
marker. See Figure 5.12. These measurements are then averaged to 
give the centre coordinates.
FP1 starts on the assumption that the beam is located any­
where inside the marker area. First the beam is scanned positively 
along X (to the right) in 10 ym steps up to a limit of 14 steps. At 
each step the V video flag is examined to see if the beam has left 
the marker. The number output to the X - DAC is also checked after 
each step for overflow; overflow would signify a marker lying across 
the edge of the fine field of view. If overflow occurs, or if the V 
flag does not come up after 14 steps, an exit occurs into an error 
routine in the master control programme.
When the V flag is sensed, the X coordinate is recorded and 
the beam is switched off then on again to ensure correct operation of
the edge detecting comparator circuit at a later time (described in the
next chapter). The beam position is then stepped back by 75 ym, and up to 
eight 10 ym steps are executed in the leftward (negative X) direction.
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The position of the left hand marker side is taken when the V flag 
is sensed, and is averaged with the X coordinate of the right hand 
side to give an approximate coordinate of the marker centre XC1. This 
is accurate to - 5 ym. The same error exits as before are valid here.
The beam is switched off then on again and moved to XC1 and 
the same measurements are performed in the Y direction to give YC1.
The limits on the X and Y steps are chosen so that a minimum
of area outside the marker is exposed by the beam, but also so that
the video flag operation is ensured despite a badly defocused spot or 
despite the video gain being maladjusted. Unlike CPOS this routine 
is used for pattern registration, hence the restrictions on the area 
exposed by the beam while searching.
The return jump of 75 ym checks that the marker is not less
than 75 ym in either the X or Y direction. Likewise the limitations
on number of steps ensures the dimensions are less than 155 ym. This 
gives a useful discrimination against dust or spurious target signals 
being recognised as markers.
The two error conditions of the marker being on the field
boundary and its apparent size being incorrect result in an error
exit. In the case of FP1 being called from CPOS, the error exit is 
arranged to make CPOS continue with its scan as already mentioned.
After the video gain adjusting and focusing actions 
described in the next chapters (Sections 6.2.3 and 6.2.4) FP2 can 
be performed. FP2 starts with approximate centre coordinates XC1 
and YC1 accurate to - 5 ym. It also assumes that the focus and video 
gain adjustments are correct.
Starting from a point 15 ym up and 25 ym to the right of 
the nominal centre, it sweeps the beam to the right in single 0.5 ym 
steps until either the V flag comes up or a 70 ym limit is reached.
There is no X field of view overflow check in this case. This is
repeated a number of times stepping down in Y by 2 ym each time. If 
the 70 ym limit is reached without the V flag coming up then a 2 ym 
downward step is executed and another try is made. After three 
unsuccessful tries the programme aborts through an error exit. 
Otherwise when it has successfully made a total of 16 measurements on 
one side, these are averaged and the programme repeats the same 
action for the other three sides.
The coordinates of the four sides are then finally averaged
to give an accurate estimate of the centre of the marker.
Figure 5.12 shows the operation of the FP2 routine in the 
absence and presence of target noise. In the noisy case (b) , one 
can see the abortive measurements on the edges of the marker. Also
one can see a search, which has missed the bottom edge of the marker
and then searched up to the safety limit at the bottom of the 
photograph.
6. AUTOMATIC FOCUSING
The overall resolution of an electron beam machine using a 
scanned beam depends on maintaining a focused beam over a large scan 
area relative to the beam size.
In the limit the only ways of improving the resolution while 
maintaining a given beam current are, either to increase the 
electron "brightness" of the electron gun so that its image on the 
target can be stopped down to a smaller size for the same total 
current, or to increase the allowable deflection angle. The latter 
solution introduces defocusing and astigmatism of the beam at the 
edges of the field of view relative to the centre; thus for wide 
angle deflection some method of automatically refocusing the beam 
when it is deflected is necessary.
To some extent the electron optics can be designed to 
minimise deflection defocusing but at the cost of deflection linearity 
To ease the constraints on the design of the electron optical system, 
it was decided to design a system which would not only converge the 
beam but also correct the astigmatism. Extrapolation from measurement 
made on an earlier EBM indicated the desirability of this, but on the 
present machine it turns out that, once set up, only small corrections 
in the astigmatism are necessary. But in any case having automatic 
astigmatism correction makes a manual setting up procedure unnecessary
Automatic focusing requires means for shaping the spot, means 
for measuring the spot size, and an extremum seeking controller with 
a suitable strategy for spot size optimisation.
Two different focus servo systems have been investigated.
The first, described in Section 6.1, is an analogue system using a 
parameter perturbation "hill climbing" strategy to optimise the spot. 
The second is again extremum seeking but is computer controlled and 
employs a digital extremum seeking algorithm.
Spot shaping in both systems is achieved electromagnetically, 
with an axial field along the beam for converging the beam, and two 
sets of quadrupole fields for stigmation respectively along the axes 
and at 45° to the axes^^. Figure 6.1 shows schematically the 
arrangement of the stigmator coils making up the quadrupoles. Taking 
the major axes of the beam shape as the function to be minimised this
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turns out to be an even function of the focus and quadrupole 
currents with a single extremum so that extremum control is 
appropriate. The actual function is further discussed in Section
6.2.4. Higher order corrections to the spot focus, such as for coma, 
were not found necessary, although in principle an extremum controller 
can deal with these as well.
Two methods of measuring the spot size were originally
considered, both of which require the beam to be scanned across a
pair of high contrast sharp edges at right angles on the target,
conveniently marker edges. One method is to measure the ratio of high
to low frequency energy in the target signal when the beam is
. . (55)
repetitively scanned across the edge . The other method is to
measure the rise time of the target signal . Neither method gives
an absolute measure of the spot size, but this is not necessary when
an extremum controller is used. The method chosen for both servo
systems investigated was basically the measurement of rise-time
although the actual arrangement used in the analogue servo could be
interpreted as operating according to the frequency spectrum method.
In Section 6.1 the design of the analogue focus servo is
discussed^^ . The hardware for this servo had only been partly
built when it was abandoned in favour of the computer controlled
(50)
digital servo discussed in Section 6.2 . Improvements to the
digital servo and other possible focusing methods are discussed in 
Section 6.3.
6.1 Analogue Focus Servo
Figure 6.2 shows the block diagram of the three parameter
perturbation type of hill climbing servo which was devised for
(57) . . • .focusing the beam . This system was intended for the discretionary
wiring EBM and was designed to interface with the analogue comer
seeking position servo described in Section 5.1.
Other authors have described parameter perturbation
systems for focusing, but these have all been single variable systems.
Spot size measurement in this servo is by measurement of 
target signal rise-time as the beam is scanned across the marker edges. 
The circular spot wobble provides a convenient way of scanning the 
beam consecutively over both a vertical and a horizontal marker edge
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at a constant scanning speed, provided that the centre of the wobble 
scan does not move away from the corner of the marker. This can be 
ensured by running the position servo at the same time, which also 
has the advantage that any spurious deflections superimposed on the 
beam as the beam shaping field are adjusted can be corrected for at 
the same time. In this manner the rise and fall times of the target 
signal give a measure of the beam size in both the X and Y directions.
Differentiation of the target signal provides positive and
negative pulse heights proportional to the maximum positive and
negative slopes of the target signal. These slopes are inversely
(56^
proportional to the spot size along the X and Y directions . Thus 
separate detection of the peak values in envelope detectors enables 
these two measurements to be separated from the target signal, as 
indicated in Figure 6.2.
In the original servo the sum of the moduli of these two 
signals was taken as a general measure of the spot size. This was 
the index of performance which had to be minimised by the servo. 
Subsequent work done on the on-line digital servo showed how the two 
measurements could have been combined in different ways for the three 
feedback loops required for beam shaping, so that cross coupling of 
the loops could be reduced. See Section 6.2.4. But in any case, at 
the time of design provision was made for empirically trying the 
effect of different combinations of the signals for the three loops.
Differentiation can also be considered as a frequency 
filtering process which discriminates in favour of high frequency 
energy. Thus taking the average rather than the peak output of a 
differentiation would correspond to an estimate of spot size (or 
rather its reciprocal) made by a measurement of the spectral 
distribution of the target signal. (The scanning process translates 
spatial frequencies into time frequencies). The logical extension of 
this approach would have been to design an optimal filter for the 
expected frequency spectrum variations, but this was not pursued.
The non-linear method of peak detection was chosen as being simpler 
and in the hope that it would prove adequate.
The principle of operation of the periodic perturbation type 
of servo^^ is that the index of performance, IP, is extremalized 
when small perturbations in each of the variables defining the IP
surface result in no perturbations in the IP. The correlation 
between the perturbation impressed on any variable and the resulting 
variation in the IP is a measure of the slope of the IP surface with 
respect to that variable. Thus the relative phase of the input and 
output variations gives the slope sign, and hence the direction in 
which an adjustment of the variable should be made.
The magnitude of the correlation is a measure of the size 
of the error in the case where the IP surface is smoothly varying in the 
region of the extremum; for a quadratic surface the correlation is 
directly proportional to the error. The spot size IP surface is 
reasonably quadratic with respect to its three variables for some 
distance away from the extremum (see Section 6.2.4), but the rise 
time IP surface, being a reciprocal of the spot size one has a wide 
range of slope values although it does have only one extremum. Thus 
the effective loop gain of any servo adjusting the variables for a 
minimum rise time, varies widely and makes stabilisation more 
difficult. However it is still possible to operate such servos with 
reduced loop gain to ensure stability, but at the cost of increased 
response time.
For simultaneous operation of three feedback loops the 
requirement for minimum loop interaction is that the three perturbation 
signals should be orthogonal over as short a time as possible. In 
other words, for the case of sinusoidal perturbations the three 
frequencies should be as widely spaced and as high as possible.
Choice of the frequencies for the servos was in practice
limited by two considerations. The first was that the envelope
detectors require a smoothing time constant preferably at least ten
times the reciprocal of the carrier frequency, so that with a wobble
frequency of 250 kHz the maximum modulation frequency of the
perturbation is about 25 kHz. The second consideration was that the
synchronous gate type of detector, used for correlating the variations
in the IP with the original perturbations, in practice responds to
(61}
harmonics of the perturbation frequencies , thus maximum 
separation has to be obtained between the signals and their harmonics 
as well. The frequencies shown in Figure 6.2 for the perturbation 
oscillators were chosen to meet the requirements, but were made 
adjustable so that best values could be determined empirically to 
minimise loop interaction.
The analogue stores are in the form of integrators with a 
track store facility. The closed loop response was intended to 
result in a transfer function of a simple lag with a break-point at 
about 1 kHz. Then the 6 dB per octave loss above 1 kHz gives 
sufficient filtering at the perturbation frequencies and provides 
separation of the pass-bands of the three loops. However since the 
effective gain of the loop, K, depends on the slope of the 1 P 
curve for that parameter, the pole of the transfer function 
(« 1/(1 + Kg)) is not well defined in frequency. Thus in practice 
separate filtering other than provided by the lag would probably 
be needed. Provision was made for this.
In operation the servo loops are closed when the beam is 
locked on to the comer of a marker. This is done by switching on 
the three perturbation oscillators and connecting the synchronous 
detectors to the analogue stores. The analogue stores are integrators 
which hold the previous focus corrections from the time when their 
inputs are switched off and taken to a zero potential.
The focus arrival indicators are essentially rate circuits, 
of the type described in Section 4.3 for the rate controlled deflection 
amplifiers, together with the beam arrival indicators, shown in 
Figures 4.18 and 4.19. When all the indicated rates have dropped 
below certain preset values, it can be assumed that the beam is shaped 
and focused. The rate controlled outputs are not used because the 
required outputs are given by the arrival indicators. These are 
"anded" together to operate the focus flag, which in turn signals 
focus completion to the computer.
The detailed circuitry which was designed for the blocks in
Figure 6.2 was substantially the same as that used for the analogue
position servo described in Section 5.1.3. The actual hardware was 
only partly completed when this type of servo was abandoned in favour 
of the on-line servo described in the next sections.
As already mentioned in Section 5.1.3, the use of a capacitor 
as an analogue store means that intervals between successive position­
ing or focusing operations have to be limited to the storage time of 
the capacitor. To remove this drawback we devised the on-line servo 
which uses digital storage of the error signals. The main reason 
which prompted the changeover to the new servo was that cheap DACs
became available; previously a digital focus servo had been 
uneconomic. Since a position servo was required to operate 
simultaneously with the analogue focus servo, the changeover from 
the analogue to the much simpler digital position servo also had to 
be delayed until then. The digital focus servo is more expensive in 
hardware but the extra expense was considered to be more than 
compensated for by the cheaper position servo and the much improved 
operation of both the position and focus servos.
6.2 On-Line Digital Focus Servo
/ c o \
The on-line digital focus servo differs from the 
analogue servo (of Section 6.1) in the following ways: the method
of spot size assessment is by direct digital measurement of the rise­
time; the rate controlled deflection amplifiers are used to generate 
constant velocity scans across the marker edges; and the computer is 
in the servo loops so that the control strategy is programmable.
Figure 6.3 shows the block diagram of the system. It excludes 
the rate amplifiers which are an essential part of the system. The 
four main parts shown are: first the gain control loop which
normalizes the height of the target signal step so that timing between 
fixed voltage levels on the rising waveform becomes a true measure of 
the risetime, irrespective of the initial target signal amplitude; 
secondly the focus measurement part which executes this timing action; 
thirdly the focus adjustment section which sets the currents to the 
focusing coils; and fourthly the computer which holds the control 
algorithm, sequences the operations of each part and controls 
deflection amplifiers which generate the scans.
The focus adjustment part consists of three 8-bit DACs 
(Micro Consultants Dl-AN 810) driving focus coil amplifiers of the 
type shown in Figure 6.4. The circuit is basically the same as that 
used in the deflection amplifiers, Figure 3.12,but local feedback has 
been added to define the coil current so that one end of the coil can 
be grounded. The 8-bit DACs have buffer input registers which act as 
stores and are loaded in a standard manner from the computer output 
bus when the analogue output has to be changed. The actual PDP 8 
device addresses used are listed in the next chapter.
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The other parts of the servo are described separately in 
the following sections; another section describes the control 
strategy algorithms which were investigated.
6.2.1 Focus Measurement
The method of measuring the risetime of the target signal 
when scanned across a marker edge is to time the waveform between 
two fixed reference voltage points. For this to give a consistent 
estimate of the spot size, the step size has to be normalized in 
amplitude and its initial value off-set by a fixed amount below the 
reference voltages before a timed step is executed. The gain control 
loop for normalizing the amplitude is described in the next section.
In Section 5.2.1 we described a method of detecting the 
marker in spite of the use of a.c. coupling in the target signal 
amplifier. The a.c. coupling together with clamping action of the 
limiting diodes shown in Figure 5.8 served to get rid of the d.c. 
off-set inherent in the target signal to the extent required for 
marker detection. However with this circuit the level on the rising 
and falling edges of the target signal at which the Schmitt trigger 
operates still depends on the signal amplitude and on the time 
between successive rising and falling signal edges. To overcome this 
problem and to establish switching action at two fixed points on both 
the rising and falling signal edges, the circuit arrangement shown in 
Figure 6.5 was devised.
The circuit consists of two Schmitt triggers with equal 
hysteresis but biased oppositely by equal amounts relative to ground. 
The bias is about one quarter of the hysteresis voltage, V^, in each 
case, so that a signal causing Vg to rise from zero potential 
will cause the two Schmitt triggers to switch successively at points 
spaced by about 0,25 on the rising or falling edges of V . If 
the signal step is adjusted to about 0.75 V^, the switching points 
are at about 33% and 66% of the step height. The output logic in the 
circuit is used to develop a timing "window" between the switching 
points during which the counter of the timer in Figure 6.3 looks at 
its 10 MHz clock.
The function of the two transistor switches is to overcome 
the problem, mentioned in Section 5.2.1, of requiring the time
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constant CR3 to be long during the timing action so that the sloping
edges of Vg follow the input signal Vg, but requiring CR3 to be
short so that V returns to zero between successive edges of V. .s m
After a timing window has been executed on the positive slope of Vg
and transistor is switched on to clamp Vg to ground. Any
further rise in V. simply charges C until V. reverses or is itself m  r J ° m
clamped by the zener limiter. When does reverse, it finds that 
transistor is off and CR3 is sufficiently long for V to follow 
in the negative direction until the lower Schmitt trigger 
completes the timing window and in turn switches on transistor to 
again clamp Vg to ground. and are switched off at the U(L) 
and S(H) switching points respectively. Under fault conditions if 
an incomplete step was executed or a short spurious pulse received, 
it was found that the Schmitt triggers could be switched so that both 
clamps were operative; then no further signals could get through to 
the Schmitt triggers to get them out of this state. For that reason 
an AND gate was connected to detect the state and feedback a voltage 
through switch T^ and resistor R^ to fire one of the Schmitt triggers 
to its opposite state.
Under normal conditions the input signal amplitude is 
adjusted until swings just up to the limits of the zener limiter.
The hysteresis and bias of the Schmitt triggers are adjusted with 
respect to this range. Strictly speaking the zener limiter is not 
then essential, but in practice it was found beneficial for absorbing 
signal swings in excess of the normal marker step amplitude, which 
occur for example when the beam current is switched on or off.
In practice this circuit was found not to give repeatable 
results when the time between successive measurements was short, 
although the Schmitt triggers appeared to be switching correctly*
The main reason for this was the imperfect operation of the transistor 
switches T^ and T^* In practice separate diodes D^. and D^ were not 
used as shown in Figure 6.5, but use was made of the rectifying 
junctions in the transistors; . these are shown on the schematic to 
represent the circuit operation required. But nevertheless the 
residual bottoming voltage and finite "on" resistance of both the NPN 
and PNP transistors used, meant that the capacitor C was not perfectly 
clamped to ground until a time greater than CR3 had elapsed. In a
step voltage swing in of 4 - 5 volts the error could amount to 
100 - 200 mV, despite using the transistors in their reversed mode 
(collector and emitter interchanged) for minimum bottoming voltage^^*^^ 
The time to charge C through and R£ also turned out to be a factor 
making the discrepancies larger.
Attempts were made to solve this problem by returning the 
transistor switches to voltage points off-set from ground by an 
appropriate amount to cancel the bottoming voltage. But achieving 
sufficiently low impedance for these points in a simple manner proved 
difficult. Another solution would have been to have raised the 
impedance level of the circuit by scaling the component values. But 
this was impossible because the TAA 241 operational amplifiers, used 
with positive feedback to form the Schmitt triggers for fast switching 
action required as a low a source impedance as possible. The switching 
has to occur within one or so periods of the 10 MHz clock used in the 
timer.
The solution devised to overcome these difficulties is shown
( f t 1 ^
in Figure 6.6 . Effectively the problem has been turned inside out.
Instead of the signal being clamped to a fixed ground reference prior 
to execution of a rising or falling edge, the clamping voltage is 
switched to a positive or negative voltage depending on which of the 
two edges was the last to be executed. Thus if a positive edge was 
the last one executed, a clamping voltage +V^ is fed through from 
comparator C through R^ to hold Vg at +V^, being the positive clamp 
level of the zener limiter. When a negative edge arrives with 
sufficient amplitude, and with a fall time adequately longer than the 
time constant formed by C with R^ and R^ in parallel, comparators A 
and B are successively switched at levels +V^ and -V on the edge.
The comparator outputs are combined to give the timing window when AB 
is true. The flip-flop is triggered when both comparator reference 
levels have been passed, and then through comparator C the clamp level 
becomes “V • For a subsequent positive step the sequence is repeated 
with the signs reversed.
The actual circuit used for Figure 6.6 is shown in the top 
half of Figure 6.7. The input at pin 9 passes through a pair of 
BAY 38s connected to give hysteresis in the input. This was found to 
give a marginally less likelihood of spurious triggering on any white
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noise superimposed on the signal. For convenience the series 
connected diodes were used to form the input limiter (using the 
silicon diode forward conduction knee characteristic). The 
560 k!2 resistors were found to reduce the leakage to ground when the 
diodes were not limiting. They ensure that the top two diodes are 
well back-biased into a low leakage state if the input voltage is 
between the limiting values. Otherwise there is always a partial 
forward bias on all diodes, giving a leakage current much higher than 
for a fully back-biased diode. Voltage dividers comprising the 
100 kft and 10 kf2 resistors had to be used on the comparator inputs to 
prevent the limited common made range of the TAA 241 operational 
amplifiers being exceeded in the positive direction. The diodes on 
the comparator outputs were used to establish suitable levels for the 
subsequent logic gates. It was found advantageous to delay the 
switching of the comparator flag and clamp level by the inclusion of 
the 0.0018 yF capacitors and BAY,38 diodes. The comparator triggers 
the focus timer lockout, and noise superimposed on the target signal 
step was found at first to cause premature operation of the lockout.
The gain comparators shown on the diagram are discussed in 
Section 6.2.3.
■f* “ m # •
Figure 6.8 shows the V and V video flag flip-flops which 
are used both for the position servo and the focus servo to store 
the information whether the beam is crossed into or out of the marker. 
Also shown is the focus timer lockout which ensures that only one 
window from the comparators is measured by the focus timer at any one 
time, as described below. The diagram also shows all the 4 input/ 
output timing (I0T) pulses required from the PDP 8 to control the 
operation of the focus servo; the manually switched override controls 
that are available and the points in the logic that are monitored by 
indicator lamps. The listing of the I0T memories is given in 
Table 7.1, and the way in which the PDP 8 uses the IOTs to interrogate 
and control parts of the circuit is mentioned in Section 7.2. (In 
Figure 6.8 in fact the six points in the focus servo which can be 
interrogated can be traced back from the 8-way AND gate, DIL package
•l'
9, which connects to the skip line of the computer).
•)
The V and V video flags are required to be edge triggered 
from the comparator. The two 300 pF capacitors shown in the connections 
from the comparator flip-flop ensure this by differentiating the logic
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signals. On the set inputs of the video flag bistables the override 
switches are ORed in by using the AAZ 13 diodes with the 10 kft 
resistors returned to the logic "1" level. This method is also used 
elsewhere in the diagram. Germanium diodes were used to minimise the 
effect of the diode conduction voltage drop on the noise margins of 
the logic; while this is adequate for an experimental circuit, it 
is not to be recommended in practice. However TTL circuits with open 
collector output have become available since this circuit was 
designed; these would remove the necessity for the diodes.
The complete focus timer together with lockout is shown 
schematically in Figure 6.9. The part inside the dotted line is 
contained on one (focus timer) logic card. The rest has already been 
shown in more detail in Figure 6.8, where the override switches and 
indicator lamps have been included.
The lockout flip-flop is arranged to be edge triggered to 
the set condition when either a positive or negative step has been 
completed, as signified by a change in state in the clamp comparator 
signal (from Figure 6.7). It is reset by an IOT pulse, FCL. The use 
of a J-K flip-flop connected as a shift register stage with a 
permanent logic "1" to the input has an advantage over the simpler 
method of connecting directly to the set input of an R-S flip-flop. 
This is that the presence of an input to the clock is always over­
ridden by the reset input. Otherwise if the direct set input was 
used, the non-allowed state of simultaneous R and S inputs to an R-S 
flip-flop would be possible.
The "count enable" signal which gates the timer is formed by 
anding the lockout with the focus window. The advantage of delaying 
the switching of the comparator flip-flop and hence also of the 
lockout flip-flop is now apparent. In the presence of a noisy signal 
the focus window opens and closes many times both at the start and 
completion of the signal step. In fact the mark space ratio becomes 
a measure of the position on the step. If the total time the window 
is opened is integrated it becomes insensitive to noise levels
I
approaching 10 - 20% of the step amplitude. This integration is easy 
to arrange by ensuring that the comparator and lockout switching is 
suitably delayed or made insensitive to short pulses as already 
mentioned.
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The focus timer consists of a 10 MHz clock gated into a 
12 bit counter giving a full scale precision of 1 in 4096 and a 
maximum measurement time of 0.4 ms. An extra flip-flop is used to 
store and indicate on a lamp whether counter overflow has occurred, 
and it can also be checked from the computer. The IOT pulse FRT 
reads the timer contents into the computer while FCT resets the 
timer and the overflow indicator.
The 10 MHz clock was devised using TTL gates and a 10 MHz 
crystal. The presence of the 1 kft feedback resistors effectively 
makes the gates into saturating linear amplifiers. Thus when 
connected to give positive feedback through the crystal the circuit 
oscillates at the fundamental series resonance frequency of the . 
crystal. This arrangement is compatible with the physical form of 
the rest of the logic.
The sequence in which this focus servo hardware is operated 
in practice is described in Section 6.2.4, which also discusses the 
general focusing strategies.
6.2.2 Target Signal Amplifiers
The target signal can be derived either by sensing the 
electron current flowing into the target or by sensing the electrons 
reflected from it. The former method gives an absolute measurement 
of current into the target, but the latter method depends on the 
efficiency with which the reflected electrons are collected.
The first target signal amplifier used for the position 
servo was of the former type. The target assembly was isolated from 
the rest of the machine. The amplifier was attached to the outside 
of the work chamber housing to keep the lead lengths, and hence the 
capacities to ground, as small as possible. A guard ring was used to 
surround the main signal lead where it entered the vacuum. The 
amplifier was built in the virtual earth configuration with the 
input current taken directly to the virtual earth point, shown 
schematically in Figure 6.10. $ pair of 7586 TUit'istors were used
in a cascade arrangement for the input, followed by a BFY 52 
amplifier^^ . The feedback resistor was 330 kft taken back from the 
BFY 52 output, so that the loop gain G was about 50. A buffer 
amplifier with a gain of 1 or 10 was used to follow the feedback
I in  ',3 V ' O u t p u t
.Fig. 6*10. Target signal amplifier schematic
stage; thus the overall sensitivity was either 3 yA or 0.3y A to 
give 1 volt output. Further amplification, together with h.f. and
l.f. cut circuits, was available in a video amplifier which supplied 
the servos and the Z axis of the s.e.m. c.r.t. display.
The bandwidth obtainable from this kind of amplifier depends 
on the time constant of together with the pole positions of, and
gain available from, the amplifier. The use of a cancelling zero by 
neutralizing the input c a p a c i t y i s  only a significant improvement 
if a very good gain-bandwidth product is obtainable from the 
amplifier. In practice it was found that the feedback capacitance 
in Figure 6.10 gave only a small improvement, and made the amplifier 
response very sensitive to variations in C^. Because the size of 
the target slide was variable, C.. was not fixed, and thus in practice 
neutralization was found to be an unsatisfactory way of increasing the 
bandwidth. In fact the bandwidth was measured as about 1 MHz this 
agreed with an input capacitance of about 25 pF being reduced by the 
gain, G = 50, to give with R = 330 kft a time constant which 
corresponded to the 1 MHz 3 dB bandwidth.
The noise current into the input is theoretically generated 
from the feedback resistor only. Using the Johnson noise formula
i (nA) = 4 |b (MHz) /R(kf2) | * ...... (6.1)
gives an r.m.s. noise current of 0.22 nA. In practice the white noise 
was found to be about 15 - 20 dB worse than this; a mains locked 
component was also noticeable, despite the use of well filtered 
supplies and of d.c. to the Tluidstor filaments.
At that time it was thought that a larger bandwidth would be 
needed than could be obtained with this set-up; thus no attempts 
were made to optimise the signal to noise ratio, which could have been 
improved by raising the feedback resistor R although at a further 
cost in bandwidth. (The Johnson noise increases as /R and the signal 
as R, thus R can be increased with advantage to the point where the 
equivalent current noise generators’ contributions start to predominate
over the contributions from the voltage noise generators of the valve
j t. • „ C66)vand the resistor R ) .
Because of these difficulties a reflected electron 
detection system was adopted for the target signal. Four plastic 
photo-scintillators are placed around the work chamber, each with a 
53 UVP photomultiplier. A collector grid normally charged to about 
1.5 kV surrounds the work chamber to collect the reflected electrons 
and accelerate them into the scintillators. The outputs are 
combined into a common load resistor. With this arrangement a band­
width of 5 MHz with, detection of signals down to 10 ^  A is easily 
achieved. The gain of the system is 1 V for about 10  ^A. Four 
photomultipliers and scintillators are used to ensure a reasonably 
constant response over the whole area of the target; they are also 
intended for experiments on the feasibility of the use of pits etched 
in silicon as markers for DOS operation.
This system has proved adequate for marker detection. For 
servo operation the 5 MHz bandwidth has turned out to be an 
unnecessary luxury although it enables good s.e.m. pictures to be 
obtained.
Figure 6.11 shows the complete video amplifier which can 
either be used with signals direct from the target or from the 
photomultipliers, important features of this amplifier are its 
voltage controlled gain, and low noise FET input stage. The 
amplifier is described in more detail in the following section.
6.2.3 Automatic Gain Control
The gain control servo loop is shown schematically at the 
top of Figure 6.3. The "gain too high" and "gain too low" detectors 
are shown in detail at the bottom of Figure 6.7.
The principle of operation is that after a marker edge has 
been crossed by the beam, and if the gain is correct the "gain too 
low" Schmitt trigger will have switched while the "gain too high" 
Schmitt trigger will not have switched. If the gain is wrong this is 
sensed by the computer, which then sends a "gain adapt" pulse to 
increment or decrement the gain DAC. The computer has no knowledge 
whether the gain is in fact too high or too low, but this is stored 
locally in the hardware so that the register feeding the gain DAC is 
stepped in the appropriate direction on receipt of the "gain adapt" 
pulse.
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The gain controlled video amplifier is shown in Figure 6.11. 
The gain is controlled in a two quadrant multiplier made from two 
matched pairs of BCY 87s fed from BFW 10 FETs for low noise. The 
signal is fed to only one of the BFW 10s in the tails of the long- 
tail pairs, hence the two rather than four quadrant operation of the 
multiplier. The principle of operation used is that the current in 
the tail of a long-tail pair can be modulated with the signal and 
then split into two streams. The signal voltage appearing on the 
collector load then depends on the ratio of the current split or the 
average d.c. current in that load. The current split can be 
controlled by the d.c. voltage applied between the bases of the pair 
of transistors. A second identical long-tail pair, which is either 
modulated with the signal in antiphase or not at all as in this case, 
can be connected as shown across the same pair of collector loads. 
Then by connecting the bases of this second pair in the opposite 
sense to the gain control voltage, it can be arranged that there is 
no net d.c. variation in the common collector loads as the control 
voltage is varied.
The gain variation with control voltage was arranged to be 
approximately logarithmic by using the logarithmic voltage current
relationships of the bases of the transistors , so that the
smallest step in the gain DAC output voltage gave a 1 dB change in
gain over its six bit control range of 64 dB.
In the circuit of Figure 6.11 the output of the multiplier 
is buffered by the SN7510L operational amplifier which has both 
inverting and non inverting outputs. These provide a convenient 
method of controlling both the contrast and its sign for the scanning 
electron microscope display oscilloscope. The video signal to the 
oscilloscope is potted between these two outputs and buffered by the 
BFY 52 amplifier, so that the potentiometer gives a control 
characteristic which has zero output at centre range with positive 
and negative modulation respectively either side.
The output from the buffer operational amplifier is also 
taken through a switched h.f. cut network which is used to smooth 
the noise on the waveform up to the limit imposed by the shortest 
rise-time that it is wished to measure in the focus timer. The 
signal is then taken into the complementary push-pull output stage 
which is needed to develop the low impedance source required for
driving the focus window comparator circuit, Figure 6.6. The 
configuration is basically the same as for the deflection amplifier 
output circuits, except that emitter followers have been added to 
give the low output impedance.
The three 0.1 yF capacitors on the output of this amplifier 
make up the capacitor required on the input of Figure 6.6. Thus the 
output of Figure 6.12 connects straight to input 9 on Figure 6.7.
This arrangement of capacitors avoids the necessity for very large 
value decoupling capacitors on the emitter resistors.
The gain of the amplifier varies between 5 mV and 1 V for 
full scale output, which is sufficient for direct operation from the 
53 UVP photomultipliers over the range of target currents encountered 
in practice.
The programme routine which adjusts the video gain operates 
as follows.
The routine is entered from FP1 which computed the marker 
position to within - 5 ym. A point 100 ym to the right of centre is 
then computed. If this results in a fine field overflow then the 
scan across the edge of the marker will go to the left rather than 
the right.
A delay of about 1 ms is inserted to give the comparator 
clamp time to settle; empirically this was found to give better 
results in spite of attempts to design for fast clamp settling.
The gain comparator flag flip-flops are then cleared.
The 100 ym scan is then executed across the marker edge 
which leaves the gain flags indicating whether the gain is too high, 
too low, or within the - 1 dB limits.
The computer then interrogates the "gain wrong" condition.
\
If it is wrong it sends a "gain adapt" pulse and the routine is 
re-entered from the beginning. If it is right then the routine is 
executed with the correct gain setting stored on the gain DAC 
resistor. As already mentioned, the computer in this operation does 
not know whether the gain is too high or too low, but this is 
remembered in and acted on by, the hardware external to the computer.
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6.2.4 Focus Optimisation Strategies
Rough measurements of the variation in spot dimensions of
the beam and in x and y directions, originally showed that both
these were approximately quadratic functions of the three beam
shaping variables - focus and the two stigmation currents. Thus the
focus servo was designed on the assumption that an index of
performance which was a linear combination of W and W could be used
x y
for focus optimisation using a hill climbing procedure. However,
since both W and W were available it seemed likely that an x y
optimisation strategy could profitably make use of this extra
information if the connection between W and W and the focus variable
x y
was known. The following model was found to be a good approximation
/£0\
to the electron optical properties of the EBM . It is based on the 
optical analogue of the .situation. The resulting focusing strategy 
is also detailed below.
The model assumes that the electrons obey the laws of 
geometrical optics, particularly in the space between the focus coils 
and the target. The main axes are x, y in the plane at right angles
to the beam with the measurements W and W being made along these
. ^  o
directions. Subsidiary axes X, Y are derived from x and y by a 45
anti-clockwise rotation about the z axis.
The beam is assumed to be defocused by a focus lens of focal 
length 1/d, a stigmator lens with focal lengths of 1/a and -1/a in the 
(y, z) and (x, z) planes respectively, and by a second stigmator lens 
with focal lengths 1/b and -1/b in the Y, z) and X, z) planes 
respectively. All lenses are assumed to be at a distance £ from the 
target. It can then be shown, assuming a parallel beam of electrons 
of radius r impinging on the lenses that the spot widths at the 
target are:
W = IrJ(d + a)^ + b^ along x,   (6.2)
and Wy = £rJ(d - a) ^ + b^ along y, .....  (6.3)
In practice d, a, and b approximate to the error currents 
in the electromagnetic lenses and for small errors the model is
found to be valid. These formulae are the basis for the present 
focusing strategy which is as follows:
1. Set the focus coil current to the value which minimises the
function W(d) = max (W , W )
x z
where W(d) = W if W > W
x x y
and W(d) = W if W >, Wy y x
and where W and W are the spot dimensions, 
x y
This action takes account of two distinct cases. If a f 0 it sets
. . .
the focus^that which is only true if d =0, and if a = 0
W(d) = = Wy which is again minimised when d = 0.
2. Set first one stigmator coil current to minimise the index of 
performance Wx + W^, and then repeat for the other stigmator.
F 2 2
(Since for d = 0, W + W = 2£rva + b , this results in both a and
x y 5
b becoming equal to zero.
If the model were perfect then one pass through the above
sequence would fully optimise the spot. In practice the variables
are not fully independent of each other and this process has to be
used iteratively. From extreme error current values, about four
passes were found to be necessary; but if the beam has already been
focused somewhere on the target, at most two passes were needed to
focus anywhere else. Theoretically an improvement might be possible
using a conjugate d i r e c t i o n s e a r c h  method but it is not clear
how a relevant objective function could be defined using W and Wx y
in this case; besides which the extra programme effort required 
merely to save one iteration is unlikely to be worthwhile. In any
case, direction search methods were found unreliable as mentioned 
below.
In practice the fully focused spot has a non-zero size, but
the above model formulae are still valid if a fixed constant is added
to W and W . This corresponds to the case of an object of finite x y
size, namely the size of the last main lens stop, being focused to an 
image of finite size on the target. For each infinitesimal element 
of the object the formulae are true; thus considering elements at
the edge of the object and hence at the edge of the. image also, the 
effect of defocusing is to add the error to a finite image size 
rather than to start from a zero size.
As previously explained, and are measured by risetime
measurements. If in the video amplifier chain, Figure 6.11, a finite
bandwidth is used for h.f. noise reduction, then the minimum measur­
able time between the 30% and 70% points on the signal step becomes
finite. Thus the measurements of W and W should strictly be
x y
obtained from the timer measurements only after correcting for this 
effect. In practice since the optimisation algorithm uses a fixed 
step size in the region of the optimum, this is not necessary unless 
a very large h.f. cut is used.
Figure 6.12 shows the measured focus timer value distribution 
against focus current variation, for different set values of the 
stigmator currents. On each picture about 30 to 40 timer values 
corresponding to both and are shown. Figure 6.12 (a) shows 
optimum adjustment of the stigmator currents; (b) shows astigmatism 
of the spot along the X-Y axes; and (c) shows astigmatism at 45° to 
the axes. The general form of the curves indicate that the assumed 
focusing model is an adequate approximation. However the fact that 
the curves measuring and spot widths do not have profiles 
which match exactly when the peaks are aligned indicates that there 
is some degree of interaction between the axes.
These distributions were obtained using the focus test 
programme which outputs its results to DACs driving the axes of an 
RM 503 X-Y oscilloscope.
The main advantage of an optimisation strategy based on this 
model is that by taking the variables in the given sequence the 
variables are to a first approximation independent and can be 
optimised separately; it is not necessary to work in more than one 
dimension of the three dimensional parameter state space at any one 
time. However there still remains the choice of a method for 
achieving the extremum for each individual variable.
For real physical systems a steepest ascent strategy is a 
convenient choice of methods because this can be implemented with 
the least excursion in the variables from the optimum position.
However for the focus servo, the speed of the actuators which change
the focus is greater than the speed with which the sensors can measure 
the degree of focus. Also the energy required to change the focus is 
insignificant. Thus although an optimisation of the state of real 
hardware is being undertaken, any of the univariate search algorithms 
can be used for each one of the v a r i a b l e s . For the fastest 
response the total number of focus measurements has to be minimised, 
and this is the criterion used for choice of an algorithm.
In practice the choice of a suitable algorithm was dictated 
by the random noise evident in the focus measurements shown in 
Figures 6.12 and 6.13. This is of such a magnitude that for any other 
than a large step in the focus variables, there is always a non- 
negligible probability that comparison of the values of two consecutive 
measurements at different points will give a slope of the wrong sign, 
and hence indicate that the optimum is in the wrong direction. This 
is particularly true for low beam currents as exemplified by 
Figure 6.13(b). Thus any of the methods using either fixed or 
adaptive step sizes, but which used a search direction dependent on 
previously measured values, was found to be unreliable.
The only method found to be sufficiently reliable is to 
perform a "coarse" search at regular intervals between the limits set 
by the finite range of the DACs, and then to perform a second complete 
search over a "fine" range to locate the maximum more accurately.
In each case the latest value of the objective function or index of 
performance, IP, in this case the focus timer value, is compared 
against the previously recorded best value. If the new IP value is 
better than the previous best it is recorded together with its 
parameter value. When the search is complete one is left with best 
IP value and its corresponding parameter value. The advantage of 
this method is that, although the change in IP between adjacent steps 
in the parameter values may be much smaller than the r.m.s. noise 
involved in its measurement so that the probability of measurement 
of the correct sign of gradient between the steps falls to nearly 
50%, on average the measured best value has a high probability of 
being in the region of the optimum. Obviously as the number of 
measurements in a given region is increased one can see that 
qualitatively the probability of being within the optimum region is 
improved.
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Thus a good strategy for optimisation in the presence of a 
high measurement noise level is as follows:
1. Perform a univariate search using steps at all times large 
enough to ensure that the optimum can be located within certain 
parameter value limits with good confidence in spite of measurement 
noise. Either gradient methods or methods using absolute values of 
the index of performance be used for this, as desired,
2. Within these limits take measurements at uniform parameter 
intervals to enable the IP optimum to be located statistically to 
sufficient accuracy without having to derive gradient information 
after each measurement.
For the first part of the measurement any of the univariate 
search algorithms can be used. These can be grouped into types as 
follows:
1. Algorithms which use no information from the IP function, 
i.e. full search tabulation methods, usually fixed step size.
2. Algorithms which employ the sign of the IP curve gradient
in their execution, i.e. fixed uniform step size ascent/descent
methods, and fixed successively decreasint step size methods such as
(71)Fibonacci or "golden section" search methods
3. Algorithms which assume the form of the IP curve and also
use the IP function values, i.e. the Davies, Swann and Campey
algorithm and the Powell algorithm^^ , both of which use quadratic 
interpolation between points to locate the extremum.
For the second part of the optimisation a large number of 
measurements have to be taken in view of the noise, but these can be 
processed statistically in a number of different ways to extract the 
optimum. For example, running averages of adjacent measurements can 
be used to remove the noise. Alternatively a number of measurements 
can be taken at the same parameter value and these then averaged.
If this is done then any of the univariate algorithms could be used. 
But as already mentioned, the simplest method to programme and that 
which requires the least computer storage is, at any one time to 
store the best value and its parameter value and to compare all 
subsequent measurements with this.
A further advantage of this method is that it can be used 
both for the coarse search and for the fine search; the same 
programme routine can be used. All that has to be changed is the 
size of the fixed step and the limits between which the focus 
measurements are made as described in Section 6.2.4.
The use of this peak-value-seeking algorithm is highly 
convenient for computer execution, but in general it is not as good 
as averaging the same set of measurements at the same point, or as 
taking a running average of measurements taken for successive 
parameter values. Calculations were made to estimate how much worse 
the results from the peak-value-seeking algorithm are, when compared 
with the results from other algorithms. Figure 6.13 compares the 
distributions of likely values for the two cases of taking the 
average of, or the peak value of, a number of measurements, N, at a 
given parameter value X. This shows that for N > 2 an estimate of 
the mean deviation made by measuring the width of the distribution 
at points e times down from the maxima is larger for the peak value 
distributions. Table 6.1 compares mean deviation values for 
different numbers N. Strictly speaking for the peak value case, one 
should derive the first moments by suitably integrating over the 
skew distributions, but visual inspection of the distribution verifies 
that they are substantially different.
Number of Average Peak Value
Measurements N a o
1 2.507 2.507
2 1.772 1.738
4 1.253 1.456
8 0.886 1.263
16 0.627 1.128
32 0.443 1.046
TABLE 6.1
Comparison of Mean Deviation, a, for Averaging 
and Selection of Peak Value of N Measurements
In Figure 6.13 the average value distributions are given 
N -x2
by f (x) where f(x) = e . The peak value distributions are given
by f (x) .P ^  ^  (x) where P(x) is the probability integral of f(x) .
In this case ^  (x) gives the probability of N-l measurements
giving parameter values of less than x while f(x) gives the
probability of one measurement having the value x. (For simplicity
of calculation the normalisation factors were omitted, thus the curves
only represent relative values. These curves were plotted using a
Hewlett Packard desk calculator type 9100A with X - Y  plotter and
using an expanded version of the manufacturer's probability integral
programme ) •
What one wishes to establish from such sets of measurements 
is whether the true index of performance is greater or less for one 
set than for another set despite the noise. Thus in practice one 
should plot the convolution of f'(x) and P'(x-6) for each of the 
distributions in Figure 6.13 to give the probability of a correct 
inequality being established as the sets of measurements are separated 
by a value 6. However visual inspection of the distributions can 
give an adequate indication of this; besides in the long run the 
only relevant criterion is- whether the focusing action works 
adequately in practice.
One further point against the use of an averaging algorithm 
in a short word length computer is that the minimum step size between 
resultant values is no longer one bit. For example, in the PDP 8 
averaging 8 measurements means that the resultant smallest step 
cannot be less than 8 in a range of 4096; thus the 12 bit precision 
has been reduced to 9 bit precision. In practice it is worse than 
this; one has to leave further margins for error because the range 
of the focus timer values is initially only known approximately.
This problem can be surmounted, at a cost in storage and programme 
execution time, by using double precision arithmetic for the calcula­
tions. Alternatively an easier way is to integrate the noise by 
using the adjustable h.f. cut built into the video amplifier, and then 
to operate the focus servo at a lower hardware speed. In practice 
this is what is done; the hardware speed is adjusted for the 
prevailing noise conditions.
One interesting observation can be made from Figure 6.14(b). 
Here the noise can be seen to be proportional to the spot diameter.
In this case the target signal noise predominates over deflection 
amplifier noise. in Figure 6.14(a) the opposite is the case. Here 
the deflection system noise adds a constant error to the spot size 
measurement, irrespective of the spot size. Taking the zero time 
line to be roughly at the bottom of the picture, one can see that 
the deflection noise is about equal to the spot diameter.
Where the noise is spot diameter dependent, the reliability 
of steepest ascent hill climbing is even more degraded than for the 
case of constant noise on the index of performance. The full search 
algorithms, are then much more efficacious.
The explanation for the two types of noise is straightforward. 
Deflection noise components comparable in period with the risetime 
measurement will randomly either add or subtract from the risetime, 
depending on whether the spot scan is slowed or speeded up. Video 
noise components modulate the position of the 30% and 70% comparator 
points relative to the amplitude of the video step waveform; the 
difference in time measurement caused is thus proportional to the 
slope of the waveform, which is proportional to the actual spot size.
6.3 Other Possible Focusing Systems
One worthwhile improvement which could be made to the on­
line focusing method described in the previous section would be to 
make it "rate" independent and capable of measuring absolute spot 
size. The spot could be stepped across the edge of the marker, 
using a suitably small step length and suitably high step rate, and 
counting the number of steps taken between the 30% and 70% levels 
on the marker edge video signal. The automatic digital gain control 
of Section 6.2.3 would still be required to keep the video step 
height constant. An extra DAC switched between the axes or a pair 
of DACs, one for each axes, would be required to achieve the small 
steps in both X and Y directions.
Another improvement which could be made to this system 
would be to programme part or the whole of it in hardware external 
to the computer, which could then operate autonomously. If the 
focusing time becomes appreciable by improving speeds of the rest
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of the mask-making operations, then this approach could give a 
useful focusing time reduction.
Apart from the use of stored focus corrections calibrated
against beam deflections, an alternative approach would be to use
preset hardware compensation. Provided that the relationship of the
spot shape to the deflection fields remains constant, then only one
initial focusing operation could suffice for the major part of the
target area. On the present research EBM the relationships between
deflection and spot stigmation appear to remain constant. In a
production machine which is used in a much more repeatable manner
this would hold more strongly; thus by using analogue or hybrid
multipliers and operational amplifiers the focus corrections could
be derived directly from the deflection signals. For example, for
first order compensation of the predominant spherical aberration,
only two hybrid multipliers and a summing amplifier would be required.
(The focus correction is proportional to 1 -- — * 0 = n/x 2 + Y2. cos 0
- + Y^).) The method of use is similar to that described for
correcting field distortion in Section 3.5.
Frequency domain measurement of the spot size^^ offers 
the possibility of continuous focusing while the beam -is moving on 
the target. In principle one could lay down a fine grid of gold 
lines on the target slide as well as the markers; this would then 
provide a continuous target signal output as the beam is scanned 
which could give the necessary spectral information for estimating 
the degree of focus along the direction of travel. The spectral 
distribution would have to be related to the scan speed and direction 
for the extraction of the spot size in both dimensions. It might be 
possible to extract enough energy from the natural surface imperfections 
of the target for a focus measurement; this would be particularly 
applicable for direct on silicon operation. But since the best 
possible surface is required for reliable manufacture, the more it was 
improved the less perfect the focusing on it would be. Another 
problem would be provision of a wide dynamic range automatic gain 
control in the system. At present the signal from a marker is many 
times larger than the signal from the surface imperfections. The 
danger would be that a marker signal would block the video amplifier 
and prevent the surface signals being detectable until some time 
afterwards.
7. COMPUTER CONTROL AND MACHINE OPERATION
The performance of any computer controlled system is 
dependent, not only on the hardware being controlled by the computer, 
but also on the computer performance itself and the way in which it 
is programmed and interfaced. In this chapter we examine the effect 
of these factors on the performance of the mask-making EBM in 
particular.
First the choice of computer and its peripherals is discussed. 
Secondly the software policy is outlined together with some details 
of the choice of machine code instructions used to control the EBM 
interface. And thirdly the way in which the machine hardware is 
operated by the computer in the production of a mask is described.
In all these areas the emphasis is on the hardware and on
the operation of the hardware system, rather than on any of the
computer software as such. The author has not been directly involved
in the details of the programming except where the hardware operation
has been concerned. The details have been written up by another
author into programme and operating manuals for the mask-making 
(72)
EBM . However the operation of the mask-making EBM to actually 
produce a mask is best described by a summary of the software action 
involved.
7.1 Choice of Computer and Peripherals
In Section 4.2 the desirability of a computer for pattern 
generation at the speeds required was discussed. When the choice had 
to be made the PDP 8 made by Digital Equipment was the only computer 
which was suitable and economically viable in this application. The 
design and systems architecture of control computers have improved 
since the PDP 8 of 1966, and now there are several manufacturers 
offering small computers at the right price suitable for an EBM 
control system. For any EBM system designed now the choice is there­
fore wider; thus it is worth considering how present day control 
computers could improve the performance of the EBM system, hence
providing a basis for the choice of a computer for any future
„ (73)system .
In this context the choice of the computer peripherals and 
the man machine interface is also important, in that these can
compensate to some extent for deficiencies in the basic computer 
system. For example the 256 K disc store was purchased not only to 
provide bulk storage of pattern data, but also to increase the size 
of the operating and control programmes. The original 4 K of random 
access store was found inadequate to hold these. Another 4 K of 
random access store would have been preferable but was found too 
expensive. Thus the solution was to use the available 4 K to buffer 
the programmes from the disc, although this means extensive transfer 
to and from the disc particularly of the pattern data. Additional 
core storage on later models of the PDP 8 is much cheaper and this 
is also now true of other competitive machines. In general a core 
of 8 K is an adequate buffer for a disc based computer system; 4 K 
is too little.
The display and input-output peripherals establish the man 
machine interface. On the present EBM system these, are an ASR 33 
Teletype with slow paper tape reader and punch (10 characters/sec), 
an Elliot fast tape reader (250 characters/sec), a Facit 4070 fast 
tape punch (75 characters/sec) and a 5 inch XY oscilloscope display 
which is used either for pattern inspection or for displaying 
messages to the operator. An XY plotter with computer operated pen 
lift can also be patched on in place of the XY oscilloscope. XY 
displays are also used to monitor the coarse and fine deflection of 
the electron beam. Other parts of the man-machine interface hardware 
are the various indicator lamps on the deflection and servo interfaces 
which monitor the various conditions of these.
The fast tape reader and punch are essential items in 
practice, both for efficient transfer of pattern data from external 
sources which use a paper medium, and for allowing a permanent record 
of programme development to be maintained. When programmes are being 
altered on the disc store it is particularly vulnerable to system 
crashes which can scramble large areas of data or programmes, although 
under normal circumstances much of the disc can be protected by 
manually switching areas to a read only state.
The XY display is at present programmed to be used either 
for pattern display, or with a cipher generating programme to be used 
as a teletype echo. This latter feature is particularly useful for 
displaying instructions or signalling faults to the operator who may
not be in a position to read the teletype. The display can also be 
used, as already mentioned (Section 6.2.4), for graph plotting of 
parameters for test and maintenance purposes. If used with an XY 
recorder the output rate is appropriately slowed.
In a future EBM control system the use of a longer computer
word would be advantageous. The 12 bit field of the PDP 8 was
convenient to use with 12 bit deflection DACs, but the availability 
of DACs with precisions of 15 bits (Micro Consultants 1510 series) 
and 16 bits (Analogue Devices DAC16Q) would make the use of the now 
more common field of 16 bits preferable. Most small control
computers now use at least a 16 bit field.
The faster computer cycle times now available would mean 
that the circle and trapezium generation methods of Chapter 4 could 
be largely implemented in the computer just with simple fast up/down 
counter DAC or rate controlled wobble as external hardware to complete 
the system. For example the DGC Supernova has an "add" instruction 
time of 0.8 ys if a core store is used, or 0.3 ys if a read only 
memory (ROM) is used. This can be compared with the 3.5 ys add time 
for the PDP 8.
The use of the ROM can give a faster operation of the 
computer central processor, as instanced above. This may be 
organized either as a prewired set of micro-instructions called up by 
individual programme instructions as in the Varian 620 series, or 
simply as a part of the memory address field with the normal instruc­
tion set being executed at a much faster speed when stored in the 
ROM, as in the Supernova and most of the newer computers.
However the input and output (10) instruction times of the 
newer computers have only been improved to about 1 to 1.2 ys, as 
instanced by the PDP 11 non processor request (NPR) or direct memory 
access (DMA) instructions, as against the equivalent PDP 8 time of 
4.75 ys. There are two 10 philosophies at present. One is to make 
the transfer as fast as possible by asynchronous operation of the 
machine with every action resulting in a "done" signal which initiates 
the next action ; in the case of an 10 transfer the speed can then 
be as fast as the delays in the lines to the peripheral can permit.
The second philosophy is to deliberately slow the 10 transfer so 
that: narrower bandwidth data busses can be used to give better noise
immunity, particularly for the kind of noisy environments usually 
encountered in a real time control situation. This is instanced by 
the Philips M10S interface system which uses a modified computer in 
the:P9.200 series. The Arcturus 18C makes a virtue of this by 
dedicating a quarter of the CP time to ]£) transfers whether used or 
not; in this way the CP can be run synchronously on a real time 
clock without the danger of peripheral "cycle-stealing" destroying 
the synchronisation.
Some of the newer control computers have priority interrupt 
hardware which is an important feature in most control environments. 
However the use of hardware initiated interrupt was avoided as far 
as possible in the EBM system, partly because with the single 
interrupt line on the PDP 8 the time taken to "poll" which device 
had caused the interrupt was too long, and partly because of the 
difficulty of preventing spurious interrupts from fouling up the 
programmes. The difficulty is that one has to arrange to protect 
every bit of programme which is vulnerable if interrupted part way 
through, by inserting interrupt on and interrupt off instructions.
It is often difficult to assess what is or is not vulnerable and for 
what reasons. For example initially the "beam arrival" flags were 
originally wired to the interrupt. But this was avoided by the use 
of the auto beam blanker which arranged that the beam was not over­
exposing the target while an interrupt was being processed. It also 
meant that having initiated a line from the rate controlled 
deflection circuits the computer programme could choose when to poll 
the arrival flag. Thus the interrupt was made unnecessary.
7.2 Software Philosophy
During the development phase of the EBM the control software 
was written on an ad hoc basis as the separate pieces of hardware
became functional. Initially all the software had to be fitted into
the 4 K core store available on PDP 8, leaving as much space as 
possible for pattern data storage. For these reasons the prototype 
software system,though fully functional, became rather untidy and 
unwieldy and not easily capable of further development. From the 
experience gained on this system, and with the acquisition of a disc back
up file, a much more flexible and logical approach to the software
could be adopted. Extra facilities could be added and there was 
the possibility of faster programme operation using the extra 
storage.
The programme structure adopted was to have a supervisory 
programme called the "command decoder", which interprets teletype 
instructions and then enters the appropriate operating routines and 
sub-routines.
The programme operates in one of two modes. In the command 
mode an alphanumeric display is maintained on the oscilloscope, and 
the computer divides its time between maintaining this display and 
scanning the teletype for a further command input. The display 
format simulates a teletype printout and consists of a record of 
routines about to be entered or, on request, the name of the routine 
currently being executed. Diagnostic error messages and instructions 
to the operator can also be displayed when appropriate.
In the second mode, the "operate" mode, the display is not 
normally maintained except during routines used for setting the 
internal numerical parameters of a programme. The computer runs 
through routines which operate the EBM. At convenient intervals the 
computer scans the teletype for input; if anything has been typed, 
or if the current programme has been completed, or if an error exit 
from a routine has occurred, the command mode is re-entered 
automatically. Although the display is not maintained during the 
operate mode, the display buffer is updated. Thus on re-entry to the 
operate made the current status of the machine and its programme is 
displayed. More details of the functions executed during the operate 
mode are given in the next section, which describes the machine 
operation for the production of a mask.
In computer control applications the performance of the 
system is affected both by the high level software and by the machine 
code instruction set. The instructions involved in input output 
operations can be chosen by the system designer both to speed the 
operation of the system and to simplify the programming at higher 
level. Table 7.1 lists the PDP 8 IOT microinstructions which were 
devised for control of the EBM hardware.
The PDP 8 input output (IOT) instructions consist of three 
parts. The first three bits form the code 6 (in octal) which
AXN = 6404 Load X fine DAC from ACC
AXS = 6402 Skip if X fine deflection at rest
AYS = 6412 Skip if Y fine deflection at rest
AYN = 6414 Load Y fine DAC from ACC
AXW = 6424 Load X coarse DAC from ACC
AXG = 6431 Load X fine gain DAC from ACC
AYG = 6432 . Load Y fine gain DAC from ACC
ASG = 6433 Load both fine gain DACs. from ACC
AYW = 6434 Load Y coarse DAC from ACC
FCV = 6441 Reset V+ and V flags
FCT = 6442 Reset focus timer
FCL = 6444 Reset focus timer lockout
FLF = 6454 Load focus DAC from ACC
FVN = 6461 Skip if V flag set
FVP = 6462 Skip if V+ flag set
FLU = 6464 Load stig. 1 DAC from ACC
FRT = 6471 Read focus timer into ACC
VGP = 6472 Preset video gain to wired value
FLD = 6474 Load stig. 2 DAC from ACC
VSC 6561 Skip if. video gain incorrect
VGA = 6562 Adapt video gain
VCF = . 6564 Reset video gain flags to "gain too low"
JLC = ' 6572 Rotate coils one step left
JRC = 6574 Rotate coils one step right
BLB = 6112 Load beam control reg. from ACC
WLB = 6111 Load wobble reg. from ACC
BCB = 6114 Load wobble control reg. from ACC
DXI = 6304 Load display X-DAC from ACC
DYI = 6314 Load display Y-DAC from ACC and intensify 
point for preset time
RATEHI = 6421 Set fine slew rate to high
RATELO = 6422 Set fine slew rate to low
TABLE 7.1
EBM IOT Microinstructions
signifies that it is an IOT instruction; the next six bits form the 
address of the device selected for communication with the computer; 
and the final three bits select the occurrence or non-occurrence of 
three control pulses which are spaced in time by intervals of about
1.5 ys, and which are steered to the selected device. By selecting 
these three pulses to initiate actions which may either be done 
separately or combined together into a set order, the three 
instructions can be executed within the space of one 10 computer 
instruction. The instruction 6447 with nmenonic FCV FCT FCL meaning 
"clear V+ and V flags, then reset focus timer and then clear 
lockout", is one example of this.
Thus the general software philosophy was to construct a 
supervisory programme system which was very flexible, and then to 
write the sub-routines to be as separate as possible. The sub­
routines, by being separate and by calling other sub-routines only 
through the supervisory programme, are then easy to modify and 
optimise in terms of length and execution times. The input output 
instruction set has also been chosen wherever possible to assist 
these aims.
7.3 EBM Operation for Mask-Making
There are two main programmes executed by the computer in 
the production of microcircuit masks. These are, "calibrate" in 
which one of a set of unexposed slides is used for calibration, and 
"run" which generates the mask patterns on the rest of the set using 
the calibrated marker position values. Both these programmes are 
called through the command decoder by simple teletype instructions, 
and they are made up from the pattern generating focusing, gain 
adjusting and positioning programmes described in the previous 
chapters.
"Calibrate" is preceded by "calibrate start" which 
initialises the positioning and focusing variables and then instructs 
the operator via the display to "set EBM". The operator then has to 
check that the target current is correct, that the deflection is 
roughly centred, that the beam is roughly focused and that all 
control switches are set for computer operation.
Also before "calibrate" is started the marker array size is 
set from the teletype through a programme "array size". The number 
N when typed in defines that the array of markers used will be 
2Nx2N in the XY plane.
"Calibrate" sweeps the beam over the central fine field, 
starting with low video gain and incrementing twice per sweep until 
the central marker is found. It rotates the deflection coils to the 
correct position with respect to the outermost markers left and 
right, and adjusts the fine deflection gain. It then stores coarse 
coordinates for each marker in turn. On completion it calls up the 
next programme "run start".
Figure 7.1 shows the paths traced out by the beam on the 
target in performing the routines comprising "calibrate". These are 
"coarse positioning", CPOS described in Section 5.3.1. "Fine 
positioning", FP1 and FP2, described in Section 5.3.2, "focus",
FCS described in Section 6.2.4 and "video gain" described in 
Section 6.2.3. In Figure 7.1 one can see each marker in the array 
being found by CPOS. The central marker field of view is completely 
scanned several times as the video gain is incremented after each 
scan. Extra CPOS scans are also apparent on the left and right 
markers used for setting the coil rotation. At the centre, the scan 
used for adjusting the fine field deflection gain is apparent because 
it contains two markers at diagonally opposite corners of the scan.
In "run start" the computer instructs the operator to change 
the slide. When this has been done a control character from the 
teletype keyboard starts "run".
"Run" corrects the deflection coil rotation, adjusts the 
fine deflection gain, and, going to the stored coarse marker 
positions, relocates the exact marker positions and draws four 
patterns about each marker. Each of the four patterns can be 
completely different and separate or they can be joined to form one 
complete pattern. Only four marker areas are destroyed by coarse 
search (CPOS) operations: these are the central pair of markers used
for initial positioning and fine gain setting, and the left and right 
markers at the edges of the array, used for coil rotation.
Fig.7.1 MARKER POSITION CALIBRATION.
Completion of the "run” routine returns the programme to 
"run start" so that further slides can be loaded and exposed.
Various test programmes, while not normally used in the 
production of a mask, can be called by the central programme for use 
in checking the machine operation. In general these routines are 
repetitive and linked back on themselves unless interrupted by a 
command from the teletype.
"Gain Test" switches the beam on and jumps to and fro in X 
and Y coarse coordinates between the nominal positions of the centre 
marker and one other marker. If the EBM is at the same time set to
the s.e.m. viewing mode with the TV raster scan superimposed on the
beam deflection, two markers are seen alternating, with shift 
proportional to the coarse gain error. Thus adjustment of coarse 
gain is facilitated.
"Rate Gain Test" jumps by an equal and opposite amount in 
coarse and fine coordinates in both X and Y directions, with beam
off. If the combined deflection is monitored on the s.e.m., it
should be constant except for switching transients. The amount of 
movement is proportional to the fine (or rate) gain error. Thus the 
fine gain can be adjusted or checked.
"Coarse Positioning" is a confidence check which causes 
repeated runs of the sub-routine CPOS. No error detection is used 
in the routine, but errors can be observed on the XY oscilloscope 
monitoring the deflection. This programme was used to produce 
Figures 5.11(a) and (b).
"Fine Positioning" is a similar confidence check which 
causes repeated runs of the sub-routine FP2. Error detection causes 
a restart of FP2. The routine has to be preceded by CPOS to find a 
marker and"VID"which sets the video amplifier gain. This programme 
was used to produce Figures 5.12(a) and (b).
"Vid. Gain Test" is a confidence check which causes 
repeated runs of the video gain adjustment sub-routine "VID". It 
has to follow a CPOS call. The output of the video amplifier can be 
checked during this routine.
"L Scan Test" is a confidence check of the parts of the 
focus servo hardware which cause repeated runs of the sub-routine
"LSN". The focus DAC is incremented between runs but the two 
stigmator DACs are left unchanged. A graphical display of X and Y 
timing measurements against focus value is shown on the oscilloscope. 
Figures 6.12 and 6.14 were made using this routine.
"Look" moves the beam to the current stored X and Y coarse 
and fine positions and switches the beam on. The s.e.m. televiewing 
mode may then be used to inspect the slide at this position.
The other parts of the programming system are involved in 
the housekeeping chores of transporting information between the disc 
and the core and in handling pattern data for the masks.
8. RESULTS AND CONCLUSIONS
The success of a focused electron beam machine compared 
with other methods of microcircuit manufacture depends on its cost, 
and the quality and speed with which the microcircuit masks can be 
produced.
This thesis has examined the problems involved in the use 
of electron beams in three areas of microcircuit manufacture, namely 
the production of discretionary wiring masks on a glass substrate, 
of any IC mask on a glass substrate, and of any IC mask directly on 
the semiconductor material. To do this the inter-relationships 
between the factors involved in the design of a mask-making EB 
machine were established.
The specification of the masks required for microcircuit 
manufacture involves four main factors, namely the precision, 
overall size, amount of detail and time allowed for making each mask. 
Because of certain physical limitations the specification which can 
be achieved may not match the desired specification. The design 
problem is then how to devise a practical system to obtain the best 
match between the required and achieved specifications in a given 
application. Figure 8.1 summarises how this process has been applied 
in the case of the EB machines described in this thesis.
Chapters 1 and 2 have described the problems of microcircuit 
manufacture and have outlined the solution of them using electron 
beams. The specifications for three different systems, described in 
more detail in the latter chapters, are included. Also included in 
these chapters is a description of the basic electron-optical system 
and a discussion of the use of markers to overcome the aberrations in 
the electron-optical and deflection systems. .On the use of markers, 
it was concluded that detection of markers is not practicable without 
the exposure of the resist, except for insensitive resists or if 
sufficient time is available to allow the system bandwidth to be 
reduced and hence the signal to noise ratio to be sufficiently 
improved.
Chapters 3 and 4 have examined the problem of taking the 
pattern data, storing it, and translating it in the most efficient 
manner into the various signals required by the deflection system.
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Figure 8.1 shows that the pattern generation method chosen 
depends on the following: the resist exposure rate, which is in
turn dependent on the beam current and resist speed or sensitivity; 
the amount of detail and time available to make the mask, which set 
the overall information rate; and the form in which the data is 
stored. The pattern generation method reduces the requirements 
placed on the deflection system by providing deflection signals with 
the lowest information rate compatible with defining the detail of 
the mask within the required time.
The performance required from the deflection system depends 
on the overall size and precision of the mask and on the information 
rate of the deflection signals from the pattern generator. How far 
these requirements can be met depends on the physical limitations on 
bandwidth noise and drift for the components of the deflection system. 
The problems can be somewhat alleviated by appropriate choice of 
coarse low bandwidth and fine wide bandwidth deflection field sizes.
The precision and size of the mask also determined the 
importance of the electron-optical aberrations such as field 
distortion and deflection defocusing. However these can be alleviated, 
partly by the choice of deflection fields, and to a greater extent by 
the use of markers which allow automatic positioning and focusing to 
be used.
The conclusions from Chapters 3 and 4 are that the bandwidth 
(120 kflz) and dynamic range of about 90 dB are about as much as can 
easily be achieved on a deflection system in practice. Using more 
recent devices the bandwidth could probably be increased by a factor 
of two to five times and with care the dynamic range could perhaps be 
pushed up to 100 dB, at which point the d.c. drift rather than the 
broadband noise would become the limiting factor. Thus to make a 
deflection system with greater than 90 to 100 dB dynamic range, 
mechanical deflection of some form has to be added.
Where more bandwidth than 120 kHz is required the electronic 
deflection fields would have to be further split into low bandwidth 
coarse, and high bandwidth fine, deflection fields. If Johnson noise 
predominates, the conclusion is that for a 12 MHz deflection bandwidth 
the dynamic range of the amplifier could only be 70 to 80 dB, and the 
fine electronic deflection field could be restricted to a maximum of
11 to 13 bits range. Thus the speed requirements of the direct-on- 
silicon system (see Table 2.1 in Chapter 2) could only be met by a 
restricted fine deflection field backed up by a coarse slow speed 
deflection system.
Further advantages of restricting the dynamic range of the 
electronic deflection would be the reduction of the electron- 
optical aberrations and more importantly of the effects of eddy 
currents and hysteresis. '
Also in Chapter 4 the bandwidth requirements on the 
deflection system were calculated assuming a suitably fast electron 
resist to be available. At present a fast enough resist is not 
available. Thus masks for the DOS system cannot be made in the 
required time and the 80 MHz bandwidth can in practice be reduced to 
a target value of 10 MHz or less.
From the results given in Chapter 4 one can also conclude 
that going to a digital rate control system for generation of the 
patterns rather than an analogue system, would give improved 
accuracy and speed. The extra expense of the system could be 
justified on this basis, particularly as the price of digital 
components is falling all the time.
In Chapter 5 it was shown that automatic positioning on 
markers could achieve an accuracy equal to the smallest deflection 
step and substantially smaller than the electron beam diameter. 
Results show that a repeatability of 0.5 ym could be obtained even 
with a 2 ym diameter spot. It takes about 400 ms to find a marker 
anywhere in a fine field of view, plus a further 300 ms to focus on 
it and 50 ms more to position it exactly.
In Chapter 6 it'was shown that it is possible to focus and
remove the astigmatism of an electron beam in an automatic servo.
Focusing was shown to be possible even in the presence of severe 
noise on the measurements of the degree of focus. At present
focusing takes about 300 ms, but use of autonomous hardware or
optimisation of the programmes controlling the present servo could 
reduce this if required. For example if more frequent markers and a 
smaller fine deflection field were to be used then a faster focus 
programme could be written which only optimised the focus each time 
leaving the stigmator adjustments to be done less frequently.
On the data processing side of the system Chapters 4 and 
7 explain the necessity for an on-line computer. The PDP 8 was an 
adequate choice at the start of the project. Although faster small 
computers are now available, the system would not necessarily be 
much faster on this account; the limiting factor is not the internal 
cycle time of the computer, but rather the input“output cycle time, 
which is not appreciably faster on the newer computers.
8.1 Assessment of Mask-Making EB System
The overall performance of the EB mask-maker can be judged 
from the quality of the masks produced. Figure 8.2 shows a photo­
graph of the EB hardware and Figure 8.3 shows part of a mask produced.
In Figure 8.2 the table top model PDP 8 is on the left with 
teletype and tape reader alongside it. The disc store is in the rack 
next to the right. Then come a rack containing the focus and position 
servo hardware, the XY oscilloscope, and the two rate controlled 
deflection amplifiers at the top of it. Power supplies and a DVM 
(used for testing) are at the bottom of this rack. The electron- 
optical system is next to the right and the hydraulic jack is on the 
left of it with the column it supports on the right. The work chamber 
is at the top and the electron gun at the bottom. The s.e.m. display 
can be seen on top of the four foot rack at the right of the picture 
together with a monitor oscilloscope. In this rack are contained 
lens, manual focus and beam aligning power supplies and associated 
controls. A meter and a small oscilloscope are available for 
monitoring the target current. At the right is the vacuum pump valve 
interlock control system and an e.h.t. supply for the target grid.
Not shown in the picture, but in fact standing to the right of it, is 
a Brandenburg e.h.t. generator providing the 15 kV for the electron 
gun.
Figure 8.3 shows part of a mask produced using this system. 
The patterns.are each 3 mm by 1.6 mm and are the aluminium inter­
connect pattern for the FJJ 181 quad latch. The registration markers 
seen between the patterns are 3.8 mm apart. Four half patterns were 
made around each marker so that the registration between left and 
right halves of each pattern is a measurement of the quality of the 
automatic alingment. On the complete mask a total of 200 patterns
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covering 40 x 40 mm took nearly three hours in this particular case.
Standard KMER negative resist was used with a beam current of
~8 ^ ”*8 
1 - 2 x 10 A. Had the more normal current 4 - 8 x 10 A been
used the time taken would have been less than one hour, which would
be more representative of the capabilities of the photoresist.
The quality of this mask is as good as the masks made by 
photo reduction, but not appreciably better. Use of a slightly 
faster resist and higher beam current would mean that this system 
would meet the target time of 10 min on average for a mask. (The 
aluminium interconnect mask is the most complicated of the IC masks 
in a set and has the largest percentage exposed area; this means 
that usually the other masks in a set would take much less time).
The overall conclusion to be drawn is that the present 
system can with very little further improvement meet the mask-making 
specification for mass manufacture of microcircuits; but it is 
unlikely to meet, the extra accuracy and shorter time requirements of 
direct on silicon exposure without a lot of further development.
However as a tool for research or for development of circuits for 
eventual mass manufacture, the flexibility afforded by the computer 
control of the EB system gives it a' substantial advantage over the 
other methods of mask manufacture; mask alterations can be made in 
minutes rather than in weeks.
8.1.1 Improvements to Present System
One way in which the present system is currently being 
improved is by the addition of mechanical deflection. This will 
enable the electronic deflection to be scaled down for higher 
resolution. This means that the speed’requirements on the amplifiers 
will be greater but the dynamic range can be reduced to compensate for 
this.
Work is continuing on electron resists so that eventually will 
not be a limiting factor on the speed of pattern generation.
Going over to digital rate control circuits for the 
deflection system will improve the accuracy of the patterns. This is 
currently being implemented in hardware external to the computer, 
together with computer simulations of its operation.
The electron optical system could be further automated if 
desired. Systems have been reported for controlling the filament 
operating point for stable long life emission, for an alignment 
control system to maintain the beam on the central axis of the
column, and for a spot current control system for periodically
. (74)
readjusting the spot current at the target . For a production
machine to be used in a factory these features would be valuable
additions.
8.2 Future Possibilities
The limiting factor in the use of focused electron or ion 
beams in microcircuit manufacture has been shown to be time. 
Limitations in the rate that information can be conveyed to the 
target by deflection of the beam means that a mask of a given 
complexity requires a certain minimum time for its manufacture. Thus 
future use of focused beams will in general require that the speed of 
the system be stretched to the limit. This is particularly the case 
if the potentialities of focused beams for making LSI arrays of sub­
micron dimensional devices is to be realised. Here the manufacturing 
time is likely to become prohibitive because of the deflection speed 
and accuracy limitations.
For future electron beam systems marginal improvement of the 
system speed is likely along the lines already mentioned. However 
for ion beams several problems remain to be solved; these are 
related to the difficulties of obtaining bright particle sources, 
and of focusing beams of heavy particles. In particular the problem 
of mass sorting the desired ions from impurities or unwanted isotopes 
is added.
One way in which the speed problem can be solved while still
maintaining sub-micron accuracy, is by using an electron image
projection system (ELIPS) to repeat masks made in the first place by
(76^
focused electron beams . The ELIPS method uses an electron image 
tube principle to project large area (5 cm diameter) 1 micron 
resolution images from a patterned photocathode onto an electron 
resist on the semiconductor slice. An axial field of about 1000 gauss 
is used to give a one-to-one correspondence between the photocathode 
pattern and the image on the semiconductor target. The photocathode 
consists of a patterned photoemitter such as palladium which is
irradiated with ultra violet. Titanium dioxide is used on the photo­
cathode as an opaque material to define the patterns.
Thus the use of this method of image projection together 
with pattern photocathodes made by focused electron beams offers the 
best hope in the future of being a successful new microcircuit 
manufacturing technique.
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