In this paper, we examine some properties of the fixed point set of a digitally continuous function. The digital setting requires new methods that are not analogous to those of classical topological fixed point theory, and we obtain results that often differ greatly from standard results in classical topology.
Introduction
Digital images are often used as mathematical models of real-world objects. A digital model of the notion of a continuous function, borrowed from the study of topology, is often useful for the study of digital images. However, a digital image is typically a finite, discrete point set. Thus, it is often necessary to study digital images using methods not directly derived from topology. In this paper, we introduce several such methods to study properties of the fixed point set of a continuous self-map on a digital image.
Let N denote the set of natural numbers; and Z, the set of integers. #X will be used for the number of elements of a set X.
Adjacencies
A digital image is a pair (X, κ) where X ⊂ Z n for some n and κ is an adjacency on X. Thus, (X, κ) is a graph for which X is the vertex set and κ determines the edge set. Usually, X is finite, although there are papers that consider infinite X. Usually, adjacency reflects some type of "closeness" in Z n of the adjacent points. When these "usual" conditions are satisfied, one may consider the digital image as a model of a black-and-white "real world" digital image in which the black points (foreground) are represented by the members of X and the white points (background) by members of Z n \ X. We write x ↔ κ y, or x ↔ y when κ is understood or when it is unnecessary to mention κ, to indicate that x and y are κ-adjacent. Notations x κ y, or x y when κ is understood, indicate that x and y are κ-adjacent or are equal.
The most commonly used adjacencies are the c u adjacencies, defined as follows. Let X ⊂ Z n and let u ∈ Z, 1 ≤ u ≤ n. Then for points x = (x 1 , . . . , x n ) = (y 1 , . . . , y n ) = y
we have x ↔ cu y if and only if
• for at most u indices i we have |x i − y i | = 1, and
• for all indices j, |x j − y j | = 1 implies x j = y j .
The c u -adjacencies are often denoted by the number of adjacent points a point can have in the adjacency. E.g.,
• in Z, c 1 -adjacency is 2-adjacency;
• in Z 2 , c 1 -adjacency is 4-adjacency and c 2 -adjacency is 8-adjacency;
• in Z 3 , c 1 -adjacency is 8-adjacency, c 2 -adjacency is 18-adjacency, and c 3 -adjacency is 26-adjacency.
We will often discuss the digital n-cycle, the n-point image C n = {x 0 , . . . , x n−1 } in which each x i is adjacent only to x i+1 and x i−1 , and subscripts are always read modulo n.
The literature also contains several adjacencies to exploit properties of Cartesian products of digital images. These include the following.
Definition 2.1. [1] Let (X, κ) and (Y, λ) be digital images. The normal product adjacency or strong adjacency on X ×Y , denoted N P (κ, λ), is defined as follows. Given x 0 , x 1 ∈ X, y 0 , y 1 ∈ Y such that p 0 = (x 0 , y 0 ) = (x 1 , y 1 ) = p 1 , we have p 0 ↔ N P (κ,λ) p 1 if and only if one of the following is valid: Building on the normal product adjacency, we have the following. and for all other indices j we have x j = x ′ j . Notice N P (κ, λ) = N P 2 (κ, λ) [5] .
Digitally continuous functions
We denote by id or id X the identity map id(x) = x for all x ∈ X. Definition 2.4. [13, 3] Let (X, κ) and (Y, λ) be digital images. A function f : X → Y is (κ, λ)-continuous, or digitally continuous when κ and λ are understood, if for every κ-connected subset
, we say a function is κ-continuous to abbreviate "(κ, κ)-continuous."
A path is a continuous function r : [0, m] Z → X. We use the following notation. For a digital image (X, κ),
Definition 2.7. ( [3] ; see also [12] ) Let X and Y be digital images. Let f, g : X → Y be (κ, κ ′ )-continuous functions. Suppose there is a positive integer m and a function h :
• for all x ∈ X, the induced function
• for all t ∈ [0, m] Z , the induced function h t : X → Y defined by
Then h is a digital (κ, κ ′ )−homotopy between f and g, and f and g are digi-
, we say f and g are κ-homotopic to abbreviate "(κ, κ)-homotopic" and write f ≃ κ g to abbreviate "f ≃ κ,κ g".
If there is a κ-homotopy between id X and a constant map, we say X is κ-contractible, or just contractible when κ is understood.
Definition 2.8. Let A ⊆ X. A κ-continuous function r : X → A is a retraction, and A is a retract of X, if r(a) = a for all a ∈ A. If such a map r satisfies i • r ≃ κ id X where i : A → X is the inclusion map, then r is a κ-deformation retraction and A is a κ-deformation retract of X.
A topological space X has the fixed point property (FPP) if every continuous f : X → X has a fixed point. A similar definition has appeared in digital topology: a digital image (X, κ) has the fixed point property (FPP) if every κ-continuous f : X → X has a fixed point. However, this property turns out to be trivial, in the sense of the following. Theorem 2.9. [7] A digital image (X, κ) has the FPP if and only if #X = 1.
The proof [7] of Theorem 2.9 was due to the establishment of the following. Lemma 2.10. Let (X, κ) be a digital image, where #X > 1. Let x 0 , x 1 ∈ X be such that x 0 ↔ κ x 1 . Then the function f : X → X given by f (x 0 ) = x 1 and f (x) = x 0 for x = x 0 is κ-continuous and has 0 fixed points. [2] ) if f is a continuous bijection such that f −1 is continuous.
Rigidity
We will say a function f : X → Y is rigid when no continuous map is homotopic to f except f itself. This generalizes a definition in [10] . When the identity map id : X → X is rigid, we say X is rigid. Many digital images are rigid, though it can be difficult to show directly that a given example is rigid. A computer search described in [14] has shown that no rigid images in Z 2 with 4-adjacency exist having fewer than 13 points, and no rigid images in Z 2 with 8-adjacency exist having fewer than 10 points. We will demonstrate some methods for showing that a given image is rigid. For example, the digital image in Figure 1 is rigid, as shown below in Example 3.11.
An immediate consequence of the definition of rigidity is the following.
Rigidity of functions is preserved when composing with an isomorphism, as the following theorems demonstrate:
Proof. Suppose otherwise. Then there is a homotopy h :
This contradiction of the assumption that f is rigid completes the proof.
the homotopic functions f and G•g −1 differ at g(w), contrary to the assumption that f is rigid. The assertion follows.
As an immediate corollary, we obtain: 
In all of these cases, it is easily seen that there is a deformation retraction of X to a proper subset of X. Therefore, X is not rigid.
We also show that a normal product of images is rigid if and only if all of its factors are rigid.
Then X is rigid if and only if X i is rigid for each i.
Proof. First we assume X is rigid, and we will show that X i is rigid for each i. For some i, let h i :
Without loss of generality we may assume m = 1, and we will show that h i (x i , 1) = x i , and thus
is a homotopy. Since X is rigid we must have h(x 1 , . . . , x v , 1) = id X , and this means h i (x i , 1) = x i as desired. Now we prove the converse: assume X i is rigid, and we will show X is rigid. Let J i : X i → X be the function
Let p i : X → X i be the projection function,
Then J i is (κ i , κ)-continuous, and p i is (κ, κ i )-continuous [5, 6] .
For the sake of a contradiction, suppose X is not rigid. Then there is a homotopy h : (X, κ) × [0, m] Z → X between id X and a function g such that for some y = (y 1 , . . . , y v ) ∈ X, g(y) = y. Then for some index j, p j (y) = p j (g(y)).
Then the function h
, is a homotopy from id Xj to a function g j , with
contrary to the assumption that X i is rigid. We conclude that X is rigid.
We have a similar result when X is a disjoint union of digital images. Let X be a digital image of the form X = A ∪ B where A and B are disjoint and no point of A is adjacent to any point of B. We say X is the disjoint union of A and B, and we write X = A ⊔ B. Proof. First we assume that X is rigid, and we will show that A is rigid. (It will follow from a similar argument that B is rigid.) Let f : A → A be any self-map homotopic to id A , and we will show that f = id A . Define g : X → X by
Then g is continuous and homotopic to id X , and since X is rigid we must have g = id X , which means that f = id A . Now for the converse, assume that A and B are both rigid. Take some selfmap f : X → X homotopic to id X , and we will show that f = id X . Since f is homotopic to the identity, we must have f (A) ⊆ A and f (B) ⊆ B. This is because there will always be a path from any point x to f (x) given by the homotopy from id X to f (x). Thus if x ∈ A we must also have f (x) ∈ A since there are no paths from points of A to points of B.
Since f (A) ⊆ A and f (B) ⊆ B, there are well-defined restrictions f A : A → A and f B : B → B, and the homotopy from id X to f induces homotopies from id A to f A and id B to f B . Since A and B are rigid we must have f A = id A and f B = id B , and thus f = id X as desired.
Since every digital image is a disjoint union of its connected components, we have:
Corollary 3.9. A digital image X is rigid if and only if every connected component of X is rigid.
Let X be some digital image of the form X = A ∪ B, where A ∩ B is a single point x 0 , and no point of A is adjacent to any point of B except x 0 . We say X = A ∪ B is the wedge of A and B, denoted X = A ∧ B, and x 0 is called the wedge point of A ∧ B. We have the following. Proof. Let x 0 be the wedge point of A∧B, and let A 0 and B 0 be the components of A and B which include x 0 . If #A 0 = 1 or #B 0 = 1, then the components of A ∧ B are in direct correspondence to the components of A and B and the result follows by Corollary 3.9. Thus we assume #A 0 > 1 and #B 0 > 1.
Let
Since p A • h is a homotopy from id A to p A • h 1 , and A is rigid, we have
(
Were h 1 (x ′ ) ∈ A then it would follow that
contrary to our choice of x ′ . Therefore we have
, so x ′ = x 0 . Since A 0 is connected and has more than 1 point, there exists x 1 ∈ A such that x 1 ↔ κ x 0 . By the continuity of h 1 and choice of x 0 , we must therefore have h 1 (x 1 ) = x 0 , and therefore p A • h 1 (x 1 ) = p A (x 0 ) = x 0 . This contradicts statement (1), so the assumption that h 1 is not id X is incorrect, and the assertion follows.
A loop is a continuous function p : C m → X. The converse of Theorem 3.10 is not generally true. In [10] it was mentioned (without proof) that a wedge of two long cycles is in general rigid. We give a specific example: Example 3.11. Let A and B be non-contractible simple closed curves. Then A and B are non-rigid [10] . However, X = A ∧ B is rigid. E.g., using c 2 = 8-
By continuity, if there is a homotopy h : X × [0, m] Z → X -without loss of generality, m = 1 -such that h 0 = id X and h(x, 1) = x, then h "pulls" [10] every point of A or of B and therefore "breaks" one of the loops of X, a contradiction since "breaking" a loop is a discontinuity. Thus no such homotopy exists.
Homotopy fixed point spectrum
The paper [9] gave a brief treatment of homotopy-invariant fixed point theory, defining two quantities M (f ) and X(f ), respectively the minimum and maximum possible number of fixed points among all maps homotopic to f . When f : X → X, clearly we will have:
We will see in the examples below that any one of these inequalities can be strict in some cases, or equality in some cases. More generally, for some map f : X → X, we may consider the following set S(f ), which we call the homotopy fixed point spectrum of f :
An immediate consequence of Lemma 2.10:
We can also consider the fixed point spectrum of X, defined as: • If X is a digital image of only one point, then F (X) = {1}.
•
Since every image X has a constant map and an identity map, we always have:
The number of fixed points is always preserved by isomorphism:
It follows that G −1 (B) ⊆ A, so #B ≤ #A. Thus, # Fix(f ) = # Fix(g).
As an immediate consequence, we have the following.
There is a certain regularity to the fixed point spectrum for connected digital images. When X has only a single point, we have already remarked that F (X) = {1}. For images of more than 1 point, we will show that F (X) always includes 0, 1, and #X, and, provided the image is large enough, the set F (X) also includes 2 and 3.
The following statements hold for connected images. We discuss the fixed point spectrum of disconnected images in terms of their connected components in Theorem 7.2 and its corollary. We begin with a simple lemma:
, where c is a constant map.
Proof. By Corollary 4.1, a constant map is homotopic to a map with no fixed points, so 0 ∈ S(c) as desired. For k > 0, let n = #N * (x 0 ) and write
Then define f : X → X by:
Then f is continuous with Fix(f ) = {x 0 , . . . , x k−1 } and thus k ∈ F (X). Furthermore, f is homotopic to the constant map at x 0 , and so in fact k ∈ S(c).
Theorem 4.6. Let X be a connected digital image, and let c : X → X be any constant map. If #X ≥ 2 then {0, 1, 2} ⊆ S(c).
Proof. If #X = 2, then X consists simply of two adjacent points. Thus #N * (x) = 2 for each x ∈ X, and so Lemma 4.5 implies that {0, 1, 2} ⊆ S(c). When #X ≥ 3, there must be some x ∈ X with #N * (x) ≥ 3. (Otherwise the image would consist only of disjoint pairs of adjacent points, which would not be connected.) Thus by Lemma 4.5 we have {0, 1, 2, 3} ⊆ S(c).
Since we always have #X ∈ S(id) and S(c) ∪ S(id) ⊆ F (X) ⊆ {0, 1, . . . , #X}, the theorem above directly gives:
We have already seen that #X ∈ F (X) in all cases. There is an easy condition that determines whether or not #X − 1 ∈ F (X).
Lemma 4.8. Let X be connected with n = #X > 1. Then n − 1 ∈ F (X) if and only if there are distinct points
Proof. Suppose there are points
is a self-map on X with exactly n − 1 fixed points. That f is continuous is seen as follows. Suppose x, x ′ ∈ X with x ↔ x ′ .
• If
• If, say,
Thus f is continuous, and we conclude n − 1 ∈ F (X). Now assume that n − 1 ∈ F (X). Thus there is some continuous self-map f with exactly n − 1 fixed points. Let x 1 be the single point not fixed by f , and let x 2 = f (x 1 ). Then let x ∈ X with x ↔ x 1 . Then
Lemma 4.8 can be used to show that a large class of digital images will satisfy n − 1 ∈ F (X). For example when X = C n for n > 4, no N (x i ) is contained in N * (x j ) for j = i. Thus we have:
In particular this means that 4 ∈ F (C 5 ), so the result of Theorem 4.7 cannot in general be improved to state that 4 ∈ F (X) for all images of more than 4 points.
Pull indices
Let Fix(f ) be the complement of the fixed point set, that is,
When f (x) = x, we say f moves x.
Definition 5.1. Let (X, κ) be a digital image with #X > 1 and let x ∈ X. The pull index of x, P (x) or P (x, X) or P (x, X, κ), is
To compute P (3), consider the function f (x) = min{x, 2}. This is continuous, not the identity, and Fix(f ) = {1, 2}, and thus P (3) = 1. Similarly we can show that P (1) = 1.
But we have P (2) = 2, since any continuous self-map f on X that moves 2 must also move at least one other point: if f (2) = 1 we must have f (3) ∈ {1, 2}, and if f (2) = 3 we must have f (1) ∈ {2, 3}.
Proof. By hypothesis, f ∈ C(X, κ) \ {id X } implies f moves at least m points, hence # Fix(f ) ≤ n − m. The assertion follows.
Theorem 5.4. Let (X, κ) be a connected digital image with n = #X > 1. The following are equivalent.
There exists x ∈ X such that P (x) = 1.
We have n − 1 ∈ F (X) ⇔ there exists f ∈ C(X) with exactly n − 1 fixed points, i.e., the only x ∈ X not fixed by f has P (x) = 1.
The following generalizes 1) ⇒ 3) of Theorem 5.4.
Proposition 5.5. Let (X, κ) be a connected digital image with n = #X > 1.
Proof. k ∈ F (X) implies there exists f ∈ C(X) with exactly k fixed points, hence distinct x 1 , . . . , x n−k ∈ X such that x i ∈ Fix(f ). Thus for each i, the members of Fix(f ) are not pulled by f and x i . Thus P (x i ) ≤ n − k.
Retracts
In this section, we study how retractions interact with fixed point spectra. In the proof of Theorem 6.1, an extension of f is obtained by using g = r • f , where r : X → A is a retraction. We use this in the proof of the next assertion.
Theorem 6.2. Let A be a retract of (X, κ). Then F (A) ⊆ F (X).
Proof. Let f : A → A be κ-continuous. Let r : X → A be a κ-retraction. Let i : A → X be the inclusion function. By Theorem 2.6,
Since f was taken arbitrarily, the assertion follows.
Remark 6.3. We do not have an analog to Theorem 6.2 by replacing fixed point spectra by spectra of identity maps. E.g, in Example 3.11 we have {0, #A} ⊆ S(id A ), and A is a retract of X, but X is rigid, so S(id X ) = {#X}. However, we have the following Corollaries 6.4 and 6.5. 
Corollary 6.4. Let A be a deformation retract of X. Then S(id
The assertion follows.
We can generalize this result about intervals to a two-dimensional box in Z 2 . It remains only to show that
We do this by exhibiting a family of self-maps of X having these numbers of fixed points.
Let t ∈ {0, . . . , b − 1}, and define f t : X → X as follows:
f t (x, y) = (x, y) if x > 1 or y > t, (x + 1, y + 1) if x = 1 and y ≤ t See Figure 2 for a pictorial depiction of f t . This f t is well-defined and both c 1 -and c 2 -continuous for each t ∈ {0, . . . , b − 1} and has ab − t fixed points. Thus we have {ab, ab − 1, . . . , ab
as desired.
Cartesian products and disjoint unions
In the following, assume N P v (κ 1 , . . . , κ v ) ).
is the set of distinct fixed points of f i , then each point (y 1,j1 , . . . , y v,jv ), for 1 ≤ j i ≤ p i , is a fixed point of f . The assertion follows.
We note that the conclusion of Theorem 7.1 cannot in general be strengthened to say that
We do have a similar result, this time with equality, for a disjoint union of digital images. 
Proof. First we show that F (A) ⊕ F (B) ⊆ F (X). Take some k ∈ F (A) ⊕ F (B), say k = m + n with m ∈ F (A) and n ∈ F (B). That means there are two self-maps f : A → A and g : B → B with # Fix(f ) = m and # Fix(g) = n. Let h : X → X be defined by:
. Take some k ∈ F (X), so there is some self-map f with # Fix(f ) = k. Let f A : A → X and f B : B → X be the restrictions of f to A and B. Since X = A ∪ B, we have Since any digital image is a disjoint union of its connected components, we have: Corollary 7.3. Let X 1 , . . . , X k be the connected components of a digital image X, and assume that #X i > 1 for all i. Then we have:
Locations of fixed points
In many cases, the existence of two fixed points will imply that other fixed points must exist in certain locations. In some cases we will show that Fix(f ) must be connected. We do not have Fix(f ) connected in general, as shown by the following.
Then X is c 2 -connected, f ∈ C(X, c 2 ), and Fix(f ) = {p 0 , p 2 } is c 2 -disconnected. Lemma 8.2. Let (X, κ) be a digital image and f : X → X be continuous. Suppose that x, x ′ ∈ Fix(f ) and that y ∈ X lies on every path of minimal length between x and x ′ . Then y ∈ Fix(f ).
Proof. Let k be the minimal length of a path from x to x ′ . First we show that y must occur at the same location along any minimal path from x to x ′ . That is, we show that there is some i ∈ [0, k] Z with p(i) = y for every minimal path p from x to x ′ . This we prove by contradiction: assume we have two minimal paths p and q with p(i) = y = q(j) for some j < i. Then construct a new path r by traveling from x to y along q, and then from y to x ′ along p. Then this path r has length less than the length of p, contradicting the minimality of p.
Thus we have some i ∈ [0, k] Z with p(i) = y for every minimal path p from x to x ′ . Let p be some minimal path from x to x ′ , and since the endpoints of p are fixed, the path f (p) is also a path from x to x ′ . Furthermore the length of f (p) must be at most k, and thus must equal k since this is the minimal possible length of a path from x to x ′ . Since both p and f (p) are minimal paths from x to x ′ , we have p(i) = f (p(i)) = y, and thus y = f (y) as desired.
A vertex v of a connected graph (X, κ) is an articulation point of X if (X \ {v}, κ) is disconnected. We have the following immediate consequences of Lemma 8.2. 
Corollary 8.4. Let (X, κ) be a digital image and f ∈ C(X, κ). Suppose x, x
′ ∈ Fix(f ) are such that there is a unique shortest κ-path P in X from x to x ′ . Then P ⊆ Fix(f ).
Proof. This follows immediately from Lemma 8.2.
Proof. This follows from Corollary 8.4, since given x, x ′ in a tree X, there is a unique shortest path in X from x to x ′ .
For a digital cycle, the fixed point set is typically connected. The only exception is in a very particular case, as we see below. Proof. If # Fix(f ) ∈ {0, 1}, then Fix(f ) is connected. When # Fix(f ) > 1, we show that if x i , x j ∈ Fix(f ) are two distinct fixed points, then either there is a path from x i to x j through other fixed points, or that no other points are fixed.
There are two canonical paths p and q from x i to x j : the two injective paths going in either "direction" around the cycle. Without loss of generality assume |p| ≥ |q|. This means that |q| is the shortest possible length of a path from x i to x j . Consider the case in which |p| > |q|. In this case |q| is the unique shortest path from x i to x j , and by Lemma 8.4, q ⊆ Fix(f ), and so x i and x j are connected by a path of fixed points as desired. Now consider the case in which |p| = |q|. In this case again |q| is the shortest possible length of a path from x i to x j , and p and q are the only two paths from x i to x j having this length. Then f (q) is a path from x i to x j of length |q|, and so we must have either f (q) = q or f (q) = p. In the former case, q is a path of fixed points connecting x i and x j as desired. In the latter case,
Similarly considering the path f (p), we must have either f (p) = p (in which case p is a path of fixed points connecting x i and x j ); or
Considering all cases, either a minimal-length path from x i to x j is contained in Fix(f ), or Fix(f ) = {x i , x j }.
The second sentence of the theorem follows from our analysis of the various cases. The only case which gives 2 nonadjacent fixed points requires x i and x j to be opposite points on the cycle, which requires n to be even.
Remarks and examples
In classical topology M (f ) is the only interesting homotopy invariant count of the number of fixed points. S(f ) is not studied in classical topology, since in all typical cases (all continuous maps on polyhedra) we would have
In classical topology the value of M (f ) is generally hard to compute. The Lefschetz number gives a very rough indication of homotopy invariant fixed point information, and the more sophisticated Nielsen number is a homotopy invariant lower bound for M (f ). See [11] .
When X is contractible, all self-maps are homotopic, so S(f ) = F (X) for any self-map f . It is natural to suspect that when X is contractible with #X > 1, we will always have F (X) = {0, 1, . . . , #X}. This is false, however, as the following example shows:
Example 9.1. Let X ⊂ Z 3 be the unit cube of 8 points with c 1 adjacency, shown in Figure 3 . Then X is contractible, so S(f ) = F (X) for any self-map f . By projecting the cube into one of its faces, we see that X retracts to C 4 , and since F (C 4 ) = {0, 1, 2, 3, 4}, we have {0, 1, 2, 3, 4} ⊆ F (X) by Theorem 6.2.
In fact there are also continuous maps having 5 or 6 fixed points: Let:
Then g is continuous with 6 fixed points. Let:
Then h is continuous with 5 fixed points. Since of course the identity map has 8 fixed points, we have so far shown that {0, 1, 2, 3, 4, 5, 6, 8} ⊆ F (X). In fact 7 ∈ F (X). This follows from Lemma 4.8. We have shown that:
The computation of S(f ) in general seems to be a difficult and interesting problem. Even in the case of self-maps on the cycle C n , the results are interesting. First we show that in fact there are exactly 3 homotopy classes of self-maps on C n : the identity map id(x i ) = x i , the constant map c(x i ) = x 0 , and the flip map l(x i ) = x −i . Theorem 9.2. Given f ∈ C(C n ), f is homotopic to one of: a constant map, the identity map, or the flip map.
Proof. We have noted above that if n ≤ 4 then C n is contractible, so every f ∈ C(C n ) is homotopic to a constant map. Thus, in the following, we assume n > 4.
We can compose f by some rotation r to obtain g = r • f ≃ f such that g(x 0 ) = x 0 . We will show that g is either the identity, the flip map, or homotopic to a constant map.
If g is not a surjection, then its continuity implies g(C n ) is a connected proper subset of C n , hence is contractible. Therefore, g is homotopic to a constant map.
If g is a surjection, then g is a bijection because the domain and codomain of g both have cardinality n. By continuity, g(x 1 ) ↔ g(x 0 ) = x 0 . Therefore, either g(x 1 ) = x n−1 or g(x 1 ) = x 1 .
If g(x 1 ) = x −1 , then continuity and the fact that g is a bijection yield an easy induction showing that g(x i ) = x −i , 0 ≤ i < n. Therefore, g is the flip map.
If g(x 1 ) = x 1 , a similar argument shows that g is the identity.
In fact the proof of Theorem 9.2 demonstrates the following stronger statement. Let r d : C n → C n be the rotation map r d (x i ) = x i+d . The following generalizes Theorem 3.4 of [4] , which states that any map homotopic to the identity must be a rotation. The proof of Theorem 9.2 also demonstrated that all non-isomorphisms on C n must be nullhomotopic. Thus all isomorphisms on C n fall into the second two categories above, and in fact all maps in those two categories are isomorphisms. Thus we obtain: Corollary 9.4. Let n > 4, and f : C n → C n be an isomorphism with f ≃ g for some g. Then g is an isomorphism. Now we are ready to compute the values of S(f ) for our three classes of self-maps on C n . Theorem 9.5. We have S(f ) = {1} for every f :
When n > 4, let c be any constant map, id be the identity map, and l be the flip map on C n . We have:
Proof. When n = 1, our image is a single point, and the constant map (which is also the identity map) is the only continuous self-map. Thus S(f ) = F (X) = {1} for every f : C 1 → C 1 . When 1 < n ≤ 4, again all maps are homotopic, and we have S(f ) = F (X) = {0, . . . , n} for any f by Theorem 4.7.
Now we consider C n with n > 4, which is the interesting case. By Theorem 9.3 the only maps homotopic to id are rotation maps r d . Since # Fix(r 0 ) = n and # Fix(r d ) = 0 for d = 0, we have S(id) = {0, n}. Now we consider the constant map c(x i ) = x 0 . Let f ∈ C(C n ) be defined as follows.
This map "folds" the cycle onto a path that is "about half" of the cycle, with ⌊n/2⌋ + 1 fixed points. See Figure 4 . This can be taken as the first step of a homotopy, in which successive steps shrink the path and the number of fixed points by one per step, until a constant map is reached at the end of the homotopy. Thus {1, . . . , ⌊n/2⌋ + 1} ⊆ S(c), and of course 0 ∈ S(c) also by Theorem 4.6.
Figure 4: The map f from Theorem 9.5 pictured in the cases n = 5 and n = 6. All points are fixed except those with arrows indicating where they map to. The path f (C n ) is in bold.
Thus we have shown there is a fixed path p between fixed points of f , x i , x j , of length at least ⌊n/2⌋+1. We wish to show that in fact S(c) = {0, . . . , ⌊n/2⌋+1}. We show this by contradiction: take some nullhomotopic f , assume that k ∈ S(f ) with k > ⌊n/2⌋ + 1, and we will show in fact that all points are fixed; this would be a contradiction since f = id. Choose any x ∈ C n \ p. Then x lies on the unique shortest path from x i to x j . Then x ∈ Fix(f ) by Lemma 8.4 ; this gives our desired contradiction.
Finally we consider the flip map l(x i ) = x −i . By Theorem 9.3, all maps homotopic to l have the form f (
Such a map has a fixed point at x i if and only if d = 2i (mod n). When d is odd there are no solutions, and so # Fix(f ) = 0. When d is even, say d = 2a, and n is odd, there is one solution i = a. When d is even and n is also even, there are two solutions: i = a and i = a + n/2. Thus we have some maps with no fixed points, and when k is odd we have some with one fixed point, and when k is even we have some with two. We conclude:
By Theorem 9.2, any self-map on C n is homotopic to the constant, identity, or flip. Thus by taking unions of the sets above, we have:
From the Corollary above we see that F (C 5 ) = {0, 1, 2, 3, 5} and F (C 6 ) = {0, 1, 2, 3, 6}, and thus the formula of Corollary 4.7 is exact in these two cases. The images C 5 and C 6 are the only examples known to the authors in which this occurs. Question 9.7. Is there any digital image X ∈ {C 5 , C 6 } with #X > 4 and F (X) = {0, 1, 2, 3, #X}? The lasso has no right angles if neither p nor r has a right angle, and no right angle is formed where r meets p, i.e., the final edge of r and neither of the edges of p at p(x 0 ) form 2 edges of a loop of length 4 in X. (see Figure 5) , with 4-adjacency. By Theorem 9.10, this image is rigid. It is easy, though a bit tedious, to verify that the hypothesis of Theorem 9.10 is satisfied by X. For example, in Figure 6 we exhibit a lasso with no right angles for two adjacent points. It is easy to construct such lassos for any pair of adjacent points.
Since X is rigid, we have S(id) = {#X} = {18}. Let f : X → X be the 180-degree rotation of X. Then f is an isomorphism, and so by Theorem 3.2, f = f • id X is rigid. Thus S(f ) = {# Fix(f )} = {0}. In particular this provides an example for the question posed in [9] if X(f ) could ever equal 0 for a connected image.
The following example demonstrates an image which has many different possible sets which can occur as S(f ) for various self-maps f . (see Figure 7) , with 4-adjacency. In this image we have several different homotopy classes of maps. We will derive sufficient information about S for some of these to compute F (X). By Theorem 9.10, X is rigid, so S(id) = {#X} = {15}. Let f be a vertical reflection. Then f is rigid by Corollary 3.4, and has 3 fixed points, so S(f ) = {3}.
Let g be the function that maps the bottom horizontal bar onto the top one, and fixes all other points. Then g has 9 fixed points, and is homotopic to a constant map. We can retract the image of g down to a point one point at a time, and so {0, 1, . . . , 9} ⊆ S(g).
Let h be the function which maps the left vertical bar into the middle vertical bar and fixes all other points. Then h has 12 fixed points. We can additionally map one or both of the next two points into the middle vertical bar to obtain maps homotopic to h with 11 or 10 fixed points. We can do these retractions followed by a rotation around the 10-cycle on the right to obtain a map homotopic to h with no fixed points. Thus {0, 10, 11, 12} ⊆ S(h).
We have F (X) ∩ {13, 14} = ∅ by Proposition 5.3, since for all x ∈ X we see easily that P (x) ≥ 3.
We therefore have F (X) = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 15}.
We have introduced and studied several measures concerning the fixed point set of a continuous self-map on a digital image. We anticipate further research in this area.
