Abstract-This paper proposes an alternative technique for adaptive spectral estimation. The new technique applies the method of conjugate gradient, which is used for iteratively finding the generalized eigenvector corresponding to the minimum generalized eigenvalue of a semidefinite Hermitian matrix, to the adaptive spectral analysis problem.
I. INTRODUCTION STOCHASTIC process consisting solely of sinusoids in additive noise occurs frequently in practice. The mathematical properties of this process leads to an eigenanalysis for the estimation of its parameters [ 11. Consider a data sequence in the form of signal plus noise s(0) + n(O), s(1) + n(l), * , s(k) + n(k), a * , (1) where s(k) and n(k) are the sample of sum of sinusoidal signals and the sample of noise with zero mean at the time k , respectively. The covariance matrix Rxx of the observed data is defined as r,(-N -1)
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rxx(k) = E[x(i + k)x(i)*] = E[(s(i + k) + n(i + k ) } ( s ( i ) + n(i)}*]
= s,x(k) + n,(k)
= E[(s(i + k ) s * ( i ) } ] + E[n(i + k)n*(i)]
where * denotes complex conjugate and E[ e ] denotes the expection operator. Sxx is the covariance matrix of the signal in the data and is defined as 1 s,(k) is the autocorrelation function of the signal in the observed data and is defined in (3).
Nxx is the covariance matrix of the noise in the observed data and is defined as 1
.
n,(N) n,(N -1) * * n, (O) n,(k) is the autocorrelation function of the noise in the observed data at lag k and is given by (31.
The parameters of the signal are related to the covariance matrix of the signal by s, w = 0
where W is the parameter vector, defined as w = [wg, w,, * * , w,v] r.
(7)
Since S, = Rxx -Nxx, ( 6 ) can be written as
Using a known estimated covariance matrix instead of NxI in (7), when Nxx is not available, we obtain
where X is a scalar parameter, yet to be determined. Once w i is found, the PSD of the data can be computed by 1
Z=exp(j2?rf)
Many techniques searching the parameter vector W in (1 l ) , that use a recursive adaptive algorithm, have been described in the literature. Techniques which adaptively solve for W in (1 1) are the LMS algorithm (LMSALG) [ 4 ] , the unit-norm constrained algorithm (UNCALG) [ 5 ] , the y L M S algorithm (GAMLMS), and the least-squarestype algorithm (LSTALG) [6] . In Section 11, we describe the conjugate gradient method to find the eigenvector corresponding to the minimum eigenvalue (MEVMCG). In Section 111, some computer simulation results are presented to compare the proposed technique to the other four techniques. In Section 111, we also observe how the new technique (MEVMCG) performs for both narrow-band and wide-band , signals .when compared to other techniques. In Section IV, computer simulated results are presented to illustrate how noise correction can be incorporated in the conjugate gradient method.
CONJUGATE GRADIENT METHOD
In this section, we develop the MEVMCG algorithm. We utilize the method of conjugate gradient for iteratively finding the eigenvector corresponding to the minimum eigenvalue of a generalized eigensystem. Suppose the generalized eigensystem is given by AX = XBX where both A and B are N X N matrices and A is a semidefinite Hermitian matrix, B is a positive definite matrix, 273 X is a vector of length N , and X is a scalar parameter. When the above equation is satisfied for a particular X = X,, then that particular X is the generalized eigenvector corresponding to the eigenvalue A, .
In order to obtain the minimum eigenvalue of the above system, we form the functional defined by
subject to the constraint
( -, -) denotes the inner product operation. Let X denote the normalized form of X as
The minimum of the function F ( X ) is the minimum eigenvalue, i.e.,
To minimize F ( X ) , we start with an initial guess X(0) and then normalize it, i.e.,
Next calculate the approximate minimum eigenvalue from
and the residuai
By selecting the initial direction vector as and from this we compute an approximation to the mini-
If this value of X(k + 1) does not meet the accuracy requirement for the solution as an eigenvalue, then it is necessary to continue the iteration. First, a new direction
where (31) is the residual at the time ( k + l ) , and is chosen to make the direction vectors P(k) A-conjugate, l.e.,
With the new direction defined by ( 3 0 ) , we use (21) to update the eigenvector X iteratively until the desired minimum eigenvalue is obtained. The flow diagram is given in the Appendix.
The method proposed above converges directly to the minimum eigenvalue. But if for some initial guesses (for example, guesses which are B-orthogonal to the desired solution, i.e.,'{ BX,, XJ ) = 0), the method converges to an eigenvalue which is different from the minimum one, then the iteration is restarted again with a new initial guess which is B-orthogonal to the undesired eigenvector.
When the noise is white, then we have the usual eigenvalue problem and all the above expressions are still valid, except that we replace the matrix B in all the equations by the identity matrix.
The conjugate gradient method theoretically converges to the minimum in at most N steps, if there are no roundoff and truncation errors irrespective of the initial starting conditions and when the smallest eigenvalue is zero. However, it has been our experience that in spite of using single precision arithmetic in an IBM 370, we got convergence in all cases in less than N steps 1121- [14] .
COMPARISON OF FIVE ADAPTIVE SPECTRAL ESTIMATION TECHNIQUES FOR SIGNALS IN NOISE
In this section, we present simulation results obtained by LMSALG [4] , UNCALG [ 5 ] , GAMLMS [6], LSTALG [6] , and MEVMCG at a signal-to-noise ratio (SNR) level of 0 dB. The experimental data are the sum of sequences of two equiamplitude sinusoids with additive white noise. When the SNR is evaluated, the signal power is calculated as the sum of each sinusoid power.
The power spectrum of the white noise which we used is quite flat in the frequency band needed by our simulation. For example, in the frequency band of the normalized frequencies from 0.15 to 0.35, the normalized PSD amplitude of the white noise changes only about 10 dB. We used a uniform random number generator
[IO] for generating a series of random numbers of zero mean. Then the central limit theorem was used for generating a series of Gaussian distribution random numbers. Finally, we let these random numbers pass through a few digital filters (whitening filters) to obtain the desired white noise. These digital filters were designed to smooth the power spectra of the noise.
For the LMSALG, we fixed the constant ks as -0.0075 [4] . The constant p for UNCALG [5] and GAMLMS as 0.015 [6] . Besides, we fixed P(0) = 100 [ I ] for the LSTALG. However, in the MEVMCG method there are no arbitrary constants which dictate the overall rate of convergence, rather, we should set the accuracy for the minimum eigenvalue. The accuracy of the minimum eiganvalue is defined as
We set the accuracy as lop3 for the minimum eigenvalue in each case. The initial guess for the weight vector W(0) is chosen as [ I , -1, 1, -1, * -I. According to the estimate of the additive white noise power level, an upper bound of the minimum eigenvalue SML is given next. By our experience, the estimate does not need to be very accurate but, of course, it should be on the high side, i.e., SML > 22, where i j 2 is the estimate of the variance of the additive noise.
In order to obtain the instantaneous covariance matrix of the observed signal for the conjugate gradient method, we form the matrix of data R,, defined as * x(n) 1 where xi's are the input data consisting of a sum of sinusoids and white noise. Then the covariance matrix of the
A matrix multiplication is needed, but it is the only one in the whole procedure. Now we can use the MEVMCG algorithm to find the .weight vector for the first 2N + 1 data by invoking the subroutine MEVMCG. When the new data sample is received, we update the covariance matrix by updating the elements of it as follows:
where rg+')(i, j ) is the (i, j)th element of R~rx after the (2N + k)th data sample is received. No more matrix multiplications are needed. Invoking the subroutine MEVMCG repeatedly with the arrival of each new data sample, we update the weight vector W of the adaptive filter.
Each algorithm was run for a predetermined length of data, and from the final value of the weight vector the PSD 1/ IP( f) was computed. The resulting spectral estimates were normalized with respect to their peak values. The normalized signal frequencies, the convergence constant ks or p , the SNR of the observed process, the number of iterations (also the length of data for the MEVMCG method), the computer CPU time, and the accuracy of the minimum eigenvalue (or the return criterion which is denoted by RC in the plots) for the MEVMCG algorithm are listed for each example in the illustrations shown below.
Example 1
In this example, we consider two equiamplitude sinusoids of normalized frequencies 0.18 and 0.38 at 0 dB SNR. The plots of Fig. 1 show that the LMSALG could not resolve these two sinusoids with 5 weight (wo is fixed to 1) even after 5000 iterations. The UNCALG and the GAMLMS obtained almost the same results and used almost the same CPU time. The LSTALG and the MEVMCG yielded the best results but the latter only used CPU time as much as the former did. The LSTALG obtained results better than the other three methods, at the expense of about 20 percent more CPU time. In all the techniques except the MEVMCG method, the length of data is equal to the number of iterations. For the MEVMCG technique, the length of data is 89 and the number of iterations is 142. In short, the MEVMCG technique obtained the same or better results than the other techniques but only used & -the CPU time as the other techniques.
Example 2
In a tutorial paper about the modern techniques for spectrum analysis of discrete time series
[ 11, Kay and Marple, Jr., presented an interesting example shown in Fig. 16 of their paper. This figure illustrated how the 11 techniques described in that paper perform against both narrow-band and wide-band processes. The observed process consists of three sinusoids and a colored noise process obtained by filtering a white Gaussian process. The three sinusoids are at normalized frequencies of 0.10, 0.20, and 0.21 and have SNR of +lo, +30, and +30 dB, respectively, where SNR is defined as the ratio of the sinusoid power to the total power in the pass-band noise process, The number of data samples is 64. It is interesting to compare our technique to the 11 techniques, in such a typical case, under the same conditions. Since in the example they chose the number of the model parameters as 16, we selected the number of weights to be 17. Both the true PSD and the estimated PSD with MEVMCG algorithm are shown in Fig. 2(a) and (b) , respectively. The MEVMCG PSD estimate seems to provide a sharp estimate of the three sinusoids and has attempted to model the broad-band process as well.
IV. NOISE CORRECTION WITH THE MEVMCG ALGORITHM
It is observed from the spectral peaks of the previous section that one obtains a biased estimate if noise correction is not done. In this section, we describe a noise correction technique to be used with the conjugate gradient method.
In the adaptive spectral estimation with noise correction, we utilize the conjugate gradient method to find the eigenvector corresponding to the minimum eigenvalue of the generalized eigensystem R,,W = XZ,,W.
In the generalized eigensystem, Rxx is the covariance matrix of an observed process.
Z, , is the estimated covariance matrix of the noise. X and Ware the eigenvalue and the corresponding eigenvector (which is the weightvector of the adaptive filter), respectively.
An initial guess of the weight vector W(0) should be given first. The length of the weight vector N + 1 is odd, and N 2 2n, where n is the number of sinusoids in the observed process. Next we set an upper bound of the minimum eigenvalue SML. It should be pointed out that, in this case, the minimum eigenvalue is not purely related to the additive noise power but related to the ratio of the power of the real additive noise and the power of the estimated noise which is used for forming the covariance matrix Z r x .
The instantaneous covariance matrix of the observed process is given by (34) and (35).
In the same way, the instantaneous covariance matrix of the estimated noise Z,, can be obtained. It is clear that the closer the estimated noise is. to the real noise in the input data, the better is the PSD estimate. As a matter of fact, in some applications, the estimated noise can exactly be the same as the real noise. However, in this noise correction technique, it is not important to know the exact noise sequence and, for that matter, the exact noise covariance matrix. If an estimate of the noise covariance matrix is available, the scale factor is automatically taken into account by the eigenvalue A. For example, if the estimated noise power is increased by a factor of 5 , then the resulting minimum eigenvalue will be reduced by a factor of 5 and the resulting weight vector will remain unchanged. But in practice, our computer simulations show that because of computational errors the best result is obtained when the estimated noise power is of the same order of magnitude as the real noise power.
After both Rxx' and Z,, are estimated, one can use the MEMVCG algorithm to find the weight vector for the first 2N + 1 data by invoking the subroutine MEMVCG. When the new data samples are received, we update the elements of the covariance matrices R,. and Z,, as follows: MEMVCG repeatedly with the arrival of each new data sample, we update the weight vector W of the adaptive filter. After W is obtained, the PSD estimate can be computed by (12).
In order to illustrate the effects of noise correction, we run the algorithm twice: first with noise correction and then without noise correction. The experimental data are a sequence of the sum of two equiamplitude or unequalamplitude sinusoids in white noise. We use the same noise generator as used in Section 111. For the noise correction, we present two different kinds of simulation results. One uses the same segment of the noise sequence for forming R,, and Z,,; however, the other uses different segments of the noise for estimating Zx,. For convenience, the former is named algorithm A , the latter is named algorithm B.
In each case, the accuracy of the minimum eigenvalue is defined by
The number of weights is five for each example described next.
Each algorithm was run for a predetermined length of data, and from the final value of the weight vector the PSD, 1/ IP( f ) 12, is computed. The resulting spectral estimates have been normalized with respect to their peak values.
The normalized signal frequencies, the accuracy of the minimum eigenvalue (or the return criterion which is denoted by RC in the plots), the total number of iterations, the length of data set, and the computer CPU time are listed for each sample in the illustrations shown below.
Example 3
In this example, we consider two equiamplitude sinusoids of normalized frequencies 0.18 and 0.30 both of which have SNR of 0 dB, where SNR is defined as the ratio of the single sinusoid power to the noise power. The plots of Fig. 3(c) show that the MEVMCG algorithm obtained biased spectral estimate because of no noise correction, However, algorithms A and B with noise correction obtained essentially unbiased spectral estimates.
In the case of Fig. 3(a) , the MEVMCG algorithm A yielded an unbiased PSD estimate at the expense of about 7 percent more CPU time than the MEVMCG algorithm. For  Fig. 3(b) , 600 samples of noise was generated. We used the first 300 samples of the noise adding to the signal sequence of two sinusoids and forming the covariance matrix R,,. And the 301st -600th samples of the noise were used for forming the noise covariance matrix Z,,. The simulation result shows that in this case we still can get unbiased spectral estimate with the MEVMCG algorithm B at the expense of 100 more data points and 6 percent more CPU time than the result of Fig. 3(a) . 
Example 4
For the final example, we observe the performance of these noise correction techniques for the estimation of unequal-amplitude sinusoids in additive noise. We.consider two unequal-amplitude sinusoids of normalized frequencies 0.18 and 0.27 at SNR's of 10 and 0 dB, respectively. Fig. 4(c) shows that the MEVMCG algorithm could not identify the smaller sinusoid. However, both MEVMCG algorithm A and B performed very well. Both the techniques obtained unbiased estimations for both sinusoids. The MEVMCG algorithm A used 5 percent more CPU time than the MEVMCG algorithm. The MEVMCG algorithm B needed 100 more data and 12 percent more CPU time than the MEVMCG algorithm A for obtaining the comparable result.
V. CONCLUSION
The method of conjugate gradient for iteratively finding the eigenvector corresponding to the minimum eigenvalue of a covariance matrix has been applied to the adaptive spectral analysis problem. In the existing four techniques reviewed in this paper, the least-squares-type algorithm bears both the fastest convergence rate and the highest frequency resolution. The LSTALG algorithm is an ap- proximate adaptive version of Pisarenko's method and any SNR level, the MEVMCG technique obtains the same converges only for initial guesses close to the solution.
or better spectral analysis results while spending only However, the new method is an exact adaptive version of about $ = J the CPU time of the other techniques. The new Pisarenko's method and converges for any initial guesses. method performs very well in both narrow-band and wideFurthermore, for the problems presented in this paper at band processes. Pisarenko's method provides a statistically unbiased the solution can be reduced through the implementation spectral estimate for processes consisting of sinusoids in of noise correction. A noise correction technique is preadditive white noise. But it is biased for finite observasented here to be used in adaptive spectral estimation. For tions, especially at low SNR levels. However, the bias in this technique, one needs an estimate of the noise covari- ance matrix. Then the conjugate gradient method is utiIt is important to point out that in our computations we lized to obtain the eigenvector corresponding to the min-have assumed N to be the same as the exact order of the imum eigenvalue of the generalized eigenvalue problem. system. How this method would behave when N is greater The method seems to be quite effective in obtaining unthan the exact order of the system has not been investibiased estimates for unequal amplitude sinusoids in white gated. This problem has been addressed in [l 11, and at a noise.
future date we will report the results of our simulations. 
