Abstract -Insects identify and evaluate behaviorally relevant odorants in complex natural scenes where odor concentrations and mixture composition can change rapidly. This requires fast and reliable information processing in the olfactory system. Here, we review recent experimental findings and theoretical hypotheses on olfactory processing in the honeybee with a focus on its temporal dynamics. Specifically we address odor response characteristics of antennal lobe interneurons and projection neurons, local processing of elemental odors and odor blends, the functional role of the dual olfactory pathway in the honeybee, population coding in uniglomerular projection neurons, and a novel model for sparse and reliable coding in projection neurons and mushroom body Kenyon cells. It is concluded that the olfactory system of the honeybee implements a fast and reliable coding scheme optimized for processing dynamic input within the behaviorally relevant temporal range.
INTRODUCTION
In their natural environment, insects sense and evaluate blends of olfactory stimuli in the context of a complex background. In the honeybee, behaviorally relevant odorants range from simple odors composed of single or few chemical compounds to highly complex odor blends, e.g., pheromones, food signals, and flower odors. Due to the turbulent and discontinuous nature of odor plumes, airflow, and animal velocity, the composition and concentration of odor blends fluctuate on various time scales, including highly rapid changes (e.g., Riffell et al. 2008; Vickers et al. 2001 ; for review, see Martin et al. 2011) .
Behavioral experiments showed that honeybees discriminate odor concentrations (Pelz et al. 1997; Wright et al. 2005) and that they distinguish between odor mixtures (Chandra and Smith 1998) . More recently, it has been shown that bees can learn to discriminate odors that are presented for only a very short period of 200 ms (Wright et al. 2009; Fernandez et al. 2009 ). Longer stimuli may be required to reach the same learning rate and performance in odor discrimination under challenging conditions such as low odor concentrations (Wright et al. 2009 ) or when discriminating different mixture ratios (Fernandez et al. 2009 ). Recordings from the mushroom body output neurons of honeybees during and after odor conditioning showed that their population reliably encodes the learned value Electronic supplementary material The online version of this article (doi:10.1007/s13592-012-0131-3) contains supplementary material, which is available to authorized users.
of an odor within less than 150 ms (Strube-Bloss et al. 2011) . A similar speed of discriminating dissimilar odors (Abraham et al. 2004) , different mixture ratios of a binary mixture (Uchida and Mainen 2003) , or novel odors from learned odors (Wesson et al. 2008 ) has been demonstrated in behavioral experiments with rodents.
How does the sensory network in the honeybee achieve a fast and reliable processing of the olfactory input that allows the animal to track changes in its environment and to rapidly form odor percepts as, e.g., required during a memory retention test? An increased number of experimental studies have provided us with an improved understanding of odor processing at different stages of the olfactory pathway. In the present review, we focus on the temporal dynamics of information processing at the level of single neurons and neural populations as monitored in electrophysiological experiments, and we present recent theoretical considerations that provide hypotheses for a functional role of the dual odor pathway and for reliable and sparse coding in the sensory network.
THE OLFACTORY PATHWAY OF THE HONEYBEE
The peripheral stage of the olfactory system in the honeybee comprises ∼60,000 olfactory sensory neurons (OSNs; Esslen and Kaissling 1976) , which are located predominantly in pore plate sensillae on the antennae. The antennal lobe (AL) represents the first stage of olfactory processing. It is composed of ∼160 glomeruli which represent the synaptic sites between OSNs, local interneurons (LNs), and the projection neurons (PNs). LNs are morphologically restricted to the antennal lobe and innervate multiple glomeruli. PNs form the output of the antennal lobe sending their axons to central brain structures (Figure 1 ). Hymenoptera in general and honeybees in particular feature an anatomical specialty, the dual olfactory pathway. Each OSN conveys chemosensory information through one of the four antennal tracts (T1-T4, Figure 1a , Abel et al. 2001) . Approximately 920 uniglomerular PNs (Rybak Figure 1 . Dual olfactory pathway in the honeybee. a Antennal lobe (AL) circuitry. OSN axons innervate the AL through four antennal nerve (AN) tracts T1-T4. Uniglomerular l-PNs exclusively innervate glomeruli that receive input through T1, uniglomerular m-PNs innervate glomeruli that receive input through the antennal tracts T2-T4. For the brain, the axis rostral-caudal refers to the neural axis rather than to the body axis, adopting the convention by Kirschner et al. (2006) . Accordingly, glomeruli innervated by the T1 tract are located ventrally, and T2-T4 are situated dorsally with respect to the neural axis. b Morphological reconstructions of one l-PN innervating the glomerulus T1-22 (green) and one m-PN innervating the glomerulus T2-03 (magenta) demonstrate their separate projections along the lateral and the median APT to the mushroom body (MB) lip regions and to the lateral horn (LH). The LN (yellow) innervates large parts of the AL homogenously. Staining and reconstruction by S Krofczik. We thank J Rybak for 3D registration and visualization in the honeybee standard brain Rybak 2012) , which can be accessed in the supplementary material.
LOCAL PROCESSING IN THE HONEYBEE ANTENNAL LOBE NETWORK
The local interneuron network of the AL processes the OSN input transforming it into the AL output code at the level of the PN population. Our present knowledge on AL processing in the honeybee to a large degree is based on Ca-imaging experiments that studied glomerular response patterns across a number of simultaneously imaged glomeruli focusing on either the AL input (composite signal resulting from bath application of the dye) or the PN output (retrograde staining of PNs) (e.g., Joerges et al. 1997; Galizia and Menzel 2000; Sachse and Galizia 2002; Deisig et al. 2006 Deisig et al. , 2010 Sandoz 2011 ). Here we focus on results obtained by means of intracellular recording and staining of individual AL neurons (Fig 1) . Two major drawbacks of Ca-imaging experiments make it necessary to perform complementary studies of AL processing at the level of single neurons. First, the Ca signal is comparably slow and, thus, fast temporal dynamics on time scales of ∼1-100 ms are difficult to address. Second, Ca imaging from the AL in the bee has thus far only been achieved from superficially located glomeruli, which represent glomeruli of the lateral APT. This limitation might be partly overcome by means of two-photon imaging techniques that also allow monitoring of glomerular activity in the tracts T2-T4 (Haase et al. 2010 ). An important methodological advancement achieved imaging from uniglomerular l-PN and m-PN boutons in the MB lip region (Yamagata et al. 2009 ).
Different response characteristics of local interneurons and projection neurons
We distinguish two major morphological classes of AL neurons, LNs and PNs. What is known about their characteristic response properties? A recent metastudy Meyer 2011 ) combined three independent data sets of intracellular recordings from AL neurons Dynamic olfactory processing in the honeybee (Galizia and Kimmerle 2004; Krofczik et al. 2008; Meyer 2011) in order to relate response characteristic of single neuron spike trains to the two distinct morphological classes of LNs and PNs. Single neuron responses during the first 800 ms of odor stimulation were characterized by different features, which allowed their classification as either LN or PN with 81 % accuracy in 33 morphologically identified neurons. Applying this classification model to a total of 80 neurons showed significant classrelated differences in several features. Figure 2e summarizes the results for three relevant features that permit a direct interpretation. One important difference was found for the average response latency (i.e., the time from odor stimulation at the antennal site to the neuronal response onset), which was significantly shorter in LNs (median ∼42 ms) than in PNs (median ∼129 ms, Figure 2e ), confirming an earlier observation (Krofczik et al. 2008) . A similar difference in response latency for LNs and PNs has been reported for the moth in a Ca-imaging study (Fujiwara et al. 2009 ). Kuebler et al. (2011) reported shorter LN response in moth specifically during mixture presentation. A second important feature was the response amplitude. PNs responded with considerably higher average peak firing rates as measured from baseline (median ∼52 Hz) than LNs (median ∼8 Hz, Figure 2e ). A third interesting feature relates to the spike train irregularity that was assessed by the CV2, a local measure of inter-spike interval variability (Holt et al. 1996; Ponce-Alvarez et al. 2010) . PNs showed a more regular spike response pattern, indicated by a lower average CV2 of 0.32, than LNs (CV2= 0.50, Figure 2e ). What are the differences with respect to the odor response spectra in PNs and LNs? Here, a direct quantitative comparison between different studies is complicated by the fact that different odor spectra have been tested and different odor concentrations have been used. Moreover, individual studies typically focused on recordings of either LNs or PNs and thus within-study comparisons typically had to rely on small sample sizes for one class. Still, we can make out three general trends. First, excitatory response spectra seem broader for LNs than for PNs. The relative number of activating odors per LN lies in the range of ∼60-75 % Krofczik et al. 2008) . For PNs the measured odor response spectra range from ∼40 % to 65 % Müller et al. 2002; Krofczik et al. 2008; Yamagata et al. 2009 ). Second, PNs exhibit inhibitory responses more frequently, whereas they are rarer in LNs Krofczik et al. 2008) . Third, mixtures in comparison to elemental odors increased the response spectrum in LNs Krofczik et al. 2008 ) while a suppression of excitatory responses to mixtures has been repeatedly observed in PNs of the l-APT indicating a more narrow tuning to mixtures at the AL output (Galizia and Kimmerle 2004; Krofczik et al. 2008; Yamagata et al. 2009 ).
Characteristic differences of lateral and median uniglomerular projection neurons
Based on intracellular recording and staining of uniglomerular projection neurons, Müller et al. (2002) reported that, in the honeybee, the segregation into the median and the lateral pathways does not reflect a general distinction between different odors or between general odors and pheromones. The authors concluded that the dual pathway likely reflects the implementation of a dual odor coding strategy rather than a separation in the olfactory chemical space, a view that has received support elsewhere (e.g., Rössler and Zube 2011; Brandstätter and Kleineidam 2011; Deisig et al. 2010; Sandoz 2011 ). At the more descriptive level, it appeared that m-PNs displayed a more complex response pattern during prolonged odor stimulation than l-PNs, which showed stereotypic phasic-tonic responses (Müller et al. 2002; cf. Figure 2a) . Their finding of considerably longer response latencies in mPNs, however, could not be confirmed in an independent study (Krofczik et al. 2008) . Yamagata et al. (2009) performed confocal imaging of Ca transients of presynaptic boutons in the MB lip region of the honeybee and reported three major differences in l-PN and m-PN odor encoding. The first difference refers to the specificity of the odor response spectra. Tested with a set of seven different single compound odors l-PNs showed more specific responses with an average of 3.1±0.24 (∼44 %) activating odors, while m-PNs exhibited a slightly broader odor tuning with average 4.3± 0.37 (59 %) exciting odors. This is in line with results obtained in intracellular recordings where on average ∼45 % (mixtures) to ∼55 % (single compound odors) elicited spike responses in l-PNs and ∼65 % of odors activated m-PNs, irrespective of odor complexity Dynamic olfactory processing in the honeybee (Krofczik et al. 2008) . In contrast, the study by Müller et al. (2002) found that m-PNs are more specific (∼25 % activating odors) than l-PNs (∼50 %), albeit tested at the highest stimulus concentration (pure odors). The general result of a rather broad odor tuning at the level of PNs has been observed in different insect species (Wilson et al. 2004; Schlief and Wilson 2007; Perez-Orive et al. 2002) . Noteworthy, the result of a broad odor tuning in insect PNs contrasts results in rodents where a sparse odor representation was reported in mitral cells of the olfactory bulb (Davison and Katz 2007; Rinberg et al. 2006 ).
The second difference refers to the concentration dependence of odor responses. In m-PN boutons, the amplitude of the Ca responses typically increased with odor concentration. On the contrary, l-PNs typically responded even for very low concentrations and revealed little or even a negative relation of response strength and odor concentration. The latter effect largely depended on suppressed responses in l-PNs at higher concentration, indicating a stronger inhibitory component in l-APT processing (Yamagata et al. 2009 ). In a previous Caimaging study, Sachse and Galizia (2003) employed retrograde staining of l-PNs, demonstrating pronounced concentration dependence in T1 glomeruli. It was hypothesized that these differing results can be explained by an inhibitory mechanism that acts on the l-PN output (Yamagata et al. 2009; Schmuker et al. 2011 ), e. g., through localized inhibition of the spike initiation zone, or through inhibition at the level of the calyx where PN boutons may be inhibited by GABAergic recurrent neurons Ganeshina and Menzel 2001) .
Finally, for binary mixtures, the authors observed mixture suppression in l-PN boutons but rarely in m-PN boutons, in line with the results from intracellular recordings that showed mixture suppression in a small sample of l-PNs but not in a large sample of m-PNs (Krofczik et al. 2008 ). This finding is in agreement with earlier observations of mixture suppression of the Ca signal in T-1 glomeruli (l-APT) which is more pronounced at the level of the PN output signal than at the level of the composite signal which largely reflects OSN input (Deisig et al. 2006 (Deisig et al. , 2010 Sachse and Galizia 2002; Joerges et al. 1997 ).
Mixture processing at the single neuron level
Most odorants that honeybees encounter in their natural environment are blends of many different chemical compounds. At the behavioral level, honeybees can distinguish a mixture from its individual elements (Deisig et al. 2001 (Deisig et al. , 2002 (Deisig et al. , 2003 , and they can distinguish different mixture ratios (Fernandez et al. 2009 ). This requires that complex blends as well as their elemental components are perceived as individual objects. The former requires analytic processing whereby the olfactory stimulus is decomposed into its elemental components. The latter requires synthetic processing that leads to a representation of the odor blend as an entity of its own.
As mentioned above, one experimentally confirmed form of synthetic processing is expressed in mixture suppression, which increases separability between odor mixtures at the level of the AL output. This has been repeatedly observed in Ca-imaging experiments from T1 glomeruli innervated by l-PNs (cf. Section 3.2). One example of mixture suppression is shown in Figure 2a where the l-PN responds to three elemental odors but is inhibited in response to their tertiary mixture. As shown in Figure 3 , the inhibition observed in the intracellular membrane potential typically shows a fast onset on the order of ∼60 ms, which matches well with the shorter response latencies of LNs ( Figure 2e ). In contrast, mixture suppression was scarcely observed in m-PNs (Yamagata et al. 2009; Krofczik et al. 2008) . Consequently, Deisig et al. (2010) formulated the hypothesis that l-PNs provide central brain structures with non-elemental information, whereas m-PNs represent the relative quantities of elemental components.
The recent study by Meyer and Galizia (2012) investigated the detailed temporal in-volvement of single AL neurons in analytic and synthetic processing by means of intracellular recordings. The authors designed a novel paradigm testing temporally perfect and imperfect binary mixtures. Each neuron was tested with each component individually and with their synchronous presentation (perfect mixture). In addition, two imperfect mixtures were constructed by delaying the onset of either of the two components by 50 ms, resembling the delayed encounter of odors emitted by independent odor sources. Their results showed that about half of the neurons could be classified as "elemental" responding to the perfect and imperfect mixture in the same way as to their dominant component (hypoadditive response). The other half were classified as "configural," that is, the mixture representation in those neurons obtained a new quality being different from the representation of the mixture components. Elemental neurons could be grouped into neurons with short and long response latencies, possibly relating to faster LNs and slower PNs (Figure 2e ). Configural neurons displayed inbetween latencies and exhibited diverse mixture response behaviors. The authors reported an interesting tendency that showed when comparing response latencies within configural neurons. Their responses to imperfect mixtures were delayed with respect to the individual component responses. This might indicate comparative or competitive processing among different sensory cues that become separable due to a short temporal delay and could be important for the formation of two distinct rather than one single odor percept.
POPULATION CODING IN UNIGLOMERULAR PROJECTION NEURONS
Uniglomerular PNs form the major output of the AL and the sole direct olfactory input from the AL to the mushroom body. How are odors encoded in the population activity of PNs? How fast does this code emerge after the onset of a stimulus? Is there an odor trace outlasting the stimulus that could subserve Hebbian plasticity at downstream synapses?
Fast rate coding
On average, each PN is activated by ∼50 % of tested odors (cf. Section 3.2). This means, in turn, that each odor activates about half of the Dynamic olfactory processing in the honeybee total PN population. This is demonstrated in Figure 4a -c where we reconstructed the PN population activity from the data set in Krofczik et al. (2008) . To this end, N=17 single PNs . Rapid and sustained population coding in uniglomerular projection neurons. a-c Ensemble rate code in a pseudo-population of N=17 projection neurons (13 m-PNs and 4 l-PNs from top) in response to three different odors as indicated. For each neuron, the firing rate as a function of time is color-coded where red color signifies a rate increase from baseline (white), blue a rate decrease from baseline. Spatiotemporal activation patterns are odor specific. Left the spatial response pattern of activated and non-activated neurons develops rapidly within tens of milliseconds after odor onset (vertical gray line). Right some neurons display a continued odor response during several seconds after stimulus offset (vertical gray line) while others stop firing immediately. Trial-averaged firing rates were estimated by means of kernel convolution using the kernel function α(t)=t×exp(−t/τ) either in causal (left, τ=25 ms) or anti-causal (right, τ=50 ms, time-flipped) fashion. Horizontal gray bar at top indicates the 2 s stimulus presentation. d Time-resolved Euclidean distance (L2-norm, black curve) averaged across all three odor pairs. The ensemble rate code becomes rapidly significant (>3 standard deviations above baseline, gray horizontal line) within 54 ms (dotted gray line) and reaches 90 % of its peak value at 163 ms (dashed gray line). The Euclidean distance slowly decays as the neuronal population rate decreases. Information about odor identity is still present after stimulus offset reaching baseline approximately 3 s after stimulus offset. The average autocorrelation function (AC) of the neuronal firing rate pattern as determined at the time of the maximal Euclidean distance with the firing pattern at later times assumes high values throughout the stimulus presentation, indicating a stable response pattern. Autocorrelation drops rapidly after odor offset, reflecting the fact that the neuronal responses remain stable only in a small subset of neurons. The average correlation across different odors (CC) maintains a low baseline level throughout the observation. Data are reproduced from Krofczik et al. (2008) . recorded in different animals were pooled to construct the population response to three different odors. The color code represents the time-varying amplitude of the firing rates where red (blue) indicates an increase (decrease) with respect to the average baseline activity. Different odors evoked different combinatorial patterns of activated and non-activated neurons. For instance, the odor nonanol activated only a subset of neurons, while other neurons remained silent or were suppressed with respect to their spontaneous activity before odor onset. Hexanol, in comparison, activated a different but overlapping subset of neurons. Such a combinatorial odor code was first discovered in the honeybee in a series of Ca-imaging studies at the level of glomerular activation patterns (Joerges et al. 1997; Galizia et al. 1999; Galizia and Menzel 2000; Guerrieri et al. 2005 ).
If we consider a simple combinatorial code where odors are represented by the spatial pattern of activated and non-activated neurons with an average number k of activated PNs in a total population of N neurons, then it follows that we can represent the largest number of different patterns (i.e., the largest number of different odorants) if k=N/2. Thus, the empiric finding that, on average, about half of the glomeruli are activated by a specific odor might indicate that local computation within the AL is optimized with respect to the coding capacity at its output, which is restricted by the number of uniglomerular PNs.
The response amplitude observed in individual activated neurons varies across odors, and thus, the amplitude yields additional information above the combinatorial activation pattern. Figure 4d estimates the average pairwise Euclidean distance between odor-specific population rate vectors in a time-resolved manner. It shows that the response patterns evoked by different odors build up rapidly and become significantly different after only few tens of milliseconds. The maximum difference in firing rate of average ∼30 spikes per second per neuron is reached after ∼200 ms. A recent Caimaging study of PNs in the honeybee AL (Fernandez et al. 2009 ) reported a somewhat longer time to peak of 375 ms, which is likely due to the slower transients of the Ca signal. The numbers in the honeybee are in accordance with results obtained from spike train analyses in other species. In the locust odor classification as monitored by extracellular recordings of PN ensembles reached the near-maximum after 100-300 ms (Mazor and Laurent 2005; Stopfer et al. 2003) . In Drosophila odor tuning in single PNs was the strongest in the period of 130-230 ms after stimulus onset (Wilson et al. 2004) , and in the moth, a maximal separation of the PN population activity was reached 100-300 ms after response onset (Bombyx mori, Namiki and Kanzaki 2008; Namiki et al. 2009 ; Manduca sexta, Daly et al. 2004; Staudacher et al. 2009 ).
Principal component analysis of the neural ensemble rate allows visualizing the population response to an odor stimulus as a trajectory in the three-dimensional space spanned by the three major principal components. As shown in Figure 5 , the individual odor response trajectories are well separated during stimulation before they return to a common subspace that is occupied by the spontaneous population activity.
Latency coding
There is increasing evidence that a coding scheme of odor-specific response latency patterns might be employed in olfactory systems of vertebrates and invertebrates. The concept of a latency code is simple. A population of neurons is activated in a specific temporal order for one stimulus and in a different order for a different stimulus (Thorpe et al. 2001; Chase and Young 2007) . For individual neurons, this scheme implies characteristic odor-specific response latencies. The latency code is reliable, if the pattern of response latencies is stable across stimulus repetitions. It can readily provide a concentration-invariant code for odor identity if this stability of temporal order transfers to different stimulus intensities. Moreover, a latency code is, by definition, fast as the response onsets provide the first datum of the overall ensemble response. A subset of early respond-ing neurons will provide initially incomplete stimulus information, available much sooner than the fully evolved neural response pattern.
In vertebrates, Spors et al. (2006) first demonstrated by means of voltage sensitive dye imaging in mice that odor-specific response latencies exist already at the level of OSN input to the olfactory bulb. Their results suggest that odor-specific response latencies evolve early on in the periphery, e.g., due to a receptor type specific activation kinetics. More recently, Junek et al. (2010) performed Ca imaging from individual mitral cells in a nose-brain preparation of the frog and demonstrated that the pattern of response latencies carries more information about the odor identity than the respective pattern of response amplitudes.
In insects, visual inspection of single PN spike responses to different odor stimuli give the impression that different odors yield different response onset times in the same neuron (e.g., Perez-Orive et al. 2002; Müller et al. 2002; Wilson et al. 2004) . Likewise, the spike responses of a PN population to the same odor stimulus can show neuron-specific response latencies (e.g., Wilson et al. 2004; Namiki and Kanzaki 2008) suggesting that the population of PNs may indeed employ a latency code. In the honeybee, two studies (Müller et al. 2002; Krofczik et al. 2008 ) provided statistical evidence for a latency code in uniglomerular PNs by showing that the variation of response latencies across trials was significantly smaller than the variation across odors in single PNs. Notably, the results in Krofczik et al. (2008) on inter-trial and inter-odor latency variance quantitatively matched those obtained in mice (Spors et al. 2006) . This observation in the honeybee relies on relatively small data sets, and thus, further investigation is needed, preferably on the basis of simultaneous extracellular recordings from many PNs in the lateral and median tracts (see Section 6). Interestingly, odor-specific latencies in the honeybee are also observable at the level of MB output neurons (Strube-Bloss et al. 2011) . Meanwhile, the possibility of an olfactory latency code has also been implicated for other insects, in particular for the moth (Belmabrouk et al. 2011; Kuebler et al. 2011) .
As in rodents (Spors et al. 2006) , temporal patterning of response onsets in insects is already observed at the level of ORNs (e.g., (Figure 4a-c) . The visualized trajectories represent the projection of the 17-dimensional space onto the three major principal components. Each trajectory describes the temporal evolution of the neural population response for one particular odor as indicated. The arrow indicates the direction of time. After stimulus onset the different odor trajectories clearly separate but describe a similar dynamics. Colored circles indicate the point at which the average Euclidean distance between odor pairs reached its maximum; saturated color indicates the episode where the Euclidean distance was above 90 % of its maximum (cf. Figure 4d ). The firing rates were estimated using the kernel α(t)=t×exp(−t/τ) with τ=50 ms. Nagel and Wilson 2010; Raman et al. 2010; Jarriault et al. 2010) , and thus, latency patterns at the level of second-order neurons might at least partly be inherited from OSNs. Any statistical result demonstrating that the temporal response pattern across olfactory neurons correlates with odor identity does, of course, not answer the question whether a latency code is actually used by downstream networks or whether this information remains a nuisance to the system. Recently, Smear et al. (2011) provided first evidence that differences in temporal latencies do matter behaviorally. They could show that mice can learn to discriminate fine temporal differences in the experimentally controlled activation of OSNs.
Post-stimulus odor representation in the PN population
In classical Pavlovian conditioning experiments a conditioned stimulus (CS) is paired with an unconditioned stimulus (US) where both stimuli partially overlap in time (delay conditioning). In the trace conditioning paradigm, the US occurs only after the CS has terminated, i.e., there exists a temporal gap between CS and US presentation. Honeybees are able to form odor-reward associations in trace conditioning experiments, albeit with reduced group-averaged learning rates as compared to the outcome in delay conditioning experiments. The group performance during the retention test decreases continuously with the length of the CS-US gap. A significant learning effect could be observed for a maximum gap of ∼5-7 s as measured from the CS onset to the US onset, independent of the CS duration (Menzel and Bitterman 1983; Szyszka et al. 2011) . Olfactory trace conditioning has also been observed in other insect species, e.g., in moth (Ito et al. 2008 ) and fruit fly (Galili et al. 2011) . These observations at the behavioral level pose the question of the underlying mechanisms that facilitate learning in the trace conditioning paradigm (Ito et al. 2008; Szyszka et al. 2011) . Within the conceptual framework of Hebbian plasticity (Hebb 1949) for associative learning, synaptic plasticity is triggered if pre-and postsynaptic neurons are active at the same time. For plasticity to take place in the trace conditioning paradigm, this hypothesis implies that the sensory network upstream to the site of Hebbian-type synapses retains stimulus-related activity throughout the CS-US gap, thus representing a long-lasting odor trace.
In their recent study, Szyszka et al. (2011) searched for a neural correlate of this odor trace in the honeybee AL by means of Ca imaging from uniglomerular l-PNs during trace conditioning. They found stimulus-specific activity during the CS-US gap, but a detailed correlation analysis showed that the post-stimulus glomerular response pattern was uncorrelated with the initial CS response pattern. Consequently, perceived odor quality could be predicted from the imaged data during CS presentation, but not after. The authors concluded that the population of uniglomerular l-PNs does not encode the CS trace that could subserve Hebbian-type plasticity.
Inspired by this recent work, we reanalyzed the data set presented in Krofczik et al. (2008) with respect to the existence of a post-stimulus odor trace in the population activity of uniglomerular PNs, which in this case mainly consists of m-PNs (13 out of 17; Figure 4 , right panels). As shown in Figure 4d , the Euclidean distance between population responses to different odors remains at an elevated level after stimulus offset for several seconds. The initial neuronal response pattern (measured at the time of the maximal Euclidean distance) is well correlated with the activity pattern at later stimulus times but this correlation decreases rapidly with stimulus offset assuming small values that are only slightly higher than those for cross-odor correlation (Figure 4d , right panel). Close inspection of individual PN responses during and after stimulation reveals that only a small subset of the initially excited neurons maintained an elevated firing rate, while the activity of most neurons dropped to baseline or even below. This finding is in agreement with the results in Szyszka et al. (2008) . Thus, neither the Ca-activation pattern Dynamic olfactory processing in the honeybee across glomeruli innervated by l-PNs nor the spiking activity in the population of m-PNs indicated the existence of a reliable representation of the initial stimulus pattern at poststimulus times. However, the analysis presented in Figure 4 was based on a pseudo-population of PNs, each recorded in a different animal. Thus, we cannot exclude that a stable odor representation at the level of PNs existed in some individual bees but not in others (Pamir et al. 2011 ). In moth, Ito et al. (2008) could show that also Kenyon cell (KC) responses do not represent a persistent odor code.
Taken together, these results provide evidence for the lack of a persistent odor trace carried by neural response activity that could subserve Hebbian plasticity downstream of uniglomerular PNs. However, more intricate neural representations of an odor trace that are not easily observable in a stimulus-triggered analysis might involve dynamic attractors within the AL network representing a more subtle post-stimulus odor trace carried by the network activity (Galán et al. 2006 ).
RECENT MODEL APPROACHES TO ODOR CODING IN THE HONEYBEE OLFACTORY PATHWAY
Here, we review recent model approaches concerned with the differential encoding in the dual olfactory pathway in the honeybee and the temporal response evolution across successive layers of the olfactory pathway.
A functional role for the dual olfactory pathway
The existence of a dual odor coding pathway in most Hymenoptera raises the question of its evolutionary benefit (Rössler and Zube 2011) . The available experimental evidence indicates that there is no apparent segregation with respect to the encoded odor spectra (Müller et al. 2002; Krofczik et al. 2008; Yamagata et al. 2009; Brandstätter and Kleineidam 2011) . The work by Peele et al. (2006) showed that honeybees could not recognize and adequately respond to a learned odor if the l-APT fiber tract was disrupted, indicating that the two tracts process and transmit complementary stimulus information. The currently prevailing hypothesis is that the dual pathway is functionally optimized for the parallel processing of complex olfactory information, possibly reflecting specific ecological demands in Hymenoptera (Rössler and Zube 2011) .
In their recent modeling approach, Schmuker et al. (2011) formulated the hypothesis that m-APT and l-APT odor processing is differentially tuned to achieve the parallel encoding of odor intensity and odor identity, respectively. This was motivated by three physiological differences observed in PNs of the two tracts (cf. Section 3), namely (1) m-PNs display a broader odor tuning than l-PNs (but see Müller et al. 2002) , (2) m-PNs exhibit a stronger concentration dependence while l-PNs show a comparably weak concentration dependence (Yamagata et al. 2009 ), and (3) m-PNs predominantly show hypoadditive mixture encoding where the mixture response is at level with the response to the dominant mixture component, while l-PNs can show suppressive mixture coding. The authors formalized this hypothesis in a computational model of local inter-glomerular processing in the honeybee AL. In their model, the inhibitory interneuron network accounts for two computational principles, lateral inhibition and gain control, which are differently pronounced in the l-APT and the m-APT pathways.
Lateral inhibition represents a general and commonly assumed computational principle in neural networks. Experimental results indicate that lateral inhibition within the AL increases the separability of glomerular response patterns in the fly (Wilson and Laurent 2005; Silbering and Galizia 2007 ) and enhances odor discriminability in honeybees (Stopfer et al. 1997) . Previous model approaches demonstrated that lateral inhibition can indeed increase the separability of glomerular output patterns in the antennal lobe (Linster and Smith 1997; Linster et al. 2005; Beyeler et al. 2010; Häusler et al. 2011 ) and the olfactory bulb (Urban 2002; Wick et al. 2010) . A detailed model study by Linster et al. (2005) assumed a functional organization of the inhibitory network of heterogeneous LNs in the honeybee AL. Lateral inhibition between any pair of glomeruli was modeled in proportion to the linear correlation of their odor-response profiles as determined on the basis of Caimaging experiments of glomerular input. This approach could best explain the transformation of glomerular input patterns (OSN input) into glomerular output patterns (PN output) in the l-APT, outperforming models with a random or morphologically restricted connectivity scheme. Schmuker et al. (2011) assumed in their model that lateral inhibition and gain control are differently tuned in the m-APT and l-APT pathways. Using a fix underlying network structure, they adopted the principle of nonuniform correlation-based lateral inhibition mediated by heterogeneous LNs (Linster et al. 2005) . Gain control was implemented globally such that the overall PN activity scales global feedback inhibition. Strong gain control resulted in an almost concentration-invariant output activity. If this was combined with strong lateral inhibition, narrow odor response spectra and relative concentration invariance were observed in individual glomerular output, representing the properties of l-PNs as schematized in Figure 6 (left). On the contrary, if lateral inhibition and gain control were weak, the response spectra of individual glomeruli were broad and showed pronounced concentration dependence, resembling the properties of m-PN output (Figure 6, right) . In effect, the spatial activation pattern of l-APT glomeruli was more distinct for different odors. Finally, presentation of odor mixtures resulted in a synthetic mixture representation in the l-APT, and the glomerular response pattern of the mixture was distinct from those of the individual components. In m-APT glomeruli, the mixture representation was elemental, i.e., the response patterns were additive or hypoadditive, dominated by the response to the most effective element of the mixture. This model result on mixture coding is in line with previous experimental observations Dynamic olfactory processing in the honeybee (Yamagata et al. 2009; Krofczik et al. 2008 ) and reflects the suggested role for dual pathway mixture coding in Deisig et al. (2010) .
In summary, the model assumed the same network substrate for the two AL hemilobes associated with the two pathways. Differential encoding in the m-APT and the l-APT were brought about by parametric variation of two key elements, lateral inhibition and gain control. The authors suggest that these functional specifications of the l-APT and m-APT could subserve the behavioral task of foraging where independent evidence about odor identity and intensity might be of advantage.
For the local interneuron network this model predicts (a) a functional segregation (lateral inhibition and gain control) and (b) a partial separation between the two hemilobes. For the fruit fly and based on optophysiological observations, Silbering and Galizia (2007) suggested a similar functional division into a global inhibitory network exerting gain control and a glomerulus specific network responsible for lateral inhibition as evident during mixture suppression. In the honeybee, such a functional division might be supported by the two major morphological classes of homogeneous and heterogeneous LNs. The former exhibit a global branching pattern innervating a large number of glomeruli suited for global gain control. The latter show a dense innervation in one glomerulus and a sparse innervation of several other glomeruli suited for glomerular specific lateral inhibition ).
Phasic-tonic response dynamics with spike frequency adaptation
Olfactory information is transmitted across successive stages of the olfactory pathway. At each stage, a different temporal response characteristic is observed that becomes progressively phasic from OSNs to PNs to KCs.
At the peripheral level of olfactory encoding, OSNs exhibit a dominant phasic-tonic response component in reaction to a constant odor stimulus. This has been observed in different insect species (e.g., de Bruyne et al. 1999; Hallem and Carlson 2006; Bhandawat et al. 2007; Raman et al. 2010; Jarriault et al. 2010; Nagel and Wilson 2010) and in vertebrates (e.g., Friedrich and Laurent 2001) . In a detailed experimental study, Nagel and Wilson (2010) decomposed single OSN responses in the fruit fly into a two-step process of transduction and spike generation. The former could be adequately described by a linear low-pass filter, the latter by a linear filter which effectively implements a time derivative of the transduction signal.
One plausible biophysical explanation for a phasic-tonic neuronal response characteristic is a neuron-intrinsic mechanism of self-inhibition. Spike frequency adaptation (SFA) is a prominent phenomenon of self-inhibition and ubiquitous in invertebrate and vertebrate neurons (Benda and Herz 2003; Benda and Hennig 2008; Farkhooi et al. 2009a; Benda et al. 2010) . Different currents have been described that can mediate SFA, and a variety of computational single neuron models for SFA have been devised at different levels of abstraction (for review, see Farkhooi et al. 2009a; Benda et al. 2010) . In a recent study of olfactory response dynamics, Farkhooi et al. (2009b Farkhooi et al. ( , 2010 ) devised the neuron model described by Müller et al. (2007) , which resembles a conductance based integrate-and-fire neuron that incorporates an additional slow SFA conductance. As depicted in Figure 7a , each single action potential causes a step-wise increment of the hyperpolarizing SFA conductance (black curve) by a fix quantum q (red steps), which decays exponentially with time constant τ. A rapid succession of action potentials in response to the stimulus onset will accumulate the SFA conductance and, thus, self-inhibit the neuron, progressively reducing the rate of action potential generation until it reaches the steady state. Figure 7b shows the neuron's response behavior when stimulated for 2 s with discrete excitatory events that followed a Poisson process, reminiscent of stochastic transduction events in OSN dendrites (Nagel and Wilson 2010) . The neuron responds to stimulus onset with an initial phasic component before it approaches the adaptation rate. At stimulus offset, the SFA conductance causes a short phase of suppressed spiking matching experimental findings in OSNs (e.g., Nagel and Wilson 2010) . In effect, the SFA mechanism approximates a temporal differentiation (Lundstrom et al. 2008; Tripp and Eliasmith 2010) and may thus account for the phenomenological observation of a differentiating filter that could well describe the transfer function of the spike encoding mechanism in OSNs of the fruit fly (Nagel and Wilson 2010) .
The response behavior of PNs, the secondary olfactory neurons in the insect, exhibit a similar dominant phasic-tonic response component, e.g., in the fruit fly Wilson et al. 2004; Olsen et al. 2007) , in the silkmoth Each action potential (top) induces a small step increase q (red) of the outward SFA conductance (black curve), which decays exponentially with time constant τ. b Spike trains (black ticks) during 20 repeated simulations and estimated firing rate (red curve). For SFA parameters q=1.2 nS and τ=200 ms this results in a phasic-tonic rate profile. c Increasing the effect of the SFA conductance (q=1.5 nS and τ=400 ms) yields a more pronounced adaptation of the tonic response rate. The trial-to-trial variability of the spike response is reduced with increasing strength of SFA yielding a Fano factor of 0.28 in b and 0.14 in c. d-f Dynamic population response across successive layers of the olfactory network. Top panels indicate simultaneous spike train responses of 20 single neurons in each layer; bottom panels show the estimated population rate averaged across all neurons in the respective layer. OSNs (d) and PNs (e) show a phasic-tonic population response due to SFA. f Individual Kenyon cell responses are temporally sparse due to a strong SFA conductance, which results in a sharp transient response in the population rate. d-f Reproduced from simulated data in Farkhooi (2011) .
Dynamic olfactory processing in the honeybee (Namiki and Kanzaki 2008) , and in the locust (Stopfer et al. 2003; Mazor and Laurent 2005) . In single PNs of the honeybee, this component dominates during the early phase of a stimulus (Figure 2a , Krofczik et al. 2008 ). This response profile becomes more evident in the population response (Figure 2b, c) and causes a phasic-tonic evolution of the population code (Euclidean distance in Figure 4e) . At the cellular level, in vitro recordings from dissociated and cultured neurons from pupae of the honeybee (Grünewald 1993 ) and the moth (M. sexta, Mercer and Hildebrand 2002) have described calciumdependent K+currents in PNs, which suggests a possible SFA mechanism (Sivan and Kopell 2006; Belmabrouk et al. 2011) . Direct comparison of OSN and PN responses showed that the phasic component is more pronounced in PNs than in OSNs (e.g., Wilson et al. 2004 ). In the model neuron of Müller et al. (2007) , this can be achieved by increasing the SFA parameters q and τ which increases the effect of self-inhibition resulting in a stronger phasic response component and a lower adaptation rate as demonstrated in Figure 7c .
Beyond the initial phasic-tonic response component, PN spiking responses exhibit slow patterning during the later phases of a continued stimulation (Figure 2a , Sun et al. 1993; Abel et al. 2001; Müller et al. 2002) . This might be due to alternating phases of inhibition and excitation during continued stimulation. However, the model results of Sivan and Kopell (2006) suggest that a SFA mechanism in PNs might suffice to explain slow patterning. Similar, a recent model study by Belmabrouk et al. (2011) showed that self-inhibiting currents are required to explain experimentally observed multi-phasic responses patterns in PNs.
An important secondary effect of SFA is that it decreases response variability and hence supports reliable signal transmission Chacron et al. 2004) . The trial-totrial variability of spike train responses is commonly quantified by the Fano factor . It measures the ratio of the cross-trial variance and mean of the trial-to-trial spike count. In the example of Figure 7 , the Fano factor reduces with increasing strength of the adaptation conductance from 0.28 in Figure 7a to 0.13 in Figure 7b , and hence, signal reliability is increased.
Alternative self-inhibiting mechanism can imply phasic-tonic responses, e.g., selfinhibition at the synapse level through shortterm depression. This was described at synapses between OSNs and PNs in the fruit fly (Kazama and Wilson 2008; Kazama and Wilson 2009) and can produce a phasic-tonic response in PNs to a constant stimulus ).
Temporally sparse odor representation in KCs
The third order olfactory neurons, the KCs, employ a spatially and temporally sparse odor code. This has been demonstrated in the locust (Perez-Orive et al. 2002) , the honeybee (Szyszka et al. 2005; Szyszka et al. 2008) , the moth (Ito et al. 2008) , and the fruit fly (Honegger et al. 2011) . Spatial sparseness refers to the fact that each KC displays a narrow odor spectrum (usually referred to as lifetime sparseness) and, in turn, each odor activates only a very small subset of KCs (population sparseness). This can be explained by the anatomical connection scheme where a relatively small number of PNs, in the honeybee ∼920 uniglomerular PNs of both tracts, make divergentconvergent connections with a much larger (in the honeybee approximately 100-fold) KC population and by a lower sensitivity of the KCs (e.g., Jortner et al. 2007 ). Numbers of PN inputs per KC estimated from physiological recordings vary from 10 (or 2 %) for clawed KCs (Szyszka et al. 2005) to 400 (or ∼50 %) in locust (Jortner et al. 2007) .
Temporal sparseness refers to the fact that KCs produce only very few spikes in response to stimulus onset resulting in a brief transient population response (Perez-Orive et al. 2002; Broome et al. 2006; Szyszka et al. 2005; Ito et al. 2008; Honegger et al. 2011 ). In the locust, it has been shown that PN output is locked to strong oscillations carried by the inhibitory interneuron network (Perez-Orive et al. 2002) and that feed-forward inhibition via lateral horn interneurons together with MB intrinsic inhibitory feedback truncates KC responses (Assisi et al. 2007; Papadopoulou et al. 2011) , effectively implementing a mechanism of coincidence detection that might facilitate a temporal coding scheme.
In the honeybee, it was suggested that inhibitory feedback of MB output neurons in the proto-cerebral-tract could mediate temporal sparseness of Kenyon cells (Szyszka et al. 2005) . Farkhooi et al. (2009b Farkhooi et al. ( , 2010 alternatively suggested a multi-layer feed-forward model of the honeybee olfactory pathway that can reproduce population and temporal sparseness in Kenyon cells without assuming inhibitory feed-forward or feedback inhibition. Their neural network model involves three layers consisting of ∼1,500 OSNs, 24 PNs, and 100 KCs, respectively. The neuron numbers are in relative proportion to the anatomically estimated numbers (cf. Section 2). The network structure assumes a simplified connectivity scheme where the OSNs make convergent random connections with the PNs. The connectivity from the PNs to the KCs is divergentconvergent and random where each KC receives input from 50 % of all PNs. All neurons are modeled by the conductance-based integrated and fire neuron with SFA ( Figure 7a , Müller et al. 2007) , albeit with increasing strength of SFA from the OSN to the PN to the KC layer.
The temporal evolution of the network response to a constant odor stimulus is reproduced in Figure 7d -f. Each OSN in the first layer was constantly excited by a stochastic train of transduction events modeled by a Poisson process. Each event caused a phasic conductance increase, the strength of which was heterogonous across the OSN population. During stimulus presentation, the Poisson intensity was increased by a fix amount for each neuron. As a result, individual OSNs responded with different amplitude (Figure 7d ). The average firing rate in the OSN population in Figure 7d reveals the SFA mediated phasictonic adaptation profile and suppression of spike output after stimulus offset. Due to the convergent but random connections from the first to the second layer, only a subset of PNs exhibited a significant excitatory response. Increased SFA conductance in the PN layer resulted in a more pronounced phasic response component in the population histogram (Figure 7e ). In the third layer, individual KCs typically respond with only very few spikes (Figure 7f ). This is due to a considerably strong SFA conductance with long adaptation time constant that leads to rapid response suppression. Experimental support for strong SFA currents in KCs has been provided by Demmer and Kloppenburg (2009) who studied in detail the physiology of KCs of the cockroach. The KC population response in the model resembles experimental observations for the KC population activity (Ito et al. 2008; Szyszka et al. 2005 ). In the model, each KC produces on average 2.4 spikes during the 2 s stimulus interval and the first 600 ms after stimulus onset comprises ∼65 % of the total number of response spikes, which quantitatively matches the observation by Ito et al. (2008) .
Mechanisms for temporal sparseness involving feed-forward or feedback inhibition as outlined above and the mechanism proposed by Farkhooi and colleagues are not mutually exclusive but may act in concert. If SFA would indeed play a dominant role in regulating temporal sparseness in the honeybee, the experimental prediction would be that systemic blocking of inhibitory transmission would affect response strength and spatial sparseness, both in the PN and the KC layer, but not temporal sparseness in the KC layer (Farkhooi 2011) .
Importantly, the reduction in single neuron variability due to SFA (cf. Section 5.2) transfers to the population activity . This is of relevance because each neuron in the downstream network layer receives input from a population of presynaptic neurons of the previous layer. Thus, SFA increases the reliability of both single neuron output and the population synaptic input to the postsynaptic neuron and hence improves the reliability of signal transmission in all layers.
The simple network architecture with successive stages of fast neural adaptation can approx-imate the mathematical operation of temporal differentiation such that the KC output encodes the time derivative of the input (Tripp and Eliasmith 2010) . This might suggest that the olfactory system of the insect could be designed to focus on temporal changes and to largely ignore constancy in the olfactory input. The experimental prediction is that, under naturally dynamic input conditions, the activity of single KCs is not temporally sparse but rather driven by the naturally occurring fluctuations of odor composition and odor concentration.
CONCLUSIONS AND OUTLOOK
While the basic blueprint of the olfactory system is similar across different insect species and despite the fact that the homology of the insect and the mammalian olfactory system has been stressed in numerous publications, it is increasingly acknowledged that the speciesspecific specialties expressed in anatomical, morphological, and physiological features likely find expression in specialized functions and different coding strategies (Daly et al. 2011; Blumhagen et al. 2011 ) that are specifically tailored to the different ecological demands (Martin et al. 2011; Galizia and Rössler 2010; Rössler and Zube 2011; Hansson and Stensmyr 2011) .
It is now widely accepted that the insect AL does not merely act as a relay station or linear filter of peripheral input. Here, we reviewed the experimental evidence for complex and nonlinear odor processing in the honeybee AL network that reflects the complexity and temporal dynamics of the olfactory input. The specific function of the dual pathway still remains unresolved. With some certainty it can be excluded that it reflects a division in the general odor profile (cf. Section 3.2) as, for example, the division in a general odor and a specialized pheromone system in moths. More intricate differences with respect to the mixture suppression effect, odor specificity, and concentration dependence and subtle differences in single neuron response patterns mostly rely on rather small experimental sample sizes due to the difficulties of stable in vivo intracellular recordings and neuron identification. New methods of extracellular recordings from insect brains have been developed that allow stable recording of multiple single units and they have been successfully applied to record MB output neurons in the honeybee (Okada et al. 2007; Strube-Bloss et al. 2011) . Interesting results can be expected from the adaptation of these methods to the simultaneous extracellular PN recordings in both l-APT and m-APT fiber tracts (Brill et al. 2011 ).
An improved understanding of stimulus processing under natural conditions requires experimental studies under conditions that approximate natural stimuli. This approach has revolutionized our view on sensory processing in mammalian sensory systems (e.g., Felsen and Dan 2004) . The natural olfactory environment of the honeybee is complex and highly dynamic. The classical stimulation protocol used in the laboratory for decades, however, used constant odor stimulation. A number of recent studies have used novel stimulation protocols with time-varying olfactory stimuli, mostly realized through a controlled pattern of rapid valve opening and closing (e.g., Geffen et al. 2009; Nagel and Wilson 2010; Meyer and Galizia (2012) ). Here, computational approaches could make major contributions by testing models of neural information processing in virtual olfactory environments, which simulate the turbulent and filamental structure of odor plumes in order to mimic the spatiotemporal structure and dynamics of point-like and wide-field odor sources that insects encounter in their natural environment.
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