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Abstract: Organic Rankine Cycle (ORC) turbines usually operate in thermodynamic regions
characterized by high-pressure ratios and strong non-ideal gas effects, complicating the aerody-
namic design significantly. Systematic optimization methods accounting for multiple uncertainties
due to variable operating conditions, referred to as Robust Optimization may benefit to ORC
turbines aerodynamic design. This study presents an original and fast robust shape optimization
approach to overcome the limitation of a deterministic optimization that neglects operating con-
ditions variability, applied to a well-known supersonic turbine nozzle for ORC applications. The
flow around the blade is assumed inviscid and adiabatic and it is reconstructed using the open-
source SU2 code. The non-ideal gasdynamics is modeled through the Peng-Robinson-Stryjek-Vera
equation of state. We propose here a mono-objective formulation which consists in minimizing the
α-quantile of the targeted Quantity of Interest (QoI) under a probabilistic constraint, at a low com-
putational cost. This problem is solved by using an efficient robust optimization approach, coupling
a state-of-the-art quantile estimation and a classical Bayesian optimization method. First, the ad-
vantages of a quantile-based formulation are illustrated with respect to a conventional mean-based
robust optimization. Secondly, we demonstrate the effectiveness of applying this robust optimiza-
tion framework with a low-fidelity inviscid solver by comparing the resulting optimal design with
the ones obtained with a deterministic optimization using a fully turbulent solver.
Key-words: Robust Optimization Blade Shape Optimization SU2 Quantile Surrogate-Based Op-
timization Gaussian-Processes Uncertainty Quantification
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Optimisation Robuste basée sur le quantile d’un stator supersonique pour
turbine à Cycle de Rankine à fluide Organique
Résumé : Les turbines organiques à cycle de Rankine (ORC) fonctionnent généralement dans des ré-
gions thermodynamiques caractérisées par des rapports de pression élevés et de puissants effets de gaz non
idéaux, ce qui complique considérablement la conception aérodynamique. Les méthodes d’optimisation sys-
tématiques prenant en compte de multiples incertitudes dues à des conditions de fonctionnement variables,
appelées optimisation robuste, peuvent bénéficier à la conception aérodynamique des turbines ORC. Cette
étude présente une approche d’optimisation de forme robuste et originale permettant de dépasser la limita-
tion d’une optimisation déterministe qui néglige la variabilité des conditions de fonctionnement, appliquée à
une tuyère supersonique bien connue pour les applications ORC. Le flux autour de la lame est supposé non
invisible et adiabatique et il est reconstruit à l’aide du code SU2 à code source ouvert. La dynamique gazeuse
non idéale est modélisée à l’aide de l’équation d’état de Peng-Robinson-Stryjek-Vera. Nous proposons ici
une formulation mono-objectif qui consiste à minimiser le alpha-quantile de la quantité d’intérêt (QoI)
ciblée sous une contrainte probabiliste, à un faible coût de calcul. Ce problème est résolu en utilisant une
approche d’optimisation robuste et efficace, combinant une estimation quantile de pointe et une méthode
d’optimisation bayésienne classique. Premièrement, les avantages d’une formulation à base de quantiles
sont illustrés par rapport à une optimisation robuste classique à base de moyenne. Deuxièmement, nous
démontrons l’efficacité de l’application de ce cadre d’optimisation robuste avec un solveur inviscide basse
fidélité en comparant la conception optimale résultante à celles obtenues avec une optimisation déterministe
utilisant un solveur entièrement turbulent.
Mots-clés : Optimisation Robuste Optimisation de forme SU2 Quantile Optimisation assistée par méta-
modèles Processus Gaussiens Quantification d’Incertitudes
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Highlights
• A novel quantile-based optimization method is proposed for robust design of turbomachinery.
• Robust shape optimization performed for ORC turbine cascade, under a probabilistic constraint.
• Inviscid robust optimization outperforms inviscid/RANS deterministic optimization.
• Quantile-based optimization improves control of QoI variability w.r.t. mean-based optimization.
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1. Introduction
Organic Rankine Cycle (ORC) power systems, based on the application of organic compounds as working
fluids in heat exchangers and turbomachinery, has seen a dramatic technical and economic growth in the
last decade. The variety guaranteed by the broad spectrum of available organic fluids matches the diverse
requirements of widely distributed thermal energy conversion devices [1, 2], which feature a multiplicity of
heat sources (solar thermal collectors, geothermal applications, waste heat from industrial processes, etc).
Such sources typically feature variable loads and, hence, the thermodynamic conditions at the exit of the
boiler/inlet of the turbine undergo large variations; variations combine with the natural seasonal change
in ambient temperature, which might alter the thermodynamic conditions of the condenser/outlet of the
turbine. These variations result in considerable differences in the turbine operation and, in particular, in
a variable aerodynamic load on the cascades of the machine, potentially reducing the turbine performance
with respect to the design condition. This behavior is particularly significant in the present context since,
due to the peculiar thermodynamic behavior of organic fluids, ORC turbines feature few stages with high
expansion ratio and, hence, operate in supersonic/transonic conditions. As well known, supersonic turbines
are prone to the onset of shocks, which grow significantly in strength (and in related aerodynamic loss)
as soon as the turbine exits from design conditions. Therefore, the designer should take into account the
robustness to variation in operating conditions to improve the reliability of ORC technology.
In present-day turbomachinery design, fluid-dynamic shape optimization (FSO) methods are routinely
applied and have recently undergone a significant improvement, offering the possibility to deal with complex
problems at a reduced computational cost [3]. Those methodologies play an even more important role in the
case of technologies entailing the non-ideal compressible fluid dynamics (NICFD), such as ORC turbines,
for which design experience and experimental information are limited to very few cases (see [4] for the very
first experiments on NICFD in supersonic nozzles). In the last five years, concerted research efforts have
been devoted to develop FSO techniques for NICFD applications, such as for nozzles and turbomachinery
blades, using either gradient-based ([5] [6] [7]) or gradient-free algorithms ([8] [9] [10]); a more systematic
comparison between these two classes of optimization, when applied to ORC turbines, is reported in [11]. In
such studies, deterministic formulations of the optimization problem have always been considered, despite the
variability mentioned above in operating conditions. A multi-point approach based on stochastic concepts
is also proposed in [12] to account for operational variability.
The present paper aims at providing a novel contribution to the design of turbomachinery by proposing an
original shape optimization approach. The method overcomes the limitations of deterministic optimizations
in the presence of operative variability by modeling this latter as a random vector, and introducing the
quantification of the related uncertainty within what is called robust optimization process. In general, we
can define robustness as the ability to guarantee a performance which is less sensitive to uncertainties.
Classically, the Taguchi paradigm is applied to ensure robustness [13] i.e., the maximization of the mean
performance while minimizing the associated variance. The present paper proposes a novel method that,
differently than other approaches proposed in Literature, focuses on the quantile.
Robust optimization techniques featuring the explicit uncertainty quantification suffer from dimension-
ality issues, due to a large number of fluid-dynamic calculations required, which eventually determine the
technical feasibility of the method. Surrogate-based techniques are primarily used to limit the overall com-
putational cost; see for example [14] or [15], where a kriging-based Sequential Approximate Optimization
(SAO) strategy is illustrated. A discussion over the interest in using surrogate models for uncertainty-based
optimization is presented in [16], where Kriging and more generally Gaussian Process (GP) techniques are
shown to be very promising. In this context, [17] proposes a formulation based on a target performance and
variance minimization of a specific Quantity of Interest (QoI); the performance function is approximated
with a kriging model in coupled space, and low-cost Monte Carlo sampling on the model allows to build
a second kriging metamodel on the statistical moments. In [18], a GP model is used to perform mean
performance optimization, and optimization is achieved through Bayesian Optimization (BO). Regarding
the minimization algorithm, GP-based techniques such as the Efficient Global Optimization (EGO) have
been massively used in optimization (see for example [19] or [20].
Even though nowadays established and fully demonstrated, RO aimed at minimizing the mean of a QoI
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might suffer from a lack of control of this latter variability. This aspect is particularly relevant for ORC
turbines since the variability is concerning operating conditions and the flow configuration is supersonic, so
the performance sensitivity to input uncertainty might be significant. Alternative formulations are possible
to enhance the control of the variability, taking into account the QoI’s standard deviation, for example by
formulating the objective function as µ ± kσ, or Min σ s.t. µ < µ0 for instance, where µ, σ denote the QoI’s
mean and standard deviation respectively. However, such methods suffer from the fact that the user-defined
parameters k, µ0 have a substantial impact on the final design. Moreover, including explicitly the standard
deviation in the objective function significantly increases the computation burden. In ORC applications,
multi-objective optimization have been proposed considering both the mean and the standard deviation
[21–23]; as already recalled, a multi-point approach was also proposed [12].
In this paper, we propose to minimize a high quantile of the QoI in the context of the ORC turbine blade
optimization. It has the advantage of being highly interpretable: the QoI’s 95% quantile is the threshold
below which 95% of the QoI’s realizations lie, involving that designer may choose a specific quantile level
according to some technical constraints. The quantile can be easily evaluated as a function of the standard
deviation σ, once the probability density functions (PDF) is assigned (for example, 2σ represents q95 for
a gaussian QoI). However, in robust optimization problems applied to aerodynamic design, which feature
large uncertainties and severe non-linear effects, the PDF of the QoI is not known apriori. As a second
consideration, evaluating the quantile with classical Monte-Carlo methods is not cost-effective with respect
to σ evaluation; however, state-of-the-art surrogate-based techniques permits the leverage this issue, by using
a learning technique which exploits the local nature of the quantile, whose assessment can be seen as an
inverse problem for tail probability computation. As shown in this article, the cost to evaluate the quantile
can be even lower, or in any case of the same order of magnitude as the cost of assessing the average for
example. The use of quantile can, however, be particularly beneficial in controlling the PDF of the optimal
design, compared to optimizing an integral quantity such as the mean or the standard deviation.
By virtue of such considerations, the proposed method relies on a double-loop algorithm coupling an
efficient quantile estimation [24], and a bayesian optimization technique [25]. The proposed approach is
applied here to the constrained robust optimization of a well-known supersonic turbine nozzle for ORC
applications [26], that was considered for deterministic optimization with both inviscid [5] and Reynolds-
Averaged Navier-Stokes (RANS) [6, 9] models. It requires an automated sequence of operations consisting
of the parameterization of the blade, mesh generation and finally the CFD evaluation to compute the QoI.
A mesh-convergence study is presented to assess the CFD solution and the influence of the numerical error
within the optimization process. We systematically use an inviscid flow solver for the robust optimizations;
in addition, we also present deterministic optimizations perfomed using both inviscid and RANS-based
flow model, for comparison. In this way, the impact of usign an inviscid model in spite of the RANS one
can be properly evaluated, at least at deterministic level; moreover, the RANS-based optimization can be
directly compared with similar high-fidelity optimization efforts recently documented in Literature ([6, 9]),
thus validating the optimization chain used in this paper. All the optimal configurations are subsequently
analyzed and compared by computing their QoI statistics with the RANS solver. In this article, we show
therefore that for the ORC application, which feature large varability in the actual operation, the use of a
robust optimization method produces more efficient designs (in stochastic sense) with respect to those that
could be obtained using a classical deterministic optimization, independently from the fact that this latter
is performed with invisicd or RANS flow models. This study, therefore, proposes a concrete alternative to
the optimization of ORC turbines with a systematic consideration of the uncertainties of the system.
The paper is organized as follows. The problem of interest and a sketch of the numerical framework is
illustrated in Section 2. Section 3 is devoted to the description of the CFD simulations, design parameter-
ization and numerical verification. In Section 4, the stochastic and optimization algorithms are described
in details. In Section 5, the optimization results are discussed, and the evidence about the interest of the
proposed framework is provided. Conclusions and some perspectives are then provided in Section 6.
RR n° 9293
Quantile-based robust optimization of a supersonic nozzle for Organic Rankine Cycle turbines 6
2. Problem Formulation and numerical framework
A classical single-objective optimization problem with constraints can be formulated as follows
Minimize f (x)
s.t. g(x) ∈ [gmin, gmax]
x ∈ Ω (1)
where f is a scalar QoI depending on a design vector x belonging to the design space Ω, and g is a constraint,
which can assume values in the interval [gmin, gmax].
If the problem is affected by uncertainties, then functions f and g depend also on a vector of random
variables, denoted as ξ. In this case, a very common way of extending the problem mentioned in 1, is to
consider some meaningful statistics of the function f and g. For example, the mean-based optimization
problem consists in:
Minimize Eξ[ f (x, ξ)]
s.t. Eξ[g(x, ξ)] ∈ [gmin, gmax]
x ∈ Ω (2)
where Eξ[·] represents the expectation operator conditioned over the random vector ξ.
The idea of optimizing a combination of statistics stems from the need of limiting the variability of the
QoI; alternatively from the aforementioned approach based on the mean objective function, we propose to
solve the following quantile-based optimization problem:
Minimize qξ95[ f (x, ξ)]
s.t. Eξ[g(x, ξ)] ∈ [gmin, gmax]
x ∈ Ω (3)
where qξ95[ f (x, ξ)] represents 95% quantile of f under the probability measure of the random vector ξ,
satisfying a probabilistic constraint on g.
In this study, we illustrate the interest of such formulation of robust optimization comparing mean-based
and quantile-based optimizations in terms of computational cost and robustness of optimal individuals.
We denote here with f and g the outcomes of the CFD-based simulation, which relies on several steps,
described in Section 3, including a verification analysis about the mesh convergence.
All the optimizations and UQ analyses reported in this paper are performed using Gaussian Process
(GP) surrogates. Surrogates are systematically built over the space of design parameters x, making use of
different functions according to the metrics used for the optimization problem: deterministic optimization
( f ), quantile-based robust optimization (q95), and also a mean-based robust optimization (µ), which is used
as a benchmark for the novel quantile-based optimization here proposed. Note also that a GP surrogate
of the constraint function g over the space of design parameters x is built. The GP surrogate construction
is illustrated in Section 4.1. An Expected Improvement (EI)-based strategy is then applied for solving the
optimization problem, which is presented in Section 4.3.
3. CFD-based simulation
The QoIs i.e., f and g, are computed by means of CFD simulations carried out for given vectors of
design parameter x and uncertainties ξ. This evaluation requires the fulfillment of several steps, which are
depicted in Figure 1. Subsections 3.1, 3.2, 3.3, and 3.4 describe respectively the flow solver, the turbine
cascade configuration and the related nominal and random operating conditions, the mesh generation, and
the parametrization of the blade profile. Finally, Subsection 3.5 illustrates the quantities used for assessing
the performances of the turbine cascade.
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Parametrization [B-Splines - Subsection 3.4]: x
Mesh Deformation [Subsubsection 3.3.2]
CFD Run [Subsection 3.1]: Flow conditions ξ




Figure 1: CFD-based evaluation: f (x, ξ)
3.1. CFD model
The Non-Ideal Compressible-Fluid Dynamics (NICFD) solver included in the SU2 [27–29] suite is em-
ployed to carry out the numerical analysis. The reliability of solver predictions against experiments was
assessed in [30]. The SU2 NICFD solver relies on an embedded thermodynamic library which includes
several Equations of State (EoS) such as the van der Waals and the Peng-Robinson (PR) ones.
In the following, a brief overview of the main features of a non-ideal solver are highlighted.
The three-dimensional Navier-Stokes equations for compressible flows read
∂u
∂t
+ ∇ · f(u) = ∇ · d(u) (4)
The vector of the conserved variables u = (ρ,m, Et)T includes the mass density ρ ∈ R+, the three components
of momentum density m ∈ R3, and the total specific energy Et ∈ R+, Et = ρ
(
e + 12 ||v||2
)
(where e is the specific
internal energy while v = m/ρ is the velocity vector).
The functions f(u) = [m, (m ⊗ m)/ρ + PI,m(Et + P)/ρ]T and d(u) = [0,Π, vT · Π − q)]T ∈ R5 × R3 are,
respectively, the advection and pressure fluxes, and the the viscous and thermal fluxes. In these latter
functions, P = P(u) is the pressure, I is the identity matrix of dimension 3, Π = Π(v) is the viscous stress
tensor and q is the thermal flux.
The system of equations is supplemented by constitutive relations that bound the state of the fluid to
the thermodynamic and to the transport quantities. For a single-component fluid in single-phase conditions,
EoS are needed to provide the functional dependency of a state variable from any given pair of independent
thermodynamic variables, for instance in the form of P = P(T, v) and e = e(T, v). These relations are invertible
and therefore the functional forms T = T (P, v) or v = v(T, e) also exist. The structure of the numerical solver
is of course strictly related to these functional relations. From a numerical perspective, when the Ideal Gas
EoS is employed a set of simplifications are possible. When more complex EoS are considered, a generalized
approach is needed. Therefore, to extend a solver to Non-Ideal flows one has to heavily modify the structure
of the code. The efforts made to extend the SU2 solver to NICFD are described in [31].
In the analysis presented hereinafter, the inviscid fluxes are discretized using a MUSCL approach based
on an approximate Riemann solver (ARS) of Roe upwind type [32–34] along with the slope limiter proposed
by van Albada.
To retrieve the effects of turbulence in RANS simulations, the Menter’s k-ω Shear Stress Transport (SST)
[35] model is used because of its capability of resolving the near-wall region of the boundary layer as well as
the free-stream region, making it widespread in turbomachinery applications.
The SU2 suite is also equipped with Non-Reflecting Boundary Conditions (NRBC) [36] which are ex-
ploited throughout this work. NRBC are designed to avoid spurious pressure oscillations due to the reflection
of spurious pressure waves at domain boundaries.
RR n° 9293
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3.2. Turbine configuration
The turbine configuration of interest is a well known axial-flow supersonic nozzle cascade operating
with siloxane MDM, first presented in [26]. The properties of the MDM are reported in Table 1; in all
the calculations the thermodynamic behaviour of the fluid is described by the Peng-Robinson-Stryjek-Vera
Equation of State. Uniform thermo-physical quantities are also assigned, estimated as representative values
for the entire transformation by resorting to the RefProp library.
Critical pressure 14.152 bar
Critical temperature 564.1 K
Critical density 256.82 kg.m−3
γ 1.0165
Acentric factor ω 0.529
Gas constant 35.152 J/kg/K
µ 1.1517 × 10−5 Pa.s
k 0.03799 W/(m.K)
Table 1: Gas properties of the siloxane MDM
Since this work aims at the aerodynamic optimization of the blade profile, the flow model focuses on
the two-dimensional flow around the blade profiles at the midspan section of the cascade. Total Pressure
Ptin, total Temperature T tin, and axial flow direction are assigned at the inlet, while static pressure Psout is
given at the outlet. The inlet turbulent parameters are assigned considering the a typical turbomachinery
environment, namely a turbulence intensity of 3% and a turbulent-to-molecular viscosity ratio of 100.
The cascade operates with a design expansion ratio of about 7.5, expanding the organic fluid from
8 bar and 545 K as reported in Table 2. As already recalled in the Introduction, ORC power systems
operate in a context of continuous variability that alter the thermodynamic conditions both at the inlet
and at the outlet of the turbine. Such variability propagates within the turbine and results in a change of
boundary conditions for each cascade. Following [12], in this study we model the operational variability as





out]. The range of these uncertainties is also reported in Table 2. Note that the selection of
the test-cases and the prescribed ranges of variability are based on previous experiences of the authors and
on the very few information on the topic available from literature. However, the aim of the paper is not
to optimize a specific technical case but to investigate a challenging optimization problem for that robust






Nominal 8 bars 545.15 K 1.072 bars
Random U[7.6, 8.4] bars U[541.15, 549.15] K U[1, 2] bars
Table 2: Operating Conditions: Nominal and Random (Uniform and independent).
Note that we neglect the uncertainties on the parameters of the TD model since previous studies [21]
provided evidence about their limited impact with respect to the uncertainties on operating conditions for
turbine cascades.
A potential interest could be to include the epistemic uncertainty associated with a specific choice of
the thermodynamic model. However, given the increase in the calculation cost that would be associated,
it would be preferable to use a more accurate equation of state, which however is not available within the
SU2 suite. If we add this effect, we should modify this strategy by inserting a multi-fidelity representation
of the CFD result. In this work, by relying on all the results presented in the literature [21, 22], we assume
that the results of the optimization would hardly be different since the estimated effect of the TD model is
systematically negligible compared to other sources of uncertainty.
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3.3. Mesh Generation/Deformation
The calculations presented in this paper required the development and application of dedicated mesh
generation and mesh deformation tools, as during the optimization process several blade profiles are pro-
gressively generated and the mesh has to be modified at each design step. The mesh generation is described
in Subsubsection 3.3.1, while the Subsubsection 3.3.2 explains how the initial mesh is deformed during
optimization.
3.3.1. Mesh Generation
The numerical grids are generated using an in-house tool based on an advancing-front/Delaunay algo-
rithm. To create hybrid grids suitable for viscous simulations, quadrilateral elements are first added over
the solid walls, to build a boundary layer mesh. Afterwards, the advancing front algorithm triangulates
the remaining portion of the computational domain. The typical fish-tail shock pattern occurs [26] at the
blade trailing edge. Thherefore, grids are properly refined in the regions where shock waves are expected to
develop.
In this study, both the Euler and the RANS models are considered to model the flow developing around
the blade Grids addressed to inviscid (Euler model-based) simulations require a special treatment of the
blade trailing edge region. In the Euler model, the lack of viscosity prevents the inviscid flow to detach from
solid boundaries and this may lead to non-physical solutions, especially when the wall is subject to a smooth
but strong curvature. The inherent numerical viscosity arising from the discretization of the Euler equations
somehow allows to retrieve the separation that does occur at the trailing edge of a blade. However, as the
artificial viscosity depends on the local cell size, the separation point also depends on the mesh resolution;
with the typical refinement levels employed for transonic/transonic flows in turbine cascades, the separation
point might be ill-predicted, leading to local non-physical states and convergence issues. The truncation
of the geometry at the trailing edge introduces two sharp corners that enforce the separation of the flow,
generally yielding to an improved convergence rate. For this reason a truncated trailing edge is employed for
all the inviscid simulations. Conversely, the original round trailing edge is retained for RANS simulations.
In Navier-Stokes simulations, the height of the first cell of the boundary layer grid is set to 2 · 10−7 [m],
which corresponds to y+ ≈ 1. The y+ value is evaluated starting from flat plate correlations considering the
fluid viscosity provided in Table 1, the stream velocity and the density resulting from Euler simulations at
the cascade-exit, and blade chord as reference length.
3.3.2. Mesh Deformation
In this study, we employ a grid deformation strategy in order to accommodate the boundary displacement
due to the optimization process. The present approach follows the work of [37], successfully applied in [5],
to achieve a highly flexible and robust deformation tool for unstructured meshes, based on the interpolation
of boundary nodes displacements to the whole mesh with Radial Basis Function (RBF’s). A linear system of
equations only involving boundary nodes has to be solved, and no grid connectivity information is needed.
Notations. The following notations will be adopted in this subsubsection only. d denotes the dimension
space (here d = 2), x ∈ Rd a node in the mesh, xnew ∈ Rd its new location, nb the number of boundary nodes,
{xb j } j∈⟦1,nb⟧ the set of nodes at the boundary, p a polynomial.
The interpolation function s : Rd → Rd, describing the displacement in the whole domain, can be





∥∥∥x − xb j∥∥∥) + p(x), (5)
where Φ is a given RBF. Coefficients of the linear polynomial p and α j are determined by the interpolation
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conditions:
s(xb j ) = db j (6)
nb∑
j=1
α jq(xb j ) = 0 (7)
db j is the imposed displacement of the boundary node xb j . Equation 7 has to be satisfied for all polynomials
q with a degree less or equal than that of polynomial p. In our case, the displacement db j is nullified for
all boundary nodes, except the ones belonging to the blade. Independently for each spatial direction, the
coefficients of the polynomial p and α j are recovered solving a (nb + 4) × (nb + 4) symmetric positive definite
linear system, using a Cholesky decomposition for instance.
The new position xnew of a node in the interior domain initially located in x is then directly derived:
xnew = x + s(x) (8)
Each point is moved individually involving that no mesh-connectivity information is needed. The RBF
retained in this work is the so-called Volume function, with global support, defined by Φ(r) = r. This grid
deformation tool is particularly easy to implement, robust, and computationally cheap, so perfectly suitable
for the present work.
3.4. Geometry Parametrization
In order to reconstruct the 2D blade profile employing a minimum number of variables, an unique B-
spline curve is used to parametrize both pressure and suction sides of the cascade. An exhaustive description
of B-splines curves/surfaces can be found in [38] [39]. The approach follows the one successfully applied in
[9]. The trailing edge is considered separated from the B-spline, which therefore has to be constrained to
pass by the two control points that define the trailing edge, and it is assumed to be a circular arc.
Notations. The following notations will be adopted in this subsection only: n, k, P, p, N, x.





where ai denotes the i-th control point (CP) with i ∈ ⟦0, n⟧. Ni,k(t) is the corresponding k−1 degree polynomial









where {t j} j∈⟦0,n+k⟧ denotes the increasing so-called knot sequence, and t ∈ [tk−1, tn+1] is a scalar parametrising
the B-Spline curve.
Properties. We recall some properties on B-splines:
• Polynomial Degree: p(t) is a k degree polynomial curve on ]ti, ti+1[.
• Regularity at junction points: p(t) is Ck−2 at junction points p(ti).
• Influence Range: CP ai affects p[ti,ti+k].
• Local Control Property: p[ti,ti+1] is influenced by the k CP (ai−k+1, ..., ai).
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Baseline Approximation. The first step is to approximate by a B-Spline curve the baseline geometry repre-
sented by P + 1 data points pl.
The polynomial degree k, the number of CP and the knot sequence {t j} j∈⟦0,n+k⟧ are user defined.




∥pl − x(ωl)∥2 (11)
where x is the B-Spline curve obtained for a given set of control points {ai}. The sequence {ωl} is computed
as the curvilinear abscissae of the points {pl}l∈⟦0,P⟧. ∥.∥ is the Euclidian distance. Rewriting equation 11
using 9 results in a least squares minimization problem which resolution leads to a linear symmetric system,









N j,k(ωl), j ∈ ⟦0, n + 1⟧. (12)
Each dimensional component of ai can be solved independently, by means of Cholesky Decomposition for
example. The B-Spline curve is constrained to pass through the first and last data points to create a closed
curve along with the circular-shape trailing edge. Ck−2 regularity is ensured by imposing the first (resp.
last) data point to match the first CP a0 (resp. last CP an) by selecting a knot sequence with a so-called
multiplicity k at end points, namely t0 = ... = tk−1 (resp. tn+1 = ... = tn+k).
Choice of knot sequence and impact on parametrization. The knot sequence spacing, namely {t j+1−t j} j∈⟦0,n+k−1⟧,
regulates the spacing between the control points, and is chosen following several guidelines: (i) to limit the
geometrical error in the reconstruction; (ii) to exploit the non-uniform distribution of CPs, reducing the
distance between the CPs in regions of higher curvature; (iii) to limit the CP number in interesting areas
for the optimization, thus reducing the design dimension. In this work, n+ 1 = 30 CP points are chosen and
k = 3, resulting in C1 regularity at junction points and p(t) is polynomial curve of degree 3 on [ti, ti+1]. 11
CPs are allowed to move in the direction normal to the blade (Figure 2), within a predefined range aimed
at preventing unfeasible designs and mesh-deformation issues, while ensuring high design flexibility. Note
that the displacements of the 4 CPs closest to the trailing edge are linked each other, so that only one CP is
movable and the other ones move rigidly with the former; this allows reducing the design dimension while
keeping constant geometrical parameters like the thickness and the wedge angle that are important for the
structural integrity of the blade.
Fit the parametrization ω̄l. Once the optimal CP positions ai are evaluated solving Equation 12 based on
an initial set (possibly large) of data points pl representing the baseline, the sequence ω̄l has to be recovered
to match the new set of points { p̄l}l∈⟦0,P̄⟧ defining the blade geometry in the mesh used for optimization
purpose. A 1D optimization problem has to be solved for each new point p̄l








, l ∈ ⟦0, P̄⟧. (13)
Parametrization Vector x. In the following, x will denote the vector of normal displacements of the moving
CP.
3.5. Performance assessment of the turbine cascade
In this paper, we focus specifically on two performance parameters. One parameter, ∆P, is defined
according to [9] as the standard deviation of the azimuthal pressure distribution evaluated half of an axial
chord downstream the blade trailing edge; it is also the targeted quantity used for the optimization. The
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(a) Blade Parametrization (b) Zoom at Trailing Edge.
Figure 2: Baseline profile approximated by B-splines: 30 CP, 11 Free CP (red), 19 Fixed CP (black).





In this work, ∆P and Y are used as objective function in the optimization. Minimizing ∆P within the
optimization is convenient for such highly supersonic cascade since it allows achieving a severe reduction of
the shock strength, and hence of the shock loss, thus improving the cascade performance and, at the same
time, reducing the perturbations entering the downstream rotor. However, also Y is evaluated because a
proper analysis of the cascades demands the quantification of an aerodynamic performance parameter.
4. Algorithm Description
Subsection 4.1 discusses the surrogate implementation at the basis of the stochastic and optimization
methods, described respectively in Subsection 4.2 and 4.3.
4.1. Gaussian-Process-based Surrogate Model
Surrogate models, a.k.a. meta-models, aim at simulating at low cost a model M of interest, usually
computationally expensive. From a given dataset {xi,M(xi)}, the surrogate is built to approximate the scalar
model M. In this study, we employ Gaussian Processes (GP) [40] to represent the quantities of interest,
using the library GPy [41] developed in Python. The model of interest is assumed to be a realization of
underlying zero mean Gaussian Process Z with the covariance between two sample xi and x j defined by
CZ(xi, x j) = σ2ZR(xi − x j, θ), (14)
where σ2Z is the variance of the GP and θ a vector of so-called hyperparameters driving the so-called auto-
correlation function R, a.k.a. kernel, such as Gaussian, Matern, or low-order polynomial functions basis. In
this work, we use a sum of a first order polynomial and Matern32 kernels. The calibration step consists
in identifying the optimal values of θ and σ2Z . We use the Maximum Likelihood Estimation technique for
identification. The GP approximation at an unknown sample x is thus given by its Best Linear Unbiased
Estimation (BLUE, see [42]), which is shown to be a Gaussian random variable M̂(x):
M̂(x) ∼ N(µM̂(x), σM̂(x)) (15)
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N refers to the univariate gaussian law, and µM̂(x), σM̂(x) are computed by means of the Gaussian Process
algorithm. Further details can be found in [40]. The so-called predictive mean M̃(x) = µM̂(x) is used as a
surrogate ofM(x). An epistemic prediction uncertainty characterized by the variance σ2
M̂(x)
is also provided.
Note that methods presented in this paper are compatible with any meta-model based on GPs, including
the Kriging one.
4.2. Uncertainty Quantification (UQ) Methods
Several stochastic techniques are necessary for the present study, and are described in the current Sub-
section. In the robust optimization process, a quantile of the QoI has to be evaluated efficiently for each
design; the techniques here employed for the efficient quantile estimate is discussed in Subsubsection 4.2.2).
The optimal profiles are assessed using both inviscid and RANS CFD evaluations, based on LHS experi-
ments in the stochastic space. The variability of scalar random performance parameters is studied in terms
of its PDF (Probability Density Function) and statistics, using the techniques discussed in Subsubsection
4.2.1. We also investigate variability distributed on the flow field, in terms of Mach number. In this latter
case, due to the large number of QoI involved, a different stochastic approach is considered, presented in
Subsubsection 4.2.3.
4.2.1. UQ Surrogated-based: Scalar Statistics Evaluation
Let us introduce the generic random variable G(X) where G is a scalar function depending on a random
vector X characterized by its so-called joint Probability Density Function (PDF) fX. In this study, the




quantile = qXα [G(X)], for α ∈ [0, 1]. We recall their definition here.




The so-called variance of G(X) is defined as:
VX[G(X)] = EX[G(X)2] − EX[G(X)]2. (17)
The Coefficient Of Variation (CoV) defined by CoV = σG
µG
is used to quantify the normalized variability of
G, if µG , 0. The α-quantile qXα [G(X)] is defined as:
qXα [G(X)] = inf{q ∈ R s.t. PX(G(X) < q) ⩽ α}. (18)
where PX refers to the probability measure relatively to X.
An interpretation of the quantile is given through the following example: let us denote with qξ0.95[∆P(x, ξ)],
the 95% quantile of ∆P(x) for a given blade profile parametrized by x. ∆P(x) is considered as a scalar random
variable, whose variability is related to the random vector ξ. 95% of the realizations of ∆P(x) are lower than
qξ0.95[∆P(x, ξ)]. Otherwise speaking, the probability that ∆P(x) is lower than q
ξ
0.95[∆P(x, ξ)] equals 95%, i.e.
Pξ(∆P(x) < qξ0.95[∆P(x, ξ)]) = 0.95.
In order to compute all these statistics accurately, surrogate model and Monte Carlo techniques are used.
Based on a Design of Experiment (DOE) using Latin Hypercube Sampling (LHS) where the performance
function G is evaluated, a surrogate G̃ is built (Subsection 4.1). A large Monte Carlo Sampling (MCS) is then
drawn and evaluated by means of the surrogate in order to estimate empirically the statistics. Stochastic
convergence is assessed a-posteriori, estimating the statistics for different DOE sizes. The detailed steps are
the following:
1. Build a DOE (LHS) and evaluate the performance function G at each sample, yielding: {x0j ,G(x0j )} j∈⟦1,NLHS ⟧,
where x0j refers to a realization of the random vector X.
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2. Build a GP surrogate from the DOE: G̃
3. Sample a large MC set: {xk}k∈⟦1,NMC⟧
4. Compute MC empirical mean, variance, and α-quantile: respectively µ̂G̃, σ̂2G̃, and q̂
G̃
α based on the












(G̃(xk) − µ̂G̃)2 (20)
q̂G̃α =G̃(x⌈αNMC⌉) (21)
Concerning the mean, its estimate is the most obvious calculation and does not require a specific treat-
ment, once the GP-surrogate for the QoI has been obtained. The method is summarized in Algorithm
1.
Algorithm 1: Mean Estimation
Input: NLHS , NMC
1 Initial DoE: {x j,G(x j)} j∈⟦1,NLHS ⟧ ;
2 Build GP Metamodel: G̃ ;
3 Mean Estimation using Equation 19 and NMC MC samples ;
4.2.2. Efficient Quantile Estimation
For each given blade profile parametrized by a design vector x, the 95-quantile qξ95[∆P(x, ξ)] of the random
variable ξ → ∆P(x, ξ), where ξ denotes the random vector of the input uncertainties, needs to be accurately
evaluated. The algorithm proposed is very similar to the one in [24]. For a sake of clarity, the algorithm
is described for the generic problem of evaluating the quantile q of level α ∈ [0, 1] for the (expensive)
scalar performance function G(X), where X is a random vector of Rd characterized by its joint PDF fX:
PX(G(X) < q) = α.
The algorithm can be divided in three main steps:
1. Set an initial DOE and build an initial surrogate G̃.
2. Select a batch of K candidates based on the current G̃ knowledge. Evaluate the K samples. Update
G̃.
3. Repeat Step 2 until a stopping criterion is satisfied.
Initial DOE. An initial DOE of size NLHS is generated using LHS. A slight modification is done w.r.t. the
original algorithm [24]: an iso-probabilistic transformation T (e.g. Rosenblatt or Nataf transform) is used to
perform the LHS in the standard space, namely a space where all variables are independently and normally
distributed with zero mean and unit variance. More specifically, we write U = T (X), where U ∼ N(0, Id) is
the standard normal random vector of Rd. NLHS samples of the random vector U are generated by means
of LHS in [amin, amax]d: {uk}k∈⟦1,NLHS ⟧. The performance function G is then evaluated on the physical samples
{xk}k∈⟦1,NLHS ⟧, defined as xk = T−1(uk). A first surrogate G̃ is built from this DOE. This modification aims at
generating samples in regions of low probability. amin and amax should be set in good agreement with the
target quantile level α. We propose the following rule of thumb:
amax = −amin = Φ−1(max(1 − α, α)), Φ denoting the so-called cumulative density function of the univariate
gaussian law.
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Batch Selection. In cases where parallel computing is available, it can be beneficial to add multiple points
at the same time to speed up the overall computation even if the procedure may be slightly suboptimal.
K samples are determined at the beginning of each iteration, the corresponding model responses being
evaluated computed simultaneously on K independent CPUs. More details can be found in [24].
Stopping Criterion. The adaptive sampling strategy described in the previous paragraph is performed until




where ϵ is a small value, typically 5% and qre f is a normalization quantity that can also be set to q, the
current quantile estimate; q+ and q− are bounds estimates of the quantile, using the gaussian nature of
the surrogate [24]. In cases where the quantile q is totally unknown and can be close to zero, a suitable
normalization constant could be σG, the empirical standard deviation of G(X) [24]. In this paper, qre f is set
to the QOI ∆P at nominal condition for the baseline profile. If the relationship 22 holds, the surrogate is
considered to be accurate enough for the quantile estimation. The tuning parameters related to the efficient
surrogate-based quantile estimation used here are summarized in Table 3.
NLHS amax NMC K ϵ qre f
8 2 106 8 0.05 ∆Pbaseline
Table 3: Tuning Parameters for the Surrogate-based Quantile Estimation
The method is summarized in the Algorithm 2.
Algorithm 2: Efficient Quantile Evaluation
Input: NLHS , ϵ, qre f , G : Rd → R
1 Initial DoE: {x j,G(x j)} j∈⟦1,NLHS ⟧ ;
2 Build GP Metamodel: G̃ ;





5 Selection K samples [24]: {x̄1, ..., x̄K} ;
6 Evaluation: {G(x̄1), ...,G(x̄K)} ;
7 Update Metamodel ;
8 Estimation q+, q−, q
9 Return q ;
4.2.3. PCA-UQ Surrogated-based: Vector Statistics Evaluation
We are interested in evaluating efficiently statistics where the quantity of interest is a vector, possibly
with a large dimension (say 105). As a consequence, the method presented in Subsubsection 4.2.1 is not
tractable, since it would require to build a large number of surrogate models.
Let us consider the generic random variable G(X) where G : Rd → Rn is a multidimensional function
depending on a random vector X characterized by its PDF fX. In the following, we describe a stochastic
method combining a PCA (Principal Component Analysis) decomposition to reduce the dimension space n,
surrogate modeling and MC sampling. Below, a summary of the method:
1. Set an initial DOE: Data generation using LHS.
2. PCA: compute the eigenmodes, and select the most energetic ones.
3. Build a surrogate of each scalar coefficient in the reduced basis.
4. MC sampling on the scalar coefficients.
5. Recover the statistics of G
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Initial DOE. As in Subsubsection 4.2.1, NLHS samples using LHS are generated, then stored in the mean
subtracted data matrix Y = [G(xi)( j) − µ( j)G ]i j ∈ RNLHS×n. µG ∈ Rn denotes the data empirical mean, defined





( j). G(xi)( j) is the j-th component of the vector G(xi) ∈ Rn. Mean subtraction is an
integral part of the solution towards finding a principal component basis minimizing the data approximation
mean square error [43].





C ∈ Rn×n is then decomposed into an orthogonal basis of eigenvectors V = (v1, ..., vn), involving vTi v j = δi j, as
C = VΛVT (24)
Λ = diag(λ1, ..., λn) is a diagonal matrix where the positive eigenvalues are sorted in decreasing order. L
modes are retained based on the following cumulative energy eigenmodes criterion:









represents the normalized cumulative energy associated
to the l first modes. The closer the threeshold is to 1, the more modes are selected and the more accurate
the approximation is. Note that in the cases that we consider, NLHS << n, so the covariance matrix C has a
rank NLHS at maximum so l ≤ NLHS . The l eigenvectors {vk}k∈⟦1,l⟧ with vk ∈ Rn are set are basis vectors, the
vector solution G(x) at an unknown location x is sought in the form




where hi(x) are the scalar coefficients in the reduced basis, which need to be approximated by a surrogate. The





h̃i(x)vi + µG (27)
Mean and Variance. The decomposition in the reduced basis (Equation 26) is used to approximate the
random vector. From the linearity of the operator EX, we obtain:




where µhi = EX[hi(X)] denotes the mean of the coefficient hi. The variance of G(X) is derived by component
j ∈ ⟦1, n⟧, since they are uncorrelated w.r.t. the random vector X:
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where σ2hi = VX[hi(X)] and ρik = EX[hi(X)hk(X)] − µhiµhk denote respectively the variance of hi and the





, ρik are evaluated numerically by means of MC on the metamodels h̃i so the mean (resp. variance)
of G̃(X) are easily reconstructed using Equation 28 (resp. Equation 29).
Numerical Aspects. Note that in practice, the eigen-decomposition (∆, V) is not obtained by evaluating the
covariance matrix C and then perform the diagonalization as suggested by Equation 24. Indeed, C ∈ Rn×n
can be very large and ill-conditioned since cond(C) = cond(Y)2.
A Singular Value Decomposition (SVD) on the mean subtracted data matrix Y is preferred, yielding
Y = UΣVT (30)
U ∈ RNLHS×NLHS is an orthonormal matrix with the property UT U = INLHS . Σ ∈ RNLHS×n is a diagonal matrix of













4.3. Framework for Surrogate-based Design Optimization
We perform four different optimizations in this study. The first two ones are under a deterministic
constraint: one based on the inviscid flow model and aimed at minimizing ∆P and the other based on the
RANS flow model and using Y as QoI. For both cases, the mass flow rate is the constraint function. Note
that in the RANS-based optimization, the fitness function to optimize is Y and not ∆P, since this is a
more traditional choice for RANS optimization. This case is introduced as a benchmark for illustrating the
usefulness of using an inviscid model for driving the optimization, which could yield optimal design with
efficient performances also for RANS simulations. The RANS-based optimization is made feasible by the
relatively low cost of the deterministic formulation. The algorithmic details for deterministic optimization
are given in Subsection 4.3.1.
The two latter are robust optimizations, using the inviscid flow model, with the following formulations:
the first one is based on a classical formulation, and it is focused on the minimization of the mean of ∆P (See
Subsubsection 4.3.2); the second one is based on the novel approach proposed in this paper, and aims at
minimizing the 95% quantile of ∆P (See Subsubsection 4.3.3). Both the robust optimizations are formulated
under a mean-based probabilistic constraint on the mass flow rate.
4.3.1. Constrained Deterministic Optimization
For an n-dimensional problem, we are concerned with solving the following single-objective optimization
problem:
Minimize f (x)
s.t. g(x) ∈ [gmin, gmax]
x ∈ Ω (33)
where f and g denote respectively the objective and constraint functions, and x is the vector of design
variables corresponding to a blade parametrization, Ω being the design space, tensor product of intervals
defined by upper and lower limits of each component of x.
We employ a classic bayesian framework for Surrogate-Based Optimization (SBO):
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1. Set an initial DOE and build initial surrogates for the objective and the constraint functions.
2. Generate a new design solving a sub-optimization problem based on the surrogates. It aims at either
further explore the design space or exploit a promising region. The new design is evaluated by means
of the original objective function y (CFD). Surrogate models are updated.
3. Repeat Step 2 until a stopping criterion is satisfied or a maximal evaluation budget is reached.
A general sketch of the proposed framework for tackling robust optimization problems is provided in
Figure 3.
LHS: {xi, f (xi), g(xi)}i
Build GP Surrogates [Subsection 4.1]: f̃ , g̃





Figure 3: General Sketch of the Expected Improvement [25]-based algorithm used for Deterministic Optimization (Eq. 2).
Initial DOE. An initial DOE of size NxLHS is generated using LHS over the design space [xmin, xmax], for which
the objective and constraint functions are evaluated (CFD): {xi, f (xi), g(xi)}i∈⟦1,NxLHS ⟧. Surrogates of f and g
are then built (Subsection 4.1).
Sample Infill Criterion and Sub-optimization. We focus on one of the most popular criterion in Efficient
Global Optimization (EGO) [25]: the Expected Improvement (EI).
For a given untried sample x, the Improvement is defined as
I(x) = max(0, fmin − f̂ (x)), (34)
fmin denoting the minimum objective function value observed so far. f̂ (x) is the gaussian predictor of the
GP based surrogate of f at the sample x. Note that I(x) is a random scalar value which is positive when the
prediction is lower than the best value known thus far, set to 0 otherwise. The new query point is found by
maximizing the expected improvement:
x∗ = arg max EI(x) (35)
EI(x) = E f̂ (x)[I(x)] denotes the so-called Expected Improvement at x, whose analytical expression is given by
[25]:
EI(x) =(µ f̂ (x) − fmin)Φ(Z) + σ f̂ (x)ϕ(Z) if σ f̂ (x) > 0
=0 if σ f̂ (x) = 0 (36)
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, Φ (resp. ϕ) is the univariate gaussian standard cumulative (resp. probability) density
function.
The original EI infill criterion [25] in Equation 35 is slightly modified in order to take into account for
the constraint. The new query point thus reads:
x∗ = arg max EI(x)
s.t. g̃(x) ∈ [gmin − 2σĝ(x), gmax + 2σĝ(x)]
x ∈ Ω (37)
The sub-optimization problem Equation 37 can be solved by means of any gradient-free optimizer, e.g. using
Covariance Matrix Adaptation (CMA) [44] in Python. x∗ is then evaluated with CFD, and surrogate models
are updated.
The bayesian optimization framework is summarized in Algorithm 3 for a sake of clarity.
Algorithm 3: Bayesian Optimization
Input: NxLHS , Nx
1 NxLHS samples: {xi, f (xi), g(xi)}i ;
2 Build GP and EI (Eq. 36): f̃ (x), g̃(x), EI(x) ;
3 i = NxLHS ;
4 while i < Nx, do
5 Selection: xi+1 = arg max EI(x) s.t. g̃(x) ∈ [gmin − 2σĝ(x), gmax + 2σĝ(x)], x ∈ Ω ;
6 Evaluation: f (xi+1), g(xi+1) ;
7 Update GP, EI ;
8 i← i + 1
9 Return xi ;
4.3.2. Robust Optimization: Mean Minimization
We describe the approach used to perform the following classical mean robust optimization:
Minimize Eξ[ f (x, ξ)]
s.t. Eξ[g(x, ξ)] ∈ [gmin, gmax]
x ∈ Ω (38)
where f and g are scalar random functions, f representing the objective to minimize and g the constraint.
ξ is the random vector, and x is the vector of design variables. A very similar approach w.r.t. the robust
optimization consisting in minimizing a quantile is considered, the only difference consisting in computing
the estimation e f (x) of the mean Eξ[ f (x, ξ)], for each design sample x using the surrogate-based method
described in Subsubsection 4.2.1 based on NξLHS = 24 LHS samples. The LHS sample size is selected based
on stochatic convergence study not shown here for a sake of brevety.
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The method is summarized in Algorithm 4, based on the mean estimation recalled in Algorithm 1.
Algorithm 4: Robust Optimization: Mean Formulation
Input: NxLHS , Nx, N
ξ
LHS , NMC
1 Sample NxLHS LHS profiles: {xi}i ;
2 Evaluate Means e f (xi), eg(xi): Algorithm 1 with NξLHS , NMC ;
3 Build GP and EI (Eq. 36): q̃ f (x), ẽg(x) ;
4 i = NxLHS ;
5 while i < Nx do
6 Selection: xi+1 = arg max EI(x) s.t. ẽg(x) ∈ [gmin − 2σêg(x), gmax + 2σêg(x)] ;
7 Evaluate Means e f (xi+1), eg(xi+1): Algorithm 1 with NξLHS samples Update GP and EI ;
8 i← i + 1




LHS ṁmin [%] ṁmax [%] N Nx
9 5n 24 98 102 106 300
Table 4: Parameters for the Deterministic and Robust Optimizations (Subsubsection 4.3.1 and 4.3.3).
4.3.3. Robust Optimization: Quantile Minimization
Here we are concerned with solving the following single-objective optimization problem:
Minimize qξ95[ f (x, ξ)]
s.t. Eξ[g(x, ξ)] ∈ [gmin, gmax]
x ∈ Ω (39)
where f and g are scalar random functions, f representing the objective to minimize and g the constraint.
ξ is the random vector, and x is the vector of design variables.
To solve this optimization problem, we propose a nested approach combining the SBO framework de-
scribed in Subsubsection 4.3.1, and the UQ tools described in Subsection 4.2:
• For each design sample x0, the estimation q f (x0) of the 95-quantile qξ95[ f (x0, ξ)] is carried out running
CFD evaluations in the stochastic space (Algorithm 2), the latters being used to evaluate the estimation
eg(x0) of the mean Eξ[g(x0, ξ)] (Algorithm 1).
• The functions q f (x) and eg(x) are directly plugged-in the SBO framework described in Subsubsection
4.3.1.
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The present method is summarized in Algorithm 5.
Algorithm 5: Robust Optimization: Quantile Formulation
Input: NxLHS , N
ξ
LHS , N
x, ϵ, qre f
1 Sample NxLHS profiles: {xi}i ;
2 Evaluate Quantile q f (xi): Algorithm 2 with inputs NξLHS , ϵ, qre f , f (xi, ·) ;
3 Evaluate Mean eg(xi): Algorithm 1;
4 Build GP and EI (Eq. 36): q̃ f (x), ẽg(x) ;
5 i = NxLHS ;
6 while i < Nx do
7 Selection: xi+1 = arg max EI(x) s.t. ẽg(x) ∈ [gmin − 2σêg(x), gmax + 2σêg(x)] ;
8 Evaluate Quantile q f (xi+1): Algorithm 2 with inputs NθLHS , ϵ, qre f , f (xi+1, ·), x ∈ Ω ;
9 Evaluate Mean eg(xi+1): Eq. 19 Update GP and EI ;
10 i← i + 1
5. Results
The capabilities of the methods described in Section 4 are demonstrated by redesigning the supersonic
cascade first investigated in [26] and optimized under deterministic assumptions in [5], [9], and [6]. Four
formulations are compared:
• Euler-Based Deterministic Optimization: the blade is optimized considering fixed operating conditions
(nominal design point, as defined in Table 2) under the constraint of preserving the baseline mass-
flow within a 2% range. This case is performed following the deterministic optimization algorithm
described in Subsubsection 4.3.1, based on inviscid simulations where the QoI is ∆P. The resulting
profile is referred to as the O-E profile.
• RANS-Based Deterministic Optimization: this case is similar to the former, but based on RANS
simulations where the QOI is Y. The resulting profile is referred to as the O-NS profile.
• Robust Optimization - Mean Formulation: This case accounts for the environmental variability mod-
eled by a random vector ξ (as defined in Table 2), using a classic robust optimization formulation,
namely minimizing the QoI mean using the method described in Subsubsection 4.3.2, under the con-
straint of preserving the mean mass-flow rate within 2% of the baseline value. This profile is referred
to as the RO-E-µ profile and is based on inviscid simulations.
• Robust Optimization - Quantile Formulation: This optimization also accounts for environmental vari-
ability modeled by a random vector ξ (as defined in Table 2), solving the quantile-based optimization
problem described in Subsubsection 4.3.3, referring to the 95% quantile, under the constraint of pre-
serving the mean mass-flow rate within 2% of the baseline value. This profile is referred to as the
RO-E-q95 profil and is based on inviscid simulations.
∆P is the best candidate as QoI for the euler-based optimization of this cascade, for several reasons.
Previous studies [5, 26] indicate that the baseline cascade features a strong shock released downstream,
whose mixing contributes significantly to the loss generation. Minimizing ∆P means primarily to minimize
the shock losses, and hence indirectly to minimize the impact of shock-boundary layer interaction. Moreover,
differently from Y, ∆P is properly quantified by both the inviscid and the RANS models, and hence it is
more suitable for the present study as most of the optimizations performed are based on inviscid simulations.
Finally, minimizing ∆P is also beneficial for the subsequent rotor aerodynamics, as a more uniform pressure
field at the rotor inlet implies a lower stator-rotor interaction and, hence, a weaker rotor aerodynamic forcing,
that in transonic/supersonic turbine might produce relevant performance degradation [45, 46].
The optimal profiles that we obtained from the various optimizations are systematically compared with
each other using the high-fidelity RANS solver.
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This section is organized as follows. A preliminary study about mesh and statistics convergence is
presented in Section 5.1. In Sections 5.2 the results of the optimization are documented: convergence,
geometry profiles, mesh deformation, UQ assessment, the comparison between RANS and inviscid based
results are discussed. In Subsection 5.5, a physical analysis of the optimized cascades is performed.
5.1. Mesh and statistics convergence
The spatial resolution of the computational mesh is selected as a result of a dedicated grid dependence
study, based on the two performance parameters previously introduced, i.e. ∆P and Y.
In the following analysis, the robust optimizations are performed using the inviscid model, whereas the
deterministic optimizations and the a-posteriori assessment of all the optimal individuals are performed using
both the inviscid and the high-fidelity (RANS) model. Therefore, two different grid dependence analyses
are carried out, and two alternative mesh resolutions are ultimately adopted for the two models. They are
discussed separately in the following.
Euler Analysis. The grid sensitivity analysis for the inviscid simulations is carried out considering ∆P only
as QoI. This is motivated by the fact that the value of Y is of limited quantitative relevance in inviscid
models (in such simulations the viscous contribution only depends on the artificial viscosity). Figure 4(a)
reports the percentage errors of 5 different meshes, the most refined one (250 kcells) is taken as reference.
The trend shows that the grid dependence of the solutions obtained using meshes composed by 36 kcells or
more is relatively low (below 1% difference with respect to the reference), with the mesh composed by 112
kcells very close to the reference one (0.3% difference with respect to the reference). In light of these results,
the 36 kcell mesh is considered to provide the best trade-off between computational cost and accuracy; the
reliability of the 36 kcell mesh is further demonstrated by the pressure distribution along the blade sides,
which reproduces with good accuracy the one obtained with the reference mesh as reported in Figure 4(b).
Therefore, the 36k mesh is employed to carry out the deterministic and robust optimization procedures. For
the a-posteriori UQ analysis performed with inviscid flow assumption, lower restrictions in computational
cost hold and the 112 kcell grid is employed. Still regarding the inviscid UQ analysis, different LHS sets
(dimension 50, 100, 150) are considered to compute the performances of the blade. Results show that the
convergence on the statistical quantities is reached with a LHS of dimension 100.

































Figure 4: Euler Grid Analysis at Nominal Conditions on the baseline configuration. (a) ∆P Relative Error, (b) Pressure
Distribution comparison between 36k and 250k cells meshes.
RANS Analysis. High-fidelity simulations based on the RANS model are used to perform a benchmark
deterministic optimization and are employed to assess the performances of all the optimized profiles. A grid
analysis is again performed, to properly set the mesh spatial discretization, for meshes ranging from 52 kcells
to 590 kcells, with this latter taken as reference. Figure 5(a) reports the percentage error computed on the
performance estimators ∆P and Y. Given the good compromise between accuracy and computational cost,
the 180k cells mesh is retained to compute the blade performances in the UQ framework, while the 52k cells
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mesh is retained in the optimization procedure for solving Eq. 1. Figure 5(b) plots the pressure distribution
over the blade as resulting from using the 180k and the 590k elements mesh.
The performance statistics of the baseline profile are evaluated by performing an UQ analysis using
LHS (off-design experiments) of dimension 50, 100 and 150. The PDF of Y (Total pressure loss) is plot
(Figure 5)(c): the stochastic convergence is satisfactory reached with a LHS size of 100. The results of this
post-processing procedure are described in Subsubsections 4.2.1 4.2.3.
























































Figure 5: RANS Grid Analysis on the baseline configuration. (a) ∆P and Y Relative Error, (b) Pressure Distribution comparison
between 180k and 590k cells meshes, (c) Y PDF obtained on the 180k cells mesh, for different LHS size.
5.2. Optimization Process
All the optimization problems are started with DOE consisting in 5d = 45 profiles, the design space
dimension being d = 9. The influence of the number of initial sample designs (in the context of bayesian
deterministic optimization) has been studied by Han et al. [47], along with the effect of randomness of the
initial sampling (considering five LHS samples of the same size generated with different seeds). For 40 design
variables, as a rule of thumb, they suggested to use between 0.5d and 2d as the size of the initial DOE, and
found very similar convergence histories for the different LHS seeds. In the present study, we decided to
exceed significantly with the DOE size (5d) with respect to the recommendations reported in [47], with the
aim of enhancing the reliability of the surrogate optimization.
After the DOE, the EI optimization algorithm stops after a maximal number of runs (300) or if the same
designs (or very close) are proposed by the optimizer. A review of the optimization processes is reported in
this section.
Euler-based deterministic optimization. During the optimization, the best profile is obtained after 279 CFD
evaluations, with ∆P = 1.70kPa (285 designs are considered in total). Simulations are run in parallel
using 8 processors, except when evaluating the initial DOE where each processor is devoted to in one CFD
simulation, in parallel though. The convergence curve shown in Figure 6 (a) indicates a sharp reduction of
QoI at the end of the DOE, thus suggesting that the initialization provides a very good approximation of
response surface. Then, most of the minimization takes place in the first 50 CFD runs after the DOE. The
mass flow rate constraint for the optimal profile (O-E) is satisfied at nominal conditions (See Table 5).
RANS-based deterministic optimization. During the optimization, the best profile is obtained after 198
CFD evaluations, with Y = 9.9 % (285 designs are considered in total). Also for the RANS optimization,
the convergence curve shown in Figure 6 (b) suggests a proper initialization and a quick convergence, as
most of the minimization is achieved in less then 100 CFD runs. The mass flow rate constraint for the
optimal profile (O-NS) is not satisfied at nominal conditions (ṁ = 103.9%ṁb), when using the RANS model
(Table 5). This might be due to the ’weak’ formulation of the constraint, which makes use of the predictive
standard deviation based on the Kriging surrogate 3.
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Figure 6: Convergence curves during the optimization. Best QoI as a function of the number of CFD evaluations. The red
vertical line indicates the optimization process start and corresponds to the number of CFD evaluations required for the LHS
initial configurations.
Robust Optimization with Mean-based Formulation. An initial DOE of 45 designs is considered (which
require 1080 CFD evaluations, since a stochastic evaluation has to be performed for each profile). The best
profile is obtained after 157 designs (requiring 3068 CFD evaluations), with µξ(∆P) = 7.9 kPa (201 blade
configurations are considered in total, whose stochastic evaluations require 4824 CFD simulations). The
convergence curve Figure 6 (d) shows that a few high-performance designs are found already in the DOE
phase, and the identification of the optimum in the following convergence process is relatively fast.
Robust Optimization with Quantile-based Formulation. The Robust Optimization is initialized with a DOE
of 45 designs (which in the stochastic framework requires 1416 CFD evaluations). The best profile is obtained
after 83 designs (2640 CFD evaluations), with qξ95(∆P) = 12.6 kPa. 103 designs are considered (3120 CFD
evaluations). The convergence curve in Figure 6 (c) shows again that the DOE is effective in finding few
individuals with relatively low q95, followed by a fast process. It is to be noted that the minimization based
on the quantile is less demanding than that based on the mean, as almost the half of the blade configurations
are required to find the optimum.
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(a) Deterministic
(b) Robust
Figure 7: Blade profiles comparison; top: baseline compared to deterministic optimal blades; bottom: baseline compared to
robust optimal blades.
5.3. Optimal blade profiles
The optimal blade profiles obtained with the four optimization processes discussed above are shown in
Figure 7 in comparison to the baseline configuration, with frame 7(a) reporting the two deterministic designs
and 7(b) the two robust designs.
The two deterministic optimal blades are very similar each other and much different with respect to
the baseline layout, especially on the suction side of the blade downstream of the (sonic) throat. The
present optimal blades resemble the ones documented in previous design exercises performed on this cascade
(e.g., [5],[9],[6]). The deterministic optimization drives the design towards blades featuring an accentuated
curvature in the diverging section of the bladed channel, i.e. between the sonic throat and the cascade
opening, and an almost straight profile in the region of unguided turning. As it will be discussed in the later
section on aerodynamic analysis, such shape allows eliminating the strong shock originated in the baseline
cascade flow, with beneficial effects on both the uniformity of the pressure field downstream of the cascade
and the cascade loss. This also explains why the two optimizations lead to very similar optimal blades; as a
further consideration, the similarity between results obtained with Euler and RANS optimizations indicates
that, in the present case, the inviscid model is able to capture the main flow features and hence it is a
suitable choice for the more advanced, and more computationally-intensive, robust optimizations.
The two robust designs differ significantly from both the baseline and the deterministic ones. The general
action of the optimization is similar to the one commented above, with both the robust-optimal blades
featuring a larger curvature on the suction side downstream of the throat and a straight rear suction side.
Nonetheless, the area ratio between the cross-sections at the throat and at the opening is lower than that of
the deterministic-optimal blades. This can be explained considering that almost all the realizations in the
uncertain scenario feature a lower pressure ratio with respect to the nominal one. Since the cross-section at
the (sonic) throat is nearly fixed by the constraint on the mass flow rate, the reduction of area-ratio implies
a lower area of the cross-section at the blade opening for both the robust-optimal blades with respect to the
deterministic-optimal ones. The two blades also feature minor but visible differences, mostly concentrated in
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the shape of the divergent part of the bladed channel, which also lead to a slight difference in the area-ratio
across the divergent, which is higher for the quantile-based optimal blade than for the mean-based one.
Instead, the two blade profiles nearly overlap in the rear suction side downstream of the cascade opening
and in the trailing edge region, where indeed the flow effects most affecting the QoI (∆P) take place.
5.4. Analysis of the statistics
A UQ analysis is conducted on the four optimal profiles obtained to assess their performances with the
RANS high fidelity model with a 180k cells mesh. As mentioned in Subsection 5.1, NLHS = 100 samples are
used. A similar analysis is conducted with the inviscid model with 36k cells mesh, used in the optimization
process.
The UQ analysis statistics results are summarized in Table 5, obtained using the scalar UQ analysis tools
presented in 4.2.1, and commented below.
Profiles
Performances Baseline O-E O-NS RO-E-µ RO-E-q95
Nominal
(Euler)
∆P [kPa] 17.1 1.7 - 12.7 12.2
Y [%] 16.0 5.4 - 12.1 12.1
ṁ [%] 100.8 100.5 - 101.7 98.3
Nominal
(RANS)
∆P [kPa] 17.5 2.3 2.3 13.6 13.1
Y [%] 19.0 9.4 9.1 15.5 15.5
ṁ [%] 100.4 100.6 103.9 101.6 98.2
µ, σ, q95
(Euler)
∆P [kPa] 25.7, 6.7, 35.2 16.5, 10.1, 30.4 - 7.9, 3.9, 13.4 8.2, 3.0, 12.7
Y [%] 20.7, 4.4, 27.8 13.9, 7.1, 26.7 - 8.6, 2.0, 12.8 10.3, 2.2, 14.6
ṁ [%] 100.9, 3.2, 105.9 100.3, 3.2, 105.2 - 101.2, 3.2, 106.3 98.0, 3.1, 102.8
µ, σ, q95
(RANS)
∆P [kPa] 25.4, 6.4, 34.4 16.6, 10.0, 29.5 16.7, 9.9, 29.7 8.2, 3.9, 14.1 8.4, 3.1, 13.2
Y [%] 23.5, 4.2, 30.0 17.7, 6.8, 29.5 17.6, 7.0, 29.8 12.4, 1.8, 16.1 13.8, 2.1, 18.0
ṁ [%] 100.5, 3.2, 105.4 100.5, 3.2, 105.5 103.9, 3.2, 109.0 101.3, 3.2, 106.3 98.0, 3.1, 102.8
Table 5: Scalar Statistics Analysis for the optimized and baseline profiles. Euler (resp. RANS) quantities are based on CFD
evaluations on 36k (resp. 180k) cells meshes. Random scalars are evaluated using NLHS = 100 CFD evaluations. ṁ is expressed
in percentage of ṁb = 15.23 kg/s/m.
Nominal Conditions. At nominal conditions, the profiles O-NS and O-E clearly outperform the other ones
with the lowest total pressure loss Y and ∆P. This values of minimal loss and pressure variation are
consistent with those obtained in previous deterministic optimization performed on the very same profile
[5], [9], and [6]. Moreover, the two deterministic-optimal blades feature very similar losses and identical
pressure variability downstream of the cascade, as a further proof of the reliability of inviscid model for
the present configuration. Note that also the robust profiles, RO-E-µ and RO-E-q95, perform similarly at
nominal conditions and slightly better than the baseline one with a total pressure loss Y of 15.5%. Even
though a probabilistic mass flow constraint is prescribed in the Robust Optimization problems, both robust
profiles satisfy the deterministic mass flow constraint.
Uncertain Conditions. Mean, standard deviation and 95% quantile of the QoIs ∆P, Y, and the mass flow
rate ṁ are evaluated for each blade profile using consecutively inviscid and RANS models (Table 5). For
each profile, the random mass flow rate shows a rather similar behavior, with a mean value very close to
the nominal one and a standard deviation close to 3% of ṁb. It is interesting to note that the performance
of the baseline and of the deterministic-optimal profiles deteriorate significantly at off-design conditions. In
particular, the O-E exhibits E[∆P] = 16.5% with a large variability associated, quantified by a standard
deviation of 10.1% (even larger than that of the baseline one), against an optimal ∆P = 2.3kPa in nominal
conditions; similarly, for the O-NS the UQ analysis reveals that E[Y] = 17.6% with standard deviation
9.9%, to be compared to Y = 9.1% at nominal conditions. It is, however, to be noted that the deterministic
profiles have been designed for a nominal point which is far from the mean of uncertain conditions (Table 2).
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This represent a typical scenario of ORC power systems, in which the design (nominal) condition does not
correspond to the average of the expected variability; hence, for this technology a robust design approach is
particularly beneficial for reducing the sensitivity of the design from the expected variability.
The potential advantages of robust design can be fully appreciated by considering the statistics of the RO-
E-µ and RO-E-q95 profiles. Considering the inviscid UQ analysis and focusing on ∆P as QoI (for consistency
with the model used throughout the optimization), the RO-E-µ profile has the lowest mean value 7.9 kPa and
a standard deviation of 3.9%, comparably lower w.r.t. both the deterministic designs. The low variability of
the ’conventional’ robust optimization is further improved by the here-proposed novel quantile-based design,
as the RO-E-q95 profile feature both the lowest 95-quantile and the lowest standard deviation of 3.0%, with
only a slight increase of mean value (8.2 kPa) w.r.t. the mean-based design. The lowest variability of the
RO-E-q95 blade is confirmed by the high-fidelity RANS analysis, which provides nearly identical results of
the inviscid one in terms of ∆P; this, once again, indicates that the inviscid model is able to provide a reliable
design when combined with a proper selection of QoI.
Focusing now on the blade performance in terms of loss coefficient, and considering the RANS UQ
analysis, the two robust-optimal blades behave almost equivalently, the RO-E-µ blade slightly outperforming
the RO-E-q95 one both in terms of both mean value and variability. This is not in contradiction with the
optimization, which used another QoI as fitness function. The results of the present robust optimization
indicates that a quantile-based approach has the potential to minimize the variability of loss coefficient, if
set with Y as QoI and using the RANS model, at the expense of a significant increase of computational cost
Note that the 36k Euler simulation takes 500s; the 52k RANS simulation takes 1200s, on 8 procs. Roughly,
the CPU time is then multiplied by 16. In light of the present results, the similar performance of the two
robust-optimal blades might not justify such increased effort.






(a) ∆P: Euler 36kcell mesh







(b) ∆P: RANS 180kcell mesh
Figure 8: PDF comparison between the optimized and baseline profiles. “Plus” dots indicate µ±σ, square dots indicate µ, star
dots indicate respectively 5% and 95% quantiles. NLHS = 100 samples considered.
The complete picture of the stochastic properties of the baseline and optimal blades is provided by
the plots of the PDF for ∆P, Y and ṁ, reported in Figures 8, 9, and 10 respectively. In these figures,
the PDFs computed with Euler and RANS models are reported in separate frames, the former considering
only the baseline and the optimal blades obtained with inviscid optimization process (i.e., O-E, RO-E-µ,
and RO-E-q95) and the latter featuring also the O-NS one. First considering ∆P as QoI, it is evident that
the baseline blade has a relatively large variability (which, in such PDF plots, can be visualized as the
PDF ’support’ which is, in turn, quantified as the difference between the 5% and the 95% quantiles). This
illustration of the difference between 5% and 95% quantiles provides a good representation of the PDF
support. The deterministic-optimal blades, which feature a very similar PDF when evaluated with a high-
fidelity RANS model, perform generally better than the baseline one but exhibit a very large variability,
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so that their support overlaps the one of the baseline in a large region (16kPa ≤ ∆P ≤ 32kPa); this means
that in a very significant fraction of the possible realizations of the process, the baseline can actually
outperform the deterministic-optimal blades. From this perspective, the robust-optimal blades provide a
crucial improvement with respect to deterministic-optimal ones; not only the mean value of QoI is much lower
than that of the other blades, but the entire support of their PDFs is significantly reduced and, especially,
it is almost completely decoupled from that of the baseline blade; this ensures that the robust-optimal
blades outperform the baseline configuration in almost all the possible realizations of the process within the
variability range. When comparing the PDFs of the robust-optimal blades, some differences emerge in a
context of global similarity; in particular, the quantile-based approach guarantees not only to minimize the
95% quantile, but in general to slightly reduce the support of the PDF, and so the variability as already seen
in terms of the standard deviation. From this perspective, the novel quantile-based approach is competitive
w.r.t. the more standard mean-based approach both in terms of computational cost (as already commented)
and in terms of the stochastic performance of the optimization outcome.






(a) Y: Euler 36kcell mesh







(b) Y: RANS 180kcell mesh
Figure 9: PDF comparison between the optimized and baseline profiles. “Plus” dots indicate µ±σ, square dots indicate µ, star
dots indicate respectively 5% and 95% quantiles. NLHS = 100 samples considered.
The considerations reported above also hold for the PDFs of Y. The two deterministic-optimal blades
are still equivalent and with a large support which overlaps largely with the one of the baseline; again, the
robust-optimal blades provide a much smaller support w.r.t. the baseline one, with an almost complete
decoupling. As already noted when commenting the statistics, the two robust-optimal blades feature similar
stochastic properties, with the RO-E-µ blade providing a slightly smaller mean value and 95% quantile;
however, the two supports are almost entirely overlapped, demonstrating that the two robust-optimal blades
are practically equivalent in terms of loss coefficient.
Finally considering the flow rate, all the PDFs are qualitatively similar and exhibit a nearly identical
support. As for the entire range of variability considered the cascades is always in choked-flow conditions,
the shape and the support of the PDFs directly depend of the variability in the inlet total conditions and
the PDF takes a trapezoidal shape, as discussed in detail in [48]. Some of the PDFs are slightly shifted, with
the RO-E-q95 blade featuring a slightly smaller mean and quantiles and the O-NS blade exhibiting a slightly
higher mean and quantiles, but most of the realizations of all the optimal blades are within the acceptability
range of probabilistic constraint. Note that for all blades, all the realizations are not within the acceptability
range of the probabilistic constraint, since, finally, only the mean is constrained to be within that range.
5.5. Physical Analysis
This subsection discusses the aerodynamics of the baseline and optimal blades under uncertain flow
conditions, considering high-fidelity RANS simulations, with the aim of explaining the properties of the
optimal blades on the basis of physical considerations.
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(b) ṁ: RANS 180kcell mesh
Figure 10: PDF comparison between the optimized and baseline profiles. “Plus” dots indicate µ ± σ, square dots indicate µ,
star dots indicate respectively 5% and 95% quantiles. NLHS = 100 samples considered.
Three classes of quantities are considered. The Mach number contour fields at nominal conditions are
first shown in Figure 11. Then, the UQ framework for vector statistics presented in Subsubsection 4.2.3
and the CFD evaluations performed in Subsubsection 5.4 are used to evaluate statistics of flow fields; in
particular, the contours of mean and CoV of the Mach number are considered and are reported in Figures
12 and 13 respectively. 73 modes out of 100 PCA modes are retained in the analysis, corresponding to a
cumulative energy conservation beyond 99.99%.
The figures of this subsection show the contours for the baseline and for all the optimal blades, and are
supplemented by corresponding isentropic Mach number distributions over the blade surface. The isentropic
Mach number is evaluated assuming an isentropic expansion from total upstream condition to the local static
pressure on the blades, and is commonly used in turbomachinery application to highlight relevant cascade
features such as shocks, over-speeds, and adverse pressure gradients.
Nominal Mach contours. At nominal conditions, the baseline blade exhibits the onset of a strong shock
resulting from the coalescence of compression waves generated on the curved rear suction side.
The strong shock is responsible for both the high loss and the large pressure gradients affecting the
cascade-exit flow field. When the blade is optimized for the nominal condition only, the optimization
removes the main shock by identifying optimal blades with straight shape in the rear part; since the trailing
edge of the blade is geometrically constrained, the optimization cannot eliminate the fish-tail shock system
generated at the trailing edge.
Considering the Mis profiles, the comparison between the deterministic-optimal blades and the baseline
one clearly shows that the latter features a higher over-speed, followed by a shock (which is the reflection
on the blade surface of one trailing edge shock generated on the adjacent blade) and by a diffusion which
ultimately leads to the generation of the main shock; while the reflected shock is present also in the optimal
blades, and depends on the constraint in the trailing edge thickness, the subsequent diffusion is absent
from the pressure distribution of the deterministic-optimal blades. The two deterministic-optimal blades
are shown, once again, to perform equivalently even though obtained with different flow models.
The flow uniformity provided by the deterministic optimization is not achieved with the robust-optimal
blades, which instead exhibit the onset of a strong shock in the cascade-exit flow field. However, the origin
of this shock is completely different from that of the baseline shock.
As a matter fact, the shock is generated on the suction side of the trailing edge and not as a result of a
diffusion on the blade. This is further confirmed by the Mis profiles, which show no diffusion on the suction
side downstream of the reflected shock for both the robust-optimal profiles. The shock is simply originated
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(a) Baseline (b) O-E (c) O-NS
(d) RO-E-µ (e) RO-E-q95 (f) Mis profile
Figure 11: Mach contours at Nominal conditions. [RANS, 180k cells mesh]
by the fact that the robust-optimal blade are designed for having good performance in a range of conditions
which feature, in average, lower expansion ratio than in the nominal condition. As already commented when
discussing the blade shape, the robust-optimal blades have a lower area-ratio across the divergent w.r.t. the
deterministic-optimal ones. As a result, when operated in nominal condition, the robust-optimal blades are
in fact in post-expansion, which as well known leads to the onset of a shock at the trailing edge.
Mean Mach contours. In light of the flow features emerging in nominal conditions, it is interesting to
analyze the mean aerodynamics of the optimal blades. It is worth noticing, at first, that commenting a
mean contour is not straightforward, as each point in the mesh is result of a statistical procedure and,
hence, the field is not reproducing the flow in a specific condition; therefore, only the general trends can be
commented while the analysis of detailed features might be misleading. The distribution computed for the
baseline blade shows a similar character of that commented for the nominal condition, even though with
smeared gradients. This indicates that the baseline blade suffers from the effects of the rear-shock in whole
variability range; this is reasonable since the flow in the rear suction side of the blade remains supersonic
for all considered conditions, so the curved shape of the always leads to the onset of the rear shock. As a
further confirmation of what above, the mean profile of Mis shows a large diffusion region downstream of
the mean over-speed. The deterministic-optimal blades improve the behavior of the baseline one, but the
uniformity observed in nominal condition is not visible anymore; conversely, clear variations in mean Mach
number appear in the cascade-exit flow field, which seem to be correlated to the shock-pattern generated at
the trailing edge. This is motivated by the area-ratio of both the deterministic-optimal blades, which is too
large for most of the realizations occurring within the prescribed variability; as a result, the cascade often
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(a) Baseline (b) O-E (c) O-NS
(d) RO-E-µ (e) RO-E-q95 (f) Mis profile
Figure 12: Mach contours mean considering uncertain operating conditions, evaluated by means of PCA UQ (Subsubsection
4.2.3) [RANS, 180k cells mesh, NLHS = 100]
operates in post-compression condition, which leads to the onset of relatively strong shocks at the trailing
edge.
The robust optimization is able to greatly reduce the effects discussed above; in particular, RO-E-µ
blade features an almost uniform mean Mach number distribution at the cascade exit, proving that the
mean-based optimization is able to select the most suitable blade configuration over the range of variability.
Interestingly, the RO-E-q95 blade provides a similar flow uniformity at the cascade exit, even though the
quantile-based optimization does not consider explicitly the mean values in the optimization algorithm.
Differences between the two robust-optimal cascade exist and are concentrated in the divergent, with the
RO-E-q95 blade featuring a higher over-speed; however, in the rear suction side downstream of the reflected
shock the Mis profiles of the two blades become nearly identical, thus leading to a very similar cascade-exit
mean flow field.
CoV Mach contours. In order to highlight the local distribution of variability over the flow field, the CoV
coefficient (defined as the ratio between the standard deviation and the mean) is now analyzed. First
considering the baseline blade, very high CoV is established in the region interested by the compression
wave / shock, suggesting that the main shock featuring this blade undergoes a significant evolution across
the considered range of variability. A somehow similar patter is found for the deterministic-optimal blades
with a generally high CoV in the region comprised between the reflected shock and the trailing edge shock.
A net reduction of CoV is found when analyzing the robust-optimal blades, which anyway exhibit a CoV
distribution similar to that of the other blades. This result suggests that, when a proper QoI is selected,
the application of the robust design allows reducing the variability in the entire flow field.
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(a) Baseline (b) O-E (c) O-NS
(d) RO-E-µ (e) RO-E-q95 (f) Mis profile
Figure 13: Mach contours CoV [%] considering uncertain operating conditions, evaluated by means of PCA UQ (Subsubsection
4.2.3) [RANS, 180k cells mesh, NLHS = 100]
5.6. Computational Cost
In the present Subsection, details about the CPU cost during the optimization process are discussed
. All computations are done on a standard laptop with an i7-6820HQ CPU at 2.70GHz equipped with 8
processors. Detailed information is available in Table 6. In the four optimization cases, NxLHS = 45 profiles
are considered for the initial DOE, that can be considered independently. Then, the EI loop sequentially
provides a new profile to be analysed.
Deterministic Optimization: Euler. The initial DOE is evaluated in parallel. Niter = 246 iterations are
totally required. The best profile is obtained after 279 CFD simulations.
Deterministic Optimization: NS . Niter = 285 iterations are totally required. During the optimization loop,
each RANS simulation is run with 8 processors. The best profile is optained after 198 simulations.
Quantile-Based Optimization. The initial DOE step requires 1808 CFD calls. For a given profile, ∼ 32
CFD calls corresponding to ∼ 4 iterations are necessary to evaluate the so-called 95% quantile. In total,
Npro f iles = 103 profiles are considered requiring 3120 CFD calls, in Niter = 390 iterations. The 83th profile is
the best, requiring 2640 CFD calls.
Mean-Based Optimization. The quantile-based optimization initial DOE is used in order to compare the
two robust strategies from the same initial designs. For any given profile, 24 CFD calls corresponding to 3
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iterations are necessary to evaluate the mean, leading to a total number of Niter = 603 iterations. The 157th
profile is the best, requiring 3768 CFD calls.
Note that this cost is about ∼ 50% more than for the quantile-based optimization). For the present case,
16 CFD runs in the stochastic space for evaluating the mean is very conservative, but necessary for the
proposed algorithm. As a general comment, a relevant point to raise is the interest in optimizing a quantile
since a higher control of the PDF variability is possible with a comparable cost of computing a quantile with
respect to the mean.
O-E O-NS RO-E-q95 RO-E-µ
Initial DOE 45(45) 45(45) 45(1416) 45(1080)
Npro f iles(NCFD) 285(285) 285(285) 103(3120) 201(4824)
Niter (8 PROC) 246 285 390 603
Time/iteration 500s 1200s (8 procs) 500s 500s
Table 6: CPU cost required during the optimization process for the three profiles in terms of time and number of CFD calls.
Npro f iles is the number of profiles considered during optimization, NCFD the number of CFD evaluations required to assess the
corresponding profiles and Niter the number of iterations necessary assuming parallel computations with 8 processors.
6. Conclusion
A Robust optimization method based on a quantile formulation is fully documented and applied to
the design of supersonic ORC cascade operating in the non-ideal regime. We provide evidence about the
advantages of a quantile-based formulation with respect to a conventional mean-based robust optimization.
By applying the novel quantile-based procedure, we obtain a RO-E-q95 profile, which has the lowest 95-
quantile and the smallest standard deviation of 3.0%, with only a slight increase of mean value (8.2 kPa)
w.r.t. the mean-based design. In the case of interest here, a significant control about the variability of
the PDF through the quantile formulation is obtained with a lower computational cost with respect to the
mean. More generally, it seems that even in a case when the computational cost could be of the same order
of magnitude, the choice of a quantile formulation should be preferred.
The blades obtained by both the quantile-based and mean-based robust optimizations outperform signifi-
cantly (in stochastic sense) the ones achieved by resorting to conventional deterministic optimizations, which
actually provide good performance only in a very narrow range of operation close to the design nominal
condition.
Concerning the optimal blades, the flow uniformity provided by the deterministic optimization is not
achieved with the robust-optimal blades, which exhibit the onset of a sharp shock in the cascade-exit
flow field. This shock comes from the fact that the robust-optimal blades are designed for having good
performance in a range of conditions which have a lower expansion ratio than in the nominal state. When
operated in nominal condition, the robust-optimal blades are in fact in post-expansion, which as well known
leads to the onset of a shock at the trailing edge. The two robust designs differ significantly with respect to
the deterministic ones, as the area ratio between the cross-sections at the throat and the opening is lower
than that of the deterministic-optimal blades. This behavior can be explained considering that almost all
the realizations in the uncertain scenario feature a lower pressure ratio with respect to the nominal one.
The two blades also feature minor but visible differences mostly concentrated in the shape of the divergent
part of the bladed channel, which also leads to a slight difference in the area-ratio across the divergent.
Another relevant point observed is that the robust optimization with low-fidelity solver can yield a
design with better performances (on both Euler and RANS evaluations) than the one coming from a purely
deterministic optimization using a high-fidelity RANS solver. This behavior has a great interest in ORC
turbine optimization since it could provide a concrete alternative approach with respect to the current
procedures to guarantee better the robustness of the design at a moderate computational cost.
Globally, in this paper, high-fidelity RANS analysis provides nearly identical results of the inviscid one
in terms of ∆P. This behavior shows that the inviscid model can provide a reliable design when combined
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with a proper selection of QoI.
Future work will be devoted to the use of numerical strategies enabling an adaptive computation of the
quantile during the optimization. In particular, we aim to use the SaBBA framework developed in [49, 50],
coupled eventually to a multi-fidelity approach.
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