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Abstract—An IoT (Internet of things) system supports a
massive number of IoT devices wirelessly. We show how to use
Cell-Free Massive MIMO (multiple-input and multiple-output) to
provide a scalable and energy efficient IoT system. We employ
optimal linear estimation with random pilots to acquire CSI
(channel state information) for MIMO precoding and decoding.
In the uplink, we employ optimal linear decoder and utilize RM
(random matrix) theory to obtain two accurate SINR (signal-
to-interference plus noise ratio) approximations involving only
large-scale fading coefficients. We derive several max-min type
power control algorithms based on both exact SINR expression
and RM approximations. These algorithms incorporate power
and rate weighting functions and can achieve an assigned target
rate with high energy efficiency. For the downlink, we employ
maximum ratio precoding. To avoid solving a time-consuming
quasi-concave problem that requires repeat tests for feasibility of
a SOCP (second-order cone programming) problem, we develop
a neural network (NN) aided power control algorithm that results
in 30 times reduction in computation time. A scalable sub-optimal
power control algorithm incorporating NN is also obtained for
large systems.
Index Terms—IoT, Scalable, Energy Efficiency, Cell-free, Mas-
sive MIMO.
I. INTRODUCTION
With the advent of 5G era, realizations of internet of
things (IoT) is a hot and developing topic for both academia
and industry. With the huge benefits of IoT, a whole set of
distinctive challenges is also exposed to the wireless physical
layer design. These challenges include hyper-connectivity and
low latency (the number of wirelessly connected things will
increase exponentially fast and the number of things served
simultaneously is also large), high energy efficiency (EE) and
spectral efficiency (SE) (the served things are in low transmit
power regime while having possible high mobility) as well as
sporadic transmission.
Much work has been done on IoT systems, however, the
vast majority of IoT papers focus on network layer aspects
such as user scheduling, random access, contention resolution
and so on. For the physical layer, Massive multiple-input
and multiple-output (mMIMO) as an innovative physical layer
technique is expected to be one of the best candidates to
tackle the challenges faced by IoT systems due to its dis-
tinctive advantages on various aspects [1], [2]. Some works
on cellular mMIMO supported IoT systems are reported,
which are summarized in [3]. In [4] and [5], the authors
provide a framework for user activity detection and channel
estimation with a cellular base station (BS) equipped with
a large number of antennas, and characterize the achievable
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uplink rate. The user activity detection is based on assigning
to each user a unique pilot, which serves as the user identifier.
These pilots then are used as columns of a sensing matrix.
Active users synchronously send their pilots and a BS receives
a linear combination of these pilots. Next the BS runs a
compressive sensing detection algorithm for the sensing matrix
and identifies the pilots that occur as terms in the linear
combination. These pilots, in their turn, reveal the active users.
We adopt the pilot assignment method introduced in [4]
and [5] in our work (i.e., each thing is assigned a unique
pilot) and propose to support IoT systems with Cell-Free
(CF) mMIMO. The contributions of this work are as fol-
lows. Accurate and simple uplink (UL) signal-to-noise-plus-
interference ratio (SINR) approximations based on random
matrix (RM) theory are derived, which incorporate linear
minimum mean square error (LMMSE) channel estimation and
MIMO MMSE receiver. Efficient and flexible max-min power
control algorithms are designed for both exact and RM SINRs,
which can achieve both high SE and EE. To further increase
the EE, target rate power control algorithms are designed for
both exact and RM SINRs, where a predefined UL common
per-thing rate can be achieved by all served things. Simulation
results show that the designs proposed can obtain huge SE and
EE improvements compared with sub-optimal designs and full
power transmission schemes, respectively.
For downlink (DL) CF mMIMO IoT systems, a neural
network (NN) approach is introduced to simplify DL max-
min power control. By predicting the normalized transmit
power for every access point (AP) under optimal max-min
power control, DL max-min power control is converted from
a high-complexity quasi-concave problem to a low-complexity
convex optimization problem. With the aid of the NN predic-
tion, we further develop a scalable power control algorithm
that works for very large areas and has very low complexity.
Simulation results show high prediction accuracy of the pro-
posed NN approach and significant EE improvements by the
scalable power control algorithm compared with full power
transmission schemes.
II. SYSTEM MODEL
We consider an IoT system supported by CF mMIMO. M
APs are uniformly distributed in a wide serving area, they
cooperate with each other to serve K active things and M >>
K. In our system, orthogonal frequency-division multiplexing
(OFDM) is used and we assume a flat-fading channel model
for each OFDM subcarrier. For a given subcarrier the channel
coefficient gmk between m-th AP and k-th thing is modeled
as:
gmk =
√
βmkhmk, (1)
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where βmk,m = 1, ...,M, k = 1, ...,K are the large-scale
fading coefficients which include path loss and shadow fading.
hmk,m = 1, ...,M, k = 1, ...,K are small-scale fading
coefficients with i.i.d. CN (0, 1) and stay constant during
the coherence interval of length τc measured in the number
of OFDM symbols. As in [4] and [5], we assign a unique
pilot ψk to each thing. During the pilot transmission, pilots
are synchronously transmitted by active things with the pilot
length being τ . Denote
√
τψk ∈ Cτ×1 as the pilot transmitted
by k-th thing, where ||ψk||2 = 1, the received pilot signal at
AP sides are given as:
Y = [y1 y2 ...ym] =
√
τρpΨG
T + W, (2)
ym =
√
τρpΨg[m] + wm, (3)
where ρp is the normalized pilot signal-to-noise ratio (SNR)
of each pilot symbol, Ψ = [ψ1ψ2 ...ψK ] ∈ Cτ×K are
pilot matrix for K things, GT = [g[1] g[2] ...g[M ]] ∈
CK×M are the channel coefficient matrix, here g[m] =
[gm1, gm2, ..., gmK ]
T ∈ CK×1. W ∈ Cτ×M are noise matrix
with i.i.d. CN (0, 1) components. Optimal channel estimation
(i.e., LMMSE) are applied at the AP sides and the estimated
channel coefficients at m-th AP has the form:
gˆ[m] =
√
τρpBmΨ
H
(
τρpΨBmΨ
H + Iτ
)−1
ym,
gˆmk =
√
τρpβm,kψ
H
k
(
τρpΨBmΨ
H + Iτ
)−1
ym,
(4)
where Bm = diag{[βm1, βm2, ..., βmK ]}. Then the variance
of the estimated channel coefficient gˆmk is equal to
γmk , E{|gˆmk|2} =
√
τρpβmkψ
H
k amk, (5)
where amk =
√
τρpβmk
(
τρpΨBmΨ
H + Iτ
)−1
ψk. Let
g˜mk = gmk − gˆmk be the channel estimation error. Since
the estimation error and the estimate are orthogonal under
LMMSE estimation, the variance of g˜mk is given by
E{|g˜mk|2} = βmk − γmk. (6)
III. UPLINK TRANSMISSION
In this section, we consider UL transmission.
A. Uplink Data Transmission
Define ηk as the UL power coefficient for k-th thing, which
has constraint 0 ≤ ηk ≤ 1. The signals received by the APs
are
yu =
√
ρu
K∑
k=1
√
ηkgksk + wu, (7)
where sk is the data symbol transmitted by k-th thing, ρu is
the normalized UL SNR, gk = [g1k, g2k, ..., gMk]T ∈ CM×1 is
the channel vector between k-th thing and all APs, and wu ∈
CM×1 is the noise vector with i.i.d. CN (0, 1) components.
We assume that APs cooperate to estimate sk by using a
linear MIMO receiver, vk, and computing:
sˆk = v
H
k yu = v
H
k
(√
ρuηkgˆksk +
√
ρu
∑
k′ 6=k
√
ηk′ gˆk′sk′+
√
ρu
K∑
k′=1
√
ηk′ g˜k′sk′ + wu
)
.
(8)
Based on (6) and (8), the UL SINR expression for k-th data
symbol is given as:
SINRuk(η) =
ρuηkv
H
k gˆkgˆ
H
k vk
vHk
(
ρu
∑
k′ 6=k ηk′ gˆk′ gˆ
H
k′ + D
)
vk
, (9)
where
D = ρu
K∑
k′=1
ηk′(Bk′ − Γk′) + IM , (10)
Bk′ , diag{[β1k′ , β2k′ , ..., βMk′ ]}, and Γk′ ,
diag{[γ1k′ , γ2k′ , ..., γMk′ ]}. Based on (8) and (9), and
using Rayleigh-Ritz theorem, we find the optimal (LMMSE)
choice of vk:
vMMSEk =
√
ρuηk
(
ρu
K∑
k′=1
ηk′ gˆk′ gˆ
H
k′ + D
)−1
gˆk. (11)
Substituting (11) into (9), we then obtain the corresponding
SINR expression:
SINRu,MMSEk (η) =
ρuηkgˆ
H
k
(
ρu
∑K
k′=1 ηk′ gˆk′ gˆ
H
k′ + D
)−1
gˆk
1− ρuηkgˆHk
(
ρu
∑K
k′=1 ηk′ gˆk′ gˆ
H
k′ + D
)−1
gˆk
.
(12)
B. RM based SINR Approximations
In this section, two SINR approximations of (12) are derived
based on random matrix (RM) theory [6], [7].
1) RM Approximation 1:
SINRu,AP1k (η) =
ρuηktrΓkT
M
, (13)
where
T =
(
ρu
M
K∑
k′=1
ηk′Γk′
1 + ek′
+
D
M
)−1
, (14)
ek′ = lim
t→∞ e
(t)
k′ with e
(0)
k′ = M, ∀k′, (15)
e
(t)
k′ =
ρuηk′
M
trΓk′
ρu
M
K∑
j=1
ηjΓj
1 + e
(t−1)
j
+
D
M
−1 ,∀k′.
(16)
2) RM Approximation 2:
SINRu,AP2k (η) =
ρuηktrΓkTk
M
, (17)
where
Tk =
ρu
M
K∑
k′ 6=k
ηk′Γk′
1 + ek,k′
+
D
M
−1 , (18)
ek,k′ = lim
t→∞ e
(t)
k,k′ with e
(0)
k,k′ = M, ∀k′, (19)
e
(t)
k,k′ =
ρuηk′
M
trΓk′
ρu
M
K∑
j 6=k
ηjΓj
1 + e
(t−1)
k,j
+
D
M
−1 ,∀k′.
(20)
The derivations of RM Approximation 1 and 2 are given
in Appendix C. It is noted that both RM Approximation 1
and 2 involve only large-scale fading coefficients. It is also
important to note that compared with the RM approximation
derived in [8] for the case of reuse of orthogonal pilots, RM
Approximation 1 and 2 have much simpler form, which allows
for low complexity and infrequent power control algorithms
presented in the next Section.
IV. UPLINK POWER CONTROL
A. Max-min power control by exact SINR
In this section, an iterative weighted max-min power control
algorithm designed based on exact SINR given in (12) is
introduced. In the algorithm, a rate weighting vector u =
[u1, u2, ..., uK ]
T ∈ RK0+ constrained by u21+u22+· · ·+u2K = 1
is incorporated. Vector u can be used to drop some things
under poor channel condition by assigning very small weights
to these things. If all the things are required to achieve the
same rate, uk = 1/
√
K, ∀k. On the other hand, a power
weighting vector ν = [ν1, ν2, ..., νK ]T ∈ RK0+ is also included
and the weighted normalized maximum transmit power of k-
th thing is defined as ρ′u,k , ρuνk. Here, we define matrix
Jk, k = 1, 2, ...,K as
Jk , gˆkgˆHk + Bk − Γk. (21)
The details of this algorithm are given below in Algorithm 1.
Algorithm 1 Max-min Power Control - Exact SINR
1: Initialize vector u and ν with predefined setting. Initialize
η
(0)
k = 1,∀k, and d(0)k ,∀k as
d
(0)
k = ρ
′
u,kgˆ
H
k
(
K∑
k′=1
ρ′u,k′η
(0)
k′ Jk′ + IM
)−1
gˆk. (22)
Set n = 0 and choose a tolerance  > 0.
2: Compute α = mink′(d
(n)
k′ /uk′), k
′ = 1, ...,K and Update
d
(n+1)
k ,∀k as below
d
(n+1)
k = ρ
′
u,kgˆ
H
k
(
α
K∑
k′=1
ρ′u,k′uk′
d
(n)
k′
Jk′ + IM
)−1
gˆk.
(23)
3: Stop if maxk |d(n+1)k − d(n)k | ≤ , k = 1, ...,K, set dk =
d
(n+1)
k ,∀k, and the power control coefficients, ηk,∀k are
given by
ηk =
mink′ (dk′/uk′)
dk/uk
, k′ = 1, ...,K. (24)
Otherwise, set n = n+ 1 and go to step 2.
Theorem 1. Given {gˆmk}, {βmk}, {γmk}, ρu, u, and ν, if a
max-min power control is feasible, the iteration in Step 2 of
Algorithm 1 converges to a unique solution. The {ηk} given
by step 3 of Algorithm 1 realize this max-min power control.
Proof. The proof of Theorem 1 is given in Appendix D. 
Note that each element of vector u can have different values.
As mentioned earlier, when we would like to drop some things
under poor channel condition, vector u can be designed as
follows. Algorithm 1 will be firstly run with uk = 1/
√
K, ∀k,
to obtained ηk,∀k. We find Kp things with the largest power
coefficients. These things consume most of the energy and
drag the rates of other things down. Thus it looks natural to
lower their rates by assigning their uk to some small value up.
The value of uk for the remaining things is set as ug > up.
The relationship between ug and up is given by
u2pKp + u
2
g (K −Kp) = 1. (25)
If we would like to virtually drop Kp things we set up as a
very small number (e.g. 10−8).
B. Max-min power control by RM Approximation 1
The max-min power control algorithm designed based on
RM Approximation 1 is given in this section, which also
incorporates rate and power weighting vectors. The detailed
form is given in Algorithm 2 below.
Algorithm 2 Max-min Power Control - RM SINR
1: Initialize u, ν as predetermined, η(0)k = 1,∀k, D(0) =∑K
k′=1 ρ
′
u,k′η
(0)
k′ (Bk′ − Γk′) + IM . Initialize T(0) =(
1
M
∑K
k′=1
η
(0)
k′ ρ
′
u,k′Γk′
1+ek′
+ D
(0)
M
)−1
where ek′ ,∀k′ are
computed by (15) and (26) below
e
(t)
k′ =
ρ′u,k′η
(0)
k′
M
trΓk′
 1
M
K∑
j=1
η
(0)
j ρ
′
u,jΓj
1 + e
(t−1)
j
+
D(0)
M
−1 .
(26)
Set n = 0 and choose a tolerance  > 0.
2: Compute α = mink′ tr
(
νk′Γk′T
(n)
)
/uk′ , k
′ = 1, ...,K,
Update T(n+1) as
T(n+1) =(
α
M
K∑
k′=1
ρuuk′
trΓk′T(n)
(
Bk′ − ξk
′Γk′
1 + ξk′
)
+
IM
M
)−1
,
(27)
where ξk′ =
ρuαuk′
M .
3: Stop if ||T(n+1) − T(n)|| ≤ . Set T = T(n+1) and the
power control coefficients, ηk,∀k are given by
ηk =
mink′ (tr (νk′Γk′T) /uk′)
tr (νkΓkT) /uk
, k′ = 1, ...,K. (28)
Otherwise, set n = n+ 1 and go to step 2.
Theorem 2. Given {βmk}, {γmk}, ρu, u, and ν, if a max-min
power control is feasible, the iteration in Step 2 of Algorithm
2 converges to a unique solution. The {ηk} given by step 3 of
Algorithm 2 realize this max-min power control.
Proof. The proof of Theorem 2 is given in Appendix E. 
C. Power Control with Target Rate by Exact SINR
Under IoT systems, things will use energy harvesting and/or
infrequently replaced batteries. Thus, high energy efficiency of
the designed system is highly desirable to support IoT systems.
Here we define the UL energy efficiency of a system as
Eu ,
∑K
k=1R
u
k
Pu
∑K
k=1 ηk
, (29)
where Ruk is the UL rate for k-th thing, Pu is the UL maximum
transmit power per data symbol.
In this section, a power control algorithm, based on exact
SINR expression (12), for allowing each thing achieving a
target rate while keeping high energy efficiency is introduced.
Before going to the details of the algorithm, we first compute
per-thing rate under full power case using (12) for all things.
We regard the things as poor things if their per-thing rates
under full power are smaller than the target rate and regard the
remaining things as good things. We set uk = up and uk = ug
for poor and good things, respectively. The algorithm details
are then given in Algorithm 3.
Algorithm 3 Target Rate Power Control - Exact SINR
1: Initialize ν, η(0)k ,∀k, and d(0)k ,∀k as in step 1 of Algorithm
1. With a target SINR, St, compute α = St/(1 +St). Set
n = 0 and choose a tolerance  > 0.
2: Update d(n+1)k ,∀k using (23) where ρ′u,k′uk′ ,∀k′ in (23)
are substituted by ρ′u,k′∀k′.
3: Stop if maxk |d(n+1)k − d(n)k | ≤ , k = 1, ...,K and set
dk = d
(n+1)
k ,∀k. Otherwise, set n = n+ 1 and go to step
2.
4: The power control coefficients are computed as ηk =
α/dk,∀k. If the constraints 0 ≤ ηk ≤ 1,∀k are satisfied,
then Algorithm 3 ends. Otherwise, initialize η(0)k , and
d
(0)
k ,∀k as in step 1 of Algorithm 1. Assign the value
of each element of vector u by ug or up according to the
per-thing rate under full power case. Set n = 0, α = α/ug ,
and go to step 5.
5: Update d(n+1)k ,∀k using (23).
6: Stop if maxk |d(n+1)k − d(n)k | ≤ , k = 1, ...,K, set
dk = d
(n+1)
k ,∀k, and compute power control coefficients
as ηk = αuk/dk,∀k. Otherwise, set n = n+ 1 and go to
step 5.
Theorem 3. Given {gˆmk}, {βmk}, {γmk}, ρu, u, and ν, if
a target-rate power control with target SINR, St, is feasible,
the iterations in step 2 and step 5 of Algorithm 3 converge
separately to their unique solutions. The {ηk} given by step
6 of Algorithm 3 achieves this target-rate power control.
Proof. The proof of Theorem 3 is given in Appendix D. 
D. Power Control with Target Rate by RM Approximation 1
In this section we consider the same settings as above,
but use RM Approximation 1. The detailed form is given in
Algorithm 4.
Algorithm 4 Target Rate Power Control - RM SINR
1: Initialize ν, η(0)k ,∀k, D(0) and T(0) as in step 1 of
Algorithm 2. With a target SINR denoted as St, compute
α = StM/ρu. Set n = 0 and choose a tolerance  > 0.
2: Update T(n+1) using (27) where ρuuk′ ,∀k′ are substi-
tuted by ρu and ξk′ = St, ∀k′.
3: Stop if ||T(n+1) − T(n)|| <  and set T = T(n+1).
Otherwise, set n = n+ 1 and go to step 2.
4: The power control coefficients are computed as ηk =
α/ (trνkΓkT) ,∀k. If the constraints 0 ≤ ηk ≤ 1,∀k are
satisfied, Algorithm 4 ends. Otherwise, Initialize η(0)k ,∀k,
D(0) and T(0) as in step 1 of Algorithm 2. Assign
the value of each element of vector u by ug or up
according to the per-thing rate under full power case. Set
n = 0, α = α/ug , and go to step 5.
5: Update T(n+1) using (27) where ξk′ =
Stuk′
ug
.
6: Stop if ||T(n+1)−Tn|| ≤ , set T = T(n+1), and compute
power control coefficients by ηk = αuk/(trνkΓkT), ∀k.
Otherwise, set n = n+ 1 and go to step 5.
Theorem 4. Given {βmk}, {γmk}, ρu, u, and ν, if a target-
rate power control with target SINR, St, is feasible, the
iterations given by step 2 and step 5 of Algorithm 4 converge
separately to their unique solutions. The {ηk} given by step
6 of Algorithm 4 achieves this target-rate power control.
Proof. The proof of Theorem 4 is given in Appendix E. 
E. Algorithm Complexity Comparison
It is noted that in Algorithms 1 and 3 the computation of
(23) involves an inverse operation of an M ×M non-sparse
matrix whose complexity is ∼ O(M3). On the other hand,
matrix T is a diagonal matrix, so the computation complexity
of (27) in Algorithms 2 and 4 is ∼ O(MK). In addition,
exact SINR given in (12) involves both small-scale and large-
scale fading coefficients, frequent updates of the power control
coefficients are required. On the contrary, RM Approximation
1 involves only large-scale fading coefficients, power control
coefficients can be updated in a much slower rate.
V. UPLINK SIMULATION RESULTS
A. Setup and Parameters for Numerical Simulations
We consider networks where M APs and K things are
uniformly distributed in a D×D m2 square area. The serving
area is wrapped around to avoid boundary effects. The large-
scale fading coefficients βmk,∀m,∀k are products of PLmk
and SFmk:
βmk = PLmkSFmk, with SFmk = 10
σshzmk
10 , (30)
where zmk ∼ N (0, 1). The path loss is generated as in
[9] where a three-slope model [10] and the Hata-Cost 231
propagation model [11] are used. Shadow fading coefficients
are generated based on [12]. The detailed simulation setup
and parameters are given in Table I. As performance mea-
TABLE I: Simulation Setup and Parameters.
Parameter Value
fc (Carrier frequency) 1.9 GHz
BW (Bandwidth) 20 MHz
Noise figure 9 dB
τc 200
Pu (UL maximum transmit power per data symbol) 20 mW
Pp (UL maximum transmit power per pilot symbol) 20 mW
Pd (DL maximum transmit power per AP) 200 mW
Fig. 1: Per-thing rate comparison between exact SINR, RM Approx-
imation 1, and RM Approximation 2. Here, M = 1024, K = 256,
τ = 256, and area = 1 km2.
sures, exact achievable rate for k-th thing, Ru,MMSEk , and its
corresponding throughput, Uu,MMSEk , are given by
Ru,MMSEk = E
[
log2
(
1 + SINRu,MMSEk
)]
, (31)
Uu,MMSEk = BW
τc − τ
2τc
Ru,MMSEk , (32)
where the expectation in (31) is over small-scale fading.
On the other hand, the approximated achievable rate of k-
th thing by RM Approximation 1 is given by Ru,AP1k =
log2
(
1 + SINRu,AP1k
)
. Throughout all our simulations we
assume that pilots ψk are generated random τ -tuples with
uniform distribution over the surface of a complex unit sphere.
B. Results and Discussions
The approximation accuracy of RM Approximation 1 and
2 under full power case in terms of per-thing rate is given
in Fig. 1. For both correlated and i.i.d. shadow fading, the
per-thing rates obtained using RM Approximation 1 and 2 are
quite close to those obtained by exact SINR. This observation
verifies Theorem 5 in Appendix B.
The per-thing rate performance comparison under max-min
power control based on both exact SINR and RM Approxima-
tion 1 is given in Fig. 2. Note that the RM AP 1 curves are
obtained as follows. The max-min power control coefficients
Fig. 2: Per-thing rate comparison for max-min power control al-
gorithms based on exact SINR and RM Approximation 1. Here,
M = 160, K = 40, τ = 40, and area = 1 km2.
obtained by Algorithm 2 are substituted into (31) to compute
the per-thing rates of RM AP 1. Under such a computation, we
observe that the per-thing rates achieved based on RM AP1
are equivalent to or even better than the performance obtained
based on exact SINR. One explanation for this phenomenon
is that in order to obtain a uniform service to every thing, this
uniform rate achieved by max-min power control is limited.
Under some realizations of small-scale fading, this rate can be
small enough to reduce the expected per-thing rate calculated
by (31). On the other hand, the power control coefficients
used to obtain the curves of RM AP 1 are based on large-
scale fading, and as shown in Fig. 2, better performance can
be achieved.
Fig 3 shows the per-thing throughput comparison of CF
IoT systems with different settings. We consider the cases of
i.i.d. and correlated fading cases. In Fig. 3, ‘Subopt’ denotes
sub-optimal channel estimation applied in [9] and MR is short
for maximum-ratio MIMO receiver. It is observed that around
7 times performance improvement is achieved by our system
with optimal channel estimation and MMSE MIMO receiver
compared with systems with sub-optimal channel estimation
and/or MR MIMO receiver. We see, however, that power
control does not lead to significant increase in data rates for
both of these cases. However, as it is shown below, the power
control does lead to a large gain in terms of energy efficiency,
which is crucial for IoT systems.
The energy efficiencies of the full power transmission case,
Algorithm 3 and Algorithm 4 with different target rates are
shown in Fig. 4. We see that the power control gives large
gain over the full power transmission. In particular, for target
rates of 0.01 and 0.1 bits/s/Hz we obtain 17-fold and 9-fold
improvements, respectively. It is also observed that higher
energy efficiency is obtained by Algorithm 4 (i.e., based on
RM Approximation 1) than Algorithm 3 (i.e., based on exact
SINR).
Fig. 3: Performance comparison between optimal and sub-optimal
CF IoT systems. Here, M = 128, K = 40, τ = 60, and area = 0.01
km2.
Fig. 4: Energy efficiency comparison among full power case and
different target per-thing rates under i.i.d. shadow fading. Here, M =
160, K = 40, τ = 40, and area = 1 km2.
VI. DOWNLINK TRANSMISSION
In this section, we consider DL transmission under optimal
channel estimation and conjugate beamforming (CB) precod-
ing for CF mMIMO IoT systems.
A. Downlink Data Transmission
Power control is also considered in DL transmission. We
define ηmk,m = 1, ...,M, k = 1, ...,K as the DL power
coefficients for the data symbol transmitted by m-th AP for
k-th thing. Then the received signal at k-th thing under CB
precoding is given by
ydk =
√
ρd
M∑
m=1
√
ηmkE[gˆ∗mkgmk]sk
+
√
ρd
M∑
m=1
√
ηmk (gˆ
∗
mkgmk − E[gˆ∗mkgmk]) sk
+
√
ρd
∑
k′ 6=k
M∑
m=1
√
ηmk′ gˆ
∗
mk′gmksk′ + w
d
k.
. (33)
Based on (33), a closed-form expression for the DL SINR
is derived by (S. Rao, A. Ashikhmin, H. Yang 2018) using
the technique in [2]. This closed-form SINR expression with
optimal channel estimation and CB precoding is given in (34).
When the things are assigned orthonormal pilots, it can be
verify that SINRIoTk is converted to SINR
orth
k ,
SINRorthk =
ρd
(∑M
m=1
√
ηmkγmk
)2
1 + ρd
∑K
k′=1
∑M
m=1 ηmk′γmk′βmk
, (35)
which coincides with the SINR derived in [9].
VII. DOWNLINK POWER CONTROL
A. Optimal Power Control
DL max-min power control based on random pilots under
an IoT system can be formulated as the problem shown below:
max
η
min
k=1,...,K
SINRIoTk
s.t.
K∑
k′=1
ηmk′γmk′ ≤ 1, m = 1, ...,M
ηmk′ ≥ 0, m = 1, ...,M, k′ = 1, ...,K.
(36)
The optimization problem (36) is quasi-concave [9]. It can
be solved by performing a bisection search and solving a
convex feasibility problem in each step [13]. However, as the
number of APs and things increases, bisection search becomes
too complex, and a more simple power control algorithm is
required. The max-min power control with orthogonal pilots
is also a quasi-concave problem as shown below:
max
η
min
k
SINRorthk (η) =
ρd
(∑M
m=1
√
ηmkγmk
)2
1 + ρd
∑M
m=1 βmk
∑K
k′=1 ηmk′γmk′
s.t.
K∑
k′=1
ηmk′γmk′ ≤ 1,m = 1, ...,M
ηmk′ ≥ 0,m = 1, ...,M, k′ = 1, ...,K.
(37)
SINRIoTk =
ρd
(∑M
m=1
√
ηmkγmk
)2
1 + ρd
∑M
m=1 ηmkγmkβmk + ρd
∑
k′ 6=k
(∑M
m=1 ηmk′βmk||amk′ ||22+
τρp
(∣∣∣∑Mm=1√ηmk′βmkψHk amk′ ∣∣∣2 +∑Mm=1 ηmk′ ∑Kj=1 βmkβmj ∣∣ψHj amk′ ∣∣2)
) . (34)
Let pm =
∑K
k=1 ηmkγmk be the normalized transmit power
of m-th AP. Let poptm be the optimal value of pm with respect
to the optimization problem (37). It is noticeable that if we
can find poptm , ∀m, the problem in (37) becomes equivalent to
max
η
min
k
SINRorthk (η) =
ρd
(∑M
m=1
√
ηmkγmk
)2
1 + ρd
∑M
m=1 p
opt
m βmk
s.t.
K∑
k′=1
ηmk′γmk′ = p
opt
m
ηmk′ ≥ 0,m = 1, ...,M, k′ = 1, ...,K,
(38)
which is a convex problem [14] and has significant smaller
complexity compared with the quasi-concave problem (37).
B. Power Control using Neural Network
In order to convert problem (37) to a convex problem,
poptm ,∀m, need to be found first. It is observed in [14]
that there is an exponential relationship between βmaxm and
poptm where βmaxm is defined as the largest large-scale fading
coefficient between m-th AP and its serving things, i.e.,
βmaxm = maxk=1,..,K βmk. An exponential regression can then
be implemented to predict poptm ,∀m. We denote the outputs of
the exponential regression as pm(βmaxm ),∀m, and these outputs
can be used in (38). In addition, we find that as the length
of random pilots goes to infinity and assume that random
pilots ψk are used in IoT systems, the value of SINRIoTk will
approach to the value of SINRorthk , i.e.,
lim
τ→∞SINR
IoT
k −→ SINRorthk . (39)
It is also noted that even with finite, but reasonably large, τ ,
SINRIoTk ≈ SINRorthk . Based on these observations, low com-
plexity power control for DL IoT systems with random pilots
can be implemented as follows. Firstly, poptm , ∀m, are approx-
imated using exponential regression based on βmaxm , ∀m, as
in [14]. The outputs, pm(βmaxm ), ∀m, are then substituted into
(38), and solving the obtained convex optimization problem,
we find the power coefficients by this approach.
However, the performance achieved using pm(βmaxm ) is not
close enough to the optimal performance achieved by poptm .
What is even more important is that the generality of this
method is limited. In particular, if we found a function
pm(β
max
m ) that matches well p
opt
m for one network, typically
this function is not accurate for another network. Moreover,
for some networks, no exponential relationship can be found
between poptm and βmaxm , e.g., this is the case for high density
networks.
In our design, we propose to use a simple fully connected
neural network (NN) to approximate poptm ,∀m. As shown in
Fig. 5, the structure of the NN we used includes 3 hidden
fully connected layers and each layer has 4 neurons. Tangent-
sigmoid activation function is used for the 3 hidden layers
and rectified linear unit (ReLU) activation function is used in
the output layer. We denote pNNm as the approximation of p
opt
m
predicted by NN for m-th AP. For obtaining pNNm , the input
vector β¯m = [β¯m1, β¯m2, ..., β¯mK˜ ]
T ∈ RK˜×1 consists of some
largest large-scale fading coefficients from m-th AP to its
nearby serving things. For example, β¯m1 = maxk=1,..,K βmk,
β¯m2 is the second largest large-scale fading coefficient and so
on. It is noted that K˜ is set as 4 in our work and Levenberg-
Marquardt algorithm [15], [16] is used to train the NN.
C. Scalable Power Control with High Energy Efficiency
In real life applications we expect that the areas covered by
CF networks will be most likely very large. Such large areas
will contain so large number of APs and things, that even the
computation complexity of solving the convex problem (38)
would be too high. Thus a scalable power control algorithm
whose complexity grows linearly with M and K is required.
Here we propose a sub-optimal scalable power control
algorithm which achieves high energy efficiency at the same
time. We first define the density of a network as
Density =
Number of APs
Serving Area
. (40)
We also assume that the ratio M/K is fixed. The idea is to
train NN for small areas, which have relatively small number
of APs and therefore afford finding poptm needed for training.
Next we use the same NN for large areas with the same
density. Since the convex problem (38) becomes too complex
when M and K are large, we use uniform power control where
the power coefficients are given by
ηm =
pNNm∑K
k=1 γmk
, ηm = ηmk, ∀k. (41)
It is important to note that the computation complexity of
predicting every pNNm by the NN not only is very low due to
the simple structure of the NN, but also keeps constant as M
and K increase. Thus the scalable algorithm introduced here
not only has low online complexity but also has complexity
growing linearly as M . At the same time, it will be shown later
that (41) provides much higher energy efficiency compared
with full power case.
Fig. 5: Neural network for predicting pNNm ,∀m.
Fig. 6: Performance comparison between NN based and optimal
power control algorithms of DL CF IoT systems. Here, M = 128,
K = 4.
D. Simulation Results and Discussions
The same simulation setup and parameters given in Section
V-A are used here.
Experiment 1: In this experiment, we would like to train
a NN so that it can be applied to any given serving area with
fixed number of APs and things. The number of APs and
things considered in this experiment is not very large so that
power control coefficients can be obtained by solving (38). We
train our NN for several areas and next we use the obtained
NN for an area that was not used for training. Results of this
approach are shown in Fig. 6. The NN used in Fig. 6 is trained
by squares with areas: 0.016, 0.063, 0.25, 0.56, 1, 4 km2 and
then the obtained NN is used for squares of sizes 0.75 and
2.25 km2. We see that this NN provides the performance which
is close to the performance obtained with the optimal power
control.
Experiment 2: In this experiment, we fixed the density of
the serving area and train the NN with small number of APs
and things. The trained NN will be used to output pNNm for
large number of APs and things with the same area density
(e.g., M = 4096, K = 1024). In Fig. 7, we use small M and
K in order to compare our results with the case of truly max-
min optimal power coefficients (Max-min Opt). We present
rates when we use (41) with maximal pm (Uniform Full),
optimal poptm (Uniform Opt), and NN produced pNNm (Uniform
NN). It is observed from Fig. 7 that under uniform power
control, the spectral efficiency performance is almost the same
Fig. 7: Spectral efficiency comparison among full power, uniform
power control, and optimal power control cases for DL CF IoT
systems. Here, M = 64, K = 16, Area = 0.03 km2.
using either pNNm ,∀m, or poptm ,∀m, which suggests accurate
predictions of the proposed NN. Although the performance
gap between uniform power control and full power case is
not big under current relatively high area density case, we
found that the gap would increase in low area density case.
More importantly, energy efficiency is significantly increased
compared with full power case.
Fig. 8 shows the energy efficiency comparison between
uniform power control and full power case under large number
of APs and things. Due to the low computation complexity of
uniform power control, it can be applied to the case of M =
4096 and K = 1024 while achieving 4 times energy efficiency
improvement compared with full power case. Note that the DL
energy efficiency is defined as Ed ,
∑K
k=1R
d
k/
∑M
m=1 Pm
where Pm can be the maximum transmit power of m-th AP
(i.e, Pd) or pNNm Pd.
VIII. CONCLUSION
In this work we proposed IoT systems supported by CF
mMIMO with optimal components - LMMSE channel esti-
mation and MMSE MIMO receiver. We derived a random
matrix approximation for sensor’s UL SINR and use it for
efficient and low complexity power control algorithms that
give large energy efficiency gains, which is very important for
low powered sensors. For DL transmission we proposed a NN
scalable algorithm for transmit power control. This algorithm,
though sub-optimal, incorporates a simple fully connected
Fig. 8: Energy efficiency comparison between full power and uniform
power control for DL CF IoT systems. Here, M = 4096, K = 1024,
Area = 2 km2.
NN and obtains power coefficients with almost zero online
complexity. Multifold gain in EE is obtained by this algorithm
compared with full power transmission approach.
APPENDIX
A. Some Useful Lemmas
Lemma 1. [Matrix Inversion Lemma] [17, (2.2)] Let U be
an M ×M invertible matrix and x ∈ CM×1, c ∈ C for which
U + cxxH is invertible. Then
xH
(
U + cxxH
)−1
=
xHU−1
1 + cxHU−1x
. (42)
Lemma 2. [7, Lemma 4 and 5] Let A ∈ CM×M and x,y ∼
CN (0, 1M IM ). Assume that A has uniformly bounded spectral
norm (with respect to M ) and that x and y are mutually
independent and independent of A. Then,
xHAx− 1
M
trA a.s.−−−−→
M→∞
0, (43)
xHAy
a.s.−−−−→
M→∞
0. (44)
Lemma 3. [7, Lemma 6] Let A1,A2, ..., with AM ∈ CM×M ,
be deterministic with uniformly bounded spectral norm and
B1,B2, ..., with BM ∈ CM×M , be random Hermitian, with
eigenvalues λBM1 ≤ λBM2 · · · ≤ λBMM such that, with proba-
bility 1, there exist  > 0 for which λBM1 >  for all large M .
Then for v ∈ CM×1
1
M
trAMB−1M −
1
M
trAM
(
BM + vv
H
)−1 a.s.−−−−→
M→∞
0 (45)
almost surely, where B−1M and
(
BM + vv
H
)−1
exist with
probability 1.
B. Two Theorems
Theorem 5. Let m = 1, ...,M and let gˆmk and gˆml be
two channel coefficients estimated using random pilots and
LMMSE channel estimation as given in section II. Let τ be
the length of the random pilots. Then, for a fixed m,
Cov[gˆmk, gˆml]
a.s.−−−−→
τ→∞ 0 for k, l = 1, ...,K and k 6= l. (46)
Proof.
cov[gˆmk, gˆml] (47)
= E
[(
aHmk
(√
τρp
K∑
i=1
gmiψi + wm
))H ·
aHml
√τρp K∑
j=1
gmjψj + wm
]
=
K∑
i=1
K∑
j=1
τρpE [g∗migmj ]ψHi amkaHmlψj︸ ︷︷ ︸
T1
+
E
[
wHmamka
H
mlwm
]︸ ︷︷ ︸
T2
+ (cross terms of E of g∗mi and wm )︸ ︷︷ ︸
T3
.
Due to the independence between gmi and each component
of wm, T3 = 0. On the other hand, gmi and gmj are also
independent, we get:
T1 =
K∑
i=1
τρpE
[|gmi|2]ψHi amkaHmlψi
=
K∑
i=1
τρpβmiψ
H
i amka
H
mlψi.
(48)
Define
Zm = τρpΨBmΨ
H + Iτ = τρp
K∑
k=1
βmkψkψ
H
k + Iτ . (49)
Then amk =
√
τρpβmkZ
−1
m ψk. Let Zmi = Zm −
τρpβmiψiψ
H
i , and apply (49) and lemma 1 to ψ
H
i amk, we
obtain:
ψHi amk =
√
τρpβmkψ
H
i Z
−1
miψk
1 + τρpβmiψHi Z
−1
miψi
. (50)
Let Zmik = Zmi − τρpβmkψkψHk and apply it together with
lemma 1 to ψHi Z
−1
mi in the numerator of (50), we obtain:
ψHi amk = √
τρpβmkψ
H
i Z
−1
mikψk(
1 + τρpβmiψHi Z
−1
miψi
) (
1 + τρpβmkψHk Z
−1
mikψk
) . (51)
In (51), Zmik does not depend on ψi and ψk, and ψi and ψk
are Gaussian and independent. Hence, by applying (44), we
can get:
ψHi amk
a.s.−−−−→
τ→∞ 0 for i 6= k. (52)
In the same way, aHmlψi
a.s.−−−−→
τ→∞ 0 for i 6= l. Since l 6= k, we
obtain T1
a.s.−−−−→
τ→∞ 0 (if K is finite).
Now we consider T2:
T2 = E
[
tr
(
wmw
H
mamka
H
ml
)]
= tr
(
E
[
wmw
H
m
]
amka
H
ml
)
= tr
(
Iτamka
H
ml
)
= aHmlamk
= τρpβmkβmlψ
H
l Z
−1
m Z
−1
m ψk.
(53)
Let Z−1ml = Zm − τρpβmlψlψHl , and apply it together with
lemma 1 to ψHl Z
−1
m , we obtain:
ψHl Z
−1
m =
ψHl Z
−1
ml
1 + τρpβmlψHl Z
−1
mlψl
. (54)
Since ψl is Gaussian and does not depend on Zml, we obtain:
ψHl Z
−1
m
a.s.−−−−→
τ→∞ 0. (55)
In the same way Z−1m ψk
a.s.−−−−→
τ→∞ 0, so T2
a.s.−−−−→
τ→∞ 0. Thus we
prove that cov[gˆmk, gˆml]
a.s.−−−−→
τ→∞ 0 (if K is finite). 
Theorem 6. [6], [7] Let SM ∈ CM×M be Hermitian
non-negative definite and let X ∈ CM×K be random with
independent column vectors xk ∼ CN (0, 1MRk). Define
QM ∈ CM×M deterministic and assume that QM and
Rk, k = 1, ...,K have uniformly bounded spectral norms
(with respect to M). Then, for any z > 0,
1
M
trQM
(
XXH + SM + zIM
)−1− 1
M
trQMT(z)
a.s.−−−−→
M→∞
0,
(56)
where T(z) ∈ CM×M is given by
T(z) =
(
1
M
K∑
k=1
Rk
1 + ek(z)
+ SM + zIM
)−1
. (57)
Here, ek(z) = limt→∞ e
(t)
k (z) and e
(t)
k (z) is obtained by
e
(t)
k =
1
M
trRk
(
1
M
K∑
k′=1
Rk′
1 + e
(t−1)
k′ (z)
+ SM + zIM
)−1
.
(58)
where t = 1, 2, ... and e(0)k (z) = 1/z for k = 1, 2, ...,K.
Proof. The proof of Theorem 6 is given in [7]. 
C. Derivations for RM Approximations
We first derive RM Approximation 2. Define Ω =
ρu
∑K
k′=1 ηk′ gˆk′ gˆ
H
k′ + D, Ωk = ρu
∑K
k′ 6=k ηk′ gˆk′ gˆ
H
k′ + D,
where D is defined in (10). Using (6) we get that βmk−γmk ≥
0. Hence the sum in D is a non-negative definite matrix and
hence DM can be considered as SM + zIM used in Theorem
6. Using Lemma 1, we can represent ρuηkgˆHk Ω
−1gˆk in the
numerator and denominator of (12) as
ρuηkgˆ
H
k Ω
−1gˆk =
ρuηkgˆ
H
k Ω
−1
k gˆk
1 + ρuηkgˆHk Ω
−1
k gˆk
. (59)
Using Lemma 2, we get
ρuηkgˆ
H
k Ω
−1
k gˆk − ρuηktrΓkΩ−1k
a.s.−−−−→
M→∞
0. (60)
It is noted that, in CF mMIMO IoT systems, Cov[gˆmk, gˆml] is
not strictly 0 when random pilots are applied. However, based
on Theorem 5, we can directly use Theorem 6 to derive RM
approximations. Applying Theorem 6 to (60), we can get
ρuηktrΓkΩ−1k −
ρuηk
M
trΓkTk
a.s.−−−−→
M→∞
0. (61)
where Tk is defined in (18). Then ρuηkgˆHk Ω
−1
k gˆk is substi-
tuted by ρuηkM trΓkTk in (59), and (59) is further substituted
into (12) to obtain RM Approximation 2 in (17).
RM Approximation 1 is obtained by using Lemma 3.
First we note that Ωk is positive definite. Indeed, let v =
[v1, v2, ..., vM ]
T ∈ CM×1 be any non-zero vector, then
vHΩkv =ρu
K∑
k′ 6=k
ηk′ |vH gˆk′ |2
+ ρu
K∑
k′=1
ηk′
M∑
m=1
|vm|2(βmk′ − γmk′) + ‖v‖2.
Since ρu > 0, 0 ≤ ηk′ ≤ 1, ∀k′, |vH gˆk′ | ≥ 0, βmk−γmk′ ≥ 0
and ‖v‖2 > 0, we obtain vHΩkv > 0. Thus Ωk is positive
definite. Now applying Lemma 3 to ρuηktrΓkΩ−1k , we get
ρuηktrΓkΩ−1k − ρuηktrΓkΩ−1
a.s.−−−−→
M→∞
0. (62)
Using Theorem 6 again, we get
ρuηktrΓkΩ−1 − ρuηk
M
trΓkT
a.s.−−−−→
M→∞
0. (63)
where T is defined in (14). Then ρuηkgˆHk Ω
−1
k gˆk is substituted
by ρuηkM trΓkT in (59), and (59) is further substituted into (12)
to obtain RM Approximation 1 in (13).
D. Proof of Theorem 1 and 3
Theorem 1 and 3 are proved using the framework of
standard interference functions [18]. The process is as fol-
lows. Define d = [d1, d2, ..., dK ]T ∈ RK and f(d) =
[f1(d), f2(d), ..., fK(d)]
T ∈ RK , where
fk(d) = ρ
′
u,kgˆ
H
k
(
α
K∑
k′=1
ρ′u,k′uk′
dk′
Jk′ + IM
)−1
gˆk. (64)
It is noted that (64) is equivalent to (23). According to
[18, Theorem 1 and 2], the iteration d(n+1) = f(d(n)) will
converge to a unique point d∗ = [d∗1, d
∗
2, ..., d
∗
K ]
T ∈ RK for
any non-negative initial point d(0)k ,∀k if and only if f(d) is
a feasible standard interference function. f(d) is a standard
interference function if for all d ≥ 0 the following properties
are satisfied.
1. Positivity: f(d) > 0,
2. Monotonicity: if d > d′, then f(d) > f(d′),
3. Scalability: For all ζ > 1, ζf(d) > f(ζd¯).
Here, the vector inequality d > d′ is a strict inequality in
all components.
1) Proof of Theorem 1: In Algorithm 1, α =
mink′(dk′/uk′), k
′ = 1, ...,K. Although α might be different
for different iterations, it can be regarded as a positive constant
for each iteration. We will first prove that when α is a positive
constant, f(d) is a standard interference function.
Define F = α
∑K
k′=1(ρ
′
u,k′uk′/dk′)Jk′ + IM . Based on (6)
and (21), it is straightforward to verify that F is Hermitian
positive definite, then F−1 is also Hermitian positive definite,
so f(d¯) > 0, and the positivity property is proved.
It is noted that the monotonicity property is equivalent
to ∂f(d)/∂d > 0 for all possible d, where 0 is a matrix
with each component being 0 and the matrix inequality
∂f(d)/∂d > 0 is a strict inequality in all components. Denote
the (k, k′′)-th component of ∂f(d)/∂d as ∂fk(d)/∂dk′′ ,
where k = 1, ...,K, and k′′ = 1, ...,K. Then
∂fk(d)
∂dk′′
=
∂ρ′u,kgˆ
H
k F
−1gˆk
∂dk′′
= ρ′u,kgˆ
H
k
∂F−1
∂dk′′
gˆk
= −ρ′u,kgˆHk F−1
∂F
∂dk′′
F−1gˆk
=
α(ρ′u,k)
2uk′′
d2k′′
gˆHk F
−1 (gˆk′′ gˆHk′′ + Bk′′ − Γk′′)F−1gˆk.
Since gˆk′′ gˆHk′′ + Bk′′ −Γk′′ is Hermitian positive definite and
d2k′′ ≥ 0 for all k′′, we obtain ∂fk(d)/∂dk′′ > 0,∀k and ∀k′′.
Thus f(d) satisfies the monotonicity property.
The proof for f(d) satisfying the scalability property is as
follows. Define J¯ = α
∑K
k′=1(ρ
′
u,k′uk′/dk′)Jk′ , then fk(ζd)
can be written as
fk(ζd) =ρ
′
u,kgˆ
H
k
(
1
ζ
J¯ + IM
)−1
gˆk
=ρ′u,kgˆ
H
k
(
Q
Λ
ζ
Q−1 + QQ−1
)−1
gˆk
=ρ′u,kgˆ
H
k Q
(
ζΛ−1 + IM
)
QH gˆk,
where QΛQ−1 is the eigenvalue decomposition of J¯. Follow-
ing the same approach, ζfk(d) can be written as
ζfk(d) = ρ
′
u,kgˆ
H
k Qζ
(
Λ−1 + IM
)
QH gˆk.
Since J¯ is Hermitian positive definite, each component of
diag(Λ−1 + IM ) is positive. Based on this fact, we obtain
diag
(
ζ
(
Λ−1 + IM
))
> diag
(
ζΛ−1 + IM
)
for ζ > 1, where
the vector inequality is a strict inequality in all components.
Since both ζ
(
Λ−1 + IM
)
and ζΛ−1+IM are positive definite,
we obtain ζfk(d) > fk(ζd),∀k for ζ > 1. Thus it is proved
that f(d) satisfies the scalability property and we also prove
that f(d) is a standard interference function when α is a
positive constant.
The convergence of Algorithm 1 is proved as follows. For a
given network realization, denote R∗ as the max-min per-thing
rate which can be achieved by all served active things. If R∗
is known in advance, we can teat R∗ as a target rate and the
value of α corresponding to it is denoted as α∗. It is noted
that when α = α∗ in (64), the iteration d(n+1) = f(d(n)) will
converge to a unique solution of UL power control coefficients,
η∗ where maxk(η∗k) = 1, k = 1, 2, ...,K.
On the other hand, two operations are implemented by
step 2 of Algorithm 1 for every iteration. We define α(n) =
mink′(d
(n−1)
k′ /uk′). Replacing α by α
(n) in (64) we obtain
f (n)(d). The first operation is the computation of α(n) which
is actually an update of power control coefficients which are
expressed as
η
(n)
k =
mink′
(
d
(n−1)
k′ /uk′
)
d
(n−1)
k /uk
, ∀k, k′ = 1, 2, ...,K. (65)
The second operation is using α(n) (i.e., η(n) =
[η
(n)
1 , η
(n)
2 , ..., η
(n)
K ]) to compute d
(n) by (23). Note that
f (n)(d) is a standard interference function as proved earlier,
it has a unique solution which is denoted as (η(n))∗. It is also
noted that if α(n) is not equal to α∗, maxk((η
(n)
k )
∗) is also
not equal to 1. The first operation makes maxk(η
(n)
k ) = 1,
which leads to α(n) a.s.−−−−→
n→∞ α
∗ (i.e., (η(n))∗ a.s.−−−−→
n→∞ η
∗). On
the other hand, the second operation makes η(n) converges
to (η(n))∗ since f (n)(d) is a standard interference function.
Thus we conclude that by the iteration of Algorithm 1, η(n)
converges to η∗.
2) Proof of Theorem 3: In Algorithm 3, α = St/(1 + St).
Replacing ρ′u,k′uk′ , ∀k′ in (64) by ρ′u,k′ , ∀k′, we obtain f¯(d)
which is equivalent to the formula used in Step 2 of Algorithm
3. Since α is a positive constant, using the same approach
for f(d), f¯(d) can also prove to be a standard interference
function. Thus Theorem 3 is proved.
E. Proof of Theorem 2 and 4
Theorem 2 and 4 can also be proved using the framework
of standard interference functions [18]. The process is as
follows. Define l = [l1, l2, ..., lM ]T ∈ RM and q(l) =
[q1(l), q2(l), ..., qM (l)]
T ∈ RM , where
qm(l) =( α
M
K∑
k′=1
ρuuk′
trΓk′diag(l)
(
Bk′ − ξk
′Γk′
1 + ξk′
)
+
IM
M
)−1
mm
.
(66)
It is noted that (66) is equivalent to (27). Here ξk′ can either
depend on α as in Algorithm 2 or be a positive constant as
in Algorithm 4, and [A]mm means m-th diagonal element of
matrix A.
1) Proof of Theorem 2: In Algorithm 2, α =
mink′ (tr (νk′Γk′diag(l)) /uk′) , k′ = 1, ...,K. The prove pro-
cess is similar to that for Algorithm 1. We will first prove that
when α is a positive constant, q(l) is a standard interference
function.
According to (6), βmk − γmk ≥ 0,∀m,∀k, so(
Bk′ − ek′Γk′1+ek′
)
> 0. Since ξk′ , ∀k′ in Algorithm 2 are also
non-negative, we conclude that q(l) > 0 for all l ≥ 0 and the
positivity property is proved.
Since Bk′ , Γk′ , and IM are diagonal matrices, qm(l) can
be easily rewritten as
qm(l) =
M
α
∑K
k′=1
ρuuk′
trΓk′ diag(l)
(
βmk′ − ξk′γmk′1+ξk′
)
+ 1
. (67)
Thus it is easy to verify that for all ζ > 1, ζqm(l) >
qm(ζl),∀m and the scalabiltity property is proved.
As for the monotonicity, if l > l′, then ρuuk′trΓk′ diag(l) <ρuuk′
trΓk′ diag(l′)
, ∀k′. Since we assume α is a positive constant, so
does ξk′ , ∀k′. Then qm(l) > qm(l′),∀m (i.e., q(l) > q(l′))
and the monotonicity property is proved. Thus we prove that
q(l) is a standard interference function when α is a positive
constant.
Using the same approach as that for Algorithm 1, we can ob-
tain that by the iteration in Step 2 of Algorithm 2, α(n) a.s.−−−−→
n→∞
α∗ (i.e., (η(n))∗ a.s.−−−−→
n→∞ η
∗), and η(n) converges to (η(n))∗.
Here α(n) = mink′
(
tr
(
νk′Γk′T
(n−1)) /uk′) , k′ = 1, ...,K
and η(n)k is defined as:
η
(n)
k =
mink′
(
tr
(
νk′Γk′T
(n−1)) /uk′)
tr
(
νkΓkT(n−1)
)
/uk
, ∀k, k′ = 1, ...,K.
Thus we conclude that by the iteration of Algorithm 2, η(n)
converges to η∗.
2) Proof of Theorem 4: In Algorithm 4, α = StM/ρu or
StM/(ρuug). Replacing ρuuk′ , ∀k′ in (66) by ρu, we obtain
q¯(l) which is equivalent to the formula used in step 2 of
Algorithm 4. Since α and ξk′ , ∀k′ are positive constants in
Algorithm 4, using the same approach for q(l), q¯(l) can also
prove to be a standard interference function. Thus Theorem 4
is proved.
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