We present a novel flux approximation scheme for the viscous Burgers equation. The numerical flux is computed from a local two-point boundary value problem for the stationary equation and requires the iterative solution of a nonlinear equation depending on the local boundary values and the viscosity. In the inviscid limit the scheme reduces to the Godunov numerical flux.
For space discretisation we adopt the finite volume method, hence we need flux approximation schemes. For the inviscid equation, Godunov's flux approximation scheme is very well known. The expression for this flux is derived from a local initial value problem, assuming a piecewise constant initial condition, the so-called Riemann problem. The Godunov scheme is a basic scheme which is only first order accurate. It can be combined with, for example, (W)ENO reconstruction and higher order Runge-Kutta time integration methods to achieve higher order. The viscous term is usually approximated by central differences.
In this contribution we follow a different approach. We compute the numerical flux from a local two-point boundary value problem (BVP) for the steady, viscous Burgers equation, taking into account the fully nonlinear convection-diffusion balance. Our motivation is to derive an extension of the Godunov numerical flux for the viscous equation. This way we anticipate that the numerical solution inherits properties of the exact solution. For example, in Sect. 3 we will show, under certain conditions, that the resulting numerical scheme is monotone, implying that no spurious oscillations are generated. Moreover, we will show that our numerical flux reduces to the Godunov flux for the inviscid equation.
The nonlinear scheme is inspired by the complete flux scheme presented in [6] . The complete flux scheme is a flux approximation scheme for (linear) conservation laws of advection-diffusion-reaction type. The basic idea of the complete flux scheme is to compute the numerical flux from the entire equation, including the source term. Therefore, the numerical flux is the superposition of a homogeneous flux, corresponding to the advection-diffusion operator, and an inhomogeneous flux, taking into account the effect of the source. We like to emphasize that our flux approximation scheme corresponds to the fully nonlinear convection-diffusion operator, and as such can be considered as a modification of the homogeneous flux scheme.
We have organized the paper as follows. In Sect. 2 we present the local BVP defining the numerical flux. Next, in Sect. 3 we give the derivation of the numerical flux. A numerical example is given in Sect. 4 and concluding remarks are given in Sect. 5.
Local BVP for the Numerical Flux
In this section we present the fully nonlinear BVP from which we derive the numerical flux (function).
Consider the one-dimensional viscous Burgers equation and corresponding flux f (u, u x ), i.e.,
where ν ≥ 0 is the viscosity. Equation (1) for u = u(x, t) is defined on, say, (0, 1)× [0, ∞). For space discretisation we employ the finite volume method [2] . Let Δx = 1/(N − 1) be the grid size, and let x j = (j − 1)Δx (j = 1, 2, . . . , N) and x j +1/2 = 1 2 (x j +x j +1 ) (j = 1, 2, . . . , N−1) denote the grid and interface points, respectively. Integrating (1) over a control volume Ω j = (x j −1/2 , x j +1/2 ), we obtain the semidiscretisation
whereu
is the numerical flux at x = x j +1/2 . In the following we suppress the dependency on t. The derivation of F j +1/2 is based on the following local two-point BVP:
which we obtain from (1) ignoring the time derivative. In the derivations that follow, it is convenient to normalize the spatial coordinate x in (3). Therefore, we introduce the variables
and can rewrite the BVP (3) as follows
where the prime ( ) denotes differentiation with respect to σ . From this BVP we will derive expressions for the numerical flux (function)
Integrating the ODE (5a) twice and applying the boundary conditions (5b) we can derive the following (implicit) representation of the solution [3] 
From this representation it is evident that w is monotone, more precisely, w is monotonically decreasing if u L > u R and monotonically increasing if u L < u R . We will employ this property in the next section.
Numerical Flux Function
In this section we derive expressions for the numerical flux from the BVP (5) . A similar derivation is given in [5] , however, in this contribution we give a different representation of the numerical flux, which provides more insight. Further, we include a brief discussion on monotonicity and order of convergence. Because of the monotonicity property of w, we distinguish the two cases u L ≥ u R and u L < u R .
The Case u L ≥ u R
The solution of BVP (5) satisfies w (σ ) ≤ 0, hence w is monotonically decreasing. We define the numerical flux F j +1/2 by the relation
where w is the solution of BVP (5) . Obviously, F j +1/2 ≥ 0. Therefore, we can write F j +1/2 = 1 2 c 2 for some unknown c satisfying |c| > c + = max |u L |, |u R | . The latter inequality readily follows if we substitute σ = 0 or σ = 1 in (7). Relation (7) is equivalent to the following first order ODE for w:
Integrating (8) across (0, 1) and applying the boundary conditions (5b) we find for c the algebraic relation
where 0 < z(c) < 1; see Fig. 1. H + (c) and c/ε are odd functions of c, consequently Eq. (9) has the trivial root c = 0, which we discard. Since F j +1/2 = 1 2 c 2 is even, we restrict ourselves to c > c + . We can prove that H + (c) = c/ε has a unique solution c > c + , which we compute by Newton iteration. If we choose an initial guess c 0 > c + the iteration will always converge.
Note that Eq. (9) implicitly defines c = c(u L , u R ). Invoking the implicit function theorem, we conclude that ∂c/∂u L > 0 and ∂c/∂u R < 0 for c > c + , implying that When combined with the explicit Euler time integration method, with a time step small enough to satisfy the stability condition, the resulting generalization of Godunov's scheme remains monotone.
The Case u L < u R
In this case w (σ ) > 0 and w is monotonically increasing. Again, the numerical flux is defined by F j +1/2 = 1 2 w 2 − εw with w the solution of BVP (5), however, this time we either have F j +1/2 ≥ 0 or F j +1/2 < 0. For a positive numerical flux we have F j +1/2 = 1 2 c 2 where c is the solution of (9) satisfying |c| < c − = min |u L |, |u R | ; see Fig. 2 . This inequality is again a consequence of Eq. (7) if we substitute σ = 0 and σ = 1. On the other hand, for a negative flux we have
for the unknown c. From (10) we can readily derive the ODE:
Integrating this equation across (0, 1) and applying the boundary conditions (5b) we obtain the relation
see Fig. 2 . In the derivation of (12) we used the identity arctan(z) + arctan(1/z) = π 2 sgn(z) for z = 0. Analogous to the previous case, H − (c) and c/(2ε) are odd and F j +1/2 = − 1 2 c 2 is even, therefore we restrict ourselves to c > 0. For positive c Eq. (12) has a unique solution, which we compute with Newton iteration.
Choice of the Numerical Flux
In the case u L < u R we can have either a positive or a negative flux, so we have to determine its sign. To that purpose we investigate the zero-flux condition, i.e., we solve Eq. (7) for c = 0 subject to the boundary conditions (5b). This way we find the condition
In [4] it is proven that, in case u L u R > 0, the numerical flux F j +1/2 > 0 for 1/u L − 1/u R < 1/(2ε), and F j +1/2 < 0 for 1/u L − 1/u R > 1/(2ε). This situation is displayed in Fig. 2 . For ε = 0.2 Eq. (9) has a unique root 0 < c < c − and consequently F j +1/2 > 0. In the other two cases Eq. (12) has a unique solution c > 0 and F j +1/2 < 0. The black lines are tangent to either H + (c) or H − (c) at c = 0 and correspond to the zero-flux condition (13). Otherwise, for u L u R < 0, the numerical flux F j +1/2 < 0. This situation is shown in Fig. 3 . Clearly, in this case only Eq. (12) has a solution.
Putting everything together, we obtain the following expressions for the numerical flux: 
The sign of the numerical flux as a function of u L and u R is displayed in Fig. 4 .
To conclude, we consider the convective and diffusive limits. First, for pure convection (ν = 0) the numerical flux reduces to the Godunov numerical flux. From Fig. 4 we observe that for decreasing ε, and hence decreasing ν, the region where F j +1/2 < 0 recedes to the quadrant where u L < 0 and u R > 0. Note however, that in the limit ν = 0 Eq. (12) has the solution c = 0, giving F j +1/2 = 0, which is in agreement with Godunov's flux. Second, we consider the diffusive limit (ν → ∞), restricting ourselves to u L ≥ u R . Note that z(c) → 0 for ν → ∞. Applying the approximation H + (c) ≈ 2z(c) for |z(c)| 1, we obtain from Eq. (9) that
For the numerical flux we then find which is a second order accurate approximation of f (u, u x ). These limit cases are in agreement with the observation that the scheme exhibits first order convergence for small ε, gradually increasing to second order for larger ε [5] .
Numerical Example
In this section we present an example of our scheme; convergence tests have been reported in [5] . We apply our numerical scheme to Eq. (1) subject to the initial condition u(x, 0) = 1 + sin(2πx) for 0 < x < 1. We compute numerical solutions for ν = 10 −3 . The initial smooth profile steepens and a typical solution is displayed in Fig. 5 . We compute the numerical solutions for Δx = 1/20, 1/80, 1/320 and compare these with a very accurate reference solution. For time integration we use a third order stability preserving Runge-Kutta method with time step Δt = 10 −5 , hence the temporal discretisation error is negligible. Newton iteration for Eq. (9) or (12) is terminated if both the residual and the update (in absolute value) drop below the tolerance value 10 −12 . Clearly, the steep layer is nicely approximated for decreasing grid size. 
Concluding Remarks
We have presented a novel flux approximation scheme for the viscous Burgers equation, derived from a local two-point boundary value problem for the stationary equation. The scheme is fully nonlinear, and requires the iterative solution of a nonlinear equation, for which we use Newton iteration. In the limit of zero viscosity, the numerical flux reduces to the Godunov flux. First numerical results are encouraging, however, more numerical tests are required.
As possible extensions, we mention, first, inclusion of the time derivative in the flux approximation, and second, extension to two-dimensional equations.
