We present results of the first tunable Compton backscattering (CBS) x-ray source that is based on the easily aligned combination of a laser-plasma accelerator (LPA) and a plasma mirror (PM). The LPA is driven in the blowout regime by 30 TW, 30 fs laser pulses, and produces high-quality, tunable, quasi-monoenergetic electron beams. A thin plastic film near the gas jet exit efficiently retro-reflects the LPA driving pulse with relativistic intensity into oncoming electrons to produce 2 × 10 7 CBS x-ray photons per shot with 10-20 mrad angular divergence and 50 % (FWHM) energy spread without detectable bremsstrahlung background. The xray central energy is tuned from 75 KeV to 200 KeV by tuning the LPA e-beam central energy. Particle-in-cell simulations of the LPA, the drive pulse/PM interaction and CBS agree well with measurements.
I. INTRODUCTION
Generation of highly directional, narrow bandwidth hard x-ray or γ-ray beams by Compton backscatter (CBS) from relativistic electron beams 1 has many applications including radiation therapy 2 , radio surgery 3 , industrial CT scanning 4 , homeland security 5 , and photonuclear spectroscopy 6, 7 . For such applications, narrow bandwidth CBS x-rays offer higher signal-to-noise ratio than broadband bremsstrahlung x-rays. High quality CBS x-rays were demonstrated more than a decade ago using conventional electron accelerators [8] [9] [10] . Within the past decade, however, tabletop laserplasma accelerators (LPAs) 11, 12 that accelerate electrons quasi-monoenergetically [13] [14] [15] to hundreds of MeV [16] [17] [18] or GeV [19] [20] [21] energy within millimeters to centimeters have emerged, opening the possibility of compact CBS x-ray sources compatible with small university laboratories [22] [23] [24] . CBS x-rays have been generated from LPAs by two methods. In the first, a scattering pulse split from the laser system that produced the LPA drive pulse generated tunable CBS x-rays up to MeV energy 25, 26 . Alignment of the two focused counter-propagating laser spots, however, is extremely challenging, especially in the presence of shot-to-shot pointing fluctuations. Moreover, scattering pulse intensity has been limited to a 0 ∼ 0.3 to avoid depleting too much energy from the drive pulse.
Here a 0 ≡ eE/mωc = 0.85 λ 2 (µm)I(10 18 W/cm
2 ) -where E is the electric field of the laser pulse of frequency ω, wavelength λ, intensity I, and e and m are electron charge and mass, respectively -is a dimensionless laser strength parameter defined such that laserelectron interactions are relativistic for a 0 > ∼ 1. The seca) Electronic mail: downer@physics.utexas.edu ond method used a plasma mirror (PM) to retro-reflect the drive pulse into the trailing relativistic electrons after the LPA 27 . This method is compact, simple to align, and eliminates sensitivity to laser pointing fluctuation. However, tunable, quasi-monoenergetic x-rays have not yet been demonstrated by this method, only broadband x-rays centered at ∼ 50 KeV 27 . Moreover, key parameters that determine x-ray brightness, such as the intensity and spatial profile of the laser pulse after driving the LPA and reflecting from the PM, have not been measured.
Here we report generation of tunable quasimonoenergetic CBS x-rays with unprecedented conversion efficiency using the easily aligned combination of LPA and PM (i.e. the second method). We fully characterize the laser pulse spatial intensity profile immediately after driving the LPA and after reflecting from the PM by both measurement and simulation. There are three major findings. First, a laser pulse incident at a 0 ≈ 1.6 remains relativistic (1 < ∼ a 0 < ∼ 2) after driving an LPA in the bubble regime, and ∼ 5 times stronger than achieved using a split-off drive pulse, suggesting that a future nonlinear Compton source 28, 29 may be more readily achievable via the PM method. Second, photon conversion efficiency from laser pulse to x-rays is ∼ 6 × 10 −12 , higher than achieved using a split-off scattering pulse by factors ranging from six 25 to thirty 26 , and higher than any previous LPA-based quasi-monoenergetic Compton source. Our simulations suggest that ∼ 10 times higher yield may be achievable by optimizing the plasma density profile and by exploiting relativistic curvature of the PM surface to focus the retro-reflected drive pulse onto trailing electrons. Third, use of a plastic film only 90 µm thick for the PM reduced yielded near unity reflectance at a 0 ∼ 1 while rendering transmitted bremsstrahlung radiation undetectable, resulting in the highest signal-to-noise ratio yet demonstrated from an LPA-based Compton source. Interaction of a drive laser (red) with a plasma created within the plume of a gas jet accelerates electrons (green), which a magnetic field deflects onto a phosphor screen. The laser pulse ionizes a thin plastic foil placed at the exit of the plasma accelerator, forming a plasma mirror (PM). The retro-reflected drive laser pulse backscatters from the electron beam after the accelerator, creating an x-ray beam (purple) that an imaging plate records after the x-rays pass through a filter pack. (b) phosphor screen image of the electron spectrum at plasma density 2.2 × 10 19 cm −3 , showing peak at 90 MeV. (c) and (d) x-ray beam profile (top), and horizontal and vertical lineouts (bottom), accumulated over 10 shots with 90µm-thick plastic PM placed either (c) at gas jet exit, yielding strong CBS x-rays, or (d) 15 mm downstream from gas jet exit, showing no detectable bremsstrahlung background.
II. EXPERIMENTAL PROCEDURE

Experiments utilized the 30-TW UT
3 laser system at the University of Texas at Austin, which operates with 10-Hz repetition rate at central wavelength 800 nm (photon energy E L = 1.5 eV). Fig. 1(a) shows the schematic setup. To drive the LPA, 30 fs, 0.8 J linearly-polarized laser pulses were focused with f -number 12.5 to Gaussian spot radius w 0 = 10 ± 1µm (intensity profile FWHM = w 0 √ 2 ln 2 = 11.8 ± 1µm), where the uncertainties indicate rms shot-to-shot fluctuations, and peak intensity 6 × 10 18 W/cm 2 (a 0 ≈ 1.6) at the entrance of a 1-mm supersonic gas jet (99% helium, 1% nitrogen mixture). A transverse interferometer measured timeaveraged plasma density profilen e (r, z) on each shot. A magnetic electron spectrometer placed downstream from the gas jet analyzed electron energy on each shot. It consisted of a 1 T magnet that deflected electrons onto a terbium-activated gadolinium oxysulfide (Gd 2 O 2 S:Tb) phosphor screen (Kasei Optonix model Kyokko PI200) from which electron-induced fluorescence at 545 nm was imaged onto a 12-bit charge-coupled device (CCD) camera. The divergence, energy and charge of the electron beam were optimized by controllingn e , focal spot longitudinal position and drive pulse duration 30 . Electrons were produced in the ionization-injected 31,32 bubble regime 33 with peak energy as high as ∼ 90 MeV atn e = 2.2 × 10 19 cm −3 [ Fig. 1(b) ], with ≤ 10% energy spread, ∼ 4 mrad divergence, and integrated charge ∼ 150 pC for energies > 30 MeV. Charge was determined from integrated fluorescent photon number emitted from the phosphor screen using published calibrations for PI200 34 . Electron energy was tuned continuously from ∼ 60 to 90 MeV while retaining narrow energy spread and collimation by tuning gas jet backing pressure to varyn e from 1.7 to 2.2 × 10 19 cm −3 .
Conversion efficiency from laser pulse to CBS x-rays depends critically on the intensity profile of the spent drive pulse transmitted through the LPA. We therefore measured transverse laser intensity profile at the LPA exit, with the PM temporarily removed, by reflecting the spent drive pulse into an f/10 relay imaging system with a 2-inch diameter pellicle inserted 15 cm downstream of the gas jet. The pellicle left the electron beam unperturbed, so the exit spot profile measurement could be correlated with electron beam properties. The absolute transmitted intensity was then estimated from the measured profile and transmitted energy, using an estimated pulse duration of 30 fs. We validated this estimate by simulating the transmitted pulse properties for our experimental conditions, as discussed further in Sec. IV.
Conversion efficiency also depends critically on PM reflectivity. PMs are widely used at sub-relativistic incident intensities (a 0 < 1) to improve the temporal contrast of ultrashort laser pulses that are subsequently focused to ultra-relativistic intensity [35] [36] [37] [38] . Here the inten-sity incident on the PM is mildly relativistic (a 0 > ∼ 1), a range in which PM reflectivity is not well characterized and can depend sensitively on pulse contrast and intensity. We therefore directly measured PM performance at relativistic intensity without the gas jet using well-characterized, high-contrast 30 fs pulses incident at 5
• from the normal with peak fields in the range 0.2 < ∼ a 0 < ∼ 1.6. Pulses with a 0 > ∼ 1 can depress the PM surface due to their high ponderomotive pressure, causing the reflected pulse to focus in front of the PM surface and diverge far from it. This relativistic focusing could potentially increase the intensity that interacts with the trailing electrons, and thereby improve conversion efficiency. We therefore characterized far-field divergence of the time-integrated reflected light using two different collection cones: (i ) a wide (f /5) cone, consisting of an energy calorimeter with 6 cm aperture placed 30 cm from the PM surface; (ii ) a narrow (f /20) cone, in which reflected light was relay imaged from the PM surface to a CCD camera. Method (i ) determined spatiallyintegrated reflectivity from the ratio of the measured energy to the incident laser pulse energy. Method (ii ) determined reflectivity with ∼ 10µm spatial resolution. In this case, time-integrated reflectivity was determined from the ratio of peak intensity of the reflected beam to the peak incident intensity. For CBS x-ray generation, the PM was inserted ∼ 500µm from the jet exit plane, and reflected the spent pulse at 175
• to the e-beam direction, to avoid direct retro-reflection into the laser amplifier system. PMs made of 90-µm plastic (household cellophane), 1-mm thick plastic and 1-mm thick fused silica (microscope slide) were tested; all perturbed the transmitted electrons properties only slightly. The PM was translated 500µm transversely after each shot to remove the damaged spot from the path of the next laser pulse, and could be translated longitudinally as far as 2 cm from the jet. Since CBS efficiency fell rapidly to undetectable levels as PM distance from the jet increased, due to expansion of the spent drive pulse, background bremsstrahlung x-rays generated by the highly collimated electrons inside the PM could be characterized at large separations.
CBS yields x-ray photons of energy E X = 4γ 2 E L , where γ is the electron Lorentz factor. Thus for E L = 1.5 eV, and 90 MeV (γ = 180) electrons, 185 KeV x-ray photons were expected. A 50 × 50-mm imaging plate (IP, Fujifilm image plate, BAS-IP MS 2025 E) placed 0.8 m from the scattering point detected these photons with high spatial resolution over ∼ 60 mrad divergence angle. Because of the low detection efficiency (∼ 0.7 mPSL/photon 39 , where PSL denotes photo-stimulated luminescence), x-ray data was accumulated over ∼ 10 shots to achieve adequate signal-to-noise ratio for quantitative analysis. We measured the spatially-averaged x-ray spectrum by comparing transmission through a set of four filter pairs, each composed of a different element, placed symmetrically in horizontal rows immediately (within 5 mrad) above and below the horizontal center line of the x-ray profile [ Fig. 2(a) ], in front of the IP 27 : Al (1.6 mm) and Cu (1.6 mm), Al (3.2 mm) and Cu (3.2 mm), Pb (1.6 mm) and Cu (6.4 mm), Pb (3.2 mm) and Cu (6.4 mm). The difference in the transmitted signal through each pair along with IP response curve 39 were used to determine the number of photons with energies within the filter pair's transmission band. The horizontal ordering of the filters was re-arranged after each shot to avoid systematic errors in extracting spectra. Xray photon number was obtained by integrating net PSL counts over the x-ray profile recorded on the IP, taking into account the measured x-ray spectrum and the IP response curve 39 .
III. EXPERIMENT RESULTS
A. CBS x-ray and e-beam properties trum in Fig. 1(b) . The x-ray beam diverged ∼20 (10) mrad (FWHM) in the horizontal (vertical) direction, as shown in the lower panel of Fig. 1(c) . Larger horizontal pointing fluctuations of the e-beam (∼ 10 mrad) were primarily responsible for the asymmetry in the x-ray profile. X-rays were observed for 95% of shots for which the LPA produced quasi-monoenergetic relativistic electrons and the PM was placed at the gas jet exit, although 10-shot averaging was necessary to achieve adequate signal-tonoise ratio to fit a Gaussian curve to the x-ray profile. No x-rays were observed in any shots for which the LPA failed to produce relativistic electrons, or the gas jet was turned off. When the PM was moved 15 mm or further away from gas jet, at most a background bremsstrahlung x-ray signal ∼ 10× weaker than the signal shown in Fig. 1(c) was observed in conjunction with relativistic electrons. With a 90-µm plastic foil PM, no background bremsstrahlung was detected, as shown in Fig. 1(d) . All results presented here were obtained with this PM. Fig. 2(a) shows a typical 10-shot-averaged x-ray profile transmitted through the filter pack. Fig. 2(b) shows the extracted spatially-averaged x-ray spectrum (black dots with error bars) corresponding to the electron spectrum shown in Fig. 2(c) . The spectrum is clearly not decaying exponentially with increasing photon energy, as in previously reported PM/LPA-based CBS results 27 , since the yield at 150 -200 keV is several times higher than at 50 -100 keV. A Gaussian curve fitted to the data points yields a spectrum centered at 180 KeV with energy spread δE X /E X = 0.61, where δE X is the FWHM of the fitted Gaussian profile. This peak energy agreed very well with the peak of the calculated single-shot CBS spectrum, which is centered at 190 KeV [ Fig.2(b) , dashed line] for 90 MeV electrons with energy distribution as in Fig. 1(b) and the dashed curve in Fig. 2(c) . However, the calculated curve is narrower (δE X /E X ≈ 0.4). This discrepancy is removed when observed shot-to-shot fluctuations of the electron spectrum are taken into account [ Fig. 2(c) , solid curve], which yields the 10-shot averaged calculated spectrum shown by the solid curve in Fig. 2(b) , for which δE X /E X = 0.63.
The central x-ray energy E X was tuned from ∼75 to ∼200 KeV [ Fig. 3(a) , main panel] by tuning the central energy of quasi-monoenergetic LPA electrons from 60 MeV (γ = 120) to 90 MeV (γ = 180) [ Fig. 3(b) ] by tuning plasma density from 1.4 to 2.2 × 10 19 cm −3 in five increments [ Fig. 3(a) , inset]. The horizontal (vertical) error bars in the main panel (inset) of Fig. 3(a) represent the 10-shot-averaged e-beam energy bandwidth (FWHM). The vertical error bars in the main panel of Fig. 3(a) represent the corresponding FWHM of the peaked x-ray spectra. The tuned x-ray energy agrees well with the theoretical scaling E X = 4γ 2 E L , shown by the dashed red curve in Fig. 3(a) . Fig. 4(a) shows the total electron charge (green data points) from the LPA as a function ofn e . The yellow shaded region denotes then e range over which the LPA produced quasi-monoenergetic electrons, in which charge varied from 90 to 160 pC. Fig. 4(b) shows the x-ray photon number per shot (data points with error bars) plotted as a function of central x-ray photon energy, obtained over the samen e range. Photon number was stable to within 50% of its average value 2 ×10
7 throughout the tuning range. The blue dashed curve is a calculated photon number, discussed in Sec. IV.
B. Laser intensity after LPA and PM Fig. 5(a) shows images of drive pulse a 0 profiles at the gas jet exit for fourn e . Although the shapes of these profiles change little with density, peak a 0 decreased about 40% asn e increased from 1.7 to 2.6×10 19 cm −3 . The red squares in Figure 5 (b) show how the peak field strength a 0 of the drive pulse at the exit plane of the gas jet varied as a function ofn e . The absolute a 0 scale was estimated by assuming all measured transmitted pulse energy was contained within the imaged exit profile and that the pulse maintained 30 fs duration. Since the latter are crude approximations, the absolute a 0 scale was further validated through PIC simulations, as discussed in Sec. IV.
The top row of Fig. 3(c) showsn e -dependent profiles of electrons recorded on a PI200 screen 35 cm downstream from the LPA with the magnet removed. Throughout the range 1.4 <n e < 2.2 × 10 19 cm −3 in which the LPA produced quasi-monoenergetic electrons, the electron beam diverges less than 10 mrad, and thus expands negligibly within the 500µm distance between gas jet exit and PM. Since the electron beam exits the LPA typically with only a few microns diameter 25 , it is much narrower than the FWHM of the transmitted drive pulse at the point of backscatter, and can be assumed to interact with its peak intensity. Forn e > 2.2 × 10 19 cm −3 , the electron beam divergence increases rapidly to > 20 mrad (not shown). Fig. 6 shows results of PM reflectivity measurements. The spatially-integrated, wide (f /5) cone calorimeter measurements (black squares) yielded ∼ 80% reflectivity for incident intensities from 10 17 to 2×10 18 W/cm 2 , then dropped gradually to ∼ 60% as intensity increased to 5 × 10 18 W/cm 2 . In contrast, the spatially-resolved, narrow (f /20) cone intensity measurements (red triangles) yielded nearly 100% reflectivity at the peak of the profile for incident intensities from 10 17 to ∼ 10 18 W/cm 2 , then dropped steeply to < 10% at 5 × 10 18 W/cm 2 . Evidently the spatially-integrated measurement yields only 80% reflectivity for I < 10 18 W/cm 2 because it measures not only the intense center of the focal spot, for which reflectivity is near unity, but the less intense wings, for which reflectivity is only a few percent because overdense plasma is not created. The result is straightforwardly explained if 20% of the pulse energy lies outside the central focus and fails to reach a threshold intensity ∼ 10
17
W/cm
2 , which previous work has shown is needed to create a highly reflective overdense plasma 36 . For relativistic intensity, on the other hand, the spatially-integrated measurement yields much higher reflectivity. This discrepancy could be explained either by strong absorption that is localized in the intense center of the pulse profile, or by defocusing of the reflected pulse outside the f /20 collection cone due to curvature of the PM surface induced by strong ponderomotive pressure. Below we explore these mechanisms through simulations.
IV. DISCUSSION
To help understand and calibrate the exit-plane intensity results in Fig. 5 , we used the 3D particle-in-cell (PIC) code Virtual Laser Plasma Lab (VLPL) 40 to simulate a 30 fs (FWHM) Gaussian pulse with spot size 11µm (FWHM) and peak intensity 5 × 10 18 W/cm 2 propagating into a 200 µm density up-ramp followed by an 800 µm plateau of constantn e . For 1.4 <n e < 2.2 × 10 19 cm −3 , the simulated laser pulse self-focused, and formed a plasma bubble that trapped ionization-injected electrons before accelerating them to 60 to 90 MeV, in good agreement with the electron energy measurements in Fig. 3(b) . Elsewhere we have shown for similar conditions that the VLPL results agree well with bubble dynamics measured with an all-optical streak camera and with electron energy measurements 41 . Here we are concerned with laser intensity transmitted through the LPA. The black dashed curve in Fig. 5(b) shows simulated timeaveraged on-axis a 0 at the jet exit as a function ofn e , for an artificially sharply-bounded jet exit with no density on-axis, time-averaged a0 of the laser pulse at the gas jet exit as a function of plasma densityne. Black dashed curve: simulated a0 assuming a sharply bounded plasma exit profile, with no density down-ramp. Red dot-dashed curve: simulated a0 assuming a 200 µm down-ramp similar to the measuredne(z) exit profile. Red solid curve: a0 obtained by averaging the calculated a0 profiles of the previous simulation over a transverse area of 6 µm diameter, to mimic spatial resolution of the detector. Black solid curve: calculated a0 of the scattering pulse after reflecting from PM, obtained by multiplying a0 from red dot-dashed curve by PM reflectivity (Fig. 6 , solid blue curve).
down-ramp. The shape of the curve resembles the data (red squares), but is roughly 2× higher than the crudely estimated absolute a 0 values of the data points. The red dot-dashed curve shows the simulated on-axis exit-plane intensity when a realistic 200 µm density down-ramp, matching the profile observed in the transverse interferometer, was added after the 800 µm plateau. The intensity is now lower because the exiting pulse expands in the down-ramp. The red solid curve shows the result of locally averaging the exit-plane intensity profile within a transverse area of 6 µm diameter, to mimic the spatial resolution of the relay imaging system. This spatial resolution was calibrated directly by imaging a resolution test chart (1951 USAF) placed at the exit plane of the LPA. The result agrees almost perfectly with the data points. Thus the crude procedure described earlier for estimating absolute a 0 values at the jet exit fortuitously agrees with 3D PIC simulations, which also corroborate the observed n e -dependence. Most likely the assumption that the central imaged laser profiles [shown in Fig. 5(a) ] contained all of the transmitted pulse energy overestimated the actual energy in this profile, while the assumed 30 fs pulse duration overestimated the actual duration by neglecting front end erosion by the laser-plasma interaction. These two errors evidently canceled, yielding agreement. The dot-dashed red curve in Fig. 5(b) thus accurately represents exit-plane axial a 0 without detector averaging, which falls in the range 1.2 > a 0 > 0.9 (peak intensity 2 > I > 1 × 10 18 W/cm 2 ) for then e range of interest.
To help understand the PM reflectivity results in Fig. 6 , we performed a set of two-dimensional simulations using the multi-dimensional, fully electromagnetic, relativistic PIC code EPOCH 42 . In the simulations, a Gaussian laser pulse with its electric field in the (x, y)-plane, propagated along the x-axis. The beam size was 11 µm (FWHM) with 30 fs pulse duration (FWHM). The simulation box in the (x, y)-plane was 220 µm by 100 µm, with 11000 by 5000 cells, respectively. To simplify the simulation, we assumed a pre-ionized mirror with its unperturbed surface at x = x 0 , and electron density for x > x 0 set at 10 n crit , the ionization levels that would be achieved due to tunneling ionization in a laser field with intensity of 5 × 10 18 W/cm 2 . Here n crit is the classical critical density for an electromagnetic wave with λ = 800nm. A preplasma layer of thickness l at the front surface of the PM was introduced to mimic the interaction of a pre-pulse with the PM. The preplasma electron density profile for x ≤ x 0 is n e = 10n crit exp[(x − x 0 )/l]. No additional ionization took place during the PIC simulation.
The blue curves in Fig. 6 shows the results of the PIC simulations for preplasmas with l = 1.0 µm (blue solid curve) and l = 0.5 µm (blue dashed curve). We calculated reflectivity by taking the ratio of total reflected energy in the laser pulse to the total incoming energy (as in the space-integrated reflectivity measurement). Absorp- tion of laser energy by the PM is the only source of reflectivity decrease in the simulation. For sub-relativistic intensity (I < ∼ 5 × 10 17 W/cm 2 ), both simulations yield ∼ 100% reflectivity. Thus the measured 80% spatiallyintegrated reflectivity must be attributed to 20% of the pulse energy residing in non-Gaussian wings or side lobes that fail to create an overdense plasma. For relativistic intensity, the pulse can transfer energy into longitudinal electron motion in an amount determined by the interaction length (see Ref. 43 for a corresponding discussion and references therein). Thus the reflectivity drops more for preplasma with l = 1.0µm than for one with l = 0.5 µm as I becomes relativistic. The simulation with l = 1.0 µm yields ∼ 25% absorption (i.e. reflectivity drop) at I = 5 × 10 18 W/cm 2 , in good agreement with the spatially-integrated reflectivity measurement. This curve can therefore be used to represent our PM reflectivity for further modeling, as discussed below. However, no reasonable simulation parameters reproduce the dramatic reflectivity drop observed with the spatiallyresolved measurement. We therefore conclude that its cause is something other than the absorption.
To pinpoint the cause, we examine the simulated PM surface immediately after a pulse with I = 5 × 10 18 W/cm 2 has reflected from it. Fig. 7(a) shows a snapshot of the electron density when the reflected pulse is less than 20 µm away from the mirror. Transverse light pressure variation in the incoming beam produced a concave plasma surface with ∼ 40µm radius of curvature. This curved plasma mirror focuses the reflected pulse in the near-field region, as confirmed by its widened transverse k-spectrum. Thus in the far field, the reflected pulse can diverge outside of the aperture of narrow collecting optics. We therefore attribute the dramatic drop in the narrow (f /20) cone reflectivity results to the relativistically curved PM surface rather than absorption.
The above analysis, together with measured e-beam charge [ Fig. 4(a) ], enables calculation of x-ray photon number based on theoretical work of Ref. 1 . We take a 0 of the backscattering pulse to be a 0 at the exit of the LPA [red dot-dashed curve in Fig. 5(b) ] multiplied by reflectivity of the PM, for which we use the blue solid curve in Fig. 6 . The result, plotted as a function ofn e , is the black solid curve in Fig. 5(a) and ranges from 1.2 to 0.7 within the quasi-monoenergetic tuning range of the e-beam. This corresponds to intensity 4 to 10 times higher than achieved with CBS by a separate counter-propagating laser pulse 26 . The blue dashed line in Fig. 4(b) then shows the calculated x-ray photon number vs. central x-ray photon energy. The calculated and measured photon numbers, averaged over x-ray photon energy, are 2.7 × 10 7 and 2.0 × 10 7 , respectively. The calculated values are within the the error bars of the measured values, and confirm the weak dependence of photon number on photon energy. This good agreement confirms the analysis of exit driver intensity and PM reflectivity, and shows that the automatic overlap between e-beam and the peak of the reflected scattering pulse is very high.
X-ray brightness can be estimated from the measured beam divergence and photon number distribution, assuming a 6 µm source size 25 and 30 fs x-ray pulse. The result is 10
19 photons s −1 mm −2 mrad −2 (per 0.1% bandwidth) for 190 KeV x-rays. Energy conversion efficiency from laser pulse to X-ray beam is ∼ 10 −6 , while photon conversion efficiency is ∼ 6 × 10 −12 , the highest yet achieved for LPA-based mono-energetic Compton sources.
Our analysis suggests two opportunities for further improving x-ray conversion efficiency and brightness in future work. First, sharpening the density down-ramp at the gas jet exit can potentially improve the transmitted a 0 by as much as a factor of two [see black dashed and red curves in Fig. 5(b) ], thus quadrupling the intensity of the backscattering pulse. Second, sharper relativistic curvature of the PM surface [see Fig. 7(a) ] by a more intense transmitted drive pulse could potentially focus the retroreflected light onto oncoming electrons. As an illustration of this effect for conditions of the present experiments, the light green contours in Figs. 7(b)-(c) show snapshots of the (x, y) and y-component of the electric field (E y ) in the incoming and reflected beam, respectively, ∼ 45µm in front the PM surface, where the tightest focus occurs. The reflected beam is visibly more focused due to the curved PM surface, while E y is ∼ 1.7× higher [see blue curve in Fig. 7(c) , compared to 7(b)], corresponding to 3-fold intensity increase. Unfortunately, for current conditions, the electron bunch is only ∼ 10µm behind the laser driver, so backscatter occurs only ∼ 5µm from the PM surface, where the intensity enhancement is negligible. Nevertheless, this enhancement could become significant in LPA experiments at lowern e , in which the e-bunch propagates further behind the driver due to larger bubble size, or when the transmitted drive pulse has higher a 0 .
V. CONCLUSION
In conclusion, we demonstrated quasi-monoenergetic Compton backscatter X-ray generation using the easily aligned combination of an LPA with a single drive pulse and a PM. The central x-ray photon energy was tuned from 75 KeV to ∼200 KeV, and can be scaled to MeV energy by tuning up e-beam central energy. The Compton source has photon number 2×10 7 , divergence ∼ 10 mrad, and brightness 10 19 photons s −1 mm −2 mrad −2 (per 0.1% bandwidth). Drive pulse transmission through the LPA and PM reflectivity were fully characterized by measurement and simulation, yielding a complete quantitative understanding of CBS x-ray properties.
Our analysis suggest that x-ray brightness could be increased as much as 10-fold In future experiments by sharpening the density down-ramp at the gas jet exit, and optimizing PM focus at relativistic intensity. Such improvements might also enable study of nonlinear Compton backscatter, which requires a strongly relativistic scattering pulse.
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