Abstract. We study the class of closed 2-dimensional Riemannian manifolds with uniformly bounded diameter and total absolute curvature. Our first theorem states that this class of manifolds is precompact with respect to the Gromov-Hausdorff distance. Our goal in this paper is to completely characterize the topological structure of all the limit spaces of the class of manifolds, which are, in general, not topological manifolds and even may not be locally 2-connected. We also study the limit of 2-manifolds with L p -curvature bound for p ≥ 1.
This theorem means that any sequence of manifolds in M(C, D) has a subsequence which converges to some compact metric space. The main purpose of this paper is to study the topological structure of the limit spaces. Before we describe our main results, let us see an example. We observe that the 2-dimensional homotopy group π 2 (S) of S is infinitely generated and S is not locally 2-connected.
In order to describe the topological structure of all the limit spaces of M(C, D), we give some definitions. Let A topological space X is called a pearl space if there exists an open neighborhood U at each point p ∈ X such that U −{p} is homeomorphic to a finite disjoint union of strings of pearls. Here, we can always choose such a neighborhood U satisfying that the closureŪ of U is homeomorphic to the quotient space where x i ∈S i are terminal points. The number k is called the index at p ∈ X and denoted by ind(p). For instance, the following are all pearl spaces.
• (closed) strings of pearls,
• 2-dimensional topological manifolds,
• locally finite graphs (or 1-dimensional polytopes). We have the following:
Theorem 1.2 (Topological Structure Theorem). Any limit space X of the class M(C, D) is a compact pearl space and satisfies the following (1) and (2).
(1) We have p∈X max{ ind(p) − 2, 0 } ≤ C 2π .
(2) The fundamental group π 1 (X) of X is generated by at most [2 + C/2π] elements.
The converse of the above is true as described in the following: (1) There exists a metric on X for which X is a limit space of M(p, C, D) for some C, D > 0. (2) X is a compact pearl space and satisfies that ind(x) ≤ 2 for any x ∈ X.
Our main theorems are connected to the earlier work due to Burago [5] . However, his paper [5] does not contain the details of the proofs, and our work is completely independent of his.
There are some other works on convergence of Riemannian manifolds under L pcurvature bound and volume lower bound. See [23, 9] for the 2-dimensional case and [24, 15, 16, 17] for the higher dimensional case. However, since they all rely on some analytic methods to obtain the regularity of convergence of Riemannian metrics, it is impossible to extend them to the case where p = 1 or to the case where the volume (even locally) tends to zero.
For the proof of our theorems (1.2 and 1.4), the triangle comparison theorem stated in the following plays an essential role. To state it we need some definitions. Over a given limit space X of M(C, D) we find a (not necessarily unique) Radon measure c X abs , the so-called absolute curvature measure, as the limit of some sequence of the absolute curvature measures c 
Note that, if c X abs ≡ 0, Theorem 1.5 is equivalent to X having nonnegative curvature in the sense of Alexandrov (see [6] ).
Using the Triangle Comparison Theorem (1.5) enables us to define the angle between two minimal segments emanating from a common point in the limit space X of M(C, D) and then to induce 'the space of directions', which is a generalized concept of the unit tangent sphere of Riemannian manifold. Toward proving the Topological Structure Theorem (1.2), we will develop geometry on the limit spaces X of M (C, D) . In order to analyze the topology of a small metric ball B(p, R) ⊂ X, p ∈ X, R > 0, we need some alternative to the Morse theory for the distance function. It is however impossible to intactly generalize the Morse theory as done for Alexandrov spaces ( [14] ) because of the fact that a string of pearls may have infinitely many topological critical points. We get over this difficulty to consider the quotient metric space of B(p, R) modulo the equivalence relation that two points be contained in a common connected component of some distance sphere ∂B(p, ρ), 0 < ρ < R, which quotient space turns out to be isometric to a cone over a finite set. Seeing that each equivalent class is either a point or a circle, we thus prove that X is a pearl space. Remark 1.1.
(1) Without a bound of total absolute curvature, we can expect nothing about the limit spaces other than that they are intrinsic metric spaces. In fact, according to [8] , for a given compact intrinsic metric space X there exists a sequence of closed 2-manifolds converging to X. See §2.5 for the definition of intrinsic metric space. (4) Since all the discussions of the proofs of Theorems 1.1-1.5 are local, they also hold for any limit space of closed metric ballsB(p i , R; M i ), i = 1, 2, . . . , with radius R of (not necessarily closed) complete 2-dimensional Riemannian 
where k αi is the geodesic curvature of α i . With these notations, the Gauss-Bonnet formula is described as
for any compact domain D surrounded by finitely many piecewise smooth closed curves.
Lemma 2.1. For any closed 2-dimensional Riemannian manifold M , we have
and in particular,
Proof. It follows from the Gauss-Bonnet theorem that
which completes the proof. 
2.4. (Measured) Gromov-Hausdorff topology. Let Z be a metric space. The 
Let CM denote the class of pairs (X, µ) of compact metric space X and Borel measure µ over X with µ(X) ≤ 1. Let (X i , µ i ), (X, µ) ∈ CM, i = 1, 2, . . . . The sequence {(X i , µ i )} is said to converge to (X, µ) in the sense of the measured GromovHausdorff convergence if there exists a Borel measurable ω * (1/i)-approximation ϕ i : X i → X for every i such that
for any continuous function f on X. The topology of CM defined by the measured Gromov-Hausdorff convergence is called the measured Gromov-Hausdorff topology.
Fukaya proved:
Proposition 2.1 (2.10 of [10] ). The projection Π: CM → C is proper.
As a direct consequence of the proposition, we have: Denote by PC the class of finitely compact pointed metric spaces (X, p), where the finitely compactness of X is defined by that the closed metric ballB(p, R) := { q ∈ X | d(p, q) ≤ R } for any R > 0 is compact. Denote by PM C the class of pairs (X, p, µ), where (X, p) ∈ PC and µ is any Borel measure over X. 
Precompactness of M(C, D)
The purpose of this section is to prove the Precompactness Theorem (1.1).
3.1. Volume estimate of metric balls. In this subsection, we will give the estimate of the volumes of metric balls by the total absolute curvature, which is needed for the proof of the Precompactness Theorem (1.1).
Assume that M is a 2-dimensional complete Riemannian manifold and p ∈ M a fixed point. Definition 3.1 ([12] ). A number t > 0 is called an exceptional radius with respect to p if there exists a cut point q ∈ ∂B(p, t) to p which satisfies at least one of the following three conditions:
(1) The point q is a conjugate point to p along some minimal geodesic segment joining p and q. (2) The two points p and q are connected by at least three different minimal segments. (3) The two points p and q are connected by exactly two different minimal segments and the angle at q between them is just equal to π.
Hartman ([12] ) proved that the set of exceptional radii with respect to p is of measure zero and the metric circle ∂B(p, t) with any nonexceptional radius t > 0 consists of finitely many piecewise smooth closed curves whose break points coincide with the cut points to p. Note that he indeed proved them only when M is homeomorphic to R 2 ; nevertheless this assumption is not essential in his proof and they extend to the case where M is any 2-dimensional complete Riemannian manifold (cf. [20] ).
The length L(∂B(p, ρ)) of the metric sphere ∂B(p, ρ) with any nonexceptional radius ρ > 0 satisfies (see [12, 20] )
where we note that κ(∂B(p, t)) is defined for all nonexceptional t ∈ ( 0, ρ ], i.e., for almost all t ∈ ( 0, ρ ]. Since L(∂B(p, ρ)) > 0 and since any exceptional radius is a limit of nonexceptional radii, we have
Let R > r > 0 be two fixed nonexceptional radii with respect to p. Denote by S the set of all connected components of ∂B(p, r) homotopic to zero in
Proof. We first claim the following:
The first inequality is trivial. Let us prove the second. For a nonexceptional radius
be all the connected components ofB(p, t)−B(p, r).
Then, for any j we have
which completes the proof.
(2) We have
and in particular
Proof. (1): It follows from the Gauss-Bonnet formula that for any nonexceptional radius t > 0,
κ(∂B(p, t)) = 2πχ(B(p, t)) − c(B(p, t)),
where one has χ(B(p, t)) ≤ 1 if t < rad(M, p), which together with (3.1) proves (1).
(2): Since
L(∂B(p, t)) dt
(see [12] ), (1) implies (2). (3): Assume that ρ satisfies the assumption of (3) and let r ∈ ( 0, ρ ) be any fixed nonexceptional radius. Denote by {q i } i=1,...,m the set of cut points to p on ∂B(p, r). There are exactly two minimal segments joining p to each q i , which surrounds a closed disk domain inB(p, r), say D i . Let F i , i = 1, . . . , m, be the connected components of B(p, r) − i D i , each of which is an open disk domain bounded by a triangle. Since each F i contains no cut points, a straightforward calculation using the geodesic polar coordinate yields
where, by the Gauss-Bonnet formula, κ(∂B(p, s)
Applying the Gauss-Bonnet formula to each
Therefore we have
By taking r → ρ, this completes the proof.
3.2.
Upper bound of the order of the maximal net. We first prove the following lemma.
Lemma 3.1. Let B(p, ρ) be a metric ball in a complete Riemannian manifold. Then, if B(p, ρ) is not simply connected, there exists a minimal geodesic loop in B(p, ρ) with base point p which is not homotopic to zero in B(p, ρ).

Proof. Let α : [ 0, ] → B(p, ρ) be any unit-speed smooth loop with base point p which is not homotopic to zero in B(p, ρ), and let
Denote by σ i a minimal segment from p to α(s i ) for each i. Since α is not homotopic to zero, there is an i 0 such thatα :
Therefore, the minimal length of loops in B(p, ρ) with base point p which are not homotopic to zero is attained by a loop contained inB(p,
which is a geodesic loop.
The following lemma is essential to prove the Precompactness Theorem (1.1).
Lemma 3.2. For any M ∈ M(C, D) and > 0, we have
To prove the lemma, it may be assumed that < diam M and 1. Since all B(p, /2), p ∈ N , are disjoint to each other and by Proposition 3.2(2), setting δ := π 16 2 one has
Therefore, it suffices to estimate the number of elements of
Assume that N contains at least two different points. For p ∈ M , we set
It clearly follows that ρ p > 0.
Sublemma 3.1. We have
Proof. By Proposition 3.2(3), one has for any p ∈ N and for t = min{ρ p , /2},
and hence
Next we prove: 
There is a subsequence of {γ i } which converges to some simple geodesic loop
It follows from ρ p < /2 (see Sublemma 3.1) that γ p and γ q do not intersect for any different p, q ∈ N . If a point p ∈ N satisfies that γ p is homotopic to zero in M , then γ p bounds at least one disk domain in M . Denote by D the set of open disk domains bounded by all γ p , p ∈ N , homotopic to zero, and byD the set of minimal elements of D with respect to the inclusion relation. Obviously,D is a family of disjoint disk domains in M and henceM := M − D is a compact manifold possibly with boundary.
We observe that all the geodesic loops γ p , p ∈ N , are no more homotopic to zero inM . Since, by the Gauss-Bonnet formula, each disk domain inD has total curvature > π, the number of elements ofD is < C/π. Since |χ(M)| = |c(M)|/2π ≤ C/2π, one has |χ(M )| < 3C/2π. Therefore, the number of free homotopy classes ofM represented by simple closed curves is ∂A = γ p ∪γ q . Now, for a given nonzero free homotopy class C ∈ [S 1 ;M] represented by a simple closed curve, one finds all geodesic loops γ pi with p i ∈ N belonging to the class C. Assume that the number of p i , say n, is not less than 2. Then, there are a domain A C homeomorphic to an annulus and a permutation τ :
and p τ ([n/2]) has to intersect at least [n/2] − 2 geodesic loops γ p τ (i) with i = 1, [n/2] whose lengths are all less than /2, the triangle inequalities show that
Recalling the number of all such classes C is ≤ const C , we have
This completes the proof of Lemma 3.2.
Proof of the Precompactness Theorem (1.1). The theorem follows from the same discussion as in the proof of the Gromov precompactness theorem ( [11] ) using Lemma 3.2.
Theorem 3.1. Any limit space X ∈ M(C, D) satisfies
Proof. A straightforward discussion shows that Lemma 3.2 holds also for any limit
, which implies the theorem.
The same discussions using Proposition 3.1 prove the following lemma and theorem.
Lemma 3.3. If a complete pointed
2-dimensional Riemannian manifold (M, p) sat- isfies c abs (B(p, 2R)) ≤ C for given constants C, R > 0, then β B(p,R) ( ) ≤ const C,R (1 + −2 ). Theorem 3.2. For any fixed C, R > 0, any limit (X, p) of complete pointed 2- dimensional Riemannian manifolds (M, q) such that c abs (B(q, 2R)) ≤ C satisfies H 2 (B(p, R)) ≤ const C,R .
Triangle comparison
In this section, we will prove the Triangle Comparison Theorem (1.5).
Almost flat triangular domains.
A triangular domain pqr (or simply ) is defined to be a 2-dimensional Riemannian manifold homeomorphic to a closed disk and surrounded by a triangle pqr whose edges are all minimal geodesics. For > 0, we say that a triangular domain = pqr is -almost similar to a triangular domain = p q r if
The comparison triangular domain˜ =˜ pqr of a triangular domain = pqr is defined to be the piece of R 2 surrounded by the comparison triangle˜ pqr. A triangular domain = pqr is said to be -almost flat if c abs ( ) ≤ . It follows from the Gauss-Bonnet formula that any -almost flat triangular domain = pqr satisfies (resp. S + t ) the set of minimal segments σ from γ(t) to r such that ∠(σ(0), −γ(t)) (resp. ∠(σ(0),γ(t))) attains its minimum among all choices of minimal segments from γ(t) to r. Note here that there are at most two element of S − t (resp. S For ∈ T , let s( ), t( ), σ , τ denote the above s, t, σ, τ associated with . For δ ∈ ( 0, conv(K(r, pq))/4 ), where conv(·) denotes the convexity radius, we put
Let us now prove the following:
Proof. For a given s ∈ [ 0, d(p, q)) one finds a sequence s i s, i = 1, 2, . . . , and minimal segments σ i ∈ S − si . There is a subsequence {σ i(j) } of {σ i } converging to a minimal segment σ from γ(s) to r. A standard discussion using the first variation formula shows that σ is an element of S + s . For each sufficiently large j, the segment σ i(j) is contained inB(σ, δ), and hence σ, σ i(j) , and γ| [ s,s i(j) ] together bound a triangular domain contained inB(σ, δ), which is an element of T δ .
Since any limit of triangular domains in T δ is also a triangular domain in T δ , the above sublemma implies that for any s ∈ [ 0, d(p, q) ) there exists a triangular domain δ,s ∈ T δ with s( δ,s ) = s such that
Now, we define a finite or infinite monotone increasing sequence of numbers t 0 , t 1 , . . . recursively by t 0 := 0 and t i+1 := t( δ,ti ) whenever t i < d(p, q). For simplicity, set i := δ,ti , σ i := σ i and τ i := τ i . We will prove that t n = d(p, q) for some n. Suppose the contrary, so that {t i } is an infinite monotone increasing sequence tending to some number t ∞ ∈ ( 0, d(p, q) ]. By replacing with a subsequence, the segment σ i tends to some minimal segment σ ∞ from γ(t ∞ ) to r. For a sufficiently large i, the segments σ i , σ ∞ , and γ| [ ti,t∞] together bound a triangular domain contained in B(σ ∞ , δ), which is an element of T δ (cf. the discussion in the proof of Sublemma 4.1). This contradicts the maximality of t( i ), so that there is an n such that 
where the last inequality follows from τ i−1 ∈ S − ti−1 and σ i ∈ S + ti . Since Thus,
Let k ∈ {1, . . . , n − 1} be a number such thatγ(t k ) is a convex vertex ofD δ . We stretch the hingeγ|
where D δ is the domain surrounded byγ ,γ (0)r, andγ (t n )r. In particular, one has κ − (γ ) ≤ κ − (γ). Repeating such a stretching until there are no more convex vertices on the broken line segment, we eventually obtain a concave broken line segmentγ * joining a pointp * to a pointq * which satisfies d(p, q) ], where v xy for x, y ∈ R 2 is the unit vector in T x R 2 identified with (y − x)/|y − x|. Hence, the first variation formula to the variation consisting of the line segmentsp
Applying Lemma 4.1 to˜ pqr and p * q * r yields∠pqr ≤ ∠p * q * r + O( (δ)), and therefore,∠
Since (δ) tends to c abs (K(r, pq)) as δ → 0, this proves Lemma 4.2.
Sublemma 4.2. We have
Proof. Without loss of generality, it may be assumed that i < j. The minimal property of the segments γ, σ i , τ i , σ j , and τ j shows that
] ∪τ j divides i into two triangular domains as shown in Figure 4 , the one of which surrounded by γ| [ ti,tj+1 ] ∪ σ i ∪ τ j is an element of T δ . Since i < j, this contradicts the maximality of t( i ), so that we have i ∩γ| Clearly, this is always nonnegative. It follows from a direct calculation that
2 ). Proof. We glue the two comparison triangle domains˜ psr =: psr and˜ sqr =:
sqr at the edgesr to obtain a quadranglepsqr, which we embed into R 2 . Ifs is a convex vertex of the quadrangle, or∠psr +∠qsr ≤ π, then one obviously has∠sqr ≥∠pqr, which implies the lemma.
Assume thats is a concave vertex, i.e.,∠psr +∠qsr ≥ π. Since ∠psq ≥ π − , applying (4.2) for psq yields
Hence, applying Lemma 4.1 completes the proof. 
(t)r ∩ B(p, ρ) = ∅ for some minimal segment γ(t)r joining γ(t) and r },
ρ := c abs (K(r, γ| ( tρ,d(p,q) ] )), µ := (d(p, q),
d(q, r), d(r, p)), and where O µ (·) is continuous in µ.
Proof. If t ρ < ρ 1/2 , applying Lemma 4.2 to xqr, x := γ(ρ 1/2 ), yields
By d(p, x) = ρ 1/2 , it is easy to prove that
where O µ (ρ 1/4 ) is continuous in µ. Therefore, the proof is completed in this case. Assume that t ρ ≥ ρ 1/2 . The definition of t ρ and the triangle inequality together imply , x)d(x, r) . On the other hand, by Lemma 4.2,
Here, it follows from (4.4) and d(p, x)
This completes the proof. 
and ϕ i (s i ) → s as i → ∞, and set σ i := p i s i , τ i := s i q i . By replacing with a subsequence, it may be assumed that there are two minimal segments σ from p to s and τ from s to q in X such that ϕ i (σ i ) and ϕ i (τ i ) both tend to σ and τ respectively. Applying Lemma 4.4 one has for any fixed ρ > 0,
where
and let x i ∈ σ i , y i ∈ τ i be such that ϕ i (x i ) → x and ϕ i (y i ) → y as i → ∞. Then, Lemma 4.4 implies that for all sufficiently large i,
If q ∈ K(r, σ), there are a point z ∈ σ and a minimal segment zr q, so that τ ∪ qr is a minimal segment and∠qsr = 0; in particular, ∠psr +∠qsr ≤ π. 
γ(s)pσ(t),
which we call the angle at p between γ and σ, and denote by ∠(γ, σ) or ∠qpr.
The following proposition, analogous to the Toponogov comparison theorem, is a direct consequence of the definition of the angle. , 2(d(p, q) + d(p, r) )) − {p})).
We have the following properties of the angle, the proofs of which are slightly modified versions of those of 2.8 in [6] and are omitted. 
Structure of the space of directions
Throughout this section, let X ∈ M(C, D) be a limit space. In this section, we will define the space of directions at a point in X and prove that it is a finite disjoint union of points and circles (see Theorem 5.2).
Foundation of the space of directions.
Since we have the triangle inequality for the angles between minimal segments from a common point p ∈ X (see Theorem 1 of Chapter II of [4] ), the angle is a pseudo-distance function on the set of minimal segments {pq} q∈X , so that the relation between minimal segments from p that two have angle zero is an equivalence relation, and the quotient space, say Σ p , of {pq} p∈X modulo this equivalence relation becomes a metric space. 
In particular, the space of directions Σ p at any point p ∈ X is compact and satisfies
Proof. Let p ∈ M and 0 < π be both fixed. To prove the first assertion, it suffices to prove that β Σ p ( ) ≤ const C (1 + 
For any δ > 0 there exist an M ∈ M(C, D) and a δ-approximation ϕ :
where, if δ is taken to be small enough, then
On the other hand, since the total absolute curvature is an invariant up to scaling metric, one has c abs (ρ
Therefore we obtain #N ≤ const C (1 + −1 ). SinceN is any finite subnet of N , this proves the first assertion.
Since β Σp ( ) < +∞ means the precompactness of Σ p , the second assertion directly follows from the first (see §2.3). , v)+∠(v, w) )/2. Therefore,
as well as
Adding up these three completes the proof.
5.2.
Strainer. In order to more study the space of directions, we need the notion of strainer introduced in [6] .
Definition 5.2.
A point p ∈ X is said to be (n, δ)-strained, n ∈ N, δ > 0, if there exist points q i ∈ X, i = ±1, . . . , ±n, such that
Here, the sequence {q i } i=±1,...,±n is called an (n, δ)-strainer at p. 
Remarking that X has Hausdorff dimension ≤ 2, we have the following theorem in the same way as in §5 of [6] . Here, we omit the proof.
Theorem 5.1. Assume that a point p ∈ X is an (n, δ)-strained point with a strainer {q i } i=±1,...,±n for given numbers n ∈ N and δ > 0 and that
Then, we have the following (1) and (2).
(1) There exists a universal constant δ 0 > 0 such that, if δ ≤ δ 0 , we have n ≤ 2. (2) Assume n = 2 and let f : B(p, ρ) → R 2 for a ρ > 0 be the map defined by f (x) := (d(q 1 , x), d(q 2 , x)) for any x ∈ B(p, ρ) . Then, there exists a universal constant 0 isometric into homeomorphism and its image f (B(p, ρ) ) is an open subset of R 2 .
The following lemma is important for the proof of Theorem 5.1 and will be used later. , 2 max{d(p, r), d(q, r) }) − {p}) ≤ δ for four different points p, q, r, s ∈ X and for a number δ > 0. Then, we havẽ
Lemma 5.2. Assume that∠prq
The proof of the lemma is also omitted.
Nonexistence of the boundary of the space of directions.
The following lemma is essential to prove that the space of directions Σ p at any point p ∈ X contains no arc as a component. (p i , q i ) ). We now prove that (p i , q i ) ), we have y i = x s,i , so that (5.1) has been proved.
Since,
contains no critical points of the distance function to q i , it is a compact 1-manifold without boundary, i.e., a finite disjoint union of circles. The component, say S, of ∂B(q i , d(p i , q i )) containing x s,i splits into the two parts S ∩ B(p i , s) and S ∩ (X − B(p i , s) ) whose joint consists of the only one point x s,i . This is a contradiction. 
, finding a positive number R ρ slowly tending to +∞ as ρ → 0 one has
to 0 as ρ → 0, which contradicts the previous lemma. 6. Topological structure of the limit spaces In this section we will prove the Topological Structure Theorem (1.2). Throughout this section, let X ∈ M(C, D) be a limit space. 6.1. Construction of local polar coordinate. The main purpose of this subsection is to construct a bi-Lipschitz homeomorphism (a so-called local polar coordinate) between an annulus and a small neighborhood of a circle component of the distance sphere ∂B(p, ρ) centered at a point p ∈ X and with a small radius ρ > 0 (see Lemma 6. 2).
Lemma 6.1. For any p, x ∈ X and λ > 1 we have the following:
strained point with strainer {p, q, r, s} for some r, s ∈ X and the q in (1) .
is small enough against p and λ, there is a point q ∈ X such that , x) ). If one finds a point q ∈ xq with d(p, q) = ρ, applying Theorem 1.5 yields
(2): Assume that x is not an isolated point of ∂B (p, d(p, x) ). Then, there is a sequence {x i } of points in ∂B (p, d(p, x) ) tending to x such that x i = x for any i. Let r := x i for a sufficiently large i. , x) ). This and Lemma 5.4 together show that Σ x is isometric to the circle of length 2π + ω p,λ (d(p, x) ) provided x is close enough to p. One can find a point s ∈ X such that ∠r xs ≥ π − ω p,λ (d(p, x) ) and ∠pxs , ∠qxs = π/2 + ω p,λ (d(p, x) ). If two points s ∈ xs and r ∈ xr are taken to be close enough to x, we have∠rxs ≥ π − ω p,λ (d(p, x) ), so that Lemma 5.2 proves that {p, q, r, s} is a (2, ω p,λ (d(p, x) ))-strainer at x. (1), it suffices to show that Γ is a rectifiable circle. Lemma 6.1(2) implies that for any point x ∈ Γ there are q x , r x , s x ∈ X such that {p, q x , r x , s x } is a (2, ω p (ρ))-strainer at x. If ρ is small enough against p, by Theorem 5.1, there are a neighborhood U x at x and a number
for any x ∈ Γ is a rectifiable open arc. Since Γ is compact, it is a rectifiable circle.
(2): Under the same notation as in the proof of (1), there are finitely many points x 1 , . . . , x k in a circle component Γ of ∂B(p, ρ) such that Γ ⊂ i U xi . Gluing the almost isometric homeomorphisms ϕ xi , i = 1, . . . , k, by using partition of unity, we obtain the desired bi-Lipschitz homeomorphism f from some tubular neighborhood U of Γ to ( ρ − , ρ + ) × Γ, := min i xi , with the property that f = (d(p, ·), ψ) for some Lipschitz map ψ : U → Γ. Since this gluing process to construct f is by a standard discussion, we omit the details.
Remark 6.1. Although we can prove that f is locally almost isometric in the proof of Lemma 6.2, yet it is not necessarily almost isometric globally, because a minimal segment joining two points in U may not be contained in U . Lemma 6.3. For any p ∈ X, R > 0, and 0 < λ ≤ 1, there exists a family of maps
Proof. If ρ ≥ ρ , we find a point Φ ρ,ρ (x) ∈ px ∩ ∂B(p, ρ ) and have
If ρ < ρ , by Lemma 6.1(1), there is a point q ∈ ∂B(p, ρ ) such that∠pxq ≥ π − ω p,λ (R). Defining Φ ρ,ρ (x) := q completes the proof.
The following corollary is a direct consequence of Lemma 6.3. 
This induces an intrinsic (or length) metric d on X (cf. [11] ), i.e., the distance In order to prove that X is a pearl space, it is crucial to prove that B is isometric to a closed cone over a finite set (see Theorem 6.1).
It is easy to prove the following Lemma 6.4. For any x, y ∈B(p, R) we have
In particular, Π(px) is a minimal segment in B. 
Since Proposition 4.1 implies that the left-hand side of the above is ≥∠pqr − ω p (R) ≥ π − ω p (R), this is a contradiction. Therefore,B(p, R) is simply connected.
The following is a direct consequence of the lemma. 
We now prove that ρ • α attains its local extremum at s. Suppose the contrary, so that, by reversing the parameter of α if necessary, one has α([ s−δ, s )) ⊂ U − and α(( s, s+δ ]) ⊂ U + . The union of α and β forms a simple closed curve, say γ, which is liftable into X because there are two liftsα,β of α, β and one can find a curve joining α(0) toβ(0) (resp.α(1) toβ(1)) contained in Π −1 ([x]) (resp. Π −1 ([y])). Therefore, by Corollary 6.2, γ is homotopic to zero. On the contrary, the intersection number of the curve γ and the point α(s) is ±1 (depending on the orientation). This is a contradiction.
Thus, ρ • α attains its local extremum at any s ∈ O and therefore O = ∅.
The following proposition is a direct consequence of Lemmas 6.6 and 6.7. 
) is homeomorphic to a circle, Lemma 6.2 shows that [y] has a neighborhood homeomorphic to an arc, which is a contradiction. Therefore, Π −1 ([y]) = {y}, so that x i x j y for any i = j, which causes a contradiction by using the Triangle Comparison Theorem (1.5). 
The compactness of B and Propositions 6.1, 6.2, and 6.3 together lead to the following: Theorem 6.1. The space B is isometric toB(o, R; cone ∂B) and ∂B is a finite set. The homomorphism theorem yields that π 1 (X) is isomorphic to π 1 (M )/ ker f . Moreover, since the Gauss-Bonnet theorem implies −χ(M ) ≤ c − (M )/2π, the fundamental group π 1 (M ) is generated by at most [2 + c − (M )/2π] elements. This completes the proof of Proposition 6.5.
Remark 6.3. In the proof of Proposition 6.5, the fundamental groups π 1 (M ) and π 1 (X) are not necessarily isomorphic to each other. See Remark 4.1 for such an example.
The following theorem is a stronger version of the Topological Structure Theorem (1.2). Here, for the definition of LGC(k, ρ) see [8] .
Remark 6.4. We do not know whether any limit space of M(C, D) is LGC (1, ρ) or not.
Existence of the limit metric on pearl spaces
In this section we provide:
Proof of Theorem 1.3. We first construct a metric on any given string of pearls. 
for any > 0. Now, let X be a given compact pearl space, and {S i } the family of maximal strings of pearls embedded in X as open subsets such that the boundary of each S i in X consists of at most two points. The compactness of X yields that #{S i } < ∞. One observes that there are finitely many points x 1 , . . . , x k ∈ X such that X := X − iS i − {x 1 , . . . , x k } is a (not necessarily connected) finitely connected topological manifold without boundary, i.e., there is an embedding ofX into a (not necessarily connected) compact 2-dimensional topological manifold V such that V −X consists of finitely many points e 1 , . . . , e m ∈ V , called the endpoints ofX. Find a C ∞ -Riemannian metric on V and equip each string of pearls S i with the intrinsic metric defined above. This induces an intrinsic metric on X. (See Figure  5. )
We prove that X ∈ M(C, D) in the following. In order to obtain a Riemannian manifold approximated to X, for 0 < 1, we replace the metric ball B(p, 1/2 ) centered at every p ∈ T := i ∂S i ∪ {x 1 , . . . , x k } with the standard sphere of radius 1/2 excluded n disjoint disks with perimeter 2π , where n := ind(p). Notice here that is needed to be small enough against n. Replace every S i with S i, , where S i, is the annulus S defined above for S = S i . Then, glue the circle boundaries of the replaced sphere excluded disks with all ∂S i, and ∂(X − B(p, 1/2 )) in the manner as the original pieces did, so that we have a compact 2-dimensional topological manifold, say X , with piecewise C ∞ -Riemannian metric which is ω( )-close to X with respect to the Gromov-Hausdorff distance. We deform the piecewise C ∞ -metric of X slightly to obtain a C ∞ -Riemannian metric on X . It is possible to perform such a deformation satisfying that d H (X, X ) ≤ ω( ) and C := sup 
