Abstract. We give upper bounds for the level and the Pythagoras number of function fields over fraction fields of integral Henselian excellent local rings. In particular, we show that the Pythagoras number of R ((x 1 , . . . , xn) ) is ≤ 2 n−1 , which answers positively a question of Choi, Dai, Lam and Reznick.
Introduction
In [2, Satz 4], Artin proved that a real rational function f ∈ R(x 1 , . . . , x n ) which does not take negative values is a sum of squares in R(x 1 , . . . , x n ), thus solving Hilbert's 17th problem. It is natural to wonder about the number of squares required to write f as a sum of squares. To study this question, one introduces the Pythagoras number p(K) ∈ N ∪ {+∞} of a field K: it is the smallest integer p ∈ N such that all sums of squares in K are sums of p squares if such an integer exists, and +∞ otherwise. Pfister [27, Theorem 1] was able to show that p(R(x 1 , . . . , x n )) ≤ 2 n ; as a consequence, a real rational function f ∈ R(x 1 , . . . , x n ) that does not take negative values is a sum of 2 n squares in R(x 1 , . . . , x n ). A related invariant is the level s(K) ∈ N ∪ {+∞} of a field K: the smallest integer s ∈ N such that −1 is a sum of s squares in K, if such an integer exists, and +∞ otherwise. By Artin and Schreier [3, Satz 7b ], the level s(K) is infinite if and only if K admits a field ordering (K is then said to be formally real). Pfister has shown that if s(K) is finite, then it is a power of 2 [26, Satz 4] , and that if K is moreover a field of transcendence degree n over R, then s(K) ≤ 2 n [27, Theorem 2] . We refer to [23, Chapters VIII and XI] and [29] for nice accounts of these results.
As a particular case of our main statement (Theorem 0.2 below), we obtain local analogues of Pfister's aforementioned theorems [27 Pfister's inequalities p(R(x 1 , . . . , x n )) ≤ 2 n are not known to be optimal (see [28, §4 Problem 1] ). The best result to date is the theorem of Cassels, Ellison and Pfister [5] according to which p(R(x 1 , x 2 )) = 4. We do not know if the bounds stated in Theorem 0.1 are optimal either. They are however the best possible under the assumption that Pfister's bounds are optimal (see [17, Corollary 2.3] and Proposition 2.6). This line of thought had already been exploited by Hu [ The Pythagoras numbers p(F ) of function fields F over Henselian local fields as above had previously been studied in the literature for low values of n and m. We refer to Becher, Grimm and Van Geel [4, §6] for an analysis of the n = m = 1 case, and to Hu's articles [17, 18] for various results when n + m ≤ 3.
A striking feature of these works is that the hypotheses made on the residue field k of A are much weaker than ours: the authors only need to control sums of squares in function fields over k (see for example [4 
If X is a scheme and x ∈ X is a point, we let κ(x) be the residue field of X at x. The real spectrum X r of a scheme X is the set of pairs (x, ≺), where x ∈ X and ≺ is a field ordering of κ(x), endowed with its natural topology [34, (0.4 
)].
A reduced Cartier divisor D in a regular scheme X is said to have simple normal crossings if for all c ≥ 1 and any collection
If S is a local scheme with closed point s ∈ S, and π : X → S is a morphism, we denote by X s := π −1 (s) the special fiber of π. If S is quasi-excellent and κ(s) has characteristic 0, then separated schemes of finite type over S and coherent ideal sheaves on them admit resolutions of singularities (Hironaka's theorems [16] apply as indicated p.151 of loc. cit., see also [36, Theorem 1.1.11]).
Preliminaries
We gather here two results that will be used in the proof of Theorem 0.2 (i). 
A purity result of Saito and Sato. If i : D → X is the inclusion of a Cartier divisor in a Noetherian scheme X, and if
N ≥ 1 is invertible on X, we let cl X,N (D) ∈ H 2 et,D (X, µ N ) be the cycle class of D in X [12, §2.1]. In view of the canonical isomorphism H 2 et,D (X, µ N ) = H 2 et (D, Ri ! µ N ), it gives rise to a morphism Gys i,N : Z/N → Ri ! µ N [2] in D + et (Y ) calledi : D → X, j : X \ D → X, i ′ : D ∩ E → E and j ′ : E \ (D ∩ E) → E be the natural inclusions. (i) The Gysin morphism Gys i ′ ,N is an isomorphism. (ii) The restriction morphism (Rj * Z/N )| Z → Rj ′ * Z/N is an isomorphism. (
iii) Assume moreover that X is proper over a local Henselian Noetherian scheme,
and that E is the reduced special fiber of X. Then, for all q, l ∈ Z, the restriction maps In loc. cit., the additional assumptions that X is flat of finite type over a discrete valuation ring and that E is the reduced special fiber of X are not used, and D and E are respectively denoted by Y and Z.
To prove (ii) and (iii), we argue as in the proof of [33, Lemma 3.4 (2) ]. In the following natural morphism of distinguished triangles in D Fix H ⊂ I, and let Ξ H ⊂ D H be the set of x ∈ D H such that D H is regular of codimension 1 in E H at x. Choose x ∈ D H,s , and let j ∈ J(H) be such that x ∈ Y H,j . The inclusion T D∩YH,j ,x ⊂ T YH,j ,x is not an equality by our choice of τ . It follows that the inclusion T DH ,x ⊂ T EH ,x is not an equality either. Since E H is regular at x and D H is defined, locally at x ∈ E H , by the vanishing of a single equation, we deduce that x ∈ Ξ. We have shown that D H,s ⊂ Ξ. As Ξ is stable by generization and π| DH : D H → S is proper, we deduce that Ξ = D H . This completes the proof of the proposition.
Sums of squares
This section is devoted to the proof of Theorem 0.2.
Sums of squares and Galois cohomology.
If X is a scheme on which 2 is invertible, and if a ∈ O(X) * , we denote by {a} ∈ H 
(i) One has
Proof. If (X s ) r = ∅, then Spec(F ) r = ∅ by Lemma 2.3 below, proving assertion (i).
To prove (ii), we may assume that π is projective and that E := X red s is a simple normal crossings divisor in X, by Chow's lemma [13, Théorème 5.6.1] and resolution of singularities [16, 36] . By Proposition 1.3, there exists a regular divisor D ⊂ X containing no irreducible component of E, such that D ∪ E is a simple normal crossings divisor in X and such that X \ D is affine.
Since the k-variety U : Proof. Let (x, ≺) ∈ X r , where x ∈ X and ≺ is a field ordering of κ(x). Since κ(x) is formally real, it has characteristic 0. Cohen's structure theorem [7, Theorem 15] gives an isomorphism
By [23, VIII, Proposition 4.11 (1) ], the ordering ≺ of κ(x) may be extended to an ordering [34, (0.4) ] of the topology of X r shows that (x, ≺) belongs to the closure of (Spec(F ), ≺ F ) in X r , proving the lemma.
The first assertion of Theorem 0.2 follows easily from Proposition 2.2.
Proof of Theorem 0.2 (i).
We may assume that F is finitely generated over K. Define S := Spec(A), and let π : X → S be a projective morphism with X integral such that F is the function field of X. Resolving singularities [16, 36] , we may assume that X is regular. It has dimension d := n+m. Since F is not formally real, Proposition 2.2 shows that s(F ) ≤ 2 d+δ−1 . As p(F ) ≤ s(F ) + 1 for any field F that is not formally real [23, XI, Theorem 5.6 (2)], we deduce that p(F ) ≤ 2 d+δ−1 +1.
Pythagoras number.
We now deduce the two last assertions of Theorem 0.2 from the first.
Proof of Theorem 0.2 (ii).
Let a ∈ F * be a sum of squares. Since F is formally real, −a is not a square in F . We consider the field extension 
Proof of Theorem 0.2 (iii).
Let a ∈ K * be a sum of squares, and consider the class We have shown that the residues of α along all integral divisors D ⊂ S vanish. Since A is regular, applying the Gersten conjecture proven in this context by Panin [24, Theorem C] shows that α lifts to a class β ∈ H n+δ et (S, Z/2). Let R be a real closed extension of K. Since a is a sum of squares in K, it is a square in R, and it follows that β| R = α| R = 0 ∈ H n+δ (R, Z/2). By Lemma 2.4 below, one has β = 0, hence α = 0. Since k is formally real, so is K by Lemma 2.3, and Proposition 2.1 shows that a is a sum of 2 n+δ−1 squares in K.
We have used the following lemma.
Lemma 2.4. Let S be the spectrum of an integral Henselian regular local ring with residue field k and fraction field K, and let
Proof. The case where k has characteristic 2 is trivial since
is an isomorphism by proper base change [15, Exposé XII, Corollaire 5.5 (iii)]. Assume now that the characteristic of k is = 2.
We set k r := Spec(k) r and G := Z/2, and we consider the commutative diagram (2.1)
whose vertical maps are restriction maps, whose right horizontal arrows are the projections, and whose other arrows are the one appearing in [34, (7.19 , if ξ ∈ S r corresponds to a point x ∈ S and to an ordering ≺ of κ(x), and if R is the associated real closure of κ(x), then the image of β by the first line of (2.1) has value 0 at ξ if and only if β| R = 0 ∈ H q (R, Z/2). This is the case for all ξ ∈ Spec(K) r ⊂ S r by hypothesis. Since Spec(K) r is dense in S r by Lemma 2.3 and by regularity of S, we deduce that β vanishes in the upper right corner of (2.1), hence in the lower right corner of (2.1).
On the other hand, the left vertical arrow of (2. i (k r , Z/2) = 0 for i > 0, hence that the lower right horizontal arrow of (2.1) is also an isomorphism. The commutativity of (2.1) now shows that β = 0. ]]-algebra; it follows that F is a a finite extension of R ((x 1 , . . . , x n ) ).
Let π : X → Spec(A) be the blow-up of the closed point. The scheme X is regular and the exceptional divisor of π is isomorphic to Z. By Proposition 2.2, F is not formally real. As L is the residue field of a valuation on F , [4, Proposition 4.3] shows that p(F ) ≥ s(L) + 1 ≥ 2 n−1 + 1. By [23, XI, Theorem 5.6 (2)], one has s(F ) ≥ p(F ) − 1 ≥ 2 n−1 . That these inequalities are in fact equalities follows from Theorem 0.1 (ii) and [23, XI, Theorem 5.6 (2)].
