Abstract-While the growth of cloud-based technologies has benefited the society tremendously, it has also increased the surface area for cyber attacks. Given that cloud services are prevalent today, it is critical to devise systems that detect intrusions. One form of security breach in the cloud is when cybercriminals compromise Virtual Machines (VMs) of unwitting users and, then, utilize user resources to run time-consuming, malicious, or illegal applications for their own benefit. This work proposes a method to detect unusual resource usage trends and alert the user and the administrator in real time. We experiment with three categories of methods: simple statistical techniques, unsupervised classification, and regression. So far, our approach successfully detects anomalous resource usage when experimenting with typical trends synthesized from published real-world web server logs and cluster traces. We observe the best results with unsupervised classification, which gives an average F1-score of 0.83 for web server logs and 0.95 for the cluster traces.
I. INTRODUCTION
Cloud users are increasingly becoming lucrative targets for cyber attacks. A few examples of recent attacks in the cloud include the iCloud data breach that leaked private images from celebrity accounts [1] , botnets used for crypto-currency mining in Amazon cloud services [2] , malware that stole credit card information from Chipotle servers [3] , and the hack on Sony pictures in 2014 [4] . Indeed, the number and diversity of attacks on cloud-based services continue to expand. The prominent attack vectors used in cloud breaches involve compromise of a user's resources, such as account compromise due to stolen credentials, or VM infection with malware [5] . According to a recent report, 15% of users accessing cloud applications have their accounts compromised [6] . As such, it becomes critical that cloud providers institute more effective security mechanisms to detect and prevent compromise of cloud resources of users.
A. Background and Related Work
Standard security protections implemented by cloud providers (e.g., data encryption, data replication, trusted hardware, and others) offer protection of the cloud infrastructure, but fail to prevent against breaches of user credentials or user computing resources. While other methods such as two-factor authentication attempt to protect cloud users, they are not effective once an account is already compromised. Intrusion Detection Systems (IDS, such as Snort [7] ) are typically deployed by cloud providers to detect network-level attacks (such as denial of service and communications with malicious destinations), but they are agnostic to cases in which attackers obtain access to a user's cloud resources. This leaves users of the cloud exposed to new attack vectors, currently largely undetected with existing defense mechanisms.
Machine learning and statistical techniques for attack detection have shown great promise to complement traditional defenses in enterprise settings and private clouds (e.g., [8] , [9] , [10] ); thus, we believe that they can be used for proactive cyber attack detection in public clouds. While there has been some work in using machine learning to improve IDS systems [11] , [12] , [13] , [14] , they mainly explore network-related metrics. Other research in this domain includes profiling what a user enters on the terminal and determining which out-of-character commands can be flagged [15] . However, such studies are not targeted towards cloud users and do not explore resource usage data as a means to detect breaches. Even though machine learning and statistical techniques have been applied before in the context of cloud computing to detect performance anomalies [16] , [17] , [18] , optimize resource allocation [19] , and reduce energy usage [20] , these approaches have not, to the best of our knowledge, been implemented to defend against resource compromises in public cloud.
B. Our Contributions
In this paper, we take the first steps in applying machine learning and statistical methods for detecting resource compromises in public clouds. We propose the use of anomaly detection techniques in user behavior profiling with the goal of detecting various types of breaches that end up with a user's VM's resources being acquired by the attacker. Our methodology involves continuous monitoring of resource usage data (e.g., CPU, disk, memory usage, etc.) and representing it as time-series data. Our algorithms then intelligently analyze the user's short and long-term typical behavior and identify not only extreme outliers, but also many other subtle usage patterns that do not conform to the user's usual behavior. Our techniques learn "legitimate" user profiles over time across multiple dimensions and automatically identify deviations from users' typical observed behavior. These methods require minimal human intervention (i.e., limited mainly to investigate the findings produced by the anomaly detection algorithms), and have the advantage of providing a multidimensional, longitudinal view of the cloud infrastructure, which can be extended with other monitored metrics (e.g., power consumption, network usage, etc.).
We experiment with three different techniques: (1) simple statistical approaches such as moving average, exponential average, and percentile-based thresholds; (2) unsupervised classification via One-Class SVM; and (3) regression through Long Short-Term Memory (LSTM) networks, which are recurrent neural network architectures. We test our framework using synthetic data that emulates two real-world published datasets: a NASA web server's logs and Google traces collected from a production cluster. In our experiments, unsupervised classification produces the best results in identifying injected anomalies, with F1-scores ranging from 0.83 to 0.95, but methods like regression based prediction with LSTMs also perform relatively well, with 84% of the data being correctly classified. Other statistical techniques such as moving and exponential averages or percentile based thresholding do not seem to work well with complex patterns found in real world datasets, thereby generating F1-scores as low as 0.40.
The rest of the paper is organized as follows: Section II describes the proposed approach for detecting anomalies. Section III explains how the data used to test our approach has been obtained. Section IV presents the experiments and results. Finally, conclusions are presented in Section V.
II. PROPOSED ANOMALY DETECTION APPROACH
In this section, we first introduce our system and threat models and then describe how the proposed anomaly detection engine operates. As seen in Figure 1 , the monitoring system collects several metrics (CPU, memory usage, network traffic data, etc.) about user VMs that are critical to their performance on the cloud. Metrics are collected periodically and stored as time-series data. These are then processed to determine if they are sufficiently close to the particular user's "typical" trends or are anomalous. Our assumption is that compromised VMs will most often lead to resource usage trends that are different than the compromised user's typical trends.
We investigate two types of approaches for anomaly detection. The first approach labels entire datasets as regular or anomalous using One-Class SVM. The second approach is more fine grained; instead of classifying entire datasets as regular or anomalous, individual data points are classified. Regression and statistical approaches are investigated at the level of individual data point labeling.
A. System and Threat Models
We consider a public infrastructure-as-a-service (IaaS) cloud in which users can pay and request compute and storage resources. The cloud provider fully controls the cloud infrastructure (compute, storage, networking) and is responsible for protecting the infrastructure against breaches. We assume that the provider itself is trustworthy, but we do not have any guarantees about the cloud physical infrastructure, which might be targeted by various attacks (e.g., denial-of-service attacks, malware, side-channel attacks, etc.).
While we expect most of the users to run legitimate workloads in their virtual machines, we would like to be resilient against potentially malicious users or users whose resources might get compromised. We assume that attackers could get access to legitimate cloud resources, such as user credentials (e.g., through leakage in public code repositories), or users' VMs (e.g., by installing malware and escalating privileges). Our goal is to detect these resource compromise attacks proactively.
B. Monitoring VMs
Our dataset includes the following metrics: CPU usage, memory usage, and network usage data (i.e., the intensity of the network traffic), as these metrics are highly likely to reflect changes in a compromised VM. Cloud providers can also easily monitor other metrics that might be enlightening: disk usage, number of VMs associated with a particular user's account, number of processes on the VM, disk and memory I/O frequency, disk and memory read-write frequency. In fact, using as many metrics as possible is beneficial as it increases the probability of even stealthy attacks showing up in at least one of the metrics.
C. One-Class SVM for Anomaly Detection
One-Class SVM is an unsupervised learning model that performs novelty detection. Essentially, it treats all of its training data as "normal", and fits a boundary that encompasses these training sets. When testing the model, One-Class SVM checks whether the testing dataset fits within the boundary it had found during training. If it does, then the dataset is classified as normal, else it is labeled anomalous.
We extract 10 features from each time-series before feeding it into the SVM. These include percentiles (25 th , 50 th , 75 th ), average, standard deviation, minimum, maximum, skew, kurtosis and the period (specifically, the period of the component signal that contributes the maximum power to the time-series as seen in the discrete Fourier transform). Utilizing features as opposed to training the SVM on raw data-points from each time-series helps both to improve the accuracy of the classification, and also reduces overhead by compressing each time-series into a selected set of features representing the most important attributes.
We trained the SVM with numerous instances of regular time-series data corresponding to each metric (CPU, memory, etc.) for certain fixed time windows (e.g., one day's data, one week's data, etc.). Note that a separate model of the SVM was developed for each time window and metric pair. We then tested each model of the SVM with regular and anomalous data that corresponded to the same metric and time window (e.g., if we trained the SVM with regular data corresponding to one day's CPU usage of user X, we tested it with both regular and anomalous one day CPU usage corresponding to the same user).
D. Regression via LSTMs
LSTM stands for Long Short Term Memory, and it is a special type of recurrent neural network (RNN) with better long-term retention than traditional neural networks. Our approach in this paper involves feeding the LSTM a subsection of the time-series data representing the regular resource usage from the past (e.g., last 3 week's CPU usage), and then asking it to forecast the remaining data points. This forecast should reflect the patterns seen in the regular training data. However, the remaining part of the time-series could either represent regular or anomalous data. Then, for each forecasted datapoint in the LSTM's prediction, we compute its deviation from the corresponding actual data-point. If the actual data point deviates from the forecast beyond a certain threshold (empirically chosen to be 10% for these experiments), then we classify the actual data as anomalous. Note that like the SVM, we had separate LSTM models for each metric.
E. Statistical Approaches for Anomaly Detection
We have implemented the following simple statistical approaches: (1) moving averages, (2) exponential averages, and (3) percentile-based thresholding. Like LSTMs, these approaches also classify individual data points within a timeseries as regular or anomalous. Generally speaking, in order to classify the current data-point, we compute a few statistics on a sliding window of data points (e.g. 100) previous to the current point. Based on how the current point compares to these statistics, we can classify it as regular or anomalous.
1) Moving averages:
In this approach, the moving average and standard deviation of the sliding window of the 100 most recent data points are calculated. If the current data point does not lie within 2.5 standard deviations of the sliding window, it is labeled as anomalous. We determined the threshold of 2.5 standard deviation empirically.
2) Exponential averages: This approach is similar to the moving average, except that the sliding window of the 100 most recent data points is exponentially smoothed before calculating the average and standard deviation. Exponential smoothing re-weighs the data-points to ensure that the recent data is given more weight than older data. Again, we then check to see if the data point to be classified falls within 2.5 standard deviations of the weighted sliding window. If it falls outside of this range, it is labeled as anomalous.
3) Percentile-based thresholding: This is a simple technique which flags the current data-point as anomalous if it falls outside the 10 th and 90 th percentile of the sliding window of the 100 previous data-points.
III. DATA COLLECTION We tested our approach with two types of test cases: (1) detecting attacks on web servers, and (2) detecting attacks on user machines. In this section we will explain how we obtained the datasets needed for both.
A. Network Traffic Data: NASA Web Server Logs
In order to detect web-server based attacks, we took inspiration from two instances of published month long apache webserver logs from July 1995 and August 1995 at NASA [21] . The data within the logs was parsed and converted to a timeseries that represented the number of HTTP requests to the server as a function of time (in hours). Figure 2a shows a time series representation of the dataset.
We can see that there are day/night patterns from the peaks and valleys, and also weekly patterns from the higher peaks on weekdays and lower ones on weekends. Since this data set was too small to train machine learning models, we sought to synthetically generate a larger version of the dataset. We experimented with different functions and parameters and found that the following function emulates weekly cycles of the data (Note that square(x, 0.7) in the equation represents a square wave with a duty cycle of 0. Of course, noise was added to all parameters of the function in order to simulate real world variations in the dataset. We chose a combination of a sine and square wave because the peaks and valleys of the sine wave represent the day-night fluctuations, and on-off behavior of the square wave represents weekday and weekend trends. Figure 2b shows what the generated data looks like for a 1 week window.
B. CPU and Memory Data: Google Traces
Users tend to run specific types of jobs on their machines, which consequently result in certain patterns in their resource usage data. In order to capture this, we used published user level data collected from a Google 12.5k-machine cluster. The trace spans a month-long period in May 2011 [22] . Each trace included hashed usernames (of Google engineers) and timestamps for mean CPU usage rate, canonical memory usage, and mean disk I/O time, etc., and so it was possible to extract a user level time-series for each of these metrics. Out of these available metrics, we used CPU and memory usage for our analysis, as suggested by the documentation for the traces. Figure 3a shows a sample of CPU usage for a user in the trace that spans 4500 seconds.
Interestingly, the pattern shown in Figure 3a seems to be prevalent for many users, each application run appears in the form of a peak in CPU usage, interspersed by times of inactivity. Furthermore, these patterns observed in CPU usage also manifest themselves in the memory usage data.
Similar to the previous dataset on Web-servers, we had to synthetically emulate this data in order to get a dataset large enough to train models. We used the following equation that generates one peak (representing a single application run):
Again, noise was added to all parameters of this function as well in order to simulate real world variations in the dataset. This specific combination of a negative exponent and logarithmic functions was chosen because the first part of each application run shows a logarithmic like increase, and the second part shows a decay that could be modeled by x −2 . Figure 3b shows what the generated data looks like for CPU usage of a different number of application runs.
C. Anomalous Data
To generate anomalous time-series, we varied each parameter one-by-one in the generating function in 10% increments (starting from -100% variation, to -90% variation, all the way up to -30%. We then did the same for the positive variations, i.e., we started at +30% variation, then 40% variation, going all the way up to +100% variation). We created 500 anomalous datasets per variation. Each dataset had 1440 data-points. Note that we omitted parameter variations in the range -30% to +30% as such small variations would typically be characteristic of healthy data, not anomalous data.
IV. EXPERIMENTS AND RESULTS
In this section we present the results obtained for the three classification methods applied to the two test cases. All of the data generation and experimentation was conducted on an Ubuntu 16.04 LTS machine with 4 CPUs and 8GB memory.
A. Implementation Details
For our One-Class SVM classifier we used Python Scikit Sklearn library [23] . We trained the classifier with numerous instances of regular time-series data, and tested it with both regular and anomalous datasets. Our LSTM model has 1 input layer, 1 hidden layer with 4 neurons, and 1 output layer. Each neuron uses the sigmoid activation function. This network has been implemented with the Keras library [24] using the TensorFlow [25] backend. The statistical techniques are implemented using the Numpy [26] and Scipy [27] libraries in Python.
B. Classification: One-Class SVM
For One-Class SVM, features were extracted from all 500 instances of each group of anomalous datasets and also from 500 instances of regular datasets used for testing. These 1000 feature sets were then fed one-by-one to the SVM, which then labeled each one as regular or anomalous. This process was repeated for time-series spanning a number of different windows for both test cases, as outlined below.
1) Classifying Web-server logs:
The classifier was tested with three windows of data for this use case: (1) daily, (2) five consecutive week days, and (3) weekly data.
2) Classifying user application runs: Here, we train the SVM on 2 windows: datasets representing (1) one application run, and (2) multiple consecutive application runs.
We train separate models for each of dataset window (for both web server data and application runs), and each model is trained with 1000 datasets of 1440 data points each. For instance, with daily web server data, each model is trained with 1000 generated datasets, with each dataset representing one day's web server traffic. We also ensured that all 1000 datasets had sufficient variation by varying each parameter (amplitude, offset, period, etc.) in the generating function from 0-30% (parameters were varied randomly). Each group of testing datasets included 500 instances of regular data (healthy, without anomalies), and 500 instances of anomalous data. The anomalous datasets were generated by systematically varying the same parameters of the generating function (amplitude, period, offset, etc.) by more than 30%, as outlined in section III C. Figure 4 shows the F1-score as a function of variations in each parameter for the one day window of web server data. The F1-scores were computed according to the following equation:
where Precision and Recall are defined as follows:
P recision = #T rue P ositives #T rue P ositives + #F alse P ositives (2) Recall = #T rue P ositives #T rue P ositives + #F alse N egatives
We see that typically, the F1-scores increase as the variation in the parameters deviates more from the normal range. This gives most graphs somewhat of a "U" shaped curve. However, interestingly, two of the parameters (offset and amplitude) generated near-perfect F1-scores of approximately 0.9 for the web server data spanning one day (Figure 4 ), regardless of how much variation there was in those parameters. This could perhaps happen because the one day pattern was simple enough for even subtle variations to be spotted easily. We also see that there are some differences in trends seen for each parameter. This is because the features extracted from the time-series capture variations in each parameter to different extents.
C. Regression: LSTMs
We first trained the LSTM with regular time-series data to learn the legitimate behavior, and then tested with anomalous data. To generate the anomalous time-series, each of the 500 instances from each group of anomalous datasets was appended to a regular time-series. So in essence, the first part of each of the testing time-series data was regular, and the latter, appended part, was anomalous. The LSTM was then trained on the regular part of each time-series, and asked to predict the remainder of the time-series. This forecast reflected the patterns seen in the regular training data. And so, for each predicted data point within the remainder of the timeseries, the deviation between the corresponding data point in the actual series is measured. If this deviation surpassed a certain threshold (empirically chosen to be 10% for these experiments), then we labeled the actual measured datapoint as anomalous. Figure 5 shows the percentage of datapoints classified as anomalous for a sample anomaly case. Here, we see that the LSTM result shows an "inverted U" shaped trend, which is expected as the anomalies are more likely to be detected if they are more conspicuous. The percentage of points identified as anomalous is over 90% for 80-100% variation in the parameters and, as expected, gets much lesser than 20% when the anomalous data is similar to the legitimate data.
D. Statistical Approaches
Within statistical approaches, each testing time-series was generated the same way as they were in LSTMs -by appending an anomalous time-series to a regular time-series. During testing, each data-point in the appended anomalous time-series was subject to classification. This classification was based on some statistics (moving average, exponential average, and percentile thresholds) computed on the previous 100 datapoints in the time series. In Figure 6 , we show the F1-scores for a select few anomalous cases. Precision and recall (the two metrics required to obtain an F1-score) were computed based on the percentage of false positives, false negatives, true positives, etc. (as shown in Eq. 2 and Eq. 3) that the statistical approaches caught within each anomalous time-series.
Most of the graphs show us the expected "U" shaped trends, as the F1-scores should be lowest when anomalous datasets are not very different from the regular datasets. However, interestingly, we see a lop-sided pattern in some of the graphs, where the F1-scores are a lot higher when the argument deviation is positive as opposed to negative (or vice-versa). For instance, one sees this in the 1 Day data for percentile thresholding (Figure 6 ) , where the F1-scores are around 0.05 when the parameter deviations are at -100%, and are at 0.80 when the deviations are at +100%. This may be because the respective techniques that show such results might not be able to capture the essence of the data when its arguments differed in a negative sense. Lastly, the reason why the statistical approaches underperform the above two methods is that the classification of the datapoints depends entirely on one statistic. It does not take into account any patterns or long term trends while making the decision. 
E. Aggregate Results
Table I summarizes the aggregated statistics for each approach (when averaged over all trials-including all experiments with all variations) on Web server logs and Table II shows the ones corresponding to user application runs. For LSTMs, we show the Correct Classification Rate (CCR) as a percentage, and for One-Class SVM, we show the F1-score. For statistical approaches, the first number in each cell is the F1-score and the second number represents how long it took for each metric to detect the first anomalous datapoint in the anomalous datasets for different parameter variations. For instance, a value of 20 would mean that the first anomalous point was detected 20 datapoints after the beginning of the actual anomalous section of the time-series. We see that for our statistical approaches, the lag between when the anomalies start and when they are detected is reasonable (detection happens between 10-90 data points after the anomaly ensues).
We also executed a 5-fold cross validation on our OneClass SVM model, whose results classified 21% of the data incorrectly. We observed the best results with One-Class SVM, which gave an average F1-score of 0.83 for the web server case, and 0.95 for the latter. However, while the LSTM network underperforms One-Class SVM, it is capable of learning and forecasting much more complex patterns in the time-series data. Finally, even the statistical approaches discussed have their own strengths as they do not require training/re-training and so take considerably lesser time in identifying anomalous data.
V. CONCLUSIONS AND FUTURE WORK Our overall motivation for this research was to go beyond traditional rule based intrusion detection systems, and employ a sophisticated mathematical model specifically for VM resource usage on the cloud. Indeed, our approach seems to work well; we see the best results with LSTMs and OneClass SVM, as they are capable of learning the most complex patterns. Statistical techniques applied on a sliding window of previous data do not seem to work very well as classifying current data based on a single statistic forces us to disregard other valuable information.
The next steps involved would be to test such an approach with real resource usage data instead of generated data. Another interesting aspect comes within the statistical techniques, where we had to assign thresholds above which data points were declared anomalous. While our thresholds were fixed for all types of data, it would be interesting to see how the optimal values for these would vary based on different data. Indeed, some types of data can be a lot noisier than others, and so such data should have higher tolerance thresholds than other types of data. If implemented in commercial systems, such a program could help safeguard cloud users from a wide variety of threats, thereby saving data and resources.
