In this article, a hybrid optimization method has been proposed consisting of modified ant colony systems (ACSs) and constrained nonlinear programming (NLP) 
synthesized with a concentric circular array can be electronically rotated in the plane of the array without a significant change of the beam shape (i.e., it can perform 360 degree scan around its center and the beam pattern can be kept invariant) [12] . CCAA is also favored in DOA and in narrowband and broadband beamforming applications [13] [14] [15] .
In this work, a practical antenna element is used to include the element radiation characteristics in the synthesis process. The dipole antenna will be used which is a practical radiator and used in many communication applications. The half-wavelength dipole antenna will be selected since it is consider the most widely used types of antenna for the following reasons: its radiation pattern is omnidirectional in the H-plane, which is required by many applications (including mobile communications), its directivity is reasonable, it has a good trade-off between the directivity and size, and the input impedance is not sensitive to the radius and is about 73Ω , which is well matched with a standard transmission line of characteristic impedance 75 Ω or 50 Ω (with VSWR < 2)which is probably the most important and unique reason [16] . In this paper, the synthesis process will be done with minimum number of antenna elements so as to reduce the overall design cost of the CCAA. A concentric circular array antenna of two rings with 25 elements uniformly distributed on each ring circumference is considered here. A hybrid optimization method consists of the ant colony systems (ACSs) and the constrained nonlinear programming (NLP) is developed to solve the nulling synthesis optimization problems of CCAA consisting of half wavelength center-fed parallel dipoles. The dipole elements are identical and oriented perpendicular to the plane of the CCAA. The excitation coefficients of the dipole elements are changed by using the hybrid ACS (HACS) to control the null placement and with reach the minimum depth levels. The antenna elements of the two rings will be feeding by using the same feeding network so that the total number of excitation variables will be twenty five variables. This paper describes in detail how to use the HACS to obtain the optimal excitation coefficients of the antenna elements and examine the adaptation and efficiency of the proposed optimization method by considering several design examples. Moreover, a comparison process between the simulation results of HACS and with those results obtained by using many other evolutionary optimization methods will be considered so as to examine whether the HACS has better optimization performance.
Ant colony system
The basic idea behind ACS optimization can be summarized as follows. Ants are members of a family of insects with socialized behavior living in an organized colony. These families of ants are able to find the best way into a very complex set of mazes using these features to establish food collection It is established that shorter paths will tend to have a higher magnitude of the secretion deposits and, therefore, these routes will be preferred by new explorers. Ant colony system (ACS) is one of ant colony algorithms (ACO). ACS differs from basic ant system algorithm (AS) in three main points. First, it exploits the search experience accumulated by the ants more strongly than AS does through the use of a more aggressive action choice rule. Second, pheromone evaporation and pheromone deposit take place only on the arcs belonging to the best-so-far tour. Third, each time an ant uses a path (a, b ( to move from node a to node b it removes some pheromone from the path to increase the exploration of alternative paths. In particular, ACS is the most aggressive of the different ACO algorithms and returns the best solution quality for very short computation times [17] .
The first application of ACS was the traveling salesman problem (TSP). The ACS algorithm of TSP will be modified here so that it can be used to evaluate the optimal excitation coefficients.
A. Nodes and path generation
Since the path selections of an ant in each iteration are limited, a discrete solving space is needed. The excitation coefficients will be express on plane O-XY as shown in Figure 2 . First, Q lines will be draws which have equal length and separation and perpendicular to X-axis. Each amplitude excitation variable will be represented by four lines while the phase will be represented by six lines, so the total number of the excitation coefficient variables will be Q/10, where Q represents the total number of bits. The x coordinates (i) of these lines are represented by numbers 1~Q. Then each of these lines will be divided equally into sixteen portions and thus seventeen nodes are generated on each line. Each node (j) of the seventeen nodes represent respectively by numbers 0~16 which are possible values of the digit corresponding to the line. When the ant moves and reaches to any node of the end line Q, it completes a tour and its moving path can be represented by the following path {O, node (x 1 ,y 1j ) node (x 2 .y 2j ) ... node (x Q , y Qj )}. The amplitude and the phase values of the excitation coefficient of the first antenna element of the two rings (Figure 2 ) can be extracting from the previous path by using the following formula: (1)
The same above formula is used to find the rest values of the excitation coefficients by changing the coordinates of the specified variables.
B. Edge selection rule
The ants traveling strategy is based on a probabilistic function that considers two things. Firstly, it counts the edges it has traveled accumulating their length and secondly it senses the trail (pheromone) left behind by other ants. The transition rule can be explained as follows. If an ant k reaches to some line, such as line L i (i=1~Q), then it will be move to a node j (j=0~16) from the seventeen nodes of the next line L i+1 chosen according to the so called pseudorandom proportional rule [17] given by: 
Desirability (η) is based on strictly local information and it measures the attractiveness of the next node to be selected. In the ant system algorithms, desirability is used with the amount of pheromone to direct the search based on the transition rule. It is important to include the desirability term in the transition rule because without the heuristic desirability the algorithm will lead to the rapid selection of tours that may give bad performance [18] .
The following formula will be used to compute the visibility:
where y ij ξ is the best tour generated since the beginning of the trial. In ACS only one ant (the best-so-far ant) is allowed to add pheromone after each iteration. Thus, the global update in ACS is implemented by the following equation:
where ρ is the evaporation coefficient (ρϵ [0,1]) which is used to evaporate the pheromone to avoid being trapped in local optima, Δτ ij is the addition of the pheromone which can be calculating using the following equation:
where δ is a positive constant. Obviously, as the value of the cost becomes smaller and smaller the value of Δτ will become greater and greater, which is helpful to increase the pheromone concentration of the nodes on the best tour since the beginning of the trial and results in finding the best solution within the maximum number of iterations allowed.
In addition to the global pheromone updating rule, in ACS the ants use a local pheromone update rule that they applied immediately after having crossed an node (x i ,y ij ) during the tour construction. The application of the local update rule makes the pheromone level of the visited node diminish. This has the effect of making the visited nodes less attractive for other ants, thus indirectly favoring the exploration of not visited nodes. The update process is done by using the following formula:
where τ o is the initial value of pheromone trails.
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Combination of modified ant colony system and nonlinear programming
ACS algorithm and local optimizer have complementary strengths and weakness. ACS is good at finding promising areas of the search space, but not as good at fine-tuning within those areas. Nonlinear programming, on the other hand, is good at fine-tuning but lack a global perspective. It is clear that a hybrid algorithm that combines ACS with the local optimizer often results in an algorithm that can outperform either one individually.
A Nonlinear Programming (NLP) is a problem that can be put into the form [19] :
where
is cost function, X is a vector of x variables which is here represents the excitation coefficients, where E and I are, respectively, the index set of equality constraints and inequality constraints, c i (X), (i = 1,....., mEI) are constraint functions. Nonlinear programming method attempts to find a constrained minimum of f(X) of several variables starting at an initial estimate subject (perhaps) to one or more other such functions that serve to limit or define the values of these variables. This is generally referred to as constrained nonlinear optimization or nonlinear programming (NLP).
The basic operation of NLP optimization method is based on the derivatives of the cost function at the hand. The first derivatives are contained in the gradient vector  f(x):
While the second derivatives of the cost function are contained in the Hessian matrix H(x) [20] :
NLP optimization procedure can be divided into two stages: firstly, a suitable algorithm is used to find the search direction set which indicate the directions in which the space will be searched. An active set algorithm is used here in which sequential quadratic programming (SQP) method is applied. In this method, the function solves a quadratic programming (QP) subproblem at each iteration by using an active set strategy (projection method) [21] and the solution of this subproblem is used to form N t search directions for a line search procedure. The quadratic programming (QP) subproblem can be written as:
,
where 
where X k denotes the current iterate, d k is the search direction, and  is a scalar step length parameter. In the second stage, after the initialization of the of the direction set, a line minimization is performed along each direction by using any one-dimensional minimization technique. In this work, NLP performs a line search procedure by using a Wilson-Han-Powell method [22] [23] . The step length parameter  k is determined in order to produce a sufficient decrease in a merit function that proposed in the line search algorithm. The merit function of the following form is used in this implementation:
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where i  is the penalty parameter which can be written as:
where λ i is the i th Lagrange multiplier [19] . In this implementation, the penalty parameter σ i is initially set to
, where represents the Euclidean norm. Figure 3 shows the basic construction of HACS algorithm.
Problem formulation
The array factor of M concentric circular array with N antenna elements on each ring can be written as [24] : 
Many of the previous attempts on CCAA synthesis assumed that the array elements are represented by isotropic point sensors. However, in practice, the elements of CCAA have finite physical dimensions and specific radiation characteristics. Therefore, to evaluate accurately the resulting system performance of practical antenna arrays, the electromagnetic radiation characteristics of the elements will be carefully considered in this work. Dipole antenna will be used in this work since it is a practical radiator and used in many applications. The dipole elements are identical and oriented perpendicular to the plane of the CCAA. For the half-wave dipole antenna, the element radiation pattern can be expressed as [25] : For generating a far-field radiation pattern with a desired beam shape and has the ability to restrain the interference coming from the special directions, the fitness function is defined as follow:
where A 1 , A 2 : the weighting coefficients in the fitness function. Null: the desired nulls depth.
The choices of the weighting coefficients values typically influence the rate of convergence, and they can be determined empirically by running several trial cases.
For the design process adopted in this work, one dimension scan in azimuth direction is considered, and the cost functions are optimized in numerous -cut equal to 45 o .
Design examples
The HACS presented in the section (3) is applied to the null synthesis of equally spaced dipoles placed on two concentric circular ring of radius equal to one and two wavelength for the first and second rings, respectively.
During the simulations, the following parameters are suggested:  β =2, ρ=0.1, q o =0.9, δ=0.4;  Maximum number of ACS cycles =2000.  Maximum number of NLP iterations= 500.
A)
To illustrate the performance of the method described in the previous section for steering signal and imposed null in the direction of interfering signal by controlling the excitation coefficient of each array element, two examples of CCAA of two concentric rings with 25 dipole elements for each ring and the radius of the first and second rings are half and one wavelength, respectively were performed here.
The results of steering beam in the direction of the desired signal and creating single suppressed interferences are presented in Figures 4 and 5 .
The Figures (4) and (5) show the ability of creating null in the direction of interference (at 30 o and 130 o , respectively), while maintaining the main lobe in the direction of useful signal (at 90 o ). It can be found from Table 1 that HACS procedure possesses the dominant speed and precision in the optimization compared with other algorithms.
B) The ability of CCAA to avoid the multi interference signals by placing nulls in the direction of interference signals is adopted in this design example. Firstly, two interference signals are assumed to arrive at the main beam sides. Figure 6 shows the optimized radiation pattern. Figure 8 shows that a null with 90 degree width at depth level of -60dB is obtained over the spatial region of interest by HACS compared with 75 degree width null at depth level of -36.94dB obtained by using SA method. From the null depth and width points of view, the performances of the pattern are excellent. As electromagnetic analysis often has time-consuming cost functions, a key factor is the number of iterations and function evaluations. From the Table 1 it is obvious that the proposed algorithm has less cost function evaluations compared with ACS, GA and SA. Hence, the efficiency of the proposed algorithm is proved. 
Conclusion
This paper illustrated a new algorithm in the null pattern synthesis of concentric circular conformal array antenna for the purpose of null placement in prescribed directions. In order to take advantage of the peculiarities of ant colony system and nonlinear programming, the proposed algorithm integrates the main features of them into the optimization process. The proposed method successfully used to optimize the excitation coefficients of dipoles center fed antennas to realize the array pattern with prescribed nulls with a level reach to -112.9 dB. A wide null of 90 degree was successively imposed in the desired direction of the radiation pattern. The comparisons with ACS, GA and SA, demonstrate the superiority of HACS in higher convergence accuracy and fewer cost function evaluations. 
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