Abstract Different SWAT models have been set-up to predict water discharge at the European scale, applying an innovative modelling protocol that involves sensitivity analysis, multi-variable calibration and regionalization of the calibrated parameters. In this application, two large regions have been considered: the Scandinavian and the Iberian peninsulas, with the main objectives: (a) to study the spatial variation of calibrated parameter sets obtained for selected sub-basins, and (b) identification of the most relevant hydrological processes in each region. The results of the analysis highlight that snow processes are dominant in Scandinavia; groundwater processes are significant in both the Scandinavian and Iberian peninsulas, while lateral flow is not significant in either region. Calibrated soil hydraulic parameters have different ranges of values in each region, reflecting a difference in runoff-generating mechanisms between the two studied regions. The contribution of this analysis is the assessment of the main differences between hydrological processes across Europe and understanding of the major transport pathways for pollutants.
INTRODUCTION
In Europe, the Water Framework Directive (WFD; EC 2000) requires water management to be performed at river basins districts. As a consequence, river basin hydrological modelling has become a key factor for its successful implementation (Hartnett et al. 2007 ).
In the past, various efforts have focused on evaluating large-scale hydrological models (Gudmundsoon et al. 2012) , including macro-scale studies that compared observed and modelled continental river discharge (Gerten et al. 2004 , Decharme and Douville 2007 , Balsamo et al. 2009 , Hagemann et al. 2009 ).
Other studies focused on the spatial and temporal resolution of continental and global-scale models (Döll et al. 2003 , Hunger and Döll 2008 , Troy et al. 2008 , Widén-Nilsson et al. 2009 , Stahl et al. 2012 .
These studies point out the difficulties of largescale models to represent hydrological processes in a realistic way. In this context, hydrological models have to simplify the modelled processes and, as a consequence, the quality of the outputs is significantly influenced by different factors, such as the degree of simplification, the availability and uncertainty of input data (Kauffeldt et al. 2013) , the spatial and temporal discretization , the model structure and the calibration processes (Vėlez et al. 2009 ).
The Soil Water Assessment Tool (SWAT) (Arnold et al. 1998 ) is one of the most comprehensive large-scale watershed models able to evaluate eco-hydrological processes (Gassman et al. 2007 ). However, the calibration process is a real challenge due to the complex structure of the SWAT model involving a land phase and a routing phase. Initially, calibration was performed manually through the change of model input parameters, and through the comparison and assessment of measured and simulated values (Balascio et al. 1998) . In the last decade, semi-automatic techniques and uncertainty analysis became essential tools in large-scale modelling due to their capability of quantifying the degree of uncertainty in parameter estimation leading to more reliable models (Cooley 1993) .
The selection of the most appropriate calibration and uncertainty methods for the SWAT model depends not only on the prediction results, but also on the theory behind it, its simplicity, its computational efficiency, data availability and the modeller's knowledge and skills. For instance, the optimization and uncertainty analysis methods, including parameter solution (ParaSol), sequential uncertainty fitting (SUFI-2), and generalized likelihood uncertainty estimation (GLUE), were recently applied in two small basins in southern France (average area: 60 km 2 ) to investigate the main difference between these methodologies (Sellami et al. 2013) . However, the number of 'behavioural' parameter sets is different from one technique to another and from one catchment to another. In addition, ParaSol underestimates the prediction uncertainty, while SUFI-2 and GLUE provide larger uncertainty intervals, underlying the differences in their fundamental conceptualizations.
Other studies have demonstrated that other combinations of simpler models (no process representation) with calibration and uncertainty methodologies can simulate quantity and quality variables more accurately than the SWAT model (Srivastava et al. 2006 , Talebizadeh et al. 2010 , Sing et al. 2014 . For instance, Singh et al. (2014) compared the SWAT model with an artificial neural network model (RBNN, radial basis neural network) in terms of performance in simulating sediment yield and uncertainty. The SWAT model calibration and uncertainty analysis were performed with SUFI-2, whereas bootstrap methodology was applied for the uncertainty analysis of the RBNN model. The RBNN model predicted the sediment loads more accurately and with less uncertainty than the SWAT model. Demirel et al. (2009) also compared the SWAT model with an artificial neural network (ANN) prediction model. The results showed the better ability of the ANN model for peak flow forecasting, but the SWAT model results revealed a better value of mean squared error.
The SUFI-2 algorithm has been widely used in the calibration of the SWAT model at the large scale due to its easy implementation and the reduced number of model runs needed to achieve good prediction (Yang et al. 2008) . With respect to other methods, SUFI-2 is characterized by a high flexibility in the choice of various factors such as parameters and ranges, the time scale and the selection of gauged sub-basins to be calibrated. Douglas-Mankin et al. (2010) summarized the SWAT model's key parameter values for eight different studies, giving extensive explanations of the gaps in the methods and the missing inter-comparison of the results. In addition, White and Chaubey (2005) showed that streamflow was commonly calibrated as a unique variable usually considering monthly data. More recently, streamflow has been calibrated by subdividing the total daily flow in surface runoff and baseflow, as recommended by Arnold et al. (2012) . Consequently, new variables, specific groups of sensitive parameters and efficiency criteria have been introduced in the calibration. For instance, Van Liew et al. (2007) considered 16 parameters (11 parameters governing rainfall-runoff processes and five controlling snow processes) in three main groups that were considered to control surface, subsurface and basin response. The authors calibrated five small watersheds (areas ranging from 7 to 610 km 2 ) using an automatic calibration procedure (Van Griensven and Bauwens 2003) and six different evaluation criteria.
Following the same logic but on a larger scale, Pagliero et al. (2014) proposed a calibration methodology using SUFI-2 (step-wise calibration) for streamflow applied on the Danube River basin. This procedure involved the calibration of streamflow in steps considering three groups of parameters for each subflow component. This approach considers the hydrological processes as having different spatial and temporal intrinsic characteristics, overcoming the problem that a simple aggregation of temporal variability can misrepresent important physical processes (Vélez et al. 2009 ). Rouholahnejad et al. (2013) applied the SUFI-2 algorithm in the Black Sea drainage basin using 24 parameters related to streamflow without creating groups, and the calibration was performed in several drainage outlets of the large sub-watershed.
However, multisite calibration of watershed models is more appropriate when applied to sites that are not hydrologically connected (Migliaccio and Chaubey 2007) . In contrast to discharge from large river basins, which are often strongly influenced by human activities (Döll et al. 2009 ), independent sub-basins such as headwaters are often well suited, and more likely to represent natural hydrological behaviour (Gudmundsson et al. 2012) . This principle was introduced in the step-wise calibration by Pagliero et al. (2014) completing the 'calibration of ungauged sub-basins' using regionalization techniques in order to extend the calibrated dataset to ungauged sub-basins. Heuvelmans et al. (2004) studied the spatial variability of calibrated parameters using regionalization schemes and concluded that the clustering of parameter sets gives more accurate results than the single parameter approach. In a similar way, Pagliero et al. (2014) performed a hydrological regionalization extrapolating the calibrated set of parameters within specific regions.
In this study, we use SWAT in the Scandinavian and Iberian peninsulas with the following specific objectives: (a) the assessment of the step-wise calibration in two large contrasting areas in Europe; (b) the transposition of a calibrated parameter set in the ungauged sub-basins (using a regionalization technique defined as 'classification'); and (c) the analysis of the spatial variability of the calibrated parameter sets.
MATERIAL AND METHODS

Study area
The Scandinavian Peninsula covers Norway, Sweden and Finland, with a total area of approximately 10 6 km 2 . It was divided into 5447 sub-basins, with 61 gauged head basins and 346 gauged sub-basins. The Iberian Peninsula covers Spain and Portugal, with a total area of 556 × 10 3 km 2 , and was divided into 3019 sub-basins-81 gauged head basins and 215 gauged sub-basins (Fig. 1 ).
These regions have very different climatic conditions. Mediterranean climate is dominant in the Iberian Peninsula; it is characterized by dry, warm summers and cool, wet winters. In Scandinavia more classes of climate are present, including Continental Subarctic or Boreal (taiga) in Finland and the midnorth of Sweden and Norway; Polar climates in Fig. 1 Map of the Iberian Peninsula (left) and Scandinavian Peninsula (right) showing the calibration sub-basins.
Comparing calibrated parameter sets of the SWAT modelNorway, in mountainous areas and in the northern coastal areas of Finland; and Oceanic in southern parts of Sweden and Norway. Scandinavia is mostly covered by forest and pasture, with arable land concentrated in the south, while the dominant land use in the Iberian Peninsula is arable land and pasture.
SWAT model
The Soil and Water Assessment Tool (SWAT) (Arnold et al. 1998 ) was developed to predict the effects of different management practices on water quality, sediment yield and pollution loading in watersheds.
The SWAT model is a basin-scale, continuous time model that operates on a daily time step and evaluates the impact of management practices on water, sediment and agricultural chemical yields in ungauged basins. The model's major components include weather, hydrology, erosion, soil temperature, plant growth, nutrients, pesticides, land management, channel and reservoir routing.
In SWAT, the watershed is divided into multiple sub-basins, which are further subdivided into hydrological response units (HRUs). These units consist of homogeneous land-use, management, slope and soil characteristics. The water balance of each HRU is represented by four storage volumes: snow, soil profile, shallow aquifer and deep aquifer. In this study, the option of dominant land use and soil in each sub-basin was used in order to reduce the heavy computational time required in a large study area.
We selected the SCS curve number method to simulate surface runoff, and the PenmanMonteith (Monteith 1965) approach to simulate the evapotranspiration.
Lateral subsurface flow in the soil profile (0-2 m) is calculated simultaneously with percolation. A kinematic storage routing based on slope, slope length and saturated hydraulic conductivity is used to predict lateral flow in each soil layer. Lateral flow occurs when the storage in any layer exceeds field capacity after percolation.
Groundwater flow contribution to total streamflow comes from shallow aquifer storage (Arnold and Allen 1996) . Percolation from the bottom of the root zone is considered as recharge to the shallow aquifer. Water is routed through the channel network using the variable storage routing method.
SWAT model set-up
The SWAT model requires pedological, climatological, topographical and land-use data. The data sources used in this study are as follows: (Vogt et al. 2007) . (e) Reservoirs and lakes of >20 km 2 area were obtained from the Global Lakes and Wetland Database (GLWD) (Lehner and Döll 2004 ) and the CCM2 database (Vogt et al. 2007) . Additional data concerning reservoir/lake area and volume were obtained through various environmental agencies. Due to lack of information, we assumed that for reservoirs the principal volume was equal to the emergency volume. The impact of this assumption on the calibration datasets is limited considering the absence of large lakes and reservoirs in headwaters. However, reservoir operational rules are usually not available and some model assumptions might be large in large downstream subbasins. (f) Daily discharge data used for parameter calibration were collected from different sources, including the Global Runoff Data Centre (GRDC 2010) and various national environmental agencies.
The collected data used covered the period 1995-2004. (g) Climate data, including daily precipitation, temperature, solar radiation, wind speed and relative humidity, were obtained from EFAS-METEO (Ntegeka et al. 2013) .
Sequential uncertainty fitting (SUFI-2)
The SUFI-2 algorithm (Abbaspour 2008) has been selected as the most adapted algorithm for the calibration of the flow. The SUFI-2 algorithm is included in SWAT-CUP (SWAT Calibration Uncertainty Procedures) software and combines parameter calibration and uncertainty prediction. Figure 2 illustrates the coupling between SUFI-2 and SWAT. In SUFI-2, the uncertainty of input parameters is represented by uniform distributions, while model output uncertainty is quantified by the 95% prediction uncertainty (95PPU) calculated at the 2.5% and 97.5% levels of the cumulative distribution of output variables obtained through Latin hypercube sampling. The SUFI-2 algorithm introduces two efficiency criteria, P factor and R factor, that provide a measure of the model's ability to capture uncertainties and a measure of the quality of calibration, respectively. In particular, the P factor is the percentage of the measured data bracketed by the 95PPU and ideally it should have a value of 1, indicating 100% bracketing of the measured data. The R factor indicates the thickness of the 95PPU band and it is calculated as the average distance between the upper and lower 95PPU divided by standard deviation of the observed data. The R factor should be ideally near zero, thus coinciding with the measured data. Evaluating these two factors, SUFI-2 quantifies the best parameter values through an interactive procedure, minimizing or maximizing a selected objective function. The most important SUFI-2 procedure steps required during the calibration are:
1. Selection of an objective function (gi) from six different types in SUFI-2. 2. Definition of the parameters to calibrate and their minimum and maximum ranges. We assumed Fig. 2 Link between SWAT and SUFI-2.
Comparing calibrated parameter sets of the SWAT modelthat all parameters are uniformly distributed within the calibrated sub-basins. 3. Drawing of n combinations of random values of selected parameters using Latin hypercube (McKay et al. 1979) ; the model has to be run n times for each generated set of parameters. 4. Calculation of objective function (gi) for each of n simulations. 5. Execution of the post-processing of the n simulations in order to calculate the best goodness-of-fit parameter sets for each sub-basin between simulated and observed data. 6. Calculation of the P and R factors. 7. Calculation of further rounds of sampling and model runs with updated ranges of parameters due to the large uncertainties of the initial parameters.
Step-wise calibration
We subdivided the discharge into different components and performed the calibration following the SUFI-2 procedure using different objective functions. As suggested by Abbaspour (2008) , we executed 1000 runs for each step. The final calibrated parameter set is referred to as the near optimal parameter set (NOP), as, among the 1000 investigated parameter sets, it reproduces best the behaviour and the characteristics of the specific flow component. For the definition of the parameters to calibrate preliminary model runs, literature reviews (Van Griensven at al. 2006) and sensitivity tests were used to identify the appropriate parameters and their ranges. Eighteen parameters were selected for the calibration to capture major hydrological processes for each studied region. The selected parameters and their ranges are shown in Table 1 . In particular, percentage-based variations of CN, SOL_AWC and SOL_K were used to maintain their spatial variability.
To perform a more transparent calibration, the 18 parameters were grouped into categories corresponding to the different processes underpinning each calibration objective (see Subgroup process in Table 1 ). This classification was performed considering the SWAT model structure (Nietsch et al. 2005) and using the characteristic timescale of each process. Each subgroup of parameters represents a phase of the step-wise calibration. As shown in Fig. 3 the stepwise scheme required the selection of headwaters to calibrate, an appropriate identification of specific objective functions and the separation of the total discharge into surface runoff, lateral flow and baseflow.
The different steps performed in this procedure are described below: -Step1. Calibration of the timing of the runoff signal by adjusting the snow parameters: the NOP was obtained among 1000 combinations of set of parameters maximizing the coefficient of determination, R 2 , between simulated and observed monthly discharge. -Step2. Calibration of the surface runoff parameters: the daily streamflow was calibrated by maximizing the criterion bR 2 calculated between the simulated and observed daily surface runoff using 1000 simulations. -Step3. Calibration of parameters for lateral flow: the calibrated parameter set was obtained by maximizing the bR 2 between the simulated and observed daily lateral flow among 1000 different simulations.
-Step4 (a) and (b). Calibration of the parameters that control the baseflow: the predicted monthly streamflow was calibrated by maximizing the bR 2 between simulated and observed monthly discharge.
The objective function R 2 was considered appropriate for Step 1, because the objective of the calibration in this step was to adjust the timing of the hydrograph. For the other steps bR 2 was selected to quantify under-or over-predictions of the discharge, as it provides a better representation of model results (Krause et al. 2005) . The coefficients R 2 and bR 2 are calculated as follows: ).
Comparing calibrated parameter sets of the SWAT modelwhere Q m,i is the observed value at time i; Q m is the mean observed discharge; Q s,i is the simulated value at time i; Q s is the mean simulated discharge; and N is the total number of observations.
where b is the slope of regression line between the measured and the predicted flow. A value of 1 for R 2 and bR 2 indicates a perfect fit. A baseflow filter was used to separate the discharge into its main components. The implemented baseflow separation procedure is based on the recursive digital filter commonly used in signal analysis and processing (Lyne and Hollink 1979) . The filter is expressed as:
where q t is the filtered quickflow at time step t; Q t is the daily measured streamflow, and β is the filter parameter. Baseflow b t is calculated as:
The filter was reapplied to the daily quickflow in order to extract the lateral flow.
Hydrologic similarity
After the step-wise calibration of headwaters, the final NOP was transposed to ungauged sub-basins. This 'regionalization' process was performed using a simple methodology based on the 'similarity approach'. Here, similarity means that the transposition of NOP from headwaters to ungauged sub-basins is applied in 'similar' sub-basins in terms of watershed characteristics. The identification of these watershed characteristics represents the critical aspect of the methodology, and it has been proven (Oudin et al. 2010 ) that common watershed characteristics, such as topography, land use and climate, are not sufficient to describe all hydrological processes. Consequently, the concept of 'hydrologic similarity' has been introduced. This technique is based on the identification of similar sub-basins based on knowledge of the correlation between the watershed characteristics and the discharge characteristics.
This correlation was performed using 153 gauged independent sub-basins in Scandinavia and 229 independent gauged sub-basins in the Iberian Peninsula, using the partial least squares regression (PLSR; Wold 1960) .
The PLSR approach (Wold 1960, Geladi and Kowlaski 1986 ) combines features from both principal component analysis (PCA) and multiple linear regression to extract from the independent variables (sub-basin characteristics) a set of latent variables (components) that have the best predictive power of the dependent variables (discharge characteristics in terms of combination of statistical indicators and hydrological signatures). The PLSR analysis was performed using the R package 'pls' (Mevic and Wehrens 2007) .
For the selected sub-basins, 19 independent variables representing the sub-basin characteristics (c matrix) and 14 dependent variables (q matrix) were used in the PLSR analysis as, respectively, the responses and regressors (q~c) ( Table 2 ). The initial number of components needed to perform the PLSR analysis was 19 (equal to the independent variables) and the leave-one-out method was used for crossvalidation to determine the optimum number of components. The validation results were evaluated using root mean squared error predictions (RMSEP), and the cross-validation estimates were assessed based on the coefficient of variation (CV) and the biascorrected CV (adjCV). A reduced number of components sufficient to perform the classification was defined by plotting the RMSEP as a function of the number of components. This aspect is the main advantage of the PLSR method over other methodologies, such as principal component regression (PCR). Although PLSR and PCR yield similar results, PLSR usually needs fewer latent variables than PCR, avoiding the use of components that are less significant. Once the number of components for all subbasins was chosen, the latent variables of selected calibrated sub-basins ('donor sub-basins') were used to classify the ungauged sub-basins using the k-nearest-neighbour (k-NN) approach, based on Euclidean distance. This classification technique allows the automatic assignation of the NOP of 'donor sub-basins' to the classified ungauged subbasins. The k-NN method was performed using the 'nnr' function of the R package 'supclust' (Dettling and Maechler 2012) .
Assessing the performance of the model
The accuracy of final model performance was analysed by comparing the calibrated monthly discharge and observed data using the coefficient bR 2 and the Nash-Sutcliffe efficiency coefficient, NSE (Nash and Sutcliffe 1970) . This performance index was used to complete the description of the model behaviour with respect to the total monthly flows, and both bR 2 and NSE were used to compensate for the specific limitation of each evaluation criterion. These coefficients were calculated using the R Package 'hydroGOF' (Zambrano 2010) .
The NSE is calculated by:
where Q s,i is the simulated value at time i; Q m,i is the observed value at time i; and Q m is the mean value of observed discharges.
The range of NSE lies between 1.0 (perfect fit) and −∞. An efficiency of less than zero indicates that the mean of the observed time series would have been a better predictor than the model (Krause et al. 2005) . Thus, a value of NSE = 0 indicates that the model output is not better than that obtained using the simple averaged observed streamflow for the entire period of analysis. A shortcoming of the Nash-Sutcliffe statistic is that, because of its definition, it puts more emphasis on extreme events than on average flows. Additionally, the timing of the predicted series greatly influences the value of the coefficient (MacLean 2005). Nevertheless, the NashSutcliffe efficiency coefficient is commonly used because it involves standardization of the residual variance, and its expected value does not change with the length of the record or the runoff magnitude (Kothyari and Singh 1999) .
RESULTS AND DISCUSSION
Performance of the calibration of head sub-basins Nash-Sutcliffe efficiencies and bR 2 values for the calibrated head sub-basins in the Scandinavian and Iberian peninsulas are displayed as cumulative frequency in Fig. 4 . It can be seen from Fig. 4 that there is an improvement in NSE and bR 2 for head subbasins with respect to the default simulations in each studied region.
The performance in each single step is not significantly influenced by the performances in subsequent steps, as shown in Fig. 5 . Figure 5 Consequently, the calibrations of the specific parameter set in step3 and step4 do not alter the performance of the model in the calibration of the surface runoff obtained in step2.
The same results are shown in Fig. 5(b) , where the bR 2 in each sub-basin after the calibration of lateral flow is very similar to step 4. For the baseflow calibration, Fig. 5(c) shows that the bR 2 remains stable in each sub-basin and in each step (step1, step2, step3) until the calibration of baseflow in step4.
Thus, there is not a significant influence between the parameter sets in the different steps. For instance, in Fig. 5(d) the variation of bR 2 for the surface runoff changes significantly in step2 (specific step of calibration of surface runoff) and then remains stable in the subsequent steps (step3 and step4) in spite of the progressive calibration of different parameter set involved.
In addition, the step-wise calibration allows one to obtain better modelling performance compared to the traditional calibration that involves all sensitive parameters together and the total monthly or daily total flow using one objective function. Figure 6 shows the NSE and bR 2 values for calibrated head sub-basins in Scandinavia for the default simulations (DEF), the traditional calibration (TRAD) and the step-wise calibration (CAL). The traditional calibration was performed using all parameters together and maximizing the bR 2 for monthly flow. Unlike the step-wise calibration, the traditional calibration results in more than 35% of calibrated sub-basins having NSE equal to zero and with a small improvement of bR 2 values.
Performance of classification of ungauged subbasins
Four components were selected as latent variables in both studied regions after the analysis of the root mean square error of predictions (RMSEP) for all dependent variables. Sixty-one (61) calibrated subbasins in Scandinavia and 65 calibrated sub-basins in the Iberian Peninsula were selected as 'donor sub-basins' characterized by NOP obtained during the step-wise calibration. The k-NN classification rule was used to associate the 5386 sub-basins in Scandinavia with similar donor sub-basins (61) and the 2954 sub-basins in the Iberian Peninsula with similar donor sub-basins (65). The NOP sets of the donor sub-basins were transposed to the corresponding similar sub-basins. The efficiency of the transferability of the NOP in the hydrologically similar sub-basins was verified by comparing the simulated and observed monthly discharge in 346 gauged sub-basins in Scandinavia and 215 gauged sub-basins in the Iberian Peninsula. Figure 7 shows the NSE and bR 2 cumulative frequency curves of all gauged sub-basins in the Scandinavian and Iberian peninsulas before and after extrapolation of the calibrated parameter set in each classified sub-basin. For each region, the bR 2 and NSE values increase with the transposition of calibrated parameter sets in 'similar sub-basins' with respect to the corresponding values obtained by using the default parameters.
However, Fig. 8 shows that, in the central part of Spain and in Finland, the 'classification' of calibrated parameters did not increase the performance of the model.
In the Finnish Lakeland (Fig. 9) , the largest lake region of Europe, with about a thousand lakes, the NSE values are less than -1. This poor performance could be correlated to the assumptions introduced in our model, in particular to the selection of only lakes with an area greater than 20 km 2 , thus not reproducing accurately the interconnectivity of these water bodies.
Sensitivity analysis of step-wise calibration
The sensitivity analysis of the step-wise calibration was performed using the 1000 different iterations of each step. The following criterion, based on the standard deviation of the optimization criteria of 1000 runs, was used to define which calibrated sub-basins to consider sensitive in each step of calibration: where i represents the sub-basin and j the step of calibration; and σ is the standard deviation of the optimization criteria. Figure 10 shows that 100% of sub-basins in the Scandinavian Peninsula are sensitive in step4 (a, b) and 97% in step1 (snow process). About 11% of the sub-basins are sensitive in step2 and only 3% in step3. For the Iberian Peninsula, 98% of sub-basins are sensitive in step4 (a, b), 12% in step2 and 2% in step3. Only, the 4% of sub-basins are sensitive in step1.
These results confirm that the performance of SWAT in predicting water flow in Scandinavia is controlled by the snow parameters. In addition, the results suggest that in each studied region, the calibration is mostly controlled by snowmelt and baseflow processes, while the calibration of surface runoff and lateral flow parameters has little impact on the overall performance. This can be explained by the fact that, as precipitation is very low in large areas of the Iberian and Scandinavian peninsulas, the surface runoff and lateral flow are less dominant than groundwater flow. In addition, the pedo-transfer functions, used to parameterize the soil component of SWAT, were developed at the point scale, and they might have a tendency to underestimate soil hydraulic properties, because they do not consider the effect of heterogeneities like preferential flow paths that affect the soil hydraulic behaviour at larger scales (Heuvelmans et al. 2004) .
Spatial variability of parameters of the NOP
The boxplot of each NOP parameter in a specific step is shown in Fig. 11 and the spatial variation of each parameter is illustrated in Fig. 12 .
The results show that ranges of calibrated snow parameters are very different between the two studied regions. In the Iberian Peninsula the snowfall temperature (SFTMP) ranges from −0.7 to 1, while the snowmelt base temperature (SMTMP) values are all above zero. In the Iberian Peninsula the median of the snow pack temperature lag factor (TIMP) approaches 1.0, thus the snow pack temperature is influenced by the main air temperature on the current day. In Scandinavia the median TIMP approaches 0.5. Thus the snow pack temperature lag factor is influenced by the temperature of the previous day showing some more inertia in the snowmelt process.
In the Scandinavian Peninsula there is a more significant decrease in temperature with decreasing elevation (TLAPS) than in the Iberian Peninsula. The same results are found for the precipitation lapse rate (PLAPS): Scandinavia is more marked by a higher precipitation with increasing elevation than the Iberian Peninsula. One explanation is the underestimation of precipitation in Scandinavia at higher elevations due to the lack of observation gauges at those altitudes. In general, streamflow simulation is often challenging in mountainous watersheds because of irregular topography and complex hydrological processes. Incorrectly represented rates of change in precipitation and temperature with respect to elevation often limit the ability of hydrological models to reproduce stream runoff (Rahman et al. 2013) .
The ranges of SOL_AWC and SOL_K parameters are very different between the studied regions; however, there is a similar proportion of sensitive sub-basins for step3 (2% and 3% for the Iberian Peninsula and Scandinavia, respectively). The Iberian Peninsula is characterized by high variations in soil hydraulic features (SOL_AWC and SOL_K) . This increment of the soil hydraulic conductivity and available soil water content during the calibration process is highly connected with the presence of macropores and rock fragments that are widespread in the Mediterranean.
The Scandinavian Peninsula is characterized by a decrease in the soil hydraulic parameter values (available water content and hydraulic conductivity) during the calibration. This can be explained by the negative relationship between organic matter (OM) and saturated hydraulic conductivity (Nemes et al. 2005) . Consequently, in the northern part of Europe where the organic carbon component is high (from 4 to 6%) (Rusco et al. 2001 ) a decrease in hydraulic conductivity and available water content is expected.
This spatial pattern between these two macroregions may reflect a difference in runoff generating mechanisms. In the Iberian Peninsula runoff occurs mostly in periods of intensive storms, while snowmelt over frozen soils in the Scandinavian Peninsula is a major source of surface runoff during the spring. Figure 11 shows how the soil evaporation compensation factor (ESCO) value decreases from 1 (default value) to lower values for each studied region. The ESCO adjusts the depth distribution for evaporation from the soil to account for the effect of capillary action, crusting and cracking. Decreasing ESCO allows lower soil layers to compensate for a water deficit in upper layers and causes higher soil evapotranspiration.
The plant evaporation compensation EPCO factor in the SWAT model explains how available soil water could be used to meet plant water uptake, either from upper layers or from deeper profiles. When EPCO is near 1, soil water from deeper soil profiles could be used, while when EPCO is near 0, soil water from the top layers is most likely used. In the Iberian Peninsula, the median of EPCO is near 0.2, while it is about 0.4 in Scandinavia. Thus, in the Iberian Peninsula most water used by vegetation comes from the upper soil profile, unlike the Scandinavian Peninsula, and the difference in land use-in Scandinavia deep rooted trees are dominant-helps to explain this aspect. Figure 11 also shows the shallow aquifer transit time parameter, GW_DELAY (days). The delay decreased from the default value (31 d) in most sub-basins in each region. However, larger delays are found in the southeastern part of Sweden, with values ranging between 50 and 100 d. In the Iberian Peninsula, in the southwest and centre, the GW_DELAY parameter is in the range 1-5 d. In addition, Fig. 11 shows how the optimal deep aquifer percolation fraction is very low in each region.
For the spatial variation of GW_REVAP, which is an indicator of capillary rise, some sub-basins in the middle of Scandinavia and the northeast of Finland have large GW_REVAP and relatively small REVAPMN (Fig. 12) . These values are probably connected to land use, in particular forested areas where it is more likely that more water from shallow aquifers is lost through evapotranspiration (Heuvelmans et al. 2004 ).
Figure 12 also shows the spatial variation of the ALPHA factor, which is a direct index of groundwater flow response to change in recharge (Smedema and Rycroft 1983) . In the centre and northwest of the Iberian Peninsula, and in some sensitive sub-basins in the south of Scandinavia (south of Sweden), ALPHA values vary between 0.01 and 0.4 d; the response to recharge is thus slow. Sub-basins in southern Norway and on the west coast of Finland have rapid response to recharge (ALPHA_BF > 0.8 d) indicating the presence of very shallow soils, or very shallow groundwater.
CONCLUSIONS
This research analyses the strengths and weaknesses of a step-wise calibration applied on the panEuropean scale using the SWAT model. We demonstrate the main advantages of this procedure illustrated by the good performance of the model obtained in gauged and ungauged sub-basins. The step-wise calibration allows one to gain good knowledge of each hydrological process through the analysis of temporal and spatial variations of calibrated flow in the different regions.
The sensitivity analysis of the step-wise calibration has shown that snow processes are the most Comparing calibrated parameter sets of the SWAT modelsignificant in Scandinavia, while groundwater processes are dominant in both the Iberian Peninsula and Scandinavia. As a consequence, in Scandinavia the surface runoff is usually generated by snowmelt over frozen soils, while it is generated by intensive storms in the Iberian Peninsula. The calibrated soil hydraulic parameters have different ranges of values in each region, also showing this difference in runoff generating mechanisms. These results are very useful to help us understand how the amount and timing of rainfall, snowfall and soil properties influence the loss of dissolved nutrients in surface runoff.
This modelling procedure has shown that the use of homogenous continental input data to set up the model yields robust results, despite some simplifications needed to achieve a reasonable compromise between run time and output accuracy. However, some of these simplifications, including the lack of specific reservoir rule management, and considering only lakes with areas larger than 20 km 2 , may reduce the performance of the model, particularly in regions such as the lake-and reservoir-dominated areas of Finland.
Additional limitations might come from the lack of consideration of karst areas, which are widespread in Mediterranean countries. For instance, in the northern part of the Guadiana catchment (Spain) in the Ciguela River basin, where karst is dominant, the performance of the model is not as high as in other regions of Spain. Different strategies have been proposed in the literature to model karst areas (Baffaut and Benson 2009) , but all of these are strongly connected with knowledge of the local systems. Many studies have addressed the karst issue in terms of SWAT modelling (Spruill et al. 2000 , Coffey et al. 2004 , Afinowicz et al. 2005 , Benham et al. 2006 , with an extensive review in Gassman et al. (2007) , and these highlight the difficulty of using the SWAT model to represent the baseflow of karst streams.
These aspects may be overcome by collaborating with local authorities to increase knowledge of the management of man-made reservoirs, the springs and Comparing calibrated parameter sets of the SWAT model 965 the soil parameters in karst areas. Similarly, we feel that large-scale model application can benefit from local knowledge to increase model prediction reliability, both in headwaters and in downstream basins. The next step of research will be the introduction of water quality parameters, and the evaluation of water prediction uncertainties on the estimation of sediment and nutrient loads and concentrations.
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