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Abstract
We prove that, for a Ruelle-expanding map, the zeta function is rational and the topological
entropy is equal to the exponential growth rate of the periodic points.
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1
1 Introduction
Given a dynamical system with a finite number of periodic points with period n, for each n ∈ N, the
(Artin-Mazur, [1]) Riemann zeta function is a complex series that encodes all the information regarding
the number of these points. More precisely, for a map f with a finite number Nn(f) of periodic points
with period n, its zeta function is the formal series
z ∈ C 7→ ζf (z) = exp
( ∞∑
n=1
Nn(f)
n
zn
)
.
If this map admits a meromorphic continuation to the whole complex plane, the poles, zeros and residues
of the extended ζ-function provide additional topological invariants for f and an insight into the orbit
structure.
It is known that ζf is a rational function when f is a Markov subshift of finite type (unilateral or
bilateral) or a C1 diffeomorphism on a hyperbolic set with local product structure [4]. In this work we
study another class of maps first introduced in a differentiable setting by M. Shub in [17] and then studied
by D. Ruelle in [14] and [16]. Ruelle proposed a more general definition based on a simple metric property:
a Ruelle-expanding map is just an open continuous transformation, defined on a compact metric space,
which expands distances locally (see Section 3.3). This concept includes Markov unilateral subshifts of
finite type and generalizes the notion of C1 expanding map [17], defined on manifolds, freeing its essence
from the differentiability constraints. Our first result concerning this family of transformations is the
following.
Theorem 1.1 If f : K → K is Ruelle-expanding, then ζf is a rational function.
The proof, in Section 6, relies on the existence of finite covers of K with arbitrarily small diameter
and exhibiting properties that resemble the Markov partitions used to prove the analogous result in the
hyperbolic setting [10]. In particular, we will establish a Shadowing Lemma, that enable us to detect
periodic orbits, and construct a semiconjugacy between f and an adequate Markov subshift of finite type
that will suggest how to count the periodic points of f with given period.
When f is either a C-dense Axiom A diffeomorphism [3], a piecewise monotone mapping of an interval
with positive entropy [12] or a Markov subshift of finite type determined by an irreducible matrix [20],
the topological entropy, say h(f), is given by
h(f) = lim
n→+∞
1
n
logNn(f)
and so
h(f) = − log ρ
where ρ is the radius of convergence of ζf . We will also generalize this equality to the Ruelle-expanding
setting. It is known [14] that, for a Ruelle-expanding f defined on a compact metric space (K, d), there
is a (unique) finite family of compact disjoint subsets (called basic components)(
Λ
(m)
i
)
i∈{1,...,nm}; m∈{1,...,M}
such that
(C1) f(Λ
(m)
i ) = Λ
(m)
i+1 for all i ∈ {1, . . . , nm − 1} and m ∈ {1, . . . ,M}.
2
(C2) f(Λ
(m)
nm ) = Λ
(m)
1 for all m ∈ {1, . . . ,M}.
(C3)
⋃
i,m Λ
(m)
i = Per(f).
(C4) fnm |
Λ
(m)
i
is Ruelle-expanding.
(C5) For any open nonempty subset V of Λ
(m)
i there is N ∈ N such that (fnm)N (V ) = Λ(m)i .
For instance, if K is connected, then K = Per(f) and it is equal to one of the basic components,
where f is topologically mixing. The topological entropy of the restriction of f to each basic m-cycle,
say
(
Λ
(m)
i
)
i∈{1,...,nm}
, is equal to 1
nm
h(fnm). Therefore, to relate the entropy with the growth of the
periodic points, it is enough to prove that:
Theorem 1.2 If f : K → K is Ruelle-expanding and K is a basic component, then
h(f) = lim
n→+∞
1
n
logNn(f).
As we will see, Ruelle-expanding maps are expansive, and so the explicit computation of the topological
entropy is possible using either a generator with small enough diameter or separated sets determined by
an expansivity constant of f [20]. The mixing property of f , assisted by a Shadowing Lemma, will
provide a method to detect periodic orbits and compare its number, for large enough periods, with the
cardinal of maximal separated sets. In this way, the proof of Theorem 1.2, in Section 7, will conclude
that h(f) = − log ρ and that limn→+∞ 1n logNn(f) exists.
2 Basic definitions
2.1 Shift
Let k be a natural number and [k] denote the set {1, 2, . . . , k} with the discrete topology. Let Σ(k) be
the product space [k]Z, whose elements are the sequences a = (. . . , a−1, a0, a1, . . .), with an ∈ [k] forall
n ∈ Z. This space is endowed with the product topology, which is given by the metric
d(a, b) =
∞∑
n=−∞
δn(a, b)
22|n|
where δn(a, b) is 0 when an = bn and 1 otherwise. The shift is a homeomorphism of Σ(k) defined by
(σ(a))i = ai+1, i ∈ Z
and has a special class of closed invariant sets: if Mk is the set of k × k matrices with entries 0 or 1, for
each A ∈Mk, the set
ΣA = {a ∈ Σ(k) : Aaiai+1 = 1, ∀i ∈ Z}
is a closed invariant subspace of Σ(k).
Definition 2.1 The pair (ΣA, σA), where σA = σ|ΣA , is called a subshift of finite type.
3
2.2 Topological entropy
Let (X, d) be a metric space and f : X → X a uniformly continuous map. For every n ∈ N, define a new
metric dn on X by
dn(x, y) = max{d(f i(x), f i(y)), i ∈ {0, 1, . . . , n− 1}}.
Let Bδ(x) and Bδ(x) denote, respectively, the open and the closed ball centered at x with radius δ in the
metric d. The open ball centered at x with radius r in the metric dn is
B(n− 1, r, x) = {y ∈ K : d(f j(x), f j(y)) < r, ∀j ∈ {0, . . . , n− 1}}
=
n−1⋂
i=0
f−i(Br(f i(x)))
while the closed ball is
B(n− 1, r, x) = {y ∈ K : d(f j(x), f j(y)) ≤ r, ∀j ∈ {0, . . . , n− 1}}
=
n−1⋂
i=0
f−i(Br(f i(x))).
Definition 2.2 Let n ∈ N, ε > 0 and K be a compact subset of X. Given a subset F of X, we say that
F (n, ε)−spans K with respect to f if
∀x ∈ K ∃y ∈ F : dn(x, y) ≤ ε
or, equivalently,
K ⊆
⋃
y∈F
B(n− 1, ε, y).
Definition 2.3 Let n ∈ N, ε > 0 and K be a compact subset of X. Denote by rn(ε,K) the smallest
cardinality among all the (n, ε)-spanning sets for K with respect to f .
Since K is compact, we have rn(ε,K) <∞. Moreover,
ε1 < ε2 =⇒ rn(ε1,K) ≥ rn(ε2,K).
Definition 2.4 Let ε > 0 and K be a compact subset of X. Define
r(ε,K) = r(ε,K, f) = lim sup
n→∞
(1/n) log rn(ε,K).
Definition 2.5 Let K be a compact subset of X. Define
h(f,K) = lim
ε→0
r(ε,K, f)
and the topological entropy of f as
h(f) = sup{h(f,K) : K is a compact subset of X}.
We will use an equivalent way of defining topological entropy which considers separated sets instead
of spanning sets.
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Definition 2.6 Let n ∈ N, ε > 0 and K be a compact subset of X. Given a subset E of K, we say that
E is (n, ε)-separated with respect to f if
∀x, y ∈ E dn(x, y) ≤ ε =⇒ x = y
or, equivalently,
∀x ∈ E B(n− 1, ε, x) ∩ E = {x}.
Definition 2.7 Let n ∈ N, ε > 0 and K be a compact subset of X. Denote by sn(ε,K) the largest
cardinality among all (n, ε)-separated sets for K with respect to f .
We remark that rn(ε,K) ≤ sn(ε,K) ≤ rn(ε/2,K). Moreover, since rn(ε/2,K) < ∞, we have
sn(ε,K) <∞. Also,
ε1 < ε2 =⇒ sn(ε1,K) ≥ sn(ε2,K).
Definition 2.8 Let ε > 0 and K be a compact subset of X. Define
s(ε,K) = s(ε,K, f) = lim sup
n→∞
(1/n) log sn(ε,K).
Notice that r(ε,K) ≤ s(ε,K) ≤ r(ε/2,K). So
h(f,K) = lim
ε→0
r(ε,K) = lim
ε→0
s(ε,K)
and the topological entropy of f may be estimated as
h(f) = sup
K
h(f,K) = sup
K
lim
ε→0
s(ε,K, f)
where K is any compact subset of X . When X is compact, this computation may be simplified.
Proposition 2.1 ([20]) If (X, d) is a compact metric space and f : X → X is a continuous map, then
h(f) = h(f,X) = lim
ε→0
lim sup(1/n) log rn(ε,X) = lim
ε→0
lim sup(1/n) log sn(ε,X).
Example 2.1 A matrix A ∈Mk is said to be irreducible if
∀i, j ∈ [k] ∃ n ∈ N : (An)ij > 0.
In this case, by Perron-Frobenius Theorem, we know that A has a non-negative simple eigenvalue λ which
is greater than the absolute value of all the other eigenvalues, so
maxi∈[k] |λi| = λ,
where λ1, λ2, . . . , λk are all the eigenvalues of A.
Proposition 2.2 ([20]) The entropy of the subshift of finite type σA : ΣA → ΣA associated to an
irreducible matrix A is logλ, where λ is the largest positive eigenvalue of A. In particular, the entropy of
σ : Σ(k)→ Σ(k) is log k.
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Instead of the previous definition of entropy, we could have used open covers. If X is a compact
topological space, f : X → X a continuous map and A a finite open cover of X , then the entropy of f
relative to A is given by the limit
h(f,A) = lim
n→+∞
1
n
log
(
H(
n−1∨
i=0
f−iA)
)
where H(
∨n−1
i=0 f
−iA) is the number of sets in a finite subcover of ∨n−1i=0 f−iA with smallest cardinality.
The topological entropy is then given by
h(f) = sup
A
h(f,A).
The equality between the two ways of defining topological entropy is due to the fact, proved in [20], that
Proposition 2.3 Let f : X → X be a continuous map of a compact metric space (X, d). Given ǫ > 0
and the covers B and C of X by open balls of radius 2ǫ and ǫ2 , respectively, then
H(
n−1∨
i=0
f−i B) ≤ rn(ǫ,X) ≤ sn(ǫ,X) ≤ H(
n−1∨
i=0
f−i C).
3 The zeta function
Given a dynamical system f , let Nn(f) be the total number of points for which n is a period (not
necessarily the smallest possible period), that is to say, the number of points x for which fn(x) = x,
which we assume to be finite for all n ∈ N. The most natural measure of the asymptotic growth of these
topological invariants is the exponential growth rate ℘(f) (also called periodic entropy of f) given by
℘(f) = lim sup
n→∞
log(max{Nn(f), 1})
n
.
One may join all the information given by the sequence (Nn(f))n∈N in a single power series, the
ζ-function of f :
ζf (z) = exp
( ∞∑
n=1
Nn(f)
n
zn
)
where z is a complex number. Notice that, since the exponential is an entire function, the radius of
convergence of ζf is
ρ =
1
lim sup n
√
Nn(f)
n
=
1
lim sup n
√
Nn(f)
.
If f has no periodic points, then ζf = 1 and ρ =∞. Otherwise, if f has at least one periodic point, then
exp(℘(f)) = lim sup
n→∞
n
√
max{Nn(f), 1} = lim sup
n→∞
n
√
Nn(f) =
1
ρ
that is,
ρ = exp(−℘(f)).
If ℘(f) <∞, that is to say, if the growth rate of the number of periodic points with the period is at most
exponential, then this series has a positive radius of convergence. In fact, it converges for |z| < exp(−℘(f))
and always has singularities on the circle |z| = exp(−℘(f)).
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Example 3.1 If f has only one periodic orbit, with period p, then
ζf (z) = exp
( ∞∑
n=1
Nn(f)
n
zn
)
= exp
(
zp +
z2p
2
+ · · ·+ z
np
n
+ · · ·
)
= exp (− log(1− zp))
=
1
1− zp
with radius of convergence equal to 1. In general, expressing the set of periodic points of f as a disjoint
union of finite orbits O with periods P(O), we have
ζf (z) =
∏
O
(
1 + zP(O) + z2P(O) + · · ·
)
.
Thus the zeta function of f , if defined, is a formal power series with nonnegative integer coefficients.
Example 3.2 If there is a positive integer α such that, for all n, we have Nn(f) = α
n, then
ζf (z) = exp
( ∞∑
n=1
(αz)n
n
)
= exp (− log(1− αz)) = 1
1− αz
with radius of convergence equal to
1
α
.
In some cases, the series ζf actually represents a rational function of z, so the information it contains
may be replaced by a finite set of numbers: the coefficients when ζf is written as a rational map. For
instance, this happens when f = σA (see Definition 2.1): we can compute the zeta function, it is rational
and ℘(σA) is precisely the entropy of f .
Proposition 3.1 ζσA(z) =
1
det(I − zA) .
Proof: Let λ1, λ2, ..., λk be the eigenvalues of A, so that
det(zI −A) = (z − λ1)(z − λ2) . . . (z − λk).
Replacing z by z−1, we get
det(z−1I −A) = (z−1 − λ1)(z−1 − λ2) . . . (z−1 − λk)
and, multiplying both sides by zk, we obtain
zk det(z−1I −A) = zk(z−1 − λ1)(z−1 − λ2) . . . (z−1 − λk)
and so
det(I − zA) = (1− λ1z)(1− λ2z) . . . (1− λkz).
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Lemma 3.1 ([18]) For all n ∈ N, Nn(σA) = tr(An).
Since the eigenvalues of An are λn1 , λ
n
2 , ..., λ
n
k , we have tr(A
n) =
∑k
m=1 λ
n
m. Hence,
ζσA (z) = exp
( ∞∑
n=1
∑k
m=1 λ
n
m
n
zn
)
= exp
(
k∑
m=1
( ∞∑
n=1
(λmz)
n
n
))
.
As
∑∞
n=1
zn
n
= log
(
1
1−z
)
,
ζσA(z) = exp
(
k∑
m=1
log
(
1
1− λmz
))
= exp
(
log
(
k∏
m=1
(
1
1− λmz
)))
=
1∏k
m=1(1− λmz)
=
1
det(I − zA) .
Thus, ζσA has no zeros, and its poles are the numbers
1
λm
, where {λ1, . . . , λk} is the set of eigenvalues of
the matrix A. ⊔⊓
Example 3.3 Let A =
(
1 1
1 0
)
. The eigenvalues of A are λ1 =
1+
√
5
2 and λ2 =
1−√5
2 , so
ζσA(z) =
1
(1− λ1z)(1− λ2z) =
1
1− z − z2
with radius of convergence equal to 1
λ1
.
Proposition 3.2 Let A be an irreducible matrix with entries 0 or 1. Then the topological entropy of σA
is equal to ℘(σA) = − log ρ, where ρ is the radius of convergence of ζσA .
Proof: Since ζσA(z) = 1/ det(I − zA) and
det(I − zA) = 0⇔
k∏
m=1
(1− λmz) = 0⇔ ∃m ∈ [k] : z = 1/λm ∧ λm 6= 0,
the radius of convergence of ζσA is given by
ρ = min {|1/λi| : i ∈ [k] ∧ λi 6= 0} = 1/max {|λi| : i ∈ [k] ∧ λi 6= 0} = 1/λ.
Therefore ℘(σA) = − log ρ = logλ is the topological entropy of σA. (So, in this case, we have ℘ (σnA) =
|n|℘ (σA), for all n ∈ Z.) ⊔⊓
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3.1 Expansive maps
Let (X, d) be a metric space and f : X → X a continuous map.
Definition 3.1 We say that ε is an expansivity constant for f if
d(fn(x), fn(y)) ≤ ε, ∀n ∈ N0 =⇒ x = y.
The map f is said to be expansive if there is an expansivity constant for f .
Notice that, if f is expansive and X is compact, then, for any n ∈ N, the periodic points with period
n are isolated. In fact, as f is uniformly continuous, we may associate, to the constant of expansivity ε,
a positive δ such that, for all 0 ≤ j < n and all x, y ∈ X ,
d(x, y) < δ ⇒ d(f j(x), f j(y)) < ε ∀ 0 ≤ j < n.
If p and q are two distinct periodic points with period n, then, by the expansivity, there exists t ∈ N0
such that d(f t(p), f t(q)) ≥ ε; as fn(p) = p and fn(q) = q, such a t may be chosen in {0, 1, . . . , n − 1};
therefore we must have d(p, q) ≥ δ. And so, as X is compact, the set of periodic points with period n is
finite, for all n ∈ N.
Proposition 3.3 If (X, d) is a compact metric space and f : X → X is expansive, then Nn(f) <∞, for
all n ∈ N, and ζf has a positive radius of convergence.
Proof: Suppose that f is a continuous map with expansivity constant ε. Let U1, . . . , Ur be a cover
of X with diam(Ui) ≤ ε, ∀i ∈ [r] (notice that we can take r = r1(ε,X)). For each x ∈ X , let φ(x) =
(a0, a1, a2, . . .), with an = min{i ∈ [r] : fn(x) ∈ Ui}. We can see that
φ(x) = φ(y) ⇒ d(fn(x), fn(y)) ≤ ε, ∀n ∈ N0 ⇒ x = y,
so φ is injective. Also, if x is periodic with period n, then so is φ(x). Since the number of periodic points
in [r]
N0 with period n is rn, we have Nn(f) ≤ rn <∞ and
℘(f) = lim sup
n→∞
log(max{Nn(f), 1})
n
≤ log r
so
ρ ≥ 1/r > 0.
⊔⊓
Corollary 3.1 For all z such that |z| < 1/r, we have
1− r |z| ≤ |ζf (z)| ≤ 1
1− r |z| .
Proof:
|ζf (z)| =
∣∣∣∣∣exp
( ∞∑
n=1
Nn(f)
n
zn
)∣∣∣∣∣ = exp
( ∞∑
n=1
Nn(f)
n
Re(zn)
)
≤ exp
( ∞∑
n=1
rn
n
|zn|
)
= exp
( ∞∑
n=1
(r |z|)n
n
)
= exp
(
log
(
1
1− r |z|
))
=
1
1− r |z|
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and, similarly,
|ζf (z)| = exp
( ∞∑
n=1
Nn(f)
n
Re(zn)
)
≥ exp
( ∞∑
n=1
rn
n
(− |zn|)
)
= 1− r |z|
for all z such that |z| < 1/r (recall that ρ ≥ 1/r). ⊔⊓
Remark: There are closed invariant subsets of Σ(k) for which the zeta function for the restriction of σ
to those sets is not rational (see [2] for details).
3.2 Hyperbolic C1 diffeomorphisms
Let f be a C1 diffeomorphism defined on a hyperbolic set with local product structure. The map f is
expansive (see [18]), so Nn(f) < ∞ for all n ∈ N, and we can define the zeta function for f . Moreover,
as proved in [10] (see also [18]),
Theorem 3.1 The zeta function of a C1 diffeomorphism on a hyperbolic set with local product structure
is rational.
As a consequence, if f is a C1 diffeomorphism such that Per(f) is hyperbolic, then ζf is a rational
function: in fact, it is known that, if Per(f) is hyperbolic, then it has a local product structure [18]; and
ζf = ζf |
Per(f)
. In particular, if f is Axiom A, then ζf is rational.
The main ingredient of the known argument to prove this Theorem is the existence of a Markov
partition of arbitrarily small diameter, which allows one to establish a codification of most of the orbits
of f through a subshift of finite type (for which we already know how to count the periodic points) and
to translate the properties of the zeta function from the subshift to the diffeomorphism setting.
Example 3.4 If f is the linear toral endomorphism induced by an integer matrix M, then the number
of fixed points for fn is Nn(f) = |det(Mn−1)| (see [5]). In particular, if f is a hyperbolic automorphism,
then Nn(f) = ς
n(tr(Mn)− 1− det(M)n), where ς = sgn(tr(M)); thus
ζf (z) =
(1− ς z)(1− ς det(M) z)
det(I − ς M z) =
(1− ς z)(1− ς det(M) z)
1− |tr(M)|z + det(M)z2
which is a rational function with integer coefficients.
For instance, if M =
(
2 1
1 1
)
, then
Nn(f) =
(
3 +
√
5
2
)n
+
(
3−√5
2
)n
− 2
and so
ζf (z) =
(1− z)2(
1− (3+
√
5
2 )z
)(
1− (3−
√
5
2 )z
) = (1− z)2
1− 3z + z2
with radius of convergence equal to 2
3+
√
5
.
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3.3 Ruelle-expanding maps
Let (K, d) be a compact metric space and f : K → K a continuous map.
Definition 3.2 f is Ruelle-expanding if there are r > 0, 0 < λ < 1 and c > 0 such that:
• ∀x, y ∈ K, x 6= y ∧ f(x) = f(y) =⇒ d(x, y) > c
• ∀x ∈ K, ∀a ∈ f−1({x}), ∃ φ : Br(x)→ K verifying
φ(x) = a
(f ◦ φ)(y) = y, ∀y ∈ Br(x)
d(φ(y), φ(z)) ≤ λd(y, z), ∀y, z ∈ Br(x).
Example 3.5 Let M be a compact Riemannian manifold without boundary and consider a C1 map
f :M →M . One says that f is expanding if
∃ λ ∈ ]0, 1[ : ∀x ∈M, ‖Dxf(v)‖ ≥ 1/λ ‖v‖ .
It is easy to prove that, in the C1 context, f is expanding if and only if it is Ruelle-expanding. More
details about this family of maps may be found in [15]. One example of such a map is
f : S1 → S1
z 7→ zk
with k > 1 a positive integer. It is the lifting to S1 of the piecewise expanding map
T : [0, 1] → [0, 1]
t 7→ kt mod 1
it is expanding, with λ = 1/k, and its topological entropy is equal to log k. This map has kn− 1 periodic
points with period n and so its ζ-function is equal to
ζf (z) = exp
( ∞∑
n=1
kn − 1
n
zn
)
= exp (− log(1 − kz) + log(1− z))
=
1− z
1− kz
which is a rational function, with radius of convergence equal to 1
k
.
More generally, if L : Rn → Rn is a linear map whose eigenvalues have absolute value bigger than one
and such that L(Zn) ⊆ Zn, then L induces in the flat torus Rn/Zn a Ruelle-expanding map. (Conversely,
any C1 expanding map in the n-dimensional flat torus is topologically conjugate to one obtained by this
process [17].)
Example 3.6 Let Σ(k)+ be the product space [k]N0 , whose elements are the sequences a = (a0, a1, . . .),
with an ∈ [k], ∀n ∈ N0, endowed with the product topology which can be generated by the metric given
by d(a, b) =
∑∞
n=0
δn(a,b)
2n , where δn(a, b) is 0 when an = bn and 1 otherwise. The dynamics in Σ(k)
+,
called unilateral (or one-sided) shift, is defined as (σ+(a))i = ai+1, i ∈ N0. For each A ∈ Mk, consider
Σ+A = {a ∈ Σ(k)+ : Aaiai+1 = 1, ∀i ∈ N0}. The pair (Σ+A, σ+A), where σ+A = σ+|Σ+
A
, is called a unilateral
subshift of finite type. σ+A is Ruelle-expanding, with r = 1 and λ = c = 1/2:
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• If a 6= b and σ+A(a) = σ+A(b), then a0 6= b0, so d(a, b) ≥ 1 > c.
• If r = 1, then, for any a ∈ Σ+A we have Br(a) = {b ∈ Σ+A : b0 = a0} since, as we have seen,
b0 6= a0 ⇒ d(a, b) ≥ 1 = r. Also, the pre-images of a = (a0, a1, a2, . . .) are of the form (x, a0, a1, . . .),
where Axa0 = 1. If we define φ(b) = (x, b0, b1, b2, . . .) for b = (b0, b1, b2, . . .) ∈ Br(a) (that is to say,
with a0 = b0), then σ
+
A(φ(b)) = b and, for any b, c ∈ Br(a), we have
d(φ(b), φ(c)) =
∞∑
n=1
δn−1(b, c)
2n
=
∞∑
n=0
δn(b, c)
2n+1
=
d(b, c)
2
= λd(b, c).
If we take σ = σ+A , then a ∈ Σ+A is a fixed point of σn if and only if ai = ai+n, ∀i ∈ N0. To each fixed
point of σn, given by a = (a0, a1, a2, ..., a0, a1, a2, ...), we can associate a unique admissible sequence of
length n+ 1 defined by a0a1a2...an−1a0. So the number of fixed points of σn is Nn(σ) = tr(An) and so
ζσ(z) =
1
det(I−zA) , also a rational function. The full one-sided shift is just a particular case of a subshift
of finite type, with Aij = 1, ∀i, j ∈ [k], and its zeta function is ζσ(z) = 11−kz .
Remark: The dynamics of the circle map f(z) = zk is essentially the one of the full one-sided shift σ
defined on Σ(k)+. However, the semiconjugacy between these two dynamical systems maps two distinct
fixed points of σ (more precisely (1, 1, 1, . . .) and (k, k, k, . . .)) into the same (and unique) fixed point of
f . This explains the difference between ζf (z) =
1−z
1−kz and ζσ(z) =
1
1−kz .
Remark: Similarly to what happens with the bilateral subshift, the topological entropy of the one-side
subshift of finite type σ+A : Σ
+
A → Σ+A associated to an irreducible matrix A is logλ, where λ is the
largest positive eigenvalue of A. Since the radius of convergence ρ of ζσ+A
is given by 1/λ (the argument
is identical to the one used in the two-sided subshift setting), we conclude that the topological entropy
of the subshift of finite type is − log ρ in both cases. That is, topological and periodic entropies are equal
in this setting. Moreover, the probability measure of maximal entropy is the weak* limit of the sequence
(νn)n∈N defined, for each n ∈ N, by
νn =
1
Nn(f)
∑
x∈Pern(f)
δx
where f = σ+A or f = σA (details in [20]).
Definition 3.3 Let f : K → K be Ruelle-expanding and S ⊆ K. Given n ∈ N, we say that g : S → K
is a contractive branch of f−n if
• (fn ◦ g)(x) = x, ∀x ∈ S
• d((f j ◦ g)(x), (f j ◦ g)(y)) ≤ λn−jd(x, y), ∀x, y ∈ S, j ∈ {0, 1, . . . , n}.
It is easy to see ([14],[6]) that, given x ∈ K, n ∈ N and a ∈ f−n({x}), there is always a contractive
branch g : Br(x)→ K of f−n with g(x) = a. Moreover,
Proposition 3.4 There is ε0 < r such that, for every ε with 0 < ε < ε0, we have:
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(a) ∀n ∈ N, B(n, ε, x) = g(Bε(fn(x))), where g : Br(fn(x)) → K is a contractive branch of f−n with
g(fn(x)) = x.
(b) ε is an expansivity constant for f.
Proof:
(a) Consider ε0 = min {r, c1+λ} and 0 < ε < ε0.
The inclusion B(n, ε, x) ⊇ g(Bε(fn(x))) is valid by definition of contractive branch. Conversely, for
n = 1, take x ∈ K and z ∈ B(1, ε, x). Then d(z, x) ≤ ε and d(f(z), f(x)) ≤ ε. So, if g : Br(f(x))→ K is
the map φ obtained in Definition 3.2 using f(x) and a = x ∈ f−1({f(x)}), then g(f(x)) = x and
d(g ◦ f(z), x) = d(g ◦ f(z), g ◦ f(x)) ≤ λ ε.
Therefore,
d(z, g ◦ f(z)) ≤ d(z, x) + d(x, g ◦ f(z)) ≤ ε+ λ ε = (1 + λ)ε < c.
As f(z) = f(g(f(z))), we must have z = g(f(z)), which proves that B(1, ε, x) ⊆ g(Bε(fn(x))). The
argument proceeds by induction.
(b) If d(fn(x), fn(y)) ≤ ε for all n ∈ N0, then, using item (a), we deduce that d(x, y) ≤ λn ε, for all
n ∈ N0, and so x = y. ⊔⊓
Proposition 3.5 ([14],[6]) K =
⋃
n≥0 f
−n(Per(f)), where Per(f) is the set of periodic points of f . In
particular, Per(f) 6= ∅.
Notice that, since f is expansive, its zeta function has a positive radius of convergence. Also, as f
has at least one periodic point,
ρ = exp(−℘(f)) ≤ 1.
4 Examples
The existence of a differentiable expanding map is a nontrivial topological restriction on the compact
manifold. For instance, among orientable compact surfaces without boundary, only the torus possesses
such kind of maps. In general, the set of C1 expanding maps defined on a connected compact flat
manifold is non-empty ([7]). The fact now proved that the ζ-function of an expanding map is rational
evinces another instance of rigidity in the sense that, for some k, the first k numbers of the sequence
(Nn(f))n∈N determine all the others.
Corollary 4.1 Given a C1 expanding map on a compact Riemannian manifold, there are constants k ∈
N0, ℓ ∈ N, (γi)1≤i≤k, (ni)1≤i≤k ∈ N, (ηj)1≤j≤ℓ and (mj)1≤j≤ℓ ∈ N such that
Nn(f) =
ℓ∑
j=1
mj
(ηj)n
−
k∑
i=1
ni
(γi)n
.
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Proof: As ζf is rational (but not a polynomial) and does not vanish at z = 0, it has k ≥ 0 zeros, say
(γi)1≤i≤k, with multiplicity (ni)1≤i≤k ∈ N and ℓ ≥ 1 poles, say (ηj)1≤j≤ℓ, with multiplicity (mj)1≤j≤ℓ ∈
N. Hence there is a constant C such that
ζf (z) = C
∏k
i=1(z − γi)ni∏ℓ
j=1(z − ηj)mj
.
Taking the logarithmic derivative of both the presentations of the zeta function, we get
∞∑
n=0
Nn+1(f)z
n =
k∑
i=1
ni
z − γi −
ℓ∑
j=1
mj
z − ηj
=
∞∑
n=0

 ℓ∑
j=1
mj
(ηj)n+1
−
k∑
i=1
ni
(γi)n+1

 zn.
And so, collating coefficients with the same degree, we deduce the explicit formula for the number of
periodic points with period n of f . ⊔⊓
According to [9] and [19], the set of periods for expanding maps defined on torus or flat compact
manifolds are uniformly cofinite, that is to say, there is a positive integer m0, which depends only on the
dimension of the manifold, such that, for all integers m ≥ m0, any expanding map on the manifold has
a periodic point whose minimum period is exactly m. This means that the poles and zeros of the zeta
functions of such maps have to obey strong restrictions to ensure that, for m ≥ m0, the difference
Nm(f)−
∑
d|m, d<m
Nd(f)
is positive.
Remark: We have considered maps which are continuous and locally uniformly expanding, but these
are not necessary conditions for the rationality of the ζ function. There are examples of maps defined on
a closed interval whose ζ-functions are rational, including some which are not continuous (although uni-
formly expanding) and some simultaneously not continuous and not uniformly expanding. For instance,
• The map
x ∈ [0, 1] 7→ f(x) = 2x mod 1
is locally expanding, as required in the definition of Ruelle-expanding functions (with c = λ = 12 ),
but it is not continuous. The corresponding ζ-function is rational because the restriction of the
dynamics to the invariant set D = [0, 1]\{dyadic rational numbers} is conjugated to a full unilateral
subshift of finite type and only a fixed point is left outside of D.
• The map
x ∈ [0, 1] 7→ fs(x) = x+ x1+s mod 1
where s is a positive constant, is not continuous and is not uniformly expanding (it even has a
fixed point, at 0, with first derivative equal to 1). Nevertheless, its ζ-function is rational because,
similarly, there is an invariant domain E ⊆ [0, 1] with only a finite number of periodic points outside
of it and such that there is a conjugacy between fs|E and a restriction of a unilateral subshift of
finite type.
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5 Entropy
5.1 Entropy vs. radius of convergence
Is there any relation between the radius of convergence ρ and h(f) for Ruelle-expanding maps? Indeed,
we have
℘(f) ≤ h(f)
and so ρ ≥ exp(−h(f)). To prove this, we will see first how to simplify the computation of h(f) in this
context.
Proposition 5.1 Let f : K → K be a Ruelle-expanding map on a compact metric space (K, d), ε an
expansivity constant for f and A a finite cover of K by open balls with radius smaller than ε/2. Then:
• h(f) = r(ε0,K) = s(ε0,K) for all ε0 < ε/4.
• h(f) = h(f,A).
Proof: See [20]. Although the proof in this reference is done for expansive homeomorphisms, it can be
easily adapted for expansive maps. ⊔⊓
Let p and q be periodic points of f , with fn(p) = p and fn(q) = q for some n ∈ N. Then we have
dn(p, q) ≤ ε0 =⇒ dn(p, q) ≤ ε =⇒ d(f i(p), f i(q)) ≤ ε, ∀i ∈ {0, 1, . . . , n− 1}
=⇒ d(f i(p), f i(q)) ≤ ε, ∀i ∈ N0 =⇒ p = q.
So the set Pern(f) of periodic points p with f
n(p) = p is a (n, ε)-separated set for K. Consequently,
Corollary 5.1 If f : K → K is a Ruelle-expanding map defined on a compact metric space (K, d), then:
• sn(ε0,K) ≥ sn(ε,K) ≥ card (Pern(f)) = Nn(f).
• ℘(f) ≤ h(f).
5.2 Entropy vs. pre-images
The entropy of f is also related with the number of pre-images of the points in K for f .
Proposition 5.2 If (K, d) is a compact metric space and f : K → K is a Ruelle-expanding map, then
there is some k ∈ N such that card(f−1({x})) ≤ k, ∀x ∈ K.
Proof: If we set E = f−1({x}), then
f(u) = f(v) = x, ∀u, v ∈ E, u 6= v,
thus d1(u, v) = d(u, v) > c and E is a (1, c)-separated set. Since card(E) ≤ s1(c,K) < ∞, we can take
k = s1(c,K). ⊔⊓
Corollary 5.2 h(f) ≤ log k, so 0 ≤ ℘(f) ≤ log k and 1/k ≤ ρ ≤ 1.
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Proof: Let ε0 < min{ε/4, c, r}. Since K is compact, there is a finite set F for which we can write
K =
⋃
y∈F
Bε0(y).
Given x ∈ K and n ∈ N, let y ∈ F be such that d(fn(x), y) ≤ ε0 and let g : Br(fn(x)) → K be a
contractive branch of f−n with g(fn(x)) = x. If we take z = g(y), we get
fn(z) = fn(g(y)) = y =⇒ z ∈ f−n(F )
and
d(f i(x), f i(z)) = d(f i(g(fn(x))), f i(g(y)))
≤ λn−id(fn(x), y)
≤ λn−iε0
≤ ε0, ∀i ∈ {0, 1, . . . , n− 1}
=⇒ dn(x, z) ≤ ε0.
So f−n(F ) is a (n, ε0)-spanning set for K. Therefore
rn(ε0,K) ≤ card(f−n(F )) ≤ kncard(F ), ∀n ∈ N
and we deduce that
h(f) = r(ε0,K)
= lim sup(1/n) log rn(ε0,K)
≤ lim sup(1/n) log(kncard(F ))
= lim sup(log k + (1/n) log(card(F )))
= log k.
So, 0 ≤ ℘(f) ≤ log k and 1/k ≤ ρ ≤ 1. ⊔⊓
Corollary 5.3 If there exists for some k ∈ N such that card(f−1({x})) = k for all x ∈ K, then h(f) =
log k.
Proof: Fix x ∈ K and take En = f−n({x}); then we have fn(u) = fn(v) = x, ∀u, v ∈ En, u 6= v.
If f(u) = f(v), then dn(u, v) ≥ d(u, v) > c; otherwise, we have f(u) 6= f(v). Admitting the latter,
if f2(u) = f2(v), then dn(u, v) ≥ d(f(u), f(v)) > c, otherwise, we have f2(u) 6= f2(v). Proceeding
this way, since we have fn(u) = fn(v), there must be some j ∈ {1, . . . , n} for which f j(u) = f j(v)
and f j−1(u) 6= f j−1(v), so dn(u, v) ≥ d(f j−1(u), f j−1(v)) > c and En is a (n, c)-separated set. Since
card(En) = k
n, we have kn ≤ sn(c,K) ≤ sn(ε0,K) and therefore we get
h(f) = s(ε0,K) = lim sup(1/n) log sn(ε0,K) ≥ lim sup(1/n) log(kn) = log k
which, with the estimate of the previous Corollary, allow us to conclude that, in this particular case,
h(f) = log k. ⊔⊓
Example 5.1 Let M be a compact Riemannian manifold and f : M → M an Ho¨lder C1 expanding
map. Then card(f−1(x)) is independent of x ∈ M ; it is called the degree of f and denoted by deg(f).
Moreover, as we have seen, f is Ruelle-expanding. So h(f) = log(deg(f)).
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6 Proof of Theorem 1.1
Our aim now is to prove the rationality of the zeta function for Ruelle-expanding maps. Recall that the
existence of a Markov partition was an essential ingredient in the proof of the rationality of the zeta
function for C1 diffeomorphisms defined on a hyperbolic set with local product structure. In the case of
Ruelle-expanding maps, we will prove the existence of finite covers with analogous properties, which will
play the same role the Markov partitions did.
Proposition 6.1 Let f be a Ruelle-expanding map defined on a compact set K. Denote by ε an expan-
sivity constant for f . Then K has a finite cover {R1, ..., Rk} with the following properties:
• Each Ri has a diameter less than min{ε, c/2}.
• Each Ri is proper, that is to say, it is equal to the closure of its interior.
•
◦
Ri ∩
◦
Rj= ∅, ∀i, j ∈ [k], i 6= j.
• f(
◦
Ri)∩
◦
Rj 6= ∅ =⇒
◦
Rj⊆ f(
◦
Ri).
Remark: If
◦
Rj⊆ f(
◦
Ri), then Rj =
◦
Rj ⊆ f(
◦
Ri) ⊆ f
( ◦
Ri
)
= f(Ri) and the last condition implies that
f(
◦
Ri)∩
◦
Rj 6= ∅ =⇒ Rj ⊆ f(Ri).
To prove this Proposition, we will begin by a Shadowing Lemma. Given α > 0 and a map f : K → K,
we say that the sequence (xn)n∈N0 is an α-pseudo orbit if, for any n ∈ N0, we have d(f(xn), xn+1) < α.
This sequence admits a β-shadow in K, for some β > 0, if there exists a point x ∈ K such that
d(fn(x), xn) < β for all n ∈ N0.
Lemma 6.1 Let f : K → K be Ruelle-expanding defined on a compact space K. For any β ∈ ]0, r[ there
is α > 0 such that, if (xn)n∈N0 is an α-pseudo orbit in K, then it admits a β-shadow in K. Besides, the
β-shadow is unique if β < ε/2, where ε is an expansivity constant for f .
Proof: Firstly we will prove this statement for finite α-pseudo orbits. Let β ∈ ]0, r[ and (x0, x1, . . . , xn)
be such that d(f(xk−1), xk) < α, ∀k ∈ [n], for some α > 0. If yn = xn, then d(yn, xn) = 0 < β. Now,
suppose that d(yk, xk) < β for k ∈ [n]. Since d(f(xk−1), xk) < α, we have d(yk, f(xk−1)) < α+ β < r, if
we assume that α < r − β. Then we can take yk−1 = g(yk), where g : Br(f(xk−1))→ K is a contractive
branch of f−1 with g(f(xk−1)) = xk−1; thus we get d(yk−1, xk−1) ≤ λd(yk, f(xk−1)) < λ(α + β) < β, if
we assume that α < 1−λ
λ
β. Also, notice that yk = f(yk−1), ∀k ∈ [n], so that yk = fk(x), ∀k ∈ [n], for
x = y0. Hence, it is enough to take α < min{r − β, 1−λλ β}.
Now, take β ∈]0, r[ and let (xn)n∈N0 be an α-pseudo orbit, with α < min{ r−β2 , 1−λ2λ β}. Let zn be
a β/2-shadow of (x0, x1, . . . , xn); since K is compact, there is some subsequence (znk)k converging to a
point z ∈ K. As d(f i(znk), xi) < β/2, ∀i ∈ {0, 1, . . . , nk}, we deduce that, for fixed i ∈ N0,
d(f i(z), xi) = lim
k→+∞
d(f i(znk), xi) ≤ β/2 < β,
and so z is a β-shadow of (xn)n∈N0 .
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Concerning the uniqueness of the β-shadow when β < ε/2, suppose that z and z′ are both β-shadows
of (xn)n∈N0 . Then we have
d(f i(z), f i(z′)) ≤ d(f i(z), xi) + d(xi, f i(z′)) < 2β < ε
for all i ∈ N0, and so z = z′. ⊔⊓
In particular,
Corollary 6.1 Let f : K → K be a Ruelle-expanding map defined on a compact metric space K, with an
expansivity constant ε. For any β < ε/2, there is αβ > 0 such that, if x ∈ K verifies d(fp(x), x) < αβ,
then there exists a unique periodic point z ∈ K such that fp(z) = z and d(f j(x), f j(z)) < β for all
0 ≤ j ≤ p.
Proof: Define xi = f
k(x) for i ≡ k mod p, where k ∈ [0, p[. Then (xi)i∈N0 is an α-pseudo orbit. If z is
the (unique) β shadow of it, then, for all i ∈ N0,
d(f i(z), f i(fp(z))) ≤ d(f i(z), xi) + d(xi, f i+p(z)) = d(f i(z), xi) + d(xi+p, f i+p(z)) < 2β < ε
and so, by the expansivity of f , we obtain fp(z) = z. ⊔⊓
Fix ε be an expansivity constant for f with ε < r and some β < min{ε/2, c/4}. Let α be given by
Lemma 6.1 and γ ∈ ]0, α/2[ be such that
d(x, y) < γ ⇒ d(f(x), f(y)) < α/2, ∀x, y ∈ K.
Since K is compact, we can take {p1, . . . , pk} such that K =
⋃k
i=1 Bγ(pi). We define a matrix A ∈ Mk
by
Aij = 1 if d(f(pi), pj) < α and Aij = 0 otherwise.
For every a ∈ Σ+A, the sequence (pai)i∈N0 is an α-pseudo orbit, so it admits a unique β-shadow which we
will denote by θ(a). In this way we have defined a map θ : Σ+A → K verifying:
Lemma 6.2 θ is a semiconjugacy between σ+A and f .
Proof: Given x ∈ K, we can take ai ∈ [k] so that d(f i(x), pai) < γ for any i ∈ N0. Then
d(f(pai), pai+1) ≤ d(f(pai), f(f i(x))) + d(f i+1(x), pai+1) < α/2 + γ < α
confirming that (pai)i∈N0 is an α-pseudo orbit. Therefore x = θ(a) and θ is surjective.
To prove the continuity, since K is compact, it suffices to see that, for any two sequences (sn)n∈N and
(tn)n∈N converging to the same limit l in Σ+A whose images under θ converge respectively to s and t in K,
we have s = t. Fix some i ∈ N0; for any n ∈ N, we have d(f i(θ(sn)), psni ) < β and d(f i(θ(tn)), ptni ) < β.
So taking limits we have d(f i(s), pli) ≤ β and d(f i(t), pli) ≤ β. Hence, d(f i(s), f i(t)) ≤ 2β < ε and,
since ε is an expansivity constant for f , we get s = t.
The relation f ◦ θ = θ ◦ σ+A is a consequence of the uniqueness of the β-shadow and the fact that, if x
is a β-shadow for (pai)i, then f(x) is a β-shadow for (pai+1)i = (pσ+
A
(ai)
)i. ⊔⊓
Let Ti = {θ(a) : a0 = i} for i ∈ [k]. The set Ti is closed since Ci is compact and θ is continuous.
Moreover Ti = θ(Ci) where Ci = {a ∈ Σ+A : a0 = i}, and, since Σ+A =
⋃k
i=1 Ci, we have K =
⋃k
i=1 Ti
because θ is surjective. Hence, {Ti, i ∈ [k]} is a finite closed cover of K.
18
Lemma 6.3 If Aij = 1, then Tj ⊆ f(Ti) and
◦
Tj⊆ f(
◦
Ti). Also, given x ∈ Ti with f(x) ∈ Tj, if
g : Br(f(x))→ K is a contractive branch of f−1 with g(f(x)) = x, then g(Tj) ⊆ Ti and g(
◦
Tj) ⊆
◦
Ti.
Proof: Given any y ∈ Tj, we have y = θ(b) for some b ∈ Σ+A with b0 = j. Since Aij = 1, we can take
c = (i, b0, b1, b2, . . .) ∈ Σ+A, and so y = θ(b) = θ(σ+A(c)) = f(θ(c)) ∈ f(θ(Ci)) = f(Ti). Then Tj ⊆ f(Ti).
Notice that Tj ⊆ Bβ(pj). Since d(f(x), pj) < β, we have Tj ⊆ B2β(f(x)) ⊆ Br(f(x)). Let g :
Br(f(x)) → K be a contractive branch of f−1 with g(f(x)) = x. Given y ∈ Tj, we have y = f(z) for
some z ∈ Ti. Thus
d(g(y), z) ≤ d(g(y), g(f(x))) + d(x, pi) + d(pi, z) < d(y, f(x)) + 2β < 4β < c
and, since f(g(y)) = y = f(z), we get g(y) = z ∈ Ti. So g(Tj) ⊆ Ti.
It is easy to see that g : Br(f(x))→ g(Br(f(x))) is a homeomorphism, with
g−1 = f |g(Br(f(x))) : g(Br(f(x)))→ Br(f(x)).
Therefore we conclude that g(
◦
Tj) =
◦︷ ︸︸ ︷
g(Tj) ⊆
◦
Ti and
◦
Tj= f(g(
◦
Tj)) ⊆ f(
◦
Ti). ⊔⊓
Let Z = K\⋃ki=1 ∂Ti. Notice that, since Ti is a closed set, ∂Ti has empty interior. So Z is dense in
K. Given x ∈ Z, we define
T ∗i (x) =
◦
Ti if x ∈
◦
Ti and T
∗
i (x) = K\Ti if x /∈ Ti
R(x) =
⋂k
i=1 T
∗
i (x)
The sets R(x) satisfy the following properties:
• R(x) is open.
(because it is a finite intersection of open sets)
• x ∈ R(x).
(because x ∈ T ∗i (x), ∀i ∈ [k])
• R(x) ⊆
◦
Ti for some i ∈ [k].
Since
⋂k
i=1K\Ti = K\
⋃k
i=1 Ti = ∅, we must have x ∈
◦
Ti for some i ∈ [k].
• If R(x) ∩R(y) 6= ∅, then R(x) = R(y).
In fact,
R(x) ∩R(y) 6= ∅ ⇒ ∀i ∈ [k], T ∗i (x) ∩ T ∗i (y) 6= ∅
⇒ ∀i ∈ [k], T ∗i (x) = T ∗i (y)
⇒ R(x) = R(y).
Lemma 6.4 Given x ∈ Z∩f−1(Z) and a contractive branch g : Br(f(x))→ K of f−1 with g(f(x)) = x,
we have g(R(f(x))) ⊆ R(x).
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Proof: Let y ∈ R(f(x)). Notice that y ∈ Z and f(x) ∈ R(y). For i ∈ [k], if x ∈ Ti, then x = θ(a) for
some a ∈ Σ+A with a0 = i. Let j = a1. Then f(x) = θ(σ(a)) and f(x) ∈ Tj , so that y ∈ R(f(x)) ⊆ Tj ⇒
g(y) ∈ g(Tj). Since Aij = 1, by Lemma 6.3 we get g(Tj) ⊆ Ti and, hence, g(y) ∈ Ti.
On the other hand, if g(y) ∈ Ti then g(y) = θ(b) for some b ∈ Σ+A with b0 = i. Let j = b1. Then
y = f(g(y)) = θ(σ(b)) and y ∈ Tj, so that f(x) ∈ R(y) ⊆ Tj ⇒ x = g(f(x)) ∈ g(Tj). Since Aij = 1, by
Lemma 6.3 we get g(Tj) ⊆ Ti and, hence, x ∈ Ti. So x ∈ Ti ⇔ g(y) ∈ Ti, ∀i ∈ [k].
Similarly, using Lemma 6.3 we obtain x ∈
◦
Ti⇔ g(y) ∈
◦
Ti, ∀i ∈ [k], and so conclude that g(y) ∈ R(x).
⊔⊓
Let R = {R(x), x ∈ Z}. Since R is a finite set, we can write R = {R1, . . . , Rk}, with Ri 6= Rj if
i 6= j, for some k ∈ N. Also, since Z is dense in K, we have K = ⋃x∈Z{x} = ⋃x∈Z R(x) = ⋃x∈Z R(x) =⋃s
i=1 Ri, that is to say, R is a finite closed cover of K. Let us see that R satisfies the other required
properties.
• Ri has a diameter less than min{ε, c/2} and is proper.
Take x ∈ Z such that Ri = R(x) and j ∈ [k] such that R(x) ⊆
◦
Tj. Then Ri = R(x) ⊆
◦
Tj ⊆ Tj = Tj
and diam(Ri) ≤ diam(Tj) ≤ 2β < min{ε, c/2}. Also, taking into account that the closure of the
interior of the closure of the interior of a set is just the closure of the interior of that set, we have
◦
Ri =
◦
R(x) =
◦
◦
R(x) =
◦
R(x) = R(x) = Ri
because R(x) is open.
•
◦
Ri ∩
◦
Rj= ∅, ∀i, j ∈ [k], i 6= j.
Take x, y ∈ Z such that Ri = R(x) and Rj = R(y). Suppose that
◦
Ri ∩
◦
Rj 6= ∅; using the fact that
any open set that intersects the closure of a set also intersects the set itself, we get
◦
R(x) ∩
◦
R(y)6= ∅ ⇒
◦
R(x) ∩R(y) 6= ∅
⇒
◦
R(x) ∩R(y) 6= ∅
⇒ R(x) ∩R(y) 6= ∅
⇒ R(x) ∩R(y) 6= ∅
⇒ R(x) = R(y)
⇒ Ri = Rj
⇒ i = j.
• f(
◦
Ri)∩
◦
Rj 6= ∅ ⇒
◦
Rj⊆ f(
◦
Ri).
Since f takes open sets into open sets and Z is dense in K, f−1(Z) is also dense in K. Besides,
Z is a nonempty open set, so Z ∩ f−1(Z) is dense in Z, and, hence, Z ∩ f−1(Z) is dense in K.
Since
◦
Ri ∩f−1(
◦
Rj) is a nonempty open set, we have Z ∩f−1(Z)∩
◦
Ri ∩f−1(
◦
Rj) 6= ∅, so we can take
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x ∈ Z∩
◦
Ri with f(x) ∈ Z∩
◦
Rj . Notice that
x ∈ R(x) ⊆
◦
R(x)=⇒
◦
Ri ∩
◦
R(x) 6= ∅ =⇒ Ri = R(x)
and, similarly, that Rj = R(f(x)). Using Lemma 6.4 and the fact that g is continuous, we get
g(Rj) = g(R(f(x))) ⊆ g(R(f(x))) ⊆ R(x) = Ri =⇒ Rj = f(g(Rj)) ⊆ f(Ri).
We may now construct a semiconjugacy between f and a unilateral subshift of finite type. Let
{R1, ..., Rk} be a cover of K like above. As usual, we define a matrix A ∈ Mk, which encodes the
itineraries of the orbits by f inside the partition, by
Aij = 1 if f(
◦
Ri)∩
◦
Rj 6= ∅ and Aij = 0 otherwise.
Lemma 6.5 Let (a0, ..., an) be an admissible sequence for A. Then
⋂n
i=0 f
−i(
◦
Rai) 6= ∅.
Proof: The statement is trivial for sequences with just one element. Suppose now that the assertion
is valid for the admissible sequence (a1, ..., an), so that
⋂n−1
i=0 f
−i(
◦
Rai+1) 6= ∅. Let y ∈
⋂n−1
i=0 f
−i(
◦
Rai+1).
Since Aa0a1 = 1, we have
◦
R1⊆ f(
◦
R0). So y = f(x) for some x ∈
◦
R0 and it is easy to see that
x ∈ ⋂ni=0 f−i( ◦Rai). ⊔⊓
As a consequence of Lemma 6.5, we can see that, for each sequence a = (an)n∈N0 ∈ Σ+A, if Fn =⋂n
i=0 f
−i(Rai) then (Fn)n is a nested sequence of nonempty compact sets, so its limit is nonempty.
Besides, if x and y are two points in this intersection, then ∀i ∈ N0, d(f i(x), f i(y)) ≤ diam(Rai) < ε, so
x = y. Therefore we may define a map Π : Σ+A → K as
{Π(a)} = lim
n→+∞ Fn =
∞⋂
n=0
f−n(Ran).
Lemma 6.6 Π is a semiconjugacy between σ+A and f .
Proof:
Let a ∈ Σ+A. Notice that f(f−1(L)) ⊆ L for any L ⊆ K. Therefore
{f(Π(a))} = f
( ∞⋂
n=0
f−n(Ran)
)
⊆ f
( ∞⋂
n=1
f−n(Ran)
)
=
= f
(
f−1
( ∞⋂
n=1
f−(n−1)(Ran)
))
⊆
∞⋂
n=0
f−n(Ran+1) = {Π(σ+A(a))}
So f(Π(a)) = Π(σ+A(a)). As Π is also surjective and continuous, it semiconjugates σ
+
A and f . (So
h(f) ≤ h(σ+A) ≤ log k.) ⊔⊓
Since Π is not necessarily injective, a point in K can have more than one preimage under Π. However,
we will show that it cannot have more than k pre-images. (Recall that k is the number of elements of
the covering we are dealing with.)
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Lemma 6.7 Let (a0, ..., an) and (b0, ..., bn) be two admissible sequences for A with an = bn. If, for any
i ∈ {0, . . . , n}, we have Rai ∩Rbi 6= ∅, then the sequences are equal.
Proof: We have seen in Lemma 6.5 that
⋂n
i=0 f
−i(
◦
Rai) 6= ∅, so there is some x ∈ K with f i(x) ∈
◦
Rai . By
hypothesis, Ran = Rbn . Suppose now that, for i ∈ [n], we haveRai = Rbi . Since Aai−1ai = Abi−1bi = 1, we
get
◦
Rai⊆ f(
◦
Rai−1) and
◦
Rbi⊆ f(
◦
Rbi−1). Then, since f
i(x) ∈
◦
Rai=
◦
Rbi , there are y ∈
◦
Rai−1 and z ∈
◦
Rbi−1
such that f i(x) = f(y) = f(z). Also, d(y, z) ≤ diam(Rai−1)+diam(Rbi−1) ≤ c because Rai−1∩Rbi−1 6= ∅.
So y = z and
◦
Rai−1 ∩
◦
Rbi−1 6= ∅. Since different elements of the partition must have disjoint interior, we
conclude that Rai−1 = Rbi−1 . ⊔⊓
Proposition 6.2 Any point of K has no more than k pre-images under Π.
Proof: Suppose, by contradiction, that there was a point in x ∈ K with k+1 distinct pre-images. Call
these pre-images x1, x2, . . . , xk+1. Then, for n big enough, the admissible sequences (xi0, . . . , x
i
n) must
be different from each other. But, since we have k + 1 sequences, at least two of them must have the
same last element, so they should be equal by Lemma 6.7. (Remind that, by definition of Π, for every
m ∈ {0, . . . , n} and i ∈ [k + 1], we have fm(x) ∈ Rxim .) ⊔⊓
Proposition 6.3 The pre-images of periodic points of f are periodic points of σ+A .
Proof: To simplify the notation, denote σ = σ+A . Assume that x ∈ K is such that fp(x) = x for
some p ∈ N. Let x1, x2, . . . , xr be the pre-images of x, distinct from each other by hypothesis. Then, for
every i ∈ [r], we have Π(σp(xi)) = fp(Π(xi)) = fp(x) = x, so that σp(x1), σp(x2), . . . , σp(xr) are also
pre-images of x.
Suppose that there are i, j ∈ [r], i 6= j, with σp(xi) = σp(xj); in particular, we have xip = xjp. Then
the admissible sequences (xi0, . . . , x
i
p) and (x
j
0, . . . , x
j
p) verify the hypothesis of Lemma 6.7, and so they
must be equal. Thus
xi = (xi0, x
i
1 . . . , x
i
p, x
i
p+1, . . .) = (x
j
0, x
j
1 . . . , x
j
p, x
j
p+1, . . .) = x
j ,
which contradicts the assumption that x1, x2, . . . , xr are distinct from each other.
Then σp(x1), σp(x2), . . . , σp(xr) are also distinct from each other and, therefore, they are precisely
the pre-images of x. So there is a permutation µ ∈ Sr such that σp(xi) = xµ(i) for every i ∈ [r]. Hence
σord(µ)p(xi) = xµ
ord(µ)(i) = xi for every i ∈ [r]. ⊔⊓
In spite of the existence of the semiconjugacy Π between σ+A and f , we may have Np(f) 6= Np(σ+A),
mainly for two reasons:
• If two rectangles intersect at their boundaries, there the map Π is many to one, and so several
points in Fix
(
(σ+A)
p
)
may be mapped to the same point in Fix(fp).
• The map fp may rotate its domain in such a way that two rectangles are interchanged while their
common boundary is kept fixed. In that case, a periodic point by f with period p belonging to that
boundary would correspond, through Π, to points with higher period by σ+A , say 2p.
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To capture all these events that affect the estimation of the number of periodic points of f , we will
construct subshifts whose alphabets are sets of r ∈ [k] intersecting rectangles, using an algebraic device
to cancel out the overcounting.
For each r ∈ [k], consider
Ir =
{
{s1, . . . , sr} ⊂ [k] :
r⋂
i=1
Rsi 6= ∅
}
where we assume that s1 < s2 < . . . < sr. Let A
(r) and B(r) be matrices with coefficients indexed by the
set Ir and defined as follows:
Definition 6.1 Given s, t ∈ Ir, with s = {s1, ..., sr} and t = {t1, ..., tr}, if there is a unique permutation
µ ∈ Sr such that Asitµ(i) = 1 for every i ∈ [r], then
A
(r)
st = 1 and B
(r)
st = sgn(µ)
where sgn(µ) denotes the signature of the permutation µ (equal to 1 if the permutation is even and to −1
if it is odd); otherwise, set
A
(r)
st = B
(r)
st = 0.
Remark: A(1) = A.
Let Σ+r = I
N0
r be the set of sequences indexed by N0 whose elements belong to Ir and Σ(A
(r))+ ⊆ Σ+r
be the subset of admissible sequences according to the matrix A(r). Besides, let σ+r denote the unilateral
shift defined on these sets.
If x ∈ Perp(f), let α1, . . . , αr be the pre-images of x under the map Π (notice that r ≤ k, by
Proposition 6.2). Then:
Lemma 6.8 If s and t are two pre-images of x by Π with si = ti for some i ∈ N0, then s = t.
Proof: In fact, since s and t are both periodic points, there is some common period n, so that
σn(s) = s and σn(t) = t. Then the sequences (si, si+1, . . . , si+n) and (ti, ti+1, . . . , ti+n) verify the hy-
pothesis of Lemma 6.7: they end with the same element (si+n = si = ti = ti+n) and, by definition of Π,
fm(x) ∈ Rsm and fm(x) ∈ Rtm for every m ∈ {i, . . . , i+ n}. ⊔⊓
For each m ∈ N0 and i ∈ [r], we have fm(x) ∈ Rαim , so
⋂
i∈[r]Rαim 6= ∅ and, since αim 6= αjm for i 6= j
(by Lemma 6.8), we can define an element aˆm ∈ Ir and, therefore, build a sequence aˆ = (aˆm)m∈N0 ∈ Σ+r .
We will now see how to induce, through Π, a map Πˆr : Σ(A
(r))+ → K. Given a sequence aˆ = (aˆn)n ∈
Σ(A(r))+, with aˆn = {a1n, ..., arn} ∈ Ir, for every n ∈ N0, there is, by definition of Σ(A(r))+, a unique
permutation µn such that Aaina
µn(i)
n+1
= 1, ∀i ∈ [r]. Consider the permutations
ν0 = id
νn = µn−1 ◦ . . . ◦ µ1 ◦ µ0.
Notice that µn ◦ νn = νn+1, for all n ∈ N0. For each i ∈ [r] and m ∈ N0, let αim = aνm(i)m . Then
αi =
(
αim
)
m
belongs to Σ+A, for every i ∈ [r]. In fact, we have, for all m ∈ N0,
Aαimαim+1 = Aaνm(i)m a
νm+1(i)
m+1
= A
a
νm(i)
m a
µm(νm(i))
m+1
= 1.
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We know that, for every m ∈ N0, there is some ym ∈
⋂r
i=1Raim because aˆm ∈ Ir. So, for all i, j ∈ [r], we
have
d(fm(Π(αi)), fm(Π(αj))) ≤ d(fm(Π(αi)), ym) + d(ym, fm(Π(αj)))
≤ 2 max
n∈[k]
{diam(Rn)}
< δ < ε/2
which implies that Π(αi) = Π(αj). Then, for each r ∈ [k], we can define a map Πˆr : Σ(A(r))+ → K by
setting Πˆr(aˆ) = Π(α
i), which does not depend on the choice of the index i ∈ [r].
Let us verify that Πˆr(Perp(σ
+
r )) ⊆ Perp(f). Given aˆ ∈ Perp(σ+r ), we have
{Πˆr(aˆ)} = {Π(αi)} =
⋂
n∈N0
f−n(Rαin)
for any i ∈ [r]. So
{Πˆr(aˆ)} =
⋂
i∈[r]
⋂
n∈N0
f−n(Rαin) =
⋂
n∈N0
f−n

⋂
i∈[r]
Rαin

 = ⋂
n∈N0
f−n

⋂
i∈[r]
Rain


and
{fp(Πˆr(aˆ))} = fp

 ⋂
n∈N0
f−n

⋂
i∈[r]
Rain



 ⊆ ⋂
n∈N0
fp−n

⋂
i∈[r]
Rain


⊆
⋂
n∈N0,n≥p
fp−n

⋂
i∈[r]
Rain

 = ⋂
n∈N0
f−n

⋂
i∈[r]
Rain+p


=
⋂
n∈N0
f−n

⋂
i∈[r]
Rain

 = {Πˆr(aˆ)}
because aˆn = aˆn+p, ∀n ∈ N0. Hence, fp(Πˆr(aˆ)) = Πˆr(aˆ).
Furthermore, µ = id is the only permutation in Sr such that Aαimα
µ(i)
m+1
= 1, ∀i ∈ [r]. In fact, take a
permutation µ ∈ Sr, with order τ , such that Aαimαµ(i)m+1 = 1, ∀i ∈ [r]. Given any j ∈ [r], consider the two
admissible sequences
αjnα
µ(j)
n+1 · · ·αµ(j)n+qαµ
2(j)
n+q+1 · · ·αµ
τ−1(j)
n+(τ−1)qα
j
n+(τ−1)q+1
and
αjnα
j
n+1 · · ·αjn+qαjn+q+1 · · ·αjn+(τ−1)q+1
where q is a common period of the pre-images of x. By Lemma 6.7, they must be equal; in particular,
α
µ(j)
n+1 = α
j
n+1. Then Lemma 6.8 tells us that µ(j) = j and, therefore, µ = id.
In this way we have deduced that aˆ ∈ Σ(A(r))+. Also, as we have seen before, the set of pre-images of
x is invariant by σp. Then, for each m ∈ N0, the element aˆm+p in Ir , whose terms are α1m+p, . . . , αrm+p, is
the same as the element aˆm ∈ Ir , because its entries, α1m, . . . , αrm, are the same (although not necessarily
in the same order). Therefore we conclude that aˆm+p = aˆm, that is to say, aˆ ∈ Perp(σ+r ).
The next Proposition will give a formula for the number of periodic points of f . First notice that, if
Ir 6= ∅, then Ir′ 6= ∅ for r′ < r.
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Proposition 6.4 For all p ∈ N,
Np(f) =
L∑
r=1
(−1)r−1tr((B(r))p)
where L is the largest value of r for which Ir 6= ∅.
Proof: Given x ∈ Perp(f), consider the function given by
Φ(x) =
L∑
t=1

 ∑
aˆ∈ Πˆ−1t (x)
⋂
Perp(σ
+
r )
(−1)t−1sgn(ν)


where ν is the unique permutation in St such that α
ν(i)
p = αi0, ∀i ∈ [t], being αi, for i ∈ [t], the elements
of Σ+A constructed as before.
We want to show that Φ(x) = 1. Let Π−1(x) =
{
α1, . . . , αr
}
and µ be the permutation such that
σp(αi) = αµ(i), ∀i ∈ [r], that is to say, the permutation induced by the action of σp on Π−1(x). We
can write µ as the product of disjoint cycles µ1, . . . , µs (eventually with length 1) which act on the sets
K1, . . . ,Ks, respectively, and these sets form a partition of [r].
Given aˆ ∈ Πˆ−1t (x), we can build t distinct pre-images of x under Π, with t ≤ r. Let J ⊆ [r] be such that
these pre-images are (αj)j∈J . If we suppose additionally that aˆ ∈ Perp(σ+r ), then J is invariant under ν,
so we can write J =
⋃
m∈BKm for some ∅ 6= B ⊆ [s]. On the other hand, for each nonempty subset B
of [s], we can take J =
⋃
m∈BKm and associate to it a sequence aˆ given by the set of distinct pre-images
(αj)j∈J . So, for each t ∈ [L] and aˆ ∈ Πˆ−1t (x)
⋂
Perp(σ
+
r ), we can associate a unique nonempty subset
B of [s], and we have
t = card(J) = card
( ⋃
m∈B
Km
)
=
∑
m∈B
card(Km).
Since µm is a cycle of length card(Km), we have
sgn(ν) =
∏
m∈B
sgn(µm) =
∏
m∈B
(−1)card(Km)+1 = (−1)t+card(B).
Hence,
(−1)t−1sgn(ν) = (−1)2t−1+card(B) = −(−1)card(B)
and
Φ(x) =
L∑
t=1

 ∑
aˆ∈ Πˆ−1t (x)
⋂
Perp(σ
+
r )
(−1)t−1sgn(ν)


= −
∑
∅ 6=B⊆[s]
(−1)card(B) = −
s∑
q=1
∑
B⊆ [s], card(B)=q
(−1)card(B)
= −
s∑
q=1
(
s
q
)
(−1)q =
(
s
0
)
(−1)0 −
s∑
q=0
(
s
q
)
(−1)q
= 1− (1− 1)s = 1.
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The inclusion Perp(σ
+
r ) ⊆ Πˆ−1t (Perp(f)) now yields
Np(f) =
∑
x∈Perp(f)
Φ(x)
=
∑
x∈Perp(f)
L∑
t=1

 ∑
aˆ∈ Πˆ−1t (x)
⋂
Perp(σ
+
r )
(−1)t−1sgn(ν)


=
L∑
t=1

 ∑
aˆ∈Perp(σ+r )
(−1)t−1sgn(ν)


=
L∑
t=1
(−1)t−1

 ∑
aˆ∈Perp(σ+r )
sgn(ν)

 .
Concerning the last summand, let (aˆ0, ..., aˆn) be an admissible sequence of length n + 1 for the matrix
A(t) and let µm be the permutation which ensures that A
(t)
aˆmaˆm+1
= 1, for m ∈ {0, 1, ..., n− 1}. Then we
have B
(t)
aˆmaˆm+1
= sgn(µm). Consider the permutations νm given by
ν0 = id
νm = µm−1 ◦ ... ◦ µ0
so that νm+1 = µm ◦ νm for m ∈ {0, 1, ..., n− 1}. Let S(aˆ0, aˆn, n) denote the set of admissible sequences
of length n+ 1 which start at aˆ0 and end at aˆn. Then we can show by induction over n that∑
S(aˆ0,aˆn,n)
sgn(νn) = ((B
(t))n)aˆ0aˆn .
For n = 1, given two elements aˆ0, aˆ1 ∈ It we have ν1 = µ0, so
sgn(ν1) = sgn(µ0) = (B
(t))aˆ0aˆ1 .
Suppose the assertion is true for n = m− 1. Then, for n = m,∑
S(aˆ0,aˆm,m)
sgn(νm) =
∑
S(aˆ0,aˆm,m)
sgn(µm−1)sgn(νm−1)
=
∑
{
aˆm−1∈Ir :A(t)aˆm−1aˆm=1
}

 ∑
S(aˆ0,aˆm−1,m−1)
sgn(νm−1)

 sgn(µm−1)
=
∑
{
aˆm−1∈Ir :A(t)aˆm−1aˆm=1
}
((B(t))m−1)aˆ0aˆm−1B
(t)
aˆm−1aˆm
= ((B(t))m)aˆ0aˆm .
In particular, ∑
S(aˆ0,aˆ0,n)
sgn(νn) = ((B
(t))n)aˆ0aˆ0
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For each sequence aˆ ∈ Perp(σ+r ) we can associate a unique element of S(aˆ0, aˆ0, p) which verifies νp = ν.
So ∑
aˆ∈Perp(σ+r )
sgn(ν) =
∑
aˆ0∈It
((B(t))p)aˆ0aˆ0 = tr((B
(t))p).
Then we finally conclude that
Np(f) =
L∑
t=1
(−1)t−1tr((B(t))p).
⊔⊓
Theorem 6.1 The ζ-function of f is rational.
Proof: We have seen that, for any n,
Nn(f) =
L∑
r=1
(−1)r−1tr((B(r))n) =
∑
r∈[L], r odd
tr((B(r))n)−
∑
r∈[L], r even
tr((B(r))n).
So
ζf (z) = exp
( ∞∑
n=1
∑
r∈[L], r odd tr((B
(r))n)−∑r∈[L], r even tr((B(r))n)
n
zn
)
=
exp
(∑∞
n=1
∑
r∈[L], r odd tr((B
(r))n)
n
zn
)
exp
(∑∞
n=1
∑
r∈[L], r even tr((B(r))n)
n
zn
)
=
∏
r∈[L], r odd exp
(∑∞
n=1
tr((B(r))n)
n
zn
)
∏
r∈[L], r even exp
(∑∞
n=1
tr((B(r))n)
n
zn
)
=
∏
r∈[L], r odd
1
det(I−zB(r))∏
r∈[L], r even
1
det(I−zB(r))
=
∏
r∈[L], r even det(I − zB(r))∏
r∈[L], r odd det(I − zB(r))
which is clearly a rational function. It is also interesting to notice that the zeta function’s coefficients are
integer numbers. ⊔⊓
Question: When f is a subshift of finite type associated to an irreducible matrix A, then A1 = A and the
radius of convergence of ζf is equal to logλ, where λ is the simple eigenvalue given by Perron-Froebenius’
Theorem. What may be said in the general case? Do the matrices Ar and Br yield some information of
the same kind?
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7 Proof of Theorem 1.2
We are now assuming that f : K → K has the properties assigned to one basic component Λ(m)i , that is,
(C1) f(K) = K.
(C3) K = Per(f).
(C4) f is Ruelle-expanding.
(C5) For any open nonempty subset V of K there is N ∈ N such that fN (V ) = K.
From Corollary 5.1, one already knows that ℘(f) ≤ h(f). To get the other inequality, it is enough to
prove the following estimate.
Proposition 7.1 Let ε be a constant of expansivity of f and ε0 < ε/4. Then there exists a constant
C > 0 and a positive integer n0 such that, for all n ≥ n0, we have Nn(f) ≥ C sn(ε0,K).
Proof:
Lemma 7.1 Given δ > 0 there is Nδ ∈ N such that, for all m ≥ Nδ and any x ∈ K, we have fm(Bδ(x)) =
K.
Proof: As K is compact, we may choose a finite set of points p1, p2, . . . , pℓ such that every x ∈ K is
within a distance smaller than
δ
2
to some pj . By condition (C5), there are positive integers N1, N2, . . . , Nℓ
such that fm(B δ
2
(pi)) = K, for any 1 ≤ i ≤ ℓ and all m ≥ Ni. Take Nδ = max {N1, . . . , Nℓ}. Then, as
Bδ(x) ⊇ B δ
2
(pj), we have f
Nδ(Bδ(x)) ⊇ fNδ(B δ
2
(pj)) ⊇ K. Thus the same holds for all m ≥ Nδ. ⊔⊓
Consider any 0 < τ <
ε0
8
and take δ = 12 min {τ, ατ} (the value α is obtained in Corollary 6.1). Fix
x ∈ K and the dynamical ball
B(n−Nδ, δ, x) =
{
y ∈ K : d(f j(x), f j(y)) < δ, ∀j ∈ {0, . . . , n−Nδ}
}
.
Lemma 7.2 Pern(f) ∩ B(n−Nδ, 2τ, x) 6= ∅ for all n ≥ Nδ + 1.
Proof: Take a contractive branch g : Bδ(f
n−Nδ(x)) −→ K of fn−Nδ such that g(fn−Nδ(x)) = x.
By Lemma 7.1 we know that fNδ
(
Bδ(f
n−Nδ(x))
)
= K, and so, as (fn−Nδ ◦ g)(y) = y for all y ∈
Bδ(f
n−Nδ (x)), we get
fn(g(Bδ(f
n−Nδ(x)))) = fNδ(fn−Nδ(g(Bδ(fn−Nδ(x))))) = fNδ(Bδ(fn−Nδ (x))) = K.
Moreover, by Proposition 3.4, g(Bδ(f
n−Nδ(x))) = B(n−Nδ, δ, x), and so we may find z ∈ B(n−Nδ, δ, x)
such that fn(z) ∈ B(n − Nδ, δ, x). As δ < ατ , Corollary 6.1 yields a point w such that fn(w) = w and
d(f j(w), f j(z)) < τ for all 0 ≤ j ≤ n. Therefore, for 0 ≤ j ≤ n−Nδ, we have
d(f j(x), f j(w)) ≤ d(f j(x), f j(z)) + d(f j(z), f j(w)) < δ + τ < 2τ.
⊔⊓
Corollary 7.1 Nn(f) ≥ sn−Nδ(4τ,K) for all n ≥ Nδ + 1.
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Lemma 7.3 Fix two positive integers n1, n2 and γ > 0. Then
sn1+n2 (γ,K) ≤ sn1
(γ
2
,K
)
sn2
(γ
2
,K
)
.
Proof: Suppose that E ⊆ K is such that, for any x, y ∈ E, x 6= y, there is t ∈ [0, n1 + n2[ for
which d(f t(x), f t(y)) > γ. Take S1 ⊆ K a maximal (n1, γ2 )-separated set and S2 ⊆ K such that
fn1(S2) is a maximal (n2,
γ
2 )-separated set. To construct S2, consider a maximal (n2,
γ
2 )-separated set
T2 = {d1, . . . , dM} and define S2 = {c1, . . . , cM} such that cj ∈ f−n1({dj}), for each j ∈ {1, . . . ,M},
which is possible since f(K) = K.
For each i ∈ {1, 2}, define the maps ψi : E → Si by the conditions:
• For any x ∈ E and all t ∈ [0, n1[, d(f t(x), f t(ψ1(x))) ≤ γ2 .
• For any x ∈ E and all t ∈ [n1, n1 + n2[, d(f t(x), f t(ψ2(x))) ≤ γ2 .
Such a ψi(x) may be found in Si, otherwise either x would not belong to S1, and so the set S1 ∪ {x} would
be (n1,
γ
2 )-separated, contradicting the maximality of S1; or x would not belong to S2, and therefore the
set fn1(S2 ∪ {x}) would be (n2, γ2 )-separated, contradicting the maximality of fn1(S2). Moreover, the
map
ψ : E → S1 × S2
x 7→ (ψ1(x), ψ2(x))
is injective because, given x, y ∈ E with ψ(x) = ψ(y), then, for all t ∈ [0, n1[,
d(f t(x), f t(y) ≤ d(f t(x), f t(ψ1(x)) + d(f t(ψ1(x), f t(y))
= d(f t(x), f t(ψ1(x)) + d(f
t(ψ1(y), f
t(y)) ≤ γ
and, for all t ∈ [n1, n1 + n2[,
d(f t(x), f t(y) ≤ d(f t(x), f t(ψ2(x)) + d(f t(ψ2(x), f t(y)) ≤ γ
which contradicts the definition of E if x 6= y. ⊔⊓
Corollary 7.2 Nn(f) ≥ sn(8τ,K)sNδ (4τ,K) for all n ≥ Nδ + 1
Proof: Starting with Corollary 7.1 and applying Lemma 7.3 to n1 = n−Nδ and n2 = Nδ, we get
Nn(f) ≥ sn−Nδ(4τ,K) ≥
sn(8τ,K)
sNδ (4τ,K)
.
⊔⊓
Let c denote the factor 1
sNδ (4τ,K)
. As sm(ε,K) ≤ sm(γ,K), for all m and all γ < ε, and 8τ < ε0, we
finally reason that, for n ≥ Nδ + 1,
Nn(f) ≥ c sn(ε0,K).
⊔⊓
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From Propositions 5.1 and 7.1, we deduce that
℘(f) = lim sup
n→∞
1
n
log(max{Nn(f), 1})
≥ lim sup
n→+∞
1
n
[log(c) + log sn(ε0,K)]
= lim
n→+∞
1
n
log sn(ε0,K) = h(f).
Thus ℘(f) = h(f).
Moreover, if B and C are the covers of K by open balls of radius 2ε0 and ε02 , respectively, then, from
Propositions 2.3 and 7.1, we get, for all n ≥ Nδ + 1,
cH(
n−1∨
i=0
f−i B) ≤ c sn(ε0,K) ≤ Nn(f) ≤ sn(ε0,K) ≤ H(
n−1∨
i=0
f−i C)
and so, as, by Proposition 5.1,
h(f) = h(f,B) = h(f, C),
the limit
lim
n→+∞
1
n
logNn(f)
exists and is equal to h(f). 
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