Abstract. In this paper we study mixed norm boundedness for fractional integrals related to Laplace-Beltrami operators on compact Riemannian symmetric spaces of rank one. The key point is the analysis of weighted inequalities for fractional integral operators associated to trigonometric Jacobi polynomials expansions. In particular, we find a novel sharp estimate for the Jacobi fractional integral kernel with explicit dependence on the type parameters.
Introduction
Let M be a Riemannian symmetric space of compact type and rank one or, what is the same thing, a compact two-point homogeneous space. According to H.-C. Wang [26] , all the compact two-point homogeneous spaces are (1) The sphere
2) The real projective space P d (R), d ≥ 2, (3) The complex projective space P l (C), l ≥ 2, (4) The quaternionic projective space P l (H), l ≥ 2, (5) The Cayley plane P 2 (C Ý).
Fourier Analysis on Riemannian symmetric spaces has been studied by many authors. Let us briefly mention some of them. For the non-compact case, S. Helgason [9, 10, 11, 12] found the analogous of classical Fourier Analysis. In [1] J.-P. Anker gave results on L p multipliers. Heat kernel and Green function estimates were found by Anker and L. Ji in [2] . In the compact case, the Radon transform was studied by Helgason in [13] . In [21, 22] , T. O. Sherman developed the counterpart of Helgason's theory for compact type spaces. More recently, S. Thangavelu considered in [25] holomorphic Sobolev spaces in compact symmetric spaces, while in [19] G.Ólafsson and H. Schlichtkrull presented a local PaleyWiener theorem. The Harmonic Analysis for compact Lie groups can be found in the monograph by E. M. Stein [23] .
On the other hand, Lebesgue mixed norm spaces L p (L r ) are of interest in Harmonic Analysis and Partial Differential Equations. These spaces were first systematically studied by A. Benedek and R. Panzone in [3] . They also considered boundedness of some classical operators (one of them being the fractional integral, which is central to understand Sobolev spaces). In the context of Partial Differential Equations we can mention the remarkable paper by M. Keel and T. Tao [14] on Strichartz estimates for the Schrödinger and wave equations. Strichartz estimates refer to boundedness in spaces L p t L q x (t for time and x for space) and are useful for proving well-posedness of nonlinear equations. Since a point x ∈ R d can be written in polar coordinates as x = rθ, for r > 0 and x ∈ S d−1 , one can regard a function on R d as a function in the two variables: radial r and angular θ. In this way the mixed norm space L p rad (L 2 ang ) arises. This special mixed norm space has a crucial role in Harmonic Analysis. For example, consider the problem of almost everywhere convergence of Bochner-Riesz means for the Fourier transform. One is then led to consider the related maximal operator and to establish its L p (R d )-boundedness properties, a quite difficult task. J. L. Rubio de Francia showed in [20] that such a maximal operator is bounded in L p rad (L 2 ang ), which is a larger space than L p (R d ) when p ≥ 2, and for the sharp range of exponents in all even dimensions, solving in this case the a.e. convergence problem.
In this paper we focus on mixed norm estimates for fractional integrals on compact Riemannian symmetric spaces of rank one. Each of the manifolds M listed in (1)- (5) 
The first two main results are the following. Theorem 1.1 (Sphere and real projective space).
Let 0 < σ < 1 and p, q be exponents such that
, and
Then there exists a constant
C such that for any f ∈ L p (L 2 (M )), (−∆ M ) −σ/2 f L q (L 2 (M)) ≤ C f L p (L 2 (M)) .
Theorem 1.2 (Complex and quaternionic projective spaces and Cayley plane).
Let M be one of the manifolds P l (C), P l (H), for l ≥ 2, or P 2 (C Ý). Define d = 2, 4, 8 and m = l − 2, 2l − 3, 3 for P l (C), P l (H) and P 2 (C Ý) respectively. Let 0 < σ < 1 and p, q be exponents such that
,
Then there exists a constant
Our first two main results above will be consequences of the weighted vector valued L p (ℓ 2 ) − L q (ℓ 2 ) estimate for Jacobi fractional integrals that we obtain in Theorem 1.4 below.
It turns out that, in the corresponding coordinates, the eigenspaces H n (M ) of the Laplace-Beltrami operator on M can be described in terms of products of spherical harmonics and Jacobi polynomials, see Section 3. Moreover, the type parameters of the Jacobi polynomials therein depend on j, where j varies in a range depending on n and d. Hence, in order to handle the fractional integrals on M , it is needed the precise control of the dependence of the constants with respect to the parameters in Jacobi fractional integrals. The latter is done in our third main result, Theorem 1.3 below. Let us quickly introduce the notation. Given parameters α, β > −1, the trigonometric Jacobi polynomials differential operator is given by
This is a symmetric operator on the interval (0, π) equipped with the measure
Its spectral resolution is given in terms of trigonometric Jacobi polynomials P (α,β) n (θ), see (2.2). The fractional integral, denoted by (J α,β ) −σ/2 , is defined in the usual way (2.10), or equivalently, with a formula involving the Poisson semigroup generated by J α,β as in (2.11). 
Then there exists a constant C depending only on σ, α and β, such that
, provided that the exponents p, q satisfy
A notion of fractional integration for ultraspherical expansions (which corresponds to α = β = λ − 1/2 in the Jacobi case) was first introduced and analyzed by B. Muckenhoupt and E. M. Stein in the seminal work [17] . Our definition is slightly different from theirs because we use the multiplier (n + λ) −σ while they consider n −σ . On the other hand, weighted inequalities for fractional integrals with respect to certain Jacobi expansions were studied by B. Muckenhoupt in [16] . His results are not enough for our purposes here because in [16] there is no precise control on the constants with respect to α and β. We point out that in [18] A. Nowak and P. Sjögren considered several Calderón-Zygmund operators related to the operator (1.1). The fractional integral was not analyzed there. Moreover, it is not clear from the estimates in [18] how to track down the exact dependence of the constants on α and β.
The paper is organized as follows. In Section 2 we introduce the Jacobi fractional integral and give the proofs of Theorem 1.3 and Theorem 1.4. The results on fractional integrals for compact Riemannian symmetric spaces of rank one are proved in Section 3.
Fractional integrals for Jacobi expansions
The standard Jacobi polynomials of degree n ≥ 0 and type α, β > −1 are given by
see [24, (4.3.1) ]. These form an orthogonal basis of
After making the change of variable x = cos θ, we obtain the normalized Jacobi trigonometric polynomials
where the normalizing factor is
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The trigonometric polynomials P (α,β) n are eigenfunctions of the differential operator (1.1). Indeed, we have
Moreover, the system {P (α,β) n } n≥0 forms a complete orthonormal basis of
with dµ α,β as in (1.2). For further references about Jacobi polynomials, see [24, Chapter IV].
where the Fourier-Jacobi coefficient is
We can write the Poisson semigroup {P α,β t } t>0 as an integral operator
The Jacobi-Poisson kernel is given by
We will need a more or less explicit expression of this kernel when α, β ≥ −1/2. The formula for it was obtained in [18] . For the sake of completeness we sketch the computations here. Let
(the analogous definition for dΠ β (v)). In the limit case α = −1/2, we put Π −1/2 = 1 2 (δ −1 + δ 1 ). The expression for the Jacobi-Poisson kernel can be achieved by using the product formula for Jacobi polynomials found in [6, Theorem (2.2)]:
are the Gegenbauer polynomials of degree k and parameter λ > −1/2. Applying the product formula for Jacobi polynomials to (2.4), we are reduced to compute (2.8)
The generating formula for Gegenbauer polynomials gives
Let λ = α + β + 1 and r = e −t/2 in the identity above. Since the Gegenbauer polynomials of odd degree are odd functions and those of even degree are even functions, if we take the sum above only for k even then we get the even part of the right-hand side. Hence, the sum in (2.8) equals to
Therefore, if we collect all the terms, take into account that dΠ α (−u) = dΠ α (u) and complete the squares in the denominator of the expression above, then we get the desired formula:
By continuity arguments, the representation for the Jacobi-Poisson kernel in (2.9) remains valid in the limiting cases α = −1/2 or β = −1/2.
2.2.
The kernel of the Jacobi fractional integral and proof of Theorem 1.
It is easy to check that, for 0 < σ < 1, the following expression involving the Poisson semigroup gives an equivalent definition:
The fractional integral (J α,β ) −σ/2 can also be seen as a Laplace transform type multiplier. For general theory on Laplace transform multipliers in compact Lie groups see Stein [23, Chapter II] .
In order to prove Theorem 1.3 we need the following auxiliary Lemma.
Lemma 2.1. Let γ ≥ −1/2, λ > −1/2, A > B > 0, and dΠ γ (u) be as in (2.6). Then (2.13)
Moreover, for γ > −1/2 and λ = −1/2, we have (2.14)
Note that for the case γ, λ = −1/2, the integral boils down to
Proof. We have
For the case γ > −1/2, λ = −1/2, by using the change of variable 1 − u = A−B B s and integration by parts,
Proof of Theorem 1.3. Taking into account the expression for the Jacobi fractional integral kernel (2.12) and the formula for the Poisson kernel (2.9), after applying Fubini's Theorem, we get
where z = z(u, v, θ, ϕ) is as in (2.5). Split the integral in t into two parts:
Let us begin with J 2 . Since 1 − σ > 0,
Then,
Note that, for w ≥ 0, log(1 + w) ≥ w 1+w . Therefore 2 log(s
and this quantity is bounded from below by a universal constant times s, for all s ∈ (0, cosh 1 2 − 1). Hence,
where C is a constant depending only on σ but not on α and β. Using this estimate for J 1 and applying (2.13) of Lemma 2.1 to the integral against dΠ α (u) and then again to the integral against dΠ β (v) we obtain 
2.3.1.
Weighted inequalities for fractional integrals on (0, π). For 0 < σ < 1, we denote by I σ the fractional integral operator defined as
A weight w is a strictly positive and finite almost everywhere function on (0, π). Recall that A ∞ = 1≤p<∞ A p , where the Muckenhoupt class A p , p > 1, is the set of locally integrable weights w for which
Here |I| denotes the length of the interval I. See [8, Chapter 7] . The following result on boundedness of fractional integrals can be easily deduced from the paper by A. Bernardis and O. Salinas [5] .
Theorem 2.2. Suppose 0 < σ < 1 and 1 < p ≤ q < ∞. Let (w, v) be a pair of weights with w ∈ A ∞ andv
if and only if (2.17)
Here, for a set A and a weight u, we write u(A) = A u(θ) dθ.
The weights we are going to need are
where p, q, α, β are as in (1.3) and (1.4) of Theorem 1.4. Let us check that these weights satisfy the hypotheses of Theorem 2.2. First we have to see that w andv = v −1/(p−1) are in A ∞ . Next, condition (2.17) will follow from the relation between the exponents p and q and the parameters α and β that we established. In order to do all these computations we will need the following two elementary lemmas.
Proof. We consider first λ + 1 ≥ 1. Then, as 0 ≤ a/b < 1, we have 0
On the other hand, applying the mean value theorem to the function x λ+1 , it follows that
for some ξ ∈ (a/b, 1). In the case 0 < λ + 1 < 1, the proof follows analogous reasonings.
Lemma 2.4. Let λ, ν > −1 and I = (a, b) ⊆ (0, π). Then
where, for ξ ∈ (0, π), I ξ denotes the least interval in (0, π) that contains I and ξ. Moreover, the symbol ∼ means that there exist constants 0 < c ≤ C < ∞, depending only on λ and ν, such that
Proof. We consider three cases. First assume that 0 ≤ a < b ≤ 2π/3. By Lemma 2.3, we have
Analogously, for the case π/3 ≤ a < b ≤ π,
We are ready to check that the weights w in (2.18) and v in (2.19) satisfy the hypotheses of Theorem 2.2. Recall that for θ ∈ (0, π), sin θ 2 is equivalent to θ, and cos θ 2 is equivalent to (π −θ). By taking into account (1.3) and Lemma 2.4 it is easy to see that w ∈ A q andv = v −1/(p−1) ∈ A p/(p−1) . Therefore w,v ∈ A ∞ . For (2.17) it is enough to see that
for every interval I ⊂ (0, π). First, note that by (1.3), the exponents of θ and (π − θ) in both integrals are larger than −1. Therefore, Lemma 2.4 can be applied. Moreover, (1.4) implies 1/q − 1/p + σ ≥ 0. Hence,
where in the last inequality we used that (π(b − a)) δ ≤ (b(π − a)) δ for δ = 1/q − 1/p + σ ≥ 0. By (1.4), the last quantity above is uniformly bounded by a constant independent of I.
Thus, by applying Theorem 2.2 with w as in (2.18), v as in (2.19) and p, q, α, β as in (1.3)-(1.4), we get that there exists a constant C depending only on σ, α and β such that
for all g ∈ L p ((0, π), v dθ). Recall now the following result about vector-valued extensions of bounded operators proved by J. Marcinkiewicz and A. Zygmund in [15] .
, where (X, m) is a σ-finite measure space. Let T : L p → L q be a bounded linear operator, 0 < p ≤ q < ∞, with norm T . Then T has an ℓ 2 -valued extension and
By applying Lemma 2.5 with T = I σ , since (2.20) holds, there exists a constant C depending only on α, β and σ such that
2.3.2.
Conclusion of the proof of Theorem 1.4. We first observe that, by Theorem 1.3, there exists a constant C depending only on σ and β such that for a nonnegative function f ,
Therefore, from (2.21),
, as desired.
Fractional integrals on compact Riemannian symmetric spaces of rank one
In this section we define the fractional integrals (−∆ M ) −σ/2 and the mixed norm spaces L p (L 2 (M )) on compact Riemannian symmetric spaces of rank one M and we prove Theorems 1.1 and 1.2.
is the set of spherical harmonics of degree n in d + 1 variables, see [4, 7] . Each space H n (S d ) is an eigenspace of∆ S d with eigenvalue
and we can define, for 0 < σ < 1, the fractional integral operator as
. To this end, we need the following coordinates on S d , known as geodesic polar coordinates. Each point on the sphere can be represented as
) under this norm are Banach spaces. By using the coordinates in (3.2), it can be checked that
is the spherical part of the Laplacian on R d , acting on functions on R d+1 by holding the first coordinate fixed and differentiating with respect to the remaining variables (see [22, Section 3] ). By using the description of H n (S d ) via spherical harmonics and the coordinates in (3.2), it is an exercise to see that an orthonormal basis associated to (3.3) is given by
See also [22, Section 3] . Here, for n ≥ 0 and j = 0, 1, . . . , n,
where C λ k (x) is an ultraspherical polynomial as in (2.7), and a n,j is a normalizing constant as follows 
Proof of Theorem 1.
) and set F := f • Φ, where Φ is as in (3.2) . We can write
12Ó. CIAURRI, L. RONCAL, AND P. R. STINGA where
With this,
By applying (3.5) and the orthogonality of the spherical harmonics Y d j,k , we can write
By using (3.1), (3.4), (3.6) and algebraic manipulations in the sums,
From here, by taking into account the definition of ψ n,j , the relations (2.7) and (2.2) and Theorem 1.4 with α = β = d−2
2 and a = b = 1, we get
.
The result is proved.
3.2. The real projective space P d (R). To deal with the real projective space we just have to consider even functions on the sphere (as done in the end of Section 2 of [22] ). More precisely, a function defined on P d (R) can be identified with an even function on
Hence, the fractional integral on P d (R) is given by
By using the coordinates introduced in the previous subsection (3.2), we can obtain the following orthonormal basis of L 2 (P d (R)):
Thus, Theorem 1.1 for P d (R) is then established directly from the sphere case.
3.3. The projective spaces P l (C), P l (H) and P 2 (C Ý). In this subsection we take some results from [22, Section 4] . Let M be any of the projective spaces P l (C), P l (H) or P 2 (C Ý). Let∆ M be the Laplace-Beltrami operator on M . We set
where d = 2, 4, 8, m = l − 2, 2l − 3, 3, for P l (C), P l (H) and P 2 (C Ý), respectively. We have the or-
Each space H n (M ) is finite-dimensional and corresponds to the eigenspace of∆ M with respect to the eigenvalue −n(n + m + d). From here it is readily seen that
, we can define, for 0 < σ < 1, the fractional integral operator as
. According to [22, Lemma 4.12] there is a bounded linear map E :
where dµ M is the Riemannian measure on M . This allows us to define the mixed norm spaces L p (L 2 (M )), 1 ≤ p < ∞, as the set of functions f on M for which the norm
are Banach spaces. It is shown in [22, Corollary 4.26] that E(H n (M )) = H n (B d+1 , ω). Here, the set H n (B d+1 , ω) is the orthocompliment of the space F n−1 (B d+1 ) of functions on B d+1 which are polynomials of degree less than or equal to n − 1 in the variables x and |x|, x ∈ B d+1 , in F n (B d+1 ) with respect to the inner product on L 2 (B d+1 , ω(|x|) dx). For r = |x| we let ∂/∂r the radial derivative and∆ S d Proof of Theorem 1.2. Given a function f on M we use the notation F := E(f ). Parallel to the case of the sphere, we can write
, where x = rx ′ ∈ B d+1 , r ∈ (0, 1), x ′ ∈ S d , and
|F j,k (r)| 2 ) µ−1/2 , for µ > −1/2 and x ∈ B d+1 , can be given in terms of products of spherical harmonics in S d and Jacobi polynomials evaluated at 2|x| 2 − 1, see [7, Chapter 2] . For this system there is an underlying linear second order differential operator L µ , whose negative powers (L µ ) −σ/2 can be considered. By defining in a natural way the mixed norm spaces on B d+1 with the measure W µ (x)dx, it is then possible to get
, W µ (x)dx)) estimates for (L µ ) −σ/2 in this general setting by just applying Theorem 1.4 as above.
