Classical orthogonal polynomials in two variables can be characterized as the polynomial solutions of a second order partial differential equation involving polynomial coefficients. We study orthogonal polynomials in two variables which satisfy higher order partial differential equations. In particular, fourth order partial differential equations as well as some examples are studied.
Introduction
A problem that has attracted considerable interest over the past years has been that of classifying the so-called Bochner-Krall orthogonal polynomials, that is, classifying all differential equations having a sequence of orthogonal polynomial solutions. The first major result in this direction was obtained by Bochner [2] in 1929 when he solved the problem in the case of a second order differential equation. Indeed, he found that up to a linear change of variable only the classical polynomials of Jacobi, Laguerre, Hermite, and the Bessel polynomials satisfied a second order differential equation. In 1938 H.L. Krall published necessary and sufficient conditions in order for an ordinary differential equation of higher order to have an orthogonal polynomial sequence (OPS) of solutions [15] . He classified all fourth order equations having an OPS as solutions discovering three new differential equations. In 1981 A.M. Krall studied these nonclassical polynomials naming them Legendre-type, Laguerre-type and Jacobi-type polynomials [14] .
The weight for each OPS in the fourth order case can be found by adding discrete mass(es) to the weight in the associated second order OPS. Also, the weight for the Legendre-type OPS has equal jumps at ±1. It is natural to ask whether an OPS exists when unequal jumps at ±1 are considered. In 1982 Littlejohn found that such an OPS does exist and called them the Krall polynomials. They satisfy a sixth order differential equation [18] . In the same context Koornwinder [11] found a new OPS generalizing the Krall polynomials.
Orthogonalizing moment functionals of all known OPS's satisfying differential equations are classical moment functionals plus point mass(es) at the end points of the interval. In this context a yet unsolved conjecture of Magnus (see [17, 21] ) states that if an OPS {P n } n≥0 satisfies a differential equation, then it must be orthogonal with respect to a classical weight function ω(x) plus point masses at the end points of the support of ω(x).
In two variables the first approach to this problem appears in 1967 when Krall and Sheffer [16] studied second order partial differential equations having orthogonal polynomials as eigenfunctions. In this paper, they studied a special kind of partial differential equations called admissible. The partial differential equation
is called admissible if there exists an infinite sequence {λ n } n≥0 such that for λ = λ n , there are no non-zero polynomial solutions of degree less than n and there are precisely n + 1 linearly independent solutions of degree n. They defined classical orthogonal polynomials in two variables as the sequences of orthogonal polynomials {P h,k } h,k≥0 such that every polynomial P h,k with h + k = n satisfies the second order partial differential equation (1) with polynomial coefficients. This equation depends only on the total degree of the polynomial solution and, therefore, all the polynomials of total degree n satisfy the same equation. Moreover they classified, up to a linear change of variables, all orthogonal polynomial systems that arise as eigenfunctions of equations of this kind finding nine of such equations. However, the Krall and Sheffer approach to classical orthogonal polynomials could be incomplete, since there are nonadmissible partial differential equations having orthogonal polynomials as solutions. The most significant examples are the OPS's constructed by Koornwinder in [10] using Jacobi polynomials in one variable.
In this work we study orthogonal polynomials in two variables which satisfy partial differential equations of higher orders. In particular we explore fourth order PDE having polynomial solutions which are orthogonal with respect to some modifications of the weight functions in the Krall and Sheffer case. Some detailed examples are given.
Orthogonal polynomials in two variables
First, we introduce some notations. Let P denote the linear space of real polynomials in two variables and P n the subspace of polynomials of total degree not greater than n.
Let M h×k (R) and M h×k (P) denote the linear spaces of h × k real and polynomial matrices respectively. When h = k the second index will be omitted.
For a matrix A we denote by A t its transpose, and by det(A) its determinant. As usual, we say that A is non-singular if det(A) ̸ = 0. Furthermore we introduce I h as the identity matrix of dimension h.
Moreover, we define the degree of a matrix of polynomials A ∈ M h×k (P) as
where a i, j (x, y) denotes the (i, j)-entry of A. Before discussing our approach, we briefly give some general properties and tools about bivariate orthogonal polynomials. For an exhaustive description of this and another related subjects see for instance [3, 7, 8, 12, 13, 16, 22, 23] .
Let {µ h,k } h,k≥0 be a double indexed sequence of real numbers and let u : P → R be a functional defined by means of the moments µ h,k = ⟨u, x h y k ⟩, h, k = 0, 1, 2, . . ., and extended by linearity. Then we will say that u is a moment functional.
For any moment functional u let us define (see for instance [7] )
for any polynomials p(x, y) and q(x, y).
The action of a moment functional u over polynomial matrices is defined as follows [3, 7, 8, 23] ⟨u,
Let A ∈ M h×k (P) be an arbitrary polynomial matrix. Then we define the left product of A times u by means of ⟨Au, B⟩ = ⟨u, B A t ⟩, ∀B ∈ M l×k (P).
We say that a polynomial p ∈ P n is orthogonal with respect to a moment functional u if ⟨u, pq⟩ = 0, ∀q ∈ P, deg q < deg p.
From now on we will denote by V n the linear space of the polynomials of total degree n which are orthogonal to P n−1 .
Definition 2.1 ([12]). A polynomial system (PS) is a sequence of vectors {P n } n≥0 of increasing size such that
where {P n,0 , P n−1,1 , . . . , P 0,n } are polynomials of total degree n independent modulus P n−1 .
Definition 2.2. We will say that a moment functional u is quasi-definite if there exists a PS {P n } n≥0 satisfying ⟨u, P n P t m ⟩ = 0, n ̸ = m, ⟨u, P n P t n ⟩ = H n , n = 0, 1, 2, . . . ,
where H n ∈ M n+1 (R) is a symmetric and non-singular matrix. In such a case the PS {P n } n≥0 will be said a weak orthogonal polynomial system (WOPS) with respect to the quasi-definite moment functional u.
In the particular case where H n is a diagonal matrix we will say that the WOPS {P n } n≥0 is an orthogonal polynomial system (OPS). Moreover if H n = I n+1 , we call {P n } n≥0 an orthonormal polynomial system. Of course if u is quasi-definite it admits an orthogonal PS.
In addition, a WOPS is called a monic WOPS if every polynomial contains only one monic term of highest degree, that is,
where R(x, y) ∈ P n−1 . Observe that for a quasi-definite moment functional u there exists a unique monic WOPS.
Bochner-Krall orthogonal polynomials in two variables
A first attempt to study orthogonal polynomials in two variables satisfying a linear partial differential equation of spectral type
could be accomplished using the Krall and Sheffer approach (see [16] ), that is, considering two variable orthogonal polynomials satisfying a linear PDE like (4) where a h−i,i (x, y) are polynomials and the eigenvalue λ n depends only on the total degree of the polynomials. However this approach could exclude from the study a very large class of polynomials including some of the more natural extensions of the univariate Bochner-Krall orthogonal polynomials. For instance, the Laguerre-type polynomials {L R m (x)} m≥0 (see [14] ) which are orthogonal on [0, +∞) with respect to the weight distribution ω(x) = e −x + 1/Rδ(x), where R > 0 and δ(x) is the usual Dirac mass distribution, satisfy the fourth order ODE
where λ m = m(m + 2R + 1). So, the two variable polynomials P R h,k (x, y) = L R h (x)L R k (y) with h +k = n are orthogonal on [0, +∞) × [0, +∞) with respect to the weight distribution σ (x, y) = ω(x) ⊗ ω(y) and satisfy the fourth order PDE
As we can check the eigenvalue γ h,k = λ h + λ k depends on both partial degrees h and k.
If we write the above equation for every pair of indices (h, k) with h + k = n we get
which in matrix form reads
where Λ n = diag(γ n,0 , γ n−1,1 , . . . , γ 0,n ), and P n =  P R n,0 , P R n−1,1 , . . . , P R 0,n  t . That is, the OPS {P n } n≥0 satisfies the PDE (5) with a matrix eigenvalue Λ n . Also, from the orthogonality of the polynomials P R h,k (x, y) we deduce that the corresponding matrices H n are diagonal and therefore we get
We are going to use these facts as our starting point to study Bochner-Krall orthogonal polynomials in two variables.
Definition 3.1 (Bochner-Krall Orthogonal Polynomials in Two Variables). Let u be quasidefinite moment functional and let {P n } n≥0 be a WOPS associated with u. We will call u a Bochner-Krall moment functional if there exists a partial differential operator of spectral type L N and a sequence of matrices Λ n ∈ M n+1 (R) such that
In this case we will call {P n } n≥0 a Bochner-Krall WOPS.
Remark 1. The definition of a Bochner-Krall moment functional does not depend on the particular choice of the WOPS. If {P n } n≥0 denotes a different WOPS associated with the same quasi-definite moment functional u with H n = ⟨u,P nP t n ⟩ then there exist a sequence of non-singular matrices {A n } n≥0 such that P n = A n P n ,H n = A n H n A t n .
And therefore the WOPS {P n } n≥0 satisfies
Consequently, there is not special choice for the particular WOPS associated with u and we can consider always that our WOPS is orthogonal or monic. Remark 2. Definition 3.1 implies that every polynomial coefficient a h−i,i (x, y) is of total degree less than or equal to h. For this, use induction and replace in (7) the polynomials in a monic WOPS.
Remark 3. If Λ n in Eq. (7) is a diagonal matrix with entries λ h,k with h + k = n, then every orthogonal polynomial P h,k in the vector P n satisfies
but in general the only thing that we can say is that L N [P h,k ] ∈ V n .
If Λ n is an scalar matrix with Λ n = λ n I n+1 , then every polynomial p ∈ V n satisfies exactly the same partial differential equation
Taking into account the above remark, an interesting question is to obtain necessary and sufficient conditions to guarantee the scalar character of the matrices Λ n . Theorem 3.1. Let u be a Bochner-Krall moment functional, and let {P n } n≥0 be the corresponding monic Bochner-Krall WOPS. Then, the following statements are equivalent (i) the matrix Λ n is scalar, with Λ n = λ n I n+1 , ∀n ≥ 1, (ii) the polynomials a h−i,i (x, y) in (4) are monomial, i.e., they satisfy
where the abbreviature l.d.t. means lower degree terms and the leading coefficients are given by
and c h , for h = 1, . . . , N , are constants depending only on h, the total degree of a h−i,i (x, y). Moreover
where
[n] h = n(n − 1) . . . (n − h + 1) denotes the usual lowering factorial.
Proof. Let us assume that for n ≥ 0 the matrix Λ n is scalar with
Then, every polynomial p ∈ V n satisfies the partial differential equation L N [ p] = λ n p, in particular, this happens for the monic orthogonal polynomials P n−k,k (x, y) = x n−k y k
We are going to prove (8) and (9) using induction on n ≤ N . Let n = 1, since {P n } n≥0 is a monic Bochner-Krall WOPS we get P 1,0 (x, y) = x + a and P 0,1 (x, y) = y + b, where a and b are constants. Then we have L N [P 1,0 ] = a 1,0 (x, y) ∂ x P 1,0 (x, y) = λ 1 P 1,0 (x, y) L N [P 0,1 ] = a 0,1 (x, y) ∂ y P 0,1 (x, y) = λ 1 P 0,1 (x, y) and therefore a 1,0 (x, y) and a 0,1 (x, y) are monomial polynomials satisfying (8) with leading coefficients l 1,0 = l 0,1 = λ 1 .
Let n ≤ N , and assume that the result holds for 1 ≤ k ≤ n − 1. Using Eq. (11) and the induction hypothesis we deduce
that is,
= λ n P n−k,k (x, y), 
Therefore a n−k,k (x, y) (n − k)! k! +
and we deduce
In this way, a n−k,k (x, y) is a monomial polynomial and its leading coefficient is given by
Finally, a simple computation shows (10) .
Conversely, let {P n } n≥0 be the monic Bochner-Krall WOPS associated with u, and let L N [P n ] = Λ n P n be the corresponding matrix partial differential equation, where Λ n are matrices of size n + 1, the explicit expression of L N is given by
and the polynomial coefficients a h−i,i (x, y) have the form (8) .
Let P n−k,k (x, y) = x n−k y k + l.d.t. for 0 ≤ k ≤ n denote the monic polynomials in the vector P n . Obviously, L N [P n−k,k ] is a linear combination of the polynomials P n,0 , P n−1,1 , . . . , P 0,n and therefore L N [P n−k,k ] ∈ V n .
Using again the Chu-Vandermonde identity and the monomial character of the polynomials a h−i,i (x, y), the coefficient of x n−k y k , the highest order degree term in L N [P n−k,k ] is given by
which depends only on n. Let us denote
Therefore, L N [P n−k,k ] is a monomial polynomial of total degree n, which is orthogonal to every polynomial of lower degree, and satisfies L N [P n−k,k ] = λ n x n−k y k + l.d.t. In this way L N [P n−k,k ] = λ n P n−k,k , n ≥ 0, and the matrix Λ n satisfies Λ n = λ n I n+1 , n ≥ 0.
In the case N = 2 the previous result was used by Krall and Sheffer [16] to define what they call an admissible second order partial differential equation, then, they define a classical OPS as an OPS satisfying an admissible PDE. Our approach in [4, 5] proposed a wider framework by considering general second order partial differential equations and nonscalar matrix eigenvalues.
Remark 4. If Λ n is a non-singular matrix, Definition 3.1 implies that the operator L N is one-to-one in every space V n .
Properties of Bochner-Krall orthogonal polynomials
The following result allows us to characterize the Bochner-Krall orthogonal polynomials. {P n } n≥0 is a Bochner-Krall WOPS for a partial differential operator of spectral type L N then, it is symmetric on polynomials in the sense that
Proof. It suffices to show that
The case m ̸ = n is trivial since
. If m = n we have ⟨L N [P n ] u, P n ⟩ = ⟨u, P n L N [P n ] t ⟩ = ⟨u, P n P t n Λ t n ⟩ = H n Λ t n , and, thus, for m = n, (13) reduces to H n Λ t n = Λ n H n . The converse of Theorem 4.1 holds under some additional hypothesis.
Theorem 4.2. Let u be a quasi-definite moment functional, and let L N be a partial differential operator of spectral type symmetric on polynomials, that is, satisfying
where σ (Λ n ) denotes the spectrum of the matrix Λ n . Then {P n } n≥0 is a Bochner-Krall WOPS for u.
Proof. The symmetry of L N on polynomials is equivalent to ⟨L N [P n ] u, P m ⟩ = ⟨L N [P m ] u, P n ⟩ t , ∀m, n ≥ 0, therefore ⟨u, P m P t n Λ t n ⟩ = ⟨u, P n P t m Λ t m ⟩ t , ∀m, n ≥ 0, that is Λ m ⟨u, P m P t n ⟩ − ⟨u, P m P t n ⟩Λ t n = 0, ∀m, n ≥ 0. If m ̸ = n, the matrix ⟨u, P m P t n ⟩ is a solution of the equation Λ m X − X Λ t n = 0. Then, using (14) and Theorem 4.4.6 in [6] , we conclude ⟨u, P m P t n ⟩ = 0, ∀n ̸ = m. Finally, since u is a quasi-definite moment functional and {P n } n≥0 is a PS we can easily deduce that the matrix H n = ⟨u, P n P t n ⟩ is non-singular. Let L * N denote the formal Lagrange adjoint of L N , defined by means of
then it satisfies ⟨L * N [u], p⟩ = ⟨u, L N [ p]⟩, for all p ∈ P.
In this way, we have
and condition (12) can be written as follows
which is equivalent to a relation involving the polynomial coefficients of L N and u, namely
Identifying the coefficients of ∂ h p ∂ x h−i ∂ y i on both sides we get a set of 1+2+3+· · ·+ N +(N +1) conditions on u: the compatibility equations. In particular, from the highest order partial
And thus, we conclude the following {P n } n≥0 is a Bochner-Krall WOPS for a partial differential operator of spectral type L N , then the order of L N is even.
Writing the whole compatibility equation system to the full extend could be a formidable task, but for particular values of N , these equations can be obtained with the invaluable aid of some symbolic computer algebra program. In Section 5 we will study the two first cases, N = 2 and N = 4. The case N = 2 corresponds to the (extended) classical orthogonal polynomials in two variables studied by the authors in [4, 5] . In this case the compatibility equations read 2(a 2,0 u) x + (a 1,1 u) y = 2a 1,0 u, (18) (a 1,1 u) x + 2(a 0,2 u) y = 2a 0,1 u, 
The compatibility equations
Eqs. (18) and (19) are the so-called Pearson-type equations for the classical moment functional u (see also [7, 8, 19, 22] ). Eq. (20) is L * N [u] = 0, and it is not independent from (18) and (19) , in fact, it can be deduced from the Pearson-type equations applying ∂ x to (18) and ∂ y to (19) , and adding both equations. Example 1. Orthogonal polynomials with respect to the weight function ω(x, y) = (1 − x 2 − y 2 ) µ−1/2 , with µ > −1/2, defined on the unit ball satisfy the partial differential equation
with λ n = n (n + 2µ + 1) (see [3] ). The corresponding moment functional satisfies the Pearsontype equations
The case N = 4
In that case, identifying the coefficients of the third order partial derivatives in (17) we obtain the analogue of the Pearson equations 
The first order derivatives give
And, finally, from the 0-order derivative we get
The equations in the above system are not all independent, in fact, equations (22) can be obtained by means of linear combinations of first order partial derivatives of the equations in (21) . Eq. (24) is again L * N [u] = 0, and can be obtained by a similar procedure from (21) and (23) . The same technique can be used to reduce the order of equations in (23) by eliminating the higher order partial derivatives. In this way, we deduce 3(a 3,0 u) x x + 2(a 2,1 u) x y + (a 1,2 u) yy = 6(a 2,0 u) x + 3(a 1,1 u) y − 6a 1,0 u, (a 2,1 u) x x + 2(a 1,2 u) x y + 3(a 0,3 u) yy = 3(a 1,1 u) x + 6(a 0,2 u) y − 6a 0,1 u.
As conclusion, in the case N = 4, the symmetry of the operator L N on polynomials is equivalent to the system of equations provided by Eqs. (21) and (25).
Example 2. Of course, the successive iterates of the partial differential operator L 2 associated with a (generalized) classical WOPS provide trivial examples of Bochner-Krall OPS. For instance, the orthogonal polynomials with respect to the weight function ω(x, y) = (1 − x 2 − y 2 ) µ−1/2 defined on the unit ball satisfy also the fourth order partial differential equation L 2 2 [ p] = λ 2 n p, where λ n = n(n + 2µ + 1) and
However, those are not the only examples of Bochner-Krall OPS as we are going to show in the next example. It is well known [20] , that the polynomials P (0,0,M,M) k (x) satisfy the fourth order ordinary differential equation,
where λ k = k(k + 1) 
where B denotes the unit disk.
Using Eq. (26) and the special shape of the polynomials P n k (x, y), we can deduce that they satisfy a fourth order partial differential equation,  . Observe that, in this case, the eigenvalue λ k depends on the partial degree k and not on the total degree of the polynomial solution. For this reason, the spectrum of the matrices Λ n are not disjoint sets, in fact,
Therefore, hypothesis (14) in Theorem 4.2 is a sufficient but not necessary condition.
The compatibility conditions (21) Finally, we can remark that an interesting problem is that of classifying the Bochner-Krall moment functionals. In the case N = 2, Krall and Sheffer classified all the WOPS satisfying an admissible second order partial differential equation. In their classification they get nine essentially different WOPS, including several well-known families of bivariate orthogonal polynomials, but excluding others like the tensor product of Jacobi polynomials since their corresponding partial differential equation is not admissible. In the general case, this is still an open problem which deserves future research.
