Abstract-In high-speed railway communication systems, the distributed antenna systems are usually employed to mitigate frequent handover and enhance the signal-to-noise ratio to receivers. In this case, jointly optimizing downlink power allocation with antenna selection (PAWAS) can enhance system energy efficiency, while the channel state and traffic density are taken into account. Besides, two typical kinds of terrains with sparse and rich scatterings and three traffic patterns including delay-sensitive, -insensitive, and hybrid traffics are investigated in this paper. We show that severe small-scale fading decreases the ergodic capacity, which is quantitatively analyzed, and proved to be proportional to the number of selected transmit antennas. In addition, in case of delay-sensitive traffic, we show that the PAWAS can be viewed as generalized channel-inversion associated with transmit antenna selection. In case of delay-insensitive traffic, we show that when multiple antennas are selected, the power allocation can be viewed as channel-inversion, whereas when single antenna is selected, it is traditional waterfilling. In case of hybrid traffic, we prove that the optimal PAWAS method can be given by separately solving the PAWAS of its delay-sensitive and -insensitive parts. Simulation results validate our theoretical results and demonstrate that proposed PAWAS can minimize the average transmit power in cases of arbitrary traffic density and channel states.
I. INTRODUCTION

I
N RECENT decades, high-speed railway (HSR) is experiencing explosive growth, where distributed antenna systems (DASs) are usually utilized to mitigate frequent handover and improve signal to noise ratio (SNR) to receivers [1] - [3] . In the downlink, due to the high mobility of train and large spacing between adjacent radio antenna units (RAUs), the large-scale path fading between transmit and receive pairs can be fast timevarying and widely fluctuant as train running along the railway, and hence the system energy efficiency may also vary dramatically [4] - [7] . In this case, time-domain dynamic resource allocation based on channel states, such as power allocation and antenna selection, can effectively maximize the average energy efficiency. For instance, waterfilling can be adopted to achieve the best energy-efficiency in time-varying channels, and adaptive antenna selection can be used to find the best antennas to transmit with.
In the literatures, most existing works on dynamic resource allocation considered the power allocation and antenna selection separately [5] - [10] . For instance, Dong et al. introduced time-domain power allocation to HSR system by considering the fairness of system [5] , and Zhang et al. extended it by minimizing the average transmit power in cases of delay constraints [6] . Besides, the authors in [7] related the optimal transmit rates of delay-sensitive and -insensitive traffics to specific total transmit power. The antenna scheme in these papers is single-inputsingle-output (SISO). In addition, [8] , [9] and [10] provided the antenna selection strategies of centralized and distributed largescale multiple-input-multiple-output (MIMO) by maximizing the system energy efficiency. The considered scenario in these papers is static. This paper considers the optimal joint time-domain power allocation with antenna selection (PAWAS) in dynamic HSR cases, which minimizes the average transmit power. We focus on the downlink scenario, where multiple mobile relays (MRs) are mounted on the carriages, forming the two-hop architecture and multiple-input channel [2] , [6] . At the transmit side, it is allowed to adaptively select the transmit RAUs. When single RAU is selected, it is a single-input-multiple-output (SIMO) transmission, whereas when multiple RAUs are selected, it is a multiple-input-multiple-output (MIMO) transmission. Besides, considering the fact that the transmit power at each RAU is constrained by their limited module power [11] , this paper considers the transmit scheme where the selected RAUs transmit signals independently with equal power. Also, note that the problems on estimating the channel state information (CSI) and mitigating the interference caused by Doppler spread in HSR systems have been effectively addressed in the literature [2] , [3] , [20] , 0018 -9545 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. [33] . Based on these previous works, we assume that CSI can be perfectly acquired in real-time and the Doppler interference can be ignored. Then, we focus on the optimal time-domain PAWAS and discuss it in following three different traffic patterns.
The first pattern is delay-sensitive traffic, where the arrived packets need instant service and the delay limit is small compared with the coherence time of channel. In this case, the queuing process of packets can be modeled by a general G/G/1 model, and the minimal transmit rate satisfying the delay constraint is derived. The corresponding optimal PAWAS is shown to be the channel-inversion associated with antenna selection. The second pattern is delay-insensitive traffic, where delay is not a key issue. For instance, popular contents can be cashed in the MRs to support passengers to get instant access to massive contents. In this scenario, the delay requirement of sending contents to MRs can be relatively loose [12] - [14] . Noticing that the energy efficiency may vary with the allocated transmit power and the specific selected antenna scheme, the optimal power allocation and antenna selection schemes are coupled. In this case, we show that the maximum achievable system energy efficiency can be characterized by the equivalent channel gain, which is the first observation of this paper.
Applying the notion of equivalent channel gain, the optimal PAWAS for delay-insensitive traffic is derived. We show that when MIMO scheme is selected, the optimal power allocation can be viewed as channel-inversion, whereas when SIMO scheme is selected, it is traditional waterfilling. The third pattern is hybrid traffic, which is more practical in real systems. In this case, we prove that the corresponding optimal PAWAS method can be given by aggregating the PAWAS methods of its delaysensitive and -insensitive parts with a supplementary manner. Nevertheless, the above results are derived in the sparse scattering terrains, such as viaducts, wide plains, etc. This paper also considers the rich scattering terrains, such as mountain, tunnels, urban, etc., where the small-scale propagation channel can be characterized by Nakagami-m channel [15] , [16] . The ergodic capacity loss caused by small-scale fading is quantively analyzed and shown to be proportional to the number of selected RAUs. By few amendments, previous results in sparse scattering terrains can be easily extended to rich scattering terrains. Simulation results show that proposed PAWAS method can always minimize average transmit power in case of arbitrary traffic densities and channel states.
The rest of this paper is organized as follows. In Section II, the system model is introduced, and the optimal PAWAS method is mathematically formulated. In Section III, PAWAS strategies for delay-sensitive, -insensitive and hybrid traffics in sparse scattering terrains are proposed, respectively. Section IV considers rich scattering terrains and the corresponding optimal PAWAS method is proposed. Section V discusses the case where RAUs are equipped with massive antennas. In Section VI, the validity of previous theoretical results and the effectiveness of derived PAWAS are verified by numerical results. Finally, conclusions are given in Section VII. Besides, to make the formulation and discussion in the sequel more clear, a list of important notations used in this paper is given in Table I .
Notations: (·) T and (·) + denote the transpose of (·) and max((·), 0), respectively. The symbol I represents the identity matrix, and E(·) is the diagonal matrix composed by diagonal elements (·). det(·) and E(·) are the determinant and the expected value of (·), respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
This section first illustrates the downlink network model of the considered HSR communication system, where the distributed RAUs and two-hop architecture are adopted. Then, the system capacity and channel models are presented, and the problem on optimal PAWAS is stressed and mathematically formulated. Fig. 1 shows the network model of deployed DAS on HSR systems. At the downlink, a central unit (CU) connected with the Internet sends data packets to RAUs by optical fibers, and then RAUs forward the received packets to receivers with the first-infirst-out (FIFO) regime [1] - [3] . At the receive side, the two-hop architecture is adopted to enhance communication quality [1] , [6]. That is, RAUs first transmit signals to the mobile relays (MRs) mounted on the carriage. Then MRs forward signals to user equipments inside the train. Considering the large spacing between adjacent RAUs, at most two of them can be achieved by MRs [3] . Besides, for practical deployment, two MRs are equipped on the carriage [17] . Fig. 2 depicts the geometry relations of RAUs and MRs on a reference coordinate system. The dashed-line located at the middle of two RAUs is denoted as the baseline, and the cross point of baseline and railway is denoted as the origin. Then, the distance between the middle of two MRs and origin can be given by x = vt, where v is the moving velocity of train and t is the time. The spacing between adjacent RAUs and MRs are d h and d r , respectively. The vertical distance from RAUs to the railway is d v . d i,j (i, j = 1, 2) denotes the distance between RAU j and MR i . Because of the regular deployment of RAUs, the relative positions between MRs and selected RAUs varies periodically. Hence, this paper considers half duration,
A. Network Model
Note that there exists a dominant strong line-of-sight (LOS) component in HSR scenarios, which leads to strong channel correlation between the transmit-to-receive wireless links and limits the multiplex gain of centralized antenna arrays [18] . This paper mainly considers the case where RAUs are equipped with single transmit antennas. Then, the case where RAUs are equipped with massive antenna arrays is discussed in Section V. It is shown that the corresponding PAWAS method can also be given by the formulated framework of this paper.
B. Capacity and Channel Models
Recall that due to the large spacing between adjacent RAUs, at most two of them can be selected to transmit signal to MRs. Hence, the channel fading matrices corresponding to MIMO and SIMO schemes can be expressed as
respectively. h i,j (i, j = 1, 2) is the channel fading coefficient between RAU j and MR i . Then, the instantaneous system capacity can be expressed as [19] , [20] 
where W and P (t) are the available bandwidth and the overall transmit power of system, respectively. N 0 is the noise power, and T t = 1, 2 is the number of selected RAUs. Then, with proper coding over the random channel states, the achievable ergodic system capacity can be given by
In sparse scattering terrains, such as viaduct, flat plain, etc., the propagation channel can be considered as an AWGN channel, and hence the channel fading coefficient h i,j (t) can be characterized by large-scale fading [2] - [7] , i.e.
where γ is determined by the carrier frequency, antenna heights, geography, etc. ι ∈ [2, 5] is the path-loss exponent, which is constant in specific environment and can be acquired by realistic measurements [21] .
In practice, d i,j (t) can be acquired via positioning systems, such as GPS, Beidou, etc. However, in rich scattering terrains, the scattering and reflection can not be ignored. In this case, the small-scale fading can be well modeled with Nakagami-m fading, denoted as n i,j (t) (i, j = 1, 2) [15] , [16] . That is, the channel fading coefficient h i,j (t) can be given by
The power of small-scale fading n 2 i,j (t) follows gamma function Γ(m, Ω). m is the shape factor, and Ω = 1 for normalized smallscale fading.
Also, note that the problems on estimating the channel state information (CSI) and mitigating the interference caused by Doppler spread in HSR systems have been effectively addressed in the literature [2] , [3] , [20] , [33] . Based on these previous works, we assume that CSI can be perfectly acquired in realtime and the Doppler interference can be ignored. Then, we focus on the optimal time-domain PAWAS and discuss it in following three different traffic patterns.As illustrated in previous Section, there are existing works on the topics of effective channel estimation and Doppler mitigation in HSR systems. For instance, the optimal frequency and pattern on channel estimation is discussed in [20] . In [33] , a position-aided channel estimation method is proposed, which enables tracking the fast time-varying channel in real-time. In [2] , [3] , an effective and low-complexity method is proposed to reduce the interference caused by Doppler spread in both sparse and rich scattering terrains. Based on these works, we assume that the CSI can be perfectly acquired at both sides of the transmit-receive pairs, 1 and the interference caused by Doppler spread can be canceled. Then, we analyze the optimal PAWAS to maximize the energy efficiency of HSR communication systems as follows.
C. Problem Formulation
In delay-sensitive case, to track the complicated practical factors in real systems, we characterize the servicing process with a G/G/1 FIFO queuing model and denote the queuing delay as τ . The maximum tolerable queuing delay is denoted as τ max , and the average arrival rate and service rate are represented by λ s and μ s , respectively. In delay-insensitive case, we denote the arrival rate and service rate as λ i and μ i (t), respectively. Note that to minimize the average transmit power, μ i (t) is adaptively adjusted with respect to the time-varying path loss as train running along the railway. Then, the joint optimal PAWAS minimizing the average transmit power in half period can be expressed as
The constraints shown in (7a) and (7b) are the limitation on queuing delay and instantaneous transmit power, respectively. P max (t) is the maximum total transmit power of network given by
Θ characterizes the selected antenna scheme. That is, Θ = 0 and Θ = 1 represent MIMO and SIMO, respectively. P m is the maximum module power in one single RAU. Hence, the maximum total transmit power in MIMO scheme doubles that in SIMO scheme. Recall that we consider dynamically selecting the optimal antenna scheme and adjusting the corresponding 1 Note that CSI can be shared through a feedback channel or the reciprocity in frequency-division or time-division regimes, respectively. transmit power to minimize average transmit power, while satisfying the system capacity constraints. In this case, it is not necessary that the transmit power in MIMO scheme doubles or is greater than that in SIMO scheme. This is because system does not always transmit with maximum transmit power, and the allocated transmit power is also a function of traffic densities, channel fading and position of MRs, etc. The constraint (7c) is given to avoid infinite queuing delay of delay-insensitive traffic [7] . (7d) shows the minimal system capacity that satisfies the demand of hybrid traffic, whereL s andL i are the average packet lengths of delay-sensitive and -insensitive traffics, respectively.
We can observe that problem P 1 is a non-convex mixed integer nonlinear programming (MINP). Conventional methods, such as outer approximation, branch-and-bound and extended cutting plane etc., may be with high complexity in acquiring the global optimal solutions, especially in cases of large problem size [22] . That is, these methods can not be applied in considered high dynamic HSR case. In this paper, by exploiting the physical structure of the considered communication system, we define the notion of equivalent channel gain and provide an explicit solution to problem P 1 , which can be solved in real-time.
III. OPTIMAL PAWAS FOR VARIOUS PATTERNS IN SPARSE SCATTERING TERRAINS
In this section, we analyze the optimal PAWAS in sparse scattering terrains, which are analyzed in three traffic patterns, including delay-insensitive, -sensitive and hybrid traffics. We can describe the traffic pattern by a triple as (λ i , λ s , τ max ). Specifically, for delay-sensitive traffic, λ i = 0 and it can be expressed as (0, λ s , τ max ). Similarly, for delay-insensitive traffic and hybrid traffic, they can be expressed as (λ i , 0, 0) and (λ i , λ s , τ max ), respectively.
A. Optimal PAWAS for Delay-Insensitive Traffic
Firstly, we consider the delay-insensitive traffic, where The optimal PAWAS can be rewritten as
Note that the queuing delay constraint related to the delaysensitive traffic is omitted. Besides, noticing that the propagation channel in sparse scattering scenarios is AWGN, the corresponding ergodic capacity is C(t). Then, substituting (7d) into (7c), (9b) can be derived.
Recall that the antenna selection and power allocation are coupled. In this case, we define the notion of equivalent channel gain, which characterizes the maximum achievable energy efficiency of system.
Definition 1:
The equivalent channel gain is
where
Note that the index t of h i,j (t) and α i (t) (i, j = 1, 2) is omitted for the concise of paper.
Substituting (1) into (2), we can observe that the first and second part of (10) can be viewed as the channel gain of MIMO and SIMO, respectively. Then, the maximum achievable trainground channel capacity given transmit power P (t) can be rewritten as
Accordingly, the optimal antenna selection scheme can be expressed as follows. Lemma 1: 1) When P (t) ≥ ζ P , system select MIMO and Θ = 0, otherwise Θ = 1. ζ P is the power threshold defined as
2) When C(t) ≥ ζ C , system select MIMO and Θ = 0, otherwise Θ = 1. ζ C is the capacity threshold defined as
Proof: Following (10), the first part of (13) can be derived. The second part of (13) is because P (t) ≥ P m exceeds the maximum transmit power of single RAU. In this case, another RAU should be activated, and hence system forms MIMO scheme. Besides, Fig. 2 shows that we have d 12 ≤ d 21 and (13) into (12), an equivalent form of (13) can be given by (14) .
Lemma 1 shows the criteria on antenna selection. The physical meaning is that when both RAUs are reachable to MRs, MIMO scheme is preferred to exploit the transmit diversity. By contrast, when only one of the RAUs is reachable, SIMO scheme is adopted. The threshold on determining the notion of 'reachable' is given by ζ P and ζ C . Then, the optimal PAWAS for delay-insensitive traffic minimizing the average transmit power during [0, T/2] can be given as follows.
Proposition 1: For delay-insensitive traffic (λ i , 0, 0), the optimal time-domain power allocation is
and the optimal antenna selection scheme follows
is the generalized waterfilling power given by
where η * is the waterfilling coefficient satisfying
and C(t) is the channel capacity given by applying P * I (t) to (12) .
Proof: The proof is shown in Appendix A. Proposition 1 shows that the optimal PAWAS for delayinsensitive traffic is a generalized waterfilling with dynamic antenna selection. Besides, the optimal PAWAS method is explicitly given. That is, with the known traffic pattern and system structure shown in Fig. 2 , our method provides a real-time and direct solution to problem P 1-A with low computational complexity.
B. Optimal PAWAS for Delay-Sensitive Traffic
Then, we investigate the delay-sensitive traffic. Recall that the service process is modeled as a G/G/1 FIFO queuing system. In this system, let the transmit rate be R tr , and denote the general distributions of inter-arrival time and packet length as g a (t) and g len (t), respectively. Accordingly, the average service rate can be given by
and the related traffic load is ρ s = λ s /μ s . In this case, to minimize the average transmit power while satisfying the delay constraint shown in (7a), the optimal transmit rate should be adjusted according to the specific arrival time and distribution of packet length, which are summarized as follows. Lemma 2: 1) To a G/G/1 queuing system, the optimal transmit rate is
g w (t) is the probability density function of the waiting time given by
where π(·) is a linear operator which "sweeps the probability in the negative line up to the origin" [23] . Besides, when only the average inter-arrival and service time are available, the estimate of optimal transmit rate under the principle of maximum entropy is
2) To a M/G/1 queuing system, the optimal transmit rate is
where c s is the variation coefficient of service time given by c s = (S 2 − S Proof: The proof is shown in Appendix B. Lemma 2 shows the optimal transmit rate in multiple queuing systems. Besides, considering the fact that the distributions of inter-arrival and service time of G/G/1 system are not always readily available, an alternative case with limited knowledge on the average inter-arrival and service time are investigated, and the estimated optimal transmit rate is given under the maximum entropy estimation. Then, with the derived theoretical results, the optimal PAWAS can be rewritten as
p on is the power-on probability of RAUs. That is, we assume that the selected RAUs are power-on and transmit signals when the service queue is not empty. Otherwise, RAUs are power-off. (24a) and (24b) denote the lower-bound of transmit capacity and the ranges of transmit power, respectively. Then, the solution to problem P 1-B can be given by following Proposition. Proposition 2: In case of delay-sensitive traffic (0, λ s , τ max ), the optimal antenna scheme is
and the corresponding optimal transmit power is P * S (t) = arg
Specifically, when the service queue is empty, we denote P * S (t) = 0 and Θ * = 1. Proof: Since the minimum required instantaneous transmit rate is given, the minimum average transmit power is achieved when C(t) = R tr . In this case, according to Lemma 1, the optimal antenna scheme can be expressed as (25) . Also, (26) can be derived with (12) .
Proposition 2 shows that the optimal PAWAS for delaysensitive traffic is a generalized channel inversion with dynamic antenna selection. Similar to Proposition 1, the optimal PAWAS is explicitly given and can be solved in real-time. Besides, Proposition 2 implies that in case of sufficiently large R * tr , the optimal antenna scheme is MIMO for ∀t ∈ [0, T/2], as shown in following Corollary.
C and ζ (2) C are the capacity thresholds when
Proof: Substituting (11) and (4) into (14), we have
and
where x = vt. That is, the capacity threshold ζ C achieves its local maximum at x = (d h − d r )/2 and x = d h /2, and the global maximum is max(ζ
C ). According to Proposition 2,
C ). The physical meaning of Corollary 1 is that when the transmit power is high, both of the RAUs shown in Fig. 2 are reachable to MRs, and hence MIMO scheme outperforms SIMO scheme because of higher diversity gain.
C. Optimal PAWAS for Hybrid Traffic
For the hybrid traffic, the theoretical results on optimal PAWAS can be summarized as follows.
Proposition 3: For hybrid traffic (λ i , λ s , τ max ), the optimal power allocation strategy is
and the corresponding optimal antenna selection scheme is 
into (15) and (17) . C * I (t) is the supplemented transmit capacity, determined by applying P * I (t) to (12) . P * S (t) is the optimal allocated power related to (0, λ s , τ max ), determined by (26) .
Proof: The proof is shown in Appendix C. Note that the waterfilling coefficient η * shown in (31) is related to ρ s , which characterizes the stochastic arrival of delaysensitive traffic. In this way, the delay-insensitive traffic can be serviced in one period in probability, and hence infinite queuing delay can be avoided. Besides, (29) shows that the optimal transmit power for hybrid traffic is the higher one between the supplemented transmit power of delay-insensitive traffic and the allocated transmit power of delay-sensitive traffic. Hence, it is worthy to mention a specific case as follows. 
Θ * = 0; 6: else 7: Θ * = 1; 8: end if 9: P I (t) ← Substitute η into (15) and C I (t) ← log 2 (1 + (P I (t), t)P I (t)); 
Proof: To an equilibrium queuing system, we have ρ s R * tr = L s λ s . Substituting C(t) ≥ R * tr into (31), (32) can be easily derived. Then, traffics with the same value of (λ i + λ s ) have the same value of η * , resulting in identical P I (t) and C(t). Based on previous theoretical results, we can summarize the optimal PAWAS for hybrid traffic as Algorithm 1. Specifically, for delay-sensitive and -insensitive traffics, the corresponding optimal PAWAS can be given by Algorithm 1 in cases of λ i = 0 s −1 and λ s = 0 s −1 , respectively. Besides, to ensure the convergence of algorithm, the initial value of η max should be sufficiently large subject to η * ∈ [η min , η max ]. That is, the optimal waterfilling coefficient is inside of the search space. Note that the value of can be adjusted with desired precision, and with a central node, we can run Algorithm 1 in real-time.
IV. OPTIMAL PAWAS IN RICH SCATTERING TERRAINS
This section analyzes the optimal PAWAS in rich scattering terrains. In this case, we firstly illustrate the related capacity model and derive the quantized ergodic capacity loss caused by small-scale fading. Then, the corresponding optimal PAWAS method is mathematically formulated.
A. Capacity and Channel Model
In considered HSR scenario, high velocity of train leads to small coherence time compared with considered packet delay and duration [21] , and hence we can characterize system performance by ergodic capacity, which is related to the statistics of small-scale fading. Recall that the small-scale fading can be well modeled by Nakagami-m fading. Then, we can express the system ergodic capacity as follows.
Theorem 1: The ergodic capacity with Nakagami-m is
where C(t) is given by (12) and ψ(m) is the digamma function [24, (8. 
365.4)].
Proof: The proof is shown in Appendix D.
Note that Theorem 1 is derived in case of high SNR. This is because we are interested in supporting high data rate [6] . The derived results in (33) are quite informative. That is, the first part accounts for the large-scale fading, and the second part explains the ergodic capacity loss caused by Nakagami-m fading. Note that the m factor in one area can hold for a long time and can be estimated in real-time [6] , [25] , which facilitates our design of optimal PAWAS in rich scattering terrains.
B. Optimal PAWAS in Rich Scattering Terrains
We consider the hybrid traffic. With previous theoretical results, the derived optimal transmit power related to its delaysensitive and -insensitive parts can be given as follows.
Lemma 3: For hybrid traffic (λ i , λ s , τ max ) with Nakagamim fading, the optimal transmit power of its delay-sensitive and -insensitive parts are P *
S (t) = arg
respectively. P W (t) is the generalized waterfilling power expressed by
is the waterfilling coefficient. C(m, t) is the supplemented ergodic capacity determined by applying P * I (t) to (33) . The corresponding equivalent channel gain is given bŷ
Proof: The proof is shown in Appendix E. Lemma 3 shows that in Nakagami-m case, the optimal supplemented transmit power has similar expression to that in sparse scattering terrains. Then, the optimal PAWAS for hybrid traffic can be summarized as follows.
Proposition 4: For hybrid traffic (λ i , λ s , τ max ), the optimal power allocation in rich scattering terrains is
where P * I (t) and P * S (t) are the supplemented transmit power of (λ i , 0, 0) and the optimal transmit power of (0, λ s , τ max ), respectively. The corresponding optimal antenna scheme is
where P H (t)| Θ=1 and P H (t)| Θ=0 are the transmit power when the antenna schemes are given as SIMO and MIMO, respectively. Proof: The proof is shown in Appendix E. Proposition 4 shows that the optimal PAWAS in rich scattering terrains has similar expression to that in sparse scattering terrains. That is, Algorithm 1 can also be utilized in Nakagamim fading case by few amendments: 1) replace the instantaneous capacity with the ergodic capacity shown in (33); 2) generate the optimal transmit power and antenna scheme with (39) and (40), respectively. In this way, the corresponding optimal PAWAS method can be given with low computational complexity.
V. DISCUSSIONS ON MASSIVE TRANSMIT ANTENNA ARRAYS
Previous theoretical results are given when RAUs are equipped with single antennas. In addition, when RAUs are equipped with massive antenna arrays, we show that the proposed PAWAS method can be readily applied with minor modifications. In massive antenna case, two techniques can be utilized to exploit the potential multiplex gain while combating the strong channel correlation between the transmit-to-receive wireless links: spatial modulation [18] and beam-forming [26] .
To the spatial modulation technique, where each RAU only activates one of its antennas and the information bits are implicitly conveyed through the index of active antenna, denoted as i (i = 1, . . . , M) . M is the size of antenna arrays. Let X and X ch be the transmitted symbol and the symbol inherent at the index of active antenna, respectively. The corresponding received symbol is represented by Y . Then, the mutual information between the channel input and output can be described as [27] 
I(X, X ch ; Y ) = I(X; Y |X ch ) + I(X ch ; Y ).
(41)
The first part of (41) is the mutual information provided by the transmit symbol, and the second part is provided by the space domain symbols. Our previous analyses can be viewed as the special case of massive antenna where the index of active antenna is fixed. When spacial modulation is utilized, the effects of mutual information provided by the space domain symbols should be considered. In this case, I(X ch ; Y ) can be given by [28] and I(X; Y |X ch ) can be expressed as
where p(i) is the active probability of the i-th antenna. The corresponding system channel capacity C(t) can be achieved by maximizing I(X, X ch ; Y ). Then, applying the derived C(t) to Problem P 1-A and P 1-B , the PAWAS strategies for delayinsensitive and -sensitive traffics can be derived, respectively. Similarly, the PAWAS for hybrid traffic can also be expressed as the aggression of PAWAS for its delay-sensitive and -insensitive parts.
To the beam-forming technique, one of the key issues is maximizing the antenna directivity while considering the practical localization error, which has been discussed in our previous works [26] . In this case, we can formulate the equivalent channel fading coefficient by absorbing the beam-forming gain at each transmit-to-receive pair to the corresponding h i,j . Then, the capacity model can also be expressed as (2) , and the optimal PAWAS method can be analyzed within the framework proposed in this paper. Furthermore, when the beam-forming gain is fixed, the corresponding optimal PAWAS method is exactly the same as that in this paper. Besides, note that the system energy efficiency can be further enhanced by adjusting the beam-forming gains according to traffic patterns and the position of train, which needs to be analyzed in future works.
VI. NUMERICAL RESULTS
In this section, numerical results are presented to show the validity of our theoretical results and provide more insights on the effectiveness of proposed PAWAS method. The common parameters are listed in Table II , and without loss of generality, we let γ = 1. Considering the fact that the receive diversity increases with respect to the MR gaps, we adopt the length of train as our simulation parameter, which is the maximal feasible d r and may lead to the highest energy efficiency. To smaller MR gaps, the receive diversity is decreased, and hence MIMO antenna scheme outperforms SIMO antenna scheme in less cases. Consider an extremal case of d r = 0 m. Obviously, the corresponding optimal antenna scheme is SIMO, and system loses the potential benefits resulted by transmit and receive diversities. Besides, note that in optimization problems P 1-A and P 1-B , the objective functions (9) and (24) and both sides of the constraint (9b) are linear with the duration T , which can be rewritten as d h /v. Hence, the different setting of v does not influence the performance of PAWAS, and the ambitious velocity 500 km/h is adopted as our simulation parameter. To other practical parameter settings, we can prove that the proposed PAWAS method has similar performance.
Note that in previous works on antenna selection, only the static case is considered. Besides, in considered dynamic HSR system, the conventional downlink antenna scheme is fixed as SIMO or MIMO. Therefore, to highlight the effectiveness of proposed PAWAS method, MIMO and SIMO antenna schemes with time-domain power allocation (TPA) and equal power allocation (EPA) are utilized for comparison in this paper.
A. Delay-Sensitive Traffic in Sparse Scattering Terrains
The performance on delay-sensitive traffic is investigated. Fig. 3 depicts energy performance of PAWAS versus various delay-sensitive traffic densities by comparing PAWAS with the time-domain power allocation strategies with fixed antenna schemes. Fig. 3(a) depicts the effects of limited P m . When x ∈ [450, 500] m, because of limited single RAU transmit power P m , RAU 2 can not provide sufficient transmit capacity. In this case, system is forced to select the energy inefficient MIMO scheme to provide sufficient transmit capacity. That is, to maximize the energy efficiency of system, P m should be sufficiently large, especially in case of high traffic density. Then, under P m = +∞, the performance of PAWAS is depicted in Fig. 3(b) . It is shown that PAWAS method always selects the antenna scheme with less transmit power, and hence the average transmit power is minimized in case of arbitrary traffic densities. Besides, note that as shown in Fig. 2 , MR 2 hits RAU 2 at x = 300 m, where the channel gain achieves its maximum. Then, Fig. 3(b) shows that the proposed PAWAS method can be considered as the generalization of channel-inversion. Fig. 3(c) and Fig. 3(d) depict the average transmit power versus the arrival rate of delay-sensitive traffic. It can be seen that the optimal dynamic antenna selection scheme degrades to SIMO and MIMO in low and high traffic cases, respectively. This agrees with our theoretical results shown in Corollary 1. Besides, compared with the best fixed antenna scheme, more than 10% of transmit power can be saved by applying PAWAS in case of λ s ∈ (200, 1000).
To the switching between MIMO and SIMO schemes, Fig. 3(b) shows that the switching point is x = 200 m. In this case, system capacity agrees with the theoretical capacity threshold given by Lemma 1, which verifies our theoretical results. Also, Fig. 3(b) shows that in cases where d 1,1 and d 2,2 are comparable, as in x = 0 m, the optimal antenna scheme is MIMO. By contrast, in cases where d 1,1 and d 2,2 have large difference, as in x = 300 m, the optimal antenna scheme is SIMO. This agrees with with Lemma 1, and a intuitive understanding is that when both RAUs are reachable to MRs, MIMO outperforms SIMO because of larger diversity gain. By contrast, when MRs hits one of the RAUs, it is more energy efficient to allocate full transmit power to this RAU because of less path loss.
B. Delay-Insensitive Traffic in Sparse Scattering Terrains
In case of delay-insensitive traffic, Fig. 4 depicts the average transmit power versus the arrival rate of delay-insensitive traffic. In Fig. 4(a) , the average transmit power of PAWAS meets that of SIMO-TPA and MIMO-TPA in cases of low and high traffic densities, respectively. This demonstrates that in case of low and high traffic density, time-domain power allocation strategies with fixed SIMO and MIMO antenna schemes are suboptimal, respectively. This agrees with Lemma 1. Fig. 4(b) shows that in low traffic density case, the ranking of the average transmit power performance is MIMO-EPA> MIMO-TPA> SIMO-EPA> SIMO-TPA. In high traffic density case, the average transmit power of TPA meets that of EPA. Besides, it is shown that in high traffic case, time-domain power allocation degrades to equal power allocation, which is intuitive. That is, the optimal PAWAS method degrades to MIMO with equal power allocation strategy in high traffic density case. Note that even though there exist suboptimal strategies in specific cases, numerical results demonstrates that only the optimal PAWAS method can minimize the average transmit power in arbitrary traffic densities. Furthermore, noticing that the average power is depicted in log-scale, the proposed PAWAS method can reduce the energy consumption by more than 10% in case of λ i ∈ (700, 1100), compared with the best of MIMO-TPA and SIMO-TPA methods.
Therefore, similar to the observations in Section VI-A, we conclude that the PAWAS method effectively minimizes average transmit power for arbitrary traffic density, which avoids the potential tremendous energy cost of other existing strategies at the same time. Then, considering the fact that hybrid traffic is the aggregation of delay-sensitive and -insensitive traffic, this conclusion also holds in the hybrid traffic case. respectively. Note that for the concise of figures, only the supposed allocated power of stochastically arrived delay-sensitive traffic is depicted, denoted as the delay-sensitive bound. It can be seen that the delay-sensitive bounds consist with Fig. 3 . Therefore, this part only investigates the performance of PAWAS method related to delay-insensitive traffic in 'Idle' status.
C. Hybrid Traffic in Sparse Scattering Terrains
Recall that in Fig. 2 , MR 2 hits RAU 2 at x = 300 m, where the channel gain achieves its maximum. From Fig. 5(a) and Fig. 5(b) , it can be observed that the optimal power allocation in case of SIMO scheme is waterfilling. Besides, Fig. 5(c) and Fig. 5(d) show that similar to the situation shown in Section VI-B, the time-domain waterfilling also degrades to equal power allocation in case of high traffic density for the same reason. Moreover, Fig. 5 shows that the optimal power allocation in case of MIMO scheme can be viewed as channelinversion. This can be demonstrated by following Lemma.
Lemma 4:
In cases where b 1 /a 1 < b 2 /a 2 and x > 2, the following inequality holds
Proof: The proof is shown in Appendix F. Note that the proportion from (α 1 α 2 − β 2 )/4 to (α 1 + α 2 )/2 decreases with respect to increasing distance between the train and x = 300 m, which can be derived with (12) . In our considered case with high traffic density, P (t) > 2 holds. Then, Lemma 4 shows that channel inversion method can increase system capacity without increasing transmit power, compared with equal power allocation and waterfilling method. That is, the optimal power allocation in cases of MIMO scheme is channelinversion. Fig. 5(a) shows that in low traffic density cases, the optimal antenna scheme is SIMO, which agrees with previous conclusions of delay-insensitive traffic. However, Fig. 5(b) and The effects of P m are depicted in Fig. 6 , where the simulated traffic is (800, 300, 10). Comparing Fig. 6(a) with Fig. 5(c) , it can be seen that the limited module power in single RAU constraints the maximum transmit power of system. Besides, as shown in Fig. 6(b) , the switching point between MIMO and SIMO schemes are shifted to x = 500 m with respected to decreasing P m , which also increases the average transmit power. Therefore, to maintain the energy efficiency of system, it is essential to provide sufficiently large module power in RAUs, especially in cases of high traffic densities. This consists with the observations given by Fig. 3(a) . Fig. 7(a) depicts the simulated and theoretical ergodic capacity via Monte-Carlo method, where the repetition number is 2000, and to support high transmit rate, the transmit SNRs in SIMO and MIMO schemes are 110 dB and 130 dB, respectively. It can be observed that our theoretical ergodic capacity converges to the simulated ergodic capacity, which verifies the effectiveness of Theorem 1. However, in cases of large path loss, as in x ∈ [0, 100], there exist differences between theoretical and simulated capacities. This is because large path loss invalidates the high SNR assumption.
D. Hybrid Traffic in Rich Scattering Terrains
The relative error between the simulated and theoretical cumulative capacities Er c and the ergodic capacity loss D m versus m are depicted in Fig. 7(b) . It is shown that our theoretical results has high approximation accuracy in a wide range of m.
Besides, as we can expected, the ergodic capacity loss caused by the small-scale fading vanishes as m → ∞, implying that in case of high m, the performance of PAWAS method consists that in sparse scattering terrains. This can be verified by comparing Fig. 7(d) with Fig. 5(c) . Also, compared with Fig. 5(c) , Fig. 7(c) shows that severe small-scale fading greatly increases the required transmit power, which is intuitive. Further, since the capacity loss in MIMO scheme doubles that in SIMO scheme, SIMO is selected in more positions as train running along the railway.
VII. CONCLUSION
This paper focuses on the downlink HSR communication system with distributed RAUs and proposes a joint optimal PAWAS method to minimize the average transmit power. We consider two typical kinds of terrains with sparse and rich scatterings and three traffic patterns including delay-sensitive, -insensitive and hybrid traffics. It is shown that in rich scattering terrains, the small-scale fading can be characterized by Nakagami-m distribution and the resulted ergodic capacity loss is proportional to the number of selected RAUs. Then, by defining the notion of equivalent channel gain, the optimal PAWAS strategies are explicitly given and can be solved with low complexity, which enables its application to the high dynamic HSR scenario. It is shown that the PAWAS in case of delay-sensitive traffic is generalized channel-inversion with transmit antenna selection. In case of delay-insensitive traffic, when the selected antenna scheme is MIMO, the optimal power allocation is channel-inversion, whereas when the selected antenna scheme is SIMO, it becomes traditional waterfilling. To the hybrid traffic case, the optimal PAWAS method is the aggression of the PAWAS corresponding to its delay-sensitive and -insensitive parts. Compared with other existing power allocation and antenna selection methods, simulation results show that proposed joint optimal PAWAS method can minimize average transmit power in case of arbitrary traffic patterns and channel states.
APPENDIX
A. Proof for Proposition 1
In the original optimization problem P 1-A , the minimal transmit energy is achieved when the left and right hands of (9b) is equal. In this case, it can be seen that the objective function is linear with P (t) and the constraint set is convex. Therefore, there is a unique solution for the optimization problem [29] . The corresponding Lagrangian function is obtained as follows
where η ln 2 is the Lagrangian multiplier, and η is denoted as the waterfilling coefficient. Solving this optimization problem needs to differentiate L(P (t), η ln 2) with respect to P (t), which is equivalent to take the derivative of the integrand ∂ L(P (t),η ln 2) ∂ t with respect to P (t), according to Euler's Formula. Besides, let the derivative equal to zero, we have
Then, considering the limitation of P (t) given in (9a), the optimal waterfilling power can be given by (17) , which can be verified by utilizing the Karush-Kuhn-Tucker (KKT) conditions. Correspondingly, the optimal instantaneous transmit power can be given by (15) . Substituting (15) into P 1-A , the optimal value of η can be determined. This completes the proof.
B. Proof for Lemma 2
According to Shannon's theory, the energy-efficiency decreases with respect to increasing transmit power. In this case, given the service amount, prolonging service time can effectively decrease the transmit energy. That is, in both SIMO and MIMO schemes, no matter what the specific distributions of arrival time and packet length are, the optimal queuing delay is τ * = τ max . In G/G/1 system, with the Lindley's integral equation, the distribution of waiting time can be given by (21) [30] . Then, with τ * = τ max , (20) can be obtained. When only the first moment of inter-arrival and service time are given, the maximum entropy estimation of g w (t) can be expressed as [31] 
Then, the expected value of estimated waiting time can be given bȳ
and the approximated optimal transmit rate corresponding to τ max can be immediately derived as (22) . Similarly, in M/G/1 system, the average waiting time is
where c s is the variation coefficient of service time. In M/D/1 case, the service time is deterministic, and hence c s = 0. Besides, in M/M/1 case, the variance and mean of service time are μ 
C. Proof for Proposition 3
To demonstrate the optimal PAWAS for hybrid traffic (λ i , λ s , τ max ), we take (40, 1, 110) with a M/M/1 queuing system for example. Fig. 8 depicts the optimal power allocation for delay-sensitive and -insensitive traffics, respectively. The solid lines in Fig. 8(a) and Fig. 8(b) separately denote the allocated power and capacity related to the delay-insensitive part (40, 0, 0). Note that the service process related to the delaysensitive part (0, 1, 110) is probabilistic, we use the scattered vertical black bars in Fig. 8(a) and Fig. 8(b) to denote the stochastically allocated power and capacity, respectively. Besides, the dashed lines are the corresponding bounds of power and capacity.
Then, we prove Proposition 3 by extending theoretical results of delay-insensitive traffic to hybrid traffic. Observing the hybrid traffic case shown in Fig. 8(b) , we can see that servicing delaysensitive traffic occupies C(t) in the service capacity of delayinsensitive traffic in t ∈ [0, 90/v], whereas in t ∈ [90/v, 500/v], it occupies R * tr , as defined in Lemma 2. Denote the cumulative capacity occupied by delay-sensitive traffic in half period as S op . For general hybrid traffic, since the busy probability corresponding to delay-sensitive traffic is ρ s , the expected value of S op can be expressed as 
D. Proof for Theorem 1
To derive the ergodic capacity in case of Nakagami-m fading, we give the following lemma.
Lemma 5: Let Q be a n × n Hermitian matrix with diagonal elements denoted by d i,i (i = 1, 2, . . . , n) and the eigenvalues denoted by λ i (i = 1, 2, . . . , n) . Then, we have 
Note that the time index is omitted. Then, in high SNR regimes, the system capacity can be rewritten as
Substituting (53) 
Note that the distribution of two summed gamma variables, denoted as 2,1 ) is the weighted average of two identical independent gamma distributed fading factors, its distribution also follows Γ(m, θ). Therefore, the expected value in (55) can be rewritten as (57) into (56) and noticing that in high SNR regime, the instantaneous capacity of MIMO system can be approximated by C(t) = W log 2 (P α 1 /2) + W log 2 (P α 2 /2), the ergodic capacity of MIMO scheme in Nakagami-m fading case can be given by (33) . Similarly, in SIMO scheme, the corresponding ergodic capacity can be given by (33) . This completes the proof.
E. Proof of Lemma 3 and Proposition 4
Note that the capacity loss caused by small-scale fading shown at the second part of (33) is only determined by m. Substituting (33) into (44), it can be derived that P W (t) under Nakagami-m fading can be given by (36). Accordingly, the optimal transmit power related to delay-sensitive traffic can be rewritten as (34). Besides, similar with the theoretical analysis in Lemma 1, to minimize the transmit power, antenna scheme with higher ergodic capacity should be selected, and the equivalent channel gain can be rewritten as (38). The derived theoretical results are summarized in Lemma 3.
Further, according to the theoretical results shown in Proposition 3, the optimal power allocation can be given by (39). In this case, since the ergodic capacity loss caused by small-scale fading in MIMO doubles that in SIMO, it is hard to derive explicit ζ c and ζ P . Therefore, the corresponding antenna selection scheme can be rewritten as (40). In this way, the instantaneous transmit power is minimized. This completes the proof of Proposition 4.
F. Proof of Lemma 4
The left hand of (43) can be written as = f 1 (x) + f 2 (x) +δx
In (a), δx 2 is omitted for δx → 0, and (b) comes from log(1 + x) = x as x → 0. Substituting b 1 /a 1 < b 2 /a 2 and x > 2 into (b), (c) can be easily derived. That is, the left hand of (43) holds. Similarly, substituting δx = −δx into (58), the right hand of (43) can be proved.
