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Abstract
Globevnik gave the definition of boundary for a subspace A ⊂ Cb(Ω). This is a subset of Ω that is a norming set for A. We
introduce the concept of numerical boundary. For a Banach space X, a subset B ⊂ Π(X) is a numerical boundary for a subspace
A ⊂ Cb(BX,X) if the numerical radius of f is the supremum of the modulus of all the evaluations of f at B, for every f in A. We
give examples of numerical boundaries for the complex spaces X = c0, C(K) and d∗(w,1), the predual of the Lorentz sequence
space d(w,1). In all these cases (if K is infinite) we show that there are closed and disjoint numerical boundaries for the space of
the functions from BX to X which are uniformly continuous and holomorphic on the open unit ball and there is no minimal closed
numerical boundary. In the case of c0, we characterize the numerical boundaries for that space of holomorphic functions.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Globevnik [12] introduced the concept of boundary of an algebra A ⊂ Cb(Ω) for a nonnecessarily compact topo-
logical space Ω and studied the boundaries for Ω = Bc0 and A a certain space of holomorphic functions. After
him, some authors studied boundaries for spaces of holomorphic functions on some other classical Banach spaces
(see [1–3,5,6,9,10,15]). In 1971, Harris [14] introduced the definition of spatial numerical range for a bounded and
holomorphic function defined on a Banach space and the corresponding concept of numerical radius.
Throughout the following paper we will just consider complex Banach spaces. For a Banach space X, SX and BX
will be the unit sphere and the closed unit ball of X, respectively.
The spatial numerical range of a bounded function f from BX to X is given by
W(f ) := {x∗(f (x)): (x, x∗) ∈ Π(X)},
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Π(X) := {(x, x∗) ∈ SX × SX∗ : x∗(x) = 1}.
The numerical radius v(f ) is just the number
v(f ) := sup{|λ|: λ ∈ W(f )}.
For a linear space A ⊂ Cb(BX,X), we give the corresponding definition of numerical boundary for A. We say that
B ⊂ Π(X) is a numerical boundary for A if
sup
(x,x∗)∈B
∣∣x∗(f (x))∣∣= v(f ), ∀f ∈ A.
In Section 2, we show that the only closed numerical boundary for the space of degree one polynomials from X
to X is Π(X) if all the elements in SX are denting points and X∗ is strictly convex (Theorem 2.7). There is also a
nonlinear version of this result that uses the notion of strong peak point instead of denting point (Theorem 2.8). Also
by assuming special conditions on X, satisfied by c0 or C(K), we relate the concept of numerical boundary and the
classical concept of boundary (Proposition 2.11).
In the rest of the paper we give examples of proper numerical boundaries for some classical Banach spaces. Sec-
tion 3 is devoted to the case of c0. In this space, the norm and the numerical radius coincide for every function from
Bc0 to c0 that is bounded and holomorphic on the open unit ball (Corollary 3.2). We give examples of numerical
boundaries in this special case for that class of holomorphic functions (Theorem 3.1). As a consequence of that result,
we can construct (‖ ‖ × w∗)-closed numerical boundaries which are disjoint. This fact generalizes previous results
due to Globevnik [13].
In the next section, we work with d∗(w,1) (w is a certain sequence of weights), the canonical predual of the
Lorentz sequence space d(w,1). In this case, we prove the existence of two disjoint and closed numerical boundaries
for the space of bounded and uniformly continuous functions from Bd∗(w,1) to d∗(w,1) which are holomorphic on the
open unit ball (Theorem 4.3). The analogous result for the norm in this case appears in [15] and [4].
Section 5 is dedicated to C(K). This space is a new example where the equation v(h) = ‖h‖ is valid for every
bounded function h from the unit ball to the space which is holomorphic on the open unit ball (Proposition 5.1). If K
is finite, then there is a minimal closed numerical boundary, the subset{(
x,
1
x(t)
δt
)
:
∣∣x(k)∣∣= 1, ∀k ∈ K, t ∈ K}.
If K is infinite, for the norm case, it was proved by Choi, Kim, García and Maestre (scattered case) [8] and by
Acosta [1] (general case) that there is no minimal closed boundary for the space of the bounded functions from
BC(K) to C(K) that are holomorphic on the open unit ball. Here we prove the same result for numerical boundaries
(Theorem 5.2).
Finally, in Section 6, we come back to the case of c0. Here we improve the results given in Section 3, by showing
a characterization of the numerical boundaries for the space of degree one polynomials (Theorem 6.2). This char-
acterization also holds for the space of bounded functions from Bc0 to c0 holomorphic on the open unit ball. This
generalizes previous results due to Globevnik [13].
2. Some spaces for which the minimal closed numerical boundary is Π(X)
Throughout the following section, X will be a Banach space and X∗ its topological dual. We will denote by π1 and
π2 the two coordinate projections defined on X × X∗, that is
π1 : X ×X∗ → X, π2 : X × X∗ → X∗,
given by
π1(x, x
∗) = x, π2(x, x∗) = x∗.
The spatial numerical range was introduced by Harris [14] for holomorphic functions. If X is a Banach space, we
will denote by Π(X) the subset given by
Π(X) := {(x, x∗) ∈ SX × SX∗ : x∗(x) = 1}.
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W(f ) := {x∗(f (x)): (x, x∗) ∈ Π(X)}.
The numerical radius v(f ) is just the number
v(f ) := sup{|λ|: λ ∈ W(f )}.
Definition 2.1. A subset B ⊂ Π(X) is a numerical boundary for a subspace A ⊂ Cb(BX,X) if and only if,
v(f ) = sup
(z,z∗)∈B
∣∣z∗(f (z))∣∣, ∀f ∈ A.
In the case that B is a (‖ ‖ × w∗)-closed numerical boundary for A ⊂ Cb(BX,X) that is minimal under the previous
conditions, we will say that B is the numerical Šilov boundary.
Definition 2.2. An element x0 ∈ BX is a denting point of the unit ball if it is contained in slices of arbitrarily small
diameter, that is,
∀ε > 0 ∃x∗ ∈ SX∗, 0 < α < 1: x0 ∈ S(BX,x∗, α), diamS(BX,x∗, α) < ε,
where S(BX,x∗, α) = {x ∈ BX: Rex∗(x) > 1 − α}.
Lemma 2.3. Assume that X is a Banach space and B is a numerical boundary for a subspace of Cb(BX,X) that
contains the space of degree one polynomials. Then for every denting point x0 of the unit sphere of X it is satisfied
dist(x0,π1(B)) = 0.
Proof. Assume that dist(x0,π1(B))  r > 0. Since x0 is a denting point of the unit ball, for every 0 < ε < r , there
is y∗ ∈ SX∗ such that diamS(BX,y∗, α) < ε and x0 ∈ S(BX,y∗, α). Let us choose 0 < η small enough such that
4 − α2 < (2 − η)2(1 − η)2 and y ∈ SX such that Rey∗(y) > 1 − η24 and define the function h given by
h(x) := (1 + y∗(x))y (x ∈ X).
Then h is a degree one polynomial from X to X. By the Bishop–Phelps–Bollobás Theorem [7, Theorem 16.1], there
is (z0, z∗0) ∈ Π(X) such that
‖z0 − y‖ < η,
∥∥z∗0 − y∗∥∥< η.
Hence
2 v(h)
∣∣z∗0(h(z0))∣∣= ∣∣1 + y∗(z0)∣∣∣∣z∗0(y)∣∣ ∣∣1 + Rey∗(z0)∣∣∣∣z∗0(z0)+ z∗0(y − z0)∣∣ (2 − η)(1 − η).
On the other hand, if (z, z∗) ∈ B , we know that ‖z − x0‖ r and so z /∈ S(BX,y∗, α), that is, Rey∗(z) 1 − α. As a
consequence,
α 
∣∣Rey∗(z) − 1∣∣ ∣∣y∗(z) − 1∣∣,
and so∣∣z∗(h(z))∣∣ ∣∣1 + y∗(z)∣∣<√4 − α2 < (2 − η)(1 − η) v(h),
and this contradicts the fact that B is a numerical boundary. 
Now we will obtain the corresponding nonlinear version of the above result.
Definition 2.4. Let A be a linear subspace of Cb(BX). An element x0 ∈ SX is called a peak point for A if there is
some f ∈ A such that f (x0) = 1 and |f (x)| < 1, ∀x ∈ BX\{x0}. An element x0 ∈ SX is called a strong peak point for
A if there is some f ∈ A such that f (x0) = ‖f ‖ = 1 and such that
xn ∈ BX, ∀n,
{∣∣f (xn)∣∣}→ 1 ⇒ {xn} ‖ ‖−→ x0.
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f ∈ S, x ∈ X ⇒ f (.)x ∈ A.
If x0 ∈ SX is a strong peak point for S and B is a numerical boundary for A, then dist(x0,π1(B)) = 0.
Proof. Since x0 is a strong peak point for S , there is a normalized function g ∈ S such that g(x0) = 1 and satisfying
also
xn ∈ BX,∀n,
{∣∣g(xn)∣∣}→ 1 ⇒ {xn} ‖ ‖−→ x0. (1)
We define the function given by
h(x) := g(x)x0 (x ∈ BX).
h clearly belongs to A and if we evaluate at any element (x0, y∗) ∈ Π(X) we obtain that v(h) = 1. Since B is a
numerical boundary, there exists a sequence (zn, z∗n) ∈ B satisfying {|z∗n(h(zn))|} → 1 and so {|g(zn)|} → 1. In view
of (1) {zn} converges to x0 and so dist(x0,π1(B)) = 0 as we wanted to prove. 
Remark 2.6. Π(X) is closed in X × X∗ under the product of the norm and the w∗-topology.
Proof. Suppose that {(xλ, x∗λ)} is a net in Π(X) that converges to an element (x, x∗) ∈ X×X∗. Since {xλ} converges
in norm to x, then ‖x‖ = 1; also {x∗λ} converges to x∗ in the w∗-topology, then x∗ is in the unit ball of X∗. We have
that ∣∣1 − x∗(x)∣∣= ∣∣x∗λ(xλ)− x∗(x)∣∣ ∣∣x∗λ(xλ − x)∣∣+ ∣∣x∗λ(x) − x∗(x)∣∣ ‖xλ − x‖ + ∣∣x∗λ(x) − x∗(x)∣∣.
By taking limits we obtain that x∗(x) = 1 and so (x, x∗) ∈ Π(X). 
Under some conditions, the numerical Šilov boundary exists and coincides with Π(X).
Theorem 2.7. Assume that X is a Banach space for which SX is contained in the set of denting points of BX and X∗
is strictly convex. Then Π(X) is the numerical Šilov boundary for the space of degree one polynomials from X to X.
Proof. Let B be a proper closed subset of Π(X). We will check that π1(B) is closed for the norm topology. Let {xn}
be a sequence in π1(B) satisfying {xn} ‖ ‖−→ x ∈ X. Then there is a sequence {x∗n} ∈ X∗ such that (xn, x∗n) ∈ B for
every n. By w∗-compactness of BX∗ , there is a cluster point x∗ ∈ BX∗ in the w∗-topology. Since B is closed, then
(x, x∗) ∈ B and so x ∈ π1(B) and we showed that π1(B) is closed.
By Lemma 2.3, since B is a numerical boundary for the space of degree one polynomials on X, we know that
SX ⊂ π1(B) = π1(B). Since X∗ is strictly convex, then X is smooth and so B = Π(X). 
By using the same kind of argument and Lemma 2.5 we obtain the corresponding nonlinear version of the previous
result:
Theorem 2.8. Assume that X is a Banach space, S ⊂ Cb(BX), A ⊂ Cb(BX,X) are linear spaces such that
f ∈ S, x ∈ X ⇒ f (.)x ∈ A.
If SX contains a dense subset of strong peak points for S , and X∗ is strictly convex, then Π(X) is the numerical Šilov
boundary for the space A.
We will denote by A∞(BX;X) the space of functions from BX to X that are bounded, continuous and holomorphic
on the open unit ball of X, and
Au(BX;X) :=
{
f ∈ A∞(BX;X): f is uniformly continuous
}
.
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‖f ‖ = sup
x∈BX
∥∥f (x)∥∥ (f ∈ A∞(BX;X)).
In the case that the Banach space X is not reflexive, the following result gives examples of spaces for which there
are proper norm closed numerical boundaries.
Proposition 2.9. Let X be a Banach space. Then the subset Γ given by{
(x∗, x): (x, x∗) ∈ Π(X)}
is a numerical boundary for Au(BX∗;X∗).
Proof. The Bishop–Phelps Theorem asserts that the set of norm attaining functionals is norm dense in X∗. Then the
statement follows from [16, Corollary 2.8 and Theorem 2.5] since
coW(h) = co{x∗(h(x)): (x∗, x) ∈ Γ }= V (h),
for h ∈ Au(BX∗ ;X∗). 
Definition 2.10. A subset B ⊂ BX is a boundary for a subspace A ⊂ Cb(BX) if
‖f ‖ = sup
z∈B
∣∣f (z)∣∣, ∀f ∈ A.
The following result relates the numerical boundaries and the boundaries for some Banach spaces. We will check
later that this class of spaces contains c0 and C(K).
Proposition 2.11. Let X be a Banach space such that v(h) = ‖h‖ for every h in A∞(BX;X). If B ⊂ Π(X) is a
numerical boundary for A∞(BX;X), then π1(B) is a boundary for A∞(BX). The corresponding result also holds
for Au(BX) and Au(BX;X).
Proof. If π1(B) is not a boundary for A∞(BX), then there is an element x0 ∈ SX and a function h ∈ A∞(BX) with
‖h‖ = 1 such that
sup
x∈π1(B)
∣∣h(x)∣∣< ∣∣h(x0)∣∣ 1.
The function φ given by
φ(x) = h(x)x0 (x ∈ X)
is an element in A∞(BX;X) satisfying ‖φ‖ = 1 and so v(φ) = 1, but
v(φ) = sup
(x,x∗)∈B
∣∣x∗(φ(x))∣∣= sup
(x,x∗)∈B
∣∣h(x)∣∣∣∣x∗(x0)∣∣ sup
x∈π1(B)
∣∣h(x)∣∣< ∣∣h(x0)∣∣ 1,
which is a contradiction.
The same argument works for Au(BX) and Au(BX;X). 
3. Non existence of numerical Šilov boundaries for c0
Now we will give examples of numerical boundaries for A∞(Bc0; c0). This result generalizes [13, Theorem 1.5].
Theorem 3.1. Assume that {Fn} is an increasing sequence of finite subsets of N satisfying ⋃n Fn = N and consider
the subset of Π(c0) given by
AF :=
⋃
n
{
(x, x∗) ∈ Π(c0): suppx = Fn,
∣∣x(i)∣∣= 1, ∀i ∈ Fn, x∗ ∈ Ce∗k for some k}.
Then AF is a numerical boundary for A∞(Bc0; c0).
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h ∈ A∞(Bc0; c0). Then by using the Maximum Modulus Theorem we know that
‖h‖ = sup
n
‖h ◦ Pn‖ = sup
m,n
‖Pm ◦ h ◦ Pn‖ = sup
n
‖Pn ◦ h ◦ Pn‖
= sup
n
{‖Pn ◦ h ◦ Pnx‖: x ∈ [e1, . . . , en], ∣∣x(j)∣∣= 1, ∀j ∈ {1, . . . , n}}
= sup
n
{∣∣e∗k(h(x))∣∣: x ∈ [e1, . . . , en], ∣∣x(j)∣∣= 1, ∀j ∈ {1, . . . , n}, 1 k  n}
 sup
{∣∣x∗(h(x))∣∣: (x, x∗) ∈ Π(c0)}= v(h).
As a consequence, v(h) = ‖h‖.
Now, given ε > 0, there are nonnegative integers k and n with k  n, and an element x ∈ c0 such that suppx =
{1, . . . , n}, |x(j)| = 1, for every 1 j  n and∣∣e∗k(h(x))∣∣> ‖h‖ − ε.
By assumption we can choose Fm large enough such that {1, . . . , n} ⊂ Fm. In the case that Fm coincides with
{1, . . . , n}, then we are done since (x, 1
x(k)
e∗k ) ∈ AF and |e∗k (h(x))| > ‖h‖ − ε. Otherwise, let us choose any ele-
ment z ∈ c0 such that supp z = Fm\{1, . . . , n} and |z(j)| = 1, ∀j ∈ supp z. We can apply the Maximum Modulus
Theorem to the function
D(0,1) → C,
λ → e∗k
(
h(x + λz)).
Hence there is λ0 ∈ C with |λ0| = 1 where the maximum modulus is attained and so, if we write y = x + λ0z, the
element (y, 1
y(k)
e∗k ) ∈ AF and satisfies∣∣e∗k(h(y))∣∣ ∣∣e∗k(h(x))∣∣> ‖h‖ − ε.
Hence AF is a numerical boundary for A∞(Bc0; c0). 
The next result generalizes [11, Theorem 3.1(ii)] and it is a consequence of the previous proof.
Corollary 3.2. For every h ∈ A∞(Bc0; c0) it holds
v(h) = ‖h‖
and the set
B := {(x, x∗) ∈ Π(c0): ∃n, ∣∣x(j)∣∣ 1 ∀j  n, ∃k  n, x∗ ∈ Ce∗k}
is a numerical boundary for A∞(Bc0; c0).
Theorem 3.3. There are two closed numerical boundaries (in the product of the norm and the w∗ topologies) B,S ⊂
Π(c0) satisfying
dist
(
π1(B),π1(S)
)
 1.
If B ⊂ Π(c0) is a numerical boundary for A∞(Bc0; c0), 0 < r < 1 and x0 ∈ π1(B), then B\{(x, x∗) ∈ Π(c0):‖x − x0‖ < r} is also a numerical boundary for A∞(Bc0; c0).
As a consequence, there is no numerical Šilov boundary for any subspace of A∞(Bc0; c0) containing the rank-one
operators from c0 to c0.
Proof. If we use two increasing sequences of subsets {Fn} and {Gn} satisfying the assumption of Theorem 3.1, and
such that Fn = Gm, ∀n,m, then we obtain that the corresponding sets AF ,AG are two disjoint numerical boundaries.
In fact they satisfy
dist
(
π1(AF ),π1(AG)
)
 1.
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bounded sets, assume that {(xn, x∗n)} is a sequence in AF that converges to an element (x, x∗) in c0 × 1. Then for
every n, there is a finite set Fσ(n) such that
suppxn = Fσ(n),
∣∣xn(j)∣∣= 1, ∀j ∈ Fσ(n).
Since {xn(k)} → x(k) for every k, then for any k we have that x(k) = 0 or |x(k)| = 1. If we write J := suppx, then
by using the norm convergence of {xn} to x, we obtain that for every n large enough it holds J = Fσ(n). By the
description of AF x∗n ∈ { 1xn(m)e∗m: m ∈ J } for n large enough and so, since { 1xn(m) } → 1x(m) for every m ∈ J , we obtain
that x∗ ∈ { 1
x(m)
e∗m: m ∈ J }, hence (x, x∗) ∈ AF and AF is closed.
Let B ⊂ Π(c0) be a numerical boundary for A∞(Bc0; c0), 0 < r < 1 and x0 ∈ π1(B). For every function h ∈
A∞(Bc0; c0), given 0 < ε < 1−r3 , there is an element (x, x∗) ∈ Π(c0) such that |x∗(h(x))| > v(h) − ε.
There is a positive integer N such that∣∣x0(n)∣∣< ε, ∀nN.
By the Maximum Modulus Theorem, there is an element z ∈ Sc0 such that |z(N)| = 1, (z, x∗) ∈ Π(c0) and∣∣x∗(h(z))∣∣ ∣∣x∗(h(x))∣∣> v(h)− ε.
If λ is a complex number with |λ| = 1 and satisfies |x∗h(z) + λe∗N(z)| = |x∗(h(z))| + 1, then the function g given by
g(y) := h(y) + λe∗N(y)z (y ∈ Bc0)
belongs to A∞(Bc0; c0) and
v(g)
∣∣x∗(g(z))∣∣ v(h)− ε + 1.
Since B is a numerical boundary, then there is an element (y, y∗) ∈ B such that∣∣y∗(g(y))∣∣ v(g) − ε,
and so
v(h)+ 1 − 2ε  v(g)− ε  v(h) + ∣∣e∗N(y)∣∣,
that is∣∣e∗N(y)∣∣> 1 − 2ε.
Hence
‖y − x0‖
∣∣e∗N(y − x0)∣∣> 1 − 3ε > r
and ∣∣y∗(h(y))∣∣> ∣∣y∗(g(y))∣∣− ∣∣e∗N(y)y∗(z)∣∣ v(g)− ε − 1 v(h) − 2ε.
Thus the set B\{(x, x∗) ∈ Π(c0): ‖x − x0‖ < r} is a numerical boundary for A∞(Bc0; c0). As a consequence, there
is no numerical Šilov boundary for any subspace of A∞(Bc0; c0) containing the space of the rank-one operators from
c0 to c0. 
4. Non existence of numerical Šilov boundaries for d∗(w,1)
Along this section, we are going to study numerical boundaries for a space of holomorphic functions on the unit
ball of the canonical predual of the Lorentz sequence space. We start by recalling the definition of this space.
Definition 4.1. Let w ∈ c0\1 be a strictly decreasing sequence of positive real numbers such that w1 = 1. For each
bounded complex sequence z we may define
φn(z) = sup
|J |=n
{(
n∑
wj
)−1∑
|zj |
}
j=1 j∈J
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complex sequences z such that limn→∞φn(z) = 0, endowed with the norm given by
‖z‖ = max
n∈N
φn(z)
(
z ∈ d∗(w,1)
)
.
It is easy to check that d∗(w,1) ⊂ c0 as a set and {ei} is a normalized Schauder basis in d∗(w,1) (where ei =
(δij )
∞
j=1 ∀i ∈ N). The space d∗(w,1) is a pre-dual of the Lorentz space d(w,1).
Also recall that the Lorentz sequence space d(w,1) is given by
d(w,1) =
{
y ∈ c0:
∞∑
n=1
y∗(n)wn < +∞
}
,
where y∗ is the decreasing rearrangement of |y| and
‖y‖ =
∞∑
n=1
y∗(n)wn = sup
{ ∞∑
n=1
∣∣y(π(n))∣∣wn: π : N → N injective
}
.
For each n ∈ N, we will write Wn =∑nj=1 wj .
In order to obtain our result for d∗(w,1), we will use the following general fact, valid for Banach spaces having a
Schauder basis with some mild condition.
Lemma 4.2. Let X be a Banach space having a monotone Schauder basis. Then
h ∈ Au(BX;X) ⇒ v(h) = sup
n
v(hn),
where hn = PnhPn and {Pn} is the sequence of canonical projections associated to the Schauder basis of X.
Proof. By Rodríguez–Palacios’ result [16, Theorem 2.5] it suffices to use a subset of Π(X) whose first projection
is dense in SX in order to compute the numerical radius of a function in Au(BX;X). We will denote by {xn} the
Schauder basis of X. Hence, if h ∈ Au(BX;X), then
v(h) = sup
n
sup
{∣∣x∗(h(x))∣∣: (x, x∗) ∈ Π(X), x ∈ [x1, . . . , xn]}
= sup
n
sup
{∣∣x∗(h(Pnx))∣∣: (x, x∗) ∈ Π(X), x ∈ [x1, . . . , xn]}
= sup
n
sup
{∣∣x∗(Pn(h(Pnx)))∣∣: (x, x∗) ∈ Π(X), x ∈ [x1, . . . , xn]}. 
Theorem 4.3. For every 0 < η < 1, there are B,S ⊂ Π(d∗(w,1)) closed numerical boundaries for
Au(Bd∗(w,1);d∗(w,1)) such that dist(π1(B),π1(S)) η.
If B ⊂ Π(d∗(w,1)) is a numerical boundary for Au(Bd∗(w,1);d∗(w,1)), 0 < r < 1 and x0 ∈ π1(B), then
B\{(x, x∗) ∈ Π(d∗(w,1)): ‖x − x0‖ < r} is also a numerical boundary for Au(Bd∗(w,1);d∗(w,1)).
As a consequence, there is no numerical Šilov boundary for Au(Bd∗(w,1);d∗(w,1)).
Proof. Let 0 < η < 1. We will use the fact that for every p fixed, the sequence{∑p+n
i=p+1 wi
Wn
}
=
{
Wn+p −Wp
Wn
}
→ 1.
So we can choose an increasing sequence {Fn} of nonempty finite sets of N such that N =⋃n Fn, Fn+1\Fn = Gn+1
and ∑
i∈Gn wi
W|Gn|
 η, ∀n.
For every n, let us write
An+1 :=
{
x ∈ Sd∗(w,1): x = a + b, suppa ⊂ Fn, suppb ⊂ Gn+1, ‖a‖ = 1, ‖b‖ η
}
.
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Bn :=
{
(x, x∗) ∈ Π(d∗(w,1)): x ∈ An+1, x∗ ∈ E, suppx∗ ⊂ Fn},
where E is given by
E = {x∗ ∈ Sd(w,1): ∣∣x∗(ei)∣∣= ∣∣x∗(ej )∣∣, ∀i, j ∈ suppx∗},
we take B :=⋃n B2n, S :=⋃n B2n−1. If h ∈ Au(Bd∗(w,1);d∗(w,1)), by using Lemma 4.2, [16, Theorem 2.5] and the
Maximum Modulus Theorem for the function defined on the closed unit disk given by λ → x∗(h(a + λb)) (a and b
satisfy the conditions in the definition of An+1 for some n), we obtain that B and S are numerical boundaries for
Au(Bd∗(w,1);d∗(w,1)). Also we will prove that
dist
(
π1(B),π1(S)
)
 η.
In order to check the above inequality, let us note that in the case that F,G are nonempty and disjoint subsets of N,
x ∈ d∗(w,1) is an element supported on F , and a + b ∈ d∗(w,1) is an element such that suppa ⊂ F , suppb ⊂ G,
‖b‖ η, then ‖x − (a + b)‖ ‖b‖ η and that proves the announced statement.
Now we prove that the set B is closed in the product of the norm and the w∗-topology of d(w,1). Let {(xn, x∗n)} be
a sequence of elements in B converging to (x, x∗). Assume that an infinite number of subsets Fn appears in the set of
{suppxn: n ∈ N} and xn = aσ(n) + bσ(n), where suppaσ(n) ⊂ Fσ(n), suppbσ(n) ⊂ Gσ(n)+1. Since d∗(w,1) has a basis,
for N large enough it holds ‖(I −PN)(x)‖ < η and so, by the norm convergence of {xn} to x, also for n large enough
it happens that∥∥(I − PN)(xn)∥∥< η.
But for n large enough it holds Gσ(n)+1 ∩ {1, . . . ,N} = ∅ and so∥∥(I − PN)(xn)∥∥ ∥∥bσ(n)∥∥ η,
which is a contradiction.
We proved that the set F :=⋃n{suppxn} is finite. From the description of B we also have that suppx∗n ⊂ F and so,
since we are in a finite-dimensional subspace then {x∗n} converges in norm to x∗ and so x∗(x) = 1. As a consequence
‖x∗‖ = 1 and x∗ ∈ E, so (x, x∗) ∈ B . The argument to check that S is closed is analogous.
Assume that B is a numerical boundary for Au(Bd∗(w,1);d∗(w,1)), 0 < r < 1 and x0 ∈ π1(B).
For a function h ∈ Au(Bd∗(w,1);d∗(w,1)), given 0 < ε < 1−r4 , there is an element (x, x∗) ∈ Π(d∗(w,1)) such that|x∗(h(x))| > v(h) − ε.
There is a positive integer N such that∥∥(I − Pn)(x)∥∥< ε, ∀nN.
By using that x∗ has finite support, continuity and the Maximum Modulus Theorem, there is an element z ∈ Sd∗(w,1)
such that for some M > N it holds φM(z) > 1 − ε, ‖(I − PN)(z)‖ > 1 − ε, (z, x∗) ∈ Π(d∗(w,1)) and∣∣x∗(h(z))∣∣> v(h)− ε.
Let us fix a functional y∗0 ∈ Sd(w,1) attaining its norm at (I − PN)(z). If λ is a complex number with |λ| = 1 and
satisfies |x∗(h(z)) + λy∗0 (I − PN)(z)| = |x∗(h(z))| + |y∗0 (I − PN)(z)|, then the function g given by
g(y) := h(y) + λy∗0 (I − PN)(y)z (y ∈ Bd∗(w,1))
belongs to Au(Bd∗(w,1);d∗(w,1)) and satisfies
v(g)
∣∣x∗(g(z))∣∣ v(h)+ 1 − 2ε.
Since B is a numerical boundary, then there is an element (y, y∗) ∈ B such that∣∣y∗(g(y))∣∣ v(g) − ε,
and so
1 + v(h)− 3ε  v(g)− ε  ∣∣y∗(g(y))∣∣ v(h)+ ∣∣y∗0 (I − PN)(y)∣∣,
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Hence
‖y − x‖ ∣∣y∗0 (I − PN)(y − x)∣∣> 1 − 4ε > r
and ∣∣y∗(h(y))∣∣ ∣∣y∗(g(y))∣∣− ∣∣y∗0 (I − PN)(y)y∗(z)∣∣ v(g)− ε − 1 v(h) − 3ε.
Thus the set B\{(x, x∗) ∈ Π(d∗(w,1)): ‖x − x0‖ < r} is a numerical boundary for Au(Bd∗(w,1);d∗(w,1)). As a
consequence, there is no numerical Šilov boundary for Au(Bd∗(w,1);d∗(w,1)). 
5. Non existence of numerical Šilov boundaries for C(K)
The following result extends [8, Theorem 2.2] to A∞(BC(K);C(K)).
Proposition 5.1. It holds
v(h) = ‖h‖, ∀h ∈ A∞
(
BC(K);C(K)
)
,
for every compact and Hausdorff space K . The set A given by
A := {(x,λδt ) ∈ Π(C(K)): t ∈ K, |λ| = 1, ∣∣x(s)∣∣= 1, ∀s ∈ K}
is a closed numerical boundary for A∞(BC(K);C(K)).
Proof. Let h ∈ A∞(BC(K);C(K)). For every ε > 0, we choose x0 ∈ BC(K) and t0 ∈ K such that∣∣h(x0)(t0)∣∣> ‖h‖ − ε.
Then the function f : BC(K) → C defined by
f (x) := h(x)(t0)
(
x ∈ C(K))
is an element in A∞(BC(K)). By using [1, Theorem 4.2], there is an element y0 ∈ ExtBC(K) such that |f (y0)| >
‖f ‖ − ε. Then |y0(t0)| = 1. It follows that
‖h‖ − 2ε < ∣∣h(x0)(t0)∣∣− ε  ‖f ‖ − ε < ∣∣f (y0)∣∣= ∣∣h(y0)(t0)∣∣=
∣∣∣∣δt0(h(y0))y0(t0)
∣∣∣∣ v(h).
Since ε is any positive number and (y0, 1y0(t0) δt0) ∈ A ⊂ Π(C(K)), then we proved that v(h) = ‖h‖ and A is a
numerical boundary for A∞(BC(K);C(K)).
We need to prove that A is closed with respect to the (‖ ‖ × w∗)-topology. Assume that {(xα,λαδtα )} is a net in A
converging to (x, x∗) ∈ C(K) × C(K)∗. Since xα are extreme points in the unit ball of C(K) and {xα(t)} converges
to x(t) then |x(t)| = 1 for every t ∈ K . Also, by compactness of K , there is a cluster point t0 of the net {tα}. By using
that (xα,λαδtα ) is an element in Π(C(K)), then λα = 1xα(tα) . By taking limits in α, then we obtain that
x∗ = w∗ − lim{λαδtα } =
1
x(t0)
δt0,
hence the element (x, x∗) = (x, 1
x(t0)
δt0) ∈ A and A is closed. 
Theorem 5.2. Let K be any infinite compact and Hausdorff topological space. There are numerical boundaries
A,B ⊂ Π(C(K)) for A∞(BC(K);C(K)) such that dist(π1(A),π1(B)) 1.
If S ⊂ Π(C(K)) is a numerical boundary for A∞(BC(K);C(K)), 0 < r < 1 and x0 ∈ π1(S), then the subset
S\{(x, x∗) ∈ Π(C(K)): ‖x − x0‖ > r} is a numerical boundary for A∞(BC(K);C(K)).
As a consequence, A∞(BC(K);C(K)) has no numerical Šilov boundary for A∞(BC(K);C(K)).
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A := {(x,λδt ) ∈ Π(C(K)): t ∈ K, |λ| = 1, ∣∣x(s)∣∣= 1, ∀s ∈ K},
B := {(x,λδt ) ∈ Π(C(K)): x(tn) = 0 for some n, t ∈ K},
where the sequence {tn} in K is such that there is {fn} in BC(K) such that 0  fn  1, fn(tn) = 1, suppfn has
nonempty interior for every n, and suppfn ∩ suppfm = ∅ (n = m).
We already proved that A is a numerical boundary for A∞(BC(K);C(K)). We will prove that B is also a numerical
boundary. Let h ∈ A∞(BC(K);C(K)). For every ε > 0 we know that there are x0 ∈ ExtBC(K) and t0 ∈ K such that
(x0, λ0δt0) ∈ Π(C(K)) and∣∣δt0(h(x0))∣∣> v(h) − ε = ‖h‖ − ε,
where we used Proposition 5.1. We define the function Φ given by
Φ(x) := δt0
(
h(x)
) (
x ∈ BC(K)
)
.
Then Φ ∈ A∞(BC(K)) and ‖Φ‖ > v(h) − ε. By following the argument used in the proof of [1, Proposition 4.1] for
f = Φ , we know that{
x0(1 − fn)
} w−→ x0
and for n large enough it is satisfied∣∣Φ(λnx0(1 − fn))∣∣> ‖Φ‖ − 5ε > v(h)− 6ε,
for some λn ∈ C such that |λn| = 1.
We claim that there is N such that
n > N ⇒ fn(t0) = 0.
If t0 /∈ suppfn for every n, then the above statement is clearly satisfied. Otherwise, there is N such that t0 ∈ suppfN ,
then for m > N , since suppfm ∩ suppfN = ∅, then t0 /∈ suppfm and so fm(t0) = 0 for m large enough. Thus for
m > N it happens that∣∣λn[x0(1 − fn)](t0)∣∣= ∣∣x0(t0)∣∣= 1.
The element (λnx0(1 − fn), λn 1x0(t0) δt0) ∈ B for n > N and for n large enough it holds
v(h)− 6ε < ‖Φ‖ − 5ε < ∣∣Φ(λnx0(1 − fn))∣∣= ∣∣h(λnx0(1 − fn))(t0)∣∣ sup
(x,λδt )∈B
∣∣δt(h(x))∣∣.
Also because of the definition of A and B it follows that
dist
(
π1(A),π1(B)
)
 1.
Assume that S ⊂ Π(C(K)) is a numerical boundary for A∞(BC(K);C(K)), 0 < r < 1 and x0 ∈ π1(S). For every
h ∈ A∞(BC(K);C(K)) and ε > 0 small enough such that r < 1 − 2
√
2ε − 4ε2, there are x ∈ SC(K) and t0 ∈ K such
that |h(x)(t0)| > v(h)− ε. We use a sequence of functions {fn} satisfying the conditions stated at the beginning of the
proof and other sequence {gn} in C(K) such that suppgn ⊂ {t ∈ K: fn(t) = 1} with 0 gn  1 for every n and every
gn attains the value 1 at some point sn.
For every n, we choose a complex number λn with modulus one satisfying −x0(sn) ∈ R+0 λn. The sequence {un} :={x(1 − fn) + λngn} is in the unit ball of C(K), converges weakly to x. Hence, by using the same argument as above,
we know that{
h(un)(t0)
}→ h(x)(t0),
and so for n large enough it holds∣∣h(un)(t0)∣∣> v(h)− ε.
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g(z) := h(z) +μ
(
z(sn)+ λn
2
)
u
(
z ∈ SC(K)
)
,
where u is the constant function equal to 1 on K and μ is a modulus one complex number such that∣∣∣∣h(un)(t0)+ μ
(
un(sn)+ λn
2
)∣∣∣∣= ∣∣h(un)(t0)∣∣+ 1.
The function g clearly belongs to A∞(BC(K);C(K)) and it satisfies
v(g)
∣∣g(un)(t0)∣∣ v(h) + 1 − ε.
If (z, z∗) ∈ S is such that |z∗(g(z))| > v(g)− ε, then z has to satisfy∣∣∣∣z(sn)+ λn2
∣∣∣∣> 1 − 2ε.
Hence∣∣z(sn)− λn∣∣ 2√2ε − 4ε2.
As a consequence we will obtain that
‖z − x0‖
∣∣(z − x0)(sn)∣∣ ∣∣λn − x0(sn)∣∣− 2√2ε − 4ε2  1 − 2√2ε − 4ε2 > r
and ∣∣z∗(h(z))∣∣ ∣∣z∗(g(z))∣∣− ∣∣∣∣
(
z(sn)+ λn
2
)
z∗(u)
∣∣∣∣ v(g)− ε − 1 v(h)− 2ε.
Thus the subset S\{(x, x∗) ∈ Π(C(K)): ‖x − x0‖ > r} is a numerical boundary for A∞(BC(K);C(K)). As a conse-
quence, there is no numerical Šilov boundary for A∞(BC(K);C(K)). 
6. Characterization of numerical boundaries for c0
Lemma 6.1. For n∞, every extreme point of the unit ball is a strong peak point for the space of degree one polynomials.
Proof. By using isometries, it is sufficient to check the assertion for the element u ∈ n∞ such that u(j) = 1, ∀j  n.
It is clear that the degree one polynomial given by
x → 1 +
n∑
i=1
x(i)
(
x ∈ n∞
)
strongly peaks the unit ball of n∞ at u. 
In view of Corollary 3.2 and Proposition 2.11, the following result generalizes [13, Theorem 1.1].
Theorem 6.2. Let B ⊂ Π(c0), then B is a numerical boundary for the space of degree one polynomials from c0 to c0
if and only if, the following condition is satisfied
∀λ ∈ C, |λ| = 1, ∀n ∈ N, ∀F ⊂ N finite: n /∈ F ⇒ (PF∪{n} ◦ π1 × π2)(B)‖ ‖ ⊇
(
λen + ExtBXF ,λe∗n
)
,
where we denoted by XF = c0 ∩ [ei : i ∈ F ], ExtBF is the subset of the extreme points of the unit ball of XF and PG
is the projection given by
PG(x) :=
∑
n∈G
x(n)en (x ∈ c0).
In fact, if B satisfies that condition, it is a numerical boundary for A∞(Bc0;Bc0).
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boundary for A∞(Bc0; c0).
In order to check that a numerical boundary for the space of degree one polynomials has to satisfy the previous
condition, by using a convenient isometry on c0, it suffices to prove it for n = 1, λ = 1 and a finite set F ⊂ N such that
1 /∈ F . If e is any extreme point of BXF , then e+ e1 ∈ ExtBXF∪{1} and so e+ e1 is a strong peak point for the space of
degree one polynomials on that subspace in view of Lemma 6.1.
That is, there is a degree one polynomial g on XF∪{1} such that g(e + e1) = ‖g‖ = 1 and satisfies
xn ∈ BXF∪{1} ,
{∣∣g(xn)∣∣}→ 1 ⇒ {xn} ‖ ‖−→ e + e1.
We write G := F ∪ {1}. We can extend g in the obvious way to c0 by using the corresponding canonical projection on
the subspace XG. Then we define the function h given by
h(x) = (1 + g(PG(x)))e1 (x ∈ c0).
Clearly h is a degree one polynomial from c0 to c0 and ‖h‖ = 2, hence by Corollary 3.2, we know that v(h) = 2.
Since B ⊂ Π(c0) is a numerical boundary for the space of degree one polynomials, there is a sequence (zn, z∗n) ∈ B
such that {|z∗nhzn|} → 2, hence{
g(PGzn)
}→ 1 and {∣∣z∗n(e1)∣∣}→ 1. (2)
By using that e + e1 is a strong peak point of the unit ball of XG, then {PG(zn)} → e + e1.
Since (zn, z∗n) ∈ Π(c0), then supp z∗n ⊂ {m: |zn(m)| = 1}. That implies that for n large enough, it holds |zn(1)| = 1.
Also we obtain for every m ∈ supp z∗n that zn(m) = z
∗
n(em)|z∗n(em)| . By (2) {|z∗n(e1)|} → 1, so for n large enough 1 ∈ supp z∗n,
and we know that{∣∣∣∣z∗n(e1)− z∗n(e1)|z∗n(e1)|
∣∣∣∣
}
= {1 − ∣∣z∗n(e1)∣∣}→ 0. (3)
On the other hand, since {PG(zn)} → e + e1 then {zn(1)} → 1 and so{
z∗n(e1)
|z∗n(e1)|
}
= {zn(1)}→ 1.
Hence{
z∗n(e1)
}= {zn(1)∣∣z∗n(e1)∣∣}→ 1,
and so {z∗n}
‖ ‖−→ e∗1 . Finally, we checked that{
(PG ◦ π1 × π2)
(
zn, z
∗
n
)} ‖ ‖−→ (e + e1, e∗1)
as we wanted to show. 
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