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Abstract Efficient query processing in traditional database
management systems relies on statistics on base data. For
centralized systems, there is a rich body of research results
on such statistics, from simple aggregates to more elaborate
synopses such as sketches and histograms. For Internet-scale
distributed systems, on the other hand, statistics management
still poses major challenges. With the work in this paper
we aim to endow peer-to-peer data management over struc-
tured overlays with the power associated with such statistical
information, with emphasis on meeting the scalability chal-
lenge. To this end, we first contribute efficient, accurate, and
decentralized algorithms that can compute key aggregates
such as Count, CountDistinct, Sum, and Average. We show
how to construct several types of histograms, such as simple
Equi-Width, Average-Shifted Equi-Width, and Equi-Depth
histograms. We present a full-fledged open-source imple-
mentation of these tools for distributed statistical synopses,
and report on a comprehensive experimental performance
evaluation, evaluating our contributions in terms of efficiency,
accuracy, and scalability.
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1 Introduction
In the last decade, we have witnessed a proliferation of global
data management applications that involve a large number of
nodes spread across the Internet. Prominent examples are:
– Peer-to-peer (P2P) file sharing in overlay networks like
Gnutella or BitTorrent [82]. These networks have mil-
lions of users (peers) that provide storage and bandwidth
for searching and fetching files, and they exhibit a high
degree of churn with users joining and leaving at high
rates.
– Grid-based sharing of scientific data [33] such as virtual
observatories in astronomy or models and experiments on
biochemical networks in life sciences. Here the data typ-
ically needs a much higher degree of data consistency,
compared to P2P applications, and calls for advanced
querying.
– Distributed data analysis over structured records as part
of data-fusion applications over relational, XML, or RDF
sources [53,84]. A grand challenge along these lines could
be to perform real-time analysis of Internet-traffic data in
order to combat (and ideally prevent) attacks, spam, and
other anomalies [40]. This class of applications comes
with a rich repertoire of query types including relational
operators like join and group-by [31].
All these Internet-scale application areas have a need for
distributed aggregation queries over a large number of net-
work nodes which can be dynamically selected by a filter
predicate. In many cases, the aggregates have a statistical
nature, and can thus sometimes be estimated with sufficient
accuracy and without computing the full, exact result; this
paradigm is known as approximate query processing (AQP)
[2,3,12,41,50]. For example, in P2P file sharing, one may be
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interested in estimating the total number of distinct files that
the entire network has available at a given point—a Count-
Distinct aggregation. In e-science, the total number of X-ray
spectras for triple star systems available anywhere in a Grid
network could be an interesting measure, requiring a dis-
tributed Count operation. For the analysis of Internet-traffic
logs, the total amount of bytes transferred to clients in a
particular range of IP addresses can be computed by a dis-
tributed Sum operation. Last but not least, the advanced join-
and-group queries over structured data sources typically
require choosing a low-cost query execution plan, and this
query optimization in turn relies on sufficiently accurate sta-
tistical estimators for the selectivity of query predicates (i.e.,
the cardinality of intermediate results). If the data itself is
widely distributed, we thus face a problem of having to com-
pute histograms and other statistical synopses over a large
number of network nodes each of which holds some data
fragment.
In centralized settings, the statistics management for
aggregation queries, selectivity estimation, and approximate
query processing has reached a fairly mature state. For dis-
tributed data, however, the issues are much less understood.
And for Internet-scale, widely decentralized settings, build-
ing distributed statistical synopses and computing accurate
estimates for the aforementioned kinds of queries still poses
major challenges. This paper takes a first step towards add-
ressing these challenges, and providing solutions to some of
the involved issues.
1.1 Problem formulation
The general framework within which our solution is envis-
aged to operate is the following. We consider a networked
data system of cooperating peer nodes, built over a struc-
tured P2P overlay. The network consists of possibly a large
number of nodes, which collectively form the system’s infra-
structure. These nodes contribute and/or store data items and
are thus involved in operations such as computing synopses
and building histograms. In general, queries do not affect
all nodes. In particular, aggregation queries compute aggre-
gation functions over data sets dynamically determined by a
filter predicate of the query. The relevant data items are stored
in unpredictable ways in a subset of all nodes. Further, the
networked data management system is not single-purpose: it
is intended to be providing a large number of “data services”
concurrently. That is, a large number of different data sets
are expected to exist, stored at (perhaps overlapping) subsets
of the network. And, relevant queries and synopses may be
built and used over any of these data sets.
Our target design is depicted in Fig. 1. We assume opera-
tion in a structured overlay, such as either traditional or newer
locality-preserving Distributed Hash Table (DHT) overlays.
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Fig. 1 Building blocks of our target system: all algorithms presented
in this work, collectively coined FreeSHADE [29], are built on top of
our distributed synopsis layer, FreeDHS [27,68], operating on top of a
DHT, which in turn is a network overlay above the IP network
Data stored in this P2P network are assumed to be structured1
in relations. Each such relation R consists of (k+l) attributes
or columns, R(a1, . . . , ak, b1, . . . , bl); attributes ai are used
as single-attribute indices of the tuples of R, while no index
information is kept for attributes bi . Each attribute ai is char-
acterized by its value domain ai · D : {ai · vmin, ai · vmax},
consisting of the minimum and maximum values of the attri-
bute,. Every tuple t in R is uniquely identified by a primary
key t.key. This key can be either one of the attributes of the
tuple, or can be calculated otherwise (e.g. based on the values
of a combination of its attributes). The set of nodes on which
a data tuple t is stored, is defined in one of three ways:
1. The tuple is replicated at the nodes in the P2P overlay
dictated by its key t.key and by each of the t.ai attributes,
using hash functions of the DHT infrastructure.
2. Alternatively, one can store just one instance of the data
tuple, for example at the node responsible for t.key, and
store pointers to this node at the other locations.
1 The notions of structure and relations are not as strict as they are in
centralized database management systems. For example, all MP3 files
in the system can be thought of as belonging to a relation, since they
are all annotated using a predefined set of attributes, such as “artist”,
“title”, “album”, etc. In essence, in such a setting relations are akin to
“namespaces”.
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3. Last, there is also the scenario of only the node
contributing a given tuple actually storing a complete
instance of the latter, and nodes dictated by t.key and
t.ai storing just pointers to this one node.
In all three cases, we can efficiently identify all nodes hold-
ing tuples that match a single-attribute filter predicate on any
of the indexed attributes ai .
In [68] we introduced Distributed Hash Sketches (DHS); a
distributed counting mechanism extending hash sketches [24,
26]. The solution proposed there supports efficient counting
in a decentralized and load-balanced way, both in a duplicate-
sensitive and a duplicate-insensitive fashion. In this work we
use DHS as a building block for our solutions for decentral-
ized aggregate query processing and histogram creation and
use, while also presenting and comparing alternative designs
and implementations for creating distributed synopses.
The key desiderata that an acceptable solution should sat-
isfy are:
D1 Efficiency: the number of nodes that need to be con-
tacted for query-answering must be small in order to
enjoy small latency and bandwidth requirements;
D2 Scalability and availability, seemingly contradicting the
efficiency goal: notwithstanding the goal of minimizing
the number of involved nodes, in bad cases an arbitrarily
large numbers of nodes may be involved (e.g., when
counting with a non-selective filter or when adding ele-
ments to multiple multisets), which dictates the need
for a truly decentralized solution, avoiding single-point-
based scalability, bottleneck, and availability problems;
D3 Access and storage load balancing: query-answering
and related overheads should be distributed fairly across
all nodes; this should pertain to both the cost of insert-
ing items in the overlay and the cost of disseminating
data synopses to interested nodes;
D4 Accuracy: tunable, highly accurate estimation of sta-
tistical synopses, with robustness to network dynamics
(churn) and failures;
D5 Ease of integration: special-purpose indexing struc-
tures, and their required extra (routing) state to be
maintained by nodes, should be avoided;
D6 Duplicate (in)sensitivity when counting: the proposed
solution must be able to count both the total number of
items as well as the number of unique items in multisets.
For example, counting the total number of distinct MP3
songs in a network where each node holds some subset
of songs and popular songs are held by many nodes, or
the number of all songs whose title contains some spe-
cific, popular word (e.g. love). These aggregations are
query-driven and involve a variable, a priori unknown
number of nodes.
These desiderata suggest a number of design decisions.
First, we have chosen to build our solutions over a DHT over-
lay, solely using DHT primitives and the DHT paradigm. The
choice of a DHT overlay is made primarily because of its sca-
lability and efficiency in storing and locating data items of
interest and also because of mature solutions for handling
network dynamics [77,82]. Second, our proposed solution
should require no extra structures and associated (routing)
state that needs to be maintained. For example, we would
be hesitant to introducing additional multicast trees into the
system (other than the mechanisms that are provided by the
DHT anyway), as these would require maintenance of addi-
tional routing information. Third, we wish to contribute a
statistics maintenance infrastructure that should be thought
of as the counterpart of (a part of) catalog information in
centralized environments, in the following notion: if a query
is posed in the system and there exist relevant data in the
catalog, then that data will be readily used for processing
and optimization of that query; otherwise, the query is exe-
cuted without any optimization step, since computing the rel-
evant catalog data is too expensive to be computed at query
run-time. Fourth and last, we opt for a single DHT-based
solution, to be utilized for concurrently providing many data
services, answering multiple aggregation queries and build-
ing multiple histograms. This goes a long way towards reduc-
ing the complexity associated with such large networked data
system infrastructures. And this, in turn, goes a long way
towards understanding and maintaining the system better.
We will first leverage basic statistical structures (such as
hash sketches and distributed hash sketches) to compute high
precision estimates of many known aggregate queries in a
P2P data system. We will further exploit these structures as
building blocks in order to scalably and efficiently produce
and utilize higher-level statistical structures, such as various
types of histograms, for query optimization purposes. Our
hope is that, by doing so, it becomes feasible to harness the
wealth of research results produced for query processing and
optimization in centralized and distributed database systems
and port it into the P2P realm.
1.2 Contributions
Query optimization in data base management systems
(DBMSs) relies on precomputed statistics and related data
synopses such as histograms or sketches (see, e.g., [15,44,
58,59] and further references given there). With this work, we
make the first step towards an in-depth treatment of develop-
ing and maintaining such statistical information in a decen-
tralized fashion that is appropriate for large-scale distributed
data management systems. We show how to perform decen-
tralized aggregate query processing and how to construct,
maintain, and use in a decentralized fashion several types of
histograms. Our implementation and extensive performance
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evaluation, on the one hand, testify that the proposed
algorithms and structures enjoy efficiency, scalability, and
accuracy and, on the other, help bring to the surface related
trade-offs.
Our specific contributions are:
1. Algorithms for computing important aggregates, such as
COUNT-DISTINCT, COUNT, SUM, and AVG.
2. Algorithms for constructing, maintaining, and utilizing
several histogram types, including Equi-Width, Average-
Shifted, and Equi-Depth histograms, satisfying the afore-
mentioned design desiderata.
3. A full implementation of the above algorithms for
decentralized aggregate query processing and histogram
construction, use, and maintenance. Specifically, our
implementation—coined FreeSHADE for “Statistics,
Histograms, and Aggregates in a DHT-based Environ-
ment”—is carried out over our distributed synopsis
implementation, built on top of the open-source FreePas-
try [28] overlay network. Our software is itself available
to the community to test, validate, and use[29].
4. We contribute a comprehensive performance evaluation
of our algorithms in terms of statistical estimation errors,
hop-count efficiency, network bandwidth requirements,
scalability, and load distribution fairness among network
nodes. For comparison, we have additionally implemen-
ted a rendezvous-based solution.
We have developed an arsenal of basic building blocks
(basic aggregates and histogram types) and provide fully dis-
tributed implementations for each of them, believing that
more elaborate queries and statistical structures can stem
from this thread of research. Our histogram-related contri-
butions in this paper, first create distributed equi-width his-
tograms, utilizing the DHS distinct-value estimator structure
and then proceed to infer more elaborate histogram types
based on the equi-width histograms. We stress that this work
claims neither that creating histograms over a distinct-value
estimator is the best possible approach, nor that our approach
for inferring these complex histograms is the best way to do
this. Rather the focus of this paper is on the DHS-based archi-
tectural principles and composability properties towards our
design desiderata D1 through D6.
1.3 Outline
The rest of this paper proceeds as follows. Section 2 out-
lines the foundational preliminaries and related work that
this paper is based on, including a query optimization primer,
overviews of histograms and hash sketches, and query pro-
cessing and optimization in peer-to-peer data systems.
Section 3 discusses rendezvous-based approaches to comput-
ing hash sketches in a distributed manner, and leverages DHS
as a fully decentralized implementation of hash sketches.
Sections 4 and 5 discuss ways to compute basic aggregates
in a P2P setting and methods of computing various types
of histograms. Section 6 presents our implementation and
experimental performance evaluation of the proposed solu-
tions. Section 7 concludes the paper.
2 Preliminaries and related work
This work strives to bridge the gap between traditional query
processing and optimization and P2P data management sys-
tems. To do so, we leverage tools from both the peer-to-peer
and centralized world. In this section we present a short over-
view of traditional and P2P query processing and optimiza-
tion and related statistical structures and techniques.
2.1 Query optimization primer
DBMS’s depend on statistics for efficient query processing,
typically encompassing various data aggregates, sketches of
base data, and histograms. Such statistics are used in many
ways throughout the lifetime of a query, either as part of the
query optimizer logic—for example, to optimize the access
paths for single-relation queries [79] and to calculate the
selectivity of predicates [21,46,73,74] or the optimal order
of predicate evaluation in multi-predicate queries [45,72]—
or as high-quality samples of the base data in approximate
query answering systems [2,3,71]. Even if exact answers are
sought, such quick approximate answers may be desirable
as a feedback to the user prior to execution of a large and
time/resource-consuming query [41].
System R [79] was among the first to use cost-based opti-
mization. It maintained in the system catalogs such statis-
tics as the number of tuples and data pages per relation, the
number of data pages and distinct values per index, and the
ratio of data pages per segment that hold information for
any given relation. The cost of candidate access paths was
then estimated using a set of formulas with static factors and
the above statistics as input. Later on, the industry turned
to histograms as a more accurate and compact way of sum-
marizing information about stored data. [44] and [74] give a
taxonomy and a brief history of the evolution of histograms,
while [52] presents a survey of distributed query processing
in the pre-P2P era.
Chaudhuri [11] identified the following information as
necessary for an optimizer to reach an informed decision:
(1) number of tuples in a relation, (2) number of physical
pages used by a table, (3) statistical information for table col-
umns, in the form of histograms, minimum and maximum,
or second-lowest and second-highest, values, and number of
distinct values in the column, and (4) information on the
correlations among attribute values, in the form of either
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multi-dimensional histograms (having the disadvantage of
growing very big with the number of dimensions) or a single-
dimensional histogram on the leading column, plus the total
count of distinct combinations of column values present in
the data, for multi-column indices. In the following sections
we shall discuss techniques to compute such statistics in a
P2P setting.
Sketches, histograms, aggregates, and data synopses in
general, have found uses in many other fields of computer
science. Research on data streams [17,18,35,66] has turned
to such synopses of base data to alleviate large data transfers
and ease storage and processing requirements on stream pro-
cessors. Histograms and sketches have also been proposed as
a means of decreasing the amount of data transmitted—and,
consequently, the amount of power consumed—by nodes of
sensor networks [16,85]. Along the same line of thought,
distributed systems such as publish/subscribe systems [10,
87], distributed web proxy caches [25], and peer-to-peer web
search engines [55,61,62] have all used statistical synopses
to quickly and efficiently exchange information about data
stored on the various nodes in the system.
2.2 Histograms
Histograms are by far the most common technique used
by commercial databases as a statistical summary and an
approximation of the distribution of values in base relations.
For a given attribute/column, a histogram is a grouping
of attribute values into “buckets” whose collective frequ-
ency is approximated by statistics maintained in each such
bucket.
All histograms make some basic assumptions concerning
the distribution of items in each bucket. One of the most
prominent such assumptions is the uniform spread assump-
tion [74]. According to it, values in a bucket are assumed to
exist only at the points of equal spread (equal to the bucket
average), and have a frequency equal to the ratio of the fre-
quency of the cell over the number of distinct values in it. In
order to calculate this, one needs to store the number of dis-
tinct attribute values along with the minimum and maximum
values per bucket.
The most basic histogram variant—the Equi-Width
histogram—partitions the attribute value domain into cells
(buckets) of equal spread and assigns to each the number of
tuples with an attribute value within the cell’s boundaries.
Relevant research has focused on improving the statistical
properties of histograms, with many interesting results. [74]
present a taxonomy of histograms along with several novel
histogram types, and take an extensive look into their accu-
racy and efficiency with regard to both construction time and
storage space requirements. In the following sections, we
shall discuss tools, protocols, and techniques to build and
compute several types of histograms. Namely, apart from
plain Equi-Width histograms, we deal with Average Shifted
Equi-Width and Equi-Depth histograms, described shortly.
“Average Shifted Histograms” or ASHs [78] pose an inter-
esting alternative to simple Equi-Width histograms. An ASH
consists of a set of Equi-Width histograms with the same
number of buckets and the same bucket spread but different
starting points. The frequency of each value in a bucket is
then computed as the average of the estimations given by
each of these histograms. ASH—in essence a kernel esti-
mator—can provide a much smoother approximation of the
actual distribution of tuple values compared to plain Equi-
Width histograms.
Equi-depth histograms [67,80] have been widely used in
commercial database management systems. They consist of
a partitioning of the attribute value domain in disjoint inter-
vals, such that the number of data tuples whose attribute value
falls in each such interval is (almost) equal among all inter-
vals. That is, in an Equi-Depth histogram all buckets have
equal frequencies but not (necessarily) equal spreads.
2.3 Hash sketches
Hash sketches were first proposed by Flajolet and Martin in
[26] under the name of Probabilistic Counting with Stochas-
tic Averaging or PCSA, as a means of estimating the number
of distinct items in a multiset D of data in a database,2 build-
ing on the counting algorithm of [65]. The estimate obtained
is (virtually) unbiased, while the authors also provide upper
bounds on its standard deviation. The only assumption under-
lying hash sketches is the existence of a pseudo-uniform hash
function h() :D →[0, 1, . . . , 2L)—an assumption also pres-
ent in most (if not all) P2P-related research. Durand and
Flajolet presented a similar algorithm [24], coined super-
LogLog counting, which reduced the space complexity and
relaxed the assumptions on the statistical properties of the
hash function of [26].3 Hash sketches have been used in
many application domains where counting distinct elements
in multi-sets is of some importance, such as approximate
query answering in very large databases [54], data mining
on the Internet graph [69], and stream processing [22,30].
The selection of such sketches is dictated by the fact that
related data synopsis techniques relying on a global ordering
of (hashed) data—such as, for example, count-min sketches
[17] and the distinct value estimators of [7]— cannot be
implemented in a completely decentralized manner follow-
ing the DHT paradigm, without resorting to such techniques
as gossiping, multi-broadcasting, or a rendezvous-based
approach, all of which have undesirable properties in our
setting as we shall see shortly.
2 For a survey of distinct-value estimators, see [7].
3 The analysis leading to the equations used in this section is well
beyond the scope of this paper and can be found in [24,26].
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Fig. 2 Inserting items into a
hash sketch: single bitmap case
Fig. 3 Inserting items into a
hash sketch: multiple bitmaps
case
A hash sketch consists of a bit vector B[·] of length L ,
with all bits initially set to 0, and a hash function h() as
above. Let ρ(y) : [0, 2L) → [0, L) be the position of the
least significant (leftmost) 1-bit in the binary representation
of y; that is, ρ(y) = {min(k ≥ 0) : bit (y, k) = 0}, y > 0,
and ρ(0) = L , where bit (y, k) denotes the kth bit in the
binary representation of y (bit-position 0 corresponds to the
least significant bit). In order to estimate the number n of dis-
tinct elements in a multiset D we apply ρ(h(d)) to all d ∈ D
and record the results in the bitmap vector B[0 . . . L −1] (see
Fig. 2). Since h() distributes values uniformly over [0, 2L), it
follows that P(ρ(h(d)) = k) = 2−k−1. Thus, when counting
elements in an n-item multiset, B[0] will be set to 1 approx-
imately n2 times, B[1] approximately n4 times, etc. This fact
is rather intuitive: imagine all n possible L-bit numbers; the
least significant bit (bit 0) will be 1 for half of them (odd
numbers); of the remaining n2 numbers, half will have bit 1
set, or n4 overall, and so on.
Then, the quantity R(D) = maxd∈D ρ(h(d)) provides
an estimation of the value of log(n), with an additive bias
of 1.33 and a standard deviation of 1.87. Thus, 2R esti-
mates “logarithmically” n within 1.87 binary orders of mag-
nitude. However, the expectation of 2R is infinite and thus
cannot be used to estimate n. To this extent, [24] propose
the following technique (similar to the stochastic averaging
technique in [26]): (1) use a set of m = 2c different B〈i〉[·]
vectors (c being a non-negative integer), each resulting to a
different R〈i〉 estimate, (2) for each element d, select one of
these using the first c bits of h(d), and (3) update the selected
vector and compute R〈i〉 using the remaining bits of h(d) (see
Fig. 3).
If M 〈i〉 is the (random) value of the parameter R for vec-
tor i , then the arithmetic mean 1
m
∑m
i=1 M 〈i〉 is expected to
approximate log( n
m
)plus an additive bias. The estimate of n is
then computed by the formula: E(n) = αm ·m ·2 1m ·
∑m
i=1 M〈i〉 ,
where αm = (−m · 2−
1
m −1
log(2) ·
∫ ∞
0 e
−t · t− 1m dt)−m([24]). The
authors further propose a truncation rule, consisting of taking
into account only the m0 = θ0 ·m	 smallest M values. θ0 is a
real number between 0 and 1, with θ0 = 0.7 producing near-
optimal results. With this modification, the estimate formula
becomes: E(n) = α˜m ·m0 ·2
1
m0
·∑∗ M〈i〉
, where
∑∗ indicates
the truncated sum, and the modified constant α˜m ensures
that the estimate remains unbiased (see Fig. 4). The resulting
estimate has a standard deviation of 1.05√
m
, while the hash
function must have a length of at least H0 = log(m) +
log(( nmax
m
)
) + 3, nmax being the maximum cardinality
estimated.
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Fig. 4 Counting items using a
hash sketch
PCSA counting. The algorithm in [26] is based on the same
hashing scheme (i.e. using ρ(·)) and the same observations
as [24]. The PCSA algorithm differs from the superLogLog
algorithm in the following: (1) [26] rely on the existence
of an explicit family of hash functions exhibiting ideal ran-
dom properties, while [24] have relaxed this assumption,
(2) [26] set R to be the position of the leftmost 0-bit in
the bitmap B[·], as opposed to the position of the right-
most 1-bit in the bitmap with [24], (3) [24] use in the order
of log log(max cardinality) bits per bitmap while [26] need
in the order of log(max cardinality) bits per bitmap, (4) the
estimation in [26] is computed as:
E(n) = 1
0.77351
· m · 2 1m
∑m−1
0 M
〈i〉
.
and (5) the bias and standard error of [26] are closely approx-
imated by 1 + 0.31/m and 0.78/√m respectively. Note that
the data insertion algorithm is the same for both [24] and
[26] (with the sole difference of the assumptions on the hash
function).
Hash sketches exhibit a natural distributivity; the hash
sketch of the union of any number of sets can be computed
from the hash sketches of these sets by a bitwise OR of the
corresponding bit vectors, given that all of them have the
same number of bit vectors and length and that they have
been built using the same set of hash functions. Thus, if an
initial set A is spread across several hosts (e.g. across a P2P
network), one can compute the global hash sketch for A from
each of the locally computed hash sketches corresponding to
the subset of A that each peer is responsible for.
2.4 Summation sketches
Considine et al. [16] have introduced the notion of “summa-
tion sketches”, building on hash sketches [24,26]. Assume
again we have a multiset D = {d1, d2, d3, . . .} of data items
di = (ki , vi ), each identified by a key ki and bearing a value
vi . Then, the distinct summation problem consists of com-
puting the quantity:
S =
∑
distinct((ki ,vi )∈D)
vi .
The basic idea is to model data item values as a series of item
insertions. That is, in order to estimate the sum of the values
of two distinct data items d1 = (k1, v1) and d2 = (k2, v2),
with k1 = k2, the algorithm in [16] proceeds as follows: first,
(1) insert v1 distinct items in a first hash sketch; then (2) insert
v2 distinct items in a second hash sketch; (3) take the bitwise
OR of the resulting sketches; finally, (4) use the standard
PCSA or superLogLog estimator on the combined sketch to
compute the actual sum result. This technique takes O(vi )
expected time to add a data item di = (ki , vi ) to the sum-
mation sketch. Obviously, this does not scale well for large
values of vi . [16] address this by emulating the vi insertions.
The proposed method consists of two steps:
1. First, set the lowest δi = log(vi )− 2 log log(vi )	 of the
summation sketch bits to all ones, since these bits are all
set to one with high probability after vi insertions (see
the proof of Theorem 2 in [26]).
2. Simulate the insertions that set bits δi and higher in the
hash sketch.
An item di sets a given bit position p ≥ δi if and only if
∀0≤ j<p(bit (h(di ), j) = 0), which happens with probability
2−p. This means that, for a set of vi insertions, the number of
insertions setting bits above a position p follows a binomial
distribution with parameters vi and 2−δi . Thus, in order to
add an item di = (ki , vi ), the authors advocate first to draw a
random sample y from B(vi , 2−δi ), consider each of these y
insertions as having reached bit δi , then use the classic hash
sketch insertion process to set the remaining bits beyond δi .
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In order to take advantage of multiple bitmaps in the hash
sketch without losing in accuracy, the above algorithm is
modified as follows. First, each value vi is transformed to
qi · m + ri , for some integer qi and ri , with 0 ≤ ri < m.
Then, in order to add such an item to the summation sketch,
[16] first add ri distinct items once, as in standard PCSA, and
then add qi to each bitmap independently. The time cost of
this insertion algorithm is in O(m log2( vi
m
)), while the result
has the same precision guarantees as that of the standard
PCSA and/or superLogLog counting.
2.5 Statistics in P2P systems for aggregate queries
and histograms
The peer-to-peer research corpus has already begun to inves-
tigate ways of providing DBMS functionality over P2P data
networks [34]. Most prominent such systems, mainly tar-
geted by this work, are built on top of Distributed Hash Tables
(DHTs). Distributed Hash Tables are a family of structured
peer-to-peer network overlays exposing a hash-table-like
interface. The main advantage of DHTs over unstructured
P2P networks, lies in the strict theoretical probabilistic (in
the presence of node failures and network dynamics) perfor-
mance guarantees offered by the former. Prominent examples
of traditional DHTs include Pastry[23], CAN [75], Chord
[83], Kademlia [60], etc.
DHTs offer two basic primitives: insert(key, value) and
lookup(key). Nodes are assigned unique identifiers from a
circular ID space—usually computed as the hash (SHA-1,
MD5, etc.) of their IP address and port number on which the
P2P application is operating—and arranged according to a
predefined geometry and distance function[36]. This results
in a partitioning of the node-ID space among nodes, so that
each node is responsible for a well-defined set (arc) of iden-
tifiers. Each item is also assigned a unique identifier from
the same ID space—usually by simply feeding the item to
the same cryptographic hash function used to generate the
node IDs—and is stored at the node whose ID is closest
to the item’s ID, according to the DHT’s distance function.
Each node in an N -node DHT maintains direct IP links (aka
fingers) to O(log(N )) other nodes in appropriate positions
in the overlay, as dictated by the DHT’s geometry, so that
routing between any two nodes takes O(log(N )) hops in the
worst-case.4
In general, due to the pseudo-random output of crypto-
graphic hash functions, each DHT node will be responsi-
ble for storing a (possibly random) subset of the attribute
values—and hence (pointers to) tuples—of each relation.
This holds regardless of the specific DHT employed and has
grave implications on the efficiency of several query types.
For example, aggregate or range queries may introduce a
4 All log(·) notation refers to base-2 logarithms.
messaging overhead that is in O(N ) in an N -node network.
It is this challenge that this paper endeavors to meet in an
effort to make efficient and scalable peer-to-peer query pro-
cessing and optimization feasible.
Distributed counting/aggregation solutions proposed by
the peer-to-peer research corpus so far, can be categorized in
one of the following groups:
1. Rendezvous-based protocols,
2. Gossip-based protocols,
3. Broadcast/convergecast-type protocols, also known as
aggregation-tree approaches,
4. Sampling-based protocols.
Rendezvous-based protocols. The first type of solution is also
the first that comes to mind when using a structured over-
lay (DHT): select a node in the overlay (e.g. by using the
hash function(s) of the DHT overlay) and use it to main-
tain the aggregate value (e.g. see the distributed counting
mechanism outlined in [26]). Hash-partitioned counters—
where the counting space is partitioned into disjoint intervals,
with each such interval mapped to a (set of) node(s) in the
overlay—or “coordinator”-based solutions (abundant in
sensor networks and distributed data stream processing [18,
39])—where summaries of data are gathered at a central
aggregation point to be processed—also fall in this category.
Solutions of this type suffer from potential shortcomings
regarding our design desiderata D1 through D6. Having a
central aggregation node means that this node will be con-
tacted on every update of, and on every query for, the current
value of the aggregate, potentially violating (D2). Moreover,
each of these central aggregation nodes withstands a high
access and storage load, violating (D3), while one can argue
that such highly loaded nodes will exhibit high response
times, also violating (D1). Using a (fixed) number of ren-
dezvous nodes does not really solve the problem but merely
mitigates the scalability issues to the cost of inserting items
to and/or querying the value of such an aggregate, as these
grow linearly to the number of rendezvous nodes engaged
in the computation, while also violating (D1). Similar argu-
ments hold for the case when multiple rendezvous nodes have
to be contacted, as the result of simultaneously maintaining
multiple aggregates (i.e. counting multiple quantities at the
same time). Despite the theoretical and practical advanta-
ges of the other types of solutions to be discussed shortly,
rendezvous-based solutions are by far the most popular in
real-world implementations, mainly due to their simplicity
and excellent hop-count performance in the single aggre-
gate case; for example, IETF’s Service Location Protocol,5
5 http://www.ietf.org/rfc/rfc2608.txt.
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Skype,6 iTunes,7 TiVo,8 the Asterisk PBX,9 as well as any
protocol relying on super-peers to function, all use some sort
of rendezvous-based protocol to bring together resources and
coordinate access to them. For this reason, we have chosen
to compare our proposal against variants of the rendezvous-
based solution.
Gossip-based protocols. The second type of solutions, based
on gossiping, (e.g. [4,48,49,51,63,64]) usually provide
probabilistic semantics of “eventual consistency” for their
outcome; gossip-based protocols are based on an iterative
procedure, according to which every node exchanges infor-
mation with a (set of) its neighboring node(s) on every iter-
ation. Eventual consistency means that, in the presence of
failures and dynamicity in the P2P overlay, the algorithm
will eventually converge to a stable state after the overlay
has itself stabilized. Although the bandwidth requirements of
these approaches are low when amortized over all nodes, the
overall bandwidth consumption and hop-count are usually
very high. Moreover, the fact that all nodes have to actively
participate in a gossip-based computation, even if it is of no
interest to them, coupled with the multi-round property of
these solutions violates (D1) and (D2), while their semantics
violates (D4). Of course, in unstructured overlays it is not
clear if one can do better than this anyway. All in all, gossip-
ing solutions for aggregation are completely decentralized;
however, they are best suited for an environment where sim-
ple aggregations can take place and small amounts of extra
data can be passed along (piggybacked) with regular messag-
ing behavior between neighbors. In a DHT-based infrastruc-
ture, on the other hand, approaches like the one advocated in
this paper are much more advantageous.
Aggregation-tree-based protocols. The third type of solu-
tions [5,6,16,56,81,85,88,89] is based on a two-round pro-
cedure: (1) a broadcast phase, during which the querying
node broadcasts a query through the network, creating a (vir-
tual) tree of nodes as the query propagates in the overlay; and
(2) a convergecast phase, during which each node sends its
local part of the answer, along with answers received from
nodes deeper down the tree, to its “parent” node. Solutions
that are based on pre-built tree structures also belong in this
group. Of these works, Astrolabe [88] was among the first to
talk of aggregation in the peer-to-peer landscape; the authors
proposed the creation and maintenance of a hierarchical, tree-
like overlay, used to propagate complex queries and their
results through the peer-to-peer overlay. A similar idea has
been proposed in [89]. Bawa et al. [5] propose building a
(set of) multicast overlay tree(s) to propagate queries and
6 http://www.skype.com/.
7 http://www.apple.com/itunes/.
8 http://www.tivo.com/.
9 http://www.asterisk.org.
results back and forth, while using flood-like methods to send
messages around the network. Although these structures have
nice properties and are capable of computing aggregates in
a wide scale, they are not directly applicable for the creation
and maintenance of multiple simultaneous counters/aggre-
gates. First, they require the creation and maintenance of
a separate (possibly extra) network overlay, thus violating
the desired property (D5). Second, similarly to rendezvous-
based approaches, the cost of maintaining multiple counters
at the same time grows linearly with the number of such
counters (e.g. when having to maintain a different tree per
counter). Furthermore, even with just one counter, if the num-
ber of nodes containing items to be counted is in O(N ), then
the counting cost (total hop count and number of messages)
is also in O(N ), thus violating (D1). Moreover, even if the
load is balanced, functionality is not; although all intermedi-
ate nodes communicate with the same number of neighbors
(that is, if the tree is full), nodes closer to the root of the tree
are more “important” than leaf nodes, thus violating (D2) and
(D3). The time for computing an aggregate is in O(log N )
if all queries go out in parallel across links between parent
and children nodes (that is, if the tree is balanced), but this
statement obscures the fact that the total number of mes-
sages is in O(N ). In brief, our solution can also do O(log N )
if we send out queries in parallel. However, the total num-
ber of messages is a better metric as far as resource con-
sumption (e.g., network bandwidth and per-node processors)
and scalability are concerned; in this regard, our solutions
do much better than the O(N ) performance of aggregation
trees.
Sampling-based protocols. The core idea of the last type of
solutions [8,57] is to estimate the value of the counter in ques-
tion, by selectively querying (sampling) a set of nodes in the
network. Bharambe et al. [8] attempt to compute approximate
histograms of system statistics by using random sampling
of nodes in the network. Manku [57] estimate the number
of nodes in the overlay by also using a random sampling
algorithm. First, there is no obvious way to generalize these
techniques to count arbitrary quantities (other than the ones
they were designed for). Second, with data tuples arbitrarily
replicated across the network overlay and with a possibly
highly skewed tuple popularity distribution, simplistic ran-
dom selection schemes will lead to highly biased samples of
the actual dataset. This is caused by the fact that sampling-
based techniques are known to suffer when duplicates exist
in the base data [14,38], thus conflicting with both desiderata
(D4) and (D6). On the other hand, if the sample is big enough
to guarantee a certain level of confidence, then these solutions
may fall short of satisfying (D1). Even if distributed sampling
was practical, arguments similar to those presented earlier
for rendezvous and tree-based approaches hold for the reuse
of sampled data for future queries. In general, we discern
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two categories: pre-computed synopses-based versus online
approaches. To our knowledge, with the exception of our
DHS-based approach, there has not been a method for stor-
ing or utilizing such pre-computed synopses in a decentral-
ized manner in distributed environments. In Sect. 5, we will
adopt a two-step procedure to create and maintain complex
histograms. Keen readers may suggest borrowing algorithms
and constructions from online histograms [32,86]. However,
online histogram algorithms rely heavily on sampling and
are thus impractical for the reasons mentioned above.
In summary, each of the above families of protocols has its
specific strengths and weaknesses. By and large, the strengths
are more congruent with unstructured overlay networks,
whereas this paper focuses on DHT-based structured over-
lays. Moreover, as we anticipate the need to compute aggre-
gations and other statistical estimates in combination with
filter predicates of the posed queries, we demand that we
can efficiently identify the subset of network nodes that hold
the base statistics for such dynamically restricted aggrega-
tions. None of the above four approaches is well suited for
this requirement. Hybrid methods that combine different ele-
ments of several of the above paradigms or modifications
of these methods are conceivable as well, but would entail
new research and thus fall outside the scope of the current
paper.
3 Distributing data synopses
In the following sections, we will present various distributed
algorithms and protocols for computing aggregates and his-
tograms, to be used in distributed query optimization. The
common denominator of all these, is the need for a distrib-
uted synopsis infrastructure. Assume we wish to compute
a hash sketch for a set A distributed across a peer-to-peer
data network. We identify two major directions of attacking
this problem: (1) the “conservative” but popular rendezvous
based approach, and (2) the completely decentralized and
highly scalable way of DHS, in which no node has some sort
of special functionality.
3.1 The rendezvous approach
The rendezvous approach is what one would call the natu-
ral evolution of client–server architectures in the distributed
world of peer-to-peer networks. Nodes storing items belong-
ing to the set A first compute a rendezvous ID (for example,
by feeding “A” to the underlying DHT’s base hash func-
tion). Then, they compute locally the synopsis of choice and
send the outcome to the node whose ID is closest to the
above ID (called the “rendezvous node”). The rendezvous
node is responsible for combining the individual synopses
(by bitwise OR) into the global synopsis for A. Interested
nodes can then acquire the global synopsis for A by querying
the rendezvous node. As is obvious, the message cost for a
node to “insert” an item to this distributed synopsis, as well
as the cost for a node to acquire the global synopsis, is in
O(log(N )).
Although clean, simple, and highly efficient in terms of
hop count, this solution suffers from two major scalability
issues. First, the rendezvous node is burdened with dispro-
portionally higher communication cost than the rest of the
nodes. In the worst case that all (or a large portion of) nodes
in the system store items from A—or a large portion of nodes
wish to acquire the global synopsis— then the rendezvous
node will have to withstand O(N ) incoming connections and
the corresponding bandwidth overhead.
The “easy way out” is to use multiple rendezvous nodes
per distributed synopsis so as to spread the load among them.
This can happen in any of two ways: either (1) nodes spread
their items across rendezvous nodes on insertion and main-
tenance time (proactive replication), but pay the extra hop-
count cost of having to visit every one of them to reconstruct
the complete synopsis, or (2) they always update all rendez-
vous nodes on insertion, thus paying this extra cost during
insertions, but only need to visit a single rendezvous node
to acquire the complete synopsis. Second, along the same
lines of the above observation, in order to compute the global
synopses for multiple sets, one has to contact as many ren-
dezvous nodes as are the sets. That is, the overall message
cost for computing multiple synopses grows linearly to the
number of synopses. However, for the sake of completeness,
we shall not drop this approach, since it appears to be quite
popular in the relevant literature.
3.2 Distributed hash sketches
In [68], we presented a DHT-based implementation of hash
sketches, coined Distributed Hash Sketches (or DHS). DHTs
already feature a pseudo-uniform hash function; node and
document IDs are (usually) computed as either the secure
hash of some object-specific piece of information [23,83]
(e.g. the IP address and port of nodes, the content for files,
etc.), or as the outcome of a pseudo-uniform random number
generator [60]. In both cases, the resulting ID is an
L-bit pseudo-uniform number (for some fixed, system-spe-
cific L), thus satisfying the main assumption of hash sketches.
We denote by k ≤ L the length of the DHS bitmap vectors
and assume that items are added to the DHS using the k
lower-order bits of their corresponding DHT keys. In [68]
we discussed techniques and protocols to implement both
PCSA and superLogLog counting within DHS. In this work
we use only the latter for clarity of presentation but we
would like to note that the solutions discussed in this
work are also applicable to the PCSA-based DHS. We’ll first
discuss the case with a single bitmap vector and a single
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(a) Mapping of bit positions to nodes – Single
bitmap
(b) Mapping of bit positions to nodes – Mul-
tiple bitmaps
(c) Counting items using a DHS
Fig. 5 Distributed hash sketches
estimated quantity, extending our design for multiple vec-
tors and multiple quantities later.
3.2.1 Mapping DHS bits to DHT nodes
The core observation is that higher bit positions in the hash
sketch bitmaps are set with exponentially decreasing fre-
quency. We thus proposed to also partition the node ID space
into consecutive disjoint regions of exponentially decreasing
size, and to associate every bit position with the region whose
size corresponds to the bit’s frequency. That is, we partition
the node ID space, [0, 2L), into k consecutive, non-overlap-
ping intervals Ir = [thr(r), thr(r − 1)), r ∈ [0, k), where:
thr(r) = 2L−r−1. Using this partitioning, bit r of B[·] is
mapped to node IDs randomly (uniformly) chosen from Ir
(bit k is mapped to the interval [0, thr(k − 1))). Remember
that when counting distinct items in an n-object multiset, bit
r of the bitmap vector is “visited” n · 2−r−1 times. With the
k-bit IDs used in DHS, this translates to a maximum of 2k
distinct objects in any possible multiset, or to a maximum of
2k−r−1 objects being mapped to position r in the bitmap vec-
tor. Now, note that intervals Ir have exponentially decreas-
ing sizes |Ir | = 2L−r−1. The above result in a distribution
of information across all nodes in the network, as uniform
as the hash function used. With this partitioning scheme, bit
position 0 is mapped to the first half of the ID space, bit
position 1 is mapped to the next quarter of the ID space, bit
2 to the next eighth, and so on (Fig. 5a). The mapping of
bit positions to ID-space regions is such that the bit position
to region correspondence is the same for all bitmaps of the
distributed hash sketch—that is, different bitmaps coincide
in the ID space (see Fig. 5b).
3.2.2 DHS data insertion
Assume a node wishes to add an item to the DHS. First it
inserts the item to a temporary local hash sketch instance.
This operation consists of taking the item’s ID as produced
by the DHT’s base hash function, applying the ρ(·) function,
and setting the corresponding bit in the local sketch. For an
object o with ID o.id, we first compute r = ρ(lsbk(o.id)),
where lsbk(·) returns the k lower-order bits of its argument;
then we select a random ID in the interval [thr(r), thr(r−1))
in the ID space, corresponding to bit position r set during the
previous step, and send a “set-to-1” message to the node
responsible for that ID. This in essence means that the map-
ping of bits to nodes within the bit’s specified region is done
in a randomized fashion: every time an operation (set a bit to
1, check the current bit’s value, etc.) is to be performed on a
bit, a random ID is chosen uniformly from the corresponding
ID space region and the operation is carried out by the node
responsible for that ID. The DHT overlay guarantees, with
high probability, that the message will reach the target node
in O(log(N )) hops in the worst case. Each DHS tuple is of
the form < metric_id, bit , t ime_out >, where metric_id
is an identifier uniquely identifying the metric10 to be esti-
mated, bit = r denotes the position in the distributed vector
of the bit that is to be set, and t ime_out defines a time-
to-live interval for the current tuple, reset at every updates of
the tuple, allowing for aging out of DHS entries.
When multiple (m) bitmaps are used, the item insertion
is performed in the exact same manner as in the single-
bitmap case, only now selecting one out of m vectors using
10 For the time being, we will assume that there is only one metric
estimated in the overlay; counting multiple metrics at once (also called
“multi-dimensional counting”) will be discussed later.
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lsbk(o.id) mod m, and then using r = ρ(lsbk(o.id) div m)
as the position of the bit to be set. The DHS tuple data must
now be extended to < metric_id, vector_id, bit,
time_out > , where vector_id is the ID of the vector being
updated. The worst-case hop-count cost for a node to insert
an item in such a DHS is in O(log N )—that is, independent
of the number of bitmaps—since each insertion only touches
a single bitmap.
When multiple items are to be inserted, nodes can either
iterate over the itemset repeating the above algorithm one
item at a time, or they can first insert all these items to a local
hash sketch and then send a “set-to-1” message to only one
node per bit position/ID-space region. The latter operation is
carried out by (1) first constructing a message containing the
bits to be set, then (2) sending it to a random node in the region
corresponding to the least-significant set bit in the message,
and (3) iterating the last step for the next higher set bit in
the message. For I items per node, setting on average log(I )
bits in the local hash sketch, the per-node average worst-case
insertion hop-count cost becomes O (log(I ) · log(N )).
3.2.3 DHS data maintenance
The maintenance of the DHS bits stored at a node can be pro-
vided using either a “soft-state” approach, whereby the bits
are periodically refreshed by the nodes responsible for set-
ting them, or using an “explicit-update” approach, whereby
bits are set until explicitly deleted by the responsible nodes.
Our contributions here are orthogonal with respect to the
above decision. Both alternatives can be supported. For con-
creteness, we discuss one alternative, based on the soft-state
approach.
Remember that a time-to-live value is stored along with
every piece of information; data items are then deleted if not
updated within this time period, so deleting an item incurs
no extra cost. The computation of this time_out field poses
an interesting trade-off. Larger time-out values will result in
less updates per time unit needed to keep the DHS up-to-
date. On the other hand, a smaller value will allow for faster
adaptation to abrupt fluctuations in the value of the metric
estimated, but will incur a higher maintenance cost as far as
(primarily) network resources are concerned. However, we
have to point out once again that the per-node bandwidth
and storage requirements of DHS are very low, thus even a
high update rate might translate to a negligible bandwidth
consumption.
3.2.4 Counting with DHS
Just like in the insertion phase, in order to check for the state
of a bit position, the querying node first computes a random
ID in the region corresponding to the probed bit position and
then sends a “probe” message to the node responsible for
that ID. The worst-case message cost for this operation is
also in O(log(N )). Furthermore, the fact that the ID space
region corresponding to a given bit position is the same for all
bitmaps, allows the querying node to acquire state informa-
tion for the probed bit position for any and all bitmaps and
metrics with just a single operation. This design achieves a
balanced storage and maintenance load across all nodes in
the system.
In [68], superLogLog counting using a populated DHS is
performed by starting from the most significant bit region of
the ID space and probing nodes in regions corresponding to
successively less significant bit positions, until all bitmaps
have at least one 1-bit (see Fig. 5c). For PCSA hash sketches,
counting proceeds in the opposite direction; starting from
the least significant bit region of the ID space and probing
nodes in regions corresponding to successively more signif-
icant bit positions, until at least one 0 bit has been located
for every bitmap. Probed nodes respond with a <metricID,
bit-vector> tuple (metricID corresponds to the quantity being
estimated). For a m-bitmap DHS, bit-vector is a m-bit vector
with bit positions corresponding to the value of the probed bit
for each of the bitmaps in the DHS. The worst-case message
cost for this procedure is in O(L log(N )) for L bits per hash
sketch bitmap, N nodes in the P2P overlay, independently of
the number of bitmaps, items, or dimensions.
We have slightly modified the above counting procedures
to perform counting in a recursive manner, since recursive
routing has been proved to be more efficient than iterative
routing in real-world systems [19,77], and in order to use
caching of the probe results along the path of recursion to
deal with some of the shortcoming of the techniques in [68].
In more detail, in both the superLogLog and PCSA cases,
counting proceeds from the least-significant-bit position to
bit positions of increasingly higher significance (depicted
later in Fig. 7). Suppose a random node wishes to execute
the counting procedure for a given metric. Counting begins
with the querying node and an empty hash sketch (i.e. a hash
sketch whose bits are all set to an “undefined” value) and
proceeds as follows:
1. The current node first checks its local cache for a full
hash sketch for the desired metric.
2. If such a sketch is found:
(i) The sketch is returned to the previous node in the
path (or to the user if this is the querying node).
(ii) The target node caches the received sketch and
recurses to step (i).
3. Else:
(a) The current node computes the hash sketch based
on its local data and merges it with the hash sketch
retrieved from the previous node (if any).
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(b) If the merged hash sketch is complete (i.e. for PCSA
counting, there is at least a 0-bit for any bitmap in
the sketch, while for superLogLog counting, there
is a bit position which is set to 0 for all bitmaps in
the sketch):11
– The node caches the final result, and goes to step
(a).
(c) Else:
– The node computes a random ID in the region
for the next higher bit position (or bit position 0
if this is the querying node), and
– Sends a probe for the desired metric, along with
the merged hash sketch, to the node responsible
for that ID.
Note that since the algorithm visits at most L regions and
it takes O(log(N )) hops in the worst case to go from one
region to the next during the forward phase (propagation
of the probe) of the algorithm, the resulting worst-case hop
count complexity is again in O(L · log(N )).
3.2.5 Compensating for random selection errors
We have further examined analytically the error introduced
by the above-mentioned randomized distribution of bit infor-
mation to multiple nodes, and have presented a trade-off
between accuracy, availability, and efficiency. In brief, the
randomizing algorithms used when setting bits and when
checking their values in the DHS, introduces a probability
of probing nodes not storing any bit data during the query
phase. In order to deal with this, when a node answers back
with an empty result set, we retry the probe to its immediate
neighbors in the overlay, for up to a precomputed number of
times. In order to compute this threshold, assume that n′ items
have been uniformly distributed to N ′ bins (i.e. mapped to
an N ′-node interval in the DHS). The counting process cor-
responds to uniformly and independently picking a bin from
the set of bins without replacement, and checking for whether
there is any item stored in it. The probability P(X = t)
that t empty bins are selected in the first t probes, equals:
P(X = t) =
(
N ′−t
N ′
)n′
(see [68] for a sketch of proof).
By solving this equation for t , and taking into account that
with multiple (m) bitmaps, items are quasi-uniformly parti-
tioned among them, we get that, in order to choose a non-
empty bin with probability of at least p, one has to visit at
least: N ′ · (1 − p mn′ ) nodes. Empirically we have found
that, when there are as many items as there are nodes in the
11 For superLogLog counting, although there may be more 1-bits after
an all-0 bit position, we have empirically verified that (1) the probability
that this happens is negligible, and (2) in the rare opposite case, these bit
positions are always among those omitted during the truncation phase
of the superLogLog algorithm.
overlay, up to 5 nodes have to be visited in the worst case in
order to guarantee that a non-empty node will be found with
a probability of at least 99%, if such a node does exist (i.e.
if the bit probed has actually been set during the insertion
phase). Last, these are all 1-hop operations and the number
of nodes visited during the retry phase can be considered a
small constant.
3.2.6 Simultaneously counting multiple quantities
As noted earlier, when counting, one probes a node ID in a
region for its bit information for all bitmaps and all metrics
of interest, and the probed node responds with a sequence
of tuples, one for each estimated dimension/quantity. Thus,
counting in multiple dimensions (i.e. estimating multiple
quantities) has the same worst-case hop-count complexity as
counting in a single dimension. Such quantities, for example,
can be the frequencies of the cells of a DHS-based histogram,
to be discussed shortly, thus allowing a node to gather all cell
frequencies in just O(L · log(N )) hops.
4 Decentralized aggregate query processing for P2P
data management
We move on now to discuss ways of computing certain basic
aggregates in a P2P data management system.
COUNT-DISTINCT
Both rendezvous-based hash sketches and DHS are directly
applicable for the estimation of the number of (distinct) items
in a multiset. Assume we wish to be able to estimate the num-
ber of distinct values in a column C of a relation R stored in
our Internet-scale data management system. In the rendez-
vous-based scenario, the algorithm proceeds as follows: (1)
nodes storing tuples of R, first hash together the identifiers of
R and C to compute the rendezvous ID; (2) each such node
adds the relevant values it stores into a locally populated
synopsis, and (3) sends its synopsis to the node responsible
for the rendezvous ID. That node will then be responsible
for gathering all synopses and constructing (via bitwise OR)
the overall synopsis. Any node will then be able to ask the
rendezvous node for the estimated cardinality of R.C (see
Fig. 6). The worst-case number of messages to populate the
overall synopsis is in O(N log(N )) in an N -node network—
translating to a O(b · N log(N )) bandwidth usage figure, for
b bytes per local synopsis—while querying the populated
synopsis needs O(log(N )) messages.
Note that, when counting distinct items, a synopsis-based
rendezvous solution is much more efficient than the simple
approach of having nodes send lists of tuple-ID/value pairs
they store to a rendezvous node; the rendezvous node would
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Fig. 6 Example of a rendezvous-based approach: node 48 is designated as the rendezvous node and all nodes with tuples for attribute1 send it their
data
Fig. 7 Example of a DHS-based approach: nodes insert their tuples in the DHS and the load is spread across the overlay
need space proportional to the actual estimated quantity to be
able to discern duplicates, while hash sketches considerably
trim this figure down (roughly in the order of the logarithm of
the measured quantity), while a similar argument also holds
for bandwidth usage for transferring the lists to the rendez-
vous node.
In the DHS-based case, nodes storing tuples of R insert
them into the DHS, by:
1. Hashing them on their C value (C.vi ) and inserting them
to a local hash sketch, as described in Sect. 3.2,
2. Selecting a random ID in the interval corresponding to
the bit set during the previous step, and
3. Sending a “set-to-1” message to the node responsible for
this ID (see Fig. 7).
Assume the DHS uses L-bit bitmaps. Then, the worst-
case message count cost to populate the DHS is in O(N · L ·
log(N )), which translates to a O(b′ · N · L · log(N )) overall
bandwidth consumption, with b′ bytes per “set-to-1” mes-
sage. In a real-world scenario, such a message would merely
include the identifier of the measured quantity (i.e. the “met-
ric ID” per the lingo of [68]) and the bitmap and bit position
to set. Querying the populated DHS requires O(L · log(N ))
messages in the worst case.
Comparing the two approaches, we can see that populating
the DHS-based estimator needs a factor of L more messages
and a factor of L more overall bandwidth12 in the worst case,
while querying it also requires a factor of L more messages in
12 Divide by N to get the corresponding cost figures per node, as
opposed to overall costs.
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the worst case, compared to the rendezvous based estimator.
However note that: (1) in the rendezvous-based approach,
the rendezvous node receives all the load of counting and
constitutes a single-point-of-failure and performance bottle-
neck, while the DHS-based estimator is completely decen-
tralized and balanced with regard to the per-node load, and
(2) when estimating multiple quantities, the hop-count cost
of populating and querying the DHS-based estimator remains
unchanged, while the relevant costs of the rendezvous solu-
tion grows linearly to the number of estimated quantities.
COUNT
In order to count the number of items in a column including
duplicates we would proceed as above, only adding the tuple
IDs to the corresponding synopsis (hash sketch or DHS),
instead of the values of the column in question. Further-
more, if identical tuples stored on different nodes should
also be accounted for, nodes hash together the node and tuple
IDs and use the result as the input to the synopsis insertion
procedures.
Node cardinality
One of the metrics used in the optimizer of System-R and
a very important one when it comes to actually executing a
query, is the number of data pages per relation or per index.
This metric defines the number of secondary storage accesses
that the query processor will have to make when doing a full
scan of the relation/index. We propose an analogy between
P2P overlay nodes and secondary storage disk blocks. In the
traditional, centralized database world, the number of sec-
ondary storage accesses is the main cost component of query
access plans. Furthermore, it is generally known that disk I/O
delays are mainly due to seek time. In the distributed, peer-
to-peer setting, nodes can be thought of as the counterpart of
disk blocks; routing to a node in the network overlay corre-
sponds to a seek in a disk subsystem, while accessing items
on a node corresponds to a disk block access. As a matter of
fact, by P2P norms, the communication overhead dominates
by far all local processing costs, to the extent that any local
operation may safely be (and actually usually is) ignored in
the cost formulas.
In order to estimate the number of nodes that store tuples
of a given relation, each node storing tuples for the rela-
tion/column in question, inserts its ID into a global synopsis.
Since node IDs are unique across the P2P overlay this opera-
tion is equivalent to a COUNT-DISTINCT aggregate over an
imaginary column populated with the IDs of nodes storing
data for the relation in question. As of this, we can use any
of the techniques discussed earlier (i.e. hash sketches with
rendezvous nodes or the DHS) to estimate this quantity.
When applied to a whole relation R, the “node cardinality”
metric corresponds to the number of nodes in the system
storing tuples of R. One can easily think of important cases
where this computation may prove useful. For example, in
later sections we shall show how to compute histograms over
attributes in a relation stored in an Internet-scale data man-
agement system. In order to reach an informed decision, a
possible optimizer will need, in addition to the attribute-value
frequency distribution histograms, further information as to
how many nodes store tuples belonging to a given histogram
cell or having a given attribute value. By building node car-
dinality histograms, one can answer such questions using
standard statistical techniques from the relevant literature.
Such statistics, coupled with a method for computing over-
laps between the data sets of various nodes (such as [61]),
will greatly improve the efficiency and quality of query pro-
cessing in such distributed settings.
SUM and AVG
In order to compute the SUM aggregate, we follow the algo-
rithm in [16]: each node locally computes the sum of values
of the column tuples it stores, populates a local hash sketch
using the algorithm in [16], and then either posts this hash
sketch to the rendezvous node in the former case, or sends
batches of “set-to-1” messages to the appropriate nodes on
the DHS in the latter case. For the rendezvous case, the mes-
sage count, bandwidth consumption, and query overhead fig-
ures are obviously the same as those discussed previously.
For the DHS case, note that the O(N · L · log(N )) figure also
holds here since, with L-bit bitmaps, at most L bits can be
set. Therefore, the cost analysis is the same as that of ear-
lier aggregates. Similarly, computing the average (AVG) of
the values of a column consists of estimating the SUM and
COUNT of the column and then taking their ratio.
5 Decentralized histogram creation and use for P2P
data management
In this section, we shall attempt to harness the tools discussed
so far and present techniques to implement Average Shifted
Equi-Width histograms, thus improving the accuracy of the
approach in [68], and a method to construct Equi-Depth his-
tograms, over an Internet-scale data management system. We
also discuss the case of extending our approach for comput-
ing more complex histogram types, such as MaxDiff(V, F)
and Compressed(V, F) histograms.
Equi-Width histograms
The core idea is to partition the attribute value domain into
a fixed number of equally sized intervals/buckets (say B)
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and use a different distributed synopsis “metric” for each
bucket to estimate the number of data items belonging to
it. This construct corresponds to a distributed Equi-Width
histogram (coined DEWH) over the given attribute. If using
a DHS-based distributed synopsis, this technique requires
O(N · L · log(N )) overall messages in the worst case for all
nodes to insert all of their items in the DHS and O(L ·log(N ))
hops to reconstruct the histogram (remember that counting
in multiple dimensions with DHS incurs no additional hop-
count overhead). For a rendezvous-based approach, these
costs are in O(N ·B ·log(N )) and O(B log(N )), respectively,
since there will (on average) be B different rendezvous nodes.
An even more extreme case would be to store all histogram
buckets on a single rendezvous node; in this case, the mes-
sage cost for data insertion and histogram reconstruction is
in O(log(N )), as discussed earlier, but the load imbalance is
even more severe, as we shall shortly see in the experimental
evaluation section.
Note that, even in this extreme case, the rendezvous-based
approach is still approximate and not exact. Due to the arbi-
trary replication of data tuples across nodes in the overlay,
for such an approach to be exact, the rendezvous node should
maintain complete lists of at least the primary keys of every
item mapped to every bucket, so that identical items inserted
by different nodes do not get counted twice in the bucket fre-
quencies. However, this clearly does not scale well with the
number of nodes and/or the number of items in the overlay.
Thus, the rendezvous node has to either (1) keep a synopsis
of the primary keys mapped to every bucket (e.g. a Bloom
filter—but without a-priori knowledge of the amount of items
mapped to each bucket, this should be made large enough to
be able to record the primary keys of all data items in the over-
lay, which in turn is also not a known quantity), or (2) use
a synopsis for the per-bucket frequency (e.g. a hash sketch),
which is based on the exact same notion as the per-bucket
distributed hash sketch of the DHS-based approach.
Average shifted Equi-Width histograms
By taking advantage of the dimension-free counting of DHS,
we can also implement a distributed version of ASHs (coined
Distributed ASH or DASH), using the technique outlined
earlier for standard Equi-Width distributed histograms. Each
DASH will consist of several DEWH with the same bucket
widths but different starting positions in the value space.
In a DHS-based approach, each node constructs a local
hash sketch for each cell of each of the equi-width histo-
grams comprising the ASH, and sends batches of “set-to-1”
messages for every non-zero bit position in the resulting hash
sketches, containing the identifiers of the metrics/ASH cells
for which this bit is to be set. Thus, the message cost of pop-
ulating DASH is the same as in the previous case, while the
cost of reconstructing the histogram is again in O(L ·log(N )).
With rendezvous-based DEWH as a base, on the other
hand, the cost of inserting the items is in O(N · S · B · log N )
for S shifted DEWHs and the cost of reconstructing the his-
togram is in O(S · B · log N ), since in this case there will
be S · B different rendezvous nodes. Again, one could take
the rendezvous case to the limits and store all buckets of
all shifted histograms on the same rendezvous node so as
to bring these figures down to O(log(N )), incurring how-
ever an even greater load imbalance than in the previous
approach.
Equi-Depth histograms
Distributed synopses, as described earlier, are good for esti-
mating the number of items belonging to a predefined group
(e.g. value range), but cannot count items belonging to a range
whose boundaries change on-the-fly. This makes distributed
synopses inappropriate for direct use in building histogram
types other than Equi-Width or Average-Shifted ones.
To this extent, first note that although researchers usu-
ally reject Equi-Width histograms in favor of more complex
types, such as Compressed or MaxDiff histograms, there are
situations where the former perform as well or even better
than the latter [9], while there may be settings where even a
one-bucket histogram is adequate [21].
Studying the relevant literature, we noted that more
complex histogram types, such as Equi-Depth histograms,
usually require much fewer cells to provide a good approx-
imation of the attribute value distribution than Equi-Width
histograms [74]. Moreover remember that, when using DHS,
we can build Equi-Width or Average Shifted histograms with
many cells for no extra cost, having a separate metric for each
histogram cell, due to the counting properties of DHS.
We thus propose to use either DEWH or DASH histo-
grams as our base and try to infer more complex histogram
types from them. The general approach is to retrieve infor-
mation from a DEWH or DASH histogram, and then to
do a series of local computations to infer the more com-
plex histogram types. In more detail, our solution for com-
puting an Equi-Depth histograms consists of the following
steps:
1. First, build a relatively large DEWH or DASH histo-
gram—for example, having 10-to-20 times more buckets
than the target histogram.
2. Use the uniform spread assumption to project frequen-
cies to values within each cell,
3. Consider the set of values of all cells and
4. Find a partitioning of them into c groups, such that the
order of values is not changed and all groups have equal
(or almost equal) sums of value frequencies.
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More complex histogram types
One could advocate using the above inference technique
to compute even more complex histogram types, such as
MaxDiff(V,F) histograms—used by the Microsoft SQL
Server [44]—and Compressed(V,F) histograms—proved to
be the perfect trade-off between optimality under the variance
metric [46] and practicality due to their size and construction
time overheads, and is used by the DB2 optimizer [44]. In
short, MaxDiff(V,F) histograms first sort items on their val-
ues and then place cell boundaries in the points in the value
domain where items have the largest differences in their fre-
quency, while in a c-cell Compressed(V,F) histogram, the
c−k higher frequency items are placed in single-value buck-
ets, and the remaining values are placed in k buckets in an
Equi-Depth manner.
After projecting frequencies to values within each cell
using the uniform spread assumption, a c-cell MaxDiff(V, F)
histogram could be inferred from a large plain Equi-Width
or DASH histogram, by:
1. Creating a sorted list of the differences in frequency of
the above values,
2. Selecting the c−1 largest differences as cell boundaries,
3. Grouping together values within each new cell, and
4. Computing the cell’s frequency as the sum of the values’
frequencies.
while for a c-cell Compressed(V, F) histogram we could:
1. Locate the c − k highest-frequency items,
2. Place them in singleton buckets, and
3. Assign the remaining values to k Equi-Depth buckets as
in the Equi-Depth case above.
However, as we shall se shortly in the experimental eval-
uation section, these cases are somewhat problematic. This
is mainly due to the fact that the width (and, therefore, the
number) of the buckets of the histogram in the first step of the
above inference algorithm, defines the accuracy and granu-
larity of the subsequent inference steps. In order not to lose
any information there should be a separate histogram bucket
for each attribute value (i.e. buckets should be 1 value wide).
On the other hand, if the attribute value domain is very large
(e.g. millions of values), having singleton buckets will not
be practical. Moreover, the use of DHS imposes a trade-off
between the number of items falling into each bucket and
the accuracy of the corresponding estimate, as outlined in
[68], with more items resulting in better accuracy. Since the
bucket frequency is projected to values in the bucket using
the uniform spread assumption, the proposed method loses
in accuracy as the buckets get wider; this holds especially for
the Compressed(V, F) and MaxDiff(V, F) histograms whose
construction relies on accurately locating the highest-fre-
quency or highest-frequency-difference value positions; for
example, if the value distribution is very skewed and there
is one very popular value in a multi-valued bucket, then the
proposed inference method will assign a fraction of the total
bucket frequency to each of the distinct equal-spread values
in the bucket, and will thus fail to accurately compute the
frequency-to-value mapping in that bucket.
We shall revisit this trade-off in the experimental evalu-
ation section. As we shall also see there, this issue affects
almost solely the Compressed and MaxDiff histogram con-
struction; for Equi-Depth histograms, a DEWH or DASH
with 10-to-20 times more buckets than the target histogram
achieves nearly excellent accuracy with a very low cost. On
the other hand, for Compressed and MaxDiff histograms we
require a DEWH or DASH with a few values, 1-to-5, per
bucket. There is a new hidden trade-off here regarding band-
width requirements; unlike the number of hops, the amount
of data fetched during reconstruction of the base DEWH or
DASH histograms grows linearly with the number of buck-
ets in the histograms. To this extent, we have considered
adding a module in our inference engine that is responsi-
ble for automatically tuning the number and width of buck-
ets and/or shifts in the underlying DEWH or DASH histo-
grams, according to the domain size, the type of histogram
to construct, and a user-supplied network bandwidth thresh-
old. The current implementation of this module is in pre-
liminary stages and remains a subject of ongoing and future
work.
We also wish to explicitly state that we do not deal with
multi-dimensional histograms. The main thrust behind this
work is not to provide implementations for all specific his-
togram types or to solve all well-known issues in histogram-
related research. We simply wish to show that such statistical
structures can be maintained in a purely distributed man-
ner, to present alternatives and discuss issues arising in this
setting.
5.1 Applications in P2P query optimization
As already mentioned, we think of remote nodes and network
accesses as if they were blocks and secondary storage acces-
ses in a centralized database management system. Thus, a
query optimizer for a P2P DBMS should, in addition to tak-
ing into account the statistics of the data values stored on the
P2P overlay, also consider statistics on the node population,
such as the “number of nodes per relation” (as opposed to
the “number of data pages per relation”). We thus advocate
storing, along with value frequencies, the node cardinality
of each histogram cell, and to take into consideration both
the number of data items and the number of nodes involved
in a query, to further optimize the query access paths. This
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operation roughly corresponds to building “node histograms”
in addition to the histograms on the data value frequencies.
With the infrastructure discussed so far, we can compute
several pieces of information required by optimizers, as dis-
cussed in [11] (and mentioned earlier). More specifically:
1. The number of tuples in a relation. This quantity corre-
sponds to the relation cardinality and can now be com-
puted with a single COUNT and/or COUNT-DISTINCT
operation, depending on whether we want to account for
duplicates or not.
2. The number of physical pages used by a table. This quan-
tity corresponds to the “node cardinality” of the rela-
tion, which can also be directly computed, as discussed
earlier.
3. Statistical information for table columns, in the form
of:
(a) Histograms. Earlier in the current section we dis-
cussed techniques to compute several types of his-
tograms over base data.
(b) The number of distinct values in a column. Again,
this quantity can be computed with a single
COUNT-DISTINCT operation on the column of
interest.
(c) The minimum and maximum, or second-lowest and
second-highest, values. As discussed earlier, this
kind of functionality is usually provided by locality-
preserving DHTs, on top of which we have assumed
to operate. Otherwise, we can use histograms and
the inference technique outlined earlier to compute
an estimate of these values for each bucket, or for
the column as a whole.
4. Information on the correlations among attribute values,
in the form of:
(a) Multi-dimensional histograms, which could be cre-
ated using the infrastructure presented so far, by
defining the boundaries of the multi-dimensional
buckets, and assigning a DHS metric to each such
bucket, instead of the single-dimensional buckets
we had up to now. This solution may well suffer
from the curse of dimensionality and probably be
subject to a degradation in accuracy with increas-
ing number of dimensions; however, there is also
the following alternative.
(b) A single-dimensional histogram on the leading col-
umn, plus the total count of distinct combinations
of column values present in the data, for multi-
column indices[11]. This can also be computed with
our infrastructure, even on a per-bucket basis, by
having nodes insert combinations of values under
appropriate DHS metrics.
Furthermore, we can provide for range predicate
selectivity estimation. To this extent, we consider the uni-
form spread assumption, with a twist. Remember that ren-
dezvous hash sketches and DHS can count both the total
number of items in a set including duplicates and the num-
ber of distinct values, depending on whether we insert the
values or the keys of tuples. Since we are dealing with range
queries at this point, we assume that the underlying DHT
efficiently supports them, so we can find the minimum and
maximum values of a cell by probing the nodes responsi-
ble for the values corresponding to the cell’s boundaries; if
on the other hand there is no such functionality available
or we do not wish to make these two extra network acces-
ses, we can assume that the minimum and maximum val-
ues coincide with the cell’s boundaries, or estimate them as
earlier.
Given a range predicate α ≤ X ≤ β, we proceed as fol-
lows:
1. First determine the histogram buckets affected by the
range query (the buckets with which the range predicate
overlaps).
2. Using the DHS, determine the frequency of each bucket
involved in the query, following the algorithms outlined
earlier.
3. Using the uniform spread assumption [74], determine the
values of each bucket and their frequencies.
4. Among these values, find those that belong to the range
predicate, and
5. Return the sum of their frequencies as the estimated size
of the range query result set.
Moreover, we could compute an estimate of a relation’s
self-join size, by using Compressed(V,F) histograms (due to
the inefficiencies of basic types of histograms as estimators
when the values of the joined relations are correlated [21]).
What we need to do is:
1. Use the DHS to reconstruct the base Equi-Width histo-
gram and infer the Compressed(V, F) histogram,
2. Iterate over all histogram buckets, and
3. Take the sum of the squares of the bucket frequencies.
Due to the counting properties of DHS, reconstructing the
histogram has a worst-case message cost of O(L log(N )).
Note that the above computation should be used only as a
heuristic, as the accuracy of Compressed(V, F) histograms is
subject to many subtle factors, as we shall shortly see. We
are currently investigating ways of applying our methods in
other classic query optimization scenarios, such as projec-
tions, single- and multi-way joins, etc.
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6 Implementation and performance evaluation
6.1 Setup
We initially implemented a basic Chord-like DHT, DHS,
and the solutions proposed in this work, in an event-driven
simulator coded in C++ from scratch [68]. The simulator
supported all basic DHT primitives—that is, node joins and
leaves/failures and data addition and deletion—and all the
functionality of DHS and subsequent constructions. We used
this simulator for preliminary performance evaluation pur-
poses and sanity checks, and in order to observe how our
solutions behave and scale in a fully controlled environment.
We now implemented DHS and DHS-based aggregates and
histograms over FreePastry [28], a publicly available, imple-
mentation of the Pastry overlay [23] in the Java program-
ming language. In Pastry (and FreePastry) lookups have a
hop-count cost in O(log2b N ), with b a positive integer. We
tweaked FreePastry so that its routing cost is in O(log2 N )
(i.e. b = 1), so that hop-count results are easily comparable
to other DHTs. Both implementations gave similar results,
so we chose to show only results computed using the latter, to
showcase the performance of our solutions as implemented in
a real-world system. The source code of our implementation,
coined FreeSHADE for “Statistics, Histograms, and Aggre-
gates in a DHT-based Environment”, consists of approxi-
mately 8,500 lines of Java code13 and is publicly available
on the world-wide web through [29].
In both cases, the performance evaluation was carried out
in the following steps:
1. We generated the workload; that is, the data tuples of the
base relations and the queries to be executed on them
later on. As is standard practice in the relevant litera-
ture, we synthetically generated data sets that (1) can
test our system for various value distributions ranging
from near uniform to highly skewed, and (2) correspond
to value distributions also observed in real-world systems
[37,76].
2. We populated the network with peers and allowed enough
time for the DHT to stabilize. We chose to simulate a
P2P DBMS running on a 1000-node DHT overlay, as
an example of a mid-range distributed system, but larger
networks are naturally supported by both our solutions
and the code base.
3. We randomly assigned data tuples from the base data to
nodes in the overlay. This corresponds to the data con-
tributed by each overlay node.
4. Then we had all nodes insert into the P2P DBMS and the
distributed synopses all relevant information (attribute
13 Counted using David A. Wheeler’s ’SLOCCount’.
values, tuple IDs, node ID) for the tuples they were
assigned during the previous step.
5. Finally, we selected random nodes and had them exe-
cute our algorithms for reconstructing histograms and
computing aggregates.
For the DHS-based cases, we used 32 bits per hash sketch
bitmap. Note that the expected performance figures are
directly affected by the bitmap length, and that with 32-bit
bitmaps we are able to count over trillions of items. A more
conservative (and better looking, with regard to the resulting
hop-count figures) approach would be to use smaller (e.g.
20-bit) bitmaps; however, we present the 32-bit case as an
example of a worst-case scenario. Finally, we varied the num-
ber of bitmaps from 64 to 512. The results we shall present
shortly were averaged over multiple runs for every case, to
avoid statistical artifacts.
Our main focus is on distribution transparency, thus we
mainly want to prove that the proposed solutions (1) are as
accurate as their centralized counterparts, (2) impose low
run-time overhead, and (3) scale well with the size of the
network and of the overall data collection of peers. We thus
measure the accuracy and (message count) performance of
the proposed solutions, attempting to showcase their appli-
cability under the wide-scale distribution setting of a P2P
DBMS.
More specifically, for aggregate query processing, we
were primarily interested in the number of hops required
to do the estimation, the accuracy of the estimation itself, as
well as the fairness of the load distribution across nodes in
the network. We instrumented FreePastry with the appropri-
ate hooks to allow us to measure the number of hops each
message needs to reach its destination node and the corre-
sponding bandwidth usage. We present hop-count results for
both inserting items to the DHS and for doing the actual
estimation. We present results for three aggregates; namely,
COUNT, SUM, and AVG, as examples of aggregates based
on classic hash sketches, on summation sketches, and on a
combination of these two respectively. Moreover, we report
on the mean error of the estimation, computed as the percent-
age by which the distributed estimation differed to the actual
value of the estimated aggregate computed over the base data
in a centralized manner (i.e. as if all data was stored on a sin-
gle host). Last, we report on the distribution of insertion and
query load across nodes in the overlay, in order to showcase
the trade-off of performance versus scalability/load distribu-
tion between the DHS and rendezvous-based approaches.
For histograms, our main concern was the accuracy of
the estimated bucket frequencies and bucket boundaries (for
inferred histograms), as well as the cost of reconstructing
the base DEWH or DASH histogram in terms of number
of hops and bandwidth usage (the inference step is a local
operation and hence considered of negligible cost in the P2P
123
1298 N. Ntarmos et al.
environment) and the load distribution. For the hop-count and
bandwidth measurements we proceeded as above. In order
to measure the accuracy of the estimated histograms, we first
computed the histograms of choice over the base data in a
centralized manner, then reconstructed and inferred the cor-
responding distributed histograms. Accuracy is again mea-
sured as the percentage by which the per-bucket estimated
frequencies or bucket boundaries differ to the corresponding
bucket frequencies/boundaries of the centralized histograms.
As far as the (fairness of the) distribution of load across
participating hosts is concerned, we measure the load on any
given node as the insertion and query/probe “hits” on this
node; that is, the number of times this node is the target
of an insertion or query/probe operation. We further instru-
mented FreePastry to report on the above metrics; namely
Node Insertion Hits and Node Query Hits. Now, assume li ,
1 ≤ i ≤ N is the load on the i th node, and that µl and
σl is the mean and sample standard deviation of these loads
respectively. That is:
µl = 1N ·
N∑
i=1
li
and
σl =
√
√
√
√ 1
N − 1 ·
N∑
i=1
(li − µl)2.
We employed a multitude of metrics to visualize the impact of
the different approaches outlined earlier in this paper. More
specifically, we used:
– The Gini Coefficient [20], as proposed in [70], calculated
by:
GC = 1
2 · N 2 · µl
N∑
i=1
N∑
j=1
(|li − l j |).
That is, GC is the mean of the absolute difference of
every possible pair of load values. The Gini Coefficient
takes values in the interval [0, 1), where a GC value of
0.0 is the best possible state, with 1.0 being the worst.
The Gini Coefficient roughly represents the amount of
imbalance in the system, so that for example a GC value
of 0.25 translates to ≈75% of the total load being equally
distributed across all nodes in the system.
– The Fairness Index [47]:
FI =
(∑N
i=1 li
)2
N · ∑Ni=1 l2i
.
The Fairness Index (also known as “Jain’s Fairness Index”
after the first of the authors of [47]) takes values in the
interval (0, 1], with 0 and 1 being the worst and the best
value respectively. FI is to some extent the inverse of
the GC in that it represents the amount of balance in the
system, so that for example a FI value of 0.25 roughly
translates to the load being equally spread across 0.25 of
the nodes in the system.
– The maximum and total loads for DHS- and rendezvous-
based approaches.
6.2 Results
6.2.1 Aggregate queries
In this part of our experimental evaluation we primarily
measured the hop-count efficiency and the accuracy of
rendezvous-based hash sketches and of the DHS as the sub-
strate for computing aggregates in a P2P DBMS. We initially
created single-attribute relations, with integer values in the
intervals [0, 1000), following either a uniform distribution
(depicted as a Zipf with θ equal to 0.0), or a shuffled Zipf dis-
tribution with θ equal to 0.7, 1.0, and 1.2 [37,76]). Relations
contained 300,000 tuples each, distributed across all nodes
in the overlay. Note that we use single-column relations for
presentation reasons and ease of modeling, as a means of
evaluating queries on statistical structures over index attri-
butes of a (possibly much) larger relation; we have also tested
our system with larger configurations (more and larger tuples
per relation, real-valued attributes, etc.) with similar results.
Estimation error and hop-count costs
Figures 8a and b plots the average error of the resulting esti-
mate for the COUNT aggregate, using a rendezvous- and a
DHS-based approach respectively. In both cases, the result-
ing error is due to the use of hash sketches to estimate the
aggregate, thus both approaches exhibit the same average
error. As expected, the higher the number of bitmaps in the
synopsis, the better the accuracy. Specifically, for 64 bitmaps
the average error is ≈12%, dropping to ≈5.7% for 128 bit-
maps, ≈3.4% for 256 bitmaps, and ≈2.9% for 512 bitmaps.
The estimation error is slightly larger for the SUM aggre-
gate, due to the error introduced by the use of the summa-
tion technique of [16] (Figs. 8c, d). Last, the estimation error
curve for the AVG aggregate closely follows that of the SUM
aggregate.
We have measured and show the per-node average hop
count for inserting all tuples to the distributed synopsis, and
the hop count for computing the aggregate. Figures 9a and
b depict the insertion hop-count cost for all of the evalu-
ated aggregates. Figure 10a depicts the query hop-count cost
for the rendezvous-based approach; since there is a single
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(c) SUM/AVG aggregate – Rendezvous approach
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(d) SUM/AVG aggregate – DHS approach
Fig. 8 Average % estimation error for the COUNT and SUM/AVG aggregates versus their centralized values
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(a) Insertion hop count – Rendezvous approach
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(b) Insertion hop count – DHS approach
Fig. 9 Hop count for populating the distributed synopsis using a rendezvous-based approach without replication and a DHS-based approach
rendezvous node per aggregate, this curve is the same for
all evaluated aggregates. Finally, Fig. 10b, c, and d depicts
the query hop-count cost for the DHS-based approach, for
the COUNT, SUM, and AVG aggregates, respectively. As
can be seen, the per-node hop count costs are higher for the
DHS-based approach by a factor of approximately 8× for
both the insertion and query cases. Given that each node does
one DHT lookup to insert all of its tuples and to query the
distributed synopsis in the rendezvous-based case, this trans-
lates to approximately 8 DHT lookups per node in the DHS-
based case. The query hop-count cost for the DHS-based
approaches for SUM and AVG (Fig. 10a, d) is somewhat
lower compared to the COUNT aggregate, as more bits are
set to 1 due to the algorithm in [16] and thus it is easier for
the DHS probing algorithm to find set bits.
Load distribution
The extra hop-count cost of the DHS-based approach pays
back when it comes to load distribution fairness. Figures 11a,
b and 12a, b plot the Gini Coefficient and the Fairness Index
of the load imposed on nodes in the system during tuples
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 0
 10
 20
 30
 40
 50
64 128 256 512
A
ve
ra
ge
 E
st
im
at
io
n 
H
op
s
Number of Bitmaps
Zipf 0.0 Zipf 0.7 Zipf 1.0 Zipf 1.2
(c) SUM Aggregate – DHS approach
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(d) AVG Aggregate – DHS approach
Fig. 10 Hop count for computing the COUNT, SUM, and AVG aggregates using a rendezvous-based approach without replication and a DHS-based
approach
Fig. 11 Gini Coefficient
(smaller is better) and Fairness
Index (larger is better—note the
logarithmic scale on the Y axis)
of the load on nodes for
populating a rendezvous-based
synopsis
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Fig. 12 Gini Coefficient
(smaller is better) and Fairness
Index (larger is better—note the
logarithmic scale on the Y axis)
of the load on nodes for
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Fig. 13 Gini Coefficient
(smaller is better) and Fairness
Index of the load on nodes for
populating the DHS-based
synopsis for the SUM and AVG
aggregates (larger is
better—note the logarithmic
scale on the Y axis)  0
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Fig. 14 Evolution over time of
the Gini coefficient and Fairness
index for querying the
distributed synopsis for all three
aggregates
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(b) Fairness Index
insertion for the COUNT aggregate (the figures for the
rendezvous-based approach are practically identical for all
three aggregates tested, so we will reuse Fig. 11a and b).
Recall that the load on any given node is measured as the num-
ber of times that node is visited (a.k.a. node hits) during data
insertion and/or query processing. There is approximately an
improvement of more than two orders of magnitude for both
metrics. More specifically, according to the Gini Coefficient,
from a ≈0.1% of the load being equally distributed across all
nodes in the rendezvous approach, to a ≈26.4% of the load
being equally spread for the DHS approach; likewise, the F I
value jumped from ≈0.001 for the rendezvous-based case to
≈0.100 for the DHS-based approach. This also holds for
the SUM and AVG aggregate (see Fig. 13); the DHS-based
approach manages on average to outperform the rendezvous-
based approach by a factor of ≈200× and ≈40× as far as
GC and FI are concerned, respectively.
Last, Fig. 14 plots the evolution of the Gini coefficient,
Fairness index, and total query load (node hits) over time,
as queries are executed in the system. With the rendezvous-
based approach there is a single node that is burdened with all
of the query load, thus the GC and FI are constant over time
and equal or worse than ≈0.999 and ≈0.001, respectively.
The DHS-based approaches converge to a GC an FI value of
≈0.5, which equal the GC and FI values of the distribution of
the distances between consecutive nodes in the ID space and
is thus the best respective values achievable by any algorithm
that uses a randomized assignment of items to nodes.
Replicated rendezvous
Supporters of the rendezvous-based approach might think
that the GC and FI figures can be greatly improved by using
multiple nodes to store the distributed synopsis and one of
the replication schemes outlined in Sect. 3—namely, sim-
ple replication (i.e. each node chooses randomly one of the
rendezvous nodes and insert all of its tuples there) or pro-
active replication (i.e. each node inserts all of its tuples on
all rendezvous nodes), representing the two extremes in load
distribution for the rendezvous-based case. Figure 15 plots
the GC and FI values for an increasingly larger number of
rendezvous nodes (replicas). As can be seen, even for 2, 000
replicas the GC value does not drop below 0.725 and the FI
merely climbs to just below 0.3.
This might seem somewhat counterintuitive to the unin-
formed reader; one might expect that the load would be totally
balanced with as many replicas as there are nodes (i.e. 1000).
It all boils down to the way these replica nodes are selected;
since a node does not (and cannot) know a priori the IDs
of all nodes in the system (and even if it did, this informa-
tion would soon become obsolete with nodes entering and
leaving the P2P overlay), the best possible way of choos-
ing the rendezvous IDs is by picking random IDs (following
a uniform distribution) from the node ID space. Although
node IDs are selected in a quasi-uniform manner (due to the
use of a cryptographic hash function for their computation),
this does not mean that the distances between consecutive
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Fig. 15 Gini coefficient and
Fairness index of the load on
nodes for populating the
distributed synopsis for the
COUNT aggregate for
increasingly larger amount of
rendezvous nodes sharing the
computation (either through
replication or because of
multiple computed aggregates)
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(b) Proactive replication – Insertion hop count
Fig. 16 Hop counts for the COUNT aggregate using a rendezvous-based approach with 50 replicas
IDs are all equal; quite on the contrary. For example, in our
1000-node, 32-bit ID-space setup, the minimum, average,
and maximum distances between any two consecutive nodes
were ≈211, 222, and 225, respectively, with a standard devi-
ation of ≈222. Note that this distribution of the distances
between consecutive nodes in the network has a GC and a
FI value of ≈0.5. Therefore, choosing among these nodes
by first picking a random (uniform) ID and then selecting
the node responsible for it, ends up in a rather skewed load
distribution.
Now assume that there were a way for a node to know the
IDs of all other nodes currently present in the system at any
given point in time. Even in that case, it would take at least
≈275 rendezvous node replicas (either with simple or with
proactive replication), for the rendezvous-based approach to
achieve the GC and FI figures of the DHS-based approach.
However, in that case the hop-count cost for inserting tuples
into and/or computing the distributed synopsis would be
abysmal. As a rule of thumb, Fig. 16 depicts the hop-count
cost for inserting all tuples under proactive replication and for
computing the COUNT aggregate under simple replication,
using a rendezvous-based distributed synopsis, for a much
milder replication scenario using just 50 replicas.
So far, there seems to be a clear-cut trade-off between the
rendezvous- and the DHS-based approaches; the former is
better when raw hop-count cost is more important, but the
latter is the best choice when load distribution comes into
play. This is only half the truth, though; let us take a look at
Figs. 15 and 16 from a different perspective; that of multiple
computed aggregates, as opposed to multiple replicas of a
single aggregate. Assume, for example, that we are to com-
pute multiple COUNT, SUM, AVG, etc. aggregates over the
same peer-to-peer data network. Unless we store all such
aggregates on a single rendezvous node—a nightmare from
a load distribution and, hence, from a scalability and fault
tolerance point of view—the only other choice is to assign
these aggregates to randomly chosen nodes in the overlay.
This scenario, however, is identical to that of a single aggre-
gate with a proactive replication scheme and as many repli-
cas as there are aggregates. The bottom line is that, although
in the single-aggregate (or single-“metric”) case the rendez-
vous approach seems to be the winner with regard to raw
hop count, its advantage vanishes quickly with more than a
handful of estimated aggregates.
In order to further illustrate this, Fig. 17 plots the total
load imposed on the nodes in the system during query time
for 10, 20, 50, and 100 COUNT aggregates (or conversely for
a single COUNT aggregate and proactive replication with a
factor of 1, 2, 5, and 10%, respectively, the figure for the sim-
ple replication rendezvous scenario would be even worse).
Note that the y-axis is in logarithmic scale. This figure show-
cases in the best possible way the linear increase in the total
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Fig. 17 Total query load in the system when multiple aggregates are
to be computed concurrently
query load with the number of computed aggregates for the
rendezvous-based approaches. Note that only one curve is
shown the DHS-based solution for each of the possible num-
ber of bitmaps since the total query load (and hop count cost)
is the same irrespective of the number of aggregates/“met-
rics” estimated, due to the properties of the DHS outlined in
Sect. 3.2.
Scalability
Given the above discussions, we now turn our attention to
studying the scalability of the DHS-based solutions. As made
obvious thus far, the greatest strengths of the DHS-based
solutions is their scalability for large numbers of computed
aggregates and their fair load distribution across nodes in the
overlay. The DHS-based approach further exhibits excellent
scalability with regard to the number of nodes and tuples
in the system. In this section we repeat the measurements
for the COUNT aggregate, only now varying the number of
nodes in the system from 1,000 to 2,500, 5,000, and 10,000
nodes. The number of data tuples managed by the overlay
is also scaled to either 30× or 300× the number of nodes
(e.g. 30,000 and 300,000 tuples for the 1000-node network,
75,000 and 750,000 tuples for the 2,500-node network, etc).
Figures 18a, 19a, and 20a plot the per-node average inser-
tion load, maximum node insertion load, and hop-count cost
respectively for the 30× case—that is, the average number
of times a node is hit during insertion of all tuples into the
DHS synopsis, the maximum such number, and the average
number of hops each node pays in order to insert all of its
tuples into the DHS—for various combinations of input value
distributions and number of bitmaps in the DHS. Similarly,
Figs. 18b, 19b,and 20b depict the same metrics for the 300×
case. As we can see, the per-node insertion load is nearly
constant, while the maximum insertion load scales logarith-
mically to the number of nodes and sublinearly to the number
of items in the overlay (the relevant figures for the rendezvous
approach would obviously show a linear dependence on the
number of nodes and independence on the number of items).
Moreover, the per-node average insertion hop count grows
also nearly logarithmically to the number of nodes and tuples
in the system—there is less than double the hop-count cost for
a ten-times increase in the number of nodes and a one-hun-
dred-times increase in the number of tuples in the overlay!
Likewise, Figs. 21a and 22a plot the average number of
nodes visited and the hop-count cost for computing the
COUNT aggregate for the 30× case, with the 300× case
being depicted in Figs. 21b and 22b. From this set of figures
we can conclude that the average query hop-count is inde-
pendent on the number of items and grows logarithmically to
the number of nodes in the system. The average query load
also grows logarithmically to the number of nodes. Note,
however, that our DHS-based solutions perform better, load-
wise, for a larger number of items in the system, depending
on the number of bitmaps used. This is due to the fact that the
larger number of items inserted into the DHS-based synopsis
combined with the lower number of bitmaps in the synopsis,
means that less nodes will have to be visited because of retries
(see Sect. 3.2.5). Average estimation error, Gini coefficient
and Fairness index were as shown earlier in Figs. 8b, 12a
and 12b, respectively. Last, the figures for the other aggre-
gates were similar to these presented here for COUNT and
are thus omitted.
6.2.2 Histograms
We would like to emphasize again that our key goal is distri-
bution transparency. We are thus not concerned with the sta-
tistical properties of the histograms per se, or with whether
a given histogram type is optimal or not; these have been
extensively studied in the literature. Instead, we compare our
results with histograms of the same type and characteristics
built using a centralized approach.
Our experiments proceed as follows: (1) first, we generate
the base data and compute the histogram(s) of choice over it
in a centralized manner; (2) then, we configure and populate
the simulated 1000-node network with peers and items as
described earlier; (3) finally, we choose random nodes and
have them reconstruct and/or infer the same set of histograms,
following the approach outlined in Sect. 5. Note that we are
dealing solely with single-dimensional histograms.
We first populate and reconstruct a 100-cell Equi-Width
DHS-based histogram, and then use it to infer 10-bucket
Equi-Depth, Compressed(V, F), and MaxDiff(V, F) histogr-
ams. In this part of our experimental evaluation we use only
256 bitmaps per DHS hash sketch, as this number poses a
good trade-off between cost and accuracy, as showcased by
the previous results. All relations have a single integer-valued
attribute, with values drawn from the attribute value domain
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Fig. 18 Per-node average
insertion load for a COUNT
aggregate using the DHS, for
various number of nodes in the
overlay; a tenfold increase in the
number of items leads to a
≈60% increase in the number of
times each node is visited during
the insertion phase
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(a) Number of data tuples = 30 × Number of nodes
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(b) Number of data tuples = 300 × Number of nodes
using either a uniform or a shuffled Zipf distribution with θ
equal to 0.7, 1.0, and 1.2 [37,76].
For each of the inferred histogram types we measured the
average cell frequency error versus the real attribute-value
frequency distribution. For the Equi-Depth histogram, we
further show what we call the “positioning error”: the error
at the estimation of the cell boundaries. For the latter two his-
togram types we also show the recall rate—the ratio of top
frequencies or single-valued buckets (respectively) that were
inferred correctly out of the 10 total. Finally, for the Com-
pressed histograms we further show the “ranking error”, that
is the fraction of top-frequency values that were inferred at
the correct ranks. Again, the reported values were averaged
over several runs of the simulation.
Initially we used a 10-million tuples relation, with val-
ues in the interval [0, 1,000,000). Figure 23a summarizes
the results from this set of experiments. With regard to the
hop count costs and load distribution, the same argumen-
tation holds as in the multiple aggregates case, as the
proposed way of implementing distributed Equi-Width his-
tograms is by using a different DHS “metric” or a differ-
ent rendezvous ID per histogram bucket. This means that
a rendezvous-based solution would have to either (ii) use
multiple rendezvous nodes, thus incurring the outrageous
hop-count costs and total query load depicted in Figs. 16
and 17, or (i) store all histogram buckets on a single node,
hence creating a severe load imbalance in the system. We
thus omit any further discussion of such costs in this part of
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Fig. 19 Maximum node
insertion load for a COUNT
aggregate using the DHS, for
various number of nodes in the
overlay; a tenfold increase in the
data tuples in the overlay leads
to a ≈6-fold increase in the
maximum number any node is
visited during the insertion
phase, yet still being an order of
magnitude lower than that of the
rendezvous-based approach
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(a) Number of data tuples = 30× Number of nodes
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(b) Number of data tuples = 300× Number of nodes
our experimental evaluation and concentrate on DHS-based
histograms.
As far as accuracy is concerned, the average cell frequency
error is nearly excellent for the Equi-Width, Average-Shifted
and Equi-Depth histograms. The very small error in the Equi-
Depth cases is somewhat artificial; since all buckets have
approximately the same frequency there is little margin for
error. What makes more sense in this case, is the cell bound-
ary positioning error, depicted in Fig. 23b. Again, our algo-
rithms achieve a nearly excellent accuracy, even in the highly
skewed case where input values are drawn from a Zipf with
θ equal to 1.2. On the cost side, the average hop count for
reconstructing the initial DHS histogram is ≈26 hops (i.e.
equaling the cost of merely ≈6 DHT lookups), while the
average bandwidth consumption is ≈60–70 kbytes.
No results are shown in Fig. 23a for the MaxDiff(V, F)
and Compressed(V, F) histograms, as they proved to be quite
problematic. The main reason for this is that, with 100 buck-
ets in the initial DHS histogram and 1 million values in
the attribute value domain, 10,000 values are mapped into
every histogram cell. This makes it nearly impossible to
guess, based solely on the number of unique values in each
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Fig. 20 Per-node average
average insertion hop-count cost
for a COUNT aggregate using
the DHS, for various number of
nodes in the overlay; a tenfold
increase in the number of tuples
in the overlay leads to a ≈35%
increase in the hop-count cost
each node has to pay to insert all
of its items in the DHS
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(a) Number of data tuples = 30× Number of nodes
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(b) Number of data tuples = 300× Number of nodes
bucket and the bucket’s overall frequency, the exact mapping
of frequencies to values, required for these histogram
types.
To this extent, we switched our experimental evaluation
towards a different direction: again, we used a 1,000-node
overlay and tried to build the same histograms as before, only
now using a 10-million tuples relation, drawing tuple values
from the interval [0,1,000) and building a 1,000-bucket ini-
tial DEWH histogram. This corresponds to having a separate
DHS counter for every possible value in the attribute value
domain.
The results are depicted in Figs. 24a–d. As we can see, the
average cell frequency error is at the same levels as before
(Fig. 24a), and so is also the cell boundary positioning error
for the Equi-Depth histogram case (Fig. 24b). As far as the
average ranking error (Fig. 24c) and recall rate (Fig. 24d) are
concerned, we discern a certain trend: in both cases our algo-
rithms lose in accuracy when the input values are drawn from
the uniform distribution, and get better as the input distribu-
tion becomes more skewed. Note, however, that the strengths
of these two histogram types manifest with skewed value dis-
tributions; if the tuple values are uniformly distributed over
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Fig. 21 Average number of
nodes visited when computing a
COUNT aggregate using the
DHS, for various number of
nodes in the overlay
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(a) Number of data tuples = 30× Number of nodes
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(b) Number of data tuples = 300× Number of nodes
their value domain, then one gains nothing from using such
a histogram, or any histogram at all to that extent!
However, the most interesting thing about this set of exper-
iments is the hop-count cost for reconstructing the initial
DEWH histogram: across all sets of parameters, this hop-
count cost didn’t exceed 30 hops (for an average of ≈27
hops)! The average bandwidth cost for reconstructing the
base DEWH histogram was ≈600–700 kbytes. As already
mentioned, the lurking trade-off here is related to bandwidth
requirements; with 1000 buckets versus the 100 buckets we
had earlier, each node visited during histogram reconstruc-
tion may respond with up to 10 times more data. Remember
that this data is merely a set of <metricID, bit-vector> tuples
whose size is very small (24–84 bytes per tuple in our real-
world implementation).
This trade-off becomes much more apparent when dealing
with large attribute value domains. For example, if attribute
values were drawn from the interval [0, 1,000,000) so that the
interval is densely populated (i.e. there were tuples for most
of the 1M values in the domain) and we required a 1-million
DEWH base histogram, then the histogram reconstruction
bandwidth cost would go up to around 600–700 Mbytes! A
first note here is that this figure refers to uncompressed DHS
data; an appropriate compression algorithm could probably
cut down bandwidth requirements by one to two orders of
magnitude. Besides that, (1) to our knowledge, most realistic
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Fig. 22 Average hop-count
cost per query when computing
a COUNT aggregate using the
DHS, for various number of
nodes in the overlay
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(b) Number of data tuples = 300× Number of nodes
databases and workloads build indices and histograms for
columns with up to a few (tens of) thousands of distinct val-
ues, (2) in most queries we shall not need information for
all of the buckets but for a handful of them, and (3) even if
the previous conditions do not hold, we can still build highly
accurate Equi-Width, ASH, and Equi-Depth histograms over
the base data with a very low hop-count and bandwidth con-
sumption cost.
Discussion
We would like to pinpoint the necessity and appropriate-
ness of the techniques presented, implemented, and evaluated
in this work, for solving basic problems in the P2P DBMS
realm. The above experimental results showed that the mes-
sage count and bandwidth costs for reconstructing the base
DEWH or DASH histograms and inferring the more com-
plex histogram types can be quite low. Now, note that (1)
after a node has paid the cost to reconstruct the histograms,
choosing the optimal execution plan is a local operation, and
(2) the above figures refer to the cost of reconstructing the
whole histogram; query processing may require estimation
of the cardinality of only specific buckets, depending on the
query predicate constraints.
Now assume that a query optimizer, armed with the above
histograms, is (at least) able to select the optimal query
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Fig. 23 Histogram inference results: 1,000 nodes, 10,000,000 items, values in [0, 1,000,000), 100 initial DHS buckets, 10 buckets per inferred
histogram
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Fig. 24 Histogram inference results: 1,000 nodes, 10,000,000 items, values in [0, 1,000), 1,000 initial DHS buckets, 10 buckets per inferred
histogram
execution plan. In this case, the savings in bandwidth and
response time will be considerable [8,43]. For example, in
[43] the authors consider multi-way joins in a much smaller
setting than the one discussed above (256 nodes and relations
with 256,000 tuples each or 100 tuples per node). The opti-
mal join strategy in the three-way join case results in a data
transfer of 47Mbytes, as opposed to 71Mbytes transferred
by FREddies, both of which are orders of magnitude larger
than the ≈0.7Mbytes required to reconstruct the histograms
using DHS. Thus, for example, if DHS-based histograms
were added to the PIER query processing logic, PIER would
select the optimal join plan at a very reasonable additional
cost, resulting in major overall bandwidth and latency sav-
ings. This gives an insight to the impact that DHS can have
on Internet-scale query engines.
7 Conclusions
In this paper, we have developed a new framework for distrib-
uted statistical synopses that are particularly well suited for
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Internet-scale overlay networks such as P2P systems. Our
rationale has been to start with the best known techniques
for centralized settings and extend them towards distributed
settings with particular care about scalability.
Our contributions rest on utilizing specific statistical struc-
tures, such as hash sketches and distributed hash sketches,
and on showing new methods for harnessing them to process
important types of aggregate queries in a P2P environment.
Using this substrate, we have shown how to develop DHT-
based higher-level synopses such as Equi-Width, Average-
Shifted Equi-Width, and Equi-Depth histograms, which
figure prominently in the literature on traditional DBMS sta-
tistics management for query optimization. Our implemen-
tation and extensive performance evaluation show that these
structures can be constructed and exploited efficiently and
scale well with growing network size, while achieving high
accuracy. The implementation of our solutions, over the pop-
ular stable DHT software FreePastry, is available as open
source for anyone to use and test [29].
There are several routes to explore for future research.
First, we would like to examine the design and implementa-
tion of auto-tuning capabilities for our histogram inference
engine; these issues have been addressed in centralized data-
base systems [1], but they are completely untouched by the
P2P research community. Integrating our solutions with Inter-
net-scale query processing systems, in the spirit of [42],
comes up next in the list; we believe that the outcome
would bring us closer to the elusive goal of completely self-
organized P2P solutions to advanced data management.
Third, we intend to look into implementing further types of
synopses, aggregates, and histogram variants. Finally, using
our tools for approximate query answering, in the sense of
[2,3,13,50], would be a very intriguing direction as well.
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