What are the eigenvalue statistics of a typical large matrix? Although random matrices already appeared in a concrete statistical application by Wishart in 1928 [36] , these natural questions were not raised until the pioneering work [35] of E. Wigner in the 1950s. Wigner's motivation was to find a phenomenological model for the energy gap statistics of large atomic nuclei since the energy levels of large quantum systems are impossible to compute from first principles. The model Wigner proposed is the random matrix.
Consider either real symmetric or complex Hermitian matrices so that the eigenvalues are real. For definiteness, we consider N × N square matrices H = H (N) = (h i j ) with matrix elements having mean zero and variance 1/N, i.e., (1) E h i j = 0, E|h i j | 2 = 1 N i, j = 1, 2,...,N.
The random variables h i j , i, j = 1,...,N are real or complex independent random variables subject to the symmetry constraint h i j = h ji . These ensembles of random matrices are called Wigner matrices. We will always consider the limit as the matrix size goes to infinity, i.e., N → ∞.
The first rigorous result about the spectrum of a random matrix of this type is the famous Wigner semicircle law [35] , which states that the empirical densities of the eigenvalues, λ 1 , λ 2 ,...,λ N , of large symmetric or Hermitian matrices after proper normalization such as (1) are given by (2) 
in the weak limit as N → ∞. The limit density is independent of the details of the distribution of h i j . Wigner further predicted that the eigenvalue gap distribution in the bulk of the spectrum is given by the Wigner surmise, e.g. in the case of symmetric matrices, where ρ is the local density of eigenvalues (see [26] for an overview 
In the Gaussian case, the joint probability density of the eigenvalues can be expressed explicitly as (4) 
The Vandermonde determinant structure allows one to compute the k-point correlation functions in the large N limit via Hermite polynomials that are the orthogonal polynomials with respect to the Gaussian weight function. The final result of Dyson, Gaudin and Mehta's work can be summarized as follows: For any fixed energy E in the bulk of the spectrum, i.e., |E| < 2, the small scale behavior of p
N is given explicitly by
where K is the celebrated sine kernel
The limit in (5) is independent of the energy E as long as it is in the bulk of the spectrum. The rescaling by a factor N −1 in (5) corresponds to the typical distance between consecutive eigenvalues. Formulas for symmetric matrices that were similar but far more complex were also obtained. It is well-known that the eigenvalue gap distribution can be computed from the correlation functions via the inclusion-exclusion principle and thus (5) also yields a precise asymptotics for eigenvalue gap distributions. In a striking coincidence, the Wigner surmise, which was based on a 2 × 2 matrix computation, agrees with this sophisticated formula with a typical error of only a few percentage points. Observe that the correlation functions do not factorize, i.e. despite the independent nature of the elements, the eigenvalues are strongly correlated.
Wigner envisioned that the eigenvalue gap distributions for large complicated quantum systems are universal in the sense that they depend only on the symmetry class of the physical system but not on other detailed structures. For any truly interacting system, Wigner's thesis remains unproved. Furthermore, there is no heuristically convincing case for its correctness. Nevertheless, there is a general belief that the random matrix statistics and Poisson statistics represent two paradigms of energy level statistics for many-body quantum systems: Poisson for independent systems and random matrix for highly correlated systems. In fact, these paradigms extend even to certain one-body systems such as the quantization of the geodesic flow in a domain or on a manifold [2, 4] or random Schrödinger operators [32] .
The simplest class to test Wigner's universality hypothesis upon is the random matrix ensemble itself. All calculations by Dyson, Gaudin, and Mehta are for Gaussian ensembles, i.e., where the matrix elements h i j are real or complex Gaussian random variables. These ensembles are called the Gaussian orthogonal ensemble (GOE) and Gaussian unitary ensemble (GUE). If Wigner's universality hypothesis is correct, then the local eigenvalue statistics should be independent of the law of the matrix elements. This is generally referred to as the universality conjecture of random matrices and we will call it the Wigner-DysonGaudin-Mehta conjecture, in tribute to Wigner's vision and the pioneering work of these authors. First articulated in Mehta's treatise on random matrices [26] in 1967, it has remained a question of critical importance and concern in the subject ever since. Our goal in this paper is to review the recent progress in this direction and sketch some of the important ideas.
The laws of random matrices are generally divided into invariant and non-invariant ensembles. The invariant ensembles are characterized by a probability measure of the form Z −1 e −Nβ TrV (H)/2 dH where N is the size of the matrix, V is a real valued potential, and Z is the normalization constant. The parameter β > 0 is determined by the symmetry class of the model and dH is the Lebesgue measure on matrices in the class. These ensembles are called invariant since the probability law depends only on the trace of a function of the matrix and thus is invariant under changes of coordinates. The matrix elements are in general correlated and they are independent only if the model is Gaussian, i.e., V is quadratic.
For invariant ensembles, the probability distribution of the eigenvalues λ = (λ 1 ,...,λ N ) 
where the parameter β is determined by the symmetry class: β = 1 for symmetric matrices, β = 2 for Hermitian matrices and β = 4 for self dual quaternion matrices. The key structural ingredient of this formula, the Vandermonde determinant, is the same as in the Gaussian case, (4 
for some constant C. Let n ∈ N and O : R n → R be compactly supported and continuous. Let E satisfy −2 < E < 2 and let
Here ρ sc is the semicircle law defined in (2), p In the case of invariant ensembles, it is well-known that for V satisfying certain mild conditions the sequence of one-point correlation functions, or densities, associated with μ (N) has a limit of N → ∞ and the limiting equilibrium density ρ(s) can be obtained as the unique minimizer of the functional
Moreover A, B) . For the Gaussian case, V (x) = x 2 /2, the equilibrium density is given by the semicircle law ρ = ρ sc , see (2) .
Theorem 2 (Bulk universality of β -ensemble). [5, 6] Assume V is a real analytic function with inf x∈R V (x) > −C.
β ,V given in (7) and let p The earlier work on the universality of random matrices has been focused on invariant ensembles. Important progress was made since the late 1990's by FokasIts-Kitaev [21] , Bleher-Its [3] , Deift et al. [7, 10, 11] , PasturShcherbina [29, 30] and more recently by Lubinsky [25] .
These results concern the simpler β = 2 case. For β = 1, 4, the universality was established only quite recently for analytic V with additional assumptions [8, 9, 24, 31] using earlier ideas of Widom [34] . The final outcome of these analyses is that universality holds for the measure (7) in the sense that the short scale behavior of the correlation functions is independent of the potential V (with appropriate assumptions) provided that β is one of the classical values, i.e., β ∈ {1, 2, 4}, that corresponds to an underlying matrix ensemble. Previous results on the universality of the local statistics for Wigner matrices were restricted to Hermitian Wigner matrices with a substantial It was first put into a mathematically useful form by Johansson [23] (see also the later work of Ben Arous-Péche [1] ) to prove the universality of Gaussian divisible ensembles with a Gaussian component of size order one. In [15] , the size of the Gaussian component needed for proving the universality was greatly reduced to N −1/2+ε . More importantly, the idea of approximating Wigner ensembles by Gaussian divisible ones was first introduced and this resulted in the first proof of universality for Hermitian ensembles with general smooth distributions for matrix elements. The smoothness condition was later on removed in [33, 16] for the Hermitian case. The symmetric ensembles with mild regularity conditions on the distributions of matrix elements were solved in [17] , where the Dyson Brownian idea was introduced. The regularity assumptions were removed in [19] .
