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Teehnion City, Haifa, Israel 
The following sampling theorem is proved: Let f(t) be a bounded band- 
limited function, possibly a sample of a nonstationary stochastic process, such 
that I f(t)l ~ B. Denote by w0 the appropriately defined bandwidth of f(t). 
Let {tk} denote the set of instants for which f(t) = C cos 2~rwt, with C ~ B 
and w > w0. Then f(0) and {t,} determine uniquely f(t). Namely f(t) is 
represented, up to a multiplicative constant, by its sine-wave-crossings, i.e., by 
the set of its argument values at which it crosses a given sinusoid the am- 
plitude and the frequency of which exceed, respectively, the bound on f(t) 
and the limit on its band. 
The reconstruction of f(t) from f(0) and {tk} is a noncausal operation. A 
practical feedback scheme that interpolates a causal estimate of f(t) from the 
set of its past sine-wave-crossings and from f(0) is introduced. The input to the 
circuit is a binary waveform: its phase changes occur at {tk} and its amplitude 
is linear in f(0). 
I. INTRODUCTION 
The  representation of a band-l imited function by samples of the function 
or of its der ivat ive--taken at preselected instants of t ime- -has  received 
extensive attention in theory as well as in engineering practice. One might  
refer to these sampling methods as explicit, in order to distinguish them from 
implicit methods of sampling in which a representation is sought in terms of 
the instants in which the function assumes predetermined values. Variants 
of explicit sampling include irregular (reviewed by Bond and Cahn, 1958) 
and random (Butler and Leneman, 1966) selection of sampling instants. 
The  idea of implicit sampling has been introduced by Bond and Cahn 
* The work reported in Section II has been completed while the author was with 
the Department of Electrical Engineering, City College of New York, and has been 
supported by NASA Grants NGR 33-013-048 and NGR 33-013-063. 
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(1958) who considered the representation a d manipulation of signals by 
means of their real and complex zeros. Extensive work on this topic has 
since been done by Voelcker (1966) and computer simulations of his results 
have been reported by Sekey (1970). Of particular interest is the representation 
of signals in terms of real variables alone; various chemes to convert complex 
zeros to real zeros of associated functions are used in engineering practice 
in order to overcome distortion that are subsequently incurred by either 
intentional nonlinear processing or by inadvertent nonlinearities. As well 
known examples one can mention: 
(i) The method of up-and-down-conversion of audio signals with 
intermediate hard-limiting to decrease their dynamic range, widely used in 
single-side-band systems. 
(ii) In magnetic tape recording a strong higher frequency bias tone is 
usually added onto the signal to ensure recording fidelity in the presence of 
inherent material nonlinearities. 
Further discussion and extensive references are available in Voelcker (1966) 
and Sekey (1970). The latter also offers an explanation, attributed to Haavik, 
as to the process of transfer of amplitude information i to the zero-crossings, 
by the superimposition f the strong bias tone. 
A rigorous proof of this "strong bias tone" scheme is embodied in the 
implicit sampling theorem to be proved in the next section. Of principal 
interest being the representation f signals that are sample functions of 
possibly nonstationary random processes, our proof could not directly 
invoke results from classical analysis, which depend on the existence of the 
Fourier transform of the function under consideration; rather, it is based on 
Zakai's (1965) theorem on the series expansion of functions, bandlimited 
under a suitably extended efinition. 
In the concluding section, a practical circuit that restores an approximate 
version of the signal from its sine-wave-crossings (to be defined) is presented 
and possible improvements to it are discussed. 
II. THE SINE-WAvE-CRoSSING REPRESENTATION 
The Implicit Sampling Theorem 
In the following we will assume that f(t) is bounded [f(t) l  < B and 
"band-limited". By bandlimited we mean either that f (t)EL 2 and the 
Fourier transform of f(t) vanishes frequencies above the band-limit Wo, or, 
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in the extended sense introduced by Zakai (1965), that f ( t )  is band-limited 
(w', 3), i.e., it satisfies 
f (t)  = f(t)  * h(t, w', 3), 
where h(t, w', 8) is the impulse response of an ideal low pass filter as stylized 
by Zakai, with w' >~ 3 > O, and where the asterisk denotes convolution. 
This extended definition is meaningful also for non-L 2 functions and for 
sample functions of nonstationary stochastic processes. Under this extension 
a basic property of band-limited functions is maintained, namely that the 
sampling expansion 
n 
f (z )  = lim A(,z); f~(z) = ~f(k /2w)  sin(2rrwz -- krc) " (2rrwz -- krr) -1 (1) 
n--> co 
- -gz  
converges uniformly in any bounded region of the z plane, provided w > w 0 . 
Here w 0 is the bandwidth of the function bandlimited (w', 3) and is less than 
or at most equal to w' + 3 (Zakai 1965). 
THEOREM. Let f(t)  be a bounded band-limited function of bandwidth w o 
such that the sampling expansion (1) converges uniformly, for w > Wo , in any 
bounded region of the z plane. Let C > B >/ If(t)] and let 
{tk} = {t: f (t)  -= C cos 2rrwt}, k . . . .  , --2, - -  1, 1, 2, "". (2) 
Then the following infinite product also converges uniformly, though conditionally, 
in the same region: 
f (z)  = (f(0) - -  C) lim I~ (1 --  z/tk) + C cos 27rwz. (3) 
~n 
A sufficient condition for convergence is that t±k should indicate the k-th zero 
to the right, respectively eft, of the origin. 
Proof. The sampling expansion (1) can be rewritten as 
f , (z) = sin 27rwz ~ (--1)kf(k/2w)(27rwz -- k~r) -1, (4) 
where the series still converges uniformly in all bounded domains that 
exclude the poles. Furthermore, since (Hyslop, 1950) 
cos 2~rwz = sin 2~rwz lim ~ (27rwz -- k~) -1 
n+co 
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converges uniformly, the infinite sum 
lim n z); ~ (C 1)~f(k/2w))(2~wz k~) -~ .~ g ( g.(z) ~- -- (-- --  (5) 
--n 
also converges uniformly to, say, g(z) in similar domains. Then, from (3) 
and (4), 
f (z )  ~- C cos 2rrwz -- g(z) sin 2~wz. (6) 
Thus, for given C and w, f (z )  is uniquely determined by the zeros of g(z), 
the poles of the latter being exactly cancelled by the zeros of the sinusoidal 
multiplier (Hyslop, 1950). Our task is then to show that g(z) has no other 
zeros than {tk} and that f (z )  can be reconstructed from {tT~} by (3). 
Following an argument attributed to Hurwitz by Polya (1918), we consider, 
first, g,~(z) for some finite n. Since C > B >/f(k/2w), the residues of gn(z) 
are positive for all k. Therefore, in each open interval (+(k  --  1)/2w, ±k/2w), 
k = 1, 2,..., n of the real line, g~(t) varies from +0% at its left, to --oo at 
its right and, being continuous, has at least one (real) zero within each of 
these z~ intervals. On the other hand g,(z), being rational, has at most 2n 
zeros. Thus, g~(z) has exactly one real zero between each pair of poles and no 
other (real or complex) zeros. That the property extends to the limit g(z) as 
well follows: 
(i) from the observation that, by the choice of C > B, C cos 2~wt- f ( t )  
has at least one real zero in each of the intervals (which by (6) is also a zero 
of g(z)), and 
(ii) from a version of Hurwitz's theorem, which states that if g~(z) 
converges uniformly then g(z) cannot have more zeros than does gn(z), 
for some finite n, in any bounded region. (Saks and Zygmund, 1952). 
To prove (3), write (4) and (5) in the form 
fn(z) -- C sin 2~rwz ~ (2rrwz -- krr) -1 
-n  
= --g~(z) sin 27rwz 
= An(sin 2rrwz)(2rrwz) -1 f i  (z --  t~))(2rrwz -- k~) -1, 
k=#O 
k=- -n  
(7) 
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where {t~ n)} denotes the set of 2n real zeros of gn(z). Then the constant d~ 
is given by 
A.  = ( f . (O) -  C) h k~/t(2), 
k~O 
k=- -n  
from which follows that (7) becomes 
fn(Z) -- C sin 2~rwz ~ (2~wz -- krr) -1 
= (f.(0) -- C)(sin 2rrwzl(2rrwz) -1 h (1 -- z/t(k"))(1 -- 2WZ/k) -1. 
/¢=--n 
The left hand expression converges, by (4) and (5), to f (z)  -- C cos 2rrwz 
while the infinite product of the denominators on the right hand converges, 
by Section 53 of Hyslop (1950), to sin -1 2wwz. Therefore the infinite product 
of the numerators converges as well and the limit of the ratio is the ratio 
of the limits, proving (3). 
It should be noted that (3) is an extension of Weierstrass' factor theorem. 
That a conventionally bandlimited function can always be factorized into 
a convergent infinite product of factors, each of which contains a single real 
or complex zero but no exponential terms, follows from a theorem by 
Titchmarsh (1925). From this point of view the implicit sampling theorem 
describes a procedure that transforms the real and complex zeros off(z) into 
but real zeros of the associated function f (z)  -- C cos 2rrwt. It is therefore 
a means of representing f (z )  in terms of those argument values of f ( t)  at 
which it equals C cos 2wwt or, in other words, by its sine-wave-crossings 
(SWC). The representation is valid for the class of bounded functions for 
which the sampling expansion (1) holds. 
It has been shown (Belyayev 1959; Zakai 1965) that if {f(t)} is a band- 
limited process, then the sampling expansion (1) converges with probability l.
Zakai's proof holds for nonstationary processes as well. Therefore almost 
all sample functions are bounded and the implicit sampling theorem also 
holds for almost all sample functions; however, the bounding coefficient B
in section II will in general depend on the particular sample. Only if almost 
all sample functions are bounded by the same coefficient can one say that 
the process is bounded and that the implicit sampling theorem holds for the 
process. Bounded processes obtain for example when arbitrary processes 
are passed through systems of finite dynamic range. 
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Scrutinizing the proof of the implicit sampling theorem one observes that 
the issue depends on the residues of gn(z) being positive. Our way to ensure 
this requirement is to superimpose the large sine-wave on f(t). It should be 
noted that Fawe's (1970) recently proposed modulation scheme is an alternate 
way to satisfy this requirement. I  was in fact Fawe's scheme that originated 
this author's interest in the subject. 
I I I .  RECONSTRUCTION FROM SWC's  
Voelcker (1966) described a method of interpolating a bandlimited function 
to an arbitrary set of prescribed zeros. The method approximately implements 
the infinite product of simple terms each containing one zero, by allowing 
for some delay in the process. The resulting "Real Zero Interpolator" is a 
rather complex system. It has subsequently been simulated by Sekey (1970) 
on a large scale digital computer. The problem that is being treated here is, 
however, of a more restricted nature: The SWC's of a function are not an 
arbitrary set; they are obtained by migrations of the zeros of the superimposed 
sinusoid. The relatively simple causal feedback circuit of Fig. 1 has been 
proposed by the author to interpolate an estimate off(t) from its past SWC's. 
@ C cos toot 
c-+_(  -.$(0)• L.P.F./ ~TEORATOR ] I 
(a) SWC converter Co) Feedback Signal Restorer  
FIG. 1. (a) SWC converter; (b) feedback signal restorer. 
At the converter (a) the binary function ¢(t) obtained by hardlimiting 
(f~(t) ~f(t)q-Ccos2rrwt)  to q-f~(0) incorporates both the constant 
multiplier and the SWC's and can be expressed by f~(0)sgnf~(t). The 
feedback signal restorer (b) integrates the error between ¢(t) and a reconstructed 
version, ~(t), tO yield f(t), the causal estimate of f(t). Also, the input to the 
hard limiter, fc(t), is an estimate to f~(t). By inspection of the circuit it is 
evident hat if the slewing rate of the (assumedly ideal) integrator would 
be infinite, thenf(t) would instantaneously rise, respectively fall, to the value 
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of f ( t )  at each of the alterations in ¢(t), i.e., at the SWC's. The circuit thus 
reconstructs a staircase function f(t) that has the correct values on the set 
{tk+}, that is f(tk +) ~-f(tk+). In practice, of course, there is a slight error in 
this alignment due to practical deficiencies of the integrator. A post-loop 
filter is used 1 to smooth the staircase approximation f(t). Figures 2a and b 
are oscilloscope recordings of waveforms in a practical restorer that recon- 
structs the reference waveform itself (C cos 2~rwt), from the given ¢(t), by 
narrow-band filtering. The traces in 2a are, respectively, ¢(t), ¢ ( t ) -  q~(t) 
(that is input to the integrator), f(t) and the latter after further post-loop 
smoothing by a band-pass filter, in the simple case of sinusoidal f(t). A more 
compound waveform in which there is a component at one-half the frequency 
of the reference cos 2~rwt, is considered in (b). Here the traces are ~(t) --  ~(t), 
f(t) and f(t) after post-loop smoothing. 
The quantitative performance of the circuit under variation of in-and-out- 
of-loop filtering operations, is currently being investigated 1 and will be the 
subject of a forthcoming report. An iterative procedure to improve the 
estimates is also under consideration. It uses f,(t) after additional filtering 
instead of cos 2rrwt, and an appropriately delayed version of ¢(t), as inputs to 
a similar circuit. The iterated (delayed)estimate fc(t) then benefits from 
"future" information already available in f~(t), as compared to that in 
cos 2rrwt. The speed of convergence of the procedure is also being 
investigated. 
IV. CONCLUSIONS 
Bounded and band-limited functions can be uniquely represented by a 
real number and a set of real values of their variable. When time is the 
variable, practical circuits can perform the transforming operations to a 
degree of accuracy that is the subject of additional investigation, but is 
promising. These circuits provide a tool for signal processing in a binary 
form, distinct f rom the classical AID, D/A conversions and intermediate 
digital processing. ~ The latter is based on multilevel quantization of samples 
1 In a Master of Science program conducted by Gideon Levka at the Dept. of 
Electrical Engng., Technion-Israel Inst. of Technology, Haifa, Israel. 
For example, arecently developed multiplication circuit is based on the observation 
that the zeros of the product of two functions is the union of the zeros of the factors. 
In the circuit, the sine-wave crossings of one function are superimposed on the 
cosine-wave crossings of the second function. The function "restored" from the 
thus-obtained double-frequency virtual sine-wave crossings has as a component the 
required product which can be isolated by low-pass filtering. 
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FIC. 2. Waveforms in a feedback signal restorer: (a) sinusoidal wave, (b) compound 
wave. 
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taken at (deterministically or randomly) prescribed instants of time while 
the former requires no sampling and: qUantizing I but  rather an accurate 
means to preserve temporal information and more developmental effort for 
the reconstructing operation. Both methods require an effective bound 
on the excursion of the signals to be processed. 
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