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Abstract
We develop a mathematically rigorous framework for multilayer neural networks in the mean field
regime. As the network’s width increases, the network’s learning trajectory is shown to be well captured
by a meaningful and dynamically nonlinear limit (the mean field limit), which is characterized by a
system of ODEs. Our framework applies to a broad range of network architectures, learning dynamics
and network initializations. Central to the framework is the new idea of a neuronal embedding, which
comprises of a non-evolving probability space that allows to embed neural networks of arbitrary widths.
We demonstrate two applications of our framework. Firstly the framework gives a principled way
to study the simplifying effects that independent and identically distributed initializations have on
the mean field limit. Secondly we prove a global convergence guarantee for two-layer and three-
layer networks. Unlike previous works that rely on convexity, our result requires a certain universal
approximation property, which is a distinctive feature of infinite-width neural networks. To the best of
our knowledge, this is the first time global convergence is established for neural networks of more than
two layers in the mean field regime.
1 Introduction
A major outstanding theoretical challenge in deep learning is the understanding of the learning dynamics of
multilayer neural networks. A precise characterization of the learning trajectory is typically hard, primarily
owing to the highly nonlinear and complex structure of deep learning architectures, which departs from
convex optimization even when the loss function is convex. Recent progresses tackle this challenge with
one simplification: they consider networks whose widths are very large, ideally approaching infinity. In
particular, under suitable conditions, as the width increases, the network’s behavior during training is
expected to be captured by a meaningful limit.
One such type of analysis exploits exchangeability of neurons. [MMN18, CB18b, RVE18, SS18] show
that under a suitable scaling limit, the learning dynamics of wide two-layer neural networks can be captured
by a gradient flow of a measure over weights. In this limit – which is usually referred to as the mean field
(MF) limit, the network weights evolve nonlinearly with time. The MF scaling of two-layer networks require
a certain normalization to be applied to the last layer, together with a learning rate that compensates for
this normalization.
Exchangeability in multilayer networks is, however, not a priori obvious and hence poses a highly
non-trivial challenge. Several ideas have been proposed independently. [Ngu19] puts forth the idea that a
neuron is represented by a stochastic (Markov) kernel and gives a heuristic derivation, where the MF limit
is described by a certain evolution of measures over the space of stochastic kernels. [AOY19] considers the
same scaling on networks with sufficiently large depths and rigorously derives the MF limit as an evolution
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of a measure on paths through layers. In [SS19], the network is viewed as a time-dependent function of its
initialization and this function simplifies upon concentrations over the randomness of the initialization.
All three works employ scalings in which normalizations are applied at every layers, not just the
last layer, together with compensating learning rates. This thereby ensures nonlinear evolution at all
layers. There are several conceptual differences between the first two works and the third. While the
widths of different layers are jointly taken to infinity in the first two works, [SS19] crucially assumes a
sequential ordering of the limits. Furthermore the limiting behavior in [SS19] depends on the randomized
initialization only through its expectation, whereas in [Ngu19], the MF limit can display substantial
differences by varying the variance of the initialization.
Curiously while both works [Ngu19, AOY19] consider the same scaling, they end up with different
formulations. In [AOY19], the measure on the paths admits a product structure, and hence the evolutions
of the weights at different layers become mutually independent in the infinite width limit – a phenomenon
which we shall investigate in our work. This is proven in [AOY19] under the assumptions of independent
and identically distributed (i.i.d.) initialization, random input and output features (i.e. untrained first
and last layers), and no biases. On the other hand, through the language of stochastic kernels, [Ngu19]
envisions a scenario in which these evolutions are stochastically coupled.
The existence of a MF limit shown in these three works promises a new lens into multilayer networks’
underpinnings. Yet unfortunately no further in-depth analysis has been performed till date. In particular,
it is not known whether multilayer networks in the MF limit could be trained effectively and converge to
a global optimum, and under what conditions.
1.1 Main contributions
In this work, we develop a framework for the MF limit of multilayer neural networks under stochastic
gradient descent (SGD) training and the same scaling as [Ngu19, AOY19]. In particular, we give a new
perspective via a central question: how does one describe an ensemble of an arbitrary number of neurons?
Departing from all previous ideas, we introduce the concept of a neuronal embedding, which comprises of a
non-evolving probability space that can embed neural networks of arbitrary widths. In this framework, the
MF limit is described by a system of ordinary differential equations (ODEs), which govern the evolutions
of different functions that represent the weights at different layers and are adapted to the given neuronal
embedding. We prove that the MF limit captures characteristics of a wide multilayer network under
SGD training. Our framework follows closer to the spirit of [Ngu19] and allows coupled evolutions across
different layers. While a certain step of our analysis takes an inspiration from the idea of stochastic
kernels in [Ngu19], our framework circumvents its technical cumbersomeness, gives a rigorous and clean
mathematical treatment. Our framework captures a large class of neural network models and weight
initializations, including in particular – but not limited to – standard network models with i.i.d. initial
weights and biases, showing that a MF limit exists in all such cases. This recovers and goes beyond the
setup considered in [Ngu19, AOY19, SS19]. Furthermore our setup considers operations in Hilbert spaces,
which can be infinite-dimensional, generalizing the usual setups with Euclidean spaces. As such, our result
shows that the required width is independent of dimension quantities, if there are any.
As a first application of our framework, we show that for networks of more than four layers, the
MF limit is substantially simplified by i.i.d. initializations. Namely, under such initializations, at an
intermediate layer, each weight evolves as a function of only time, its own initialization and the initial
biases associated with its connected neurons. If the initial biases are constant, it is then a function of
only time and its own initialization. This result uncovers the underlying mechanism of the aforementioned
phenomenon in [AOY19]. We also remove the technical assumptions of random input and output features
and no biases in [AOY19]. Remarkably, for common neural network architectures, all weights (or biases)
at each intermediate layer then evolve by translation: they differ from their respective initializations by
the same deterministic amount. At the core of the proof is the fact that a certain measurability property of
the weights is preserved through time. These results are deduced systematically within our MF framework
from an identification of a weight’s evolution with appropriate initial quantities. This identification can
be done for any number of layers, from which it is clear why the aforementioned simplifications only occur
when there are more than four layers.
As a second application, we prove convergence to global optimum for two-layer and three-layer networks
trained by SGD, even in the absence of convex losses. Previous works [MMN18, CB18b, RVE18] establish
similar results for two-layer networks only and rely on certain convexity properties. Instead of convexity,
our proofs make crucial use of a universal approximation-type property, which is a distinctive feature of
infinite-width neural networks. This property is shown to hold throughout the course of training by an
algebraic topology argument. To the best of our knowledge, this is the first time that global convergence
is established for a neural network with more than two layers in a regime where the dynamics is truly
nonlinear.
1.2 Outline
In Section 2, we introduce our framework of a general multilayer neural network and a generalized stochastic
learning dynamics, the corresponding MF limit, along with our set of assumptions. In Section 3, the MF
limit is shown to be well-posed. Our main result, which connects the network under training and the MF
limit, is proved in Section 4. In Section 5, we study simplifying effects of i.i.d. initializations on the MF
limit. In Section 6, we establish global convergence for two-layer and three-layer networks.
1.3 Further related works
The MF view on the training dynamics of neural networks has gathered significant interests in the recent
literature, starting with the two-layer case [NS17, MMN18, CB18b, RVE18, SS18]. In this case, it is known
that convergence to global optimum is possible for gradient descent or SGD [MMN18, CB18b, RVE18],
with a potentially exponential rate [JMM19] and a dimension-independent width [MMM19]. This line
of works has also inspired new training algorithms [WLLM18, RJBVE19]. Most works focus on fully-
connected networks on the Euclidean space and utilize certain convexity properties. Our work, on the
other hand, considers general Hilbert spaces which can be infinite-dimensional, and does not rely critically
on convexity.
Different MF formulations for the multilayer case are proposed in [Ngu19, AOY19, SS19]. Again, our
work goes beyond these works in several aspects: firstly we consider a broader setting, secondly we give a
principled view into the effect of i.i.d. initializations, and thirdly we show a global convergence guarantee
for three-layer networks. We expect our framework to be useful in proving further results (e.g. stability
on the SGD trajectory, recently studied in [SM19]) without the constraints assumed by previous works.
Convergence to global optimum in neural networks has also been established in a different operating
regime, known as the lazy training regime [CB18a]. In this regime, the network parameters are almost
unchanged during the course of training and the network is well approximated by its linearization [LY17,
JGH18, AZLS18, DLL+18, ZCZG18, LXS+19]. This is fundamentally different from the MF regime, where
the dynamics is nonlinear.
1.4 Notations
For an integer n, we use [n] to denote the set {1, ..., n}. We shall use 〈·, ·〉 and |·| to indicate respectively
the inner product and its induced norm for a Hilbert space, and |·| to indicate the absolute value for R.
We use σalg (U) to denote the sigma-algebra generated by a random variable U . For a sigma-algebra S,
we write U ∈ S to denote that U is measurable with respect to S.
We useK to denote a generic absolute constant that may additionally depend on p, a growth parameter
that shall be introduced in Section 2.3.
3
2 A General Framework
In this section, we describe our setup of a general multilayer neural network with a generalized (stochastic)
learning dynamics. In particular, it covers several common neural network architectures as well as the
SGD training dynamics. We then describe the corresponding MF limit.
2.1 Multilayer neural network and generalized learning dynamics
We consider the following neural network with L layers:
yˆ (t, x) ≡ yˆ (x;W (t)) = φL+1 (HL (t, x, 1)) ,
in which we define HL (t, x, 1) recursively:
H1 (t, x, j1) ≡ H1 (x, j1;W (t)) = φ1 (w1(t, j1), x) , j1 ∈ [n1] ,
Hi (t, x, ji) ≡ Hi (x, ji;W (t)) = 1
ni−1
ni−1∑
ji−1=1
φi (wi (t, ji−1, ji) ,bi (t, ji) ,Hi−1 (t, x, ji−1)) ,
ji ∈ [ni] , i = 2, ..., L.
The above equations describe the forward pass in the neural network. We explain the quantities in the
following:
• x ∈ X is the input, and X is the input space.
• t ∈ T is the time. Here T = N≥0 and T = R≥0 for discrete-time and continuous-time networks
respectively.
• W (t) = {w1 (t, ·) ,wi (t, ·, ·) ,bi (t, ·) , i = 2, ..., L} is the collection of neural network parameters
(weights and biases) at time t.
• w1 : T × [n1] → W1 is the weight of the first layer (which also includes the bias). Similarly for
i = 2, ..., L, wi : T× [ni−1]× [ni]→Wi and bi : T × [ni]→ Bi are the weight and bias of the i-th
layer. Here ni is the number of neurons at the i-th layer, Wi and Bi are separable Hilbert spaces,
and we take nL = 1.
• φ1 : W1 ×X→ H1, φi : Wi ×Bi ×Hi−1 → Hi for i = 2, ..., L, and φL+1 : HL → Yˆ, where again Hi
and Yˆ are Hilbert spaces.
In other words, the network yˆ (t, x) is a state-dependent mapping that takes x as input and is dependent
on the state W (t), which is allowed to vary with time t.
The network is trained by the following (discrete-time) stochastic learning dynamics. In particular,
we consider T = N≥0. At each time t, we draw independently a data sample z (t) = (x (t) , y (t)) ∼ P,
where P is the data distribution on X × Y and y (t) ∈ Y a Hilbert space . Given an initialization W (0),
we update W (t) into W (t+ 1) as follows:
w1 (t+ 1, j1) = w1 (t, j1)− ǫξw1 (tǫ)∆w1 (t, z (t) , j1) , ∀j1 ∈ [n1] ,
wi (t+ 1, ji−1, ji) = wi (t, ji−1, ji)− ǫξwi (tǫ)∆wi (t, z (t) , ji−1, ji) ,
bi (t+ 1, ji) = bi (t, ji)− ǫξbi (tǫ)∆bi (t, z (t) , ji) , ∀ji−1 ∈ [ni−1] , ji ∈ [ni] , i = 2, ..., L.
We explain the quantities in the following:
• ǫ ∈ R>0 is the learning rate, and ξwi and ξbi are mappings from R to R, representing the different
learning rate schedules for each of the weights and biases. Note that we allow the learning rate
schedules to take non-positive values.
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• To define the updates ∆wi and ∆bi requires additional definitions. Firstly, for z = (x, y), we define:
∆HL (t, z, 1) ≡ ∆HL (z, 1;W (t)) = σHL (y, yˆ (t, x) ,HL (t, x, 1)) .
Then we define recursively:
∆wi (t, z, ji−1, ji) ≡ ∆wi (z, ji−1, ji;W (t))
= σwi
(
∆Hi (t, z, ji) ,wi (t, ji−1, ji) ,bi (t, ji) ,Hi (t, x, ji) ,Hi−1 (t, x, ji−1)
)
,
∆bi (t, z, ji) ≡ ∆bi (z, ji;W (t))
=
1
ni−1
ni−1∑
ji−1=1
σbi
(
∆Hi (t, z, ji) ,wi (t, ji−1, ji) ,bi (t, ji) ,Hi (t, x, ji) ,Hi−1 (t, x, ji−1)
)
,
∆Hi−1 (t, z, ji−1) ≡ ∆Hi−1 (z, ji−1;W (t))
=
1
ni
ni∑
ji=1
σHi−1
(
∆Hi (t, z, ji) ,wi (t, ji−1, ji) ,bi (t, ji) ,Hi (t, x, ji) ,Hi−1 (t, x, ji−1)
)
,
i = L, ..., 2,
∆w1 (t, z, j1) ≡ ∆w1 (z, j1;W (t)) = σw1
(
∆H1 (t, z, ji) ,w1 (t, j1) , x
)
,
in which the functions are:
σHL : Y× Yˆ×HL → HˆL,
σwi : Hˆi ×Wi × Bi ×Hi ×Hi−1 →Wi,
σbi : Hˆi ×Wi × Bi ×Hi ×Hi−1 → Bi,
σHi−1 : Hˆi ×Wi × Bi ×Hi ×Hi−1 → Hˆi−1, i = L, ..., 2,
σw1 : Hˆ1 ×W1 × X→W1,
for Hilbert spaces Hˆi. Note that the above equations describe the backward pass in the neural
network.
The introduced framework is quite general, while certain assumptions can be further relaxed. We observe
that several common network architectures and training processes can be cast as special cases.
Example 1 (Fully-connected networks). We describe the simple setting of a fully-connected network with
1-dimensional output and an activation function ϕi : R → R at the i-th layer. Specifically the network
output assumes the form:
yˆ (x;W) =
1
nL−1
〈
wL, ϕL−1
(
bL−1 +
1
nL−2
WL−1ϕL−2
(
...ϕ1
(
W1
[
x
1
])))〉
+ bL,
in which x ∈ Rd, W = {wL,WL−1, ...,W1,bL, ...,b2}, wL ∈ RnL−1 , Wi ∈ Rni×ni−1 with n0 = d + 1,
nL = 1 and bi ∈ Rni . This case fits into our framework with X = Rd, W1 = Rd+1, H1 = R and
Wi = Bi = Hi = Y = Yˆ = R for 2 ≤ i ≤ L. We also have:
φ1 (w, x) = 〈w1:d, x〉+ wd+1,
φi (w, b, h) = wϕi−1 (h) + b, 2 ≤ i ≤ L,
φL+1 (h) = h.
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Consider the regularized loss function:
Loss (W; z) = L (y, yˆ (x;W)) + 1
n1
n1∑
j1=1
Φ1 (w1,j1) +
1
nL−1
nL−1∑
jL−1=1
ΦL
(
wL,jL−1
)
+
L−1∑
i=2

 1
ni−1ni
ni−1∑
ji−1=1
ni∑
ji=1
Φi
(
wi,ji−1ji
)+ L∑
i=2

 1
ni
ni∑
ji=1
Ψi (bi,ji)

 ,
where L : R × R → R≥0, Φi : R → R≥0 for i ≥ 1, Φ1 : Rd+1 → R≥0, Ψi : R → R≥0, w1,j1 is the j1-th
row of W1, wi,ji−1ji is the (ji−1, ji)-th entry of Wi for 2 ≤ i ≤ L− 1, wL,jL−1 is the jL−1-th entry of wL,
and bi,ji is the ji-th entry of bi. If we train the network by SGD w.r.t. this loss, then Hˆi = R and
σHL (y, yˆ, h) = ∂2L (y, yˆ) ,
σwi (∆, w, b, g, h) = ∆ϕi−1 (h) + Φ
′
i (w) ,
σbi (∆, w, b, g, h) = ∆ +Ψ
′
i (b) ,
σHi−1 (∆, w, b, g, h) = ∆wϕ
′
i−1 (h) , 2 ≤ i ≤ L,
σw1 (∆, w, x) = ∆
[
x
1
]
+∇Φ1 (w) .
Observe that when there is no regularization (i.e. no Φi and Ψi), σ
w
i (∆, w, b, g, h) is independent of w
and b, and the same holds for σbi and σ
w
1 .
Example 2 (Convolutional networks). Our framework can also describe networks that are not of the
fully-connected type. For illustration, we consider the first two layers of a convolutional network with an
activation ϕ : R → R and pooling operation pool (·); a description of the complete network (which may
contain fully-connected layers) can be done in a similar fashion to Example 1. Here X = (Rp×p)
nc , where
in the context of a square image input, p is the number of pixels per row and nc is the number of channels
(which is 3 for RGB images and 1 for gray-scale images). We take W1 = R
f1×f1×nc ×R and W2 = Rf2×f2 ,
where f1 and f2 are the filter sizes, B2 = R, H1 = R
p1×p1 and H2 = R
p2×p2 . Then:
φ1 ((w, b) , x) = w ∗ x+ b1p1 ,
φ2 (w, b, h) = w ∗ pool (ϕ (h)) + b1p2 ,
where ∗ denotes (strided) convolution and 1pi is an all-one matrix in Rpi×pi . The dimensions p1 and p2
are determined by the actual convolution operation, its stride size, its padding type and the input size. In
this context, n1 and n2 are the numbers of filters at the first and second layer respectively. One can also
specify the forms of σwi , σ
b
i and σ
H
i upon the choice of a loss function, with SGD training.
The ultimate goal is to understand properties of W (t) in the limit of large ni and small ǫ. To this
end, we introduce the mean field limit in the next section.
2.2 Mean field limit
We now describe the mean field (MF) limit. Given a probability space (Ω, P ) =
∏L
i=1 (Ωi, Pi) with
ΩL = {1}, we independently sample Ci ∼ Pi, 1 ≤ i ≤ L. In the following, we use ECi to denote the
expectation w.r.t. the random variable Ci ∼ Pi and ci to denote a dummy variable ci ∈ Ωi. The space
(Ω, P ) is key to our MF formulation and is referred to as the neuronal ensemble. The choice of the
neuronal ensemble bridges the connection between the earlier described neural network and the MF limit;
this connection shall be established later in Section 4. For the moment we treat the MF limit as an
independent object from the neural network.
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Given the neuronal ensemble, we obtain the MF limit as follows. It entails the following quantity:
yˆ (t, x) ≡ yˆ (x;W (t)) = φL+1 (HL (t, x, 1)) ,
in which HL (t, x, 1) is computed recursively:
H1 (t, x, c1) ≡ H1 (x, c1;W (t)) = φ1 (w1 (t, c1) , x) , ∀c1 ∈ Ω1,
Hi (t, x, ci) ≡ Hi (x, ci;W (t)) = ECi−1 [φi (wi (t, Ci−1, ci) , bi (t, ci) ,Hi−1 (t, x, Ci−1))] ,
∀ci ∈ Ωi, i = 2, ..., L.
This corresponds to the forward pass of the neural network. We note the similarity with the corresponding
quantities of the neural network:
• x ∈ X is the input and t ∈ T is the time. In the MF limit, we take T = R≥0.
• W (t) = {w1 (t, ·) , wi (t, ·, ·) , bi (t, ·) , i = 2, ..., L} is the collection of MF parameters at time t.
• w1 : T× Ω1 →W1, and for i = 2, ..., L, wi : T× Ωi−1 × Ωi →Wi and bi : T× Ωi → Bi.
In correspondence with the neural network’s learning dynamics for W (t), the MF limit also entails a
continuous-time evolution dynamics for W (t). This dynamics takes the form of a system of ODEs, which
we refer to as the MF ODEs, given an initialization W (0):
∂
∂t
w1 (t, c1) = −ξw1 (t)EZ [∆w1 (t, Z, c1)] , ∀c1 ∈ Ω1,
∂
∂t
wi (t, ci−1, ci) = −ξwi (t)EZ [∆wi (t, Z, ci−1, ci)] ,
∂
∂t
bi (t, ci) = −ξbi (t)EZ
[
∆bi (t, Z, ci)
]
, ∀ci−1 ∈ Ωi−1, ci ∈ Ωi, i = 2, ..., L,
where EZ denotes the expectation w.r.t. the data Z = (X,Y ) ∼ P, and the update quantities are defined
by the following recursion:
∆HL (t, z, 1) ≡ ∆HL (z, 1;W (t)) = σHL (y, yˆ (t, x) ,HL (t, x, 1)) ,
∆wi (t, z, ci−1, ci) ≡ ∆wi (z, ci−1, ci;W (t))
= σwi
(
∆Hi (t, z, ci) , wi (t, ci−1, ci) , bi (t, ci) ,Hi (t, x, ci) ,Hi−1 (t, x, ci−1)
)
,
∆bi (t, z, ci) ≡ ∆bi (z, ci;W (t))
= ECi−1
[
σbi
(
∆Hi (t, z, ci) , wi (t, Ci−1, ci) , bi (t, ci) ,Hi (t, x, ci) ,Hi−1 (t, x, Ci−1)
)]
,
∆Hi−1 (t, z, ci−1) ≡ ∆Hi−1 (z, ci−1;W (t))
= ECi
[
σHi−1
(
∆Hi (t, z, Ci) , wi (t, ci−1, Ci) , bi (t, Ci) ,Hi (t, x, Ci) ,Hi−1 (t, x, ci−1)
)]
,
i = L, ..., 2,
∆w1 (t, z, c1) ≡ ∆w1 (z, c1;W (t)) = σw1
(
∆H1 (t, z, c1) , w1 (t, c1) , x
)
.
This recursion corresponds to the backward pass of the neural network.
2.3 Preliminaries
We describe several preliminaries that are necessary for the next steps. First we consider several structural
assumptions. In particular, we assume there exists a positive constant p ≥ 1 such that the following hold:
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[A.1] The learning rate schedules are bounded and Lipschitz:
max
1≤i≤L
|ξwi (t)| , max
2≤i≤L
∣∣∣ξbi (t)∣∣∣ ≤ K,
max
1≤i≤L
∣∣ξwi (t)− ξwi (t′)∣∣ , max
2≤i≤L
∣∣∣ξbi (t)− ξbi (t′)∣∣∣ ≤ K ∣∣t− t′∣∣ .
[A.2] (Forward pass assumptions) φ1 satisfies:
|φ1 (w, x)| ≤ K (1 + |w|) ,
∣∣φ1 (w, x) − φ1 (w′, x)∣∣ ≤ K ∣∣w − w′∣∣ ,
for all w,w′ ∈W1 and for P-almost every x. For i = 2, ..., L, φi satisfies:
|φi (w, b, h)| ≤ K (1 + |w|p + |b|p + |h|p) ,∣∣φi (w, b, h) − φi (w′, b′, h′)∣∣ ≤ K (1 + |w|p + ∣∣w′∣∣p + |b|p + ∣∣b′∣∣p + |h|p + ∣∣h′∣∣p)
× (∣∣w − w′∣∣+ ∣∣b− b′∣∣+ ∣∣h− h′∣∣) ,
for all w,w′ ∈Wi, b, b′ ∈ Bi, and h, h′ ∈ Hi−1. Finally φL+1 satisfies:
|φL+1 (h)| ≤ K (1 + |h|p) ,
∣∣φL+1 (h)− φL+1 (h′)∣∣ ≤ K (1 + |h|p + ∣∣h′∣∣p) ∣∣h− h′∣∣ ,
for all h, h′ ∈ HL.
[A.3] (Backward pass assumptions) σw1 satisfies:
|σw1 (∆, w, x)| ≤ K (1 + |∆|p) ,∣∣σw1 (∆, w, x)− σw1 (∆′, w′, x)∣∣ ≤ K (1 + |∆|p + ∣∣∆′∣∣p) (∣∣∆−∆′∣∣+ ∣∣w −w′∣∣) ,
for all w,w′ ∈ W1, ∆,∆′ ∈ Hˆ1 and for P-almost every x. For i = 2, ..., L, σwi and σbi satisfy the
following growth bounds:
max
(
|σwi (∆, w, b, g, h)| ,
∣∣∣σbi (∆, w, b, g, h)∣∣∣) ≤ K (1 + |∆|p) ,
as well as the following perturbation bounds:
max
( ∣∣σwi (∆, w, b, g, h) − σwi (∆′, w′, b′, g′, h′)∣∣ ,∣∣∣σbi (∆, w, b, g, h) − σbi (∆′, w′, b′, g′, h′)∣∣∣ )
≤ K (1 + |∆|p + ∣∣∆′∣∣p) (∣∣∆−∆′∣∣+ ∣∣w − w′∣∣+ ∣∣b− b′∣∣+ ∣∣h− h′∣∣+ ∣∣g − g′∣∣) ,
For i = 2, ..., L, σHi−1 satisfies the growth bound:∣∣σHi−1 (∆, w, b, g, h)∣∣ ≤ K (1 + |∆|p + |w|p + |b|p) ,
and the perturbation bound:∣∣σHi−1 (∆, w, b, g, h) − σHi−1 (∆′, w′, b′, g′, h′)∣∣
≤ K (1 + |∆|p + ∣∣∆′∣∣p + |w|p + ∣∣w′∣∣p + |b|p + ∣∣b′∣∣p) (∣∣∆−∆′∣∣+ ∣∣w − w′∣∣+ ∣∣b− b′∣∣+ ∣∣h− h′∣∣+ ∣∣g − g′∣∣)
Finally σHL satisfies:∣∣σHL (y, yˆ, h)∣∣ ≤ K, ∣∣σHL (y, yˆ, h) − σHL (y, yˆ′, h′)∣∣ ≤ K (∣∣h− h′∣∣+ ∣∣yˆ − yˆ′∣∣) ,
for P-almost every y.
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We also equip the neural network and its MF limit with several norms. In particular, we have for the
neural network parameters:
‖wi‖t = sup
s≤t
max
ji−1∈[ni−1], ji∈[ni]
|wi (s, ji−1, ji)| ,
‖bi‖t = sup
s≤t
max
ji∈[ni]
|bi (s, ji)| , i = 2, ..., L,
‖w1‖t = sup
s≤t
( 1
n1
n1∑
j1=1
|w1 (s, j1)|p
)1/p
.
We also introduce the notations:
‖w‖t = max
1≤i≤L
‖wi‖t , ‖b‖t = max
2≤i≤L
‖bi‖t , ‖W‖t = max (‖w‖t , ‖b‖t) .
We also have similarly for the MF limit:
‖wi‖t = sup
s≤t
sup
ci−1∈Ωi−1, ci∈Ωi
|wi (s, ci−1, ci)| ,
‖bi‖t = sup
s≤t
sup
ci∈Ωi
|bi (s, ci)| , i = 2, ..., L,
‖w1‖t = sup
s≤t
EC1 [|w1 (s, C1)|p]1/p ,
as well as
‖w‖t = max1≤i≤L ‖wi‖t , ‖b‖t = max2≤i≤L ‖bi‖t , ‖W‖t = max (‖w‖t , ‖b‖t) .
For two sets of neural network parameters W and W′, let W −W′ be defined via
W (t)−W′ (t) = {w1 (t, ·)−w′1 (t, ·) , wi (t, ·, ·) −w′i (t, ·, ·) , bi (t, ·)− b′i (t, ·) , i = 2, ..., L} .
Then one can define:∥∥wi −w′i∥∥t = sup
s≤t
max
ji−1∈[ni−1], ji∈[ni]
∣∣wi (s, ji−1, ji)−w′i (s, ji−1, ji)∣∣ ,∥∥bi − b′i∥∥t = sup
s≤t
max
ji∈[ni]
∣∣bi (s, ji)− b′i (s, ji)∣∣ , i = 2, ..., L,∥∥w1 −w′1∥∥t = sup
s≤t
max
j1∈[n1]
∣∣wi (s, j1)−w′i (s, j1)∣∣ ,
as well as∥∥w −w′∥∥
t
= max
1≤i≤L
∥∥wi −w′i∥∥t , ∥∥b− b′∥∥t = max2≤i≤L
∥∥bi − b′i∥∥t , ∥∥W −W′∥∥t = max (∥∥w −w′∥∥t , ∥∥b− b′∥∥t) .
For two sets of MF parameters W and W ′, one can have similar definitions for W − W ′, ‖w1 − w′1‖t,
‖wi − w′i‖t, ‖bi − b′i‖t, ‖w − w′‖t, ‖b− b′‖t and ‖W −W ′‖t. As a rule of thumb, except for ‖w1‖t and
‖w1‖t which are defined to be Lp norms, we define other norms as L∞ norms. This exception is to
accommodate a random initialization in which the distribution of the first layer’s initial weights admits an
infinite support, thereby allowing later developments in Section 6 on the convergence to global optimum
of the neural network.
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3 Existence and Uniqueness of the Solution of the MF ODEs
We study the solution of the MF ODEs in this section.
Theorem 3. Assume ‖W‖0 < ∞. Under Assumptions [A.1]-[A.3], there exists a unique solution to the
MF ODEs on t ∈ [0,∞).
The rest of this section is devoted to the proof of this theorem. To prove the theorem, we first collect
several useful a priori estimates.
Lemma 4. Consider two collections of MF parameters W and W ′. Under Assumption [A.2], for any
s ≤ t, 1 ≤ i ≤ L and P-almost every x, the following hold:
EC1 [|H1 (x,C1;W (t))|p]1/p ≤ KκL (1 + ‖W‖κLt ) ,
sup
ci∈Ωi
|Hi (x, ci;W (t))| ≤ KκL (1 + ‖W‖κLt ) , i = 2, .., L,
sup
ci∈Ωi
∣∣Hi (x, ci;W (t))−Hi (x, ci;W ′ (t))∣∣ ≤ KκL (1 + max (‖W‖t ,∥∥W ′∥∥t)κL) ∥∥W −W ′∥∥t , i = 1, .., L,
|yˆ (x;W (s))| ≤ KκL (1 + ‖W‖κLt ) ,∣∣yˆ (x;W (s))− yˆ (x;W ′ (s))∣∣ ≤ KκL (1 + max (‖W‖t ,∥∥W ′∥∥t)κL) ∥∥W −W ′∥∥t ,
where κL = K
L
p
for some constant Kp sufficiently large.
Proof. In the following, we apply Assumption [A.2] without stating it explicitly. Let η (i) = pi, η¯ (i) =∑i
j=1 η (j), ζ (i) = pζ (i− 1)+ 2 with ζ (1) = 1, and ζ¯ (i) =
∑i
j=1 ζ (i). It is easy to see that for i ≤ L, we
have
η (i) ≤ η (L+ 1) ≤ KL, η¯ (i) ≤ η¯ (L+ 1) ≤ KL,
ζ (i) ≤ ζ (L+ 1) ≤ KL, ζ¯ (i) ≤ ζ¯ (L+ 1) ≤ KL.
We shall prove the following estimates:
EC1 [|H1 (x,C1;W (t))|p]1/p ≤ Kζ(1)
(
1 + ‖W‖η(1)t
)
,
sup
ci∈Ωi
|Hi (x, ci;W (t))| ≤ Kζ(i)
(
1 + ‖W‖η(i)t
)
, i = 2, .., L,
sup
ci∈Ωi
∣∣Hi (x, ci;W (t))−Hi (x, ci;W ′ (t))∣∣ ≤ K ζ¯(i) (1 + max (‖W‖t ,∥∥W ′∥∥t)η¯(i)
)∥∥W −W ′∥∥
t
, i = 1, .., L,
|yˆ (x;W (t))| ≤ Kζ(L+1)
(
1 + ‖W‖η(L+1)t
)
,∣∣yˆ (x;W (s))− yˆ (x;W ′ (t))∣∣ ≤ K ζ¯(L+1) (1 + max (‖W‖t ,∥∥W ′∥∥t)η¯(L+1)
)∥∥W −W ′∥∥
t
.
These estimates immediately imply the lemma by monotonicity of the right-hand sides w.r.t. t. We prove
by induction on i for the first three statements concerning Hi (x, ci;W (t)). For i = 1, by Cauchy-Schwarz
inequality,
EC1 [|H1 (x,C1;W (t))|p] = EC1 [|φ1 (w1 (t, C1) , x)|p]
≤ K (1 + EC1 [|w1 (t, C1)|p])
≤ K (1 + ‖W‖pt ) ,∣∣H1 (x, c1;W (t))−H1 (x, c1;W ′ (t))∣∣ = ∣∣φ1 (w1 (t, c1) , x)− φ1 (w′1 (t, c1) , x)∣∣
≤ K ∥∥W −W ′∥∥
t
.
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Assuming the claim for i− 1 for i ≥ 2, we prove the claim for i. We have:
|Hi (x, ci;W (t))| =
∣∣ECi−1 [φi (wi (t, Ci−1, ci) , bi (t, ci) ,Hi−1 (x,Ci−1;W (t)))]∣∣
≤ K (1 + ‖W‖pt + ECi−1 [|Hi−1 (x,Ci−1;W (t))|p])
(a)
≤ K
(
1 + ‖W‖pt +Kpζ(i−1)
(
1 + ‖W‖η(i−1)t
)
p
)
≤ Kζ(i)
(
1 + ‖W‖η(i)t
)
,
where we apply the induction hypothesis in step (a). We also have:∣∣Hi (x, ci;W (s))−Hi (x, ci;W ′ (s))∣∣
=
∣∣∣ECi−1[φi (wi (t, Ci−1, ci) , bi (t, ci) ,Hi−1 (x,Ci−1;W (t)))
− φi
(
w′i (t, Ci−1, ci) , b
′
i (t, ci) ,Hi−1
(
x,Ci−1;W
′ (t)
)) ]∣∣∣
≤ KECi−1
[ (
1 + ‖W‖pt +
∥∥W ′∥∥p
t
+ |Hi−1 (x,Ci−1;W (t))|p +
∣∣Hi−1 (x,Ci−1;W ′ (t))∣∣p)
× (∥∥W −W ′∥∥
t
+
∣∣Hi−1 (x,Ci−1;W (t))−Hi−1 (x,Ci−1;W ′ (t))∣∣) ]
(a)
≤ K
(
1 + ‖W‖pt +
∥∥W ′∥∥p
t
+Kpζ(i−1)
(
1 + ‖W‖η(i−1)t
)
p
+Kpζ(i−1)
(
1 +
∥∥W ′∥∥η(i−1)
t
)
p
)
×
(
1 +K ζ¯(i−1) ‖W‖η¯(i−1)t +K ζ¯(i−1)
∥∥W ′∥∥η¯(i−1)
t
) ∥∥W −W ′∥∥
t
≤ K ζ¯(i)
(
1 + ‖W‖η¯(i)t +
∥∥W ′∥∥η¯(i)
t
)∥∥W −W ′∥∥
t
,
where we apply the induction hypothesis in step (a). This proves the claim for i.
The last two statements for yˆ (x;W (s)) follow similarly, recalling yˆ (x;W (t)) = φL+1 (HL (x, 1;W (t)))
as well as Assumption [A.2].
Lemma 5. Consider two collections of MF parameters W and W ′. Under Assumption [A.3], for any
s ≤ t, any ci ∈ Ωi, 2 ≤ i ≤ L and P-almost every z, the following estimates hold:
max
( ∣∣∆wi (z, ci−1, ci;W (s))−∆wi (z, ci−1, ci;W ′ (s))∣∣ , ∣∣∣∆bi (z, ci;W (s))−∆bi (z, ci;W ′ (s))∣∣∣ )
≤ KκL (1 + max (‖W‖t ,∥∥W ′∥∥t)κL) ∥∥W −W ′∥∥t ,
and similarly,∣∣∆w1 (z, c1;W (s))−∆w1 (z, c1;W ′ (s))∣∣ ≤ KκL (1 + max (‖W‖t ,∥∥W ′∥∥t)κL) ∥∥W −W ′∥∥t ,
where κL = K
L
p
for some constant Kp sufficiently large.
Proof. We shall apply Assumption [A.3] without stating it explicitly. For brevity, let α = max (‖W‖t , ‖W ′‖t).
Let η (i) = piI (i ≥ 1), η¯ (i) =∑ij=1 η (j), ζ (i) = pζ (i− 1) + 2 with ζ (1) = 1, and ζ¯ (i) =∑ij=1 ζ (i). We
shall prove that, for any s ≤ t and 2 ≤ i ≤ L, the following estimates hold:
max
( ∣∣∆wi (z, ci−1, ci;W (s))−∆wi (z, ci−1, ci;W ′ (s))∣∣ , ∣∣∣∆bi (z, ci;W (s))−∆bi (z, ci;W ′ (s))∣∣∣ )
≤ K ζ¯(L−i+2)+ζ¯(L+1)
(
1 + αη¯(L+1)+η¯(L−i+1)
)∥∥W −W ′∥∥
t
,
and similarly,
∣∣∆w1 (z, c1;W (s))−∆w1 (z, c1;W ′ (s))∣∣ ≤ K2ζ¯(L+1) (1 + αη¯(L+1)+η¯(L))∥∥W −W ′∥∥t .
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Similar to the proof of Lemma 4, these estimates immediately imply the lemma.
First we show that for i = 1, ..., L:∣∣∆Hi (z, ci;W (t))∣∣ ≤ Kζ(L−i+1) (1 + ‖W‖η(L−i)t ) . (1)
We have: ∣∣∆HL (z, 1;W (t))∣∣ = ∣∣σHL (y, yˆ (x;W (t)) ,HL (x, 1;W (t)))∣∣ ≤ K.
It is then easy to deduce that∣∣∆Hi−1 (z, ci−1;W (t))∣∣
≤ ECi
[∣∣σHi−1 (∆Hi (z, Ci;W (t)) , wi (t, ci−1, Ci) , bi (t, Ci) ,Hi (x,Ci;W (t)) ,Hi−1 (x, ci−1;W (t)))∣∣]
≤ K
(
1 + ECi
[∣∣∆Hi (z, Ci;W (t))∣∣p]+ ‖W‖pt)
≤ Kζ(L−i+2)
(
1 + ‖W‖η(L−i+1)t
)
,
for 2 ≤ i ≤ L as desired. Note that this claim holds true also for W ′ replacing W .
Next we use a backward induction argument to show that∣∣∆Hi (z, ci;W (t))−∆Hi (z, ci;W ′ (t))∣∣ ≤ K ζ¯(L−i+1)+ζ¯(L+1) (1 + αη¯(L+1)+η¯(L−i)) ∥∥W −W ′∥∥t , (2)
for i = 1, ..., L. We have:∣∣∆HL (z, 1;W (t))−∆HL (z, 1;W ′ (t))∣∣ ≤ K (∣∣yˆ (x;W (t))− yˆ (x;W ′ (t))∣∣+ ∣∣HL (x, 1;W (t))−HL (x, 1;W ′ (t))∣∣)
≤ K ζ¯(L+1)
(
1 + αη¯(L+1)
) ∥∥W −W ′∥∥
t
,
where the last step is by Lemma 4. This proves the claim for i = L. Let us assume the claim for i and
show the claim for i− 1, where 2 ≤ i ≤ L:∣∣∆Hi−1 (z, ci−1;W (t))−∆Hi−1 (z, ci−1;W ′ (t))∣∣
≤ KECi
[ (
1 +
∣∣∆Hi (z, Ci;W (t))∣∣p + ∣∣∆Hi (z, Ci;W ′ (t))∣∣p + ‖W‖pt + ∥∥W ′∥∥pt)
×
( ∣∣∆Hi (z, Ci;W (t))−∆Hi (z, Ci;W ′ (t))∣∣+ ∥∥W −W ′∥∥t
+
∣∣Hi−1 (x, ci−1;W (t))−Hi−1 (x, ci−1;W ′ (t))∣∣+ ∣∣Hi (x,Ci;W (t))−Hi (x,Ci;W ′ (t))∣∣ )]
(a)
≤ Kζ(L−i+2)
(
1 + αη(L−i+1)
)(
K ζ¯(L−i+1)+ζ¯(L+1)
(
1 + αη¯(L+1)+η¯(L−i)
)
+ 1 +K ζ¯(i)
(
1 + αη¯(i)
))∥∥W −W ′∥∥
t
≤ K ζ¯(L−i+2)+ζ¯(L+1)
(
1 + αη¯(L+1)+η¯(L−i+1)
)∥∥W −W ′∥∥
t
where we use Lemma 4, Eq. (1) and the induction hypothesis in step (a). This proves the claim.
We thus have, by Lemma 4 and Eq. (1), (2), for 2 ≤ i ≤ L:
max
( ∣∣∆wi (z, ci−1, ci;W (t))−∆wi (z, ci−1, ci;W ′ (t))∣∣ , ∣∣∣∆bi (z, ci;W (t))−∆bi (z, ci;W ′ (t))∣∣∣ )
≤ K
(
1 +
∣∣∆Hi (z, ci;W (t))∣∣p + ∣∣∆Hi (z, ci;W ′ (t))∣∣p)( ∣∣∆Hi (z, ci;W (t))−∆Hi (z, ci;W ′ (t))∣∣
+
∥∥W −W ′∥∥
t
+ sup
ci−1∈Ωi−1
∣∣Hi−1 (x, ci−1;W (t))−Hi−1 (x, ci−1;W ′ (t))∣∣
+
∣∣Hi (x, ci;W (t))−Hi (x, ci;W ′ (t))∣∣ )
≤ Kζ(L−i+2)
(
1 + αη(L−i+1)
)(
K ζ¯(L−i+1)+ζ¯(L+1)
(
1 + αη¯(L+1)+η¯(L−i)
)
+ 1 +K ζ¯(i)
(
1 + αη¯(i)
)) ∥∥W −W ′∥∥
t
≤ K ζ¯(L−i+2)+ζ¯(L+1)
(
1 + αη¯(L+1)+η¯(L−i+1)
)∥∥W −W ′∥∥
t
.
12
The claim for i = 1 can be proven similarly. The proof is completed by monotonicity w.r.t. t of the
right-hand side’s upper bound.
The proof of Theorem 3 follows from a Picard-type iteration. Given a fixed terminal time T ≥ 0 and an
initialization W (0), let MT be the space of collections W = {W (t)}t∈[0,T ]. (Note that by this definition,
any W ∈ MT has the same initialization W (0).) We equip MT with the norm ‖W‖T . It is easy to see
that MT is complete. Define a mapping F : MT →MT that associates W ∈ MT with
F (W ) (t, c1, ..., cL) =
{
Fw1 (W ) (t, c1) , F
w
2 (W ) (t, c1, c2) , F
b
2 (W ) (t, c2) ,
..., FwL (W ) (t, cL−1, cL) , F
b
L (W ) (t, cL)
}
,
in which
Fw1 (W ) (t, c1) = w1 (0, c1)−
∫ t
0
ξw1 (s)EZ [∆
w
1 (Z, c1;W (s))] ds,
Fwi (W ) (t, ci−1, ci) = wi (0, ci−1, ci)−
∫ t
0
ξwi (s)EZ [∆
w
i (Z, ci−1, ci;W (s))] ds,
F bi (W ) (t, ci) = bi (0, ci)−
∫ t
0
ξbi (s)EZ
[
∆bi (Z, ci;W (s))
]
ds, i = 2, ..., L.
It is easy to see that a solution to the MF ODEs is a fixed point of F and vice versa. We also define
F (k) = F ◦ F ◦ ... ◦ F (k times) as:
F (k) (W ) (t, c1, ..., cL) =
{
F
w,(k)
1 (W ) (t, c1) , F
w,(k)
2 (W ) (t, c1, c2) , F
b,(k)
2 (W ) (t, c2) ,
..., F
w,(k)
L (W ) (t, cL−1, cL) , F
b,(k)
L (W ) (t, cL)
}
,
where F
w,(k)
i = F
w
i ◦ ... ◦ Fwi and F b,(k)i = F bi ◦ ... ◦ F bi by k times. Let R
(
F (k)
)
be the image of F (k), and
let R
(
F (0)
)
=MT for convenience.
We collect an estimate on the growth of functions in the image of F .
Lemma 6. The following hold for P-almost every z:
• For any W ∈ R (F ): ∣∣∆HL (z, 1;W (t))∣∣ ≤ K.
• For each i = 2, ..., L, for any W ∈ R (F (L−i)):
max
(
|∆wi (z, ci−1, ci;W (t))| ,
∣∣∣∆bi (z, ci;W (t))∣∣∣) ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) ,
and for any W ∈ R (F (L−i+1)):
max (|wi (t, ci−1, ci)| , |bi (t, ci)|) ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) ,∣∣∆Hi−1 (z, ci−1;W (t))∣∣ ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) .
• For any W ∈ R (F (L−1)):
|∆w1 (z, c1;W (t))| ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) ,
and for any W ∈ R (F (L)):
EC1 [|w1 (t, C1)|p]1/p ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) .
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Here κL = K
L
p
for some constant Kp sufficiently large.
Proof. Let η (i) = (2p)i − 1, and ζ (i− 1) = p2ζ (i) + 2p+ 1 with ζ (L) = 1. Observe that
η (i) ≤ η (L) ≤ KL, ∀i ≤ L,
ζ (i) ≤ ζ (1) ≤ KL, ∀i ≥ 1.
We claim the following:
• For any W ∈ R (F ): ∣∣∆HL (z, 1;W (t))∣∣ ≤ K.
• For each i = 2, ..., L, for any W ∈ R (F (L−i)):
max
(
|∆wi (z, ci−1, ci;W (t))| ,
∣∣∣∆bi (z, ci;W (t))∣∣∣) ≤ Kpζ(i)+1 (1 + ‖W‖η(L−i)0 )(1 + tη(L−i)) ,
and for any W ∈ R (F (L−i+1)):
max (|wi (t, ci−1, ci)| , |bi (t, ci)|) ≤ Kpζ(i)+2
(
1 + ‖W‖η(L−i)+10
)(
1 + tη(L−i)+1
)
,∣∣∆Hi−1 (z, ci−1;W (t))∣∣ ≤ Kζ(i−1) (1 + ‖W‖η(L−i+1)0 )(1 + tη(L−i+1)) .
• For any W ∈ R (F (L−1)):
|∆w1 (z, c1;W (t))| ≤ Kpζ(1)+1
(
1 + ‖W‖η(L−1)0
)(
1 + tη(L−1)
)
,
and for any W ∈ R (F (L)):
EC1 [|w1 (t, C1)|p]1/p ≤ Kpζ(1)+2
(
1 + ‖W‖η(L−1)+10
)(
1 + tη(L−1)+1
)
.
The above claim immediately implies the lemma.
We prove the claim by backward induction. We shall apply Assumptions [A.1] and [A.3] without
stating them explicitly. Before all, let us make an observation that for any W ∈ MT and any k ≥ 0,∥∥F (k) (W )∥∥
0
= ‖W‖0.
Starting with the claim for i = L, we have, for any W ∈ MT :∣∣∆HL (z, 1;W (t))∣∣ = ∣∣σHL (y, yˆ (x;W (t)) ,HL (x, 1;W (t)))∣∣ ≤ K,
and therefore,
max
(
|∆wL (z, cL−1, 1;W (t))| ,
∣∣∣∆bL (z, 1;W (t))∣∣∣) ≤ K (1 + ∣∣∆HL (z, 1;W (t))∣∣p) ≤ K1+p.
We thus get:
|FwL (W ) (t, cL−1, 1)− wL (0, cL−1, 1)| ≤ K
∫ t
0
|EZ [∆wL (Z, cL−1, 1;W (s))]| ds ≤ K2+pt,∣∣∣F bL (W ) (t, 1)− bL (0, 1)∣∣∣ ≤ K
∫ t
0
∣∣∣EZ [∆bL (Z, 1;W (s))]∣∣∣ ds ≤ K2+pt,
which yields
max
(
|FwL (W ) (t, cL−1, 1)| ,
∣∣∣F bL (W ) (t, 1)∣∣∣) ≤ K2+p (1 + ‖W‖0) (1 + t) .
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This implies that
max (|wL (t, cL−1, 1)| , |bL (t, 1)|) ≤ K2+p (1 + ‖W‖0) (1 + t) ,
for any W ∈ R (F (1)). We also have for W ∈ R (F (1)):∣∣∆HL−1 (z, cL−1;W (t))∣∣
=
∣∣σHL−1 (∆HL (z, 1;W (t)) , wL (t, cL−1, 1) , bL (t, 1) ,HL (x, 1;W (t)) ,HL−1 (x, cL−1;W (t)))∣∣
≤ K
(
1 +
∣∣∆HL (z, 1;W (t))∣∣p + |wL (t, cL−1, 1)|p + |bL (t, 1)|p)
≤ Kp2+2p+1 (1 + ‖W‖p0) (1 + tp) ,
since W ∈ R (F (1)) implies W ∈ MT . The claim for i = L is hence proven.
Let us assume the claim for i + 1 and prove the claim for i, where 2 ≤ i ≤ L − 1. We have for any
W ∈ R (F (L−i)):
|∆wi (z, ci−1, ci;W (t))|
=
∣∣σwi (∆Hi (z, ci;W (t)) , wi (t, ci−1, ci) , bi (t, ci) ,Hi (x, ci;W (t)) ,Hi−1 (x, ci−1;W (t)))∣∣
≤ K
(
1 +
∣∣∆Hi (z, ci;W (t))∣∣p)
≤ K1+pζ(i)
(
1 + ‖W‖η(L−i)0
)(
1 + tη(L−i)
)
,
where we use the induction hypothesis in the last step. Similarly,∣∣∣∆bi (z, ci;W (t))∣∣∣ ≤ K1+pζ(i) (1 + ‖W‖η(L−i)0 )(1 + tη(L−i)) .
Using these, we have:
|Fwi (W ) (t, ci−1, ci)− wi (0, ci−1, ci)| ≤ K
∫ t
0
|EZ [∆wi (Z, ci−1, ci;W (t))]| ds
≤ K2+pζ(i)
(
1 + ‖W‖η(L−i)0
)(
1 + tη(L−i)+1
)
,∣∣∣F bi (W ) (t, ci)− bi (0, ci)∣∣∣ ≤ K
∫ t
0
∣∣∣EZ [∆bi (Z, ci;W (t))]∣∣∣ ds
≤ K2+pζ(i)
(
1 + ‖W‖η(L−i)0
)(
1 + tη(L−i)+1
)
,
which yields
max
(
|Fwi (W ) (t, ci−1, ci)| ,
∣∣∣F bi (W ) (t, ci)∣∣∣) ≤ K2+pζ(i) (1 + ‖W‖η(L−i)+10 )(1 + tη(L−i)+1) .
This implies that
max (|wi (t, ci−1, ci)| , |bi (t, ci)|) ≤ K2+pζ(i)
(
1 + ‖W‖η(L−i)+10
)(
1 + tη(L−i)+1
)
,
for any W ∈ R (F (L−i+1)). We also have for W ∈ R (F (L−i+1)),∣∣∆Hi−1 (z, ci−1;W (t))∣∣
≤ ECi
[∣∣σHi−1 (∆Hi (z, Ci;W (t)) , wi (t, ci−1, Ci) , bi (t, Ci) ,Hi (x,Ci;W (t)) ,Hi−1 (x, ci−1;W (t)))∣∣]
≤ KECi
[
1 +
∣∣∆Hi (z, Ci;W (t))∣∣p + |wi (t, ci−1, Ci)|p + |bi (t, Ci)|p]
(a)
≤ K1+2p+p2ζ(i)
(
1 + ‖W‖pη(L−i)+p0
)(
1 + tpη(L−i)+p
)
≤ Kζ(i−1)
(
1 + ‖W‖η(L−i+1)0
)(
1 + tη(L−i+1)
)
.
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where step (a) is due to the induction hypothesis and the fact that W ∈ R (F (L−i+1)) implies W ∈
R
(
F (L−i)
)
. This proves the claim for all i ∈ {2, ..., L}.
The last claim for ∆w1 (z, c1;W (t)) with W ∈ R
(
F (L−1)
)
and w1 (t, c1) with W ∈ R
(
F (L)
)
can be
proven similarly. In particular, for W ∈ R (F (L−1)),
|∆w1 (z, c1;W (t))| =
∣∣σw1 (∆H1 (z, c1;W (t)) , w1 (t, c1) , x)∣∣
≤ K
(
1 +
∣∣∆H1 (z, c1;W (t))∣∣p)
≤ K1+pζ(1)
(
1 + ‖W‖η(L−1)0
)(
1 + tη(L−1)
)
.
Therefore,
|Fw1 (W ) (t, c1)− w1 (0, c1)| ≤ K
∫ t
0
|EZ [∆w1 (Z, c1;W (t))]| ds
≤ K2+pζ(1)
(
1 + ‖W‖η(L−1)0
)(
1 + tη(L−1)+1
)
,
and in particular,
EC1 [|Fw1 (W ) (t, C1)|p] ≤ K
[
K2+pζ(1)
(
1 + ‖W‖η(L−1)+10
)(
1 + tη(L−1)+1
)]
p
+KEC1 [|w1 (0, C1)|p] .
This implies that
EC1 [|w1 (t, C1)|p]1/p ≤ K2+pζ(1)
(
1 + ‖W‖η(L−1)+10
)(
1 + tη(L−1)+1
)
,
for any W ∈ R (F (L)).
We are now ready to prove Theorem 3.
Proof of Theorem 3. We will use a Picard-type iteration. In this proof, we allow the immaterial constantK
to be additionally dependent on L. ConsiderW,W ′ ∈ R (F (L)). Note that this impliesW,W ′ ∈ R (F (L−i))
for 1 ≤ i ≤ L. By Assumption [A.1], Lemma 5 and 6, for 2 ≤ i ≤ L,∣∣Fwi (W ) (t, ci−1, ci)− Fwi (W ′) (t, ci−1, ci)∣∣
≤ K
∫ t
0
EZ
[∣∣∆wi (Z, ci−1, ci;W (s))−∆wi (Z, ci−1, ci;W ′ (s))∣∣] ds
≤ K
(
1 + max
(‖W‖t ,∥∥W ′∥∥t)K
)∫ t
0
∥∥W −W ′∥∥
s
ds
≤ K
(
1 + ‖W‖K0
) (
1 + tK
) ∫ t
0
∥∥W −W ′∥∥
s
ds,
recalling that W ′ (0) = W (0). Similar bounds apply to Fw1 and F
b
i for i = 2, ..., L. We thus get:
∥∥F (W )− F (W ′)∥∥
t
≤ K
(
1 + ‖W‖K0
) (
1 + tK
) ∫ t
0
∥∥W −W ′∥∥
s
ds.
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Iterating this inequality, we get, for an arbitrary T > 0,∥∥∥F (k) (W )− F (k) (W ′)∥∥∥
T
≤ K
(
1 + ‖W‖K0
) (
1 + TK
) ∫ T
0
∥∥∥F (k−1) (W )− F (k−1) (W ′)∥∥∥
T2
dT2
≤ K
(
1 + ‖W‖K0
)2 (
1 + TK
)2 ∫ T
0
∫ T2
0
∥∥∥F (k−2) (W )− F (k−2) (W ′)∥∥∥
T3
I (T2 ≤ T ) dT3dT2
...
≤ K
(
1 + ‖W‖K0
)k (
1 + TK
)k ∫ T
0
∫ T2
0
...
∫ Tk
0
∥∥W −W ′∥∥
Tk+1
I (Tk ≤ ... ≤ T2 ≤ T ) dTk+1...dT2
≤ K
(
1 + ‖W‖K0
)k (
1 + TK
)k ∥∥W −W ′∥∥
T
∫ T
0
∫ T2
0
...
∫ Tk
0
I (Tk ≤ ... ≤ T2 ≤ T ) dTk+1...dT2
≤ KT
k
k!
(
1 + ‖W‖K0
)k (
1 + TK
)k ∥∥W −W ′∥∥
T
.
By substituting W ′ = F (W ) forW ∈ R (F (L)) (which verifies W ′ ∈ R (F (L))), we deduce that as k →∞,
F (k) (W ) converges to a limit W¯ , which is a fixed point of F . The uniqueness of a fixed point follows from
the above estimate, since if W¯ and W¯ ′ are fixed points then W,W ′ ∈ R (F (L)) and thereby
∥∥W −W ′∥∥
T
=
∥∥∥F (k) (W )− F (k) (W ′)∥∥∥
T
≤ KT
k
k!
(
1 + ‖W‖K0
)k (
1 + TK
)k ∥∥W −W ′∥∥
T
,
while one can take k arbitrarily large. Finally, since the solution exists and is unique up to an arbitrary
time T > 0, we have existence and uniqueness of the solution on the time interval [0,∞).
4 Main Result: Connection between Neural Network and MF Limit
4.1 Neuronal Embedding and the Coupling Procedure
To formalize a connection between the neural network and its MF limit, we consider their initializations.
In practical scenarios, to set the initial parameters W (0) of the neural network, one typically randomizes
W (0) according to some distributional law ρ. We note that since the neural network is defined w.r.t. a
set of finite integers {n1, ..., nL}, so is ρ. In order to take a certain many-neurons limit, it is necessary to
consider a family of initialization laws, each of which is indexed by the set of finite integers {n1, ..., nL}:
Init = {ρ : ρ is the initialization law of a neural network of size {n1, ..., nL} ,
n1, ..., nL ∈ N>0, nL = 1}.
We make the following crucial definition.
Definition 7. Given a family of initialization laws Init, we call
(
Ω, P,
{
w0i
}
i∈[L]
,
{
b0i
}
2≤i≤L
)
a neuronal
embedding of Init if the following hold:
1. (Ω, P ) =
∏L
i=1 (Ωi, Pi) a product space and ΩL = {1}. We recall that (Ω, P ) is called a neuronal
ensemble.
2. The deterministic functions w01 : Ω1 → W1, w0i : Ωi−1 × Ωi → Wi and b0i : Ωi → Bi, 2 ≤ i ≤ L
are such that, for each index {n1, ..., nL} of Init and the law ρ of this index, if — with an abuse of
notations — we independently sample {Ci (ji)}ji∈[ni] ∼ Pi i.i.d. for each i = 1, ..., L, then
Law
(
w01 (C1 (j1)) , w
0
i (Ci−1(ji−1), Ci (ji)) , b
0
i (Ci(ji)) , j1 ∈ [n1] , ji ∈ [ni] , i = 2, ..., L
)
= ρ.
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Furthermore
max
(
sup
k≥1
1√
k
EC1
[∣∣w01 (C1)∣∣k]1/k , max
2≤i≤L
sup
ci−1∈Ωi−1, ci∈Ωi
∣∣w0i (ci−1, ci)∣∣ , max
2≤i≤L
sup
ci∈Ωi
∣∣b0i (ci)∣∣
)
≤ K <∞.
Remark 8. We remark that the family Init needs not be indexed by all possible tuples {n1, ..., nL}. For ex-
ample, one may consider Init that contains only one initialization law, indexed by a single tuple {n1, ..., nL}
– a scenario which is relevant to Theorem 10 and Corollary 11 below. When Init contains more than one
law, if a neuronal embedding exists, then Init must satisfy a certain consistency property. More specifi-
cally, suppose that ρ is indexed by {n1, ..., nL} and ρ′ is indexed by {n′1, ..., n′L} from this family such that
n1 ≤ n′1, ..., nL−1 ≤ n′L−1, and suppose that
Law
(
w′1 (0, j1) ,w
′
i (0, ji−1, ji) ,b
′
i (0, ji) : ji ∈
[
n′i
]
, i = 1, ..., L
)
= ρ′.
Then we must have that
Law
(
w′1 (0, j1) ,w
′
i (0, ji−1, ji) ,b
′
i (0, ji) : ji ∈ Si, i = 1, ..., L
)
= ρ,
for any collection of L sets Si, i = 1, ..., L, where each Si is a subset of [n
′
i] with size |Si| = ni. One example
of initialization laws in which such neuronal embedding exists, in the case of fully-connected networks, is
a law in which we randomize, independently for each layer, all weights and biases i.i.d. We shall come
back to this later in Section 5.
Remark 9. In Definition 7, we impose a supremum norm condition for w0i and b
0
i , i ≥ 2. The norms ‖wi‖t
and ‖bi‖t for i ≥ 2 in Section 2.3 are also defined accordingly. We consider this condition for simplicity,
while we note it can be relaxed, similar to the sub-Gaussian norm condition for w01, so that weights at
second or higher layers could be initialized with a distribution with infinite support.
To proceed, we perform the following coupling procedure:
1. Given a family of initialization laws Init, let
(
Ω, P,
{
w0i
}
i∈[L]
,
{
b0i
}
2≤i≤L
)
be a neuronal embedding
of Init.
2. We form the MF ODEs’ initialization W (0) by setting w1 (0, ·) = w01 (·), wi (0, ·, ·) = w0i (·, ·) and
bi (0, ·) = b0i (·) for 2 ≤ i ≤ L. With this initialization, we obtain the MF limit’s trajectory W (t),
for t ∈ R≥0, according to the neuronal ensemble (Ω, P ).
3. Given {n1, ..., nL}, for each i = 1, ..., L and ji = 1, ..., ni, we sample Ci (ji) ∼ Pi independently. We
then form the neural network initializationW (0) by settingw1 (0, j1) = w
0
1 (C1 (j1)),wi (0, ji−1, ji) =
w0i (Ci−1 (ji−1) , Ci (ji)) and bi (0, ji) = b
0
i (Ci (ji)) for j1 ∈ [n1], ji ∈ [ni], 2 ≤ i ≤ L. With this
initialization, we obtain the neural network’s trajectory W (t) for t ∈ N≥0, with the data z (t) being
generated independently of Ci (ji)’s and hence W (0).
Hence we see that the connection is formalized on the basis of the initialization, and in particular, the
neuronal ensemble (Ω, P ). Note that W (t) is a deterministic trajectory for t ∈ R≥0 and is independent of
{n1, ..., nL}, whereas W (t) is random for all t ∈ N≥0 due to the randomness of Ci (ji) and the generation
of the training data z (t). We define a measure of closeness between W (⌊t/ǫ⌋) and W (t) for the whole
interval t ∈ [0, T ]:
DT (W,W) = max
(
sup
t≤T, 2≤i≤L, 1≤ji≤ni
|wi (⌊t/ǫ⌋ , ji−1, ji)− wi (t, Ci−1 (ji−1) , Ci (ji))| ,
sup
t≤T, 2≤i≤L, 1≤ji≤ni
|bi (⌊t/ǫ⌋ , ji)− bi (t, Ci (ji))| ,
sup
t≤T, 1≤j1≤n1
|w1 (⌊t/ǫ⌋ , j1)− w1 (t, C1 (j1))|
)
. (3)
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Note that by definition, DT (W,W) is a random quantity due to the randomness of {Ci (ji)}i∈[L] and
{W (⌊t/ǫ⌋)}t∈[0,T ].
The idea of the coupling procedure is closely related to the “propagation of chaos” argument [Szn91].
Here, instead of playing the role of a proof technique, the coupling serves as a vehicle to establish the
connection on the basis of the neuronal embedding.
4.2 Main Theorem
We are now ready to state the main theorem.
Theorem 10. Given a family Init of initialization laws and a tuple of positive integers {n1, ..., nL} with
nL = 1, perform the coupling procedure as described in Section 4.1. Fix a terminal time T ∈ ǫN≥0. Under
Assumptions [A.1], [A.2] and [A.3], for ǫ ≤ 1, we have with probability at least 1−2δ−2 exp
(
−n1/(2+p)1
)
,
DT (W,W) ≤
(
L√
nmin
+
√
ǫ
)√
log
(
2 (1 + T )L
δ
n2max + e
)
exp
(
K¯
(
1 + ‖W‖K¯0
)(
1 + T K¯
))
,
in which nmin = min1≤j≤L−1 nj, nmax = max1≤j≤L nj, and K¯ is a constant that depends on L and p such
that K¯ ≤ KL
p
for some sufficiently large constant Kp.
Roughly speaking, with ni = Ω(n) and ǫ ≪ 1/ log (n), we have W (⌊t/ǫ⌋) ≈ W (t) for all t ∈ [0, T ]
and large n. This gives a connection between W (⌊t/ǫ⌋), which involves finitely many neurons, and the
MF limit W (t), whose description is independent of the number of neurons. It lends a way to extract
properties of the neural network in the many-neurons limit.
Corollary 11. Consider any test function ψ : Hi → S which is K-Lipschitz and K-bounded, i.e.∣∣ψ (h)− ψ (h′)∣∣ ≤ K ∣∣h− h′∣∣ , |ψ (h)| ≤ K,
where S is a Hilbert space. Under the same setting as Theorem 10, for any δ > 0, we have with probability
at least 1− δ − 2 exp
(
−n1/(2+p)1
)
,
sup
t≤T
∣∣∣∣∣∣
1
ni
ni∑
ji=1
EZ [ψ (Hi (⌊t/ǫ⌋ ,X, ji))]− EZECi [ψ (Hi (t,X,Ci))]
∣∣∣∣∣∣ = O˜
(
n
−1/2
min +
√
ǫ
)
,
where O˜ hides the dependency on T , L, ‖W‖0, p and δ as well as the logarithmic factors log nmax and
log (1/ǫ). Furthermore, for any test function ψ : Y × Yˆ → S which is K-Lipschitz in the second variable,
uniformly in the first variable,
sup
t≤T
|EZ [ψ (Y, yˆ (⌊t/ǫ⌋ ,X))]− EZ [ψ (Y, yˆ (t,X))]| = O˜
(
n
−1/2
min
+
√
ǫ
)
,
with probability at least 1− δ − 2 exp
(
−n1/(2+p)1
)
.
As per Remark 8, we note that the statements in Theorem 10 and Corollary 11 are quantitative, and
hence one may consider Init that contains only one initialization law.
We observe that while the MF trajectory W (t) is defined as per the choice of the neuronal embedding(
Ω, P,
{
w0i
}
i∈[L]
,
{
b0i
}
2≤i≤L
)
, which may not be unique. On the other hand, the neural network’s trajec-
tory W (t) depends on the randomization of the initial parameters W (0) according to an initialization law
from the family Init (as well as the data z (t)) and hence is independent of this choice. Another corollary
of Theorem 10 is that given the same family Init, the MF trajectory is insensitive to the choice of the
neuronal embedding of Init.
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Corollary 12. Consider a family Init of initialization laws indexed by tuples {n1, ..., nL}, such that there
exists a sequence of indices {n1 (n) , ..., nL (n) : n ∈ N} in which min1≤i≤L−1 ni (n) → ∞ as n → ∞.
Let W (t) and Wˆ (t) be two MF trajectories associated with two choices of neuronal embeddings of Init,(
Ω, P,
{
w0i
}
i∈[L]
,
{
b0i
}
2≤i≤L
)
and
(
Ωˆ, Pˆ ,
{
wˆ0i
}
i∈[L]
,
{
bˆ0i
}
2≤i≤L
)
respectively. For any T ∈ R≥0 and any
set of positive integers {n1, ..., nL} with nL = 1, if we independently sample Ci (ji) ∼ Pi and Cˆi (ji) ∼ Pˆi
for ji ∈ [ni] and i ∈ [L], then Law (W (n1, ..., nL, T )) = Law(Wˆ (n1, ..., nL, T )), where W (n1, ..., nL, T )
denotes the following collection on W (t):
W (n1, ..., nL, T ) =
{
w1 (t, C1 (j1)) , wi (t, Ci−1 (ji−1) , Ci (ji)) , bi (t, Ci (ji)) :
ji ∈ [ni] , i ∈ [L] , t ∈ [0, T ]
}
,
and Wˆ (n1, ..., nL, T ) denotes a similar collection on Wˆ (t).
In the case L = 2, by looking at the induced distribution of (w1 (t, C1) , w2 (t, C1, 1)) over C1 ∼ P1, we
immediately recover the distributional equation in [MMN18] describing the MF limit.
Corollary 13. Assume the same setting as Theorem 10, and let us consider L = 2. For simplicity, let
us disregard the bias of the second layer by considering ξb2 (·) = 0 and b2 (0, ·) = 0. Assume W1 = Rd1 ,
W2 = R
d2 for some integers d1, d2 > 0. Let ρt denote the law of (w1 (t, C1) , w2 (t, C1, 1)) over C1 ∼ P1.
Then ρt satisfies the following distributional partial differential equation in the weak sense:
∂tρt (u1, u2) = div [ρt (u1, u2)G (u1, u2; ρt)] ,
in which
G (u1, u2; ρt) =
[
ξw1 (t)EZ [∆
w
1 (u1, u2;Z, ρt)]
ξw2 (t)EZ [∆
w
2 (u1, u2;Z, ρt)]
]
,
and we define
H2 (x; ρt) =
∫
φ2 (u2, 0, φ1 (u1, x)) dρt (u1, u2) ,
yˆ (x; ρt) = φ3 (H2 (x; ρt)) ,
∆H2 (z; ρt) = σ
H
2
(
y, yˆ (x; ρt) ,H2 (x; ρt)
)
,
∆w2 (u1, u2; z, ρt) = σ
w
2
(
∆H2 (z; ρt) , u2, 0,H2 (x; ρt) , φ1 (u1, x)
)
,
∆H1 (u1, u2; z, ρt) = σ
H
1
(
∆H2 (z; ρt) , u2, 0,H2 (x; ρt) , φ1 (u1, x)
)
,
∆w1 (u1, u2; z, ρt) = σ
w
1
(
∆H1 (u1, u2; z, ρt) , u1, x
)
.
In particular, for any δ > 0 and any K-Lipschitz and K-bounded test function ψ : W1 ×W2 → S, where
S is a Hilbert space,
sup
t≤T
∣∣∣∣∣∣
1
n1
n1∑
j1=1
ψ (w1 (⌊t/ǫ⌋ , j1) ,w2 (⌊t/ǫ⌋ , j1, 1))−
∫
ψ (u1, u2) dρt (u1, u2)
∣∣∣∣∣∣ = O˜
(
n
−1/2
1 +
√
ǫ
)
.
with probability at least 1 − δ − 2 exp
(
−n1/(2+p)1
)
, where O˜ hides the dependency on T , L, ‖W‖0, p and
δ as well as the logarithmic factors log n1 and log (1/ǫ). Similarly, for any test function ψ : Y × Yˆ → S
which is K-Lipschitz in the second variable, uniformly in the first variable,
sup
t≤T
∣∣EZ [ψ (Y, yˆ (t,X))]− EZ [ψ (Y, yˆ (X; ρt))]∣∣ = O˜ (n−1/21 +√ǫ) ,
with probability at least 1− δ − 2 exp
(
−n1/(2+p)1
)
.
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4.3 Proof of Theorem 10
We construct an auxiliary trajectory, which we call the particle ODEs:
∂
∂t
w˜1 (t, j1) = −ξw1 (t)EZ
[
∆w1
(
Z, j1; W˜ (t)
)]
, ∀j1 ∈ [n1] ,
∂
∂t
w˜i (t, ji−1, ji) = −ξwi (t)EZ
[
∆wi
(
Z, ji−1, ji; W˜ (t)
)]
,
∂
∂t
b˜i (t, ji) = −ξbi (t)EZ
[
∆bi
(
Z, ji; W˜ (t)
)]
, ∀ji−1 ∈ [ni−1] , ji ∈ [ni] , i = 2, ..., L,
in which W˜ (t) =
{
w˜1 (t, ·) , w˜i (t, ·, ·) , b˜i (t, ·) , i = 2, ..., L
}
, and t ∈ R≥0. We specify the initialization
W˜ (0): w˜1 (0, j1) = w
0
1 (C1 (j1)), w˜i (0, ji−1, ji) = w
0
i (Ci−1 (ji−1) , Ci (ji)) and b˜i (0, ji) = b
0
i (Ci (ji)). That
is, it shares the same initialization with the neural network one W (0), and hence is coupled with the
neural network and the MF ODEs. Roughly speaking, the particle ODEs are continuous-time trajectories
of finitely many neurons, averaged over the data distribution. We note that W˜ (t) is random for all t ∈ R≥0
due to the randomness of Ci (ji)’s.
Similar to W (t), we equip W˜ (t) with the norms:
‖w˜i‖t = sup
s≤t
max
ji−1∈[ni−1], ji∈[ni]
|w˜i (s, ji−1, ji)| ,∥∥∥b˜i∥∥∥
t
= sup
s≤t
max
ji∈[ni]
∣∣∣b˜i (s, ji)∣∣∣ , i = 2, ..., L,
‖w˜1‖t = sup
s≤t
( 1
n1
n1∑
j1=1
|w˜1 (s, j1)|p
)1/p
.
as well as
‖w˜‖t = max
1≤i≤L
‖w˜i‖t ,
∥∥∥b˜∥∥∥
t
= max
2≤i≤L
∥∥∥b˜i∥∥∥
t
,
∥∥∥W˜∥∥∥
t
= max
(
‖w˜‖t ,
∥∥∥b˜∥∥∥
t
)
.
For two sets of particle ODEs’ parameters W˜ and W˜ ′, let W˜ − W˜ ′ be defined via
W˜ (t)− W˜ ′ (t) =
{
w˜1 (t, ·)− w˜′1 (t, ·) , w˜i (t, ·, ·) − w˜′i (t, ·, ·) , b˜i (t, ·)− b˜′i (t, ·) , i = 2, ..., L
}
.
Then one can define:∥∥w˜i − w˜′i∥∥t = sup
s≤t
max
ji−1∈[ni−1], ji∈[ni]
∣∣w˜i (s, ji−1, ji)− w˜′i (s, ji−1, ji)∣∣ ,∥∥∥b˜i − b˜′i∥∥∥
t
= sup
s≤t
max
ji∈[ni]
∣∣∣b˜i (s, ji)− b˜′i (s, ji)∣∣∣ , i = 2, ..., L,∥∥w˜1 − w˜′1∥∥t = sup
s≤t
max
j1∈[n1]
∣∣w˜i (s, j1)− w˜′i (s, j1)∣∣ ,
as well as∥∥w˜ − w˜′∥∥
t
= max
1≤i≤L
∥∥w˜i − w˜′i∥∥t ,
∥∥∥b˜− b˜′∥∥∥
t
= max
2≤i≤L
∥∥∥b˜i − b˜′i∥∥∥
t
,
∥∥∥W˜ − W˜ ′∥∥∥
t
= max
(∥∥w˜ − w˜′∥∥
t
,
∥∥∥b˜− b˜′∥∥∥
t
)
.
The existence and uniqueness of the solution to the particle ODEs follows from the same proof as in
Theorem 3, which we shall not repeat here. One can also define the measures DT
(
W, W˜
)
and DT
(
W˜ ,W
)
21
similar to Eq. (3):
DT
(
W, W˜
)
= max
(
sup
t≤T, 2≤i≤L, 1≤ji≤ni
|wi (t, Ci−1 (ji−1) , Ci (ji))− w˜i (t, ji−1, ji)| ,
sup
t≤T, 2≤i≤L, 1≤ji≤ni
∣∣∣bi (t, Ci (ji))− b˜i (t, ji)∣∣∣ ,
sup
t≤T, 1≤j1≤n1
|w1 (t, C1 (j1))− w˜1 (t, j1)|
)
,
DT
(
W˜ ,W
)
= max
(
sup
t≤T, 2≤i≤L, 1≤ji≤ni
|wi (⌊t/ǫ⌋ , ji−1, ji)− w˜i (t, ji−1, ji)| ,
sup
t≤T, 2≤i≤L, 1≤ji≤ni
∣∣∣bi (⌊t/ǫ⌋ , ji)− b˜i (t, ji)∣∣∣ ,
sup
t≤T, 1≤j1≤n1
|w1 (⌊t/ǫ⌋ , j1)− w˜1 (t, j1)|
)
.
We have the following results:
Theorem 14. Under the same setting as Theorem 10, for any δ > 0, with probability at least 1 − δ −
exp
(
−n1/(2+p)1
)
,
DT
(
W, W˜
)
≤ L√
nmin
√
log
(
2TL
δ
n2max + e
)
exp
(
K¯
(
1 + ‖W‖K¯0
)(
1 + T K¯
))
,
in which nmin = min1≤j≤L−1 nj, nmax = max1≤j≤L nj, and K¯ is a constant that depends on L and p such
that K¯ ≤ KL
p
for some sufficiently large constant Kp.
Theorem 15. Under the same setting as Theorem 10, for any δ > 0, with probability at least 1 − δ −
exp
(
−n1/(2+p)1
)
,
DT
(
W˜ ,W
)
≤
√
ǫ log
(
2L
δ
n2max + e
)
exp
(
K¯
(
1 + ‖W‖K¯0
)(
1 + T K¯
))
,
in which nmax = max1≤j≤L nj, and K¯ is a constant that depends on L and p such that K¯ ≤ KLp for some
sufficiently large constant Kp.
Proof of Theorem 10. Using the fact
DT (W,W) ≤ DT
(
W, W˜
)
+ DT
(
W˜ ,W
)
,
the thesis is immediate from Theorems 14 and 15.
4.4 Proof of Theorems 14 and 15
We first present a useful concentration result. In fact, the tail bound can be improved using the argument
in [FV18], but the following simpler version is sufficient for our purposes.
Lemma 16. Consider an integer n ≥ 1 and let x, c1, ..., cn be mutually independent random variables.
Let Ex and Ec denote the expectations w.r.t. x only and {ci}i∈[n] only, respectively. Consider a collection
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of mappings {fi}i∈[n], which map to the same Hilbert space. Let fi (x) = Ec [fi (ci, x)]. Assume that for
some R > 0 and any m ≥ 1,
Ec [|fi (ci, x)− fi (x)|m]1/m ≤ R
√
m x-almost surely,
then there exist an absolute constant r > 0 such that for any δ > 0,
P
(
Ex
[∣∣∣∣∣ 1n
n∑
i=1
fi (ci, x)− fi (x)
∣∣∣∣∣
]
≥ δ
)
≤ 8R√
nδ
exp
(
− nδ
2
8rR2
)
≤ 8R
δ
exp
(
− nδ
2
8rR2
)
.
Proof. For brevity, let us define
Zn (x) =
n∑
i=1
(fi (ci, x)− fi (x)) .
By Theorem 40, for some universal constant r > 0,
P (|Zn (x)| ≥ nδ|x) ≤ 2 exp
(−nδ2/ (4rR2)) ,
and therefore,
P (|Zn (x)| ≥ nδ) ≤ 2 exp
(−nδ2/ (4rR2)) ,
since the right-hand side is uniform in x. Next note that, w.r.t. the randomness of x only,
Ex [|Zn (x)|] = Ex [|Zn (x)| I (|Zn (x)| ≥ nδ/2)] + Ex [|Zn (x)| I (|Zn (x)| < nδ/2)]
≤ Ex [|Zn (x)| I (|Zn (x)| ≥ nδ/2)] + nδ/2.
As such, by Markov’s inequality and Cauchy-Schwarz’s inequality,
P (Ex [|Zn (x)|] ≥ nδ) ≤ P (Ex [|Zn (x)| I (|Zn (x)| ≥ nδ/2)] ≥ nδ/2)
≤ 2
nδ
E [|Zn (x)| I (|Zn (x)| ≥ nδ/2)]
≤ 2
nδ
E
[
|Zn (x)|2
]1/2
P (|Zn (x)| ≥ nδ/2)1/2
≤ 4
nδ
E
[
|Zn (x)|2
]1/2
exp
(
− nδ
2
8rR2
)
.
Notice that since c1, ..., cn are independent and fi (x) = Ec [fi (ci, x)],
E
[
|Zn (x)|2
]
=
n∑
i=1
E
[
|fi (ci, x)− fi (x)|2
]
≤ 2nR2.
We thus get:
P (Ex [|Zn (x)|] ≥ nδ) ≤ 8R√
nδ
exp
(
− nδ
2
8rR2
)
.
This proves the claim.
We have the following lemmas, which are similar to Lemmas 4, 5 and 6 and whose proofs are hence
omitted.
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Lemma 17. Consider two collections of neural network parameters W and W′. Under Assumption [A.2],
for any s ≤ t and 1 ≤ i ≤ L, the following estimates hold:
( 1
n1
n1∑
j1=1
|H1 (x, j1;W (s))|p
)1/p
≤ KκL (1 + ‖W‖κLt ) ,
max
ji∈[ni]
|Hi (x, ji;W (s))| ≤ KκL (1 + ‖W‖κLt ) , i = 2, .., L,
max
ji∈[ni]
∣∣Hi (x, ji;W (s))−Hi (x, ji;W′ (s))∣∣ ≤ KκL (1 +max (‖W‖t ,∥∥W′∥∥t)κL) ∥∥W−W′∥∥t , i = 1, .., L,
|yˆ (x;W (s))| ≤ KκL (1 + ‖W‖κLt ) ,∣∣yˆ (x;W (s))− yˆ (x;W′ (s))∣∣ ≤ KκL (1 +max (‖W‖t ,∥∥W′∥∥t)κL) ∥∥W−W′∥∥t ,
where κL = K
L
p
for some constant Kp sufficiently large. The same statement holds when one replaces W
with W˜ a collection of particle ODEs’ parameters.
Lemma 18. Consider two collections of neural network parameters W and W′. Under Assumption [A.3],
for any s ≤ t, any ji ∈ [ni] and 2 ≤ i ≤ L, the following estimates hold:
max
( ∣∣∆wi (z, ji−1, ji;W (s))−∆wi (z, ji−1, ji;W′ (s))∣∣ , ∣∣∣∆bi (z, ji;W (s))−∆bi (z, ji;W′ (s))∣∣∣ )
≤ KκL (1 + max (‖W‖t ,∥∥W′∥∥t)κL) ∥∥W −W′∥∥t ,
and similarly,∣∣∆w1 (z, j1;W (s))−∆w1 (z, j1;W′ (s))∣∣ ≤ KκL (1 + max (‖W‖t ,∥∥W′∥∥t)κL) ∥∥W−W′∥∥t .
where κL = K
L
p
for some constant Kp sufficiently large. The same statement holds when one replaces W
and W′ with W˜ and W˜ ′ two collections of particle ODEs’ parameters.
Lemma 19. For t ≥ 0 and any collection of neural network parameters W:
max
(
|∆wi (z, ji−1, ji;W (⌊t/ǫ⌋))| ,
∣∣∣∆bi (z, ji;W (⌊t/ǫ⌋))∣∣∣) ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) ,
max (|wi (⌊t/ǫ⌋ , ji−1, ji)| , |bi (⌊t/ǫ⌋ , ji)|) ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) ,∣∣∆Hi−1 (z, ji−1;W (⌊t/ǫ⌋))∣∣ ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) ,
for each i = 2, ..., L, and ∣∣∆HL (z, 1;W (⌊t/ǫ⌋))∣∣ ≤ KκL ,
|∆w1 (z, j1;W (⌊t/ǫ⌋))| ≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) ,( 1
n1
n1∑
j1=1
|w1 (⌊t/ǫ⌋ , j1)|p
)1/p
≤ KκL (1 + ‖W‖κL0 ) (1 + tκL) ,
where κL = K
L
p
for some constant Kp sufficiently large. The same statement holds when one replaces W
with W˜ a collection of particle ODEs’ parameters, wi with w˜i, bi with b˜i and ⌊t/ǫ⌋ with t.
Lemma 20. For any t, ξ ≥ 0, we have the following estimates:
max
2≤i≤L
(
|wi (t+ ξ, ci−1, ci)− wi (t, ci−1, ci)| , |bi (t+ ξ, ci)− bi (t, ci)| ,
|w1 (t+ ξ, c1)− w1 (t, c1)|
)
≤ KκL (1 + ‖W‖κL0 ) (1 + (t+ ξ)κL) ξ,
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or equivalently ∥∥W −W ′∥∥
t
≤ KκL (1 + ‖W‖κL0 ) (1 + (t+ ξ)κL) ξ,
where we define W ′ (t) = W (t+ ξ) and κL = K
L
p
for some constant Kp sufficiently large. . Similarly,∥∥∥W˜ − W˜ ′∥∥∥
t
≤ KκL
(
1 +
∥∥∥W˜∥∥∥κL
0
)
(1 + (t+ ξ)κL) ξ,∥∥W −W′∥∥
⌊t/ǫ⌋
≤ KκL (1 + ‖W‖κL0 ) (1 + (t+ ξ)κL) ξ,
where W˜ ′ (t) = W˜ (t+ ξ) and W′ (⌊t/ǫ⌋) = W (⌊(t+ ξ) /ǫ⌋).
Proof. The first claim follows easily from Assumption [A.1] and Lemma 6. In particular,
|wi (t+ ξ, ci−1, ci)− wi (t, ci−1, ci)| ≤
∫ t+ξ
t
∣∣∣∣ ∂∂swi (s, ci−1, ci)
∣∣∣∣ ds
≤ K sup
s∈[t,t+ξ]
EZ [|∆wi (Z, ci−1, ci;W (s))|] ξ
≤ KκL (1 + ‖W‖κL0 ) (1 + (t+ ξ)κL) ξ.
The rest of the claims are similarly derived from Lemma 19.
Lemma 21. At initialization,
∥∥∥W˜∥∥∥
0
= ‖W‖0 ≤ ‖W‖0+δ with probability at least 1−e·exp
(
−Kδ2/(2+p)n1/(2+p)1
)
,
for any δ > 0.
Proof. By construction, ‖w˜i‖0 = ‖wi‖0 ≤ ‖wi‖0 and
∥∥∥b˜i∥∥∥
0
= ‖bi‖0 ≤ ‖bi‖0 for i ≥ 2. We only need to
compare ‖w˜1‖0 = ‖w1‖0 and ‖w1‖0. Let
Zj1 =
∣∣w01 (C1 (j1))∣∣p − EC1 [∣∣w01 (C1)∣∣p] .
It is easy to see that E [|Zj1 |m]1/m ≤ Kmp/2 for any m ≥ 1 by Definition 7. By [Pin94, Theorem 5.2], for
m ≥ 2,
n1E
[∣∣‖w1‖p0 − ‖w1‖p0∣∣m]1/m = E [(∑n1j1=1 Zj1
)m]1/m
≤ K inf
1≤q≤m
(
q
(∑n1
j1=1
E
[
Zmj1
])1/m
+
√
qem/q
(∑n1
j1=1
E
[
Z2j1
])1/2)
≤ K inf
1≤q≤m
(
qn
1/m
1 m
p/2 +
√
qem/q
√
n1
)
≤ K
(
n
1/m
1 m
1+p/2 +
√
m
√
n1
)
.
In other words,
E
[∣∣‖w1‖p0 − ‖w1‖p0∣∣m]1/m ≤ K (n−1+1/m1 m1+p/2 + n−1/21 √m) ≤ Km(2+p)/2n−1/21 .
This implies
∣∣‖w1‖p0 − ‖w1‖p0∣∣1/(2+p) is Kn−1/(4+2p)1 -sub-Gaussian and therefore,
P
(∣∣‖w1‖p0 − ‖w1‖p0∣∣ ≥ δ) ≤ e · exp(−Kδ2/(2+p)n1/(2+p)1 ) .
We are now in the position to prove Theorem 14.
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Proof of Theorem 14. We first note that at initialization, D0
(
W, W˜
)
= 0. Furthermore by Lemma 21,∥∥∥W˜∥∥∥
0
≤ ‖W‖0 + K with probability at least 1 − exp
(
−n1/(2+p)1
)
. Let this event be denoted by E .
Observe that the randomness of this event is entirely by {C1 (j1)}j1∈[n1]. We shall place the context of our
discussions upon E .
In the following, let Kt = Kt (‖W‖0) denote an immaterial positive constant that takes the form
Kt = K¯
(
1 + ‖W‖K¯0
)(
1 + tK¯
)
,
where K¯ assumes the form K¯ = KL for some constant K (dependent on p) sufficiently large; K¯ may differ
at different uses of Kt. Note that Kt ≥ 1 and Kt ≤ KT for all t ≤ T . We decompose the proof into several
steps.
Step 1 - Main proof. Notice that, for 2 ≤ i ≤ L and any t ≥ 0,∣∣∣∣ ∂∂t [w˜i (t, ji−1, ji)− wi (t, Ci−1 (ji−1) , Ci (ji))]
∣∣∣∣
=
∣∣∣ξwi (t)EZ [∆wi (Z, ji−1, ji; W˜ (t))−∆wi (Z,Ci−1 (ji−1) , Ci (ji) ;W (t))]∣∣∣
(a)
≤ KEZ
[ (
1 +
∣∣∣∆Hi (Z, ji; W˜ (t))∣∣∣p + ∣∣∆Hi (Z,Ci (ji) ;W (t))∣∣p)
×
( ∣∣∣∆Hi (Z, ji; W˜ (t))−∆Hi (Z,Ci (ji) ;W (t))∣∣∣+ Dt (W, W˜)
+
∣∣∣Hi−1 (X, ji−1; W˜ (t))−Hi−1 (X,Ci−1 (ji−1) ;W (t))∣∣∣
+
∣∣∣Hi (X, ji; W˜ (t))−Hi (X,Ci (ji) ;W (t))∣∣∣ )]
(b)
≤ Kt
(
EZ
[∣∣∣∆Hi (Z, ji; W˜ (t))−∆Hi (Z,Ci (ji) ;W (t))∣∣∣]+ Dt (W, W˜)
+ EZ
[∣∣∣Hi−1 (X, ji−1; W˜ (t))−Hi−1 (X,Ci−1 (ji−1) ;W (t))∣∣∣]
+ EZ
[∣∣∣Hi (X, ji; W˜ (t))−Hi (X,Ci (ji) ;W (t))∣∣∣] ),
where (a) is due to Assumptions [A.1] and [A.3], (b) is due to Lemmas 6 and 19, and we have used the
fact
∥∥∥W˜∥∥∥
0
≤ ‖W‖0 +K. We also have, for ξ ≥ 0,∣∣∣∣ ∂∂t [w˜i (t+ ξ, ji−1, ji)− w˜i (t, ji−1, ji)]
∣∣∣∣
≤
∣∣∣(ξwi (t+ ξ)− ξwi (t))EZ [∆wi (Z, ji−1, ji; W˜ (t))]∣∣∣
+
∣∣∣ξwi (t)EZ [∆wi (Z, ji−1, ji; W˜ (t+ ξ))−∆wi (Z, ji−1, ji; W˜ (t))]∣∣∣
(a)
≤ K
∣∣∣EZ [∆wi (Z, ji−1, ji; W˜ (t))]∣∣∣ ξ
+
∣∣∣EZ [∆wi (Z, ji−1, ji; W˜ (t+ ξ))−∆wi (Z, ji−1, ji; W˜ (t))]∣∣∣
(b)
≤ Ktξ,
where (a) is due to Assumption [A.1], and (b) is due to Lemmas 18, 19 and 20 and the fact
∥∥∥W˜∥∥∥
0
≤
‖W‖0+K. Similarly, by Assumptions [A.1] and [A.3], Lemmas 5, 6 and 20, and the fact
∥∥∥W˜∥∥∥
0
≤ ‖W‖0+K,∣∣∣∣ ∂∂t [wi (t+ ξ, Ci−1 (ji−1) , Ci (ji))− wi (t, Ci−1 (ji−1) , Ci (ji))]
∣∣∣∣ ≤ Ktξ.
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One can argue in a similar fashion to obtain:∣∣∣∣ ∂∂t [w˜1 (t, j1)− w1 (t, C1 (j1))]
∣∣∣∣
≤ Kt
(
EZ
[∣∣∣∆H1 (Z, j1; W˜ (t))−∆H1 (Z,C1 (j1) ;W (t))∣∣∣]+ Dt (W, W˜) ,
as well as that the quantities∣∣∣∣ ∂∂t
[
b˜i (t+ ξ, ji)− b˜i (t, ji)
]∣∣∣∣ ,
∣∣∣∣ ∂∂t [bi (t+ ξ, Ci (ji))− bi (t, Ci (ji))]
∣∣∣∣ ,∣∣∣∣ ∂∂t [w˜1 (t+ ξ, j1)− w˜1 (t, j1)]
∣∣∣∣ ,
∣∣∣∣ ∂∂t [w1 (t+ ξ, C1 (j1))− w1 (t, C1 (j1))]
∣∣∣∣
are all bounded by Ktξ. We also recall:∣∣∣∣ ∂∂t
[
b˜i (t, ji)− bi (t, Ci (ji))
]∣∣∣∣ = ∣∣∣ξbi (t)EZ [∆bi (Z, ji; W˜ (t))−∆bi (Z,Ci (ji) ;W (t))]∣∣∣
≤ K
∣∣∣EZ [∆bi (Z, ji; W˜ (t))−∆bi (Z,Ci (ji) ;W (t))]∣∣∣ .
For a given time t ≥ 0, we make the following three claims:
1. For a sequence {γj > 0, j = 2, ..., L}, let EHt,i denote the event in which for all k ∈ {1, 2, ..., i},
max
jk∈[nk]
EZ
[∣∣∣Hk (X, jk; W˜ (t))−Hk (X,Ck (jk) ;W (t))∣∣∣] ≤ Kkt

Dt (W, W˜)+ k−1∑
j=1
γj+1

 .
(The summation
∑k−1
j=1 equals 0 if k = 1.) We claim that for each i = 1, ..., L:
P
(EHt,i; E) ≥ 1− i−1∑
j=1
nj+1
γj+1
exp
(−Ktnjγ2j+1) .
2. For a sequence {βj > 0, j = 1, ..., L − 2}, let E∆t,i denote the event that for all k ∈ {i, i + 1, ..., L},
max
jk∈[nk]
EZ
[∣∣∣∆Hk (Z, jk; W˜ (t))−∆Hk (Z,Ck (jk) ;W (t))∣∣∣] ≤ K2L−k+1t

Dt (W, W˜)+ δ∆L + L−2∑
j=k
βj

 ,
where δ∆L =
∑L−1
j=1 γj+1. (The summation
∑L−2
j=k equals 0 if k ≥ L − 1.) We claim that for each
i = 1, ..., L:
P
(EHt,L ∩ E∆t,i; E) ≥ P (EHt,L; E)− L−2∑
j=i
nj
βj
exp
(−Ktnj+1β2j ) .
3. Let Ebt denote the event that for all k ∈ {2, ..., L},
max
jk∈[nk]
EZ
[∣∣∣∆bk (Z, jk; W˜ (t))−∆bk (Z,Ck (jk) ;W (t))∣∣∣] ≤ Kt (Dt (W, W˜)+ δbL) ,
where δbL = δ
∆
L +
∑L−2
j=1 βj . We claim that
P
(
EHt,L ∩ E∆t,1 ∩ Ebt ; E
)
≥ P (EHt,L ∩ E∆t,1; E)− i−1∑
j=1
nj+1
γj+1
exp
(−Ktnjγ2j+1) .
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Let us assume these claims. Using the bounds on P
(
EHt,L; E
)
, P
(
EHt,L ∩ E∆t,1; E
)
and P
(
EHt,L ∩ E∆t,1 ∩ Ebt ; E
)
,
combining the previous bounds and applying the union bound over t ∈ {0, ξ, 2ξ, ..., ⌊T/ξ⌋ ξ} and recalling
D0
(
W, W˜
)
= 0, we then get:
∣∣∣Dt (W, W˜)∣∣∣ ≤
∫ t
s=0
Ks

Ds (W, W˜)+ L−1∑
j=1
γj+1 +
L−2∑
j=1
βj + ξ

 ds,
for all t ≤ T , with probability at least
1− T
ξ

L−1∑
j=1
nj+1
γj+1
exp
(−KTnjγ2j+1)+
L−2∑
j=1
nj
βj
exp
(−KTnj+1β2j )

− exp(−n1/(2+p)1 ) ,
for any ξ > 0. By Gronwall’s lemma, the above implies that for all t ≤ T ,
Dt
(
W, W˜
)
≤ KT

L−1∑
j=1
γj+1 +
L−2∑
j=1
βj + ξ

 exp (KT t) .
The theorem statement is then easily obtained by choosing
γj+1 =
√
1
KTnj
log
(
2TLn2max
δ
+ e
)
, j = 1, ..., L − 1,
βj =
√
1
KTnj+1
log
(
2TLn2max
δ
+ e
)
, j = 1, ..., L − 2,
ξ = 1/
√
nmax.
We are left with showing the three claims.
Step 2 - First claim. We show the first claim by induction. For i = 1, for any x ∈ X and j1 ∈ [n1],∣∣∣H1 (x, j1; W˜ (t))−H1 (x,C1 (j1) ;W (t))∣∣∣ = |φ1 (w˜1 (t, j1) , x)− φ1 (w1 (t, C1 (j1)) , x)|
(a)
≤ KDt
(
W, W˜
)
, (4)
where (a) is by Assumption [A.2]. That is, P
(EHt,1) = 1.
Now let us assume the claim for i−1 with i ≥ 2, and we consider the claim for i. We have the following
decomposition: ∣∣∣Hi (X, ji; W˜ (t))−Hi (X,Ci (ji) ;W (t))∣∣∣
=
∣∣∣∣∣ 1ni−1
ni−1∑
ji−1=1
φi
(
w˜i (t, ji−1, ji) , b˜i (t, ji) ,Hi−1
(
X, ji−1; W˜ (t)
))
− ECi−1 [φi (wi (t, Ci−1, Ci (ji)) , bi (t, Ci (ji)) ,Hi−1 (X,Ci−1;W (t)))]
∣∣∣∣∣
≤ Q1,i +Q2,i,
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where we define
Q1,i =
1
ni−1
ni−1∑
ji−1=1
∣∣∣φi (w˜i (t, ji−1, ji) , b˜i (t, ji) ,Hi−1 (X, ji−1; W˜ (t)))
− φi (wi (t, Ci−1 (ji−1) , Ci (ji)) , bi (t, Ci (ji)) ,Hi−1 (X,Ci−1 (ji−1) ;W (t)))
∣∣∣,
Q2,i =
∣∣∣∣∣ 1ni−1
ni−1∑
ji−1=1
φi (wi (t, Ci−1 (ji−1) , Ci (ji)) , bi (t, Ci (ji)) ,Hi−1 (X,Ci−1 (ji−1) ;W (t)))
− ECi−1 [φi (wi (t, Ci−1, Ci (ji)) , bi (t, Ci (ji)) ,Hi−1 (X,Ci−1;W (t)))]
∣∣∣∣∣.
Let us first treat the case i ≥ 3. By Assumption [A.2], Lemmas 4, 6, 17 and 19 and the fact
∥∥∥W˜∥∥∥
0
≤
‖W‖0 +K, under the event EHt,i−1,
EZ [Q1,i] ≤ Kt
(
Dt
(
W, W˜
)
+ max
ji−1∈[ni−1]
EZ
[∣∣∣Hi−1 (X, ji−1; W˜ (t))−Hi−1 (X,Ci−1 (ji−1) ;W (t))∣∣∣]
)
≤ Kit

Dt (W, W˜)+ i−2∑
j=1
γj+1

 .
Let us bound Q2,i. For brevity, let us write
ZHi (ci−1, ci) = φi (wi (t, ci−1, ci) , bi (t, ci) ,Hi−1 (x, ci−1;W (t))) .
Recall that Ci−1 (ji−1) and Ci (ji) are independent. We thus have:
E
[
ZHi (Ci−1 (ji−1) , Ci (ji))
∣∣Ci (ji)] = ECi−1 [ZHi (Ci−1, Ci (ji))] .
Furthermore
{
ZHi (Ci−1 (ji−1) , Ci (ji))
}
ji−1∈[ni−1]
are independent, conditional on Ci (ji). We also have:
∣∣ZHi (Ci−1 (ji−1) , Ci (ji))∣∣ ≤ Kt,
by Assumption [A.2] and Lemmas 4 and 6. Then by Lemma 16,
P (EZ [Q2,i] ≥ Ktγi) ≤ (1/γi) exp
(−Ktni−1γ2i ) .
We thus have, by taking a union bound over ji ∈ [ni], on the event EHt,i−1,
max
ji∈[ni]
EZ
[∣∣∣Hi (X, ji; W˜ (t))−Hi (X,Ci (ji) ;W (t))∣∣∣] ≥ Kit

Dt (W, W˜)+ i−1∑
j=1
γj+1


with probability at most (ni/γi) exp
(−Ktni−1γ2i ). We thus get:
P
(¬EHt,i; E) ≤ P (¬EHt,i−1; E)+ njγj exp
(−Ktni−1γ2i ) ≤ i−1∑
j=1
nj+1
γj+1
exp
(−Ktnjγ2j+1) ,
which proves the claim.
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We are left with the case i = 2, which requires more care. By the same argument, we obtain:
Q1,2 ≤ Kt

1 + 1
n1
n1∑
j1=1
(∣∣∣H1 (X, j1; W˜ (t))∣∣∣p + |H1 (X,C1 (j1) ;W (t))|p)


×
(
Dt
(
W, W˜
)
+ max
j1∈[n1]
∣∣∣H1 (X, j1; W˜ (t))−H1 (X,C1 (j1) ;W (t))∣∣∣
)
(a)
≤ Kt

1 + 1
n1
n1∑
j1=1
|H1 (X,C1 (j1) ;W (t))|p

Dt (W, W˜)
where step (a) is by Eq. (4), Lemmas 17, 19 and the fact
∥∥∥W˜∥∥∥
0
≤ ‖W‖0 +K. Note that
|H1 (X,C1 (j1) ;W (t))| ≤ K (1 + |w1 (t, C1 (j1))|)
≤ K +K |w1 (0, C1 (j1))|+K
∫ t
0
sup
c1∈Ω1
|EZ [∆w1 (t, Z, c1)]| ds
≤ K |w1 (0, C1 (j1))|+Kt (5)
= K |w˜1 (0, j1)|+Kt,
by Assumption [A.2] and Lemma 6. This yields
1
n1
n1∑
j1=1
|H1 (X,C1 (j1) ;W (t))|p ≤ K
n1
n1∑
j1=1
|w˜1 (0, j1)|p +Kt ≤ K
∥∥∥W˜∥∥∥p
0
+Kt ≤ K ‖W‖p0 +Kt,
since
∥∥∥W˜∥∥∥
0
≤ ‖W‖0 +K. Therefore,
EZ [Q1,2] ≤ KtDt
(
W, W˜
)
.
To analyze Q2,2, we recall that {C1 (j1)}j1∈[n1] are i.i.d. and independent of C2 (j2). Furthermore, by
Assumption [A.2], Lemma 6, Eq. (5) and Definition 7, for any integer m ≥ 1,
EC1
[∣∣ZH2 (C1, c2)∣∣m] = EC1 [|φ2 (w2 (t, C1, c2) , b2 (t, c2) ,H1 (x,C1;W (t)))|m]
≤ Km (1 +Kmt + EC1 [|H1 (x,C1;W (t))|m])
≤ Kmt +KmEC1 [|w1 (0, C1)|m]
≤ Kmt mm/2.
Then by Lemma 16, we get for γ2 > 0,
P (EZ [|Q2,2|] ≥ Ktγ2) ≤ (1/γ2) exp
(−Ktn1γ22) .
The claim for i = 2 then again follows.
Step 3 - Second claim. For notational brevity, in the following, we let
∆Hi (ji) = ∆
H
i
(
Z, ji; W˜ (t)
)
, Hi (ji) = Hi
(
X, ji; W˜ (t)
)
,
∆Hi (ci) = ∆
H
i (Z, ci;W (t)) , Hi (ci) = Hi (X, ci;W (t)) .
30
We show the second claim by backward induction. The proof is similar to the first claim. Consider i = L.
Notice that on the event EHt,L,∣∣∣yˆ (X; W˜ (t))− yˆ (X;W (t))∣∣∣ ≤ KL+1t (Dt (W, W˜)+ δ∆L )
by Assumption [A.2], Lemmas 4, 6, 17 and 19 and the fact
∥∥∥W˜∥∥∥
0
≤ ‖W‖0 + K. We thus get from
Assumption [A.3] that on the event EHt,L,
EZ
[∣∣∆HL (1)−∆HL (1)∣∣] ≤ KEZ [|HL (1)−HL (1)|+ ∣∣∣yˆ (X; W˜ (t))− yˆ (X;W (t))∣∣∣]
≤ KL+1t
(
Dt
(
W, W˜
)
+ δ∆L
)
.
That is, P
(
EHt,L ∩ E∆t,L; E
)
= P
(
EHt,L; E
)
. Likewise, considering i = L− 1, we have on the events EHt,L and
E∆t,L,
EZ
[∣∣∆HL−1 (jL−1)−∆HL−1 (CL−1 (jL−1))∣∣]
= EZ
[∣∣∣σHL−1 (∆HL (1) , w˜L (t, jL−1, 1) , b˜L (t, 1) ,HL (jL) ,HL−1 (jL−1))
− σHL−1
(
∆HL (1) , wL (t, CL−1 (jL−1) , 1) , bL (t, 1) ,HL (1) ,HL−1 (CL−1 (jL−1))
) ∣∣∣]
≤ KL+2t
(
Dt
(
W, W˜
)
+ δ∆L
)
,
by Assumption [A.3], Lemmas 4, 6, 17 and 19 and the fact
∥∥∥W˜∥∥∥
0
≤ ‖W‖0 + K. In other words,
P
(
EHt,L ∩ E∆t,L−1; E
)
= P
(
EHt,L; E
)
.
Next let us assume the claim for i, and we consider the claim for i− 1, for i ≤ L− 1. We have:∣∣∆Hi−1 (ji−1)−∆Hi−1 (Ci−1 (ji−1))∣∣
=
∣∣∣∣∣ 1ni
ni∑
ji=1
σHi−1
(
∆Hi (ji) , w˜i (t, ji−1, ji) , b˜i (t, ji) ,Hi (ji) ,Hi−1 (ji−1)
)
− ECi
[
σHi−1
(
∆Hi (Ci) , wi (t, Ci−1 (ji−1) , Ci) , bi (t, Ci) ,Hi (Ci) ,Hi−1 (Ci−1 (ji−1))
)] ∣∣∣∣∣
≤ Q3 +Q4,
in which we define
Q3 =
1
ni
ni∑
ji=1
∣∣∣σHi−1 (∆Hi (ji) , w˜i (t, ji−1, ji) , b˜i (t, ji) ,Hi (ji) ,Hi−1 (ji−1))
− σHi−1
(
∆Hi (Ci (ji)) , wi (t, Ci−1 (ji−1) , Ci (ji)) , bi (t, Ci (ji)) ,Hi (Ci (ji)) ,Hi−1 (Ci−1 (ji−1))
) ∣∣∣,
Q4 =
∣∣∣∣∣ 1ni
ni∑
ji=1
σHi−1
(
∆Hi (Ci (ji)) , wi (t, Ci−1 (ji−1) , Ci (ji)) , bi (t, Ci (ji)) ,Hi (Ci (ji)) ,Hi−1 (Ci−1 (ji−1))
)
− ECi
[
σHi−1
(
∆Hi (Ci) , wi (t, Ci−1 (ji−1) , Ci) , bi (t, Ci) ,Hi (Ci) ,Hi−1 (Ci−1 (ji−1))
)] ∣∣∣∣∣.
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By Assumption [A.3], Lemmas 5, 6, 18 and 19 and the fact
∥∥∥W˜∥∥∥
0
≤ ‖W‖0 +K, under the events E∆t,i and
EHt,L,
EZ [Q3] ≤ Kt
(
EZ
[∣∣∆Hi (ji)−∆Hi (Ci (ji))∣∣]+ Dt (W, W˜)
+ EZ [|Hi−1 (ji−1)−Hi−1 (Ci−1 (ji−1))|+ |Hi (ji)−Hi (Ci (ji))|]
)
≤ K2L−i+2t

Dt (W, W˜)+ δ∆L + L−2∑
j=i
βj

 .
Let us bound Q4. For brevity, let us write
Z∆i (ci−1, ci) = σ
H
i−1
(
∆Hi (ci) , wi (t, ci−1, ci) , bi (t, ci) ,Hi (ci) ,Hi−1 (ci−1)
)
.
Recall that Ci−1 (ji−1) and Ci (ji) are independent. We thus have:
E
[
Z∆i (Ci−1 (ji−1) , Ci (ji))
∣∣Ci−1 (ji−1)] = ECi [Z∆i (Ci−1 (ji−1) , Ci)] .
Furthermore
{
Z∆i (Ci−1 (ji−1) , Ci (ji))
}
ji∈[ni]
are independent, conditional on Ci−1 (ji−1). We also have:
∣∣Z∆i (Ci−1 (ji−1) , Ci (ji))∣∣ ≤ Kt,
by Assumption [A.3] and Lemma 6. Then by Lemma 16,
P (EZ [Q4] ≥ Ktβi−1) ≤ (1/βi−1) exp
(−Ktniβ2i−1) .
We thus have, by taking a union bound over ji−1 ∈ [ni−1], on the events E∆t,i and EHt,L,
max
ji−1∈[ni−1]
EZ
[∣∣∆Hi−1 (ji−1)−∆Hi−1 (Ci−1 (ji−1))∣∣] ≥ K2L−i+2t

Dt (W, W˜)+ δ∆L + L−2∑
j=i−1
βj


with probability at most (ni−1/βi−1) exp
(−Ktniβ2i−1). We thus get:
P
(EHt,L ∩ ¬E∆t,i−1; E) ≤ P (EHt,L ∩ ¬E∆t,i; E)+ ni−1βi−1 exp
(−Ktni−1β2i−1) ≤ L−2∑
j=i−1
nj
βj
exp
(−Ktnj+1β2j ) ,
which proves the claim.
Step 4 - Third claim. We reuse the notations introduced in Step 3. For 2 ≤ i ≤ L, we have:∣∣∣∆bi (Z, ji; W˜ (t))−∆bi (Z,Ci (ji) ;W (t))∣∣∣
=
∣∣∣∣∣ 1ni−1
ni−1∑
ji−1=1
σbi
(
∆Hi (ji) , w˜i (t, ji−1, ji) , b˜i (t, ji) ,Hi (ji) ,Hi−1 (ji−1)
)
− ECi−1
[
σbi
(
∆Hi (Ci (ji)) , wi (t, Ci−1, Ci (ji)) , bi (t, Ci (ji)) ,Hi (Ci (ji)) ,Hi−1 (Ci−1)
)] ∣∣∣
≤ Q5 +Q6
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in which we define
Q5 =
1
ni−1
ni−1∑
ji−1=1
∣∣∣σbi (∆Hi (ji) , w˜i (t, ji−1, ji) , b˜i (t, ji) ,Hi (ji) ,Hi−1 (ji−1))
− σbi
(
∆Hi (Ci (ji)) , wi (t, Ci−1 (ji−1) , Ci (ji)) , bi (t, Ci (ji)) ,Hi (Ci (ji)) ,Hi−1 (Ci−1 (ji−1))
) ∣∣∣,
Q6 =
∣∣∣∣∣ 1ni−1
ni−1∑
ji−1=1
σbi
(
∆Hi (Ci (ji)) , wi (t, Ci−1 (ji−1) , Ci (ji)) , bi (t, Ci (ji)) ,Hi (Ci (ji)) ,Hi−1 (Ci−1 (ji−1))
)
− ECi−1
[
σbi
(
∆Hi (Ci (ji)) , wi (t, Ci−1, Ci (ji)) , bi (t, Ci (ji)) ,Hi (Ci (ji)) ,Hi−1 (Ci−1)
)] ∣∣∣∣∣.
By Assumption [A.3], Lemmas 5, 6, 18 and 19 and the fact
∥∥∥W˜∥∥∥
0
≤ ‖W‖0+K, under the events E∆t,1 and
EHt,L,
EZ [Q5] ≤ Kt
(
EZ
[∣∣∆Hi (ji)−∆Hi (Ci (ji))∣∣]+ Dt (W, W˜)
+ EZ [|Hi−1 (ji−1)−Hi−1 (Ci−1 (ji−1))|+ |Hi (ji)−Hi (Ci (ji))|]
)
≤ Kt
(
Dt
(
W, W˜
)
+ δbL
)
.
The bounding of Q6 is similar to that of Q4. In particular, the same argument gives
P (EZ [Q6] ≥ Ktγi) ≤ (1/γi) exp
(−Ktni−1γ2i ) .
Notice that δbL ≥ γi. We thus have, by taking a union bound over ji ∈ [ni], on the events E∆t,1 and EHt,L,
max
ji∈[ni]
EZ
[∣∣∣∆bi (Z, ji; W˜ (t))−∆bi (Z,Ci (ji) ;W (t))∣∣∣] ≥ Kt (Dt (W, W˜)+ δbL)
with probability at most (ni/γi) exp
(−Ktni−1γ2i ). The claim then follows again from the union bound.
We next prove Theorem 15.
Proof of Theorem 15. We consider t ≤ T , for a given terminal time T ∈ ǫN≥0. We again reuse the notation
Kt from the proof of Theorem 14. Note that Kt ≤ KT for all t ≤ T . We also note that at initialization,
D0
(
W, W˜
)
= 0. Furthermore by Lemma 21, ‖W‖0 =
∥∥∥W˜∥∥∥
0
≤ ‖W‖0 + K with probability at least
1 − exp
(
−n1/(2+p)1
)
. Let this event be denoted by E . Observe that the randomness of this event is
entirely by {C1 (j1)}j1∈[n1]. We shall place the context of our discussions upon E .
Consider 2 ≤ i ≤ L. As shown in the proof of Theorem 14:∣∣∣∣ ∂∂t [w˜i (t+ ξ, ji−1, ji)− w˜i (t, ji−1, ji)]
∣∣∣∣ ≤ Ktξ,
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for any t ≥ 0 and ξ ≥ 0. We thus have:
|wi (⌊t/ǫ⌋ , ji−1, ji)− w˜i (t, ji−1, ji)|
=
∣∣∣∣∣∣ǫ
⌊t/ǫ⌋−1∑
k=0
ξwi (kǫ)∆
w
i (z (k) , ji−1, ji;W (k))−
∫ t
s=0
∂
∂t
w˜i (t, ji−1, ji) ds
∣∣∣∣∣∣
≤
∣∣∣∣∣∣ǫ
⌊t/ǫ⌋−1∑
k=0
ξwi (kǫ)∆
w
i (z (k) , ji−1, ji;W (k))− ǫ
⌊t/ǫ⌋−1∑
k=0
∂
∂t
w˜i (kǫ, ji−1, ji)
∣∣∣∣∣∣+ tKtǫ
=
∣∣∣∣∣∣ǫ
⌊t/ǫ⌋−1∑
k=0
ξwi (kǫ)
(
∆wi (z (k) , ji−1, ji;W (k))− EZ
[
∆wi
(
Z, ji−1, ji; W˜ (kǫ)
)])∣∣∣∣∣∣+ tKtǫ
≤ Q1 (⌊t/ǫ⌋ , ji−1, ji) +Q2 (⌊t/ǫ⌋ , ji−1, ji) + tKtǫ,
where we define
Q1 (⌊t/ǫ⌋ , ji−1, ji) = ǫ
⌊t/ǫ⌋−1∑
k=0
|ξwi (kǫ)|EZ
[∣∣∣∆wi (Z, ji−1, ji;W (k))−∆wi (Z, ji−1, ji; W˜ (kǫ))∣∣∣] ,
Q2 (⌊t/ǫ⌋ , ji−1, ji) =
∣∣∣∣∣∣ǫ
⌊t/ǫ⌋−1∑
k=0
ξwi (kǫ) (∆
w
i (z (k) , ji−1, ji;W (k))− EZ [∆wi (Z, ji−1, ji;W (k))])
∣∣∣∣∣∣ .
(Here
∑⌊t/ǫ⌋−1
k=0 = 0 if ⌊t/ǫ⌋ = 0.) We consider Q1. Similar to – and with more ease than – Steps 2 and 3
in the proof of Theorem 14, one can argue that, with probability 1,∣∣∣Hi (X, ji; W˜ (kǫ))−Hi (X, ji;W (k))∣∣∣ ≤ KikǫDkǫ (W˜ ,W) ,∣∣∣∆Hi (Z, ji; W˜ (kǫ))−∆Hi (Z, ji;W (k))∣∣∣ ≤ K2L−i+1kǫ Dkǫ (W˜ ,W) ,
for i = 1, ..., L. Therefore, almost surely,∣∣∣∆wi (Z, ji−1, ji;W (k))−∆wi (Z, ji−1, ji; W˜ (kǫ))∣∣∣
(a)
≤
(
1 +
∣∣∣∆Hi (Z, ji; W˜ (kǫ))∣∣∣p + ∣∣∆Hi (Z, ji;W (k))∣∣p)
×
( ∣∣∣∆Hi (Z, ji; W˜ (kǫ))−∆Hi (Z, ji;W (k))∣∣∣+ Dkǫ (W˜ ,W)
+
∣∣∣Hi−1 (X, ji−1; W˜ (kǫ))−Hi−1 (X, ji−1;W (k))∣∣∣+ ∣∣∣Hi (X, ji; W˜ (kǫ))−Hi (X, ji;W (k))∣∣∣ )
(b)
≤ KkǫDkǫ
(
W˜ ,W
)
,
where (a) is due to Assumptions [A.1] and [A.3], (b) is due to the above facts, Lemma 19, and the fact
‖W‖0 =
∥∥∥W˜∥∥∥
0
≤ ‖W‖0 +K. With Assumption [A.1], this yields:
sup
s≤t, ji−1∈[ni−1], ji∈[ni]
Q1 (⌊s/ǫ⌋ , ji−1, ji) ≤ ǫKT
⌊t/ǫ⌋−1∑
k=0
Dkǫ
(
W˜ ,W
)
,
Next we consider Q2. For brevity, let us write
Zk = ξ
w
i (kǫ) (∆
w
i (z (k) , ji−1, ji;W (k))− EZ [∆wi (Z, ji−1, ji;W (k))]) ,
Zk =
k−1∑
ℓ=0
Zℓ, Z0 = 0.
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Let Fk be the sigma-algebra generated by {z (s) : s ∈ {0, ..., k − 1}}. Recall that it is independent of
{C1 (j1)}j1∈[n1]. Note that {Zk}k∈N is a martingale adapted to {Fk}k∈N. Furthermore, for k ≤ T/ǫ,
the martingale difference is bounded: |Zk| ≤ KT by Assumption [A.1], Lemma 19 and the fact ‖W‖0 ≤
‖W‖0 +K. Therefore, by Theorem 39, we have:
P
(
max
u∈{0,1,...,T/ǫ}
Q2 (u, ji−1, ji) ≥ ξ; E
)
≤ 2 exp
(
− ξ
2
KTTǫ
)
.
Then by the union bound, with probability at least 1− 2nini−1 exp
(−ξ2/ (KTTǫ)), for all t ≤ T ,
sup
s≤t, ji−1∈[ni−1], ji∈[ni]
|wi (⌊s/ǫ⌋ , ji−1, ji)− w˜i (s, ji−1, ji)| ≤ ǫKT
⌊t/ǫ⌋−1∑
k=0
Dkǫ
(
W˜ ,W
)
+ ξ + TKT ǫ.
We have similarly, on the event E , with probability at least 1− 2ni exp
(−ξ2/ (KTTǫ)), for all t ≤ T ,
sup
s≤t, ji∈[ni]
∣∣∣bi (⌊s/ǫ⌋ , ji)− b˜i (s, ji)∣∣∣ ≤ ǫKT ⌊t/ǫ⌋−1∑
k=0
Dkǫ
(
W˜ ,W
)
+ ξ + TKT ǫ,
and on the event E , with probability at least 1− 2n1 exp
(−ξ2/ (KTTǫ)), for all t ≤ T ,
sup
s≤t, j1∈[n1]
|w1 (⌊s/ǫ⌋ , j1)− w˜1 (s, j1)| ≤ ǫKT
⌊t/ǫ⌋−1∑
k=0
Dkǫ
(
W˜ ,W
)
+ ξ + TKT ǫ.
By the union bound, these bounds yield that with probability at least
1− 2
(
n1 +
L∑
i=2
nini−1
)
exp
(−KT ξ2/ (Tǫ))− exp(−n1/(2+p)1 ) ,
we have for all t ≤ T ,
D⌊t/ǫ⌋ǫ
(
W˜ ,W
)
≤ ǫKT
⌊t/ǫ⌋−1∑
k=0
Dkǫ
(
W˜ ,W
)
+ ξ + TKT ǫ,
which implies, by Gronwall’s lemma,
DT
(
W˜ ,W
)
≤ (ξ + TKT ǫ) (1 + TKT exp (TKT )) .
Choosing ξ =
√
KTTǫ log
(
2
(
n1 +
∑L
i=2 nini−1
)
/δ
)
completes the proof.
4.5 Proofs of Corollaries 11, 12 and 13
Proof of Corollary 11. We reuse the notation Kt from the proof of Theorem 14. We have the following
decomposition:∣∣∣∣∣∣
1
ni
ni∑
ji=1
EZ [ψ (Hi (⌊t/ǫ⌋ ,X, ji))]− EZECi [ψ (Hi (t,X,Ci))]
∣∣∣∣∣∣
≤ 1
ni
ni∑
ji=1
|EZ [ψ (Hi (⌊t/ǫ⌋ ,X, ji))]− EZ [ψ (Hi (⌊t/ǫ⌋ ǫ,X,Ci (ji)))]|
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+∣∣∣∣∣∣
1
ni
ni∑
ji=1
EZ [ψ (Hi (⌊t/ǫ⌋ ǫ,X,Ci (ji)))]− EZECi [ψ (Hi (⌊t/ǫ⌋ ǫ,X,Ci))]
∣∣∣∣∣∣
+
1
ni
ni∑
ji=1
EZECi [|ψ (Hi (⌊t/ǫ⌋ ǫ,X,Ci))− ψ (Hi (t,X,Ci))|]
≡ Q1 (t) +Q2 (t) +Q3 (t) .
An inspection of the proof of Theorem 10 (more specifically, the proofs of Theorems 14 and 15) shows that
the good event of Theorem 10 includes that for any t ≤ T , i ∈ {1, ..., L − 1} and ji ∈ {1, ..., ni}, almost
surely,
EZ [|Hi (⌊t/ǫ⌋ ,X, ji)−Hi (⌊t/ǫ⌋ ǫ,X,Ci (ji))|] ≤ KtDt (W,W) + O˜
(
n
−1/2
min
+
√
ǫ
)
,
where Kt = Kt (‖W‖0 , p, L) a constant. Hence by Theorem 10 and the fact that ψ is K-Lipschitz, we
have with probability at least 1− δ/2 − 2 exp
(
−n1/(2+p)1
)
,
sup
t≤T
Q1 (t) = O˜
(
n
−1/2
min
+
√
ǫ
)
.
Similar to – and with more ease than – Steps 1 and 2 in the proof of Theorem 14, one can argue that,
with probability 1, for any ξ ≥ 0,
|Hi (t,X,Ci)−Hi (t+ ξ,X,Ci)| ≤ Kt ‖W −Wξ‖t ≤ Ktξ.
where Wξ (t) = W (t+ ξ), and the last inequality is by Lemma 20. By these facts and the fact that ψ is
K-Lipschitz, it is also easy to deduce that
sup
t≤T
Q3 (t) ≤ Ktǫ.
Next, since ψ is K-bounded, we have by Theorem 40 and the union bound that
sup
t≤T
Q2 (t) ≤
√
K
ni
log
(
4T
ǫδ
)
with probability at least 1− δ/2. The first claim for i ≤ L− 1 follows.
The claim for i = L is similar to the claim for yˆ, so let us treat the latter. We have:
|EZ [ψ (Y, yˆ (⌊t/ǫ⌋ ,X))]− EZ [ψ (Y, yˆ (t,X))]|
= |EZ [ψ (Y, φL+1 (HL (⌊t/ǫ⌋ ,X, 1)))]− EZ [ψ (Y, φL+1 (HL (t,X, 1)))]|
(a)
≤ KtEZ [|HL (⌊t/ǫ⌋ ,X, 1) −HL (t,X, 1)|]
≤ KtEZ [|HL (⌊t/ǫ⌋ ,X, 1) −HL (⌊t/ǫ⌋ ǫ,X, 1)|+ |HL (⌊t/ǫ⌋ ǫ,X, 1) −HL (t,X, 1)|] ,
where step (a) is by the fact that ψ is K-Lipschitz in the second variable, Assumption [A.2] and Lemmas
4 and 17. Hence, using previous arguments, we obtain
sup
t≤T
|EZ [ψ (Y, yˆ (⌊t/ǫ⌋ ,X))]− EZ [ψ (Y, yˆ (t,X))]| = O˜
(
n
−1/2
min
+
√
ǫ
)
,
with probability at least 1− δ − 2 exp
(
−n1/(2+p)1
)
.
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Proof of Corollary 12. We observe that for each index {N1, ..., NL} of Init, one obtains a neural network
initialization W (0) and hence its evolution W (t) such that it is coupled with both W (t) and Wˆ (t)
through the coupling procedure. Consider such a coupling, in which we note W (t) and Wˆ (t) are also
coupled. Theorem 10 then implies that for any tuple {n1, ..., nL} with nL = 1 such that n1 ≤ N1, ...,
nL−1 ≤ NL−1, with probability at least 1− 4δ − 4 exp
(
−N1/(2+p)1
)
,
max
(
sup
t≤T, 2≤i≤L, 1≤ji≤ni
∣∣∣wi (t, Ci−1 (ji−1) , Ci (ji))− wˆi (t, Cˆi−1 (ji−1) , Cˆi (ji))∣∣∣ ,
sup
t≤T, 2≤i≤L, 1≤ji≤ni
∣∣∣bi (t, Ci (ji))− bˆi (t, Cˆi (ji))∣∣∣ ,
sup
t≤T, 1≤j1≤n1
∣∣∣w1 (t, C1 (j1))− wˆ1 (t, Cˆ1 (j1))∣∣∣
)
≤ O˜δ,T,L (ǫ,Nmin) ,
where O˜δ,T,L (ǫ,Nmin)→ 0 as ǫ→ 0 and Nmin = min {N1, ..., NL−1} → ∞. By fixing the tuple {n1, ..., nL}
while letting ǫ → 0, Nmin → ∞ and δ → 0, we get that W (n1, ..., nL, T ) = Wˆ (n1, ..., nL, T ) with
probability 1. The claim then follows.
Proof of Corollary 13. For any test function ψ : W1 ×W2 → R that is bounded with bounded gradient,
we have:
d
dt
∫
ψ (u1, u2) dρt (u1, u2) =
d
dt
EC1 [ψ (w1 (t, C1) , w2 (t, C1, 1))]
= −EC1 [〈∇1ψ (w1 (t, C1) , w2 (t, C1, 1)) , ξw1 (t)EZ [∆w1 (t, Z,C1)]〉]
− EC1 [〈∇2ψ (w1 (t, C1) , w2 (t, C1, 1)) , ξw2 (t)EZ [∆w2 (t, Z,C1, 1)]〉]
(a)
= −EC1 [〈∇1ψ (w1 (t, C1) , w2 (t, C1, 1)) , ξw1 (t)EZ [∆w1 (u1, u2;Z, ρt)]〉]
− EC1 [〈∇2ψ (w1 (t, C1) , w2 (t, C1, 1)) , ξw2 (t)EZ [∆w2 (u1, u2;Z, ρt)]〉]
= −
∫
〈∇ψ (u1, u2) , G (u1, u2; ρt)〉 dρt (u1, u2) ,
where step (a) can be checked easily by inspection. This shows that ρt satisfies the claimed distributional
partial differential equation. The rest of the claims follow in a similar vein to the proof of Corollary 11.
5 Simplifications under Independent and Identically Distributed Initial-
ization
In this section, we prove that the MF limit under an independent and identically distributed (i.i.d.)
initialization degenerates to a simple structured dynamics. We first show that an i.i.d. initialization
admits a neuronal embedding.
Definition 22. An initialization law ρ for a neural network of size {n1, ..., nL} is called
(
ρ1w, ..., ρ
L
w, ρ
2
b
, ..., ρL
b
)
-
i.i.d. initialization (or i.i.d. initialization, for brevity), where ρiw is a probability measure over Wi and ρ
i
b
is a probability measure over Bi, if it satisfies the following:
• {w1 (0, j1)}j1∈[n1] are generated i.i.d. according to ρ1w,
• for each i = 2, ..., L, {wi (0, ji−1, ji)}ji−1∈[ni−1], ji∈[ni] are generated i.i.d. according to ρiw, and
{bi (0, ji)}ji∈[ni] are generated i.i.d. according to ρib,
• all these generations are independent of each other, and ρL
b
is a single point mass.
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Observe that given
(
ρ1w, ..., ρ
L
w, ρ
2
b
, ..., ρL
b
)
, one can build a family Init of i.i.d. initialization laws that
contains any index tuple {n1, ..., nL}.
Proposition 23. There exists a neuronal embedding for any family Init of initialization laws, which are(
ρ1w, ..., ρ
L
w, ρ
2
b
, ..., ρL
b
)
-i.i.d., such that ρiw-almost surely |wi| ≤ K and ρib-almost surely |bi| ≤ K for any
i ∈ {2, ..., L}, and supk≥1 k−1/2
(∫ |u|k ρ1w (du))1/k ≤ K.
The proof of the proposition is deferred to Section 5.1.
Our main result of this section is that under i.i.d. initialization, the MF dynamics can be significantly
simplified. Namely, for 3 ≤ i ≤ L − 2, the weight wi (t, ·, ·) and bias bi (t, ·) are fully determined only by
the time t and their own initializations. This is stated formally in the following theorem.
Theorem 24. Assume L ≥ 5. Given a family Init of (ρ1w, ..., ρLw, ρ2b, ..., ρLb)-i.i.d. initialization laws,
consider a neuronal embedding
(
Ω, P,
{
w0i
}
i∈[L]
,
{
b0i
}
2≤i≤L
)
, as well as the associated MF ODEs under
(Ω, P ) and initialized with
({
w0i
}
i∈[L]
,
{
b0i
}
2≤i≤L
)
as described in the coupling procedure in Section 4.1.
There exists such neuronal embedding that there are (Ω, P )-measurable functions {w∗i }Li=1 and {b∗i }Li=2
in which the following properties of the MF trajectory hold P -almost surely for all 0 ≤ t ≤ T :
• For 3 ≤ i ≤ L− 2:
wi (t, Ci−1, Ci) = w
∗
i
(
t, w0i (Ci−1, Ci) , b
0
i−1 (Ci−1) , b
0
i (Ci)
)
,
bi (t, Ci) = b
∗
i
(
t, b0i (Ci)
)
.
• For i = 2,
w2 (t, C1, C2) = w
∗
2
(
t, w02 (C1, C2) , w
0
1 (C1) , b
0
2 (C2)
)
,
b2 (t, C2) = b
∗
2
(
t, b02 (C2)
)
.
• For i = L− 1,
wL−1 (t, CL−2, CL−1) = w
∗
L−1
(
t, w0L−1 (CL−2, CL−1) , w
0
L (CL−1, 1) , b
0
L−2 (CL−2) , b
0
L−1 (CL−1)
)
,
bL−1 (t, CL−1) = b
∗
L−1
(
t, w0L (CL−1, 1) , b
0
L−1 (CL−1)
)
.
• For i = 1,
w1 (t, C1) = w
∗
1
(
t, w01 (C1)
)
.
• For i = L,
wL (t, CL−1, 1) = w
∗
L
(
t, w0L (CL−1, 1) , b
0
L−1 (CL−1) , b
0
L (1)
)
,
bL (t, 1) = b
∗
L
(
t, b0L (1)
)
.
The proof is deferred to Section 5.2. We remark that while Theorem 24 only claims the existence of
one such neuronal embedding, this is already meaningful in light of Corollary 12.
As a consequence of Theorem 24, under i.i.d. initialization with constant initial biases, the MF
dynamics is further simplified: for 3 ≤ i ≤ L − 2, the weight wi (t, ·, ·) is a function of only the time
t and its own initialization, and the same for the bias bi (t, ·). Indeed, this result follows from Theorem
24 by observing that the sigma-algebras generated by b0i (Ci) are trivial. This is stated formally in the
following corollary.
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Corollary 25. Under the same setting as Theorem 24, assume that b0i (Ci) = Bi a constant almost surely
for all i ≥ 2. There exists a neuronal embedding such that there are (Ω, P )-measurable functions {w∗i }Li=1
and {b∗i }Li=2 in which the following properties of the MF trajectory hold P -almost surely:
• For 3 ≤ i ≤ L− 2:
wi (t, Ci−1, Ci) = w
∗
i
(
t, w0i (Ci−1, Ci)
)
,
bi (t, Ci) = b
∗
i (t) .
• For i = 2,
w2 (t, C1, C2) = w
∗
2
(
t, w02 (C1, C2) , w
0
1 (C1)
)
,
b2 (t, C2) = b
∗
2 (t) .
• For i = L− 1,
wL−1 (t, CL−2, CL−1) = w
∗
L−1
(
t, w0L−1 (CL−2, CL−1) , w
0
L (CL−1, 1)
)
,
bL−1 (t, CL−1) = b
∗
L−1
(
t, w0L (CL−1, 1)
)
.
• For i = 1,
w1 (t, C1) = w
∗
1
(
t, w01 (C1)
)
.
• For i = L,
wL (t, CL−1, 1) = w
∗
L
(
t, w0L (CL−1, 1)
)
,
bL (t, 1) = b
∗
L (t) .
Corollary 25 shows that under i.i.d. initialization, weights of intermediate layers remain mutually
independent at all time. This implies a certain product structure of the measure over paths at all time,
a result that was proven in [AOY19]. Note that we remove the technical conditions of random input and
output features and no biases of [AOY19]. Moreover for the same setting, one can write down explicitly
a simplified version of the MF limit, stated in the following corollary.
Corollary 26. Consider the same setting as Theorem 24, and further assume that b0i (Ci) = Bi a constant
almost surely for all i ≥ 2. Then the functions {w∗i }Li=1 and {b∗i }Li=2 in the statement of Corollary 25 can
be chosen to satisfy the following dynamics:
∂
∂t
w∗i (t, ui) = −ξwi (t)EZ [∆w∗i (t, Z, ui)] , ∀ui ∈ supp
(
ρiw
)
, i ∈ [L] \ {2, L− 1} ,
∂
∂t
w∗L−1 (t, uL−1, uL) = −ξwL−1 (t)EZ
[
∆w∗L−1 (t, Z, uL−1, uL)
]
, ∀uL ∈ supp
(
ρLw
)
, uL−1 ∈ supp
(
ρL−1w
)
,
∂
∂t
w∗2 (t, u1, u2) = −ξw2 (t)EZ [∆w∗2 (t, Z, u1, u2)] , ∀u2 ∈ supp
(
ρ2w
)
, u1 ∈ supp
(
ρ1w
)
,
∂
∂t
b∗i (t) = −ξbi (t)EZ
[
∆b∗i (t, Z)
]
, i ∈ [L] \ {1, L− 1} ,
∂
∂t
b∗L−1 (t, uL) = −ξbL−1 (t)EZ
[
∆b∗L−1 (t, Z, uL)
]
,
with the initialization w∗i (0, ui) = ui for i ∈ [L] \ {2, L− 1}, w∗L−1 (0, uL−1, uL) = uL−1, w∗2 (0, u1, u2) =
u2, b
∗
i (0) = Bi for i ∈ [L] \ {1, L− 1} and b∗L−1 (0, uL) = BL−1. Here the quantities are defined by the
following forward and backward recursions:
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• Forward recursion:
H∗1 (t, x, u1) = φ1 (w
∗
1 (t, u1) , x) ,
H∗2 (t, x) =
∫
φ2 (w
∗
2 (t, u2, u1) , b
∗
2 (t) ,H
∗
1 (t, x, u1)) ρ
1
w (du1) ρ
2
w (du2) ,
H∗i (t, x) =
∫
φi
(
w∗i (t, ui) , b
∗
i (t) ,H
∗
i−1 (t, x)
)
ρiw (dui) ,
i = 3, ..., L − 2,
H∗L−1 (t, x, uL) =
∫
φL−1
(
w∗L−1 (t, uL−1, uL) , b
∗
L−1 (t, uL) ,H
∗
L−2 (t, x)
)
ρL−1w (duL−1) ,
H∗L (t, x) =
∫
φL−1
(
w∗L (t, uL) , b
∗
L (t) ,H
∗
L−1 (t, x, uL)
)
ρLw (duL) ,
yˆ∗ (t, x) = φL+1 (H
∗
L (t, x)) .
• Backward recursion:
∆H∗L (t, z) = σ
H
L (y, yˆ
∗ (t, x) ,H∗L (t, x)) ,
∆w∗L (t, z, uL) = σ
w
L
(
∆HL (t, z) , w
∗
L (t, uL) , b
∗
L (t) ,H
∗
L (t, x) ,H
∗
L−1 (t, x, uL)
)
,
∆b∗L (t, z) =
∫
σbL
(
∆H∗L (t, z) , w
∗
L (t, uL) , b
∗
L (t) ,H
∗
L (t, x) ,H
∗
L−1 (t, x, uL)
)
ρLw (duL) ,
∆H∗L−1 (t, z, uL) = σ
H
L−1
(
∆H∗L (t, z) , w
∗
L (t, uL) , b
∗
L (t) ,H
∗
L (t, x) ,H
∗
L−1 (t, x, uL)
)
,
∆w∗L−1 (t, z, uL−1, uL) = σ
w
L−1
(
∆H∗L−1 (t, z, uL) , w
∗
L−1 (t, uL−1, uL) , b
∗
L−1 (t, uL) ,H
∗
L (t, x) ,H
∗
L−1 (t, x, uL)
)
,
∆b∗L−1 (t, z, uL) =
∫
σbL−1
(
∆H∗L−1 (t, z, uL) , w
∗
L−1 (t, uL−1, uL) , b
∗
L−1 (t, uL) ,H
∗
L (t, x) ,H
∗
L−1 (t, x, uL)
)
× ρL−1w (duL−1) ,
∆H∗L−2 (t, z) =
∫
σHL−2
(
∆H∗L−1 (t, z, uL) , w
∗
L−1 (t, uL−1, uL) , b
∗
L−1 (t, uL) ,H
∗
L−1 (t, x, uL) ,H
∗
L (t, x)
)
× ρLw (duL) ρL−1w (duL−1) ,
∆w∗i (t, z, ui) = σ
w
i
(
∆H∗i (t, z) , w
∗
i (t, ui) , b
∗
i (t) ,H
∗
i (t, x) ,H
∗
i−1 (t, x)
)
,
∆b∗i (t, z) =
∫
σbi
(
∆H∗i (t, z) , w
∗
i (t, ui) , b
∗
i (t) ,H
∗
i (t, x) ,H
∗
i−1 (t, x)
)
ρiw (dui) ,
∆H∗i−1 (t, z) =
∫
σHi−1
(
∆H∗i (t, z) , w
∗
i (t, ui) , b
∗
i (t) ,H
∗
i (t, x) ,H
∗
i−1 (t, x)
)
ρiw (dui) ,
i = L− 2, ..., 3,
∆w∗2 (t, z, u1, u2) = σ
w
2
(
∆H∗2 (t, z) , w
∗
2 (t, u2, u1) , b
∗
2 (t) ,H
∗
2 (t, x) ,H
∗
1 (t, x, u1)
)
,
∆b∗2 (t, z) =
∫
σb2
(
∆H∗2 (t, z) , w
∗
2 (t, u2, u1) , b
∗
2 (t) ,H
∗
2 (t, x) ,H
∗
1 (t, x, u1)
)
ρ2w (du2) ρ
1
w (du1) ,
∆H∗1 (t, z, u1) =
∫
σH1
(
∆H∗2 (t, z) , w
∗
2 (t, u2, u1) , b
∗
2 (t) ,H
∗
2 (t, x) ,H
∗
1 (t, x, u1)
)
ρ2w (du2) ,
∆w∗1 (t, z, u1) = σ
w
1
(
∆H∗1 (t, z, u1) , w
∗
1 (t, u1) , x
)
.
Further consideration to standard neural network architectures reveals a strong simplifying property.
The next consequence of Theorem 24 is that with i.i.d. initialization and constant initial biases, for each
intermediate layer i = 3, ..., L− 2, the weight wi (t, ci−1, ci) translates by a quantity that is independent of
ci−1 and ci, provided that σ
w
i satisfies a certain condition. This condition holds for unregularized standard
fully-connected or convolutional neural networks (see Examples 1 and 2). Therefore, for these networks,
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with i.i.d. initialization and constant initial biases, the MF dynamics of the weight at each intermediate
layer reduces to a single deterministic translation parameter.
Corollary 27. Under the same setting as Theorem 24, assume that b0i (Ci) = Bi a constant almost surely
for all i ≥ 2. Further assume that for each i ∈ {3, ..., L − 2}, there exists a function σ¯wi that satisfies
σwi (∆, w, b, g, h) = σ¯
w
i (∆, b, g, h) .
Then there are differentiable functions w∗i (t) such that for 3 ≤ i ≤ L− 2, almost surely, for any t ≥ 0,
wi (t, Ci−1, Ci)− wi (0, Ci−1, Ci) = w∗i (t) .
The proofs of the last two corollaries are deferred to Section 5.3.
5.1 Proof of Proposition 23
Proof of Proposition 23. Consider a probability space (Λ, P0) with random processes W1-valued p1 (θ1),
Wi-valued qi (θi−1, θi) and Bi-valued pi (θi) for 2 ≤ i ≤ L, which are indexed by θi ∈ [0, 1], such that
the following holds. Let m1, ...,mL−1 be L − 1 arbitrary finite positive integers and, with these integers,
let
{
θ
(ki)
i ∈ [0, 1] : ki ∈ [mi] , i = 1, ..., L − 1
}
be an arbitrary collection. Let mL = 1 and θ
(1)
L = 1.
For each i = 1, ..., L, let Si be the set of unique elements in
{
θ
(ki)
i : ki ∈ [mi]
}
. Similarly, for each i =
2, ..., L, let Ri be the set of unique pairs in
{(
θ
(ki−1)
i−1 , θ
(ki)
i
)
: ki−1 ∈ [mi−1] , ki ∈ [mi]
}
. The space (Λ, P0)
satisfies that {pi (θi) : θi ∈ Si, i = 1, ..., L} and {qi (θi−1, θi) : (θi−1, θi) ∈ Ri, i = 2, ..., L} are all mutually
independent. In addition, we also have Law (p1 (θ1)) = ρ
1
w, Law (pi (θi)) = ρ
i
b
and Law
(
qi
(
θ′i−1, θ
′
i
))
= ρiw
for any θ1 ∈ S1, θi ∈ Si and
(
θ′i−1, θ
′
i
) ∈ Ri, for i = 2, ..., L. Such a space exists by Kolmogorov’s extension
theorem.
We now construct the desired neuronal embedding. For i = 1, ..., L−1, consider Ωi = Λ×[0, 1], equipped
with the product measure P0×Unif ([0, 1]) in which Unif ([0, 1]) is the uniform measure over [0, 1], and let
ΩL = {1}. We construct Ω =
∏L
i=1 Ωi, equipped with the product measure P =
(∏L−1
i=1 P0 ×Unif ([0, 1])
)
×
IΩL . Define the deterministic functions w
0
1 : Ω1 → W1, w0i : Ωi−1 × Ωi → Wi and b0i : Ωi → Bi, for
i = 2, ..., L:
w01 ((λ1, θ1)) = p1 (θ1) (λ1) ,
w0i ((λi−1, θi−1) , (λi, θi)) = qi (θi−1, θi) (λi) , i = 2, ..., L − 1,
w0L ((λL−1, θL−1) , 1) = qL (θL−1, 1) (λL−1) ,
b0i ((λi, θi)) = pi (θi) (λi) , i = 2, ..., L − 1,
b0L (1) = pL (1) .
It is easy to check that this construction yields the desired neuronal embedding.
5.2 Proof of Theorem 24
Under the setting of Theorem 24, let us define the following sigma-algebras:
• SHi = σalg
(
b0i (Ci)
)
for i /∈ {1, L− 1}, SHL−1 = σalg
(
w0L (CL−1, 1) , b
0
L−1 (CL−1)
)
and SH1 = σalg
(
w01 (C1)
)
.
• S∆i = SHi for i = 1, ..., L.
• Sw1 = SH1 , Sw1,2 = σalg
(
b02 (C2) , w
0
1 (C1) , w
0
2 (C1, C2)
)
, Swi−1,i = σalg
(
b0i (Ci) , b
0
i−1 (Ci−1) , w
0
i (Ci−1, Ci)
)
for i ≥ 3 and i 6= L−1, SwL−2,L−1 = σalg
(
b0L−1 (CL−1) , b
0
L−2 (CL−2) , w
0
L (CL−1, 1) , w
0
L−1 (CL−2, CL−1)
)
.
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• Sbi = S∆i for i = 2, ..., L.
We also let SZ be the sigma-algebra generated by the data Z = (X,Y ). Theorem 24 can be equivalently
formulated as that w1 (t, C1) is Sw1 -measurable, wi (t, Ci−1, Ci) is Swi−1,i-measurable and bi (t, Ci) is Sbi -
measurable for i = 2, ..., L.
From now on, let us consider the construction of the neuronal embedding of Init in the proof of
Proposition 23. We shall also reuse the notations and quantities from that proof. Given the MF dynamics
W (t), let us define:
∆¯HL (1;W (t)) = E
[
EZ
[
∆HL (Z, 1;W (t))
]∣∣S∆L ] ,
∆¯wi (ci−1, ci;W (t)) = E
[
EZ [∆
w
i (Z, ci−1, ci;W (t))]
∣∣Swi−1,i] (ci−1, ci) ,
∆¯bi (ci;W (t)) = E
[
EZ
[
∆bi (Z, ci;W (t))
]∣∣∣Sbi ] (ci) ,
∆¯Hi−1 (ci−1;W (t)) = E
[
EZ
[
∆Hi−1 (Z, ci−1;W (t))
]∣∣S∆i−1] (ci−1) ,
i = L, ..., 2,
∆¯w1 (c1;W (t)) = E [EZ [∆
w
1 (Z, c1;W (t))]|Sw1 ] (c1) ,
where for a random variable U and a sigma-algebra S = σalg (f (U)), we use E [g (U)|S] (u) to denote
E [g (U)|f (U) = f (u)]. We denote by KT a constant that may depend on T and the initialization W (0)
and is finite with finite T . By Lemma 5, for any t, s ≤ T ,
E
[∣∣∆¯wi (Ci−1, Ci;W (t))− ∆¯wi (Ci−1, Ci;W (s))∣∣2]
≤ E
[
|∆wi (Z,Ci−1, Ci;W (t))−∆wi (Z,Ci−1, Ci;W (s))|2
]
≤ KT |t− s|.
By Kolmogorov continuity theorem, there exists a continuous modification of the process ∆¯wi . This applies
similarly to all other processes involved in ∆¯. We can thus replace ∆¯ with its continuous modification.
To prove Theorem 24, we consider the following reduced dynamics:
∂
∂t
w¯1 (t, c1) = −ξw1 (t) ∆¯w1 (c1;W (t)) , ∀c1 ∈ Ω1,
∂
∂t
w¯i (t, ci−1, ci) = −ξwi (t) ∆¯wi (ci−1, ci;W (t)) ,
∂
∂t
b¯i (t, ci) = −ξbi (t) ∆¯bi (ci;W (t)) , ∀ci−1 ∈ Ωi−1, ci ∈ Ωi, i = 2, ..., L,
in which:
• w¯1 : T×Ω1 →W1, and for i = 2, ..., L, w¯i : T×Ωi−1×Ωi →Wi and b¯i : T×Ωi → Bi, for T = R≥0,
• W¯ (t) = {w¯1 (t, ·) , w¯i (t, ·, ·) , b¯i (t, ·) , i = 2, ..., L} is the collection of reduced parameters at time t,
• the initialization is w¯1 (0, ·) = w01 (·), w¯i (0, ·, ·) = w0i (·, ·) and b¯i (0, ·) = b0i (·).
The proof of Theorem 24 consists in showing that under i.i.d. initialization, the reduced dynamics coincides
with the MF dynamics. We first prove several properties of the reduced dynamics.
Lemma 28. w¯1 (t, C1) is Sw1 -measurable, w¯i (t, Ci−1, Ci) is Swi−1,i-measurable and b¯i (t, Ci) is Sbi -measurable,
for i = 2, ..., L.
Proof. Clearly w¯1 (0, C1) is Sw1 -measurable, w¯i (0, Ci−1, Ci) is Swi−1,i-measurable and b¯i (0, Ci) is Sbi -measurable
by our construction of the sigma-algebras and the choice of initialization W¯ (0). We have similar mea-
surability properties for the corresponding update quantities by their definitions. The claim then follows
from integrating the equations defining W¯ .
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Lemma 29. There exists (Ω, P )-measurable functions {w∗i }Li=1 and {b∗i }Li=2 such that the conclusion of
Theorem 24 holds for w¯i and b¯i (in which we replace wi and bi on the left-hand side of the conclusions
with w¯i and b¯i.
Proof. Consider 3 ≤ i ≤ L − 2. Since w¯i(t, Ci−1, Ci) is Swi -measurable, there exists a function w∗i (t, ·)
for each rational t such that for P -almost every Ci−1, Ci, for all rational t ≤ T , w¯i(t, Ci−1, Ci) =
w∗i
(
t, w0i (Ci−1, Ci)
)
. Since w¯i is continuous in time, there is a unique continuous in time function w¯
∗
i (t, ·)
such that w¯i(t, Ci−1, Ci) = w
∗
i
(
t, w0i (Ci−1, Ci)
)
for all t ≤ T for P -almost every Ci−1, Ci. The functions
w∗i for other i and b
∗
i are constructed similarly.
Lemma 30. We have:
Hi
(
X,Ci; W¯ (t)
) ∈ σalg (SZ ,SHi ) , ∆Hi (Z,Ci; W¯ (t)) ∈ σalg (SZ ,S∆i ) , i = 1, ..., L,
∆wi
(
Z,Ci−1, Ci; W¯ (t)
) ∈ σalg (SZ ,Swi−1,i) , i = 2, ..., L,
∆w1
(
Z,C1; W¯ (t)
) ∈ σalg (SZ ,Sw1 ) .
We thus have:
EZ [Hi(X,Ci; W¯ (t))] ∈ SHi , EZ [∆Hi (Z,Ci; W¯ (t))] ∈ S∆i , i = 1, ..., L,
EZ
[
∆wi
(
Z,Ci−1, Ci; W¯ (t)
)] ∈ Swi−1,i, i = 2, ..., L,
EZ
[
∆w1
(
Z,C1; W¯ (t)
)] ∈ Sw1 .
Proof. Note that the claim for ∆wi can be easily deduced from those for Hi and ∆
H
i in light of Lemma 28.
By Lemma 29, there exist functions w∗i , b
∗
i such that the conclusion of Theorem 24 holds for w¯i and b¯i all
t ≤ T P -almost surely.
We prove the lemma by induction. SinceH1
(
x,C1; W¯ (t)
)
= φ1 (w¯1 (t, C1) , x) = φ1
(
w∗1
(
t, w01 (C1)
)
, x
)
for P -almost every C1, H1
(
X,C1; W¯ (t)
)
is σalg
(SZ ,SHi )-measurable. Thus EZ [H1 (X,C1; W¯ (t))] is SHi -
measurable.
Let us assume that Hi−1(X,Ci−1; W¯ (t)) ∈ σalg
(SZ ,SHi−1) and EZ [Hi−1 (X,Ci−1; W¯ (t))] ∈ SHi−1 for
some i ≥ 2. We consider Hi
(
X,Ci; W¯ (t)
)
, firstly for the case i /∈ {1, 2, L − 1}. We recall:
Hi
(
X,Ci; W¯ (t)
)
= ECi−1
[
φi
(
w¯i (t, Ci−1, Ci) , b¯i (t, Ci) ,Hi−1
(
X,Ci−1; W¯ (t)
))]
.
By the existence of the functions w∗i , b
∗
i , there exists a Borel function f
t
i : X×Wi × Bi−1 × Bi → Hi such
that almost surely,
φi
(
w¯i (t, Ci−1, Ci) , b¯i (t, Ci) ,Hi−1
(
X,Ci−1; W¯ (t)
))
= f ti
(
X,w0i (Ci−1, Ci) , b
0
i−1 (Ci−1) , b
0
i (Ci)
)
.
Recall that ρi
b
and ρiw are the laws of b
0
i (Ci) and w
0
i (Ci−1, Ci) respectively. We analyze the following:
E
[∣∣∣∣Hi (X,Ci; W¯ (t))−
∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db)
∣∣∣∣
2
]
= E
[∣∣Hi (X,Ci; W¯ (t))∣∣2]+ E
[∣∣∣∣
∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db)
∣∣∣∣
2
]
− 2E
[〈
Hi
(
X,Ci; W¯ (t)
)
,
∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db)
〉]
.
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We evaluate the first term:
E
[∣∣Hi (X,Ci; W¯ (t))∣∣2]
= E
[∣∣ECi−1 [f ti (X,w0i (Ci−1, Ci) , b0i−1 (Ci−1) , b0i (Ci))]∣∣2]
(a)
= E
[〈
f ti
(
X,w0i (Ci−1, Ci) , b
0
i−1 (Ci−1) , b
0
i (Ci)
)
, f ti
(
X,w0i
(
C ′i−1, Ci
)
, b0i−1
(
C ′i−1
)
, b0i (Ci)
)〉]
(b)
= E
[〈
f ti (X, qi (θi−1, θi) (λi) , pi−1 (θi−1) (λi−1) , pi (θi) (λi)) ,
f ti
(
X, qi
(
θ′i−1, θi
)
(λi) , pi−1
(
θ′i−1
) (
λ′i−1
)
, pi (θi) (λi)
) 〉]
(c)
= E
[
I
(
θi−1 6= θ′i−1
) 〈
f ti (X, qi (θi−1, θi) (λi) , pi−1 (θi−1) (λi−1) , pi (θi) (λi)) ,
f ti
(
X, qi
(
θ′i−1, θi
)
(λi) , pi−1
(
θ′i−1
) (
λ′i−1
)
, pi (θi) (λi)
) 〉]
(d)
=
∫ 〈
f ti (x,w, b, b1) , f
t
i
(
X,w′, b′, b1
)〉PX(dx)ρiw (dw) ρiw (dw′) ρi−1b (db) ρi−1b (db′) ρib (db1) ,
where in step (a), we define C ′i−1 an independent copy of Ci−1, which is independent of Ci; in step (b), we
recall Ci = (λi, θi); in step (c), we recall θi−1, θ
′
i−1 ∼ Unif ([0, 1]), and since Ci−1 is independent of C ′i−1,
we have θi−1 6= θ′i−1 almost surely; step (d) is owing to the independence property of the construction of
the functions qi, pi. We calculate the other two terms:
E
[∣∣∣∣
∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db)
∣∣∣∣
2
]
=
∫
E
[〈
f ti
(
X,w, b, b0i (Ci)
)
, f ti
(
X,w′, b′, b0i (Ci)
)〉]
ρiw (dw) ρ
i
w
(
dw′
)
ρi−1
b
(db) ρi−1
b
(
db′
)
=
∫ 〈
f ti (x,w, b, b1) , f
t
i
(
x,w′, b′, b1
)〉PX (dx) ρiw (dw) ρiw (dw′) ρi−1b (db) ρi−1b (db′) ρib (db1) ,
E
[〈
Hi
(
X,Ci; W¯ (t)
)
,
∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db)
〉]
= E
[〈
f ti
(
X,w0i (Ci−1, Ci) , b
0
i−1 (Ci−1) , b
0
i (Ci)
)
,
∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db)
〉]
=
∫ 〈
f ti
(
x,w′, b′, b1
)
, f ti (x,w, b, b1)
〉PX (dx) ρiw (dw) ρiw (dw′) ρi−1b (db) ρi−1b (db′) ρib (db1) .
It is then easy to see that
E
[∣∣∣∣Hi (X,Ci; W¯ (t))−
∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db)
∣∣∣∣
2
]
= 0,
that is, Hi
(
X,Ci; W¯ (t)
)
=
∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db) almost surely. Note that the quantity∫
f ti
(
X,w, b, b0i (Ci)
)
ρiw (dw) ρ
i−1
b
(db) is σalg(SZ ,SHi )-measurable. HenceHi
(
X,Ci; W¯ (t)
)
is σalg(SZ ,SHi )-
measurable. Thus, EZ [Hi(X,Ci; W¯ (t))] is SHi -measurable.
The proofs for the other cases and for ∆Hi
(
Z,Ci; W¯ (t)
)
are similar.
Lemma 31. Under the same setting as in Theorem 24, we have P -almost surely, for all t ≥ 0,
w¯1(t, C1) = w1(t, C1),
w¯i(t, Ci−1, Ci) = wi(t, Ci−1, Ci),
b¯i(t, Ci) = bi(t, Ci), i = 2, ..., L.
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Proof. We start with the following:
∂
∂t
(w¯i(t, ci−1, ci)− wi(t, ci−1, ci)) = −ξw1 (t)
(
∆¯wi (ci−1, ci;W (t))− EZ [∆wi (Z, ci−1, ci;W (t))]
)
.
Let us define: 〈
W − W¯〉
t
= max
(
max
1≤i≤L
〈wi − w¯i〉t , max
2≤i≤L
〈
bi − b¯i
〉
t
)
,
〈wi − w¯i〉t = sup
s≤t
ess-sup |wi (s, Ci−1, Ci)− w¯i (s, Ci−1, Ci)| ,〈
bi − b¯i
〉
t
= sup
s≤t
ess-sup
∣∣bi (s, Ci)− b¯i (s, Ci)∣∣ , i = 2, ..., L,
〈w1 − w¯1〉t = sup
s≤t
ess-sup |w1 (s, C1)− w¯1 (s, C1)| ,
Similar to Lemma 5, we have for any t ≤ T ,
ess-sup
∣∣EZ [∆wi (Z,Ci−1, Ci;W (t))−∆wi (Z,Ci−1, Ci; W¯ (t))]∣∣ ≤ KT 〈W − W¯〉t .
Furthermore,
ess-sup
∣∣EZ [∆wi (Z,Ci−1, Ci; W¯ (t))]− ∆¯wi (Ci−1, Ci;W (t))∣∣
= ess-sup
∣∣EZ [∆wi (Z,Ci−1, Ci; W¯ (t))]− E [∆wi (Z,Ci−1, Ci;W (t))∣∣Swi−1,i]∣∣
≤ ess-sup ∣∣EZ [∆wi (Z,Ci−1, Ci; W¯ (t))]− E [∆wi (Z,Ci−1, Ci; W¯ (t))∣∣Swi−1,i]∣∣
+ ess-sup
∣∣E [∆wi (Z,Ci−1, Ci; W¯ (t))−∆wi (Z,Ci−1, Ci;W (t))∣∣Swi−1,i]∣∣
= ess-sup
∣∣E [∆wi (Z,Ci−1, Ci; W¯ (t))−∆wi (Z,Ci−1, Ci;W (t))∣∣Swi−1,i]∣∣
≤ ess-sup ∣∣EZ [∆wi (Z,Ci−1, Ci; W¯ (t))−∆wi (Z,Ci−1, Ci;W (t))]∣∣ ,
where the second last step is by Lemma 30. Thus,
ess-sup
∣∣∆¯wi (Ci−1, Ci;W (t))− EZ [∆wi (Z,Ci−1, Ci;W (t))]∣∣ ≤ 2KT 〈W − W¯〉t .
Hence almost surely, for all rational t ≤ T ,∣∣∆¯wi (Ci−1, Ci;W (t))− EZ [∆wi (Z,Ci−1, Ci;W (t))]∣∣ ≤ 2KT 〈W − W¯ 〉t .
By continuity in t of the left-hand side, the same conclusion holds for all t ≤ T almost surely. By
Assumption [A.1], we have almost surely, for all t ≤ T ,
|w¯i(t, Ci−1, Ci)− wi(t, Ci−1, Ci)| ≤ KT
∫ t
0
〈
W − W¯ 〉
s
ds.
One obtains the same conclusion for bi and b¯i, as well as w1 and w¯1. Therefore,
〈
W − W¯ 〉
t
≤ KT
∫ t
0
〈
W − W¯〉
s
ds.
By Gronwall’s inequality, since
〈
W − W¯ 〉
0
= 0, for all 0 ≤ t ≤ T ,〈
W − W¯〉
t
= 0.
This implies the conclusion of the lemma.
We are now in the position to prove Theorem 24.
Proof of Theorem 24. By Lemma 31, almost surely, for all t ≤ T and i ≥ 2, wi(t, Ci−1, Ci) = w¯i(t, Ci−1, Ci),
and similar conclusions hold for bi and b¯i, as well as w1 and w¯1. The theorem is completed by choosing
w∗i and b
∗
i as given by Lemma 29.
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5.3 Proofs of Corollaries 26 and 27
Proof of Corollary 26. Let w∗i and b
∗
i be a solution to the dynamics described in the corollary. The
existence and uniqueness of such solution follow similarly to the proof of Theorem 3. Let W ∗ (t) denote
the collection at time t of the following functions:
w∗i (t, ci−1, ci) = w
∗
i
(
t, w0i (ci−1, ci)
)
, b∗i (t, ci) = b
∗
i (t) , i = 2, ..., L,
w∗1 (t, c1) = w
∗
1
(
t, w01 (c1)
)
.
Consider 3 ≤ i ≤ L− 2. We have:
d
dt
(
wi (t, Ci−1, Ci)− w∗i
(
t, w0i (Ci−1, Ci)
))
= −ξw1 (t)EZ
[
∆wi (Z,Ci−1, Ci;W (t))−∆w∗i
(
t, Z,w0i (Ci−1, Ci)
)]
.
Similar to the proof of Lemma 30, we have P -almost surely,
EZ [∆
w
i (Z,Ci−1, Ci;W
∗ (t))] = EZ
[
∆w∗i
(
t, Z,w0i (Ci−1, Ci)
)]
.
Let us define:
〈W −W ∗〉t = max
(
max
1≤i≤L
〈wi − w∗i 〉t , max
2≤i≤L
〈bi − b∗i 〉t
)
,
〈wi − w∗i 〉t = sup
s≤t
ess-sup |wi (s, Ci−1, Ci)− w∗i (s, Ci−1, Ci)| ,
〈bi − b∗i 〉t = sup
s≤t
ess-sup |bi (s, Ci)− b∗i (s, Ci)| , i = 2, ..., L,
〈w1 − w∗1〉t = sup
s≤t
ess-sup |w1 (s, C1)− w∗1 (s, C1)| ,
Similar to Lemma 5, we have for any t ≤ T ,
ess-sup |EZ [∆wi (Z,Ci−1, Ci;W (t))−∆wi (Z,Ci−1, Ci;W ∗ (t))]| ≤ KT 〈W −W ∗〉t .
Thus,
ess-sup
∣∣EZ [∆wi (Z,Ci−1, Ci;W (t))−∆w∗i (t, Z,w0i (Ci−1, Ci))]∣∣ ≤ KT 〈W −W ∗〉t ,
which holds almost surely at all rational t ≤ T and consequently at all t ≤ T , by continuity in t of the
left-hand side. By Assumption [A.1], we have almost surely, for all t ≤ T ,
∣∣wi (t, Ci−1, Ci)− w∗i (t, w0i (Ci−1, Ci))∣∣ ≤ KT
∫ t
0
〈W −W ∗〉s ds.
One obtains the same conclusion for bi and b
∗
i , as well as w1 and w
∗
1. Therefore,
〈W −W ∗〉t ≤ KT
∫ t
0
〈W −W ∗〉s ds.
By Gronwall’s inequality, since 〈W −W ∗〉0 = 0, for all 0 ≤ t ≤ T ,
〈W −W ∗〉t = 0.
Together with Lemma 31, this implies the conclusion of the corollary.
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Proof of Corollary 27. By Lemma 31, for 3 ≤ i ≤ L− 2, almost surely,
∆wi (Z,Ci−1, Ci;W (t))
= ∆wi
(
Z,Ci−1, Ci; W¯ (t)
)
= σwi
(
∆Hi
(
Z,Ci; W¯ (t)
)
, w¯i (t, Ci−1, Ci) , b¯i (t, Ci) ,Hi
(
X,Ci; W¯ (t)
)
,Hi−1
(
X,Ci−1; W¯ (t)
))
= σ¯wi
(
∆Hi
(
Z,Ci; W¯ (t)
)
, b¯i (t, Ci) ,Hi
(
X,Ci; W¯ (t)
)
,Hi−1
(
X,Ci−1; W¯ (t)
))
By Lemma 30, Hi
(
X,Ci; W¯ (t)
) ∈ σalg (SZ ,SHi ) and ∆Hi (Z,Ci; W¯ (t)) ∈ σalg (SZ ,S∆i ). Therefore we
have EZ
[
∆wi
(
Z,Ci−1, Ci; W¯ (t)
)]
is σalg
(
b0i−1 (Ci−1) , b
0
i (Ci)
)
-measurable. Since b0i (Ci) = const almost
surely, we have EZ
[
∆wi
(
Z,Ci−1, Ci; W¯ (t)
)]
= const almost surely. Together with Lemma 31, we then
easily obtain the claim.
6 Convergence to global optimum
6.1 Warm-up: The case L = 2
Our first result is that in the case of two-layer fully-connected neural networks, the MF limit converges to
the global optimum under some genericity assumptions on the initialization distribution. Several insights
on conditions to guarantee such convergence, which have appeared in the work [CB18b], are utilized in
our proof, although we expect that weaker conditions should be sufficient. While [CB18b] relies on a
certain convexity property that is realized by means of optimal transport, our framework does away with
convexity and suggests that a certain universal approximation property is key. This property is proved to
hold throughout the training process using a tool from algebraic topology.
Before we proceed, we specify the two-layer network under consideration and its training:
yˆ (t, x) = ϕ2 (H2 (t, x, 1)) , H2 (t, x, 1) =
1
n1
n1∑
j1=1
w2 (t, j1, 1)ϕ1 (〈w1 (t, j1) , x〉) , (6)
in which w1 (t, j1) ∈ Rd1 , x ∈ Rd1 , ϕ1 : R→ R, w2 (t, j1, 1) ∈ R and ϕ2 : R→ R. We train the network
with SGD w.r.t. the loss L : R× R→ R≥0:
w2 (t+ 1, j1, 1) = w2 (t, j1, 1)− ǫ∂2L (y (t) , yˆ (t, x (t)))ϕ′2 (H2 (t, x (t) , 1))ϕ1 (w1 (t, j1) , x (t)) ,
w1 (t+ 1, j1) = w1 (t, j1)− ǫ∂2L (y (t) , yˆ (t, x (t)))ϕ′2 (H2 (t, x (t) , 1))w2 (t, j1, 1)ϕ′1 (〈w1 (t, j1) , x (t)〉)x (t) .
The corresponding MF ODEs are:
∂
∂t
w2 (t, c1, 1) = −EZ
[
∂2L (Y, yˆ (t,X))ϕ′2 (H2 (t,X, 1))ϕ1 (w1 (t, c1) ,X)
]
,
∂
∂t
w1 (t, c1) = −EZ
[
∂2L (Y, yˆ (t,X))ϕ′2 (H2 (t,X, 1))w2 (t, c1, 1)ϕ′1 (〈w1 (t, c1) ,X〉)X
]
,
in which for f1 : Ω1 → Rd1 and f2 : Ω1 → R, we define:
yˆ (x; f1, f2) = ϕ2 (H2 (x; f1, f2)) , H2 (x; f1, f2) = EC1 [f2 (C1)ϕ1 (〈f1 (C1) , x〉)] ,
and yˆ (t, x) and H2 (t, x, 1) are short-hands notations when f1 = w1 (t, ·), f2 = w2 (t, ·, 1). It is easy to see
that this network fits into our framework. In particular, under the coupling procedure in Section 4.1, it
can be observed that the only allowable type of initialization – for which a neuronal embedding exists – is
one in which
{(w1 (0, j1) ,w2 (t, j1, 1))}j1∈[n1] ∼ ρ0 i.i.d.
for suitable probability measure ρ0 over Rd1 × R. In this case, ρ0 = Law (w1 (0, C1) , w2 (0, C1, 1)). To
measure the training quality, we consider the population loss:
L (f1, f2) = EZ [L (Y, yˆ (X; f1, f2))] .
47
Assumption 1. Consider the MF limit corresponding to the network (6), such that they are coupled
together by the coupling procedure in Section 4.1. We consider the following assumptions:
1. Initialization: The initialization ρ0 satisfies
max
(
sup
k≥1
1√
k
EC1
[
|w1 (0, C1)|k
]1/k
, ess-sup |w2 (0, C1, 1)|
)
<∞.
2. Support: The support of ρ0 contains the epigraph of a continuous function F : Rd1 → R.
3. Regularity: ϕ1 is K-bounded, ϕ
′
1 and ϕ
′
2 are K-bounded and K-Lipschitz, ϕ
′
2 is non-zero everywhere,
∂2L (·, ·) is K-Lipschitz in the second variable and K-bounded, and |X| ≤ K with probability 1.
4. Convergence: There exist limits w¯1 and w¯2 such that as t→∞,
E
[
w¯2(C1)
2 |w1 (t, C1)− w¯1 (C1)|2 + |w2(t, C1, 1) − w¯2(C1)|2
]
→ 0, ess-sup
∣∣∣∣ ∂∂tw2 (t, C1, 1)
∣∣∣∣→ 0.
5. Universal approximation: {ϕ1 (〈u, ·〉) : u ∈W1} has dense span in L2 (PX) (the space of square
integrable functions w.r.t. the measure PX , which is the distribution of the input X).
Theorem 32. Consider the MF limit corresponding to the network (6), such that they are coupled together
by the coupling procedure in Section 4.1. Under Assumption 1, the following hold:
• Case 1: If L is convex in the second variable, then the limits (w¯1, w¯2) is a global minimizer of L :
L (w¯1, w¯2) = inf
f1,f2
L (f1, f2) = inf
y˜
EZ [L (Y, y˜ (X))] .
• Case 2: Suppose ∂2L (y, yˆ) = 0 implies L (y, yˆ) = 0. If y = y(x) a function of x, then L (w¯1, w¯2) = 0.
Examples of suitable ϕ1 include sigmoid/tanh activation, sinusoids and Gaussian pdf, whose universal
approximation is known [Cyb89, CC95] (where we assume the convention that the last entry of the data
input x is 1). Examples of suitable ϕ2 include smoothened leaky-ReLU, sigmoid/tanh and linear activation.
Examples of suitable (and convex) loss L include Huber loss and exponential loss. Importantly L needs not
be convex. In addition, certain assumptions here can be relaxed without changes to the proof technique;
our choice of the specific network (6) is only representative. The proof is deferred to Section 6.3.
The following result is straightforward from Theorem 32 and Corollary 11.
Corollary 33. Consider the neural network (6). Under the same setting as Theorem 32, in Case 1,
lim
t→∞
lim
n1→∞
lim
ǫ→0
EZ [L (Y, yˆ (t,X))] = inf
f1,f2
L (f1, f2) = inf
y˜
EZ [L (Y, y˜ (X))]
in probability, and in Case 2, the same holds with the right-hand side being 0.
6.2 The case L = 3
We now turn to the case of three-layer networks, L = 3. Our development here applies insights already
seen in the case L = 2, most notably the universal approximation property at the first layer and the
topology argument. Our present case is complicated by the presence of a third layer, which requires extra
conditions to ensure the same proof technique to be applicable. We again stress that, similar to the case
L = 2, here we do not rely critically on any convexity property, and the same proof of global convergence
should extend beyond the specific network architecture to be considered here (the network (7) below).
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Before we proceed, we specify the three-layer network under consideration and its training:
yˆ (t, x) = ϕ3 (H3 (t, x, 1)) , (7)
H3 (t, x, 1) =
1
n2
n2∑
j2=1
w3 (t, j2, 1)ϕ2 (H2 (t, x, j2)) ,
H2 (t, x, j2) =
1
n1
n1∑
j1=1
w2 (t, j1, j2)ϕ1 (〈w1 (t, j1) , x〉) ,
in which x ∈ Rd1 , w1 (t, j1) ∈ Rd1 , w2 (t, j1, j2) ∈ R, w3 (t, j2, 1) ∈ R, ϕ1 : R → R, ϕ2 : R → R and
ϕ3 : R→ R . We train the network with SGD w.r.t. the loss L : R× R→ R≥0:
w3 (t+ 1, j2, 1) = w3 (t, j2, 1)− ǫ∂2L (y (t) , yˆ (t, x (t)))ϕ′3 (H3 (t, x (t) , 1))ϕ2 (H2 (t, x (t) , j2)) ,
w2 (t+ 1, j1, j2) = w2 (t, j1, j2)− ǫ∆H2 (t, z (t) , j2)ϕ1 (〈w1 (t, j1) , x〉) ,
w1 (t+ 1, j1) = w1 (t, j1)− ǫ
(
1
n2
n2∑
j2=1
∆H2 (t, z (t) , j2)w2 (t, j1, j2)
)
ϕ′1 (〈w1 (t, j1) , x (t)〉) x (t) ,
in which
∆H2 (t, z, j2) = ∂2L (y, yˆ (t, x))ϕ′3 (H3 (t, x, 1))w3 (t, j2, 1)ϕ′2 (H2 (t, x, j2)) .
We consider
(
ρ1w, ρ
2
w, ρ
3
w
)
-i.i.d. initialization:
{w1 (0, j1)}j1∈[n1] ∼ ρ1w i.i.d., {w2 (0, j1, j2)}j1∈[n1], j2∈[n2] ∼ ρ2w i.i.d., {w3 (0, j2, 1)}j2∈[n2] ∼ ρ3w i.i.d.
all independently. The corresponding MF ODEs are:
∂
∂t
w3 (t, c2, 1) = −EZ
[
∂2L (Y, yˆ (t,X))ϕ′3 (H3 (t,X, 1))ϕ2 (H2 (t,X, c2))
]
,
∂
∂t
w2 (t, c1, c2) = −EZ
[
∆H2 (t, Z, c2)ϕ1 (〈w1 (t, c1) ,X〉)
]
,
∂
∂t
w1 (t, c1) = −EZ
[
EC2
[
∆H2 (t, Z,C2)w2 (t, c1, C2)
]
ϕ′1 (〈w1 (t, c1) ,X〉)X
]
,
in which for f1 : Ω1 → Rd1 , f2 : Ω1 × Ω2 → R and f3 : Ω2 → R, we define:
yˆ (x; f1, f2, f3) = ϕ3 (H3 (x; f1, f2, f3)) ,
H3 (x; f1, f2, f3) = EC2 [f3 (C2)ϕ2 (H2 (x,C2; f1, f2))] ,
H2 (x, c2; f1, f2) = EC1 [f2 (C1, c2)ϕ1 (〈f1 (C1) , x〉)] ,
∆H2 (z, c2; f1, f2, f3) = ∂2L (y, yˆ (t, x))ϕ′3 (H3 (x; f1, f2, f3)) f3 (c2)ϕ′2 (H2 (x, c2; f1, f2)) ,
and yˆ (t, x), H3 (t, x, 1), H2 (t, x, c2) and ∆
H
2 (t, z, c2) are respective short-hands notations when f1 =
w1 (t, ·), f2 = w2 (t, ·, ·) and f3 = w3 (t, ·, 1). It is easy to see that this network fits into our framework. In
particular, by Proposition 23, the i.i.d. initialization admits a neuronal embedding
(
Ω, P,
{
w0i
}
i=1,2,3
)
.
Under the coupling procedure in Section 4.1, we get w1 (0, ·) = w01, w2 (0, ·, ·) = w02 and w3 (0, ·, ·) = w03.
We recall that
Law
(
w01 (C1) , w
0
2 (C1, C2) , w
0
3 (C2, 1)
)
= ρ1w × ρ2w × ρ3w.
To measure the training quality, we consider the population loss:
L (f1, f2, f3) = EZ [L (Y, yˆ (X; f1, f2, f3))] .
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Assumption 2. Consider the MF limit corresponding to the network (7), such that they are coupled
together by the coupling procedure in Section 4.1. We consider the following assumptions:
1. Initialization: The initialization ρ0 satisfies
max
(
sup
k≥1
1√
k
EC1
[∣∣w01 (C1)∣∣k]1/k , ess-sup ∣∣w02 (C1, C2)∣∣ , ess-sup ∣∣w03 (C2, 1)∣∣
)
<∞.
2. Support: The support of ρ1w is R
d1.
3. Regularity: ϕ1 and ϕ2 are K-bounded, ϕ
′
1, ϕ
′
2 and ϕ
′
3 are K-bounded and K-Lipschitz, ϕ
′
2 and ϕ
′
3 are
non-zero everywhere, ∂2L (·, ·) is K-Lipschitz in the second variable and K-bounded, and |X| ≤ K
with probability 1.
4. Convergence: There exist limits w¯1, w¯2 and w¯3 such that as t→∞,
E
[(
1 + w¯3(C2)
2
)
w¯3(C2)
2w¯2(C1, C2)
2 |w1(t, C1)− w¯1(C1)|2
]
→ 0,
E
[(
1 + w¯3(C2)
2
)
w¯3(C2)
2 |w2(t, C1, C2)− w¯2(C1, C2)|2
]
→ 0,
E
[(
1 + w¯3(C2)
2
) |w3(t, C2, 1)− w¯3(C2)|2]→ 0,
ess-sup
∣∣∣∣ ∂∂tw2 (t, C1, C2)
∣∣∣∣→ 0.
5. Universal approximation: {ϕ1 (〈u, ·〉) : u ∈W1} has dense span in L2 (PX) (the space of square
integrable functions w.r.t. the measure PX , which is the distribution of the input X).
Theorem 34. Consider the MF limit corresponding to the network (7), such that they are coupled together
by the coupling procedure in Section 4.1, under Assumption 2. Further assume either:
• w03 (C2, 1) 6= 0 with probability 1 and ξw3 (·) = 0 (and hence w3 (t, C2, 1) is unchanged at all t ≥ 0),
or
• the initialization satisfies that L (w01, w02, w03) < EZ [L (Y, ϕ3 (0))].
Then the following hold:
• Case 1: If L is convex in the second variable, then (w¯1, w¯2, w¯3) is a global minimizer of L :
L (w¯1, w¯2, w¯3) = inf
f1,f2,f3
L (f1, f2, f3) = inf
y˜
EZ [L (Y, y˜ (X))] .
• Case 2: Suppose that ∂2L (y, yˆ) = 0 implies L (y, yˆ) = 0. If y = y(x) a function of x, then
L (w¯1, w¯2, w¯3) = 0.
The proof is deferred to Section 6.4. The following result is straightforward from Theorem 34 and
Corollary 11.
Corollary 35. Consider the neural network (7). Under the same setting as Theorem 34, in Case 1,
lim
t→∞
lim
min{n1,n2}→∞
lim
ǫ→0
EZ [L (Y, yˆ (t,X))] = inf
f1,f2,f3
L (f1, f2, f3) = inf
y˜
EZ [L (Y, y˜ (X))] .
in probability, and in Case 2, the same holds with the right-hand side being 0.
Remark 36. As will be evident from the proof of Theorem 32 and Theorem 34, the condition that ρ1w
has full support in Assumptions 1 and 2 can be weakened, since all we need to guarantee is that the
universal approximation condition holds. For example, when the activation ϕ1 is sigmoid/tanh, sinusoids
or Gaussian pdf, then {ϕ1(u, ·), u ∈ S} is dense in L2(PX) for any subset S containing a ball in Rd1 . In
all these cases, with a small change in the proof, it is sufficient to assume that the support of ρ1w contains
a sequence of (not necessarily disjoint) balls with radii tending to infinity.
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6.3 Proof of Theorem 32
First we show that if w1 (0, C1) has full support, then so is w1 (t, C1) at any time t. Note that the following
result holds beyond the setting of Theorem 32.
Lemma 37. Consider the MF ODEs with L = 2 and W1 = R
d1 (for some positive integer d1), under
Assumptions [A.1]-[A.3] and that ‖W‖0 <∞. Let us disregard the bias of the second layer by considering
ξb2 (·) = 0 and b2 (0, ·) = 0. Suppose that the support of Law (w1 (0, C1) , w2 (0, C1, 1)) contains the epigraph
of a continuous function F : W1 →W2. Then for all finite time t, the support of Law (w1 (t, C1)) is W1.
Proof. Since the support of Law (w1 (0, C1) , w2 (0, C1, 1)) contains the graph of F : W1 → W2, we can
choose the neuronal embedding so that there is a choice C1 (u) for each u ∈W1 such that w1 (0, C1 (u)) = u
and w2 (0, C1 (u) , 1) = F (u), and furthermore for any neighborhood U of (u, F (u)), (w1 (0, C1) , w2 (0, C1, 1))
lies in U with positive probability. For an arbitrary T ≥ 0, let us define M : [0, T ] ×W1 → W1 by
M (t, u) = w1 (t, C1 (u)).
We show that M is continuous. In the following, we define Kt to be a generic constant that changes
with t and is finite with finite t. We have from Lemma 6 and Assumptions [A.2]-[A.3] that∣∣H1 (t, x, c1)−H1 (t, x, c′1)∣∣ ≤ K ∣∣w1 (t, c1)− w1 (t, c′1)∣∣ ,∣∣∆w2 (t, z, c1, 1) −∆w2 (t, z, c′1, 1)∣∣ ≤ Kt (∣∣w2 (t, c1, 1) − w2 (t, c′1, 1)∣∣+ ∣∣H1 (t, x, c1)−H1 (t, x, c′1)∣∣)
≤ Kt
(∣∣w2 (t, c1, 1) − w2 (t, c′1, 1)∣∣+ ∣∣w1 (t, c1)− w1 (t, c′1)∣∣) ,∣∣∆H1 (t, z, c1)−∆H1 (t, z, c′1)∣∣ ≤ Kt (∣∣w2 (t, c1, 1) − w2 (t, c′1, 1)∣∣+ ∣∣H1 (t, x, c1)−H1 (t, x, c′1)∣∣)
≤ Kt
(∣∣w2 (t, c1, 1) − w2 (t, c′1, 1)∣∣+ ∣∣w1 (t, c1)− w1 (t, c′1)∣∣) ,∣∣∆w1 (t, z, c1)−∆w1 (t, z, c′1)∣∣ ≤ Kt (∣∣∆H1 (t, z, c1)−∆H1 (t, z, c′1)∣∣+ ∣∣w1 (t, c1)−w1 (t, c′1)∣∣)
≤ Kt
(∣∣w2 (t, c1, 1) − w2 (t, c′1, 1)∣∣+ ∣∣w1 (t, c1)− w1 (t, c′1)∣∣) .
Defining
R (t) =
∣∣w2 (t, C1 (u) , 1)− w2 (t, C1 (u′) , 1)∣∣2 + ∣∣w1 (t, C1 (u))− w1 (t, C1 (u′))∣∣2
for u, u′ ∈W1, we then have for any t ≤ T :
d
dt
R (t) ≤ KTR (t) ,
which implies that R (t) ≤ R (0) exp (KT t). Also by Lemma 6 and Assumption [A.1],
∣∣w1 (t, c1)− w1 (t′, c1)∣∣ =
∣∣∣∣∣
∫ t′
t
EZ [∆
w
1 (s, Z, c1)] ds
∣∣∣∣∣ ≤ Kt∨t′
∣∣t− t′∣∣ .
Since R (0) = |F (u)− F (u′)|2 + |u− u′|2 → 0 as u→ u′, we deduce that, for t, t′ ≤ T ,∣∣w1 (t, C1 (u))−w1 (t′, C1 (u′))∣∣ ≤ KT (∣∣t− t′∣∣+ ∣∣u− u′∣∣+ ∣∣F (u)− F (u′)∣∣)→ 0
as (u, t)→ (u′, t′). This shows that M (t, u) = w1 (t, C1 (u)) is continuous.
Recall that W1 = R
d1 , and consider the sphere Sd1 which is a compactification of W1. We extend
M : [0, T ]× Sd1 → Sd1 fixing the point at infinity, which remains a continuous map since |M (t, u)− u| =
|M (t, u)−M (0, u)| ≤ KT t. Let Mt : W1 → W1 be defined by Mt(u) = M(t, u). Observe that if
Mt is surjective for all t, then the support of Law (w1 (t, C1)) is W1, since for a neighborhood B of
M(t, u) = w1(t, C1(u)), P(w1(t, C1) ∈ B) = P(w1(0, C1) ∈ M−1t (B)) > 0. It is indeed true that Mt is
surjective for all t for the following reason. If Mt fails to be surjective for some t, then for some p ∈ Sd1 ,
Mt : S
d1 → Sd1\ {p} → Sd1 is homotopic to the constant map, but M then gives a homotopy from
the identity map M0 on the sphere to a constant map, which is a contradiction as the sphere S
d1 is not
contractible. This finishes the proof of the claim.
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We are ready to prove Theorem 32. We recall the setting of Theorem 32, and in particular, the neural
network (6).
Proof of Theorem 32. It is easy to check that Assumptions [A.1]-[A.3] hold (with p = 2). Therefore, by
Theorem 3, the solution to the MF ODEs exists uniquely, and by Lemma 37, the support of Law (w1 (t, C1))
is Rd1 at all t. By the convergence assumption, we have that for any ǫ > 0, there exists T (ǫ) such that
for all t ≥ T (ǫ) and P -almost every c1:
ǫ ≥ ∣∣EZ [∂2L (Y, yˆ (t,X))ϕ′2 (H2 (t,X, 1))ϕ1 (〈w1 (t, c1) ,X〉)]∣∣
=
∣∣∣〈EZ [∂2L (Y, yˆ (t,X))|X = x]ϕ′2 (H2 (t, x, 1)) , ϕ1 (〈w1 (t, c1) , x〉)〉L2(PX)
∣∣∣ .
Let H (f1, f2, x) = EZ [∂2L (Y, yˆ (X; f1, f2))|X = x]ϕ′2 (H2 (x; f1, f2)). Since Law (w1 (t, C1)) has full sup-
port, we obtain that for u in a dense subset of Rd1 ,∣∣∣〈H (w1 (t, ·) , w2 (t, ·, 1) , x) , ϕ1 (〈u, x〉)〉L2(PX)
∣∣∣ ≤ ǫ.
Since ϕ′1 is bounded and |X| ≤ K, EX
[
|ϕ1(〈u′,X〉)− ϕ1(〈u,X〉)|2
]
→ 0 as u′ → u. Hence,
∣∣∣〈H (w1 (t, ·) , w2 (t, ·, 1) , x) , ϕ1 (〈u, x〉)〉L2(PX)
∣∣∣ ≤ ǫ,
for all u ∈ Rd1 . We claim thatH (w1 (t, ·) , w2 (t, ·, 1) ,X)→H (w¯1, w¯2,X) in L2 (PX) as t→∞. Assuming
this claim, we have for every u ∈ Rd1 ,
〈H (w¯1, w¯2, x) , ϕ1 (u, x)〉L2(PX) = 0.
Since
{
ϕ1 (〈u, ·〉) : u ∈ Rd1
}
has dense span in L2 (PX),
H (w¯1, w¯2, x) = E [∂2L (Y, yˆ (X; w¯1, w¯2))|X = x]ϕ′2 (H2 (x; w¯1, w¯2)) = 0,
for PX-almost every x.
In Case 1, φ′2 is non-zero, we get E [∂2L (Y, yˆ (X; w¯1, w¯2))|X = x] = 0 for PX-almost every x. For L
convex in the second variable, for any measurable function y˜(x),
L (y, y˜ (x))− L (y, yˆ (x; w¯1, w¯2)) ≥ ∂2L (y, yˆ (x; w¯1, w¯2)) (y˜ (x)− yˆ (x; w¯1, w¯2)) .
Taking expectation, we get EZ [L (Y, y˜ (X))] ≥ L (w¯1, w¯2), i.e. (w¯1, w¯2) is a global minimizer of L .
In Case 2, since y is a function of x and φ′2 is non-zero, we obtain ∂2L (y, yˆ (x; w¯1, w¯2)) = 0 and hence
L (y, yˆ (x; w¯1, w¯2)) = 0 for PX-almost every x.
We are left with proving the claim. Using the assumptions:
E
[
(H(w1(t, ·), w2(t, ·, 1),X) −H(w¯1(t, ·), w¯2(t, ·, 1),X))2
]
≤ E
[(
∂2L (Y, yˆ (X;w1, w2))ϕ′2 (H2 (X;w1, w2))− ∂2L (Y, yˆ (X; w¯1, w¯2))ϕ′2 (H2 (X; w¯1, w¯2))
)2]
≤ K
(
E
[(
ϕ′2 (H2 (X;w1, w2))− ϕ′2 (H2 (X; w¯1, w¯2))
)2
+ (ϕ2 (H2 (X;w1, w2))− ϕ2 (H2 (X; w¯1, w¯2)))2
])
≤ KE
[
(H2 (X;w1, w2)−H2 (X; w¯1, w¯2))2
]
≤ KE
[
(w¯2(C1)− w2(t, C1, 1))2 + w¯2(C1)2 (ϕ1 (〈w1(t, C1), x〉)− ϕ1 (〈w¯1(C1), x〉))2
]
≤ KE
[
(w¯2(C1)− w2(t, C1, 1))2 + w¯2(C1)2 |w1(t, C1)− w¯1(C1)|2
]
,
which converges to 0 by assumption.
52
6.4 Proof of Theorem 34
First we show that if w1 (0, C1) has full support, then so is w1 (t, C1) at any time t. Note that the following
result holds beyond the setting of Theorem 34.
Lemma 38. Assume L = 3 and W1 = R
d1 (for some positive integer d1), along with Assumptions [A.1]-
[A.3]. Consider MF ODEs associated with the neural network (7), which is initialized by a
(
ρ1w, ρ
2
w, ρ
3
w
)
-
i.i.d. initialization. Here we disregard the biases by considering ξb2 (·) = ξb3 (·) = 0 and b2 (0, ·) = b3 (0, ·) =
0. Assume that
σw2 (∆, w, b, h, g) = σ¯
w
2 (∆, h, g) ,
for some function σ¯w2 . Assume ‖W‖0 <∞ and suppose that the support of ρ1w is W1. Then for all finite
time t, the support of Law (w1 (t, C1)) is W1.
Proof. Repeating the argument of the proof of Theorem 24, and Corollary 25 one can choose a neural
embedding such that there exists (Ω, P )-measurable functions w∗1, w
∗
2, ∆
H∗
2 , H
∗
2 and H
∗
1 for which P -almost
surely,
w1 (t, C1) = w
∗
1
(
t, w01 (C1)
)
,
∆H2 (t, z, C2) = ∆
H∗
2
(
t, z, w03 (C2, 1)
)
,
H2 (t, x, C2) = H
∗
2
(
t, x, w03 (C2, 1)
)
,
H1 (t, x, C1) = H
∗
1
(
t, x, w01 (C1)
)
.
Furthermore, w∗1 and w
∗
2 satisfy
∂
∂t
w∗1(t, u1) = −ξw1 (t)EZ
[
σw1
(∫
h (t, Z, u1, u2, u3) ρ
2
w (du2) ρ
3
w (du3) , w
∗
1 (t, u1) ,X
)]
,
∂
∂t
w∗2(t, u1, u2, u3) = −ξw2 (t)EZ [g (t, Z, u3, u1)] ,
for all u1 ∈ supp
(
ρ1w
)
, u2 ∈ supp
(
ρ2w
)
and u3 ∈ supp
(
ρ3w
)
where
g (t, z, u1, u3) = σ¯
w
2
(
∆H∗2 (t, z, u3) ,H
∗
2 (t, x, u3) ,H
∗
1 (t, x, u1)
)
,
h (t, z, u1, u2, u3) = σ
H
1
(
∆H∗2 (t, z, u3) , w
∗
2 (t, u1, u2, u3) , 0,H
∗
2 (t, x, u3) ,H
∗
1 (t, x, u1)
)
= σH1
(
∆H∗2 (t, z, u3) , u2 −
∫ t
0
ξw2 (s)EZ [g (s, Z, u1, u3)] ds, 0,H
∗
2 (t, x, u3) ,H
∗
1 (t, x, u1)
)
.
Note that we can consider this specific choice of the neural embedding in light of Corollary 12. We recall
that
Law
(
w01 (C1) , w
0
2 (C1, C2) , w
0
3 (C2, 1)
)
= ρ1w × ρ2w × ρ3w.
In the following, we define Kt to be a generic constant that changes with t and is finite with finite t. We
proceed in several steps.
Step 1. We study the function h. We have from Assumption [A.3] and Lemma 6:
|g (t, z, u1, u3)| ≤ K
(
1 +
∣∣∆H∗2 (t, z, u3)∣∣p) ≤ Kt,
for all u1 ∈ supp
(
ρ1w
)
and u3 ∈ supp(ρ3w). Similarly, we have:∣∣g (t, z, u1, u3)− g (t, z, u′1, u3)∣∣ ≤ Kt ∣∣H∗1 (t, x, u1)−H∗1 (t, x, u′1)∣∣ .
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Using these bounds and Assumption [A.3], we obtain:
|h (t, z, u1, u2, u3)|
≤ K
(
1 +
∣∣∆H∗2 (t, z, u3)∣∣p + |u2|p +
∣∣∣∣
∫ t
0
g (s, z, u1, u3) ds
∣∣∣∣
p)
≤ K
(
1 +
∣∣∆H∗2 (t, z, u3)∣∣p + |u2|p + tp−1
∫ t
0
|g (s, z, u1, u3)|p ds
)
≤ Kt,
where we apply Jensen’s inequality in the second step. Similarly, we have:∣∣h (t, z, u1, u2, u3)− h (t, z, u′1, u2, u3)∣∣
≤ Kt
(∣∣∣∣
∫ t
0
(
g (s, z, u1, u3)− g
(
s, z, u′1, u3
))
ds
∣∣∣∣+ ∣∣H∗1 (t, x, u1)−H∗1 (t, x, u′1)∣∣
)
≤ Kt
∣∣H∗1 (t, x, u1)−H∗1 (t, x, u′1)∣∣ .
We thus obtain two bounds for h.
Step 2. We show that for an arbitrary T ≥ 0, w∗1 : [0, T ]×W1 →W1 is continuous. Using the bounds
for the function h in Step 1 and Assumptions [A.2]-[A.3], for u1, u
′
1 ∈W1,∣∣∣∣ ddt (w∗1 (t, u1)− w∗1 (t, u′1))
∣∣∣∣ =
∣∣∣∣ξw1 (t)EZ
[
σw1
(∫
h
(
t, Z, u′1, u2, u3
)
ρ2w (du2) ρ
3
w (du3) , u
′,X
)
− σw1
(∫
h (t, Z, u1, u2, u3) ρ
2
w (du2) ρ
3
w (du3) , u,X
)]∣∣∣∣
≤ Kt
(∣∣u1 − u′1∣∣+ EZ ∣∣H∗1 (t,X, u1)−H∗1 (t,X, u′1)∣∣)
= Kt
(∣∣u1 − u′1∣∣+ EZ ∣∣φ1(w∗1(t, u1),X)− φ1(w∗1(t, u′1),X)∣∣)
≤ Kt
(∣∣u1 − u′1∣∣+ ∣∣w∗1 (t, u1)− w∗1 (t, u′1)∣∣) .
By Gronwall’s inequality,
sup
s≤t
∣∣w∗1 (s, u1)− w∗1 (s, u′1)∣∣ ≤ eKtt (∣∣w∗1 (0, u1)− w∗1 (0, u′1)∣∣+ t ∣∣u1 − u′1∣∣)
= eKtt (1 + t)
∣∣u1 − u′1∣∣ .
Furthermore, by Assumptions [A.1] and [A.3],∣∣w∗1 (t, u1)− w∗1 (t′, u1)∣∣ ≤ Kt∨t′ |t− t′|.
This shows that w∗1 defines a continuous function w
∗
1 : [0, T ]×W1 →W1.
Step 3. Consider the sphere Sd1 which is a compactification of W1 = R
d1 . We can extend w∗1 to a
function M : [0, T ] × Sd1 → Sd1 fixing the point at infinity, which remains a continuous map. Following
an argument identical to the proof of Lemma 37, we obtain that w∗1(t, ·) is surjective for all finite t.
Since w1(t, C1) = w
∗
1(t, w
0
1(C1)) P -almost surely and w
0
1(C1) has full support. Assume that w1(t, ·) does
not have full support at time t, then there is an open ball B in W1 for which P(w1(t, C1) ∈ B) = 0. Then
P(w∗1(t, w
0
1(C1)) ∈ B) = 0. Since w∗1(t, ·) has full support, there is an open set U such that w∗1(t, u) ∈ B
for all u ∈ U . Then P(w01(C1) ∈ U) = 0, contradicting the assumption that w01 has full support.
With this lemma, we are ready to prove Theorem 34. We recall the setting of Theorem 34, and in
particular, the neural network (7).
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Proof of Theorem 34. It is easy to check that Assumptions [A.1]-[A.3], as well as the conditions of Lemma
38, hold (with p = 2). Therefore, by Theorem 3, the solution to the MF ODEs exists uniquely, and by
Lemma 38, the support of Law (w1 (t, C1)) is R
d1 at all t. By the convergence assumption, we have that
for any ǫ > 0, there exists T (ǫ) such that for all t ≥ T (ǫ) and P -almost every c1, c2:
ǫ ≥ ∣∣EZ [∆H2 (t, Z, c2)ϕ1 (〈w1 (t, c1) ,X〉)]∣∣ = ∣∣∣〈EZ [∆H2 (t, Z, c2) |X = x] , ϕ1 (〈w1 (t, c1) , x〉)〉L2(PX)
∣∣∣ .
Since Law (w1 (t, C1)) has full support, we obtain that for u in a dense subset of R
d1 ,
ess-sup
∣∣∣〈EZ [∆H2 (t, Z, c2) |X = x] , ϕ1 (〈u, x〉)〉L2(PX)
∣∣∣ ≤ ǫ.
By continuity of u 7→ ϕ1(〈u, ·〉) in L2(PX), we extend the above to all u ∈ Rd1 . Since ϕ1 is bounded,
EC2
[∣∣∣〈EZ [∆H2 (t, Z,C2)−∆H2 (Z,C2; w¯1, w¯2, w¯3)∣∣|X = x] , ϕ1 (〈u, x〉)〉L2(PX)
∣∣∣2]
≤ KE
[(
∆H2 (t, Z,C2)−∆H2 (Z,C2; w¯1, w¯2, w¯3)
)2]
≤ KE
[ (
1 + w¯3(C2)
2
)(
(w3(t, C2)− w¯3(C2))2 + w¯3(C2)2(w2(t, C1, C2)− w¯2(C1, C2))2
+ w¯3(C2)
2w¯2(C1, C2)
2(w1(t, C1)− w¯1(C1))2
)]
,
where the last step is by the regularity assumption, similar to the calculation in the proof of Theorem 32.
Recall that the right-hand side converges to 0 as t→∞. We thus obtain that for all u ∈ Rd1 ,
EC2
[∣∣∣〈EZ [∆H2 (Z,C2; w¯1, w¯2, w¯3) |X = x] , ϕ1 (〈u, x〉)〉L2(PX)
∣∣∣2] = 0,
which yields that for all u ∈ Rd1 and P -almost every c2,∣∣∣〈EZ [∆H2 (Z, c2; w¯1, w¯2, w¯3) |X = x] , ϕ1 (〈u, x〉)〉L2(PX)
∣∣∣ = 0.
Since
{
ϕ1 (〈u, ·〉) : u ∈ Rd1
}
has dense span in L2 (PX), we have EZ
[
∆H2 (Z, c2; w¯1, w¯2, w¯3) |X = x
]
= 0
for PX-almost every x and P -almost every c2, and hence
EZ [∂2L (Y, yˆ (X; w¯1, w¯2, w¯3))|X = x]ϕ′3 (H3 (x; w¯1, w¯2, w¯3)) w¯3 (c2)ϕ′2 (H2 (x, c2; w¯1, w¯2)) = 0.
We note that our assumptions guarantee that P (w¯3 (C2) 6= 0) is positive. Indeed:
• In the case w03 (C2, 1) 6= 0 with probability 1 and ξw3 (·) = 0, it is obvious that P (w¯3 (C2) 6= 0) = 1.
• In the case L (w01, w02 , w03) < EZ [L (Y, ϕ3 (0))], we recall the following standard property of gradient
flows:
L (w1 (t, ·) , w2 (t, ·, ·) , w3 (t, ·, 1)) ≤ L
(
w1
(
t′, ·) , w2 (t′, ·, ·) , w3 (t′, ·, 1)) ,
for t ≥ t′. In particular, setting t′ = 0 and taking t→∞, it is easy to see that
L (w¯1, w¯2, w¯3) ≤ L
(
w01, w
0
2 , w
0
3
)
< EZ [L (Y, ϕ3 (0))] .
If P (w¯3 (C2) = 0) = 1 then L (w¯1, w¯2, w¯3) = EZ [L (Y, ϕ3 (0))], a contradiction.
Then since ϕ′2 and ϕ
′
3 are strictly non-zero, we have EZ [∂2L (Y, yˆ (X; w¯1, w¯2, w¯3))|X = x] = 0 for PX-
almost every x. The conclusions then follow similar to the proof of Theorem 32.
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A Useful tools
We state a martingale concentration result, which is a special case of [Pin94, Theorem 3.5] which applies
to a more general Banach space.
Theorem 39 (Concentration of martingales in Hilbert spaces.). Consider a martingale Zn ∈ Z a separable
Hilbert space such that |Zn − Zn−1| ≤ R and Z0 = 0. Then for any δ > 0,
P
(
max
k≤n
|Zk| ≥ nδ
)
≤ 2 exp
(
− nδ
2
2R2
)
.
Next we state a concentration result for i.i.d. random variables in Hilbert spaces, which is a corollary
of [PS86, Theorem 3].
Theorem 40 (Concentration of i.i.d. sum in Hilbert spaces.). Consider n i.i.d. random variables
X1, ...,Xn in a Hilbert space. Suppose that there exists a constant R > 0 such that
E
[
|Xi − E [Xi]|k
]1/k
≤ R
√
k,
for any k ≥ 1. Then for some absolute constant c > 0 and any δ > 0,
P
(
1
n
∣∣∣∣∣
n∑
i=1
Xi − E [Xi]
∣∣∣∣∣ ≥ δ
)
≤ 2 exp
(
− nδ
2
4cR2
)
.
Proof. Without loss of generality, we can assume E [Xi] = 0. By [Ver10, Lemma 5.5], there is an absolute
constant c > 0 such that for any λ ∈ R, E [exp (λ |Xi|)] ≤ exp
(
cλ2R2
)
. Then by [PS86, Theorem 3], for
any x > 0,
P
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣ ≥ x
)
≤ 2 inf
λ>0
e−λx
n∏
i=1
E
[
eλ|Xi|
]
≤ 2 inf
λ>0
exp
(−λx+ cR2λ2) = 2exp (−x2/ (4cR2)) .
This yields the claim.
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