The Noise and Crosstalk Environment for ADSL and VDSL Systems
0163-6804/99/$10.00 © 1999 IEEE elecommunications operators' access networks were originally constructed from twisted copper pairs carrying voiceband signals at frequencies below 4 kHz. The sheer inertia of the worldwide installed copper base means that it could take many years to migrate the access networks from copper to fiber. A combination of the existing copper infrastructure and digital subscriber line (DSL) transmission technologies mean that a new era of universal broadband access can now begin at a fraction of the cost, and in a fraction of the time required for optical access networks.
However, there is a threat to this vision of the future: it is relatively simple to design transmission systems that work well in simulations and in a few specific laboratory tests, but more difficult to deliver useful capacity when subjected to the hostile environment of the real network. Also, the uncontrolled deployment of such advanced transmission systems in multipair cables would result in mutual interference due to crosstalk. Such degradation can occur even when the systems are quite thoroughly specified, since they can be inadvertently operated so as to cause problems. Even a low rate of such instances would significantly pollute the copper network. It is therefore vital to understand the crosstalk environment and spectral compatibility issues for various DSL variants [1] if the broadband potential of the existing copper access network is to be fully realized.
The issues associated with the spectral compatibility of the various digital transmission systems that have been or will be deployed in the world's copper access networks are technically complex. This article describes the noise and crosstalk environment in which a variety of broadband DSL transmission systems must harmoniously coexist. The article explains how measurements have been made on live cables to provide realistic performance models. It then describes the critical areas of frequency planning and spectral compatibility which are essential if the broadband potential of the copper infrastructure is to be realized. Figure 1 shows an overview of BT's access network. Many other telcos' networks have a similar topology. The main network consists of large multipair cables which radiate out from the main distribution frame (MDF) located within the serving local exchange to flexibility points known as primary cross-connection points (PCPs). Individual cable segments are joined together to form the link from MDF to PCP. From the PCP outward, the network is known as the distribution (D-side) network, whereas the MDF to PCP link is known as the exchange (E-side) network. From the PCP, connections radiate out to distribution points (DPs). From the DP the connection is made to the customer premises via the dropwire or final drop. The distribution network may be overhead or underground.
THE COPPER ACCESS NETWORK INFRASTRUCTURE
The cables that are predominantly used in the access network are unshielded twisted pairs (UTPs) of differing gauges. The smaller gauges are found closer to the exchange (to make the large multipair cables easier to handle), the larger gauges toward the customer premises, where the environment is more hostile and there is a need to achieve maximum range for a given transmission and signaling resistance requirement.
IMPAIRMENTS FOR DSL
Copper access transmission systems face a variety of impairments that present barriers to their operation. These can be broadly classified as intrinsic or extrinsic to the cable environment.
NOISE
Examples of intrinsic noise impairments are thermal noise, echoes and reflections, attenuation, and crosstalk. There are also other components that reside in the cable infrastructure that can impair the operation of DSL systems. These include surge protectors, radio frequency interference (RFI) filters, and, in some networks, bridged taps and loading coils. Another intrinsic impairment is the condition of the cable infrastructure, which exhibits faults such as split pairs, bunched pairs, leakage to ground, low insulation resistance, battery or earth contacts, and high-resistance joints. All these impairments reduce DSL performance.
Examples of extrinsic impairments are impulsive noise originating from lightning strikes, electric fences, power lines, machinery, arc welders, switches, fluorescent lighting, and so on. There is also radio interference from broadcasting and radio transmitters.
The noise sources mentioned above can alternatively be classified as capacity or performance limiting. Capacity limiting noise is usually slowly changing, such as thermal noise and crosstalk. These noise levels are often predictable and relatively easy to take into account when the telco creates deployment-planning rules.
Performance limiting noise, such as impulses and RFI, is intermittent in nature. It is geographically variable and unpredictable, and therefore is usually accounted for in planning rules by 
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This article provides an overview of the noise and, in particular, the crosstalk environment in which DSL technology needs to operate. Transmission on the copper access network will be subject to impairments which will limit the achievable information capacity, and there is an urgent need to ensure that all DSL systems are spectrally compatible if the capacity of the network is to be fully realized. This article discusses the principles of frequency planning in copper access networks that help to ensure compatibility of deployed systems.
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using a safety margin. DSL systems seek to use additional signal processing, such as error correction with interleaving and adaptive line codes, to mitigate such sources of noise.
CROSSTALK
Crosstalk causes by far the largest contribution to capacity limiting noise for DSL systems, so it is worth examining in a little more detail here. There are two very different types of crosstalk in multipair access network cables, near-end crosstalk (NEXT) and far-end crosstalk (FEXT), as shown in Figs. 2 and 3 .
NEXT is interference that appears on another pair at the same end of the cable as the source of the interference. Its level is substantially independent of the length of the cable.
FEXT, on the other hand, is interference that appears on another pair at the opposite or far end of the cable to the source of the interference. Its level is attenuated at least as much as the signal itself if both have traveled the same distance.
NEXT affects any systems which transmit in both directions at once (e.g., echo-canceling systems), and where it occurs it invariably dominates over FEXT. NEXT can in principle be eliminated by not transmitting in both directions in the same band at the same time, separating the two directions of transmission into either nonoverlapping intervals in time or nonoverlapping frequency bands. 1 This is how ADSL and VDSL systems attempt to avoid self-NEXT by using frequency-or time-division duplexing.
EMC
DSL transmission systems are required to operate on access wire pairs which exist in a harsh physical and electromagnetic environment. Since they cannot be screened and are often hung from poles, they have the capacity to act as antennae. This means that they can pick up radiated emissions which may become sources of interference to DSL systems; equally, there is the potential for DSL line signals to leak out of the cables and cause interference to radio systems. Obviously, it is vital that both of these possibilities are understood and their impact controlled.
Emissions -Most DSL line signals up to and including ADSL use frequencies and signal levels so low that emissions are unlikely to radiate significantly. Access network cables transmit DSL signals in a balanced mode (equal and opposite voltages on each wire) which tends to cancel out potential emissions. Any signal that does find its way into the radiative unbalanced mode is likely to be poorly radiated because the wavelength is so long that the antenna efficiency of the cables is very low. This has been confirmed by measurements by both BT [2] and independent authorities. At VDSL frequencies the picture changes somewhat. Although the signal levels are still very low, the frequencies are much higher to the extent that the degrading balance of the cables allows more of it to enter the radiative mode. Once there, the shorter wavelength raises the antenna efficiency, so significant emission becomes a more real prospect. By making some careful design choices the problems can be reduced to manageable proportions, however, as has been confirmed by extensive measurements [3] [4] [5] . Coupling factor: -50+10 log(1/5 km) +20 log(f/100 kHz) dB RX TX also pick them up from external sources. Normal radio signals do not pose much of a threat to DSL signals, though, because the sophisticated receivers used have intrinsic abilities to eliminate or ignore them. RFI pickup only really becomes an issue when there are strong nearby transmitters. Again, VDSL systems are most likely to be affected because of the increased antenna efficiency of network cables at these frequencies. Some special methods can be used to mitigate these effects, such as RFI cancellation. In very severe RFI environments, such as close proximity to a strong AM broadcast transmitter, DSL systems may not be workable and substitute technology, such as direct fiber, may be the only alternative.
Susceptibility -

MEASURING FEXT
FEXT is a well understood problem for telephony cables at low frequencies. It is, however, not well characterized for higher frequencies in a real network. In a real network, FEXT is not just a function of the crosstalk in the cables, but also of joints, gauge changes, and so on. In order to understand the implications for VDSL, equipment has been developed to measure FEXT in a live network.
Measuring FEXT is both time-consuming and involved, even in a laboratory environment; in the access network it is even more problematic. In a live network not only is it more difficult to make any measurement, but also the disruption to the network has to be kept to a minimum.
In the laboratory, although cumbersome, it is straightforward to measure the FEXT in a cable. Typically the cable is either new or well maintained with few faults, also the relative arrangement of the pairs in the cable is known. Because FEXT between two pairs drops off markedly with their separation in a cable, and the couplings between two adjacent pairs will be similar from pair to pair, FEXT signal-to-noise ratios (SNRs) do not have to be measured for all pair combinations to have confidence in the characterization of the cable. This, though, is not the case in the access network, and to adequately characterize a cable here it is necessary to measure as large a set of the pair-pair combinations as possible. Figure 4 is a schematic of part of a distribution network. There are two major differences from the simple cable case:
• There are joints (represented by X in the figure).
• Sets of pairs terminate at DPs, resulting in different lengths over which crosstalk can affect the signal. In order to measure FEXT in a live network, VDSL splitters are spliced into all 100 pairs at the cabinet; similarly, VDSL splitters are spliced into all the pairs at a given DP (Fig. 5) . This reduces disruption of the customers' POTS service to the time it takes to splice in the splitter -a few seconds -and not the time it takes for the measurement, which is on the order of an hour.
A test signal generator is constructed which generates 10 separate, distinct broadband output signals. These signals are connected to up to 10 of the VDSL connections at the DP. A scanning measurement then samples the signals on each of the up to 100 VDSL connections at the cabinet sequentially. As it measures each pair it is able to separate contributions to that pair from each of the up to 10 connected distinct transmitters, thus measuring up to 10 FEXT couplings at up to 100 frequency points.
This is repeated at all the DPs present, thereby measuring all the required FEXT couplings to adequately characterize that cable.
The data is then analyzed to extract the complete coupling matrix for the cable being measured of size n x m x l where n is the number of pairs scanned, m the number of those pairs which had one of the transmitters connected at the DP at some stage during the testing, and l the number of different frequency points measured. The cable attenuations are accounted for, and the matrix can then be used to measure predictions for FEXT. Figure 6 shows overplotted the 100 FEXT SNRs for the 100 pairs of a calibration check cable. Each SNR represents the difference between a particular insertion loss and the power sum of the 99 FEXT couplings which contribute to FEXT interference into that pair.
The straight line in Fig. 6 shows the 1 percent worst-case theoretical model which the work on FEXT is intended to verify or modify. 
SPECTRAL COMPATIBILITY
Spectral compatibility is concerned with coordinating the behavior of systems sharing the cable environment, in order to realize the intrinsic data transmission capacity of the cables. Earlier sections have discussed mutual interference between the systems as the dominant noise source. Spectral compatibility is achieved by limiting the spectral power each transmitter may inject into the cables. The set of rules which define these limits is called a frequency plan.
PRODUCING A FREQUENCY PLAN
There is no consensus yet on how to produce a frequency plan. The matter is being debated in various standards bodies, notably American National Standards Institute (ANSI) T1E1.4, and eventually a common set of tools may emerge. It is very unlikely that a common frequency plan will be possible, because different networks have different topologies and different legacies of systems already deployed. Thus, each operator owning a copper access network is likely to require their own individual frequency plan which applies to that network.
It follows that standardizing equipment is not sufficient in itself to ensure conformance to a frequency plan: the standards address international markets, and it is anticipated that local configuration will be necessary from standard options.
The method used in this article is based on spectral masks [6] ; under such a plan, every transmitter has a mask applicable to it, and conforms to the plan provided that its power output is no greater than the mask at each frequency. Which mask is applicable depends on where the transmitter is located, but is independent of the type of system -the spirit of such plans is that if any type of system may transmit at a given level at a given location, every type of system may.
An example is developed below.
PERFORMANCE
The performance of a transmission system can be evaluated in terms of either the best data rate it can achieve on a given channel, or the worst channel it can use for a given data rate. The former is more usual for comparing voiceband modems; the latter is more useful to telcos as it relates to reach -the longest line a given technology can use. When a system uses the same frequency band in both directions of transmission at the same time, adjacent to a system just like itself in the same cable, the system performance is NEXT limited. Both basic rate ISDN and HDSL operate in this way. From the inception of ADSL, it was clear that to go further required systematic avoidance of NEXT; the original ADSL proposal was effectively unidirectional, using telephone key tones as the reverse channel [7] .
DUPLEXING
Systematic separation of the directional channels is called duplexing. Duplexing can be achieved either by the two directions 2 being assigned nonoverlapping frequency bands, called frequency-division duplexing (FDD), or by assigning intervals of time exclusively to each direction, called timedivision duplexing (TDD), or ping-pong. Of course, all systems which share the cable must use the same method and duplexing parameters; for TDD this requires all systems to be synchronized.
THE ADSL BAND
This subsection develops a plan for the spectral management of DSL systems connected to multipair access cabling at frequencies up to 1.1 MHz. It should be noted that it is a simplified example, not necessarily one that BT will eventually use.
Assume that the transport technologies to be supported are existing POTS, narrowband ISDN (ISDN-BA), 2 Mb/s HDSL, and new ADSL connections. In each case, one end of the connection is in the exchange, the other in the customer premises. Then the frequency plan is designed to permit the existing installed base of equipment and support a standard form of ADSL [7] , while forbidding any more powerful transmissions (which may have an adverse impact on the service quality of existing DSL systems). Furthermore, in this example FDD is assumed for ADSL.
The upstream mask is, for each frequency, the maximum of the spectra produced by ISDN-BA, HDSL, and ADSL transmitters. Since HDSL has limited reach, in both two-pair and three-pair 2 Mb/s E1 implementations, three different masks are defined for locations at different ranges from the exchange. Figure 7 is the resulting upstream mask for ranges that three-pair HDSL can reach but two-pair cannot.
The downstream mask is also the maximum of the spectra produced by ISDN-BRA, HDSL, and ADSL transmitters. The ADSL bandwidth in this direction is much wider, and dominates the higher frequencies (ISDN dominates the lower frequencies). The resulting mask is shown in Fig. 8 . Under this plan the upstream channel is NEXT limited: since its bandwidth is also available to the downstream channel, receivers at the exchange experience crosstalk from transmitters at the exchange in the same bandwidth. However, the downstream channel has parts which are exclusively reserved for that direction, and this bandwidth offers FEXT limited capacity.
THE VDSL BAND
VDSL equipment is being developed to work in the same access network as ADSL and to mainly use frequency bands above ADSL. It is not yet possible to outline a frequency plan to include it because many technical details have yet to be finalized. For example, the international standards committees are still debating whether such equipment shall use FDD or TDD as the duplexing technique. If TDD is adopted by a network operator, it will necessitate the formulation of a time as well as frequency plan.
However, it is worth noting what is already known about VDSL so that other parts of the frequency plan leave capacity unassigned:
• VDSL will normally operate over a partial segment of the local access line between the customer premises (network termination, NT) and an intermediate node containing the VDSL line termination (LT). Thus, the locations for which the plan will define masks could be the customer premises and the cross-connect street cabinet. If multiple masks are necessary, range will be defined by distance measured from the intermediate node.
• VDSL will need power backoff in the upstream channel [9] , because lines of widely varying length will share cable from the LT. In terms of transmitter masks, power backoff implies a large number of masks; it may be more appropriate to specify the spectrum at the LT receiver. Note that an ADSL system would be unable to sense the range of the intermediate node, and thus could not perform the necessary backoff. Hence, an ADSL system may not use the upstream VDSL band, even though either systems' upstream transmitter would be sited in the same location.
• Other connected equipment should not pollute the VDSL band.
There is a real threat that such pollution could occur, for example, from customer premises equipment. An example would be signals generated by equipment used by the customers to network computers in their homes using the telephony extension wiring. The signals from such systems will leak out into the access network and become a source of NEXT. Such equipment is already available in some parts of the world [10], and current versions utilize frequencies needed for VDSL operation.
THE SIGNIFICANCE OF A FREQUENCY PLAN
A frequency plan such as the example described here has enormous significance because installed equipment which conforms to the plan would be very expensive to adapt to conform to another plan. Thus, a frequency plan will become effectively permanent once it is set. However, the advantages of having a plan far outweigh the drawbacks. For example, the ADSL part of the example plan outlined above was written around current telco activities, and could become suboptimal for different service aspirations. This is a drawback. But the protection afforded to capacity, even by a somewhat suboptimal plan, is more valuable than an optimal plan which would never be completed.
Producing a plan has a long lead time, partly because it rests on technical details from the international standards bodies (which themselves require a lot of effort and collaboration), and partly because it may have impact beyond an incumbent telco's direct control (e.g., if deregulation were to require open access to the incumbent's wire pairs).
CONCLUDING REMARKS
Since the key limitation to DSL capacity is crosstalk, BT has invested considerable effort in understanding the crosstalk environment of its network. This measurement and modeling effort is enabling the real-world performance of new DSL systems to be quantified, which in turn helps BT to work with its suppliers to optimize system designs and to contribute to international standards. It also facilitates more accurate performance predictions and equipment deployment rules.
A critical aspect of the deployment rules for DSL involve ensuring that new generations of DSL and existing legacy copper transmission systems do not mutually interfere. There are now so many variants of DSL (some with extremely flexible configuration options) that it would be easy for a telco with limited expertise in this area to accidentally deploy a system that precludes future evolution options, and artificially limit the potential performance of their network. Worse still, it could degrade the performance of existing systems and even cause service interruption to customers whose traffic is carried on such systems.
Hence, it is vital for the administrator of a copper access network infrastructure to fully understand the spectral compatibility issues for the copper network. This understanding is vital because as soon as access equipment is deployed, it is very expensive to recover it in favor of "the next best thing."
Standards are necessary but not sufficient. It is still possible to use standards-compliant equipment in configurations that reduce available capacity, or impact the performance of existing systems. Protecting the potential capacity of the local access network requires coordinated management of all the transmission systems connected to it, including types of CPE such as HPNA, and limitation of their individual spectral power transmission levels. This article has presented a method for achieving this coordination via the use of spectral masks (although the method needs further development).
In summary, realization of the megabit capacity of the existing copper access network is critically dependent on understanding and controlling the crosstalk environment to ensure spectral compatibility of new and legacy transmission systems.
ACKNOWLEDGMENTS
The authors would like to acknowledge the contributions and work of other members of the Copper Access engineering team at BT Laboratories. 
