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a b s t r a c t
A new mathematical model for the transmission dynamics of a disease subject to the
quarantine (of latent cases) and isolation (of symptomatic cases) and an imperfect vaccine
is designed and analyzed. The model undergoes a backward bifurcation, where a stable
disease-free equilibrium co-exists with a stable endemic equilibrium when the associated
reproduction threshold is less than unity. It is shown that the backward bifurcation
phenomenon can be removed if the vaccine is perfect or if mass action incidence, instead
of standard incidence, is used in the model formulation. Further, the model has a unique
endemic equilibrium when the threshold quantity exceeds unity. A nonlinear Lyapunov
function, of the Goh–Volterra type, is used to show that the endemic equilibrium is
globally-asymptotically stable for a special case. Numerical simulations of the model
show that the singular use of a quarantine/isolation strategy may lead to the effective
disease control (or elimination) if its effectiveness level is at least moderately high enough.
The combined use of the quarantine/isolation strategy with a vaccination strategy will
eliminate the disease, even for the low efficacy level of the universal strategy considered
in this study. It is further shown that the imperfect vaccine could induce a positive or
negative population-level impact depending on the size (or sign) of a certain associated
epidemiological threshold.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and model formulation
The purpose of the current study is to qualitatively (and quantitatively) assess the combined impact of quarantine (of
latent cases), isolation (of symptomatic cases) and an imperfect vaccine in the control of the spread of a communicable
disease in a population. Such non-pharmaceutical [1] and pharmaceutical [2] interventions are applied to control the spread
of a number of diseases, such as SARS [3] and the recent 2009 swine influenza pandemic [4]. The study is based on the use
of a new deterministic model, which extends the quarantine/isolation model given in [5] by incorporating an imperfect
vaccine. Themodel is designed by, first of all, splitting the total human population at time t , denoted by N(t), into mutually-
exclusive compartments of unvaccinated susceptible (S(t)), vaccinated susceptible (V (t)), unvaccinated exposed (E(t)),
exposed vaccinated (EV (t)), unvaccinated infectious (I(t)), vaccinated infectious (IV (t)), quarantined unvaccinated (Q (t)),
vaccinated quarantined (QV (t)), unvaccinated hospitalized (H(t)), vaccinated hospitalized (HV (t)), unvaccinated recovered
(R(t)) and vaccinated recovered (RV (t)) individuals, so that
N(t) = S(t)+ V (t)+ E(t)+ EV (t)+ I(t)+ IV (t)+ Q (t)+ QV (t)+ H(t)+ HV (t)+ R(t)+ RV (t).
It should bementioned that exposed individuals are those that are infected but do not show clinical symptoms of the disease
yet (and are assumed not to be infectious). Furthermore, the terms ‘‘susceptible’’ and ‘‘unvaccinated susceptible’’ are used
interchangeably in this study.
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The equations of the model are obtained as follows. Individuals are recruited into the population (assumed susceptible)
at a rate Π . A fraction, ρ, of these newly-recruited individuals, are vaccinated. Furthermore, susceptible individuals are
vaccinated at a rate ζ , and the vaccine is assumed to wane at a rate ψ . Unvaccinated susceptible individuals may acquire
infection, following effective contact with infectious individuals at a rate λ, where
λ = β(I + ν1IV + ηH + ν2HV )
N
. (1)
In (1), the parameter β is the effective contact rate (that is, contact capable of leading to infection), while 0 ≤ η < 1 is the
modification parameter which accounts for the assumed reduction in disease transmission by unvaccinated hospitalized
individuals (in the H class) in comparison to non-hospitalized infectious individuals (in the I class), and 0 ≤ ν1, ν2 < 1 are
the modification parameters accounting for the vaccine-induced reduction of infectiousness for vaccinated individuals (in
the IV andHV classes) in comparison to unvaccinated infectious individuals (in the I andH classes). It is assumed that ν2 ≤ η
(to account for vaccine effect in reducing infectiousness of vaccinated hospitalized individuals in relation to unvaccinated
hospitalized individuals). It is further assumed that the vaccine is imperfect, so that vaccinated individuals can acquire
break-through infection at a reduced rate (1 − ε)λ, where 0 < ε ≤ 1 represents the vaccine efficacy. The populations of
unvaccinated and vaccinated susceptible individuals are decreased by natural death, at a rate µ.
Thus, the rates of change of the populations of susceptible and vaccinated individuals are given, respectively, by
dS
dt
= (1− ρ)Π + ψV − λS − (ζ + µ)S,
dV
dt
= ρΠ + ζ S − (1− ε)λV − (ψ + µ)V .
The population of unvaccinated exposed individuals is generated by the infection of susceptible individuals (at the rate λ)
and is decreased by the development of disease symptoms (at a rate κ), quarantine (at a rate σ ) and natural death (at the
rate µ), so that
dE
dt
= λS − (κ + σ + µ)E.
Similarly, the population of exposed vaccinated individuals is generated by the break-through infection of vaccinated
individuals (at the rate (1−ε)λ) and is decreased by the development of disease symptoms (at a rate θ1κ , where 0 < θ1 < 1
accounts for the reduction in the rate of development of symptoms for vaccinated exposed individuals in relation to
unvaccinated individuals), quarantine (at a rate σ1) and natural death (at the rate µ), so that
dEV
dt
= (1− ε)λV − (θ1κ + σ1 + µ)EV .
The population of infectious unvaccinated individuals is generated by the development of symptoms of unvaccinated
exposed individuals (at the rate κ). It is decreased by natural recovery (at a rate γ1), hospitalization (at a rate φ), natural
death (at the rate µ) and disease-induced death (at a rate δ1). This gives
dI
dt
= κE − (γ1 + φ + µ+ δ1)I.
The population of vaccinated infectious individuals is generated at the rate θ1κ , and is decreased bynatural recovery (at a rate
θ2γ1, where θ2 > 1 accounts for the assumption that vaccinated infectious individuals recover at a faster rate in comparison
to unvaccinated infectious individuals), hospitalization (at a rate θ3φ, where 0 < θ3 < 1, represents the relative reduction in
hospitalization rate of vaccinated infectious individuals in comparison to unvaccinated infectious individuals), natural death
(at the rate µ) and disease-induced death (at a rate θ4δ1, where 0 < θ4 < 1 accounts for the assumption that vaccinated
individuals have reduced disease-induced mortality in comparison to unvaccinated infectious individuals), so that
dIV
dt
= θ1κEV − (θ2γ1 + θ3φ + µ+ θ4δ1)IV .
Unvaccinated exposed individuals are quarantined at the rate σ . The population of unvaccinated quarantined individuals is
decreased by hospitalization (at a rate α) and natural death (at the rate µ). Thus,
dQ
dt
= σE − (α + µ)Q .
Similarly, exposed vaccinated individuals are quarantined at the rate σ1. The population of quarantined vaccinated
individuals is decreased by hospitalization (at a rate θ5α, where 0 < θ5 < 1 accounts for the assumption that quarantined
vaccinated individuals are hospitalized at a slower rate in comparison to unvaccinated quarantined individuals) and natural
death (at the rate µ). Thus,
dQV
dt
= σ1EV − (θ5α + µ)QV .
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The population of unvaccinated hospitalized individuals is generated by the hospitalization of unvaccinated quarantined
individuals (at the rateα) andunvaccinated symptomatic individuals (at the rateφ). This population is decreased by recovery
(at a rate γ2), natural death (at the rate µ) and disease-induced death (at a rate δ2 < δ1). It is assumed that hospitalized
individuals (vaccinated or unvaccinated) have a reduced disease-induced mortality rate in comparison to non-hospitalized
infectious individuals because of the hospital care (e.g., treatment) given to individuals in the former (hospitalized) class.
Hence,
dH
dt
= αQ + φI − (γ2 + µ+ δ2)H.
Similarly, the population of vaccinated hospitalized individuals is generated by the hospitalization of vaccinated quarantined
individuals (at the rate θ5α) and vaccinated infectious individuals (at the rate θ3φ). It is decreased by recovery (at a rate θ6γ2,
where θ6 > 1 accounts for the assumption that vaccinated infectious individuals recover at a faster rate than unvaccinated
infectious individuals), natural death (at the rate µ) and disease-induced death (at a rate θ7δ2 < θ4δ1, where 0 < θ7 < 1
accounts for the assumed reduction of disease-related mortality of vaccinated hospitalized individuals in comparison to
unvaccinated hospitalized individuals). Thus,
dHV
dt
= θ5αQV + θ3φIV − (θ6γ2 + µ+ θ7δ2)HV .
The population of unvaccinated recovered individuals is generated by the recovery of unvaccinated non-hospitalized and
unvaccinated hospitalized infectious individuals (at the rates γ1 and γ2, respectively). It is decreased by natural death (at
the rate µ), so that
dR
dt
= γ1I + γ2H − µR.
Finally, the population of recovered vaccinated individuals is generated by the recovery of vaccinated non-hospitalized and
vaccinated hospitalized infectious individuals (at the rates θ2γ1 and θ6γ2, respectively). This population is decreased by
natural death (at the rate µ), so that
dRV
dt
= θ2γ1IV + θ6γ2HV − µRV .
Unlike in the basic quarantine/isolation model considered in [5], it is assumed (for mathematical tractability) that
recovered individuals acquire permanent immunity against re-infection (so that recovered individuals do not return to
the susceptible class). Combining the aforementioned derivations and assumptions, it follows that the model for the
transmission dynamics of an infectious disease, in the presence of an imperfect vaccine, quarantine of exposed individuals
and isolation of infectious individuals, is given by the following non-linear system of differential equations (a flow diagram
is given in Fig. 1; and the associated variables and parameters are described in Tables 1 and 2):
dS
dt
= (1− ρ)Π + ψV − λS − (ζ + µ)S,
dV
dt
= ρΠ + ζ S − (1− ε)λV − (ψ + µ)V ,
dE
dt
= λS − (κ + σ + µ)E,
dEV
dt
= (1− ε)λV − (θ1κ + σ1 + µ)EV ,
dI
dt
= κE − (γ1 + φ + µ+ δ1)I,
dIV
dt
= θ1κEV − (θ2γ1 + θ3φ + µ+ θ4δ1)IV ,
dQ
dt
= σE − (α + µ)Q ,
dQV
dt
= σ1EV − (θ5α + µ)QV ,
dH
dt
= αQ + φI − (γ2 + µ+ δ2)H,
dHV
dt
= θ5αQV + θ3φIV − (θ6γ2 + µ+ θ7δ2)HV ,
dR
dt
= γ1I + γ2H − µR,
dRV
dt
= θ2γ1IV + θ6γ2HV − µRV .
(2)
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Table 1
Description of variables and parameters of the model (2).
Variable Description
S(t) Population of unvaccinated susceptible individuals
V (t) Population of vaccinated susceptible individuals
E(t) Population of unvaccinated exposed individuals
EV (t) Population of exposed vaccinated individuals
I(t) Population of unvaccinated infectious (symptomatic) individuals
IV (t) Population of infectious vaccinated individuals
Q (t) Population of unvaccinated quarantined individuals
QV (t) Population of quarantined vaccinated individuals
H(t) Population of unvaccinated hospitalized individuals
HV (t) Population of hospitalized vaccinated individuals
R(t) Population of unvaccinated recovered individuals
RV (t) Population of recovered vaccinated individuals
Parameter Description
Π Recruitment rate
β Effective contact rate
µ Natural death rate
ρ Fraction of newly-recruited individuals vaccinated
η Modification parameter for reduction in infectiousness of hospitalized individuals
ν1, ν2 Modification parameters for reduction in infectiousness of vaccinated infectious and hospitalized individuals
ε Efficacy of vaccine
ζ Vaccination rate of susceptible individuals
ψ Waning rate of vaccine
κ Progression rate from exposed to infectious class
σ Quarantine rate for exposed individuals
σ1 Quarantine rate for vaccinated exposed individuals
α Hospitalization rate for quarantined individuals
φ Hospitalization rate for infectious individuals
γ1 Recovery rate for non-hospitalized infectious individuals
γ2 Recovery rate for hospitalized individuals
δ1 Disease-induced death rate for non-hospitalized infectious individuals
δ2 Disease-induced death rate for hospitalized individuals
θ1, . . . , θ7 Modification parameters
Table 2
Estimated values for the parameters of the
model (2).
Parameters Values (per day) Sources
Π 136 [6]
β [0.1, 0.2] [6]
µ 0.0000351 [6]
γ1 0.03521 [7]
γ2 0.042553 [7]
δ1 0.04227 [8]
δ2 0.027855 [7]
κ 0.156986 [9]
α 0.156986 [9]
φ 0.20619 [7]
σ 0.1 [6]
σ1 0.06 Assumed
ψ 0.0666 Assumed
η 0.8 Assumed
ν1 0.9 Assumed
ν2 0.8 Assumed
ε [0, 1] Variable
ζ 0.7 Assumed
θ1 0.6 Assumed
θ2 1.4 Assumed
θ3 0.7 Assumed
θ4 0.6 Assumed
θ5 0.5 Assumed
θ6 1.4 Assumed
θ7 0.7 Assumed
The model (2) is a an extension of the SEIQHR model given in [5], by including six new compartments for the vaccinated
individuals (namely, V , EV ,QV , IV ,HV and RV ). The main objective of this study is to carry out a detailed rigorous qualitative
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Fig. 1. Flow diagram of the model (2).
analysis of the model (2), and to determine whether or not adding an imperfect vaccine to the quarantine/isolation model
considered in [5] alters its qualitative (equilibrium) dynamics. It is worth emphasizing that the model (2) considers an
imperfect vaccine (0 < ε < 1)with a number of therapeutic benefits, such as:
(i) the vaccine blocks infection (with efficacy 0 < ε < 1);
(ii) the vaccine reduces transmissibility in break-through infections (at rates ν1β and ν2β for infectious individuals in the
IV and HV classes, respectively; with 0 < ν1, ν2 < 1);
(iii) the vaccine slows the development of disease symptoms in exposed vaccinated individuals (at a rate θ1κ , with 0 <
θ1 < 1);
(iv) the vaccine reduces disease-induced mortality in break-through infections (at the rates θ4δ1 and θ7δ2 for IV and HV
individuals, respectively; with 0 < θ4, θ7 < 1);
(v) the vaccine increases rate of recovery in break-through infections (at rate θ2γ1 and θ6γ2, for IV and HV individuals,
respectively; with θ2 > 1 and θ6 > 1);
(vi) the vaccine reduces hospitalization rate in break-through infections (at rates θ5α and θ3σ for QV and IV individuals,
respectively; with 0 < θ3, θ5 < 1).
2. Analysis of the model
2.1. Basic properties
Since the model (2) monitors human populations, all its associated parameters are non-negative. The following basic
results can be established using the method in the appendix of [10].
Theorem 1. The variables of the model (2) are non-negative for all time. In other words, solutions of the model system (2) with
positive initial data will remain positive for all time t > 0.
Lemma 1. The closed set
D =

(S, V , E, EV , I, IV ,Q ,QV ,H,HV , R, RV ) ∈ R12+ :
S + V + E + EV + I + IV + Q + QV + H + HV + R+ RV ≤ Π
µ

is positively-invariant for the model (2).
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2.2. Local stability of Disease-free Equilibrium (DFE)
The DFE of the model (2) is given by
E0 = (S∗, V ∗, E∗, E∗V , I∗, I∗V ,Q ∗,Q ∗V ,H∗,H∗V , R∗, R∗V )
=

Π[(1− ρ)µ+ ψ]
µ(µ+ ψ + ζ ) ,
Π(ρµ+ ζ )
µ(µ+ ψ + ζ ) , 0, 0, 0, 0, 0, 0, 0, 0, 0, 0

. (3)
The local stability of E0 will be explored using the next generation operator method [11,12]. Using the notation in [12],
the non-negative matrix, F , of the new infection terms, and the M-matrix, G, of the transition terms associated with the
model (2), are given, respectively, by
F =

0 0 βω1 ν1βω1 0 0 ηβω1 ν2ηβω1
0 0 (1− ε)βω2 (1− ε)ν1βω2 0 0 (1− ε)ηβω2 (1− ε)ν2ηβω2
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

,
and,
G =

k1 0 0 0 0 0 0 0
0 k2 0 0 0 0 0 0
−κ 0 k3 0 0 0 0 0
0 −θ1κ 0 k4 0 0 0 0
−σ 0 0 0 k5 0 0 0
0 −σ1 0 0 0 k6 0 0
0 0 −φ 0 −α 0 k7 0
0 0 0 −θ3φ 0 −θ5α 0 k8

,
where,
ω1 = (1− ρ)µ+ ψ
µ+ ψ + ζ , ω2 =
ρµ+ ζ
µ+ ψ + ζ , k1 = κ + σ + µ, k2 = θ1κ + σ1 + µ,
k3 = γ1 + φ + µ+ δ1, k4 = θ2γ1 + θ3φ + µ+ θ4δ1, k5 = α + µ,
k6 = θ5α + µ, k7 = γ2 + µ+ δ2, k8 = θ6γ2 + µ+ θ7δ2.
It follows that the control reproduction number [13,14], denoted byRvac = ρ(FG−1), where ρ is the spectral radius, is given
by
Rvac = β(1− ε)ω2[ν1θ1κk1k3k5k6k7k8 + ν2ηθ1κθ3φk1k3k5k6k7 + ν2ησ1θ5αk1k3k4k5k7]k1k2k3k4k5k6k7k8
+ βω1[κk2k4k5k6k7k8 + ηφκk2k4k5k6k8 + ηασk2k3k4k6k8]
k1k2k3k4k5k6k7k8
.
Using Theorem 2 in [12], the following result is established.
Lemma 2. The DFE of the model (2), given by (3), is locally-asymptotically stable (LAS) if Rvac < 1, and unstable if Rvac > 1.
The threshold quantityRvac measures the average number of new infections generated by a single infectious individual in
a population where a certain fraction of the susceptible population are vaccinated. Lemma 2 implies that the disease can be
eliminated from the community (whenRvac < 1) if the initial sizes of the sub-populations of the model are in the basin of
attraction of the DFE (E0).
2.3. Backward bifurcation
In this section, the existence of endemic equilibria (that is, equilibria where the infected compartments of the model are
non-zero) of the model (2) is established. Let,
E1 = (S∗∗, V ∗∗, E∗∗, E∗∗V , I∗∗, I∗∗V ,Q ∗∗,Q ∗∗V ,H∗∗,H∗∗V , R∗∗, R∗∗V )
represents any arbitrary endemic equilibrium point (EEP) of the model (2). Further, define
λ∗∗ = β(I
∗∗ + ν1I∗∗V + ηH∗∗ + ν2ηH∗∗V )
N∗∗
(4)
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(the force of infection of the model (2) at steady-state). It follows, by solving the equations in (2) at steady-state, that
S∗∗ = Π{ψ + (1− ρ)[µ+ (1− ε)]}
(1− ε)(λ∗∗)2 + [(1− ε)(µ+ ζ )+ µ+ ψ]λ∗∗ + µ(ζ + ψ + µ),
V ∗∗ = Π[ρλ
∗∗ + ρµ+ ζ ]
(1− ε)(λ∗∗)2 + [(1− ε)(µ+ ζ )+ µ+ ψ]λ∗∗ + µ(ζ + ψ + µ),
E∗∗ = λ
∗∗S∗∗
k1
, E∗∗V =
(1− ε)λ∗∗V ∗∗
k2
,
I∗∗ = λ
∗∗S∗∗κ
k1k3
, I∗∗V =
(1− ε)λ∗∗V ∗∗θ1κ
k2k4
,
Q ∗∗ = λ
∗∗S∗∗σ
k1k5
, Q ∗∗V =
(1− ε)λ∗∗V ∗∗σ1
k2k6
,
H∗∗ = λ
∗∗S∗∗(ασk3 + κφk5)
k1k3k5k7
, H∗∗V =
(1− ε)λ∗∗V ∗∗(θ5ασ1k4 + θ1κθ3φk6)
k2k4k6k8
,
R∗∗ = λ
∗∗S∗∗(γ1κk5k7 + γ2ασk3 + γ2φκk5)
µk1k3k5k7
,
R∗∗V =
(1− ε)λ∗∗V ∗∗(θ2γ1θ1κk6k8 + θ6γ2θ5ασ1k4 + θ6γ2θ3φθ1κk6)
µk2k4k6k8
.
(5)
Substituting the expressions in (5) into (4) shows that the non-zero equilibria of the model satisfy the following quadratic
equation (in terms of λ∗∗):
a0(λ∗∗)2 + a1λ∗∗ + a2 = 0, (6)
where,
a0 = k2k4k6k8(1− ε)(1− ρ)(σk3k7µ+ γ1κk5k7 + κk7k5µ+ µασk3)
+ k2k4k6k8(1− ε)(1− ρ)(k3k5k7µ+ γ2φk5κ + µφk5κ + γ2ασk3)
+ ρk1k3k5k7(1− ε)(µθ4φk6θ1κ + µθ1κk6k8 + θ7γ2θ6αθ2σk4 + θ7γ2θ4φk6θ1κ)
+ ρk1k3k5k7(1− ε)(θ3γ1θ1κk6k8 + µk4k6k8 + µθ2σk4k8 + µθ6αθ2σk4),
a1 = −βµ(1− ε)[ηκφk2k4k5k6k8(1− ρ)+ ν2ρηθ5ασ1k1k3k4k5k7 + ησαk2k3k4k6k8(1− ρ)
+ ν1ρθ1κk1k3k5k6k7k8 + ν2ηρθ1κθ3φk1k3k5k6k7 + κk2k4k5k6k7k8(1− ρ)]
+ k1k3k5k7(1− ε)[µζθ1κθ3φk6(1− ρ)+ µζσ1θ5αk4(1− ρ)+ ρµθ1κk4k6(µ+ ζ )
+ ρµk4k6k8(µ+ ζ )+ µk2k4k6k8(1− ρ)(1+ ζ )+ µζθ1κk6k8(1− ρ)+ ζθ1κθ2γ1k6k8(1− ρ)
+µζσ1k4k8(1− ρ)+ µρσ1k4k8(µ+ ζ )+ σ1θ5αθ6γ2k4 + µρθ1κθ3φk6(µ+ ζ )
+µρσ1θ5αk4(µ+ ζ )+ ζθ1κθ3φθ6γ2k6(1− ρ)+ ρθ1κθ3φθ6γ2k6(µ+ ζ )
+ ρθ1κθ2γ1k6k8(µ+ ζ )+ ρσ1θ5αθ6γ2k4(µ+ ζ )]
+ k2k4k6k8[µρk1k3k5k7 + µρψσk3k5 + µρψασk3 + µσk3k7(1− ρ)(µ+ ψ)+ µρφκφk5
+µκk5k7(µ+ ψ)(1− ρ)+ µρψκk5k7 + µσαk3(µ+ ψ)(1− ρ)+ γ1κk5k7(µ+ ψ)(1− ρ)
+ ρψκγ1k5k7 + µk3k5k7(µ+ ψ)(1− ρ)+ µφκk5(µ+ ψ)(1− ρ)+ γ2ασk3(µ+ ψ)(1− ρ)
+ ρψασγ2k3 + ρψκφγ2k5 + µρψk3k5k7 + (1− ρ)(µ+ ψκφγ2k5)],
a2 = µk1k2k3k4k5k6k7k8(µ+ ζ + ψ)(1−Rvac).
The endemic equilibria of the model (2) can then be obtained by solving for λ∗∗ from (6), and substituting the positive
values of λ∗∗ into the expressions in (5). The quadratic equation (6) can be analyzed for the possibility of multiple endemic
equilibria whenRvac < 1. It should be noted that the coefficient, a0, of the quadratic (6) is always positive and a2 is positive
(negative) ifRvac is less (greater) than unity. Hence, the following result is established.
Theorem 2. The model (2) has
(i) a unique endemic equilibrium if a2 < 0⇔ Rvac > 1;
(ii) a unique endemic equilibrium if (a1 < 0 and a2 = 0) or a21 − 4a0a2 = 0;
(iii) two endemic equilibria if a2 > 0, a1 < 0 and a21 − 4a0a2 > 0;
(iv) no endemic equilibrium otherwise.
Thus, it is clear from Case (i) of Theorem 2 that the model (2) has a unique EEP (of the form E1) whenever Rvac > 1.
Furthermore, Case (iii) of Theorem 2 indicates the possibility of backward bifurcation, where a LAS DFE co-exists with a
LAS endemic equilibrium when the associated reproduction number Rvac is less than unity (see, for instance, [15–17] for
discussions on backward bifurcation) in the model (2). The epidemiological importance of the phenomenon of backward
bifurcation is that the classical requirement of havingRvac < 1 is, although necessary, not sufficient for disease elimination.
In this case, disease elimination will depend upon the initial sizes of the sub-populations of the model.
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Fig. 2. Backward bifurcation diagram for the model (2). Parameter values used are: Π = 136, β = 1.4, µ = 0.001, ζ = 0.06, ψ = 0.0001, κ =
0.00016, θ1 = 0.7θ4 = 0.9, σ1 = 0.09, θ5 = 0.9, θ2 = 1, θ6 = 1, θ3 = 0.01, θ7 = 1, δ1 = 0.001, δ2 = 0.01, ν1 = 0.9, ρ = 0.1, ε = 10−7, α = 1, φ =
1, γ1 = 0.01, γ2 = 0.1, η = 1, ν2 = 1, σ = 1 (so that,Rcvac = 0.5673706974 < Rvac = 0.6719831393 < 1).
To check for the possibility of backward bifurcation in (2), the discriminant a21 − 4a0a2 of the quadratic (6), is set to zero
and the result solved for the critical value ofRvac (denoted byRcvac). This gives:
Rcvac = 1−
a21
4a0µk1k2k3k4k5k6k7k8(µ+ ζ + ψ),
from which it can be shown that backward bifurcation occurs for values of Rvac such that Rcvac < Rvac < 1 (see also
[15–17]). This phenomenon is numerically illustrated by simulating themodel (2)with the following set of parameter values
(these parameter values may not all be realistic epidemiologically; the reader may refer to the study in [18] for discussions
on whether or not backward bifurcation can occur using a realistic set of parameter values): Π = 136, β = 1.4, µ =
0.001, ζ = 0.06, ψ = 0.0001, κ = 0.00016, θ1 = 0.7θ4 = 0.9, σ1 = 0.09, θ5 = 0.9, θ2 = 1, θ6 = 1, θ3 = 0.01, θ7 =
1, δ1 = 0.001, δ2 = 0.01, ν1 = 0.9, ρ = 0.1, ε = 10−7, α = 1, φ = 1, γ1 = 0.01, γ2 = 0.1, η = 1, ν2 = 1, σ = 1 (so
that,Rcvac = 0.5673706974 < Rvac = 0.6719831393 < 1). The result obtained, depicted in Fig. 2, shows that the model
has a DFE and two endemic equilibria (one of the endemic equilibria is LAS, the other is unstable (saddle) and the DFE is
LAS). This figure clearly shows the coexistence of two stable equilibria whenRcvac < Rvac < 1, confirming that the model
(2) exhibits backward bifurcation atRvac = 1.
It should be stated that the backward bifurcation phenomenon of the model (2) is only illustrated numerically. A more
rigorous proof, based on using center manifold theory (see, for instance, [19,20,16,12]), is given in Appendix. In particular,
Theorem 8 will be used to theoretically establish the presence of the backward bifurcation phenomenon of the model
(2). Furthermore, it should be mentioned that no such backward bifurcation phenomenon exists in the corresponding
quarantine/isolation model (without vaccine) considered in [5]. Thus, this study shows that adding vaccination to the
quarantine/isolation model in [5] alters its qualitative properties.
2.3.1. Non-existence of backward bifurcation
In this section, some scenarios where the backward bifurcation property of the model can be lost are explored. The
following cases are considered.
Case 1: Use of perfect vaccination (ε = 1)
Consider the model (2) with a perfect vaccine (so that, ε = 1). In this case, the coefficients a0, a1 and a2 of the quadratic
equation (6) reduce to a0 = 0, a1 > 0 and a2 ≥ 0whenever R˜vac = Rvac|ε=1 ≤ 1. Thus, for this case, the quadratic equation
(6) has one solution

λ∗∗ = −a2a1 ≤ 0

. Therefore, the model (2) with a perfect vaccine has no positive endemic equilibrium
whenever R˜vac < 1. This rules out the possibility of backward bifurcation in this case (since backward bifurcation requires
the existence of at least two endemic equilibria whenever R˜vac ≤ 1 [15–17]). Furthermore, it can be shown that, for the
case when ε = 1, the DFE (E0) of the model (2) is globally-asymptotically stable (GAS) under some conditions, as shown
below.
Setting ε = 1 in the model (2) gives the following reduced model (it should be noted from (2) that, for the case when
ε = 1, (EV , IV ,QV ,HV , RV )→ (0, 0, 0, 0, 0) as t →∞; hence, these variables are omitted from the asymptotic analysis of
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the model for the special case with ε = 1):
dS
dt
= (1− p)Π − λ1S − (ζ + µ)S,
dV
dt
= pΠ + ζ S − µV ,
dE
dt
= λ1S − (κ + σ + µ)E,
dI
dt
= κE − (γ1 + φ + µ+ δ1)I,
dQ
dt
= σE − (α + µ)Q ,
dH
dt
= αQ + φI − (γ2 + µ+ δ2)H,
dR
dt
= γ1I + γ2H − µR,
(7)
with the associated force of infection λ = λ1, where
λ1 = λ|ϵ=1 = β(I + ηH)S + V + E + I + Q + H + R . (8)
It can be shown that the reproduction number associated with the reduced model (7), with (8), is given by
R˜vac = Rvac|ϵ=1 = βω1(κk5k7 + ηφκk5 + ηασk3)k1k3k5k7 . (9)
Define,
D1 =

(S, V , E, I,Q ,H, R) ∈ R7+ : S + V + E + I + Q + H + R ≤
Π
µ

.
The model (7) has a DFE, given by E01 = (S∗, V ∗, 0, 0, 0, 0, 0).
Theorem 3. The DFE (E01) of the reduced model (7), with (8), is GAS inD1 whenever R˜vac ≤ ω1 < 1.
Proof. Consider the following Lyapunov function (this is the same Lyapunov function used in the proof of the GAS of the
DFE of the quarantine/isolation model in [5]):
F =

k7R˜vac
ω1ηβ

E +

k7 + ηφ
k3η

I +

α
k5

Q + H,
with Lyapunov derivative (where a dot represents differentiation with respect to time) given by
F˙ =

k7R˜vac
ω1ηβ

E˙ +

k7 + ηφ
k3η

I˙ +

α
k5

Q˙ + H˙,
= k7R˜vac
ω1ηβ
[
βS(I + ηH)
N
− k1E
]
+

k7 + ηφ
k3η

(κE − k3I)+

α
k5

(σE − k5Q )+ αQ + φI − k7H,
≤ k7R˜vac
ω1η
(I + ηH)− k1k7R˜vac
ω1ηβ
E + κ(k7 + ηφ)
k3η
E − (k7 + ηφ)
η
I + ασ
k5
E + φI − k7H, since S ≤ N inD1,
=

−k1k7R˜vac
ω1ηβ
+ κ(k7 + ηφ)
k3η
+ ασ
k5

E +

φ + k7R˜vac
ω1η
− k7 + ηφ
η

I + k7

R˜vac
ω1
− 1

H,
= k7
η

R˜vac
ω1
− 1

(I + ηH) ≤ 0 whenever R˜vac ≤ ω1 < 1.
Since all the parameters and variables of the model (2) are non-negative (Theorem 1), it follows that F˙ ≤ 0 for R˜vac ≤ ω1
(it should be noted that ω1 = S∗N∗ < 1) with F˙ = 0 if and only if E = I = Q = H = 0. Hence, F is a Lyapunov function on
D1. Thus, it follows, by LaSalle’s Invariance Principle [21], that
(E, I,Q ,H)→ (0, 0, 0, 0) as t →∞. (10)
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Since lim supt→∞ I = 0 and lim supt→∞ H = 0 (from (10)), it follows that, for a sufficiently smallϖ ∗ > 0, there exist
constantsM1 > 0 andM2 > 0 such that lim supt→∞ I ≤ ϖ ∗ for all t > M1 and lim supt→∞ H ≤ ϖ ∗ for all t > M2. Hence,
it follows from the seventh equation of the model (7) that, for t > max{M1,M2},
R˙ ≤ γ1ϖ ∗ + γ2ϖ ∗ − µR.
Thus, by the comparison theorem [22],
R∞ = lim sup
t→∞
R ≤ γ1ϖ
∗ + γ2ϖ ∗
µ
,
so that, by lettingϖ ∗ → 0,
R∞ = lim sup
t→∞
R ≤ 0. (11)
Similarly (by using lim inft→∞ I = 0 and lim inft→∞ H = 0), it can be shown that
R∞ = lim inf
t→∞ R ≥ 0. (12)
Thus, it follows from (11) and (12) that
R∞ ≥ 0 ≥ R∞.
Hence,
lim
t→∞ R = 0. (13)
Similarly, it can be shown that
lim
t→∞ S(t) =
Π[(1− ρ)µ+ ψ]
µ(µ+ ψ + ζ ) = S
∗, lim
t→∞ V (t) =
Π(ρµ+ ζ )
µ(µ+ ψ + ζ ) = V
∗. (14)
Thus, by combining Eqs. (10), (13) and (14), it follows that every solution of the equations of the model (7), with initial
conditions inD1, approaches E0 as t →∞ (for R˜vac ≤ ω1 < 1). 
Thus, these analyses show that the backward bifurcation property of the model (2) can be removed if the vaccine offers
100% protection against infection (i.e., ε = 1).
Case 2:Mass action incidence
Consider the model (2) with 0 < ε < 1 and the associated disease-induced mortality rates set to zero (so that,
δ1 = δ2 = 0). Substituting δ1 = δ2 = 0 into the model (2) shows that dN/dt = Π − µN , so that N → Π/µ as t → ∞.
Thus,Π/µ is an upper bound of N(t) provided that N(0) ≤ Π/µ. Further, if N(0) > Π/µ, then N(t) will decrease to this
level. Finally, using N = Π/µ in (1) gives
λ = β1(I + ν1IV + ηH + ν2ηHV ), where β1 = βµ
Π
. (15)
It should be mentioned that using (15) in the model (2) reduces the model (which is originally a standard incidence
model) to a mass action model. It is convenient to define the region:
Dˆ = {(S, V , E, EV , I, IV ,Q ,QV ,H,HV , R, RV ) ∈ D : S ≤ S∗, V ≤ V ∗}.
It can be shown that the associated reproduction number of the model (2), with (15), is given by
Rmvac = Rvac|δ1=δ2=0,
= β1(1− ε)V
∗[ν1θ1κk1k˜3k5k6k˜7k˜8 + ν2ηθ1κθ3φk1k˜3k5k6k˜7 + ν2ησ1θ5αk1k˜3k˜4k5k˜7]
k1k2k˜3k˜4k5k6k˜7k˜8
+ β1S
∗[κk2k˜4k5k6k˜7k˜8 + ηφκk2k˜4k5k6k˜8 + ηασk2k˜3k˜4k6k˜8]
k1k2k˜3k˜4k5k6k˜7k˜8
,
where, now, k˜3 = γ1 + φ + µ, k˜4 = θ2γ1 + θ3φ + µ, k˜7 = γ2 + µ and k˜8 = θ6γ2 + µ.
It can be shown, using the technique in Section 2.3, that the non-zero equilibria of the model (2) with (15) satisfy the
following quadratic equation (in terms of λ∗∗ = β1(I∗∗ + ν1I∗∗V + ηH∗∗ + ν2ηH∗∗V ))
b0(λ∗∗)2 + b1λ∗∗ + b2 = 0, (16)
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where,
b0 = (1− ε),
b1 = 1− (1− ρ)(1− ε)A1 + ρA2
(1− ε)l1 + l2 ,
b2 = µ(µ+ ζ + ψ)(1−Rmvac),
(17)
with,
A1 = Πβ1(ησαk˜3 + κk5k˜7 + ηφκk5)
k1k˜3k5k˜7
,
A2 = (1− ε)Πβ1(nu2ησ1θ5αk˜4 + ν1θ1κk6k˜8 + ν2ηθ1κθ3φk6)
k2k˜4k6k˜8
,
l1 = (ζ + µ), l2 = (ψ + µ).
The threshold quantityRmvac can be re-written as
Rmvac =
(1− ρ)µ+ ψ
µ(µ+ ζ + ψ)A1 +
ρµ+ ζ
µ(µ+ ζ + ψ)A2.
Further, to show that the coefficient b1 in (17) is always positive when Rmvac ≤ 1, it is sufficient to show that
(1−ρ)(1−ε)A1+ρA2
(1−ε)l1+l2 ≤ 1.
LetRmvac ≤ 1. It follows that
A1 ≤ µ(µ+ ζ + ψ)
(1− ρ)µ+ ψ and A2 ≤
µ(µ+ ζ + ψ)
ρµ+ ζ .
Hence,
(1− ρ)(1− ε)A1 + ρA2
(1− ε)l1 + l2 ≤
µ(1− ρ)(1− ε)(µ+ ζ + ψ)
[(1− ε)l1 + l2][(1− ρ)µ+ ψ] +
ρµ(µ+ ζ + ψ)
(ρµ+ ζ )[(1− ε)l1 + l2] ,
= µ(1− ρ)(1− ε)(µ+ ζ + ψ)(ρµ+ ζ )+ ρµ(µ+ ζ + ψ)[(1− ρ)µ+ ψ]
(ρµ+ ζ )[(1− ρ)µ+ ψ][(1− ε)l1 + l2] .
It can be shown, after some algebraic manipulations, that
µ(1− ρ)(1− ε)(µ+ ζ + ψ)(ρµ+ ζ )+ ρµ(µ+ ζ + ψ)[(1− ρ)µ+ ψ]
− (ρµ+ ζ )[(1− ρ)µ+ ψ][(1− ε)l1 + l2]
= [(1− ρ)− 1](1− ε)ζµψ + [(1− ε)− 1]ρµζψ
+ (ρ − 1)(1− ρ)µ2ζ + [(1− ρ)− 1](1− ε)ρµ2ψ − (1− ε)ψζ 2 − µζψ − (1− ρ)µζψ − ζψ2 ≤ 0,
so that,
(1− ρ)(1− ε)A1 + ρA2
(1− ε)l1 + l2 ≤ 1.
Hence, b1 ≤ 0 wheneverRmvac ≤ 1. In other words, forRmvac ≤ 1, the coefficients b0, b1 and b2 of the quadratic equation (16)
are non-negative. Thus, for this case (withRmvac ≤ 1,) the quadratic equation (16) has no positive root. Therefore, the model
(2) has no positive endemic equilibriumwheneverRmvac < 1 (which rules out backward bifurcation in this case). This result
is summarized below.
Theorem 4. The model (2), with (15), has no endemic equilibrium if Rmvac ≤ 1.
The following result can be claimed.
Theorem 5. The DFE of the model (2), with (15), is GAS in Dˆ whenever Rmvac ≤ 1.
Proof. Consider the following Lyapunov function:
F = k˜8
k˜7ν2

κk5k˜7 + κηφk5 + ηασ k˜3
k1k˜3k5η

E +

k˜7 + ηφ
k˜3η

I +

α
k5

Q + H

+

ν1θ1κk6k˜8 + ν2ηθ3φ + θ1κk6 + ν2ηθ5ασ1k˜4
k2k˜4k6ν2η

EV +

ν1k˜8 + ν2ηθ3φ
ν2ηk˜4

IV +

θ5α
k6

QV + HV ,
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with a Lyapunov derivative given by,
F˙ = k˜8
k˜7ν2

κk5k˜7 + κηφk5 + ηασ k˜3
k1k˜3k5η

E˙ +

k˜7 + ηφ
k˜3η

I˙ +

α
k5

Q˙ + H˙

+

ν1θ1κk6k˜8 + ν2ηθ3φ + θ1κk6 + ν2ηθ5ασ1k˜4
k2k˜4k6ν2η

E˙V +

ν1k˜8 + ν2ηθ3φ
ν2ηk˜4

I˙V +

θ5α
k6

Q˙V + H˙V . (18)
The first four terms of F˙ can be simplified as follows:
k˜8
k˜7ν2

κk5k˜7 + κηφk5 + ηασ k˜3
k1k˜3k5η

E˙ +

k˜7 + ηφ
k˜3η

I˙ +

α
k5

Q˙ + H˙

,
= k˜8
k˜7ν2

κk5k˜7 + κηφk5 + ηασ k˜3
k1k˜3k5η

(λS − k1E)+

k˜7 + ηφ
k˜3η

(κE − k˜3I)

+ k˜8
k˜7ν2

α
k5

(σE − k5Q )+ αQ + φI − k˜7H

,
= k˜8
k˜7ν2

κk5k˜7 + κηφk5 + ηασ k˜3
k1k˜3k5η

λS − k˜8
ν2η
(I + ηH),
= k˜8
ην2

κk5k˜7 + κηφk5 + ηασ k˜3
k1k˜3k5k˜7

λS − (I + ηH)

≤ k˜8
ην2

κk5k˜7 + κηφk5 + ηασ k˜3
k1k˜3k5k˜7

λS∗ − (I + ηH)

, since S ≤ S∗ in Dˆ. (19)
Similarly, by using V ≤ V ∗ in Dˆ , the last four terms of F˙ can be simplified as follows:
ν1θ1κk6k˜8 + ν2ηθ3φ + θ1κk6 + ν2ηθ5ασ1k˜4
k2k˜4k6ν2η

E˙V +

ν1k˜8 + ν2ηθ3φ
ν2ηk˜4

I˙V +

θ5α
k6

Q˙V + H˙V ,
≤ k˜8
ην2

ν1θ1κk6k˜8 + ν2ηθ3φ + θ1κk6 + ν2ηθ5ασ1k˜4
k2k˜4k6k˜8

λV ∗ − (ν1IV + ν2HV )

. (20)
Using (19) and (20) in (18) gives:
F˙ ≤ k˜8
ην2

κk5k˜7 + κηφk5 + ηασ k˜3
k1k˜3k5k˜7

λS∗ − (I + ηH)

+ k˜8
ην2

ν1θ1κk6k˜8 + ν2ηθ3φ + θ1κk6 + ν2ηθ5ασ1k˜4
k2k˜4k6k˜8

λV ∗ − (ν1IV + ν2HV )

= k˜8λ
ην2β1
(Rmvac − 1) ≤ 0, wheneverRmvac ≤ 1.
Since all the parameters and variables of the model (2) are non-negative, it follows that F˙ ≤ 0 forRmvac ≤ 1. Furthermore,
F˙ = 0 if and only if E = EV = I = IV = Q = QV = H = HV = 0. Hence, F is a Lyapunov function on Dˆ . Thus, it follows,
by LaSalle’s Invariance Principle [21], that
(E, EV , I, IV ,Q ,QV ,H,HV )→ (0, 0, 0, 0, 0, 0, 0, 0) as t →∞. (21)
The proof is concluded using the same approach as in the proof of Theorem 3. 
Hence, themodel (2) cannot undergo backward bifurcationwhen the standard incidence function is replaced by themass
action incidence function (since Theorem 4 shows that, in this case, the model has no endemic equilibriumwhenRmvac < 1;
and Theorem 5 shows that the associated DFE of the model (2), with δ1 = δ2 = 0, is GAS in Dˆ wheneverRmvac ≤ 1). Fig. 3
depicts the numerical results obtained by simulating themodel (2) with δ1 = δ2 = 0, using various initial conditions, for the
case whenRmvac < 1. It is clear from this figure that all initial solutions converged to the DFE, E0 (in line with Theorem 5).
In summary, the aforementioned analyses show that the vaccine-induced backward bifurcation phenomenon of the
model (2) can be removed by doing any of the following:
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Fig. 3. Simulation of the model (2) with δ1 = δ2 = 0 showing the total number of infected individuals as a function of time for the case whenRmvac < 1.
Parameter values used are as given in Table 2, with β = 0.15 (so that,Rmvac = 0.6815).
(i) using a perfect vaccine (with efficacy 100%); or
(ii) ignoring disease-induced mortality in the model (this is equivalent to replacing the standard incidence function in the
model with a mass action incidence function).
3. Global stability of endemic equilibrium
In this section, the global stability of the endemic equilibrium of the model (2) is given for the special case where the
vaccine does not wane (ψ = 0), no continuous vaccination (ζ = 0; but there is cohort vaccination of newly-recruited
susceptible individuals (ρ ≠ 0)), unvaccinated hospitalized individuals do not transmit infection (η = 0) and the associated
disease-induced mortality is negligible (i.e., δ1 = δ2 = 0).
Substituting ψ = ζ = η = δ1 = δ2 = 0 into the model (2) gives:
dS
dt
= (1− p)Π − λS − µS,
dV
dt
= pΠ − (1− ε)λV − µV ,
dE
dt
= λS − (κ + σ + µ)E,
dEV
dt
= (1− ε)λV − (θ1κ + σ1 + µ)EV ,
dI
dt
= κE − (γ1 + φ + µ)I,
dIV
dt
= θ1κEV − (θ2γ1 + θ3φ + µ)IV ,
dQ
dt
= σE − (α + µ)Q ,
dQV
dt
= σ1EV − (θ5α + µ)QV ,
dH
dt
= αQ + φI − (γ2 + µ)H,
dHV
dt
= θ5αQV + θ3φIV − (θ6γ2 + µ)HV ,
dR
dt
= γ1I + γ2H − µR,
dRV
dt
= θ2γ1IV + θ6γ2HV − µRV ,
(22)
where, now,
λ = β(I + ν1IV )
N
. (23)
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It should be recalled that setting δ1 = δ2 = 0 in (2) implies that N → Π/µ as t →∞. Using N = Π/µ in (23) gives
λ = β1(I + ν1IV ), where β1 = βµ
Π
. (24)
It can be shown that the associated reproduction number of the reduced model (22), with (24), is given by
Rmrvac =
β1(1− ε)ρΠν1θ1κ
µk2k˜4
+ β1(1− ρΠ)κ
µk1k˜3
.
Furthermore, it is easy to show, using the technique in Section 2.3, that the reducedmodel, (22) with (24), has a unique EEP,
of the form
E2 = (S∗∗∗, V ∗∗∗, E∗∗∗, E∗∗∗V , I∗∗∗, I∗∗∗V ,Q ∗∗∗,Q ∗∗∗V ,H∗∗∗,H∗∗∗V , R∗∗∗, R∗∗∗V ),
wheneverRmrvac > 1.
Lemma 3. The reduced model (22), with (24), has a unique positive endemic equilibrium, of the form E2, whenever Rmrvac > 1.
It is convenient to define the region
D0 = {(S, V , E, EV , I, IV ,Q ,QV ,H,HV , R, RV ) ∈ D :
E = EV = I = IV = Q = QV = H = HV = R = RV = 0}.
Theorem 6. The unique endemic equilibrium of the reduced model (22), with (24), given by E2, is GAS inD \D0 if Rmrvac > 1.
Proof. Consider the reduced model (22), with (24). LetRmrvac > 1, so that the associated unique endemic equilibrium exists
(Lemma 3). Further, consider the following non-linear Lyapunov function for the sub-system consisting of the first six
equations of (22):
F = (1− ε)β1V ∗∗∗I∗∗∗
[
S − S∗∗∗ − S∗∗∗ ln

S
S∗∗∗

+ E − E∗∗∗ − E∗∗∗ ln

E
E∗∗∗
]
+ (1− ε)β1V ∗∗∗I∗∗∗ k1
κ
[
I − I∗∗∗ − I∗∗∗ ln

I
I∗∗∗
]
+ ν1β1S∗∗∗I∗∗∗V
[
V − V ∗∗∗ − V ∗∗∗ ln

V
V ∗∗∗

+ EV − E∗∗∗V − E∗∗∗V ln

EV
E∗∗∗V
]
+ ν1β1S∗∗∗I∗∗∗V
k2
θ1κ
[
IV − I∗∗∗V − I∗∗∗V ln

IV
I∗∗∗V
]
,
with Lyapunov derivative,
F˙ = (1− ε)β1V ∗∗∗I∗∗∗
[
S˙ − S
∗∗∗
S
S˙ + E˙ − E
∗∗∗
E
E˙ + k1
κ

I˙ − I
∗∗∗
I
I˙
]
+ ν1β1S∗∗∗I∗∗∗V
[
V˙ − V
∗∗∗
V
V˙ + E˙V − E
∗∗∗
V
EV
E˙V + k2
θ1κ

I˙V − I
∗∗∗
V
IV
I˙V
]
,
so that (using the first six equations of (22)),
F˙ = cβ1V ∗∗∗I∗∗∗
[
Π1 − β1S(I + ν1IV )− µS − S
∗∗∗
S
(Π1 − β1S(I + ν1IV )− µS)
]
+ cβ1V ∗∗∗I∗∗∗
[
β1S(I + ν1IV )− k1E − E
∗∗∗
E
(β1S(I + ν1IV )− k1E)
]
+ cβ1V ∗∗∗I∗∗∗ k1
κ
[
κE − k˜3I − I
∗∗∗
I

κE − k˜3I
]
+ ν1β1S∗∗∗I∗∗∗V
[
Π2 − cβ1V (I + ν1IV )− µV − V
∗∗∗
V
(Π2 − cβ1V (I + ν1IV )− µV )
]
+ ν1β1S∗∗∗I∗∗∗V
[
cβ1V (I + ν1IV )− k2EV − E
∗∗∗
V
EV
(cβ1V (I + ν1IV )− k2EV )
]
+ ν1β1S∗∗∗I∗∗∗V
k2
θ1κ
[
θ1κEV − k˜4IV − I
∗∗∗
V
IV

θ1κEV − k˜4IV
]
, (25)
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where,
c = 1− ε, Π1 = (1− ρ)Π and Π2 = ρΠ .
It can be shown from (22) that, at the endemic steady-state E2,
Π1 = β1(I∗∗∗ + ν1I∗∗∗V )S∗∗∗ + µS∗∗∗, Π2 = cβ1(I∗∗∗ + ν1I∗∗∗V )V ∗∗∗ + µV ∗∗∗,
k1 = β1(I
∗∗∗ + ν1I∗∗∗V )S∗∗∗
E∗∗∗
, k2 = cβ1(I
∗∗∗ + ν1I∗∗∗V )V ∗∗∗
E∗∗∗V
,
k˜3I∗∗∗ = κk1 β1(I
∗∗∗ + ν1I∗∗∗V )S∗∗∗, k˜4I∗∗∗V =
θ1κ
k2
cβ1(I∗∗∗ + ν1I∗∗∗V )V ∗∗∗.
(26)
Using the first two relations of (26) in Eq. (25), and simplifying, gives
F˙ = cβ1V ∗∗∗I∗∗∗

β1(I∗∗∗ + ν1I∗∗∗V )S∗∗∗ + µS∗∗∗ − µS

+ cβ1V ∗∗∗I∗∗∗

−S
∗∗∗
S

β1(I∗∗∗ + ν1I∗∗∗V )S∗∗∗ + µS∗∗∗ − β1S(I + ν1IV )− µS

+ cβ1V ∗∗∗I∗∗∗
[
−E
∗∗∗
E
(β1S(I + ν1IV )− k1E)+ k1
κ

−k˜3I − I
∗∗∗
I

κE − k˜3I
]
+ ν1β1S∗∗∗I∗∗∗V

cβ1(I∗∗∗ + ν1I∗∗∗V )V ∗∗∗ + µV ∗∗∗ − µV

+ ν1β1S∗∗∗I∗∗∗V

−V
∗∗∗
V

cβ1(I∗∗∗ + ν1I∗∗∗V )V ∗∗∗ + µV ∗∗∗ − cβ1V (I + ν1IV )− µV

+ ν1β1S∗∗∗I∗∗∗V

−E
∗∗∗
V
EV
(cβ1V (I + ν1IV )− k2EV )+ k2
θ1κ
[
−k˜4IV − I
∗∗∗
V
IV

θ1κEV − k˜4IV
]
,
so that,
F˙ = cµβ1V ∗∗∗S∗∗∗I∗∗∗

2− S
∗∗∗
S
− S
S∗∗∗

+ ν1µβ1V ∗∗∗S∗∗∗I∗∗∗V

2− V
∗∗∗
V
− V
V ∗∗∗

+

cβ21S
∗∗∗V ∗∗∗I∗∗∗ + ν1cβ21S∗∗∗V ∗∗∗I∗∗∗V −
k1k˜3
κ
cβ1V ∗∗∗I∗∗∗

I
+

ν1cβ21S
∗∗∗V ∗∗∗I∗∗∗ + ν21cβ21S∗∗∗V ∗∗∗I∗∗∗V −
k2k˜4
θ1κ
ν1β1S∗∗∗I∗∗∗V

IV
+ cβ21S∗∗∗V ∗∗∗I∗∗∗(I∗∗∗ + ν1I∗∗∗V )− cβ21V ∗∗∗I∗∗∗
(S∗∗∗)2
S
(I∗∗∗ + ν1I∗∗∗V )
− cβ21V ∗∗∗I∗∗∗
E∗∗∗
E
S(I + ν1IV )+ k1cβ1V ∗∗∗I∗∗∗E∗∗∗ − cβ1V ∗∗∗I∗∗∗ k1EI
∗∗∗
I
+ cβ1V ∗∗∗I∗∗∗ k1k˜3
κ
I∗∗∗ + ν1cβ21S∗∗∗V ∗∗∗I∗∗∗V (I∗∗∗ + ν1I∗∗∗V )− ν1cβ21S∗∗∗I∗∗∗V
(V ∗∗∗)2
V
(I∗∗∗ + ν1I∗∗∗V )
− ν1cβ21S∗∗∗I∗∗∗V
E∗∗∗V
EV
V (I + ν1IV )+ k2ν1β1S∗∗∗I∗∗∗V E∗∗∗V
− ν1β1S∗∗∗I∗∗∗V
k2EV I∗∗∗V
IV
+ ν1β1S∗∗∗I∗∗∗V
k2k˜4
θ1κ
I∗∗∗V . (27)
It can be shown from the last two relations of (26) that
cβ21S
∗∗∗V ∗∗∗I∗∗∗ + ν1cβ21S∗∗∗V ∗∗∗I∗∗∗V −
k1k˜3
κ
cβ1V ∗∗∗I∗∗∗ = 0,
ν1cβ21S
∗∗∗V ∗∗∗I∗∗∗ + ν21cβ21S∗∗∗V ∗∗∗I∗∗∗V −
k2k˜4
θ1κ
ν1β1S∗∗∗I∗∗∗V = 0.
(28)
Substituting (28) in (27) gives
F˙ = cµβ1V ∗∗∗S∗∗∗I∗∗∗

2− S
∗∗∗
S
− S
S∗∗∗

+ ν1µβ1V ∗∗∗S∗∗∗I∗∗∗V

2− V
∗∗∗
V
− V
V ∗∗∗

+ cβ21S∗∗∗V ∗∗∗I∗∗∗(I∗∗∗ + ν1I∗∗∗V )− cβ21V ∗∗∗I∗∗∗
(S∗∗∗)2
S
(I∗∗∗ + ν1I∗∗∗V )
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− cβ21V ∗∗∗I∗∗∗
E∗∗∗
E
S(I + ν1IV )+ k1cβ1V ∗∗∗I∗∗∗E∗∗∗ − cβ1V ∗∗∗I∗∗∗ k1EI
∗∗∗
I
+ cβ1V ∗∗∗I∗∗∗ k1k˜3
κ
I∗∗∗ + ν1cβ21S∗∗∗V ∗∗∗I∗∗∗V (I∗∗∗ + ν1I∗∗∗V )− ν1cβ21S∗∗∗I∗∗∗V
(V ∗∗∗)2
V
(I∗∗∗ + ν1I∗∗∗V )
− ν1cβ21S∗∗∗I∗∗∗V
E∗∗∗V
EV
V (I + ν1IV )+ k2ν1β1S∗∗∗I∗∗∗V E∗∗∗V − ν1β1S∗∗∗I∗∗∗V
k2EV I∗∗∗V
IV
+ ν1β1S∗∗∗I∗∗∗V
k2k˜4
θ1κ
I∗∗∗V . (29)
Using the last four relations of (26) in Eq. (29) gives
F˙ = cµβ1V ∗∗∗S∗∗∗I∗∗∗

2− S
∗∗∗
S
− S
S∗∗∗

+ ν1µβ1V ∗∗∗S∗∗∗I∗∗∗V

2− V
∗∗∗
V
− V
V ∗∗∗

+ cβ21S∗∗∗V ∗∗∗I∗∗∗(I∗∗∗ + ν1I∗∗∗V )− cβ21V ∗∗∗I∗∗∗
(S∗∗∗)2
S
(I∗∗∗ + ν1I∗∗∗V )
− cβ21V ∗∗∗I∗∗∗
E∗∗∗
E
S(I + ν1IV )+ cβ21S∗∗∗V ∗∗∗I∗∗∗(I∗∗∗ + ν1I∗∗∗V )
− cβ21V ∗∗∗I∗∗∗S∗∗∗(I∗∗∗ + ν1I∗∗∗V )
EI∗∗∗
IE∗∗∗
+ cβ21S∗∗∗V ∗∗∗I∗∗∗(I∗∗∗ + ν1I∗∗∗V )
+ ν1cβ21S∗∗∗V ∗∗∗I∗∗∗V (I∗∗∗ + ν1I∗∗∗V )− ν1cβ21S∗∗∗I∗∗∗V
(V ∗∗∗)2
V
(I∗∗∗ + ν1I∗∗∗V )
− ν1cβ21S∗∗∗I∗∗∗V
E∗∗∗V
EV
V (I + ν1IV )+ k2ν1cβ21S∗∗∗V ∗∗∗I∗∗∗V (I∗∗∗ + ν1I∗∗∗V )
− ν1cβ21S∗∗∗V ∗∗∗I∗∗∗V (I∗∗∗ + ν1I∗∗∗V )
EV I∗∗∗V
E∗∗∗V IV
+ ν1cβ21S∗∗∗V ∗∗∗I∗∗∗V (I∗∗∗ + ν1I∗∗∗V ).
Thus,
F˙ = cµβ1V ∗∗∗S∗∗∗I∗∗∗

2− S
∗∗∗
S
− S
S∗∗∗

+ ν1µβ1V ∗∗∗S∗∗∗I∗∗∗V

2− V
∗∗∗
V
− V
V ∗∗∗

+ cβ21S∗∗∗V ∗∗∗(I∗∗∗)2

3− S
∗∗∗
S
− E
∗∗∗SI
ES∗∗∗I∗∗∗
− EI
∗∗∗
IE∗∗∗

+ ν21cβ21S∗∗∗V ∗∗∗(I∗∗∗V )2

3− V
∗∗∗
V
− E
∗∗∗
V VIV
EV I∗∗∗V V ∗∗∗
− EV I
∗∗∗
V
E∗∗∗V IV

+ ν1cβ21S∗∗∗V ∗∗∗I∗∗∗I∗∗∗V

6− S
∗∗∗
S
− E
∗∗∗SIV
ES∗∗∗I∗∗∗V
− EI
∗∗∗
E∗∗∗I
− V
∗∗∗
V
− E
∗∗∗
V VI
EVV ∗∗∗I∗∗∗
− EV I
∗∗∗
V
E∗∗∗V IV

.
Finally, since the arithmetic mean exceeds the geometric mean, then
2− S
∗∗∗
S
− S
S∗∗∗

≤ 0,

2− V
∗∗∗
V
− V
V ∗∗∗

≤ 0,
3− S
∗∗∗
S
− SIE
∗∗∗
S∗∗∗I∗∗∗E
− EI
∗∗∗
IE∗∗∗

≤ 0,

3− V
∗∗∗
V
− E
∗∗∗
V VIV
EV I∗∗∗V V ∗∗∗
− EV I
∗∗∗
V
E∗∗∗V IV

≤ 0,
6− S
∗∗∗
S
− E
∗∗∗SIV
ES∗∗∗I∗∗∗V
− EI
∗∗∗
E∗∗∗I
− V
∗∗∗
V
− E
∗∗∗
V VI
EVV ∗∗∗I∗∗∗
− EV I
∗∗∗
V
E∗∗∗V IV

≤ 0.
Further, since all themodel parameters are non-negative, it follows that F˙ ≤ 0 forRmrvac > 1. Thus,F is a Lyapunov function
of the sub-systemconsisting of the first six equations of themodel (22) onD\D0. Therefore, it follows, by LaSalle’s Invariance
Principle [21], that
lim
t→∞ S(t) = S
∗∗∗, lim
t→∞ V (t) = V
∗∗∗, lim
t→∞ E(t) = E
∗∗∗,
lim
t→∞ I(t) = I
∗∗∗, lim
t→∞ EV (t) = E
∗∗∗
V , limt→∞ IV (t) = I
∗∗∗
V .
(30)
The proof is concluded using the same approach as in the proof of Theorem 3. 
The above result (Theorem6) shows that, for this special case (withψ = ζ = η = δ1 = δ2 = 0), the diseasewill persist in
the population whenever the associated reproduction number (Rmrvac) exceeds unity. Fig. 4(A) depicts the simulation results
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Fig. 4. Simulation of the model (22) showing the total number of infected individuals as a function of time forRmrvac > 1. (A) Convergence to an EEP. (B)
Blow up of tail end of Fig. 4(A). Parameter values used are as given in Table 2, with β = 0.5, ψ = ζ = η = δ1 = δ2 = 0 (so that,Rmrvac = 1.2260).
of themodel (22) for the case whenRmrvac > 1, showing convergence to an EEP (in line with Theorem 6; a blow up of Fig. 4(A)
is given in Fig. 4(B) to confirm that the solutions, indeed, converged to the EEP). Further extensive numerical simulations
suggest that the endemic equilibrium (E1) of the model (2) is GAS in D \ D0, whenever Rvac > 1. Hence, the following
conjecture is suggested.
Conjecture 1. The unique endemic equilibrium of the model (2), given by E1, is GAS inD \D0, whenever Rvac > 1.
4. Assessment of Vaccine Impact
In this section, the potential impact of the imperfect vaccine is assessed by carrying out threshold analysis on the
associated reproduction number (Rmvac) as follows (it should be recalled that R
m
vac is the reproduction number associated
with the model (2) in the absence of disease-induced mortality; in this case, the requirement Rmvac ≤ 1 is sufficient for
disease elimination, as confirmed by Theorem 5). First of all, the quantityRmvac is expressed as a function of the fraction of
susceptible individuals vaccinated at steady-state, denoted by T = V∗N∗ , given by:
Rmvac(T ) =
β(1− T )(κk5k˜7 + ηφκk5 + ησαk˜3)
k1k˜3k5k˜7
+ β(1− ε)T (ν1θ1κk6k˜8 + ν2ηθ1κθ3φk6 + ν2ησ1θ5αk˜4)
k2k˜4k6k˜8
.
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DifferentiatingRmvac partially with respect to T gives
∂Rmvac
∂T
= −β(κk5k˜7 + ηφκk5 + ησαk˜3)
k1k˜3k5k˜7
+ β(1− ε)(ν1θ1κk6k˜8 + ν2ηθ1κθ3φk6 + ν2ησ1θ5αk˜4)
k2k˜4k6k˜8
. (31)
The critical (threshold) value of vaccine efficacy (denoted by εc) needed to ensure positive population-level vaccine impact
(in reducing disease burden in the community) can be obtained by setting the right-hand side of Eq. (31) to zero and
solving for ε (it should be mentioned that disease burden is typically measured in terms of the number of new infections,
hospitalizations and disease-induced mortality). This gives:
εc = 1− (κk5k˜7 + ηφκk5 + ησαk˜3)k2k˜4k6k˜8
(ν1θ1κk6k˜8 + ν2ηθ1κθ3φk6 + ν2ησ1θ5αk˜4)k1k˜3k5k˜7
.
It follows then that ∂R
m
vac
∂T
< 0 whenever ε > εc . That is, Rmvac is a decreasing function of the fraction of susceptible
individuals vaccinated at steady-state (T ) whenever ε > εc . Thus, the above analysis shows that the vaccine will have
a positive population-level impact in reducing disease burden whenever ε > εc , and will not otherwise. This result is
summarized below:
Lemma 4. Consider the model (2) with δ1 = δ2 = 0. The vaccine will have:
(i) a positive population-level impact (decrease disease burden) if ε > εc ;
(ii) no population-level impact if ε = εc ;
(iii) negative population-level impact (increase disease burden) if ε < εc .
A plot of the reproduction number (Rmvac) as a function of the fraction of susceptible individuals vaccinated at steady-state
(T ) is given in Fig. 5, for the cases where ε > εc and ε < εc . This figure shows that, for the case when ε > εc , the
reproduction threshold, Rmvac, decreases as T increases. On other hand, R
m
vac increases with increasing values of T for the
case when ε < εc (these results are in line with Lemma 4).
Alternatively, the vaccine impact can be measured by rewritingRmvac as
Rmvac = R0
[
1− V
∗
N∗

1− R0v
R0
]
, (32)
where,
R0 = β(κk5k˜7 + ηφκk5 + ησαk˜3)
k1k˜3k5k˜7
, (33)
and V ∗ and S∗ are as defined in Section 2.2. The quantity,R0, is the reproduction number of the model (2) with δ1 = δ2 = 0
in the absence of vaccination. Furthermore,
R0v = β(1− ε)(ν1θ1κk6k˜8 + ν2ηθ1κθ3φk6 + ν2ησ1θ5αk˜4)
k2k˜4k6k˜8
(34)
is the reproduction number when every individual in the population is vaccinated [23,15].
Let,
χ = V
∗
N∗

1− R0v
R0

. (35)
It should be noted from the expression in (35) that ifR0v < R0, then the vaccine impact factor, χ , is positive, so that the
vaccine will reduceRmvac (hence, the vaccine will have a positive community-wide impact in this case disease burden). On
the other hand, if R0v > R0, then the vaccine will have a negative community-wide impact (i.e., it will increase disease
burden) since χ < 0 in this case. Finally, if R0v = R0 (so that, χ = 0), then the vaccine will have no community-wide
impact. These results are summarized below.
Theorem 7. Consider the model (2) with δ1 = δ2 = 0. The vaccine will have:
(i) a positive population-level impact if χ > 0 (R0v < R0);
(ii) no population-level impact if χ = 0 (R0v = R0);
(iii) negative population-level community-wide impact if χ < 0 (R0v > R0).
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Fig. 5. Simulations of the model (2) with δ1 = δ2 = 0 showing the reproduction number (Rmvac) as a function of the fraction of susceptible individuals
vaccinated at steady-state (T ). Parameter values used are as given in Table 2, with (A): β = 0.3, θ2 = θ6 = 1.1, δ1 = δ2 = 0 and ε = 0.001 (so that,
0.001 = ε < εc = 0.0058); (B): ε = 0.5 (so that, 0.5 = ε > εc = 0.0058).
Fig. 6. Simulations of the model (2), showing the cumulative number of new cases of infection as a function of time in the presence or absence of
vaccination. Parameter values used are as given in Table 2, with β = 0.3, θ2 = θ6 = 1.1, δ1 = δ2 = 0 and ε = 0.5 (so that, χ = 0.4538 > 0, 0.5 = ε >
εc = 0.0058 and the vaccine has a positive population-level impact).
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Fig. 7. Simulations of the model (2), showing the cumulative number of new cases of infection as a function of time in the presence or absence of
vaccination. Parameter values used are as given in Table 2, with β = 0.3, θ2 = θ6 = 1.1, δ1 = δ2 = 0 and ε = 0.001 (so that, χ = −0.0053 <
0, 0.001 = ε < εc = 0.0058, and the vaccine has a negative population-level impact).
Fig. 8. Simulation of themodel (2), showing contour plots ofRmvac as a function of vaccine efficacy (ε) and the fraction of susceptible individuals vaccinated
at steady- state (T ). Parameter values used are as given in Table 2, with β = 0.15 and δ1 = δ2 = 0.
The above result (Theorem 7) is numerically illustrated, by depicting the cumulative number of new cases of infection as
a function of time, in Figs. 6 and 7. Fig. 6 shows the case with ε > εc (χ > 0), from which it is clear that the use of the
imperfect vaccine induces a positive community-wide impact (since the cumulative number of new cases of infection in the
presence of the vaccine is less than that in the absence of vaccination). However, for the case when ε < εc(χ < 0), the use
of an imperfect vaccine causes a detrimental community-wide impact (since, in this case, the cumulative number of new
cases exceeds that for the case when vaccination is not implemented (Fig. 7)).
A contour plot of Rmvac, as a function of the fraction of susceptible individuals vaccinated at steady-state (T ) and the
vaccine efficacy (ε), is depicted in Fig. 8. It is clear from Fig. 8 that effective disease elimination is feasible if the fraction
of individuals vaccinated at steady-state (T ) and vaccine efficacy (ε) are high enough. For example, if the vaccine is 70%
effective (ε = 0.7), vaccinating 50% of the susceptible population at steady-state (T = 0.5) will be sufficient to eliminate
the disease.
Further numerical simulations were carried out to assess the impact of the singular use of the quarantine/isolation
strategy (in the absence of the imperfect vaccine). The following levels of quarantine/isolation effectiveness are considered
(arbitrarily):
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Fig. 9. Simulations of the model (2) with δ1 = δ2 = 0, showing the cumulative number of new cases of infection for various effectiveness levels of the
quarantine/isolation strategy in the absence of vaccination. Parameter values used are as given in Table 2 with all vaccine-related parameters set to zero.
(A) Low effectiveness levels of quarantine/isolation strategy: β = 0.06;φ = 0.05; σ = 0.05 (so that, R0 = 1.1138). (B) Moderate effectiveness levels
of quarantine/isolation strategy: β = 0.06;φ = 0.1; σ = 0.1 (so that, R0 = 0.9815) and high effectiveness levels of quarantine/isolation strategy:
β = 0.06;φ = 1; σ = 1 (so that,R0 = 0.8491).
(i) low effectiveness level of the quarantine/isolation strategy (φ = 0.05, σ = 0.05, δ1 = δ2 = 0; so that,R0 = 1.1138);
(ii) moderate effectiveness level of the quarantine/isolation strategy (φ = 0.1, σ = 0.1, δ1 = δ2 = 0; so that,
R0 = 0.9815);
(iii) high effectiveness level of the quarantine/isolation strategy (φ = 1, σ = 1, δ1 = δ2 = 0; so that,R0 = 0.8491).
In other words, it is assumed that the moderately effective quarantine/isolation strategy is twice as effective (in reducing
disease burden) as the low effectiveness of the quarantine/isolation strategy. Furthermore, the high quarantine/isolation
effective strategy is ten times more effective than the moderately effective quarantine/isolation strategy (as mentioned
above these choices are made arbitrarily).
The simulation results obtained, depicted in Fig. 9, show a decrease in the cumulative number of new cases of infection
with increasing effectiveness level of the quarantine/isolation strategy. For instance, while the low effectiveness strategy
results in roughly over 250,000 cumulative new cases over 2 years (Fig. 9(A)), the moderate and high effectiveness levels
of the quarantine/isolation strategy resulted in only 4000 and 1000 new cases, over the same time period, respectively
(Fig. 9(B)). Thus, based on the parameter values used in these simulations, the singular use of the quarantine/isolation
strategy could lead to the effective control (or elimination) of the disease if its effectiveness level is moderately high enough
(since both themoderate and the high effectiveness level of the quarantine/isolation strategy guaranteed that the associated
reproduction number,Rmvac, is less than unity so that, by Theorem 5, the disease will be eliminated from the community).
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Fig. 10. Simulations of the model (2) with δ1 = δ2 = 0, showing the cumulative number of new cases of infection for various effectiveness levels of
the universal strategy. Parameter values used are as given in Table 2, with: (i) low effectiveness level of universal strategy: β = 0.06;φ = 0.05, σ =
0.05, σ1 = 0.05, ζ = 0.05, ρ = 0.25 (so that,Rmvac = 0.7677); (ii) moderate effectiveness level of universal strategy: β = 0.06;φ = 0.1, σ = 0.1, σ1 =
0.1, ζ = 0.1, ρ = 0.4 (so that,Rmvac = 0.5898); (iii) high effectiveness level of universal strategy: β = 0.06;φ = 1, σ = 1, σ1 = 1, ζ = 1, ρ = 0.5 (so
that,Rmvac = 0.3157).
Furthermore, simulations for the universal strategy, where the quarantine/isolation strategy is combined with a
vaccination strategy, are also carried out. Here, too, three effectiveness levels are considered (arbitrarily), as follows:
(i) low effectiveness level of the universal strategy (φ = 0.05, σ = 0.05, σ1 = 0.05, ζ = 0.05, ρ = 0.25, δ1 = δ2 = 0;
so that,Rmvac = 0.7677);
(ii) moderate effectiveness level of the universal strategy (φ = 0.1, σ = 0.1, σ1 = 0.1, ζ = 0.1, ρ = 0.4, δ1 = δ2 = 0; so
that,Rmvac = 0.5898);
(iii) high effectiveness level of the universal strategy (φ = 1, σ = 1, σ1 = 1ζ = 1, ρ = 0.5, δ1 = δ2 = 0; so that,
Rmvac = 0.3157).
Clearly, each of the three levels of the universal strategy reduces the associated reproduction number,Rmvac, to a value less
than unity (so that, by Theorem 5, the disease will be eliminated from the community under each of the aforementioned
universal strategy scenarios). Fig. 10 shows the simulation results obtained for the various effectiveness levels of the
universal strategy. This figure shows a dramatic decrease in the cumulative number of new cases in comparison to the
corresponding number of cases recorded using the quarantine/isolation strategy alone (depicted in Fig. 9). For instance,
while the low effectiveness level of the universal strategy resulted in 1800 cases over 2 years (note that the corresponding
number of cases for the quarantine/isolation strategy only is about 250,000), the moderate and high effectiveness levels of
the universal strategy resulted in 600 and 200 new cases, over the same time period, respectively.
These simulations show that, while a moderately high effectiveness level is required if only the quarantine/isolation
strategy is used, even the low effectiveness level of the universal strategy (which involve both the quarantine/isolation
strategy and vaccination strategy) will guarantee elimination of the disease from the community. Fig. 11(A) shows that the
disease can be eliminated after about 200 days using the high effectiveness level of the universal strategy (the time to disease
elimination increases with decreasing effectiveness level of the universal strategy (see Fig. 11(B) and (C))). In other words,
the prospect of disease elimination from the community is greatly enhanced if the universal strategy is used.
5. Conclusions
A new deterministic model for disease transmission, subject to the use of quarantine (of asymptomatic cases) and
isolation (of symptomatic cases) and an imperfect vaccine, is designed and rigorously analyzed. The analyses of model,
which consists of twelve mutually-exclusive epidemiological compartments, shows the following:
(i) The model undergoes the phenomenon of backward bifurcation when the associated reproduction number (Rvac) is
less than unity. The presence of this phenomenon, which does not arise if the vaccine is 100% effective or when the
standard incidence function is replaced by mass action incidence function in the model formulation, implies that the
effective control of the spread of the disease, using an imperfect vaccine (in addition to quarantine and isolation),
depends on the initial sizes of the sub-populations of the model (when Rvac < 1). This study shows that adding
vaccination to the quarantine/isolation model presented in [5] alters its equilibrium dynamics (since the vaccination-
free quarantine/isolation model considered in [5] does not exhibit the phenomenon of backward bifurcation);
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Fig. 11. Simulations of the model (2) with δ1 = δ2 = 0, showing the time needed to eliminate the disease for various effectiveness levels of the universal
strategy. Parameter values used are as given in Table 2, with: (A) high effectiveness level of universal strategy: β = 0.06;φ = 1, σ = 1, σ1 = 1, ζ =
1, ρ = 0.5 (so that, Rmvac = 0.3157); (B) moderate effectiveness level of universal strategy: β = 0.06;φ = 0.1, σ = 0.1, σ1 = 0.1, ζ = 0.1, ρ = 0.4
(so that, Rmvac = 0.5898); (C) low effectiveness level of universal strategy: β = 0.06;φ = 0.05, σ = 0.05, σ1 = 0.05, ζ = 0.05, ρ = 0.25 (so that,
Rmvac = 0.7677).
(ii) The disease-free equilibrium of the model is shown to be globally-asymptotically stable under any of the following
scenarios:
(a) if the vaccine is perfect (i.e., the vaccine is 100% effective);
(b) if there is no disease-induced mortality.
(iii) The model has a unique endemic equilibrium whenever the associated reproduction threshold (Rvac) exceeds unity.
The unique endemic equilibrium of the model is shown to be globally-asymptotically stable whenever ψ = ζ = η =
δ1 = δ2 = 0;
(iv) An imperfect vaccine could have a positive or negative population-level impact, depending on the value of some
associated threshold quantities (expressed in terms of a critical vaccine efficacy, εc , or a vaccine impact factor, χ ).
Numerical simulations of the model suggest the following:
(a) the singular use of quarantine/isolation strategy may lead to the effective control of the disease (or elimination) if its
effectiveness level is moderately high enough;
(b) the combined use of the quarantine/isolation strategy with a vaccination strategy will eliminate the disease, even for
the low efficacy level of the universal strategy (considered in this study).
Overall, this study shows that adding a vaccine to the quarantine/isolation model considered in [5] alters its asymp-
totic dynamics (by inducing the phenomenon of backward bifurcation). The prospect of disease control using quaran-
tine/isolation, as single control strategy, is bright provided its effectiveness level is moderately high enough. The use of
a universal strategy, involving the use of quarantine, isolation and an imperfect vaccine, will lead to disease elimination
even for the low effectiveness level considered in this study.
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Appendix. Proof of backward bifurcation phenomenon of model (2)
The center manifold theory [19,20] will be used theoretically to establish the presence of the backward bifurcation
phenomenon of the model (2). In particular, a theorem in [20], reproduced below for convenience, will be used.
Theorem 8 (Castillo–Chavez and Song [20]). Consider the following general system of ordinary differential equations with a
parameter φ
dx
dt
= f (x, φ), f : Rn × R→ Rn, and f ∈ C2(Rn × R). (36)
Without loss of generality, it is assumed that 0 is an equilibrium for system (36) for all values of the parameter φ, (that is
f (0, φ) ≡ 0 for allφ). Assume
A1: A = Dxf (0, 0) =

∂ fi
∂xj
, 0, 0

is the linearized matrix of system (36) around the equilibrium 0 with φ evaluated at 0. Zero is
a simple eigenvalue of A and all other eigenvalues of A have negative real parts;
A2: Matrix A has a nonnegative right eigenvector w and a left eigenvector v corresponding to the zero eigenvalue.
Let fk be the kth component of f and
a =
n−
k,i,j=1
vkwiwj
∂2fk
∂xi∂xj
(0, 0),
b =
n−
k,i=1
vkwi
∂2fk
∂xi∂φ
(0, 0).
The local dynamics of system (36) around 0 are totally determined by a and b.
i. a > 0, b > 0. When φ < 0 with |φ| ≪ 1, 0 is locally asymptotically stable and there exists a positive unstable equilibrium;
when 0 < φ ≪ 1, 0 is unstable and there exists a negative and locally asymptotically stable equilibrium.
ii. a < 0, b < 0. When φ < 0 with |φ| ≪ 1, 0 is unstable; when 0 < φ ≪ 1, 0 is locally asymptotically stable, and there exists
a positive unstable equilibrium;
iii. a > 0, b < 0. When φ < 0with |φ| ≪ 1, 0 is unstable, and there exists a locally asymptotically stable negative equilibrium;
when 0 < φ ≪ 1, 0 is stable, and a positive unstable equilibrium appears;
iv. a < 0, b > 0. When φ changes from negative to positive, 0 changes its stability from stable to unstable. Correspondingly a
negative unstable equilibrium becomes positive and locally asymptotically stable.
Particularly, if a > 0 and b > 0, then a backward bifurcation occurs at φ = 0.
It is convenient to make the following change of variables. Let
S = x1, V = x2, E = x3, EV = x4, I = x5, IV = x6,
Q = x7, QV = x8, H = x9, HV = x10, R = x11, RV = x12,
so that,
N = x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11 + x12.
Furthermore, let X = (x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12)T . Thus, the model (2) can be re-written in the form
dX
dt = F(X), with F = (f1; f2; f3; f4; f5; f6; f7; f8; f9; f10; f11; f12)T , as follows:
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dx1
dt
= f1 = (1− ρ)Π − β(x5 + ν1x6 + x9 + ν2x10)x1x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11 + x12 + ψx2 − (µ+ ζ ),
dx2
dt
= f2 = ρΠ − (1− ε)β(x5 + ν1x6 + x9 + ν2x10)x2x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11 + x12 + ζ x1 − (µ+ ψ),
dx3
dt
= f3 = β(x5 + ν1x6 + x9 + ν2x10)x1x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11 + x12 − k1x3,
dx4
dt
= f4 = (1− ε)β(x5 + ν1x6 + x9 + ν2x10)x2x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10 + x11 + x12 − k2x4,
dx5
dt
= f5 = κx3 − k3x5,
dx6
dt
= f6 = θ1κx4 − k4x6,
dx7
dt
= f7 = σ x3 − k5x7,
dx8
dt
= f8 = σ1x4 − k6x8,
dx9
dt
= f9 = αx7 + φx5 − k7x9,
dx10
dt
= f10 = θ5αx7 + θ3φx6 − k8x10,
dx11
dt
= f11 = γ1x5 + γ2x9 − µx11,
dx12
dt
= f11 = θ2γ1x6 + θ6γ2x10 − µx11.
(37)
The Jacobian of the system (37), at the associated DFE (E0,) is given by
J(E0) = [M6×12 U6×12]
where,
M =

−(ζ + µ) ψ 0 0 − βx
∗
1
x∗1 + x∗2
− βν1x
∗
1
x∗1 + x∗2
ζ −(ψ + µ) 0 0 − (1− ε)βx
∗
2
x∗1 + x∗2
− (1− ε)βν1x
∗
2
x∗1 + x∗2
0 0 −k1 0 βx
∗
1
x∗1 + x∗2
βν1x∗1
x∗1 + x∗2
0 0 0 −k2 (1− ε)βx
∗
2
x∗1 + x∗2
(1− ε)βν1x∗2
x∗1 + x∗2
0 0 κ 0 −k3 0
0 0 0 θ1κ 0 −k4
0 0 σ 0 0 0
0 0 0 σ1 0 0
0 0 0 0 φ 0
0 0 0 0 0 θ3φ
0 0 0 0 γ1 0
0 0 0 0 0 θ2γ1

,
U =

0 0 − βηx
∗
1
x∗1 + x∗2
−βην2x
∗
1
x∗1 + x∗2
0 0
0 0 − (1− ε)βηx
∗
2
x∗1 + x∗2
− (1− ε)βην2x
∗
2
x∗1 + x∗2
0 0
0 0
βηx∗1
x∗1 + x∗2
βην2x∗1
x∗1 + x∗2
0 0
0 0
(1− ε)βηx∗2
x∗1 + x∗2
(1− ε)βην2x∗2
x∗1 + x∗2
0 0
0 0 0 0 0 0
0 0 0 0 0 0
−k5 0 0 0 0 0
0 −k6 0 0 0 0
α 0 −k7 0 0 0
0 θ5α 0 −k8 0 0
0 0 γ2 0 −µ 0
0 0 0 θ6γ2 0 −µ

.
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Consider the case whenRvac = 1. Suppose, further, that β is chosen as a bifurcation parameter. Solving for β fromRvac = 1
gives
β∗ = k1k2k3k4k5k6k7k8
B1 + B2 ,
where,
B1 = ω2k1k3k5k7(1− ε)(ν1θ1κk6k8 + ν2ηθ3φθ1κk6 + ν2ηθ5ασ1k4),
B2 = ω1k2k4k6k8(κk5k7 + ηφκk5 + ηασk3).
It should be noted that the transformed system (37), with β = β∗, has a hyperbolic equilibrium point (that is, the linearized
system has a simple eigenvalue with zero real part and all other eigenvalues have negative real part). Hence the center
manifold theory [19,20] can be used to analyze the dynamics of (37) near β = β∗. It can be shown that the right eigenvector
of J(E0)|β=β∗ is given byw = (w1, w2, . . . , w11, w12)T , where,
w1 = k2w4 + (µ+ ψ)w2
ζ
, w2 =
[ −ζ
µ(µ+ ζ + ψ)
] [
k1w3 + k2w4(µ+ ζ )
ζ
]
,
w3 = β(x
∗
1w5 + ν1x∗1w6 + ηx∗1w9 + ν2ηx∗1w10)
k1(x∗1 + x∗2)
, w7 = σw3k5 ,
w4 = (1− ε)β(x
∗
2w5 + ν1x∗2w6 + ηx∗2w9 + ν2ηx∗2w10)
k2(x∗1 + x∗2)
, w8 = σ1w4k6 ,
w11 = γ1w5 + γ2w9
µ
, w12 = θ2γ1w6 + θ6γ2w10
µ
,
w5 = w5 > 0, w6 = w6 > 0, w9 = w9 > 0, w10 = w10 > 0.
Similarly J(E0)|β=β∗ has a left eigenvector v = (v1, v2, . . . , v11, v12), where,
v1 = 0, v2 = 0, v3 = κv5 + σv7k1 , v4 =
θ1κ + θ5σv8
k2
, v5 = v5 > 0, v6 = v6 > 0,
v7 = αv9k5 , v8 =
θ5αv10
k6
v9 = v9 > 0, v10 = v10 > 0, v11 = 0, v12 = 0.
Consequently, it follows that the associated bifurcation coefficients, a and b (defined in Theorem8) are given, respectively,
by
a =
12−
k,i,j=1
vkwiwj
∂2fk(0, 0)
∂xi∂xj
= −(1− ε)v4x∗2(w1 + w3 + w4 + w5 + w6 + w7 + w8 + w9 + w10 + w11 + w12)
+w2x∗1(1− ε)v4 + w1x∗2v3 − x∗1v3(w2 + w3 + w4 + w5 + w6 + w7 + w8 + w9)
− x∗1v3(w10 + w11 + w12),
b =
12−
k,i=1
vkwi
∂2fk(0, 0)
∂xi∂β∗
= (v3x
∗
1 + (1− ε)v4x∗2)(ηw9 + w5 + w6v1 + ηw10v2)
x∗1 + x∗2
> 0.
(38)
Since the coefficient b is always positive, it follows (from Theorem8) that the system (37)will undergo backward bifurcation
if the coefficient a > 0. This result is summarized below.
Theorem 9. The transformedmodel (37), or equivalently (2), exhibits backward bifurcation atRvac = 1whenever the coefficient
a, given by (38), is positive.
References
[1] M. Cetron, J. Landwirth, Public health and ethical considerations in planning for quarantine, Yale J. Biol. Med. 78 (2005) 325–330.
[2] T. Vu, S. Farish, M. Jenkins, H. Kelly, A meta-analysis of effectiveness of influenza vaccine in persons aged 65 years and over living in the community,
Vaccine 20 (2002) 1831–1836.
[3] S. Riley, et al., Transmission dynamics of etiological agent of SARS in Hong Kong: the impact of public health interventions, Science 300 (2003)
1961–1966.
[4] M.E. Greenberg, et al., Response to a monovalent 2009 influenza A (H1N1) vaccine, N. Engl. J. Med. 361 (2009) 2407–2413.
[5] M.A. Safi, A.B. Gumel, Global asymptotic dynamics of a model for quarantine and isolation, Discrete Contin. Dyn. Syst. Ser. B 14 (2010) 209–231.
[6] A.B. Gumel, et al., Modelling strategies for controlling SARS outbreaks, Proc. R. Soc. Ser. B 271 (2004) 2223–2232.
[7] G. Chowell, C. Castillo-Chavez, P. Fenimore, C. Kribs-Zaleta, L. Arriola, J. Hyman, Model parameters and outbreak control for SARS, Emerg. Infect. Dis.
10 (2004) 1258–1263.
3070 M.A. Safi, A.B. Gumel / Computers and Mathematics with Applications 61 (2011) 3044–3070
[8] G. Leung, et al., The epidemiology of severe acute respiratory syndrome in the 2003 Hong Kong epidemic: an analysis of all 1755 patients, Ann. Intern.
Med. 9 (2004) 662–673.
[9] C. Donnelly, A. Ghani, G. Leung, A. Hedley, C. Fraser, S. Riley, et al., Epidemiological determinants of spread of casual agnet of severe acute respiratory
syndrome in Hong Kong, Lancet 361 (2003) 1761–1766.
[10] H.R. Thieme, Mathematics in Population Biology, Princeton University Press, 2003.
[11] O. Diekmann, J.A.P. Heesterbeek, J.A.J. Metz, On the definition and computation of the basic reproduction ratioR0 in models for infectious disease in
heterogeneous population, J. Math. Biol. 28 (1990) 365–382.
[12] P. van den Driessche, J. Watmough, Reproduction numbers and sub-threshold endemic equilibria for compartmental models of disease transmission,
Math. Biosci. 180 (2002) 29–48.
[13] R.M. Anderson, R.M. May, Population Biology of Infectious Diseases, Springer-Verlag, Berlin, Heidelrberg, New York, 1982.
[14] H.W. Hethcote, The mathematics of infectious diseases, SIAM Rev. 42 (2000) 599–653.
[15] E.H. Elbasha, A.B. Gumel, Theoretical assessment of public health impact of imperfect prophylactic HIV-1 vaccines with therapeutic benefits, Bull.
Math. Biol. 68 (2006) 577–614.
[16] S.M. Garba, A.B. Gumel, M.R. Abu Bakar, Backward bifurcations in dengue transmission dynamics, Math. Biosci. 1 (2008) 11–25.
[17] O. Sharomi, C.N. Podder, A.B. Gumel, E. Elbasha, J.Watmough, Role of incidence function in vaccine-induced backward bifurcation in someHIVmodels,
Math. Biosci. 2 (2007) 436–463.
[18] M. Lipsitch, M.B. Murray, Multiple equilibria: tuberculosis transmission require unrealistic assumptions, Theor. Popul. Biol. 63 (2) (2003) 169–170.
[19] J. Carr, Applications of Centre Manifold Theory, Springer-Verlag, New York, 1981.
[20] C. Castillo-Chavez, B. Song, Dynamical models of tuberculosis and their applications, Math. Biosci. Eng. 1 (2004) 361–404.
[21] J.K. Hale, Ordinary Differential Equations, John Wiley and Sons, New York, 1969.
[22] H.L. Smith, P. Waltman, The Theory of the Chemostat, Cambridge University Press, 1995.
[23] S. Blower, K. Koelle, J. Mills, Health policy modeling: epidemic control, HIV vaccines, and risky behavior, in: Kaplan, Brookmeyer (Eds.), Qualitative
Evaluation of HIV Prevention Programs, Yale University Press, 2002, pp. 260–289.
