A new result is established for nontangential limits of the Poisson integral of an f ∈ L p (R N ) for N ≥ 2. This is accomplished by showing for N = 2, ∃f such that the σ-set of f strictly contains the Lebesgue set of f. A similar theorem is also proved for Gauss-Weierstrass integrals, giving a new result for solutions of the heat equation.
Introduction
We shall operate in real N -dimensional Euclidean space, R N , N ≥ 1, and use the following notation:
x = (x 1 , ..., x N ), y = (y 1 , ..., y N ), αx + βy = (αx 1 + βy 1 , ..., αx N + βy N ),
x · y = x 1 y 1 + ... + x N y N , |x| = (x · x) 1 2 .
For t > 0 and x ∈ R N , we define the Poisson kernel, P (x, t), to be (1.1) P (x, t) = a N t[t 2 + |x| 2 ] −(N +1)/2 where a N = Γ( N +1 2 ) π (N +1)/2 . As is well known (e.g., see [SW, p. 9]) (1.2) R N P (x, t)dx = 1 for t > 0.
f (x + y)P (y, t)dy for t > 0, and refer to u(x, t) as the Poisson integral of f . In this paper , we will be concerned with nontangential limits of u (x, t) . With x 0 ∈ R N and γ > 0, let C γ (x 0 ) stand for the cone in R N +1 + with vertex (x 0 , 0) given as follows:
(1.4) C γ (x 0 ) = {(x, t) : t > 0 and t |x − x 0 | ≥ γ }.
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We say that u(x, t) has the nontangential limit l at x 0 provided the following prevails:
(1.5) ∀ γ > 0, lim
We shall write (1.5) as lim (x,t)→(x 0 ,0)
u(x, t) = l nontangentially.
In [SW, p. 62] , it is shown that if x 0 is in the Lebesgue set of f, then u(x, t) has the nontangential limit f (x 0 ) at x 0 . It is the purpose of this paper to improve upon this result, and the one which we present here appears to be new for dimension N ≥ 2. In dimension N = 1, our result is equivalent to the nontangential limit theorem given in [Z, p. 101] . In §3, we will give an example in the plane (which is easily extendable to one in higher dimensions) to show that our theorem is a true improvement over the result in [SW, p. 62] .
In order to do all this, we introduce the σ−set of f. With B(x, r) designating the open ball with center x and radius r, we say x 0 is in the σ−set of f provided the following holds: ∀ε > 0, ∃δ > 0 such that
We intend to prove the following theorem regarding the σ−set of f and nontangential limits.
We recall that "x 0 is in the Lebesgue set of f " means that
Observing that B(x, r) ⊂ B(x 0 , |x − x 0 | + r), we see from this last limit and (1.6) that x 0 in the Lebesgue set of f implies that x 0 is in the σ−set of f. Hence the theorem above is an improvement of the theorem given in [SW, p. 62] concerning nontangential limits of the Poisson integral. Likewise, it is easy to see that in dimension N = 1, x 0 in the σ−set of f is equivalent to the fact that F (x) = f has a finite derivative f (x 0 ) at x 0 . Hence, for N = 1, our theorem above is equivalent to the result given in [Z, p. 61] .
In §4 of this paper, we will prove a nontangential limit theorem for Gauss-Weierstrass integrals, thus giving a new result for solutions of the heat equation.
Proof of Theorem 1
Letting 0 = (0, ..., 0) represent the point in R N all of whose components are zero, we see with no loss in generality that we can assume from the start that x 0 = 0.
Next, let γ > 0 be given, and assume that
The theorem will be established if we can show the following: Let ε > 0 be given. Then,
To show that (2.2) is true, we first observe from (1.1)-(1.3) that
On setting
and using the fact that 0 is in the σ−set of f, we invoke (1.6) and choose δ so that
Next, we see from Holder's inequality that there exists a constant K > 0 such that
Hence, it follows from (2.3) and this last inequality that (2.2) will be established if we can succeed in showing
From (2.4), we see that
Consequently, F n (r) is absolutely continuous on the interval (0, δ) with dF n (r) dr existing almost everywhere in (0, δ) and also in L 1 (0, δ). Therefore, the integral in (2.6) is equal to
We conclude, after integrating by parts, that the inequality in (2.6) will be established if we show
Next, we observe that
We shall deal with each of these cases separately and show
If the inequalities in (2.8) and (2.9) are established, then the inequality in (2.7) follows. So to complete the proof of the theorem, it remains to show that the inequalities in (2.8) and (2.9) are valid.
We proceed with the situation in (2.8). For this case, t n < δ and 0 < r < t n . Also, from (2.1) and(1.4), |x n | ≤ γ −1 t n . Consequently, we see from (2.5) for this case
Therefore,
, and we conclude that the inequality in (2.8) does indeed hold.
So to complete the proof of the theorem, it remains to show that the inequality in (2.9) is valid. For this case, t n < r < δ, and from (2.1) and (1.4), we also see
n , and we conclude that the inequality in (2.9) is indeed valid. The proof of the theorem is therefore complete.
An example
In this section, we give an example of an f ∈ L p (R 2 ), 1 ≤ p ≤ ∞, with 0 = (0, 0) in the σ−set of f and such that 0 is not in the Lebesgue set of f. This example is easily extendable to one in L p (R N ), N ≥ 3. Hence, our theorem above is a true improvement over the one in [SW, p. 62 ].
To exhibit our example, we first consider the function h n (s) defined on the interval (n + 1) −1 ≤ s ≤ n −1 ∀n ≥ 1. In order to this, we first introduce the five points {ξ n j } 4 j=0 which subdivide the interval [(n+1) −1 , n −1 ] into four equal intervals, namely ξ n j = 1 n + 1 + j 4n(n + 1)
, j= 0, 1, 2, 3, 4.
Next, we define h n (s) to be linear in each of the intervals [ξ n 0 , ξ n 1 ], [ξ n 1 , ξ n 3 ], and [ξ n 3 , ξ n 4 ] with h n (ξ n 0 ) = h n (ξ n 2 ) = h n (ξ n 4 ) = 0 and h n (ξ n 1 ) = 1 and h n (ξ n 3 ) = −1. In other words,
We then define g(s) on the half-open interval (0,1] as follows:
and then on R in the following manner:
g(s) = 0 for s = 0 and s ≥ 1 = −g(−s) for s ≤ 0 .
It is clear that g(s) is uniformly bounded in R and continuous everywhere except s = 0. However, if we define G(s)= s 0 g(t)dt for s ∈ R, we see that G(0) = 0, that G(s) is an even function, and that
and consequently, this last inequality plus the fact that G is an even function implies that (3.3) |G(s)| |s| ≤ |s| for 0 < |s| ≤ 1.
Since G(0) = 0, we obtain from (3.3) that the derivative of G exists at 0 with dG ds (0) = 0. But then from the definition of G and the fact that g(0) = 0, we have (3.4) dG ds (s) = g(s) ∀s ∈ R.
Also, we see that
for s ∈ [(n + 1) −1 , n −1 ], n = 1, 2, ...,
We conclude from these last two sets of inequalities that
We now define the function for our example, namely f (x 1 , x 2 ) ∈ L p (R 2 ), 1 ≤ p ≤ ∞, as follows:
(3.6) f (x 1 , x 2 ) = g(x 1 ) for (x 2 1 + x 2 2 ) 1 2 ≤ 10 = 0 for (x 2 1 + x 2 2 ) 1 2 > 10.
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Also, recalling that g(0) = 0, we have that f (0) = 0. Hence, we infer from this last set of inequalities and the inequality in (3.5) that
and we conclude from (1.7) above that 0 is not in the Lebesgue set of f.
To complete our example, it remains to show that 0 is in the σ−set of f . To accomplish this, we set
and infer from (3.4) and (3.6) that F has a total derivative at each point of R 2 , and furthermore, if (x 2 1 + x 2 2 ) 1 2 ≤ 2, then
We next invoke the version of Green's theorem given in [S, p. 262 ] and obtain that for (x 2 1 + x 2 2 ) 1 2 ≤ 1 and r ≤ 1, So from (3.9) and this last computation, we have that (3.10)
Next, from the inequality in (3.3), we see that (3.11) |G(x 1 + r cos θ)| ≤ |x 1 + r cos θ| 2 for |x 1 + r cos θ| ≤ 1.
Consequently, given ε > 0 with ε < 1, choose δ = ε 2π . Then, from (3.10) and (3.11), we see that for |x| < δ and r < δ, B(x,r) [f (y) − f (0)]dy < ε(|x| + r) 2 , and we conclude from (1.6) that 0 is indeed in the σ−set of f. Therefore, 0 is not in the Lebesgue set of f , but is in the σ−set of f, and our example is complete.
Gauss-Weierstrass integrals
For t > 0 and x ∈ R N , we define the Gauss-Weierstrass kernel, W (x, t), to be (4.1)
W (x, t) = (4πt) −N/2 e −|x| 2 /4t .
As is well known (e.g., see [SW, p. 9 
and refer to w(x, t) as the Gauss-Weierstrass integral of f . It turns out that for w(x, t), we can establish a theorem similar to Theorem 1, our nontangential limit result for the Poisson integral. In particular, the following theorem holds.
Proof. The proof proceeds in a manner similar to the proof of Theorem 1. Letting 0 = (0, ..., 0) represent the point in R N , all of whose components are zero, we see with no loss in generality that we can assume from the start that x 0 = 0. Next, let γ > 0 be given, and assume that (4.4) {(x n , t n )} ∞ n=1 ⊂ C γ (0) and lim n→∞ (x n , t n ) = (0, 0).
To show that (4.5) is true, we first observe from (4.1)-(4.3) that
and using the fact that 0 is in the σ−set of f, we invoke (1.6) and choose δ so that (4.8) |F n (r)| ≤ ε(|x n | + r) N for |x n | < δ and r < δ.
Next, we see from Holder's inequality that
Hence, it follows from (4.6) and this last limit that (4.5) will be established if we can succeed in showing (4.9) lim sup
From (4.7), we see that
Consequently, F n (r) is absolutely continuous on the interval (0, δ), and we obtain as in the proof of Theorem 1 that the integral in (4.9) is equal to δ 0 dF n (r) dr e −r 2 /4t n dr.
We conclude, after integrating by parts, that the inequality in (4.9) will be established if we show (4.10) lim sup
Next, we observe that δ 0 = t n 0 + δ t n . We shall deal with each of these cases separately and show Once the inequalities in (4.11) and (4.12) are established, then the inequality in (4.10) follows. So to complete the proof of the theorem, it remains to show that the inequalities in (4.11) and (4.12) are valid. We proceed with the situation in (4.11). For this case, t n < δ and 0 < r < t n . Also, from (4.4) and(1.4), |x n | ≤ γ −1 t n . Hence, we infer from (4.8), for this case |F n (r)| ≤ ε(|x n | + r) N ≤ ε(γ −1 t n + t n ) N .
Therefore, t n 0 F n (r) r 2t n e −r 2 /4t n dr ≤ ε(γ −1 + 1) N t N n t n 0 r 2t n e −r 2 /4t n dr ≤ ε(γ −1 + 1) N t N n t 1 2 n 0 re −r 2 /4 dr.
Consequently, (4πt n ) −N/2 t n 0 F n (r) r 2t n e −r 2 /4t n dr ≤ ε(γ −1 + 1) N t N/2 n t 1 2 n 0 re −r 2 /4 dr, and we conclude that the inequality in (4.11) does indeed hold.
So to complete the proof of the theorem, it remains to show that the inequality in (4.12) is valid. For this case, t n < r < δ, and from (4.4) and (1.4), we also see that |x n | ≤ γ −1 t n ≤ γ −1 r. Hence, we infer from (4.8) that |F n (r)| ≤ ε(|x n | + r) N ≤ ε(γ −1 r + r) N , and obtain from the definition of η N below (4.5) that (4πt n ) −N/2 δ t n F n (r) r 2t n e −r 2 /4t n dr ≤ ε (γ −1 + 1) N 2t n (4πt n ) N/2 δ t n r N +1 e −r 2 /4t n dr ≤ ε (γ −1 + 1) N 2(4π) N/2 ∞ t 1 2 n r N +1 e −r 2 /4 dr ≤ εη N .
So the inequality in (4.12) is indeed valid. The proof of the theorem is therefore complete.
