Abstract. We develop a thermodynamic formalism for quasi-multiplicative potentials on a countable symbolic space and apply these results to the dimension theory of infinitely generated self-affine sets. The first application is a generalisation of Falconer's dimension formula to include typical infinitely generated self-affine sets and show the existence of an ergodic invariant measure of full dimension whenever the pressure function has a root. Considering the multifractal analysis of Birkhoff averages of general potentials Φ taking values in R N , we give a formula for the Hausdorff dimension of JΦ(α), the α-level set of the Birkhoff average, on a typical infinitely generated selfaffine set. We also show that for bounded potentials Φ, the Hausdorff dimension of JΦ(α) is given by the maximum of the critical value for the pressure and the supremum of Lyapunov dimensions of invariant measures µ for which Φ dµ = α. Our multifractal results are new in both the finitely generated and the infinitely generated setting.
Introduction
Let F be the repeller of a piecewise smooth map f : X → X. Given a continuous potential ϕ : F → R N and α ∈ R N , we are interested in the set of points in the repeller for which the Birkhoff average converges to α, J ϕ (α) = {x ∈ F : lim n→∞ 1 n n−1 i=0 ϕ(f i (x)) = α}.
(1.1)
The central question in the multifractal analysis of Birkhoff averages is to determine the Hausdorff dimension of the level sets J ϕ (α). For conformal expanding maps on compact repellers the Hausdorff dimension is given by a well known conditional variational principle; see e.g. Pesin and Weiss [31] , Fan, Feng and Wu [10] , Barreira and Saussol [3] , Feng, Lau and Wu [18] and Olsen [29, 30] . Situations in which either the map f is non-conformal or the repeller F is non-compact are far less well understood. Thus far most work on non-conformal systems has focused on maps which are obtained as skew products of conformal systems; see e.g. Barral and Mensi [2] , Barral and Feng [1] and Reeve [32, 33] . Jordan and Simon [24] have given a conditional variational principle for typical members of parameterizable families of self-affine iterated function systems with a simultaneously diagonalizable linear part.
Recently there has also been a great deal of work dealing with cases in which the repeller F is a non-compact limit set of a countable collection of contractions; see e.g. [9, 11, 13, 12, 20, 22, 27, 28, 33] . All but one of these results have concerned situations in which the map f is conformal. The only exception being [33] which deals with a family of skew products including the direct product of the Gauss map and the doubling map.
There are two facts concerning the the space of invariant measures for a continuous map of a compact metric space which make the dimension theory of compact systems a great deal easier to handle. The first is that if the space itself is compact, then the space of invariant probability measures is also compact. Thus given a sequence of invariant measures one can always extract a convergent subsequence. The second fact is that for compact systems entropy is an upper-semicontinuous function on the space of invariant measures, so given a sequence of invariant measures one may extract a weak star limit point with entropy equal to the limit superior of the entropies of the measures in the sequence. Since in our setting the underlying space N N is non-compact the main challenge comes from the lack of these two facts.
The article is organized as follows. In §2, we exhibit and motivate the results, and in §3-6, we provide the reader with all the necessary details.
Preliminaries and statement of results

2.1.
Thermodynamic formalism for sub-multiplicative potentials. Define Σ = N N to be the set of all infinite words constructed from the integers. Let Σ n = N n for all n ∈ N and Σ * = n∈N Σ n be the collection of all finite word. If ω ∈ Σ * and τ ∈ Σ * ∪ Σ, then ωτ denotes the concatenation of ω and τ . Furthermore, if ω ∈ Σ * ∪ Σ and n ∈ N, then ω| n is the unique word in Σ n for which there is τ ∈ Σ so that ω| n τ = ω. If ω, τ ∈ Σ * ∪ Σ, then by ω ∧ τ we mean the common beginning of ω and τ . Given n ∈ N and ω ∈ Σ n we set |ω| = n and define the cylinder set given by ω to be [ω] = {ωτ : τ ∈ Σ}. We denote the left shift operator by σ and let M σ (Σ) be the set of all σ-invariant Borel probability measures on Σ.
We equip Σ with the discrete topology and call it a shift space. If the shift space is constructed by using a finite alphabet, i.e. Σ = I N for some finite set I ⊂ N, then we say that the shift space is finitely generated. The shift space is compact if and only if it is finitely generated. Moreover, the cylinder sets are open and closed and they generate the Borel σ-algebra.
We shall consider maps ϕ : Σ * → (0, ∞). We refer to such maps as potentials. We say that a potential ϕ is sub-multiplicative if ϕ(ωτ ) ≤ ϕ(ω)ϕ(τ ).
for all ω, τ ∈ Σ * . A sub-multiplicative ϕ potential is said to be quasi-multiplicative if there exist a constant c ≥ 1 and a finite subset Γ ⊂ Σ * such that for any given pair ω, τ ∈ Σ * there exists κ ∈ Γ with ϕ(ω)ϕ(τ ) ≤ cϕ(ωκτ ). (2.1)
We also define K = max{|ω| : ω ∈ Γ} + 1. A sub-multiplicative ϕ potential is said to be almostmultiplicative if there exists a constant c > 0 such that ϕ(ω)ϕ(τ ) ≤ cϕ(ωτ ).
for all ω, τ ∈ Σ * . We note that quasi-multiplicativity is significantly less restrictive than the conditon of almost-multiplicativity which also appears in the literature; see e.g. Iommi and Yayama [21] . If ϕ is a sub-multiplicative potential, then we define the pressure P (ϕ) by setting
where Z n (ϕ) = ω∈Σn ϕ(ω) for all n ∈ N. Note that by the sub-multiplicativity, the pressure is well-defined, although it may not be finite. It is immediate that P (ϕ) = ∞ if and only if Z n (ϕ) = ∞ for all n ∈ N. Thus, if the shift space is finitely generated, then P (ϕ) < ∞. Observe that even if the shift space is finitely generated, the pressure can be negative infinity. Let ψ : Σ * → (0, ∞) be a sub-multiplicative potential so that P (ψ) < ∞ and Z n+m (ψ) ≥ cZ n (ψ)Z m (ψ) for some constant c > 0. If the shift space is finitely generated, then the potential ψ ≡ 1 satisfies these assumptions. Now defining ϕ : Σ * → (0, ∞) by setting ϕ(ω) = (cZ n (ψ)n!) −1 ψ(ω) for all ω ∈ Σ * , it is easy to see that ϕ is sub-multiplicative with P (ϕ) = − lim n→∞ 1 n log n! = −∞. We let M σ (Σ) denote the set of all σ-invariant Borel probability measures on Σ. Given µ ∈ M σ (Σ) along with a sub-multiplicative potential ϕ, we define the measure-theoretical pressure P µ (ϕ) by setting P µ (ϕ) = inf We adopt the usual convention according to which 0 log(x/0) = 0 log 0 = 0 for all x > 0.
Lemma 2.1. If ϕ is a sub-multiplicative potential and µ ∈ M σ (Σ), then
Proof. The proof follows from the standard theory of sub-additive sequences by the sub-multiplicativity of ϕ, the concavity of the function H(x) = −x log x, and the invariance of µ.
Furthermore, we define the Lyapunov exponent for ϕ and the entropy of µ by setting Λ µ (ϕ) = lim respectively. Similarly as in the proof of Lemma 2.1, we see that the Lyapunov exponent and the entropy are well-defined by the sub-multiplicativity of ϕ and the invariance of µ.
Lemma 2.2. If ϕ is a sub-multiplicative potential, then
Proof. To show the first claim, we may assume that P µ (ϕ) > −∞ and P (ϕ) < ∞. Thus
) > −∞ for all n ∈ N and there is n 0 ∈ N so that Z n (ϕ) < ∞ for all n ≥ n 0 . For each n ≥ n 0 and C n ⊂ Σ n we use the concavity of the function H(x) = −x log x to obtain
where β(ω) = ϕ(ω)/ ω∈Cn ϕ(ω). Dividing by n before letting n → ∞ proves the first claim.
To show the second claim, we first assume that Λ µ (ϕ) is finite. Notice first that if h µ < ∞, then also P µ (ϕ) = h µ + Λ µ (ϕ) is finite. On the other hand, if P µ (ϕ) < ∞, then there is n 0 ∈ N so that
for all n ≥ n 0 and h µ < ∞. Therefore, if h µ = ∞, then P µ (ϕ) = ∞ and the desired equality holds. Finally, we notice that the proof of the second claim in the case h µ < ∞ is similar.
Our first main result is the following variational principle. The proof of the result can be found in the end of §3.2.
Theorem A. If ϕ is a quasi-multiplicative potential, then
Moreover, if P (ϕ) < ∞, then there exists a unique invariant measure µ for which P (ϕ) = P µ (ϕ).
If the shift space is finitely generated, then we always have P µ (ϕ) = h µ + Λ µ (ϕ). Moreover, the variational principle holds for all sub-multiplicative potentials; see Käenmäki [25, Theorem 2.6] and Cao, Feng, and Huang [5, Theorem 1.1]. Quasi-multiplicativity has been a crucial property in the study of Lyapunov exponents for products of matrices; see e.g. Feng and Lau [17] , Feng [14] , and Feng and Käenmäki [16] . It has also been used in connection with finitely generated self-affine sets; see Feng [15] and Falconer and Sloan [6] . Finally, we remark that in the infinitely generated setting, Iommi and Yayama [21, Theorem 3.1] have recently verified the variational principle for almost-multiplicative potentials.
2.2.
Infinitely generated self-affine sets.
The dimension theory of self-affine sets of this form was first investigated in the finitely generated setting by Falconer [7] . A central tool in Falconer's analysis was the singular value function ϕ s . Given a matrix T ∈ GL d (R) we let 1 > γ 1 (T ) ≥ · · · ≥ γ d (T ) > 0 denote the singular values of T (the square roots of the eigenvalues of T * T ), in non-increasing order of magnitude. Thus
with m ∈ Z and 0 < δ ≤ 1, then we define the singular value function to be
N the singular value function introduces a potential by setting
for all ω ∈ Σ * . Note that ϕ s ≤ 1 for all 0 ≤ s ≤ d. Singular values γ i introduce potentials in a similar way. For example, if s ≥ 0, then γ s 1 is the sub-multiplicative potential ω → T ω s . Falconer [7, Lemma 2.1] showed that the singular value function is ϕ s is sub-multiplicative. It follows that the corresponding sub-multiplicative pressure P (ϕ s ) is well-defined. Following the proof of [26, Lemma 2.1], we see that the function s → P (ϕ s ) is strictly decreasing and thus finite on an interval I of [0, ∞). Furthermore, it is convex on connected components of I \ {1, . . . , d}. Note that also the functions s → P µ (ϕ s ) and s → Λ µ (ϕ s ) are strictly decreasing and continuous for all µ ∈ M σ (Σ).
Falconer [7, Theorem 5.3] proved that given finitely many affine contractions with contraction ratios at most 1 3 the Hausdorff dimension of the corresponding self-affine set F a is given by the unique zero of s → P (ϕ s ) for almost every translation vector a. Later Solomyak extended Falconer's proof to self-affine sets with the contraction ratios up to 
N satisfies one of the following conditions: (1) Suppose that d = 2 and for every line ℓ ∈ R 2 there is i ∈ N with T i (ℓ) = ℓ. (2) Suppose that d = 2 and the matrices T i have strictly positive entries so that the ratio of the smallest and largest entry of T i is uniformly bounded away from zero for all i ∈ N.
(3) Suppose that d ∈ N and [14, Proposition 2.8] shows that the potential γ 1 is quasi-multiplicative. Observe that the proof of [14, Proposition 2.8] applies verbatim in the infinite case. Similarly, assuming (2) , [21, Lemma 7.1] shows that γ 1 is quasi-multiplicative. The claim in both of these cases follows now by recalling that the determinant is the product of singular values. Finally, assuming (3), the quasi-multiplicativity of the singular value function is immediate.
Remark 2.4. (1) The assumption (1) in Proposition 2.3 is equivalent to the property that the matrices do not have a common eigenvector. Thus, if the 2 × 2 matrices cannot simultaneously be presented (in some coordinate system) as upper triangular matrices, then the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d.
(2) The set of (T i ) i∈N ∈ GL 2 (R) N satisfying the assumption (1) in Proposition 2.3 is open and dense set under the product topology. Indeed the set of pairs (T 1 , T 2 ) ∈ GL 2 (R) 2 for which there is no common eigenvector is easily seen to be an open and dense set of full Lebesgue measure.
(3) Falconer and Sloan [6] have introduced a certain condition under which the singular value function is quasi-multiplicative also in higher dimensions; see [6, Corollary 2.3] .
Example 2.5. Two strictly positive 2 × 2 matrices having a common eigenvector show that strict positivity does not imply irreducibility. Furthermore, if
is irreducible, but it is easy to see that there is no coordinate system in which the matrices are simultaneously strictly positive.
In our second main theorem, we generalise Falconer's dimension result to infinitely generated self-affine sets. The proof of the result can be found in §4.
2.3. Multifractal analysis of Birkhoff averages. We shall consider Birkhoff averages of functions Φ : Σ → R N . The vector space R N is endowed with the product topology, so a sequence
Given a function φ : Σ → R we define the variation var n φ for each n ∈ N by
A function φ : Σ → R is said to have summable variations if ∞ n=1 var n φ < ∞. We take a sequence Φ = (φ i ) i∈N of functions φ i : Σ → R, each with summable variations, which we think of as a function from Σ to R N . In this case, we just say that Φ : Σ → R N has summable variations. Moreover, if each φ i is bounded, then we say that Φ is bounded. We define the Birkhoff sum for each n ∈ N by
and the Birkhoff average by A n Φ = n −1 S n Φ. We define S n φ and A n φ similarly when φ : Σ → R k for some k ∈ N. We let the symbolic level set to be
Suppose we have a self-affine set F a , that is, (T i ) i∈N ∈ GL d (R) N is such that sup i∈N T i < 1 2 , a = (a i ) i∈N ∈ A, and F a = π a (Σ) is the projection of the shift space. Let us denote the affine maps x → T i x + a i by f i . If the sequence a is such that there is a compact set X ⊂ R d so that f i (X) ⊂ X for all i ∈ N and f i (X) ∩ f j (X) = ∅ for i = j, then the projection π a gives a conjugacy between the left shift σ : Σ → Σ and the well-defined map g : i∈N f i (X) → X for which
Thus, in view of (1.1), this leads us to consider the projections of symbolic level sets, J a Φ (α) = π a (E Φ (α)), for as many a ∈ A as possible.
Next we state our main results concerning multifractal formalism in this paper. For each k ∈ N we let M σ k (Σ) denote the set of all σ k -invariant Borel probability measures and define M * σ k (Σ) to be the collection of all measures µ ∈ M σ k (Σ) which are compactly supported. If k ∈ N and µ ∈ M * σ k (Σ), then we let D k (µ) to be the unique s ≥ 0 satisfying
The potential ϕ s here is the singular value function defined in (2.5). We also set
for all µ ∈ M σ (Σ) and call it a Lyapunov dimension of µ. Given α ∈ R we define an indexed family of neighbourhoods by
We have two main results concerning multifractal analysis of Birkhoff averages. In the first one, we consider general potentials and in the second one, we restrict our analysis to bounded potentials.
N is such that sup i∈N T i < 1 2 , the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N has summable variations, and α ∈ R N , then
The proof of Theorem C is given in §5. Theorem D, our second result on multifractal formalism, generalises the theorem of Fan, Jordan, Liao and Rams [11, Theorem 1.2] to the self-affine setting. Define s ∞ = inf {s : P (ϕ s ) < ∞} and P(Φ) = { Φdµ : µ ∈ M σ (Σ)}, and let P(Φ) be the closure of P(Φ) with respect to the pointwise topology.
N is such that sup i∈N T i < 1 2 , the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N is bounded with summable variations, and
3. Thermodynamic formalism for quasi-multiplicative potentials 3.1. Existence of Gibbs measures. Suppose we have a sub-multiplicative potential ϕ along with a subset I ⊂ N. We define the pressure P (ϕ, I) by
where Z n (ϕ, I) = ω∈I n ϕ(ω) for all n ∈ N. Thus Z n (ϕ, N) = Z n (ϕ) and P (ϕ, N) = P (ϕ). Observe that Z n (ϕ, I) ≤ Z n (ϕ, I) and hence also P (ϕ, J) ≤ P (ϕ, I) for all J ⊂ I ⊂ N. If C ≥ 1, then an invariant probability measure µ ∈ M σ (Σ) is said to be a C-Gibbs measure for the potential ϕ on I if it is supported on I N , the pressure P (ϕ, I) is finite, and
for all ω ∈ I n and n ∈ N. An invariant measure µ ∈ M σ (Σ) is said to be a Gibbs measure for the potential ϕ on I if there exists some C ≥ 1 such that µ is a C-Gibbs measure for the potential ϕ on I. Finally, µ ∈ M σ (Σ) is said to be a Gibbs measure for the potential ϕ if µ is a Gibbs measure for the potential ϕ on N.
In this section, our main goal is to show that if ϕ is a quasi-multiplicative potential with finite pressure, then ϕ has a Gibbs measure. We remark that this is not the case for all sub-multiplicative potentials; see [26, Example 6.4 ] for a counter-example in a finitely generated self-affine set. For a given quasi-multiplicative potential, throughout the section, we let Γ ⊂ Σ * , K ∈ N, and c ≥ 1 be as in the definition of the quasi-multiplicative potential; see (2.1).
Lemma 3.1. If ϕ is a quasi-multiplicative potential and I ⊂ N is so that Γ ⊂
for all n ∈ N. In particular, P (ϕ, I) > −∞.
Proof. Since the left-hand side inequality follows immediately from the definition of the pressure, it suffices to show the right-hand side inequality. Fix n, m ∈ N and ω i ∈ I n for all i ∈ {1, . . . , m}. By the quasi-multiplicativity, there are κ 1 , . . . , κ m−1 so that
I nm+l which is at most K m−1 to one. Hence
by letting m → ∞. The proof follows since P (ϕ, I) ≤ P (ϕ).
The following proposition is a finite approximation property for the pressure. It is a crucial property in our analysis since it makes it possible to construct a Gibbs measure on an infinitely generated shift space via its finitely generated sub-spaces. 
for all quasi-multiplicative potentials ϕ. In particular, P (ϕ) = sup{P (ϕ, I) : I ⊂ N is finite}.
Proof. Recall that P (ϕ, I ℓ ) ≤ P (ϕ, I ℓ+1 ) ≤ P (ϕ) for all ℓ ∈ N. Fix ̺ < P (ϕ), n ∈ N, and let P = lim ℓ→∞ P (ϕ, I ℓ ). Since ̺ < 1 n log Z n (ϕ), we may choose ℓ ∈ N so that Γ ⊂ K k=1 I k ℓ and ̺ < 1 n log Z n (ϕ, I ℓ ). By Lemma 3.1, we have Z n (ϕ, I ℓ ) ≤ cK max{1, e KP (ϕ) }e nP and thus ̺ < 1 n log cK + K|P (ϕ)| + P . The proof is finished by letting n → ∞. Lemma 3.3. If ϕ is a quasi-multiplicative potential with P (ϕ) < ∞, then there exists a constant C ≥ 1 such that for each I ⊂ N with Γ ⊂
for all m, n ∈ N and ω ∈ n∈N I n .
Proof. The right-hand side inequality follows immediately since
by Lemma 3.1.
To show the left-hand side inequality, we first notice that the quasi-multiplicativity implies
for all ω, κ ∈ Σ * . Applying Lemma 3.1, along with (3.1), we obtain
The proof is now finished since
We are now ready to show that every finite sub-space carries a Gibbs measure. Observe that, to be able to extend the result into infinitely generated shift space, it is crucial to find a uniform constant.
Proposition 3.4. If ϕ is a quasi-multiplicative potential with P (ϕ) < ∞, then there is C ≥ 1 so that ϕ has a C-Gibbs measure for ϕ on I for all finite subsets I ⊂ N with Γ ⊂
Proof. Let I ⊂ N be a finite subset with Γ ⊂ K k=1 I k . Given a finite word ω ∈ n∈N I n we choosẽ ω ∈ [ω] ∩ I N and let δ ω denote the point mass concentrated atω. For each n ∈ N we define a probability measure ν n on Σ by
Note that ν n is supported on I N . If m, ℓ ∈ {1, . . . , n} and ω ∈ I m , then
According to Lemmas 3.1 and 3.3 there exists a constant C ≥ 1 so that
for all finite subsets I ⊂ N with Γ ⊂ K k=1 I k . Observe that the above estimate remains true if we replace ν n • σ −ℓ by the probability measure
Since I is finite and each µ n is supported on the compact set I N , there is a convergent subsequence (µ n k ) k∈N converging to some limit µ in the weak * topology. It follows from (3.3) that µ is a σ-invariant probability measure. Moreover, by (3.2), µ is a C-Gibbs measure for ϕ on I.
Theorem 3.5. If ϕ is a quasi-multiplicative potential with P (ϕ) < ∞, then ϕ has a Gibbs measure µ. Moreover, there is C ≥ 1 so that for each ℓ ∈ N there are a finite set I ℓ ⊂ N and a C-Gibbs measure µ ℓ for ϕ on I ℓ such that P (ϕ, I ℓ ) → P (ϕ) and µ ℓ → µ in the weak * topology.
Proof. Let (I ℓ ) ℓ∈N be a sequence of non-empty finite sets I ℓ ⊂ N with I ℓ ⊂ I ℓ+1 and Γ ⊂ K k=1 I k ℓ for all ℓ ∈ N such that N = ℓ∈N I ℓ . Recalling Proposition 3.2, we have lim ℓ→∞ P (ϕ, I ℓ ) = P (ϕ). By Proposition 3.4, there exist a constant C ≥ 1 and for each ℓ ∈ N a σ-invariant probability measure µ ℓ ∈ M σ (Σ) so that
for all ω ∈ I n ℓ and ℓ ∈ N. It suffices to show that the sequence (µ ℓ ) ℓ∈N is tight, that is, for each ε > 0 there exists a compact set K ⊂ Σ for which µ ℓ (K) > 1 − ε for all ℓ ∈ N. Then the sequence (µ ℓ ) ℓ∈N has a converging subsequence and it follows from (3.4) that the limit measure of that subsequence is a Gibbs measure for ϕ.
Fix ε > 0 and notice that i∈N ϕ(i) = Z 1 (ϕ) ≤ Ce P (ϕ) < ∞ by Lemma 3.1. Thus, for each k ∈ N there is a finite subset I k ⊂ N so that
for all ℓ ∈ N.
Variational principle.
We shall study the properties of the Gibbs measure found in Theorem 3.5. At the end of this section, we prove Theorem A.
Theorem 3.6. If ϕ is a quasi-multiplicative potential with P (ϕ) < ∞ and µ is a Gibbs measure for ϕ, then µ is ergodic. In particular, µ is the only Gibbs measure for ϕ.
Proof. By (3.1), it is straightforward to see that a C-Gibbs measure µ satisfies
for all ω, τ ∈ Σ and n ≥ |ω|. The proof follows now by standard arguments; see e.g. [17, Theorem 3.2].
Lemma 3.7. If ϕ is a quasi-multiplicative potential with P (ϕ) < ∞ and µ is the Gibbs measure for ϕ on a set I ⊂ N, then P (ϕ, I) = P µ (ϕ).
Proof. By the definition of a Gibbs measure, we get
as desired.
Lemma 3.8. If ϕ is a quasi-multiplicative potential with P (ϕ) < ∞ and µ is the Gibbs measure for ϕ, then any measure ν ∈ M σ (Σ) with P (ϕ) ≤ P ν (ϕ) is absolutely continuous with respect to µ.
Proof. To prove the claim, we follow the ideas of [4] and [26, Theorem 3.6] . Let µ be a C-Gibbs measure. Assume to the contrary that there exist a measure ν ∈ M σ (Σ) with P (ϕ) ≤ P µ (ϕ) and a Borel set B ⊂ Σ so that µ(B) = 0 and ν(B) > 0. Since the semi-algebra of cylinder sets generates the Borel σ-algebra we may choose a sequence of sets (B n ) n∈N such that each B n is a union of cylinders of length n with (µ + ν)(B n △B) → 0 as n → ∞.
for all n large enough. Since ν(B n ) → ν(B) and µ(B n ) → 0 the right-hand side of (3.5) tends to −∞ as n → ∞. This contradiction finishes the proof.
We are now ready to prove Theorem A.
Proof of Theorem A. Let us first assume that P (ϕ) = ∞. Let (I ℓ ) ℓ∈N be a sequence of non-empty finite sets with I ℓ ⊂ N and Γ ⊂ K k=1 I k ℓ for all ℓ ∈ N such that N = ℓ∈N I ℓ . Recalling Proposition 3.4, let µ ℓ be a Gibbs measure for ϕ on I ℓ for all ℓ ∈ N. Now
by Proposition 3.2 and Lemma 3.7.
If P (ϕ) < ∞, then it suffices to prove that a Gibbs measure µ is the only invariant measure for which P (ϕ) = P µ (ϕ). Theorem 3.6 shows that µ is ergodic and Lemma 3.7 shows that it satisfies P (ϕ) = P µ (ϕ). If ν ∈ M σ (Σ) is an invariant measure satisfying P (ϕ) = P µ (ϕ), then ν is absolutely continuous with respect to µ by Lemma 3.8. It follows from the proof of [35, Theorem 6.10(iii)] that ν = µ.
3.3. Differentiation of pressure. Given a pair of potentials ϕ 1 , ϕ 2 : Σ * → [0, ∞) we let ϕ 1 · ϕ 2 denote the potential defined by ω → ϕ 1 (ω)ϕ 2 (ω) for all ω ∈ Σ * . Given a function φ : Σ → R we define an associated potential e φ : Σ * → [0, ∞) by setting
Lemma 3.9. If ϕ is a quasi-multiplicative potential and φ : Σ → R has summable variations, then the potential ϕ · e φ is quasi-multiplicative.
for all ω, κ ∈ Σ * . The claim follows from the quasi-multiplicativity of ϕ.
Lemma 3.10. If ϕ is a sub-multiplicative potential with P (ϕ) < ∞ and φ : Σ → R is bounded with summable variations, then the function q → P (ϕ · e(qφ)) is convex.
Proof. If q, p ∈ R and 0 ≤ λ ≤ 1, then
for all ω ∈ Σ * . Thus, by Hölder's inequality, we have
Taking logarithms, dividing by n, and letting n → ∞ gives the claim.
Lemma 3.11. If ϕ is a quasi-multiplicative potential with P (ϕ) < ∞, µ is the Gibbs measure for ϕ, and φ : Σ → R is bounded with summable variations, then the function q → P (ϕ · e qφ ) is differentiable at zero with derivative
Proof. To prove the claim, we use some of the ideas used in the proof of [26, Thorem 4.4] . It suffices to show that the right derivative exists at zero and equals to φdµ since applying this result with −φ in place of φ gives
Throughout the proof of the lemma, to simplify notation, we write P (q) in place of P (ϕ · e qφ ). By Lemma 3.10, the function q → P (q) is convex and hence there is a well-defined right derivative at zero. We shall denote it by P ′ + (0).
Since µ is a Gibbs measure for ϕ there is C ≥ 1 so that
for all ω ∈ Σ n and n ∈ N. By Theorem 3.6, µ is ergodic and thus, we may apply Birkhoff's ergodic theorem, Egorov's theorem, and the fact that φ has summable variations, to obtain
. Using the submultiplicativity of ϕ · e γ/nφ and (3.6), we have
Dividing by e nP (0) , letting n → ∞, and then γ → ∞ gives P ′ + (0) ≤ β as desired. To show that P ′ + (0) ≥ φdµ, we use Lemma 2.2 for the sub-multiplicative potential ϕ · e qφ and Lemma 3.7 for the quasi-multiplicative potential ϕ to obtain
for all q ≥ 0. The proof follows.
Dimension of infinitely generated self-affine sets
In this section, we prove Theorem B, that is, we show that the dimension of a typical infinitely generated self-affine set is a supremum of dimensions of its finitely generated subsets. We also examine when the projection of the Gibbs measure is a measure of maximal dimension. The reader is prompted to recall notation from §2.2.
Proof of Theorem B. Define s 0 = inf{s : P (ϕ s ) ≤ 0} and let (I ℓ ) ℓ∈N be a sequence of non-empty finite sets I ℓ ⊂ N with I ℓ ⊂ I ℓ+1 and Γ ⊂ K k=1 I k ℓ for all ℓ ∈ N such that N = ℓ∈N I ℓ . Fix ℓ ∈ N and let 0 < s ℓ ≤ s 0 be such that P (ϕ s ℓ , I ℓ ) = 0. To show that s 0 ≤ sup ℓ∈N s ℓ , take s < s 0 . Since P (ϕ s ) > 0 and P (ϕ s , I ℓ ) → P (ϕ s ) by Proposition 3.2, we may choose ℓ 0 ∈ N so that P (ϕ s , I ℓ 0 ) > 0. Therefore s ℓ 0 > s, and, consequently, s 0 = sup ℓ∈N s ℓ .
Choose m ∈ Z and 0 < δ ≤ 1 so that s = m + δ and let ∆ be a closed ball such that f i (∆) ⊂ ∆ for all i ∈ N. It follows from the definition of singular values that for each ω ∈ Σ * we may cover f ω (∆) with at most a constant times
balls of radius γ m+1 (ω). Thus there exists c ≥ 1 so that
for all k ∈ N. It follows that ω∈Σ k ϕ s (ω) ≥ 1 for all k ∈ N large enough. Thus P (ϕ s ) ≥ 0 and s ≥ s 0 which finishes the proof.
Considering the projection π a , we denote the pushforward measure of µ ∈ M σ (Σ) by π a µ.
Proof. Let s < t < s 0 and recall that by Lemma 3.7, Theorem A, and Lemma 2.2, the measure µ is ergodic and satisfies h µ + Λ µ (ϕ s 0 ) = 0. Hence, by Shannon-McMillan Theorem and Kingman's sub-additive ergodic theorem, we have
for µ-almost all ω ∈ Σ. Applying Egorov's theorem, we find for each ε > 0 a compact set C ⊂ Σ and n 0 ∈ N so that µ(C) > 1 − ε and µ([ω| n ]) ≤ ϕ t (ω| n ) for all ω ∈ C and n ≥ n 0 . Now, according to [34, Proposition 3.1(i)], we have log π a µ(B(π a (τ ), r)) log r = sup t ≥ 0 : To finish this section, we provide the reader with a sufficient condition to guarantee the finiteness of the Lyapunov exponent in Theorem 4.1. Recall that s ∞ = inf{s : P (ϕ s ) < ∞}.
N is such that sup i∈N T i < 1, the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, s 0 > s ∞ , and µ is the Gibbs measure for ϕ s 0 , then
Proof. Observe that since P (ϕ s 0 ) < ∞ the Gibbs measure µ for ϕ s 0 exists by Theorems 3.5 and 3.6. To prove the claim, let m ∈ Z be so that m < s 0 ≤ m + 1. By the Gibbs property there is a constant C ≥ 1 so that
for all ω ∈ Σ n and n ∈ N. Thus log
for all ω ∈ Σ n and n ∈ N. If max{s ∞ , m} < t < s 0 , then P (ϕ t ) < ∞ and Z n (ϕ t ) < ∞ for all n ∈ N by Lemma 3.1. As in (2.4), Jensen's inequality gives
Since ϕ s 0 (ω) = γ m+1 (ω) s 0 −t ϕ t (ω) for all ω ∈ Σ * we have, by (4.1) and (4.2), that
Hence,
Letting n → ∞ we have
Multifractal analysis of Birkhoff averages
The aim of this section is to prove Theorem C. The upper bound is proved in Proposition 5.2 and the lower bound in Theorem 5.4. It is worth mentioning that the upper bound in Theorem C holds for all a ∈ A.
5.1.
Proof of the upper bound in Theorem C. In this subsection we shall prove the upper bound in Theorem C. The reader is prompted to recall notation from §2.2 and §2.3. We begin with a lemma relating the dimension of J Φ (α) to the singular value function. Define
N is such that sup i∈N T i < 1, Φ : Σ → R N has summable variations, α ∈ R N , a ∈ A, s < dim H (J a Φ (α)), and n ∈ N, then there is k 0 ∈ N such that
Proof. Let δ = sup i∈N T i and set
for all n, k ∈ N. Fix n ∈ N. Since lim k→∞ var k (A k φ i ) = 0 we may choose k 1 so that var k (A k φ i ) < (2n) −1 for all i ∈ {1, . . . , n} and all k ≥ k 1 . Thus we have
Hence, continuing as in the proof of Theorem B, we find a constant c ≥ 1 so that
for all k ∈ N. The claim follows.
variations, and α ∈ R N , then
for all a ∈ A.
Proof. Fix a ∈ A, s < dim H (J a Φ (α)), and n ∈ N. According to Lemma 5.1, there is k 0 ∈ N such that
, and i ∈ {1, . . . , n} we also have
for all i ∈ {1, . . . , n}. These observations imply the proof.
5.2.
Symbolic tree structure in level sets. The following proposition contains the essence of the proof of the lower bound in Theorem C.
, the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N has summable variations, α ∈ R N , and
then there exists a set S ⊂ E Φ (α), a Borel probability measure µ supported on S, and a constant
In fact, with this proposition, the lower bound in Theorem C follows almost immediately.
Proof. Let s > 0 be as in Proposition 5.3. Applying the measure given by Proposition 5.3 in the proof of Theorem 4.1, we get dim
In the course of the proof of Proposition 5.3, we shall rely on the concept of M-trees. This approach is inspired by a similar notion discussed by Furstenberg in [19] . We shall now define all the required concepts.
If ω, τ ∈ Σ * ∪ Σ so that ω ∧ τ = ω, then we write ω τ . This defines a partial order on Σ * . Let X ⊂ Σ * be an antichain with respect to . If there is a function
for all ω ∈ X, then we write (X, M X ) (Y, M Y ). This defines a partial order on the collection of all M-trees.
Next we shall define a limit for certain M-tree sequences. If ((X n , M Xn )) n∈N is a chain of finite M-trees so that lim n→∞ min{|ω| : ω ∈ X n } = ∞, then the limit of that sequence is defined to be
where X ∞ = {τ ∈ Σ : for each n ∈ N there is ω ∈ X n so that ω τ } and M ∞ is a Borel probability measure supported on X ∞ defined as follows. Observe first that since each X n is a finite antichain, it is readily checked that the collection
is a semi-algebra of subsets of X ∞ . Moreover, since lim n→∞ min {|ω| : ω ∈ X n } = ∞, it is clear that this semi-algebra generates the Borel σ-algebra restricted to X ∞ . We define M ∞ on A(X ∞ ) by setting M ∞ (∅) = 0, M ∞ (X ∞ ) = 1, and
for all ω ∈ X n and n ∈ N. It follows from the fact that (X n , M Xn ) X n+1 , M X n+1 for each n ∈ N, that this set function is well-defined and countably additive. Thus M ∞ extends to a measure on Σ.
Finally, given a subset Ω ⊂ Σ * ∪ Σ let D(Ω) ⊂ N be the collection of all digits contained within words from Ω, that is, D(Ω) = {l ∈ N : there is ω ∈ Ω with ω i = l for some i}.
Proof of Proposition 5.3. We begin by noting that, without loss of generality, we may assume that if φ is in the sequence Φ, then also −φ is in Φ. Indeed, if Φ = (φ i ) i∈N , α = (α i ) i∈N , and the right-hand side of the inequality in the formulation of Proposition 5.3 is denoted by D(Φ, α), then we clearly have
Choose s < t < D(Φ, α) and define
for all i ∈ {1, . . . , n} and there exists ν n ∈ M * σ k (Σ) with D k (ν n ) > t and
for all i ∈ {1, . . . , n}. Let ρ n ∈ M * σ k (Σ) be the compactly supported k(n)-th level Bernoulli measure given by
For each potential φ i we define a k-th level locally constant potential A k φ i by
We let D(n) = ω ∈ Σ k(n) : ρ n (ω) > 0 . Since ρ n ∈ M * σ k (Σ) the number of words in D(n) is finite. Hence, for each n there is a finite set of digits D * (n) ⊂ N defined by
Since we also have var 1 φ i < ∞ the quantities
for some ω ∈ D * (n) and i ∈ {1, . . . , n} ,
are both finite. By Kolmogorov's strong law of large numbers, we have
for ρ n -almost all ω ∈ Σ, and
and for all i ∈ {1, . . . , n}. By Egorov's theorem we find S n ⊂ supp(ρ n ) with ρ n (S n ) > 1/2 so that each of the above convergences are uniform upon S n . Hence there is L(n) ∈ N such that
for all ω ∈ S n and all N ≥ L(n). We also let
For every α, β ∈ Σ * , according to the quasi-multiplicativity of ϕ t , there exists ω ∈ Γ such that
where c(t) > 0 is a constant depending only on t. We let α⋆β denote the word αωβ, so ϕ t (α ⋆ β) ≥ c(t)ϕ t (α)ϕ t (β). Note that for any given α, β ∈ Σ * there are at most K = max {|ω| : ω ∈ Γ} finite words β ′ ∈ Σ * with α ⋆ β ′ = α ⋆ β (including β itself). We also write α ⋆ β ⋆ ω = (α ⋆ β) ⋆ ω. Our aim is to construct a sequence of M-trees ((T n , M n )) n∈N∪{0} with (T n−1 , M n−1 ) (T n , M n ) for all n ∈ N, along with functions (Ψ n ) n∈N of the form Ψ n : T n → Σ * , together with a sequence (γ n ) n∈N with the property that every τ ∈ T n satisfies γ n − K ≤ |Ψ n (τ )| ≤ γ n .
We begin by letting T 0 = {∅}, M 0 (∅) = 1, Ψ 0 = {∅ → ∅}, and γ 0 = 0. Suppose we have defined (M n−1 , T n−1 ), Ψ n−1 : T n−1 → Σ * , and γ n−1 with the required properties. For each ω ∈ T n−1 we let Z n−1 (ω) = {τ ∈ T n−1 : Ψ n−1 (τ ) Ψ n−1 (ω) or Ψ n−1 (ω) Ψ n−1 (τ )} . We shall construct (M n , T n ), Ψ n : T n → Σ * , and γ n as follows. First take q n ∈ N so that
where A(n) and B(n) are as in (5.3).
there is β ∈ Σ k(n)(qn−l) with τ β ∈ F n } for all l ∈ {1, . . . , q n }. In the process of constructing (T n , M n ), Ψ n , and γ n , we shall construct a sequence of intermediary M-trees
for all l ∈ {1, . . . , q n }. In addition, we construct intermediary maps Ψ l n : T l n → Σ * and γ l n qn l=0 so that γ l n − K ≤ |Ψ l n (τ )| ≤ γ l n for all τ ∈ T l n and Ψ l n (ω l ) Ψ l+1 n (ω l+1 ) for all ω l ∈ T l n , ω l+1 ∈ T l+1 n , and ω l ω l+1 .
First take (T 0 n , M 0 n ) = (T n−1 , M n−1 ), Ψ 0 n = Ψ n−1 , and γ 0 n = γ n−1 . Clearly (T 0 n , M 0 n ), Ψ 0 n , and γ 0 n satisfy the required properties. For each l ∈ {1, . . . , q n } we let T l n = {κτ : κ ∈ T n−1 and τ ∈ F l n }. For each ω ∈ T l n we take the (unique) pair κ ∈ T n−1 and τ ∈ F l n with ω = κτ and let
It is clear that (T l n , M l n ) (T l+1 n , M l+1 n ) and if we let (T n , M n ) = (T qn n , M qn n ), we have shown (5.6). We shall construct the functions (Ψ l n ) qn l=1 and numbers (γ l n ) qn l=1 recursively. Suppose l ∈ {1, . . . , q n } and we have constructed Ψ l−1 n and γ l−1 n satisfying the required properties. Define γ l n = γ l−1 n + 2K + k(n) and let ω = κτ ∈ T l n so that κ ∈ T n−1 and τ ∈ F l n . Choose τ ′ ∈ F l−1 n so that τ ′ τ and set ω ′ = κτ ′ ∈ T l−1 n . Thus there exists
where the length of 1 · · · 1 is
is well-defined, the length of 1 · · · 1 is at most 2K, and
, where the length of 1 · · · 1 is 2K, then a simple induction gives
where each τ j has length k(n). We emphasise that c 0 is independent of n and l. Recalling that T n = T qn n , we set Ψ n = Ψ qn n . To finish the construction of M-trees ((T n , M n )) n∈N∪{0} , functions (Ψ n ) n∈N , and the sequence (γ n ) n∈N , we shall show that
for all l ∈ {1, . . . , q n }, and n ∈ N, where
n , l ∈ {1, . . . , q n }, and n ∈ N. Fix ω ∈ T l n and choose κ ∈ T n−1 and τ ∈ F l n so that ω = κτ . Write τ = τ 1 · · · τ l , where each τ j ∈ Σ k(n) . Now suppose ω ′ ∈ Z l n (ω) and similarly take κ ′ ∈ T n−1 and 
Iterating this inequality and applying the definition of q n−1 we obtain
Then T consists of all ω ∈ Σ such that there is a sequence (ω n ) n∈N ∈ n∈N T n such that ω n ω n+1 ω for all n ∈ N. It follows from the construction of (Ψ n ) n∈N that Ψ n (ω n ) Ψ n+1 (ω n+1 ) and |Ψ n (ω n )| < |Ψ n+1 (ω n+1 )|. Thus, there is a unique infinite word Ψ(ω) ∈ Σ with Ψ n (ω n ) Ψ(ω) for all n ∈ N. This defines a map Ψ : T → Σ. We let S = Ψ(T ) and µ = ν • Ψ −1 and let S * = {ω ∈ Σ * : [ω] ∩ S = ∅}.
In Lemmas 5.5-5.10 we shall verify that S and µ defined above have the required properties. The proof of Proposition 5.3 thus follows.
Lemma 5.5. In the setting of the proof of Proposition 5.3, let n ∈ N, l ∈ {1, . . . , q n }, and ω = κτ ∈ T l n so that κ ∈ T n−1 and τ ∈ F l n . Then
.
Proof. Since ω ∈ T l n and κ ∈ T n−1 we have ν([κ]) = M n−1 (κ) and
So it suffices to show that
Thus, by (5.7), it suffices to show that
Now either l ≥ L(n), in which case it follows from τ ∈ F l n and (5.4) that
or l < L(n), in which case we have
This shows (5.9) and thus completes the proof of the lemma.
Lemma 5.6. In the setting of the proof of Proposition 5.3, let n ∈ N, l ∈ {1, . . . , q n }, and ω ∈ T l n . Then
Proof. Since ω ∈ T l n we may take κ ∈ T n−1 and τ ∈ F l n so that ω = κτ , so by Lemma 5.5, we have
Moreover, since κ ∈ T n−1 = T q n−1 n−2 there exists κ − ∈ T n−2 and τ − ∈ F q n−1 n−1 so that κ = κ − τ − . Applying Lemma 5.5 once more, we obtain
Combining these two estimates we get
Noting that the definition of q n−1 implies
completes the proof.
Lemma 5.7. In the setting of the proof of Proposition 5.3, let n ∈ N, l ∈ {1, . . . , q n }, and ω ∈ T l n . Then,
, where the union is taken over all η ∈ T l+1 n satisfying Ψ l n (ω) Ψ l+1 n (η). This follows from the fact that every η ∈ T l+1 n maps to a string Ψ l+1 n (η) of length
. By Lemma 5.8, there are at most q n−1 (2K) q n−1 +l such η − . Moreover, each such η − is continued by at most #D(n) strings in T l+1
n . This finishes the proof.
Lemma 5.8. In the setting of the proof of Proposition 5.3, let τ ∈ Σ * . If n = n(τ ) is minimal so that |τ | ≤ γ l n − K for some l ∈ {1, . . . , q n } and let l = l(τ ) be the least such l. Then |τ | > γ l n /2 and
, where the sum is taken over all ω ∈ T l n with τ Ψ l n (ω). By Lemma 5.7, for each ω ∈ T l n with τ Ψ l n (ω), we have
As such, we must estimate the number of ω ∈ T l n with τ Ψ l n (ω). Either l > 1, in which case |τ | > γ l−1 n − K, or l = 1, in which case |τ | > γ
is of length no more than γ l n and each of the final
words ω ∈ T l n with τ Ψ l n (ω). By the choice of q n−1 , we have
and the claim follows. Proof. Clearly we may assume τ ∈ S * since otherwise µ([τ ]) = 0. Since each T n consists of finitely many elements all of length at least γ n , the set S * ∩ Σ m is finite for all m ∈ N. As such, it suffices to show that there is N ∈ N so that µ([τ ]) ≤ ϕ s (τ ) for all τ ∈ S * with |τ | > N . Choose N so that (2KC 0 ) 2/(N −1) < (3/2) (t−s) and N 3 (3/4) N (t−s) < 1 and let M = max{N, γ N }.
Given τ ∈ S * with |τ | > N we let n = n(τ ) to be minimal so that |τ | ≤ γ l n − K for some l ∈ {1, . . . , q n } and take l = l(τ ) to be the least such l. Then, by Lemma 5.8, we have |τ | > γ l n /2 and
Hence 2|τ | ≥ γ l n ≥ lk(n) + q n−1 k(n + 1) ≥ (l + q n−1 )(n − 1) and
finishing the proof.
Lemma 5.10. In the setting of the proof of Proposition 5.3, S ⊂ E Φ (α).
Proof. Recall that we previously made the assumption that if φ i is in the sequence Φ, then also −φ i is in Φ. As such it suffices to fix φ i and show that for each τ ∈ S we have lim inf
Given m ≥ γ i we choose n = n(m) to be maximal so that γ n ≤ m and choose l = l(m) ≤ q n+1 to be maximal so that γ l n+1 ≤ m. Since τ ∈ S = Ψ(T ) there is ω ∈ T l n+1 with Ψ l n+1 (ω) τ . It follows from the construction of T l n+1 that ω = κω 1 ω 2 , where κ ∈ T n−1 , ω 1 ∈ T qn n and ω 2 ∈ T l n . We deal with these three segments seperately.
Since l is maximal we have m < γ l+1 n+1 , or m < γ 1 n+2 if l = q n+1 . This implies that m−|Ψ l n+1 (ω)| ≤ 2K + k(n + 1) + k(n + 2) + 1. It also follows that τ | m , the initial segment of τ of length m, consists entirely of digits from D * (n) = D n+2 l=1 D(l) ∪ {1} ∪ Γ . Hence, for all j ∈ {1, . . . , m} we have
where A(n) is as in (5.3). Since m ≥ γ n ≥ q n > nA(n)(γ n−1 + 2K + k(n + 1) + k(n + 2) + 1), we thus get
Observe that q n > L(n) and ω 1 ∈ T qn n imply
Here we have used the fact that A k(n) φ i is constant on cylinders of length k(n). Write ω 1 in the form
It follows from the construction of Ψ n , along with the fact that Ψ n (κω 1 ) τ , that some setÃ ⊂ [γ n−1 , γ n ] ∩ N of cardinality q n has the property that for each j ∈Ã there is ν ∈ {1, . . . , q n } such that
By the construction of Ψ n , the cardinality of [γ n−1 , γ n − 1] \ A is at most 4Kq n , k(n) ≥ 4Kn, and
. Thus, for all such j, we have φ i (σ j (τ )) ≥ −A i , where A i is as in (5.1). Moreover, since k(n) ≥ 4KnA i for i ∈ {1, . . . , n} and m ≥ γ n ≥ k(n)q n , we get
Putting these inequalities together we have
For the sum
so we may proceed as in the previous case to deduce
Recall that m − |Ψ l n+1 (ω)| ≤ 2K + k(n + 1) + k(n + 2) + 1 ≤ γ n /n ≤ m/n, so we may combine the above inequalities to obtain
Combining (5.15) with (5.12) and (5.13) we conclude that whenever l ≥ L(n + 1), we have
If l ≤ L(n + 1), then we apply (5.11) once more to obtain
/n which combined with (5.13) gives 
Since either (5.16) or (5.19) holds for all m ≥ γ i and n(m) → ∞ as m → ∞ we have shown (5.10) and thus finished the proof.
Conditional variational principle for bounded potentials
In this section we shall prove Theorem D. The progression from Theorem C to Theorem D relies upon the thermodynamic formalism developed in §3. The main challenge is to prove the upper bound which is given in §6.2-6.5.
We begin by proving some elementary lemmas in §6.1. The upper bound for the interior points of the spectrum for finitely many potentials is given in §6.2. In §6.3, we prove an upper-semicontinuity lemma which is a crucial technical tool in forthcoming sections. In Section §6.4, we prove a lemma which allows us to extend the upper bound to the boundary of the spectrum. The proof of the upper bound, for all points of the spectrum and for a countable infinity of potentials, is given in §6.5. The lower bound in Theorem D follows reasonably straightforwardly from Theorem C and it is proved in §6.6.
6.1. Space of integrals with respect to invariant measures. We restrict our attention to potentials Φ : Σ → R N taking values in some finite dimensional vector space. We begin by recalling an elementary lemma concerning convex sets of R N . If κ ∈ {−1, 1} N , then we define the open κ-orthant O(κ) to be the set
Lemma 6.1. If C is a convex set, then a ∈ R N lies in the interior of C if and only if C ∩ (a + O(κ)) = ∅ for all κ ∈ {−1, 1} N .
is bounded with summable variations. If ν ∈ M(Σ), then we write Φdν = ( φ 1 dν, . . . , φ N dν). The space of integrals with respect to invariant measures is
Lemma 6.2. The set P(Φ) is bounded and convex. Moreover, either P(Φ) is contained within some (N − 1)-dimensional hyperplane or P(Φ) ⊂ int (P(Φ)).
Proof. The first statement follows immediately from the fact that the mapping ν → Φdν defined on M σ (Σ) is bounded and affine and M σ (Σ) is convex. The second statement follows from elementary properties of convex sets in Euclidean spaces.
If I ⊂ N is finite, then we define P(Φ, I) ⊂ P(Φ) by P(Φ, I) = {Φ(ν) : ν ∈ M σ (Σ) and ν(I N ) = 1},
Lemma 6.3. It holds that
where the unions are taken over all finite subsets I ⊂ N.
Proof. Let ν ∈ M σ (Σ), α = Φdν ∈ P(Φ) and ε > 0. Since each φ i has summable variations we may choose n ∈ N with var n (A n φ i ) < ε. For each ω ∈ N n we letω ∈ Σ denote the unique periodic point with σ qn (ω) ∈ [ω] for all q ∈ N ∪ {0}.
Note that since ν is σ-invariant, A n φ i dν = φ i dν = α i for each i ∈ {1, . . . , N }. Hence, as var n (A n φ i ) < ε for each i, we have
Given a finite set I ⊂ N we let c(ν, I) = ω∈I n ν([ω]). Note that I may be chosen so that c(ν, I) is arbitrarily close to one. Hence, (6.1) implies that there exists a finite set I ⊂ N such that c(ν, I)
for all i ∈ {1, . . . , N }. Let µ ′ be the unique nth level Bernoulli measure which satisfies
) for all ω ∈ I n . By (6.2), we have
Since µ ′ is σ n -invariant and ergodic with respect to σ n , the measure µ is σ-invariant and ergodic with respect to σ. It is also clear that µ is supported on I N . Moreover, since
for all i ∈ {1, . . . , N }, we have shown the first claim. To prove the second claim, we apply Lemma 6.1. Indeed, if α ∈ int (P(Φ)), then P(Φ) ∩ (α + O(κ)) = ∅ for all κ ∈ {−1, 1} N . Since each set α + O(κ) is open it follows from the first claim that for each κ ∈ {−1, 1} N there is a finite set I(κ) ⊂ N with P(Φ, I(κ)) ∩ (α + O(κ)) = ∅. Letting I = κ∈{−1,1} N I(κ), we obtain a finite set with P(Φ, I) ∩ (α + O(κ)) = ∅ for all κ ∈ {−1, 1} N . Moreover, since P(Φ, I) is convex it follows from Lemma 6.1 that α ∈ int (P (Φ, I) ). This completes the proof.
6.2.
Upper bound for interior points of the spectrum. In this section we give the proof of the upper bound in Theorem D for interior points of the spectrum in the special case where there are only finitely many potentials.
N is such that sup i∈N T i < 1, the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N is bounded with summable variations, and α ∈ int(P(Φ)), then
The proof of Proposition 6.4 requires two lemmas. Lemma 6.5 uses Lemma 5.1 to relate the dimension of J Φ (α) to the pressure. Then Lemma 6.7 proves the upper bound by showing the existence of an appropriate maximising measure.
N is such that sup i∈N T i < 1, a ∈ A, Φ : Σ → R N is bounded with summable variations, α ∈ R N , and
where q = max i∈{1,...,N } q i . Hence
Letting n → ∞ completes the proof of the lemma.
N is such that sup i∈N T i < 1, the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N is bounded with summable variations, α ∈ R N , q ∈ R N , and s > s ∞ , then the potential ϕ s ·e q,Φ−α is quasi-multiplicative and P (ϕ s ·e q,Φ−α ) < ∞. Moreover, if µ is the Gibbs measure for ϕ s · e q,Φ−α , then Λ µ (ϕ s ) > −∞.
Proof. Observe that the quasi-multiplicativity follows immediately from Lemma 3.9. Since Φ is bounded we have B = sup{| q, Φ(ω) − α | : ω ∈ Σ} < ∞. This together with P (ϕ s ) < ∞ gives P (ϕ s · e q,Φ−α ) = P < ∞. Thus, by Theorems 3.5 and 3.6, the Gibbs measure µ for ϕ s · e q,Φ−α exists.
To prove the last claim, let m ∈ Z be so that m < s ≤ m + 1. By the Gibbs property of µ there is a constant C ≥ 1 so that
for all ω ∈ Σ n and n ∈ N. Now, following the proof of Lemma 4.2, we get Λ µ (ϕ s ) > −∞.
N is such that sup i∈N T i < 1, the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N is bounded with summable variations, α ∈ int(P(Φ)) ⊂ R N , and s > s ∞ satisfies
then there exists an ergodic invariant measure µ ∈ M σ (Σ) with Φdµ = α and D(µ) ≥ s.
Proof. We shall consider the function F : R N → R defined by F (q) = P (ϕ s · e q,Φ−α ). Since α ∈ int (P(Φ)) we may apply the latter claim of Lemma 6.3 to obtain a finite subset I ⊂ N with α ∈ int (P(Φ, I)). Since I is finite and all of the matrices T i are non-singular we have c = min{γ d (T i ) : i ∈ I} > 0, ϕ s (ω) ≥ c n for all ω ∈ Σ n , and Λ µ (ϕ s ) ≥ log c > −∞ for all µ ∈ M σ (Σ) with µ(I N ) = 1. Since α ∈ int (P(Φ, I)) there exists ε > 0 with B ε (α) ⊂ P(Φ, I).
Hence for each q ∈ R N \ {0} we have α + εq/ q ∈ P(Φ, I) and there exists a measure ν q ∈ M σ (Σ) with Λ νq (ϕ s ) ≥ log c satisfying
By Lemma 2.2 and the boundedness of Φ, we have
Hence F (q) → ∞, as q → ∞. It follows from Lemma 3.10 that F attains a global minimum on a bounded set. Let q(α) denote a point at which this global minimum is attained. By Lemma 6.6, the Gibbs measure µ q for ϕ s · e q,Φ−α satisfies Λ µq (ϕ s ) > −∞. Thus, applying Lemmas 3.7 and 2.2, we obtain
Moreover, by Lemma 3.11 for each i ∈ {1, . . . , N } we have
Since F attains a minimum at q(α) it follows that φ i dµ q(α) = α i for all i ∈ {1, . . . , N }. Thus, denoting µ = µ q(α) , we have Φdµ = α,
and D(µ) ≥ s.
Proof of Proposition 6.4. Take α ∈ int(P(Φ)). Either dim H (J a Φ (α)) ≤ s ∞ , in which case the upper bound holds, or dim
. By Lemmas 6.5 and 6.7 there exists µ ∈ M σ (Σ) with D(µ) ≥ s. This completes the proof of the proposition.
6.3. Quasi upper-semicontinuity lemma. Recall that because of the non-compactness of the shift space, the space of invariant probability measures is non-compact and the entropy is not upper semi-continuous. Nonetheless we do have the following proposition.
N is such that sup i∈N T i < 1, (µ n ) n∈N is a sequence with µ n ∈ M σ (Σ) for all n ∈ N and lim sup n→∞ D(µ n ) > s ∞ , then there exists a sub-sequence (µ n j ) j∈N and a measure µ ∈ M σ (Σ) which is a weak * limit point of µ n j j∈N and satisfies D(µ) ≥ lim sup n→∞ D(µ n ).
Before proving the proposition, we first prove a few elementary lemmas. Let P be the set of all infinite probability vectors, that is, P = (q i ) i∈N ∈ [0, 1] N : ∞ i=1 q i = 1 , and equip it with the usual product topology. If a = (a i ) i∈N is a sequence of numbers in (0, 1) and C > 0, then we set P(a, C) = {(q i ) i∈N ∈ P : i∈N q i log a i ≥ −C}.
Lemma 6.9. If a = (a i ) i∈N is a sequence of numbers in (0, 1) and C > 0, then P(a, C) is closed.
Proof. Let p = (p i ) i∈N be an accumulation point of P(a, C) and let (p(n)) n∈N be a sequence so that p(n) = (p i (n)) i∈N ∈ P(a, C) for all n ∈ N and lim n→∞ p(n) = p. Suppose for a reductio that
Lemma 6.10. If a = (a i ) i∈N is a non-increasing sequence of numbers in (0, 1) with ∞ i=1 a i < ∞ and C > 0, the the function F : P(a, C) → R, defined by F (q) = ∞ i=1 q i log(a i /q i ), is upper semi-continuous.
Proof. Let P k = (q i ) i∈N ∈ P : q i = 0 for all i ∈ {k + 1, k + 2, . . .} for all k ∈ N and define a map ξ k : P → P k by setting
for all q = (q i ) i∈N ∈ P. Take a sequence of vectors (p(n)) n∈N with each p(n) = (p i (n)) i∈N ∈ P(a, C) along with p = (p i ) i∈N ∈ P such that for each i ∈ N we have lim n→∞ p i (n) = p i . In particular, we have
and, consequently,
for all q ∈ P(a, C) and k ∈ N. Choosing k 0 ∈ N so that ∞ j=k a j < 1 for all k ≥ k 0 , this implies
for all k ≥ k 0 by Fatou's lemma. Note that since the sequence (a i ) i∈N is non-increasing we have
Moreover, let ε > 0 and, by recalling Lemma 6.9, choose k ε ∈ N so that ∞ i=k p i log a i > −ε and
Letting ε ↓ 0 finishes the proof.
Proof of Proposition 6.8. We begin by showing that (µ n ) n∈N has a convergent subsequence. Let δ = lim sup n→∞ D(µ n ) and choose m < δ ≤ m + 1. If max{s ∞ , m} < t 0 < t 1 < δ, then there exists a subsequence (n j ) j∈N with D(µ n j ) > t 1 for all j ∈ N and lim j→∞ D(µ n j ) = δ. It follows that Λ µn j (ϕ t 0 ) ≥ Λ µn j (ϕ t 1 ) > −∞ and
for all k, j ∈ N. Furthermore, recalling (2.4) and Lemma 3.1, we have
for all k, j ∈ N. Note that for every ε > 0 there is M ∈ N so that
Thus for each ε > 0 there are only finitely many i's so that log γ m+1 (T i ) ≥ (m+ 1) −1 log ε. Therefore, (6.3) implies that the sequence (µ n j ) j∈N is tight and thus has a converging subsequence. We keep denoting the subsequence by (µ n j ) j∈N and let µ ∈ M σ (Σ) be its weak * limit.
Let max{s ∞ , m} < s < δ.
for all k, j ∈ N. According to Lemma 6.9, the same estimate holds when the measure µ n j is replaced by µ. Thus Λ µ (ϕ s ) ≥ −(m + 1)(t 1 − t 0 ) −1 log Z 1 (ϕ t 0 ) > −∞. Furthermore, since s < δ there is j 0 ∈ N so that D(µ n j ) > s for all j ≥ j 0 . Therefore, Lemma 6.10 implies
and D(µ) ≥ s. The proof is finished since max{s ∞ , m} < s < lim sup n→∞ D(µ n ) was arbitrary.
6.4. Finitely many potentials lemma. In this section we prove a technical lemma which, together with Proposition 6.8, allows us to prove the upper bound in Theorem D for boundary points of the spectrum.
, the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N is bounded with summable variations, P(Φ) is not contained within any (N − 1)-dimensional hyperplane, and α ∈ P(Φ), then for each ε > 0 there is γ ∈ int(P(Φ)) with |α − γ| < ε and dim
Proof. Fix ε > 0 and let dim H (J a Φ (α))−ε < s < t < dim H (J a Φ (α)). By Lemma 6.2 and the first part of Lemma 6.3, we may choose β ∈ int (P(Φ)) ∩ P e (Φ, I), with respect to some finite subset I ⊂ N, satisfying |β − α| < 1/n. Since β ∈ P e (Φ, I) there is an ergodic invariant measure ν ∈ M σ (Σ) with ν(I N ) = 1 and φ i dν = β i for all i ∈ {1, . . . , N }. Since ν(I N ) = 1 we also have Λ ν (ϕ s ) > −∞. By the sub-additive ergodic theorem there exist τ ∈ Σ, a constant θ(τ ) > 0, and L(τ ) ∈ N such that
for all l ≥ L(τ ) and i ∈ {1, . . . , N }. Choose 0 < ρ < min{1, ε/|β − α|} so that
and let γ = ρβ + (1 − ρ)α. Since β ∈ int(P(Φ)) and α ∈ P(Φ) we have γ ∈ int(P(Φ)) by the elementary properties of convex sets in R N . Moreover, since ρ < ε/|β − α| we have |α − γ| < ε.
We shall now show that dim
, it follows from Lemma 5.1 that for all l ∈ N there exists q(l) ∈ N such that
for all q ≥ q(l). Since sup i∈N T i < 1 2 and s < t it follows that
for all q ≥ q(l). For every α, β ∈ Σ * , according to the quasi-multiplicativity of ϕ s , there exists
where c > 0 is a constant depending only on s. As in §5.2, we write α⋆β for αωβ. Note that for any given α, β ∈ Σ * there are at most K = max {|ω| : ω ∈ Γ} finite words β ′ ∈ Σ * with α ⋆ β ′ = α ⋆ β Our choice of ρ implies that for each l ∈ N there exists A(l) > max{(1
for all for all k ≥ A(l) and l ∈ N. We shall temporarily fix l ≥ d and k ≥ A(l), and for each
for each i ∈ {1, . . . , N } by the definition of A Φ (α, l, ⌈k(1 − ρ)⌉). We also have
Since r − ⌈k(1 − ρ)⌉ ≤ K it follows that
Furthermore, since |α i |, |β| < φ i , γ i = (1 − ρ)α i + ρβ i , and k ≥ l we have
Hence, if Q = ((2K + 3) max i∈{1,...,N } φ i + 1) −1 , then we haveκ ∈ A Φ (γ, n, k) for all n ≤ ⌊Ql⌋.
Sinceκ is an initial substring of κ ⋆ (τ | ⌈kρ⌉ ) for any given κ ∈ A Φ (α, l, ⌈k(1 − ρ)⌉) it follows from (6.4) that
for all n ≤ ⌊Ql⌋ and k ≥ A(l). For each n we choose l(k) ∈ N so that n ≤ ⌊Ql(n)⌋ and let B(n) = A(l(n)). It follows that
for all n ∈ N and for all k ≥ B(n). As in the proof of Proposition 5.2, we get
for all a ∈ A. Theorem C finishes the proof.
6.5. Proof of the upper bound in Theorem D. For potentials Φ = (φ i ) i∈N taking values in R N we similarly write Φdν = ( φ 1 dν, φ 2 dν, . . .) for all ν ∈ M σ (Σ) and P(Φ) = { Φdν : ν ∈ M σ (Σ)} ⊂ R N . The closure of P(Φ) with respect to the product topology is denoted by P(Φ).
The following proposition proves the upper bound in Theorem D. In Lemma 6.15, we show that
, the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N is bounded with summable variations, and α ∈ P(Φ), then
Dealing first with the special case in which Φ takes values in R N , we extend the upper bound for the interior points of the spectrum found in Proposition 6.4 to the closure of the spectrum. The proof of Proposition 6.12 is given after this.
N is such that sup i∈N T i < 1 2 , the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N is bounded with summable variations, and α ∈ int(P(Φ)), then
Proof. If int(P(Φ)) = ∅, then there is nothing to prove, so we may assume that int(P(Φ)) = ∅. Note that in this case, P(Φ) cannot be contained within any (N − 1)-dimensional hyperplane. In addition, if dim H (J a Φ (α)) ≤ s ∞ , then the conclusion of the proposition holds, so we may as well assume that dim H (J a Φ (α)) > s ∞ . Fix α ∈ int(P(Φ)). By Lemma 6.11, for each n ∈ N we may choose γ n ∈ int(P(Φ)) with |α−γ n | < 1/n and dim
all sufficiently large n. By Proposition 6.4 it follows that for all such n there is a measure µ n ∈ M σ (Σ) so that Φdµ n = γ n and
Now by Proposition 6.8 this implies that the sequence (µ n ) n∈N has a weak * limit µ ∈ M σ (Σ) with D(µ) ≥ lim sup n→∞ D(µ n ). That is, D(µ) = dim H (J a Φ (α)) for L A -almost all a. Moreover, since lim n→∞ γ n = α we have Φdµ = α. Proposition 6.14. If (T i ) i∈N ∈ GL d (R) N is such that sup i∈N T i < Proof. We let (φ i ) N i=1 denote the collection of real-valued maps with Φ(ω) = (φ i (ω)) N i=1 for each ω ∈ Σ. We begin by taking the smallest possible integer M ≤ N so that there is an M -dimensional affine subspace of R N which contains P(Φ). Then there exist (j l ) M l=1 with j l ∈ {1, . . . , N } and for each i ∈ {1, . . . , N } a tuple of reals (γ il ) M l=0 such that
γ il φ j l dµ for all µ ∈ M σ (Σ) and all i ∈ {1, . . . , N }. Now define Φ ′ : Σ → R M by setting
for all ω ∈ Σ. Given α = (α i ) N i=1 ∈ P(Φ) we let α ′ = (α j l ) M l=1 . It follows that J a Φ (α) ⊂ J a Φ ′ (α ′ ). Moreover, by our choice of M , P(Φ ′ ) ⊂ R M cannot be contained within any proper (M − 1)-dimensional affine space. Thus, by Lemma 6.2 we have P(Φ ′ ) = int(P(Φ ′ )). Moreover, since α ∈ P(Φ) we have α ′ ∈ P(Φ ′ ). Consequently, by Proposition 6.13, we have
for L A -almost all a ∈ A. Now given any µ ∈ M σ (Σ) with Φ ′ dµ = α ′ we have φ j l = α j l for l ∈ {1, . . . , M }. Thus
for all i ∈ {1, . . . , N } and, consequently, Φdµ = α. The proof is finished.
Proof of Proposition 6.12. Take a bounded potential Φ : Σ → R N with summable variations and fix α ∈ P(Φ). We shall apply Proposition 6.8 in a similar way to the proof of Proposition 6.13. Again, if dim H (J a Φ (α)) ≤ s ∞ then the conclusion of the proposition holds trivially, so we may as well assume that dim H (J a Φ (α)) > s ∞ . We take φ i : Σ → R and α i ∈ R so that Φ = (φ i ) i∈N and α = (α i ) i∈N . For each n ∈ N we define Φ n = (φ i ) n i=1 and α n = (α i ) n i=1 . Then for each n ∈ N we have J a Φ (α) ⊂ J a Φn (α n ). Thus, by applying Proposition 6.14 we have
≤ min d, max s ∞ , sup{D(µ) : µ ∈ M σ (Σ) so that Φ n dµ = α n } for all n ∈ N. Since dim H (J a Φ (α)) > s ∞ we see that for each n ∈ N we may choose µ n ∈ M σ (Σ) so that D(µ n ) > max{dim H (J a Φ (α)) − 1/n, s ∞ } and Φ n dµ n = α n . By applying Proposition 6.8 we see that the sequence (µ n ) n∈N has a limit µ ∈ M σ (Σ) with
Moreover, since Φ n dµ = α n for each n ∈ N we have Φdµ = α. The proof is finished.
We finish this section by showing that E Φ (α) = ∅ outside of the closure of the spectrum.
Lemma 6.15. If Φ : Σ → R N is bounded with summable variations and α ∈ R N satisfies E Φ (α) = ∅, then α ∈ P(Φ).
Proof. It suffices to show that for each q ∈ N there exists a measure µ ∈ M σ (Σ) such that φ i dµ ∈ (α i − 1/q, α i + 1/q) .
for all i ∈ {1, . . . , q}. Now since each φ i is uniformly continuous there exists N ∈ N for which var n (A n φ i ) < (2q) −1 for all i ∈ {1, . . . , q} and n ≥ N 0 . Moreover, since E Φ (α) = ∅ we may take ω ∈ E Φ (α). In particular, there exists N 1 ∈ N such that for all i ∈ {1, . . . , q} and n ≥ N 1 we have A n φ i (ω) ∈ (α i − (2q) −1 , α i + (2q) −1 ). From these two facts it follows that if we take N = max {N 0 , N 1 } and let τ ∈ Σ denote the σ N fixed point with σ lN (τ ) ∈ [ω| N ] for all l ∈ N ∪ {0}, then A N φ i (τ ) ∈ (α i − 1/q, α i + 1/q) for all i ∈ {1, . . . , q}. Thus, if µ = N −1 N −1 i=0 δ σ i (τ ) , then φ i dµ ∈ (α i − 1/q, α i + 1/q) for all i ∈ {1, . . . , q}. Moreover, since τ is a fixed point for σ N we conclude that µ is σ-invariant.
6.6. Proof of the lower bound in Theorem D. In this section, we shall prove the lower bound in Theorem D.
Proposition 6.16. If (T i ) i∈N ∈ GL d (R) N is such that sup i∈N T i < This inequality is shown in the following two lemmas.
Lemma 6.17. If (T i ) i∈N ∈ GL d (R) N is such that sup i∈N T i < 1, the singular value function ϕ s is quasi-multiplicative for all 0 ≤ s ≤ d, Φ : Σ → R N is bounded with summable variations, and α ∈ R N , then
A i φ i dµ ∈ B n (α i ) for all i ∈ {1, . . . , n} for all µ ∈ M σ (Σ) with Φdµ = α.
Proof. Fix µ ∈ M σ (Σ) with Φdµ = α and let 0 ≤ s < D(µ). It follows that P µ (ϕ s ) ≥ 0. Thus A i φ i dµ ∈ B n (α i ) for all i ∈ {1, . . . , n} for all α ∈ P(Φ).
Proof. It suffices to show that for any s < s ∞ and n ∈ N there exists k(n) ∈ N such that for all n ≥ k(n) there exists µ ∈ M * σ k (Σ) with D k (µ) ≥ s and A k φ i dµ ∈ B n (α i ) for i ∈ {1, . . . , n}. First take k 0 (n) so that var k (A k φ i ) < (4n) −1 for all i ∈ {1, . . . , n}. Let Φ n : Σ → R n denote the potential (φ i ) n i=1 . Since α ∈ P(Φ) we have (α i ) n i=1 ∈ P(Φ n ) ⊂ I P e (Φ n , I) by Lemma 6.3. Thus there exists an ergodic invariant measure ν with φ i dν ∈ B 4n (α i ) for all i ∈ {1, . . . , n}. Since ν is ergodic we obtain τ ∈ Σ and k(n) ≥ k 0 (n) such that for all k ≥ k(n) we have A k φ i (τ ) ∈ B 4n (α i ). Since k(n) ≥ k 0 (n) we have A k φ i (κ) ∈ B 2n (α i ) for all k ≥ k(n) and κ ∈ [τ | k ]. Now choose ρ ∈ (0, 1) sufficiently large that for all i ∈ {1, . . . , n}. It follows that for any k ≥ k(n), any measureμ withμ([τ | k ]) = ρ will satisfy A k φ i dμ ∈ B n (α i ) for all i ∈ {1, . . . , n}. Since s < s ∞ we have ω∈Σ k ϕ s (ω) = ∞ for all k ∈ N. As such, for each k ≥ k(n) we choose a finite subset C(k) ⊂ Σ k \ {τ | k } with
Let µ denote the unique k-th level Bernoulli measure satisfying
Since µ([τ | k ]) = ρ we have A k φ i dµ ∈ B n (α i ) for i ∈ {1, . . . , n}. Moreover,
Hence D k (µ) > s. This completes the proof of the lemma.
