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vRe´sume´
Nous nous positionnons dans un contexte d’informatique ambiante dans lequel
il arrive que les besoins de l’utilisateur n’aient pas e´te´ pre´vus, notamment en
situation exceptionnelle. Dans ce cas, il peut ne pas exister de syste`me pre´conc¸u
qui re´ponde exactement a` ces besoins. Pour les satisfaire, il faut alors pouvoir
composer les syste`mes disponibles dans l’environnement, et le syste`me compose´
doit permettre a` l’utilisateur de faire des choix a` l’exe´cution. Ainsi, l’utilisateur a
la possibilite´ d’adapter l’exe´cution de la composition a` son contexte. Cela signifie
que la composition inte`gre des structures de controˆle de l’exe´cution, destine´es a`
l’utilisateur : la composition est dite « flexible ».
Dans cette the`se, nous proposons de re´pondre au proble`me de la composition
flexible en contexte d’intelligence ambiante avec un planificateur produisant des
plans flexibles. Dans un premier temps, nous proposons une mode´lisation de la
planification flexible. Pour cela, nous de´finissons les ope´rateurs de se´quence et
d’alternative, utilise´s pour caracte´riser les plans flexibles. Nous de´finissons deux
autres ope´rateurs au moyen de la se´quence et de l’alternative : l’entrelacement
et l’ite´ration. Nous nous re´fe´rons a` ce cadre the´orique pour de´limiter la flexibi-
lite´ traite´e par notre planificateur Λ-GraphPlan. L’originalite´ de Λ-GraphPlan
est de produire des ite´rations en s’appuyant sur une approche par graphe de
planification. Nous montrons notamment que Λ-GraphPlan est tre`s performant
avec les domaines se preˆtant a` la construction de structures ite´ratives.
Abstract
In a context of Ambient Intelligence, some of the user’s needs might not be
anticipated, e.g. when the user is in an unforeseen situation. In this case, it is
possible that there is no system that exactly meets their needs. By composing the
available systems, the user could obtain a new system that satisfies their needs.
In order to adapt the composition to the context, the composition must allow
the user to make choices at runtime. This means that the composition should
include control structures for the user : the composition is so-called “flexible”.
In this thesis, I deal with the problem of the flexible composition by automated
planning for which I propose a model. The sequence and the choice operators
are defined and used to characterize flexible plans. Two other operators are then
derived from the sequence and the choice operators : the interleaving and the
iteration operators. I refer to this framework in order to define the flexibility pro-
duced by my planner, Λ-GraphPlan, which is based on the planning graph. The
originality of Λ-GraphPlan is to produce iterations. I show that Λ-GraphPlan
is very efficient on domains that allow the construction of iterative structures.
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Chapitre 1
Planification flexible pour
l’intelligence ambiante
Figure 1.1 – E´volution de l’informatique (adapte´ de [Wal07]), de l’ordinateur partage´
par plusieurs dans les anne´es 60 jusqu’a` l’interconnexion entre diffe´rents dispositifs apre`s
l’an 2000, associe´s aux environs de l’anne´e 2010 a` l’intelligence ambiante.
L’informatique a profite´ de progre`s technologiques pour de´velopper son ubiquite´, comme
le repre´sente la figure 1.1. Notamment, l’autonomie e´nerge´tique des dispositifs 1 ainsi que
leur miniaturisation ont rendu l’informatique mobile. Il n’est pas rare que les utilisateurs
posse`dent plusieurs dispositifs, par exemple un te´le´phone, un ordinateur portable voire un
objet communiquant comme un Nabaztag [HBT11]. En outre, les progre`s des te´le´com-
munications permettent un acce`s constant a` l’Internet, et donc a` un nombre important
de services 2 (par exemple les Pages Jaunes en ligne, Skype pour communiquer ou encore
Google Maps pour localiser). Ces services re´pondent individuellement a` un objectif pre´cis
et bien de´limite´. L’informatique est donc ubiquitaire [Wei99] puisque disponible partout et
tout le temps. L’utilisateur, son environnement et les dispositifs et services disponibles a`
un instant donne´ forment le contexte d’usage [CCT+03] : du fait de l’ubiquite´ de l’infor-
matique, les contextes sont tre`s varie´s et variables. En effet, l’utilisateur est impre´visible
1. Nous appellerons dispositif tout mate´riel informatique.
2. Nous appellerons service tout logiciel informatique permettant de re´aliser un objectif (logiciel, service
web, application, etc.).
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Figure 1.2 – En intelligence ambiante, un service utile et utilisable est propose´ a` l’utili-
sateur lorsque son objectif est perc¸u : ce service est adapte´ au contexte, et adaptable (par
l’interaction avec l’utilisateur).
(il peut avoir des exigences inconnues, des pre´fe´rences d’usage, des objectifs cache´s, des
attentes particulie`res) et le contexte est incertain (par exemple lorsque l’utilisateur est en
condition de mobilite´, qu’un dispositif n’a plus de batterie ou que de nouveaux services sont
accessibles).
L’intelligence ambiante est l’intersection entre l’informatique ubiquitaire et l’intelligence
artificielle [RN03] : les dispositifs et services analysent en continu le contexte et s’y adaptent.
Elle tend a` rendre l’informatique pro-active [Rei10]. Notamment, lorsqu’il est perc¸u que l’uti-
lisateur a un objectif pre´cis, une solution logicielle adapte´e au contexte est propose´e, avec
laquelle l’utilisateur interagit. Ainsi, la recherche d’un service qui convienne aux objectifs de
l’utilisateur est a` la charge de l’intelligence ambiante. La figure 1.2 illustre un utilisateur au
sein d’un environnement d’intelligence ambiante : un dispositif lui propose un service avec
lequel interagir pour satisfaire son objectif, en respectant les contraintes de son contexte. Ce
service re´pond a` l’objectif de l’utilisateur, c’est-a`-dire lui est utile, et respecte les crite`res
ergonomiques usuels [BS93] pour eˆtre utilisable. Particulie`rement, pour eˆtre utilisable, il
est adapte´ au contexte, y compris dynamiquement en cas d’e´volution du contexte d’usage.
Par exemple, lorsqu’un utilisateur dans son salon a besoin de contacter une personne, le
service Skype doit eˆtre propose´ puisqu’il permet de re´aliser l’objectif. Posse´dant un te´le´-
phone et un ordinateur portable, et plusieurs personnes dans le salon souhaitant participer
a` la conversation, le service est propose´ sur l’ordinateur car il permet une communication
de meilleure qualite´ : le service est adapte´ au contexte. Au bout d’un temps, l’utilisateur
souhaitant continuer en prive´ et ailleurs, la conversation est transfe´re´e sur le te´le´phone :
le service est adapte´ a` l’exe´cution. Ainsi, les exigences fonctionnelles et non fonctionnelles
e´voluent dynamiquement.
Nous nous inte´ressons plus particulie`rement aux situations d’intelligence ambiante dans
lesquelles aucun service disponible ne re´pond aux objectifs de l’utilisateur. C’est le cas typi-
quement lorsque les objectifs de l’utilisateur e´mergent d’un contexte impre´vu : aucun service
n’a e´te´ pre´conc¸u pour satisfaire les objectifs. Pour reme´dier a` cette situation, nous proposons
de chercher une composition des services pour re´pondre aux objectifs. Par exemple [Gab11],
si l’utilisateur tombe malade dans une ville qu’il ne connait pas (contexte impre´vu), il a
pour objectif de se soigner (objectif e´mergeant). Aucun service particulier ne permet spe´ci-
fiquement a` l’utilisateur de se soigner. En revanche, la composition des services disponibles
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Figure 1.3 – Composition de services qui re´pond a` l’objectif de l’utilisateur : la composition
est utile pour l’utilisateur.
le permet : le service compose´ qui propose les Pages Jaunes pour trouver un me´decin, puis
d’appeler le me´decin avec Skype pour prendre rendez-vous et de le localiser avec Google
Maps pour s’y rendre. Dans la perspective de limiter la charge de l’utilisateur 3, l’intel-
ligence ambiante doit lui composer automatiquement un service utile et utilisable. Notre
contexte de travail est la composition automatique en intelligence ambiante.
1.1 Proble`me de composition automatique flexible
Notre travail se situe dans un contexte de composition automatique, ou` les objectifs
de l’utilisateur sont connus (par exemple, les objectifs sont de´duits de l’observation du
contexte [SRb03]) mais pour lesquels il n’existe pas de service pre´-calcule´. Nous soule-
vons deux questions sur le service compose´ : composer quoi, c’est-a`-dire quels services ; et
comment composer, c’est-a`-dire avec quels ope´rateurs de composition. Dans l’exemple du
malade, la composition inclut des services qui peuvent eˆtre Pages Jaunes, Skype, Google
Maps, etc. Ces services re´alisent individuellement une partie de l’objectif de l’utilisateur.
La composition requiert la se´lection de ces services. Les ope´rateurs de composition peuvent
eˆtre temporels [AH85] (par exemple la se´quence « Pages Jaunes puis Skype puis Google
Maps »), logiques (par exemple le choix entre Skype ou iCall), spatiaux [EF91] (pour une
repre´sentation graphique de la composition), etc. Les services se´lectionne´s sont compose´s
par ces ope´rateurs de fac¸on a` ce que le service re´sultant soit utile et utilisable. La ﬁgure 1.3
illustre une composition utile de services disponibles. Pour eˆtre utilisable en tout contexte
d’usage, la composition doit eˆtre adaptable et adaptative au contexte d’usage [BS93]. Pour
eˆtre adaptable et adaptative, nous soutenons que la composition doit inte´grer des struc-
tures de controˆle a` destination de l’utilisateur (adaptable) et/ou du syste`me (adaptative) :
les ope´rateurs de composition doivent permettre de prendre des de´cisions durant l’exe´cu-
tion. Ainsi, des choix de composition peuvent eˆtre re´alise´s durant l’exe´cution en accord
avec le contexte : nous appelons cette proprie´te´ de la composition la flexibilite´. C’est cette
proble´matique de la composition automatique ﬂexible que nous abordons dans cette the`se.
3. L’utilisateur en intelligence ambiante n’est pas cense´ eˆtre expert en composition, et ses capacite´s
peuvent eˆtre limite´es : connaissances approximatives du contexte, et notamment des services disponibles ;
inaptitude a` composer des services entre eux ; compre´hension partielle de la composition globale ; etc.
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Figure 1.4 – Composition ﬂexible des syste`mes disponibles : la composition re´pond a`
l’objectif de l’utilisateur de cinq fac¸ons diﬀe´rentes. L’utilisateur et/ou le syste`me pourront
choisir la meilleure composition compte tenu du contexte d’usage.
1.1.1 Flexibilite´ des compositions
Dans l’exemple du malade, la ﬂexibilite´ de la composition se traduit, par exemple, par
la possibilite´ de choisir entre Skype et iCall. La ﬁgure 1.4 propose une composition des
services disponibles, avec des choix (a` la charge de l’utilisateur, ou du syste`me) parmi plu-
sieurs compositions qui re´pondent a` l’objectif : quel que soit le choix, l’objectif sera atteint.
Ainsi, pour re´pondre aux incertitudes sur le contexte d’usage, la composition propose´e se
traduit par l’enchaˆınement de l’utilisation des services formant la composition, avec des
structures de controˆle de l’exe´cution permettant d’adapter la composition au contexte. Les
choix ne peuvent pas eˆtre anticipe´s lors de la conception de la composition. Ainsi, dans un
contexte ou` tous les services a` composer n’oﬀrent aucun choix, notre proble´matique revient
a` apporter dans la ﬁgure 1.4 la ﬂe`che de l’utilisateur vers le service compose´, qui symbolise
le choix de l’utilisateur : la composition n’impose notamment pas des de´cisions que l’utili-
sateur est capable de prendre a` l’exe´cution. Cette proprie´te´ est qualitative, et se rapporte
a` l’utilisabilite´, en contexte, de la composition.
1.1.2 Verrous du proble`me
La composition automatique et ﬂexible est diﬃcile a` re´aliser du fait de :
– la combinatoire lie´e aux nombreux services qui peuvent eˆtre compose´s ;
– la combinatoire lie´e aux structures de controˆle que doit inte´grer la composition pour
eˆtre ﬂexible.
Dans les disciplines de l’intelligence artiﬁcielle, la planiﬁcation [GNT04] vise le de´veloppe-
ment d’algorithmes produisant une composition d’actions e´le´mentaires a` accomplir pour
re´soudre un proble`me donne´, l’objectif. Les algorithmes de planiﬁcation automatique sont
des planiﬁcateurs. La principale motivation de l’utilisation des planiﬁcateurs est de com-
battre la combinatoire. Aussi, nous explorons comme approche la planiﬁcation automatique.
1.2 Approche par planification automatique
La ﬁgure 1.5 pre´sente le de´coupage conceptuel de notre vision du proble`me. Un compo-
seur, selon un contexte et un objectif impre´vu de l’utilisateur, produit une composition a`
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Figure 1.5 – De´composition conceptuelle du proble`me de composition automatique
flexible : l’utilisateur en contexte exprime ses besoins, un composeur ge´ne`re un syste`me
compose´ qui re´ponde aux besoins de fac¸on flexible, c’est-a`-dire en inte´grant des structures
de controˆle.
partir des services disponibles qui d’une part re´pond a` l’objectif et d’autre part est adaptable
a` l’exe´cution graˆce a` sa flexibilite´. Nous proposons comme composeur un planificateur.
1.2.1 Mode`le conceptuel
Le mode`le conceptuel de la planification est forme´ de trois e´le´ments [GNT04], en inter-
action :
proble`me
−−−−−−→ Planificateur
plan
−−−→ Controˆleur
action
−−−−−−−⇀↽ −
observation
Syste`me de transition d’e´tats←−−−−−−
e´ve`nement
– un syste`me de transition d’e´tats repre´sente la dynamique du monde sous la forme
d’un ensemble d’e´tats possibles et d’actions permettant de changer d’e´tat ;
– un planificateur, qui, pour un proble`me compose´ d’une description du syste`me de tran-
sition d’e´tats (le domaine de planification), d’un e´tat initial et d’un objectif utilisateur,
synthe´tise un plan d’actions permettant d’atteindre l’objectif.
– un controˆleur choisit une action a` de´clencher selon l’e´tat du syste`me de transition
d’e´tats et conforme´ment au plan fourni par le planificateur ;
La comparaison de ce mode`le conceptuel avec celui de notre proble`me de composition auto-
matique flexible est de´taille´ dans les tableaux 1.1, 1.2 et 1.3. Dans la suite, nous rapprochons
les concepts du proble`me de composition automatique flexible et ceux de l’approche par pla-
nification automatique.
Intelligence Ambiante Planification
monde (physique et informatique) syste`me de transition d’e´tats
exe´cuteur controˆleur
composeur planificateur
Table 1.1 – Mise en correspondance de la planification automatique avec la composition
automatique flexible.
Dans notre approche, le syste`me de transition d’e´tats a pour roˆle de repre´senter la
dynamique du monde. Chaque e´tat dans le syste`me de transition d’e´tats correspond alors a`
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un e´tat du monde, dans lequel l’action effectue´e par chaque service est de´finie, le contexte
de l’utilisateur est connu, etc. Un e´tat est ainsi un ensemble de proprie´te´s sur l’ensemble des
entite´s du monde : sur l’utilisateur (son identite´, sa forme physique, etc.), sur les services
(disponibilite´ des Pages Jaune, cre´dit disponible dans Skype, etc.), sur l’environnement
physique (notamment la liste des me´dicaments dans la pharmacie, les ve´hicules preˆts a`
transporter le malade ou encore l’adresse du patient), etc.
Le controˆleur de´cide quelle action appliquer sur le syste`me de transition d’e´tats selon le
plan fourni. Aussi, il correspond a` l’exe´cuteur de la composition en intelligence ambiante :
l’utilisateur, le syste`me et les services utilise´s tiennent ce roˆle.
Finalement, le planificateur est le composeur de la figure 1.5. C’est lui qui fournit la
composition a` partir d’une description du proble`me.
Nous comparons dans la suite les entre´es et sorties disponibles pour composer dans les
deux domaines : composeur flexible en intelligence ambiante et planificateur.
Intelligence Ambiante Planification
syste`me (service web, objet communiquant, etc.) action
contexte e´tat initial
objectif objectif
Table 1.2 – Mise en correspondance des e´le´ments disponibles pour calculer la composition,
d’une part en intelligence ambiante et d’autre part en planification automatique.
Tous les services disponibles et que l’utilisateur peut manipuler sont de´crits sous la
forme d’actions en planification : un service permet de re´aliser une action. Une action
applique´e sur un e´tat permet d’atteindre un nouvel e´tat. Le contexte de l’utilisateur est
l’e´tat du monde, l’e´tat initial en planification. L’objectif de planification est un ensemble de
proprie´te´s a` atteindre. Par exemple, le fait d’eˆtre soigne´ est une proprie´te´ du malade, de´finie
dans chacun des e´tats : l’utilisateur est soit malade soit bien portant. La composition doit
donc permettre – par son application sur l’e´tat initial – d’atteindre un e´tat dans lequel les
proprie´te´s attendues sont satisfaites.
1.2.2 Planification flexible
Intelligence Ambiante Planification
composition flexible de services plan d’actions
Table 1.3 – Mise en correspondance de la composition flexible en intelligence ambiante et
en planification.
Le plan d’actions en planification correspond a` la composition de services de notre
proble´matique. Aussi, nous proposons d’inte´grer des structures de controˆle dans les plans
d’actions pour permettre au controˆleur d’effectuer des choix a` l’exe´cution.
Pour illustrer notre approche, nous de´taillons le domaine de planification Gripper
[BPG09] : un robot peut attraper une balle (l’ope´rateur de planification PICK), la relaˆcher
(DROP) et changer de pie`ce (MOVE). Dans l’e´tat initial, une premie`re pie`ce (note´e r-a) contient
3 balles (b-1, b-2 et b-3), et un robot se situe dans une seconde pie`ce (r-z). L’utilisateur a
pour objectif de de´placer les 3 balles de la pie`ce r-a vers r-z au moyen du robot. La figure 1.6
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illustre ce proble`me. La description de Gripper est propose´e en annexe B.3 page 186 en
r-a r-z
b-1
b-2
b-3
(a)
r-a r-z
(b)
Figure 1.6 – Etat initial et objectif de Gripper :
(a) L’e´tat initial positionne les trois balles dans la pie`ce r-a et le robot dans r-z ;
(b) L’objectif de planiﬁcation est d’obtenir les trois balles dans la pie`ce r-z.
Planning Domain Definition Language, PDDL [AD05]. Gripper sera utilise´ comme cas
d’e´tude tout au long de ce manuscrit, avec les domaines de planiﬁcation Gripper-Cart,
Painter et Gripper-B+C de´taille´s en annexe A.
L’action PICK(b-1, r-a) signiﬁe que le robot attrape la balle b-1 dans la pie`ce r-a,
l’action MOVE(r-a, r-z) que le robot se de´place de la pie`ce r-a a` la pie`ce r-z et enﬁn
DROP(b-1, r-z) que le robot relaˆche la balle b-1 dans la pie`ce r-z. Ces trois actions forment
une partie d’un plan solution, puisque elles permettent de de´placer la balle b-1 de r-a a` r-z.
En planiﬁcation classique, un plan solution serait la se´quence d’actions du plan 1.1. Il n’y a
Plan 1.1 Plan solution se´quentiel pour Gripper.
1 MOVE(r-z, r-a);
2 PICK(b-1, r-a);
3 MOVE(r-a, r-z);
4 DROP(b-1, r-z);
5 MOVE(r-z, r-a);
6 PICK(b-2, r-a);
7 MOVE(r-a, r-z);
8 DROP(b-2, r-z);
9 MOVE(r-z, r-a);
10 PICK(b-3, r-a);
11 MOVE(r-a, r-z);
12 DROP(b-3, r-z);
dans ce plan aucun choix a` re´aliser : aucune structure de controˆle ne permet a` l’utilisateur
d’interagir avec la composition. En introduisant une nouvelle primitive choose qui propose
a` l’utilisateur de faire un choix, nous pre´sentons par le plan 1.2 une composition ﬂexible
d’actions qui permet d’atteindre l’objectif quels que soient les choix eﬀectue´s a` l’exe´cution.
La repre´sentation adopte´e utilise des ite´rations pour permettre les choix successivement
oﬀerts a` l’exe´cution. La repre´sentation de´plie´e de ces ite´rations, sous la forme d’un arbre
de de´cision, fait apparaitre des branchements dus aux choix : pour chaque choix possible,
une nouvelle branche apparait. Ce plan est dit ﬂexible puisque il re´pond au besoin de
l’utilisateur tout en laissant libre l’ordre de traitement des balles, en proposant une ite´ration
sur un traitement commun a` toutes les balles. Ainsi, dans le plan se´quentiel, des choix
non ne´cessaires sont eﬀectue´s par le planiﬁcateur : l’ordre de traitement des balles impose´
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Plan 1.2 Plan solution pour Gripper proposant des choix a` l’exe´cution.
1 B ← {b-1, b-2, b-3 };
2 while B is not empty do
3 MOVE(r-z, r-a);
4 choose ball ∈ B ;
5 B ← B − ball ;
6 PICK(ball, r-a);
7 MOVE(r-a, r-z);
8 DROP(ball, r-z);
par le premier plan n’est pas justifie´ par la de´finition du proble`me de planification, mais
est le re´sultat d’une limite des planificateurs actuels qui, nous le montrerons, ne peuvent
pas produire du non de´terministe en sortie lorsque les entre´es sont de´terministes. Notre
proble´matique se traduit dans le domaine de la planification en terme d’expressivite´ du
plan, dans cet exemple avec l’ajout de la primitive de choix et de la structure ite´rative.
1.2.3 Positionnement de notre approche
Nos contributions a` la proble´matique de la composition automatique flexible sont les
suivantes :
– un mode`le de la flexibilite´ en planification (cf. partie II) ;
– un planificateur (cf. partie III) qui calcule des plans flexibles permettant notamment :
– les ite´rations successives (comme dans Gripper-Cart, annexe A.1) ;
– les ite´rations imbrique´es (comme dans Painter, annexe A.2) ;
– les ite´rations paralle`les (comme dans Gripper-B+C, annexe A.3).
La planification s’analyse a` partir des proprie´te´s suivantes [GNT04] :
le syste`me de transition d’e´tats est fini : un nombre fini d’e´tats de´crit le monde et sa
dynamique ;
le syste`me de transition d’e´tats est comple`tement observable : chaque e´tat est en-
tie`rement de´crit et connu ;
le syste`me de transition d’e´tats est de´terministe : pour chaque e´tat e et pour chaque
action a, l’application de a sur e me`ne dans un unique e´tat du syste`me de transition
d’e´tats ;
le syste`me de transition d’e´tats est statique : l’ensemble des e´ve´nements est vide, et
le syste`me de transition d’e´tats n’a pas de dynamique interne ;
le temps est implicite : les actions et les e´ve´nements n’ont pas de dure´e ;
la planification est « hors ligne » : le planificateur n’est concerne´ par aucune modifi-
cation qui peut se produire dans le syste`me de transition d’e´tats durant le temps de
planification ;
le plan est se´quentiel : un plan solution en tant que composition d’actions est un en-
semble totalement ordonne´ d’actions ;
l’objectif est de´claratif : un ensemble de proprie´te´s de l’e´tat souhaite´ de´crit l’objectif
de planification lorsque des proprie´te´s sur la composition du plan pourraient eˆtre
exprime´es ;
Cette grille de lecture permet de situer les travaux en planification. Par exemple, des tra-
vaux s’inte´ressent a` conside´rer un syste`me de transition d’e´tats non de´terministe, d’autres
proposent des algorithmes pour manipuler implicitement la dure´e des actions, etc.
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Dans cette the`se, c’est la proprie´te´ des plans se´quentiels qui est leve´e par l’inte´gration de
structures de controˆle destine´es a` fournir des choix au controˆleur durant l’exe´cution du plan.
Un tel plan est dit flexible. Toutes les autres proprie´te´s ne concernent pas directement notre
proble`me de composition automatique flexible. Le tableau 1.4 re´capitule nos hypothe`ses de
travail et leur caracte`re ne´cessaire ou simplificateur vis a` vis de notre proble`me.
1.3 Structure du manuscrit
Le manuscrit est divise´ en quatre parties.
La premie`re concerne le positionnement de la the`se. Elle est constitue´e de cette intro-
duction sur la composition automatique flexible. Le chapitre 2 est une e´tude bibliographique
des travaux proposant de la composition automatique, suivie au chapitre 3 d’une e´tude des
diffe´rents domaines de planification qui fournissent des plans « flexibles ».
La seconde partie comporte nos propositions the´oriques. Le mode`le de planification dans
lequel s’inscrit la the`se est formalise´ dans le chapitre 4. La planification flexible est de´finie
dans le chapitre 5 comme une extension du mode`le formel du chapitre 4, notamment par
l’utilisation dans les « plans flexibles » des ope´rateurs de se´quence et de choix.
La troisie`me partie expose nos propositions pratiques. Dans le chapitre 6, nous de´finis-
sons a` partir des ope´rateurs de se´quence et de choix deux autres ope´rateurs : l’entrelacement
et l’ite´ration. Nous nous re´fe´rons a` ce cadre the´orique pour de´limiter la flexibilite´ traite´e
par notre planificateur Λ-GraphPlan. Nous donnons le de´tail du planificateur Λ-GraphPlan
dans le chapitre 7. Ses performances sont e´value´es et discute´es au chapitre 8.
La quatrie`me partie discute des perspectives et conclut la the`se.
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Hypothe`se Explication
syste`me de transition d’e´tats ﬁni dans un contexte d’informatique ambiante, le nombre d’e´tats peut
eˆtre conside´re´ comme inﬁni
syste`me de transition d’e´tats comple`te-
ment observable
il est possible de rendre compte des limites de l’observation par
une description partielle ou trivalue´e des e´tats
syste`me de transition d’e´tats de´termi-
niste
le monde physique n’est pas de´terministe
syste`me de transition d’e´tats statique des e´ve´nements peuvent survenir durant la composition ou pen-
dant l’exe´cution de la composition
temps implicite cela signiﬁe que chaque action est atomique, ce qui n’est pas le
cas des syste`mes a` composer
- planiﬁcation « hors ligne » la planiﬁcation « en ligne » se justiﬁerait en conside´rant que les
objectifs changent au ﬁl du temps, ou que le syste`me de transition
d’e´tats est dynamique
plan « ﬂexible » donner des choix a` l’exe´cution est le centre de notre proble´matique
objectif de´claratif l’objectif ne peut pas eˆtre exprime´ en terme de composition ou
de proprie´te´s sur la composition, seulement comme des proprie´te´s
sur l’e´tat a` atteindre
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Chapitre 2
E´tat de l’art pour la
composition dynamique
Les services sont des e´le´ments logiciels conc¸us notamment pour eˆtre compose´s entre eux.
Cet e´tat de l’art pre´sente les travaux qui se sont inte´resse´s a` la composition automatique
de services. Ces travaux re´pondent notamment au proble`me lie´ a` la multiplication des
services, de plus en plus complexe a` composer a` la main et ne´cessitant une automatisation
du processus. Nous verrons que ces compositions souffrent du manque de flexibilite´.
2.1 Services comme e´le´ments de composition
Nous trouvons dans la litte´rature de nombreuses de´finitions de ce qu’est un service,
comme, par exemple, celle du W3C 1 [W3C] :
« A Web service 2 is a software system designed to support interoperable
machine-to-machine interaction over a network. It has an interface described in
a machine-processable format (specifically WSDL). Other systems interact with
the Web service in a manner prescribed by its description using SOAP-messages,
typically conveyed using HTTP with an XML serialization in conjunction with
other Web-related standards. »
Pour nous, un service est simplement une unite´ logicielle offrant des interfaces explicitement
spe´cifie´es et avec lesquelles il est possible de raisonner.
2.1.1 Fonctionnement
Nous introduisons l’architecture des services, avec la figure 2.1. Nous observons trois
partenaires, communiquant graˆce a` des messages de type SOAP 3 :
1. fournisseur de services : c’est le fournisseur du ou des services, qui, a` travers un fichier
de description du service de type WSDL 4, permet l’invocation de celui-ci.
2. consommateur de services : c’est l’utilisateur du service, qui apre`s avoir trouve´ le
service ade´quat, l’exe´cute a` travers le re´seau.
3. ne´gociateur de services : c’est un annuaire UDDI 5, c’est-a`-dire le liant entre le four-
nisseur de services et le consommateur de services, permettant au premier de publier
ses services sous forme de fichier WSDL, et au second de re´cupe´rer ces fichiers.
1. World Wide Web Consortium, a` l’url http://www.w3.org/
2. Service et Web service sont conside´re´s dans ce chapitre comme e´tant une meˆme notion (les Web
services sont de´finis comme e´tant des services sur le Web)
3. Simple Object Access Protocol, a` l’url http://www.w3.org/TR/soap/
4. Web Services Description Language, a` l’url http://www.w3.org/TR/wsdl/
5. Universal Description Discovery and Integration, a` l’url http://uddi.xml.org/
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Figure 2.1 – Architecture de´crivant le fonctionnement global des architectures oriente´e
services.
Un processus me´tier (ou workflow [Win]) est un ensemble d’activite´s, s’exe´cutant dans un
ordre pre´de´fini. Une activite´ peut eˆtre une exe´cution de code, des boucles et conditions, un
appel de services, de workflow ou de me´thodes externes, un minuteur, la gestion de tran-
sactions et d’erreurs. . . Ces activite´s peuvent s’enchaˆıner en fonction de conditions, d’in-
teractions avec des processus informatiques ou d’interactions humaines. Le langage WSDL
permet uniquement de de´crire des services atomiques, qui sont alors des « activite´s simples ».
Par l’enchaˆınement entre services, des activite´s complexes sont de´crites puis re´alise´es.
2.1.2 Composition de services
La composition de services offre la possibilite´ de re´aliser des activite´s complexes a` partir
de services existants. Des services compose´s forment un nouveau service, qui peut eˆtre
re´utilise´ dans une autre composition.
Les services re´pondent aux besoins de flexibilite´ et d’inde´pendance, de partage des in-
formations et des applications, d’inter-ope´rabilite´ et enfin de se´curite´ qu’ont les entreprises.
De plus, les activite´s d’entreprises sont elles-meˆmes des processus me´tier d’ordre supe´rieur,
que l’on pourrait dire compose´es. Ainsi, l’utilisation de services complexes promet la re´a-
lisation des activite´s dans une organisation par l’interme´diaire de technologie standardise´e
de services, tout en respectant les besoins e´nume´re´s. L’espe´rance donne´e par l’utilisation de
compositions a e´te´ un conducteur important dans les efforts de´ploye´s par l’industrie dans
ce domaine. Le fait que l’industrie est consciente des possibilite´s offertes peut eˆtre constate´
par les nombreuses normes qui ont e´te´ de´veloppe´es dans l’objectif de mode´liser ces compo-
sitions. Nous parlons notamment des langages de composition tels WS-BPEL [AAA+07],
BPMN [Obj06], WS-CDL [KFB+05] et OWL-S [BvHH+04], ainsi que d’autres de plus bas
niveaux tels WSCL [BBB+02], XPDL [Wor07] ou BPSS [Bus01]. La figure 2.2 pre´sente
l’e´volution de certains de ces langages dans le temps et dans leurs influences. Plusieurs
organismes se font de la concurrence pour proposer ces langages de descriptions, tels que le
W3C, OASIS 6, OMG 7 et le WfMC 8.
6. Organization for the Advancement of Structured Information Standards, a` l’url http://www.
oasis-open.org/
7. Object Management Group, a` l’url http://www.omg.org/
8. Workflow Management Coalition, a` l’url http://www.wfmc.org/
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Figure 2.2 – Historique, e´volution et influence des langages de description de composition
de services, extrait de [Mar08].
Figure 2.3 – Cadre ge´ne´ral d’un syste`me pour la composition de services, extrait de [RS04].
2.1.3 Composition dynamique de services
Les travaux traitant de la composition dynamique de services sont motive´s par le nombre
croissant de services et l’insuffisance actuelle des architectures oriente´es services : composer
manuellement les services est un travail complexe, et par conse´quent le nombre de compo-
sitions ainsi forme´ est fortement limite´.
Un cadre ge´ne´ral de la composition dynamique est propose´ dans [RS04]. Nous le reprodui-
sons a` la figure 2.3. Celui-ci se de´coupe en :
– service repository : sert a` pre´senter les services de base disponibles a` la composition.
– translator : permet au syste`me de composition de distinguer les spe´cifications internes
et externes des services, pour ceux qui font cette diffe´rence. Les traductions doivent
eˆtre effectue´es entre :
– le langage de description des spe´cifications externes et le langage du process gene-
rator (pour obtenir les spe´cifications internes) ;
– le langage de description des services du service repository et le langage du process
generator, et vice et versa.
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– process generator : trouve une composition re´pondant a` une requeˆte ou un but que le
reque´rant de services exprime ;
– evaluator : fait le choix entre les services composites propose´s en les e´valuant selon
des crite`res non fonctionnels ;
– execution engine : exe´cute la composition choisie pre´alablement.
D’autres travaux, tels que [Pee05b] ou [HBP07], comple`tent ce descriptif.
2.2 E´tude des approches existantes
Cet e´tat de l’art comple`te un travail ante´rieur [Mar08]. La porte´e de l’e´tude concerne
la composition automatique ou semi-automatique de services, a` la demande d’un expert ou
d’un utilisateur. Notre objectif est d’analyser ces travaux vis a` vis de notre proble´matique
et ses hypothe`ses.
2.2.1 Par calcul de situation
Golog [LRL+97] et son successeur ConGolog [DGLL00] sont des langages de programma-
tion logique destine´s aux domaines dynamiques (comme la planification) et oriente´s agents,
dont les bases sont une version e´tendue du situation calculus [MH87].
Des adaptations de Golog et ConGolog ont e´te´ propose´es pour faire de la composition
dynamique de services [NM02, MS02]. Le principe de re´solution est le suivant : les services
disponibles, de´crits en DAML-S [ABH+02], sont traduits dans un formalisme permettant
de les manipuler dans le domaine de la planification. Dans ce travail, deux traductions sont
ope´re´es :
1. en Golog pour manipuler les services a` un niveau logique (avec les outils de´die´s au
situation calculus) ;
2. en re´seaux de Petri [Pet66] pour pouvoir utiliser les outils de´die´s (ve´rification d’un
re´seau, simulation, etc.).
Dans [NM02], les auteurs pre´sentent les fonctions suivantes :
– la simulation de l’e´volution d’un service selon diffe´rentes conditions,
– la validation en observant ce qui est obtenu par rapport a` ce qui est attendu,
– la ve´rification du maintien de certaines proprie´te´s,
– la composition d’un service re´pondant a` un but spe´cifique,
– l’analyse de performances e´valuant la capacite´ de fournir un service dans le respect
du temps, du niveau de services et d’utilisation de ressources.
La plupart de ces fonctions sont re´alise´es graˆce a` la traduction en re´seau de Petri. Ceci
s’explique par les preuves que peut fournir un tel mode`le et ses techniques d’analyse. Ainsi,
la totalite´ des structures de composition de DAML-S sont traduites en re´seau de Petri.
En ce qui nous concerne, seule la composition est en lien avec notre proble´matique. La
traduction en Golog est utilise´e pour la re´aliser. Nous trouvons des pre´cisions quant a` la
notion de composition dans [NM02] :
« Let A be a set of atomic Web services [. . . ]. Further, let Φ represent the
user’s goal [. . . ]. Then a1, a2, · · · , an [ndla :]∈ A is a sequential composition of
atomic services that achieves user goal Φ [. . . ]. »
Nous notons que la composition fournie est une se´quence de services atomiques : c’est
une limitation du point de vue de la flexibilite´, puisque la structure de la composition
fournie ne permet aucune alternative. Cette de´finition du proble`me est e´tendue dans [MS02],
et les services disponibles sont de´crits dans des proce´dures en ConGolog. Ces proce´dures
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Figure 2.4 – Architecture de [SPW+04].
permettent de re´pondre de fac¸on ge´ne´rique aux objectifs de l’utilisateur : une proce´dure
existe pour chacun des objectifs de l’utilisateur. ConGolog permet notamment d’exprimer la
concurrence. L’utilisateur de´crit formellement ses pre´fe´rences et contraintes, qui sont ensuite
utilise´es pour la recherche d’une composition permettant de respecter ses contraintes.
2.2.2 Par de´composition hie´rarchique de l’objectif
Nous pre´sentons ici trois approches diffe´rentes qui utilisent une de´composition explicite
de l’objectif. Cet objectif est de´crit sous la forme d’un mode`le hie´rarchique du service
attendu par l’utilisateur.
Premie`re approche
Apre`s 2003, a` l’universite´ du Maryland, ont e´te´ mene´es de nombreuses recherches sur
la composition automatique [WPS+03, SPW+04] et semi-automatique [SHP03]. En semi-
automatique, un syste`me d’aide a` la composition a e´te´ propose´ : une IHM affiche les
services disponibles et l’utilisateur construit sa composition. Ce syste`me se limite a` une
aide a` l’utilisateur. L’utilisateur est suppose´ eˆtre un expert en composition. En automa-
tique, la me´thode de re´solution par Golog est reprise, mais en utilisant le planificateur
SHOP2 [NAI+03, NAC+]. Le travail effectue´ s’inspire de [NM02] et se positionne par rap-
port a` celui-ci. La figure 2.4 pre´sente l’architecture ge´ne´rale adopte´e.
Une grande partie des structures de OWL-S [BvHH+04] a e´te´ traduite en ope´rateurs
et me´thodes HTN [JDKR]. Pour ce qui est du syste`me inspire´ de Golog, il se heurte aux
meˆmes limitations : seuls des plans se´quentiels sont fournis par SHOP2. De plus, une autre
limitation de ce travail apparait, due a` l’utilisation de SHOP2 : la concurrence ne peut pas
y eˆtre exprime´e.
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Figure 2.5 – L’architecture de WSPlan, un syste`me de planification de services, extraite
de [Pee04].
Crite`res ergonomiques
Nous avons e´voque´ en introduction (cf. chapitre 1) le cas d’e´tude d’un malade issu
de [Gab11]. Dans ces travaux, ce n’est pas une composition de service qui est effectue´e
mais d’interface homme-machine. Le centre des pre´occupations est donc lie´ au respect des
crite`res ergonomiques de la composition calcule´e. Une de´composition de l’objectif est de´finie
en HTN [JDKR], un langage de description hie´rarchique du domaine de planification. Le
planificateur du type de SHOP2 calcule alors une instance de la de´composition qui respecte
le contexte a` l’exe´cution.
Composition distribue´e
Dans [PF09] l’innovation vient de la distribution du calcul du plan : chaque service est
un agent qui peut composer de fac¸on autonome avec les autres services. La` aussi HTN
est utilise´ pour de´crire la de´composition hie´rarchique (totalement ordonne´e dans leur cas)
de l’objectif de l’utilisateur. Le plan calcule´ souffre donc des limites de´ja` mentionne´es de
l’approche par de´composition de l’objectif a` la conception.
2.2.3 WSPlan, planificateur d’ordre partiel
Joachim Peer de l’universite´ de StGallen en Suisse propose une nouvelle vision concer-
nant la composition automatique de services. Son approche diffe`re surtout des autres par sa
notion de re-planifications a` l’exe´cution. L’architecture adopte´e, illustre´e figure 2.5, montre
le fonctionnement ge´ne´ral du syste`me de´veloppe´ [Pee04], WSPlan (celui-ci n’est, a` ce jour,
pas disponible au public). Cette vision du proble`me se fonde sur l’ide´e qu’un planificateur ne
peut pas eˆtre suffisamment expressif pour re´pondre a` toutes les exigences de la composition
de services [Pee04] :
« In general, it seems not feasible to develop one monolithic (AI-) plan-
ning solution that fits all the possible requirements of web service composition.
Instead, we argue that it is more fruitful to create a flexible non-monolithic fra-
mework, which allows to plug in those planners that are best suited for certain
planning domains and tasks ; this is essential for addressing changing or new
requirements of the users. »
Le planificateur en question, pre´sente´ dans [Pee05a], fournit un plan se´quentiel. Certaines
connaissances du domaine ne sont pas encode´es a` la main comme dans la plupart des
2.2. E´tude des approches existantes 19
Figure 2.6 – Technique d’interpre´tation a posteriori du plan pour obtenir des compositions
complexes, ici d’une se´quence de services a` un <Split + Join> du langage de description
OWL-S [KGS05].
solutions propose´es : elles sont ge´ne´re´es par l’interaction dynamique avec les services, c’est-
a`-dire durant l’exe´cution du plan en gardant la possibilite´ de re-planification. Cette vision
de la composition de services, avec re-planification, permet de surmonter l’inde´terminisme
de l’exe´cution de certains services (par exemple concernant les ressources disponibles, ou
non, au moment de la planification).
2.2.4 CASCOM
CASCOM [CAS04] est un projet europe´en finalise´ (2004-2007). Son objectif principal
est de´crit sur la page du projet [KHK] :
« The main objective of the project is to implement, validate, and trial
value-added supportive infrastructure for business application services for mo-
bile workers and users across mobile and fixed networks. »
Pour cela, il propose entre autre de la composition dynamique de services. Nous trouvons la
description ge´ne´rale de l’outil de planification, XPlan, de´veloppe´ dans le cadre de ce projet
dans [KGS05] :
« OWLS-Xplan consists of several modules for preprocessing and planning.
It takes a set of available OWL-S services, a domain description consisting of
relevant OWL ontologies and a planning query as input, and returns a plan
sequence of composed services that satisfies the query goal. »
Nous retrouvons une composition de services exprime´e par un plan se´quentiel. Une solution
est propose´e pour obtenir une expressivite´ supe´rieure, illustre´e par la figure 2.6. Elle repose
sur une interpre´tation du plan a posteriori pour permettre la transformation de la se´quence
en des structures plus complexes. Le principe, dans le cas de l’illustration, est le suivant :
– les entre´es et pre´conditions de WS1 ne de´pendent en rien des sorties et effets de WS2,
et inversement. Par contre, leurs entre´es et pre´conditions de´pendent du meˆme e´tat.
Ces deux remarques permettent d’affirmer que ces deux services peuvent s’exe´cuter
paralle`lement, avec un <Split> (ope´rateur de OWL-S [BvHH+04]) ;
– de plus, nous voyons que les sorties et effets de ces deux services permettent d’atteindre
un certain e´tat, ce qui se traduit par un <Join> entre les deux services ;
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Figure 2.7 – L’architecture d’ASTRO, un syste`me de planification de services. Extrait de
[PTB05].
– ces deux dernie`res remarques provoquent finalement un <Split + Join> entre WS1
et WS2.
Un autre outil, OWLS2PDDL, permet la traduction de toutes les structures contenues
dans OWL-S en PDDL [AD05], un langage de description des domaines de planification.
Malheureusement, Xplan n’est se´mantiquement pas assez riche pour permettre toutes les
interpre´tations a posteriori possibles [KGS05] :
« However, the plan structures “choice” and “unordered sequence” are not
realizable by proper interpretation of plan sequences created by Xplan. Though,
the latter problem is a hard problem for any AI planner in general, including,
for example, Shop2. »
Les structures de choix que nous cherchons a` inte´grer dans les plans ne sont donc pas traite´es
par [CAS04] (ni par le reste des propositions). Il est souligne´ dans cette citation la difficulte´
inhe´rente a` notre proble´matique, puisque nos exemples de plans flexibles issus de Gripper
pre´sentent tous des « se´quences non ordonne´es d’actions ».
2.2.5 ASTRO
A` l’universite´ de Trente, en Italie, avec notamment le chercheur Marco Pistore ou
encore Paolo Traverso, s’est construit le projet ASTRO [TP04, PBB+04, PTB05] qui a
pour but de de´velopper des outils soutenant l’e´volution et l’adaptation des services distribue´s
au cours de leur cycle de vie, de la conception a` l’exe´cution, pour finalement automatiser la
composition de ces services. La me´thode de re´solution est illustre´e par la figure 2.7. Son
avantage et son apport concernent le type de planificateur utilise´. En effet, apre`s avoir
traduit les services en automate (STS pour « State Transition System »), les techniques
fournies par le model checking sont applique´es a` travers un planificateur utilisant cette
technologie (MBP pour « Model Based Planner »). Le pouvoir expressif de ce dernier en
termes de structures de plan est bien supe´rieur aux autres, graˆce a` l’utilisation de conditions,
qui permet d’introduire d’autres structures que la se´quence (de fac¸on implicite, puisque le
plan est une politique, c’est-a`-dire un ensemble de relation entre un e´tat atteint et le service
suivant a` exe´cuter). Le tableau 2.1 page ci-contre est un exemple de politique. Cette politique
est mode´lise´ comme un automate : a` un e´tat 9 e et une observation o est associe´e une action
9. L’article original utilise la notion de contexte, connexe a` celle d’e´tat.
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e ∈ E o ∈ O α(e, o) ǫ(e, o) ∈ E
e0 – AcceptDoP&SRequest e1
e1 product 6= Prod1 AnswerDoP&SRequest(NoAvailable) done
e1 product = Prod1 DoProductRequest(Prod1) e2
e2 na = NoAvailable AnswerDoP&SRequest(NoAvailable) done
e2 ¬ acceptable(duration) AnswerDoP&SRequest(NoAvailable) e3
e2 acceptable(duration) AnswerDoP&SRequest(Cost2,Dur2) e4
e3 – RefuseProductOffer done
. . . . . . . . . . . .
Table 2.1 – Fragment d’un plan fourni par le planificateur d’ASTRO, extrait de [TP04]
α(ei, o) a` appliquer, ce qui me`ne a` l’e´tat ǫ(e, o). Pour un meˆme e´tat, plusieurs transitions
sont possibles, la se´quence est donc enrichie de conditions et branchements. Le plan obtenu
est ensuite traduit en BPEL [ACD+03], un langage de description de services.
EaGLe est le langage de but e´tendu utilise´ dans l’approche ASTRO permettant a` l’uti-
lisateur de de´finir ses besoins. Ceux-ci sont en fait quasiment une description de haut ni-
veau de la composition de´sire´e par l’utilisateur. Nous ne pouvons donc pas vraiment parler
le composition dynamique, puisque celle-ci se trouve presque entie`rement de´finie par les
nombreuses contraintes fournies par le biais de la description du but utilisateur, qui est
finalement un expert EaGLe. De plus, la connaissance pre´alable des services disponibles, et
donc du contexte a` l’exe´cution, est obligatoire pour pouvoir exprimer des contraintes entre
eux.
2.2.6 INFRAWEBS
Le projet europe´en INFRAWEBS [INF04] (2004–2007) avait pour objectif le de´veloppe-
ment d’une application axe´e sur les outils logiciels pour la cre´ation, le maintien et l’exe´cution
de services se´mantiques dans l’ensemble de leur cycle de vie. Dans [AM07], l’approche de
re´solution est un peu diffe´rente des techniques de planification vues pre´ce´demment. Ce
n’est pas explicitement une technique de planification qui est utilise´e, mais le fait qu’un
but est de´crit comme un ensemble d’expressions logiques pouvant eˆtre de´coupe´es en sous-
ensembles : des sous-buts. Cette de´composition s’apparente a` la de´composition que l’on
trouve en planification hie´rarchique [JDKR]. Les expressions logiques sont de´crites a` l’aide
d’ontologie, et peuvent de´crire ce que l’utilisateur pourra fournir au syste`me, ainsi que ce
qu’il attend des services capables de satisfaire le but. Pour revenir a` la me´thode employe´e,
l’algorithme principal cherche un service capable de satisfaire le but. Si aucun n’est dis-
ponible, alors il de´compose ce but en deux sous-buts qu’il cherche a` satisfaire de fac¸on
re´cursive. Nous devons donc observer cette de´composition en sous-buts pour connaˆıtre la
structure des compositions finales :
« [. . . ] application [. . . ] begin to construct a composite goal with the most
important [. . . ] sub-goal, and continue this process by sequentially adding other
sub-goals according to the degree of their importance for realization of the whole
goal. »
Nous obtenons, apre`s l’exe´cution de l’application, une se´quence d’utilisation des services :
pour chaque sous-but, les services compatibles sont propose´s a` l’utilisateur pour qu’il puisse
se´lectionner celui qui lui semble le meilleur. Comme les sous-buts sont organise´s se´quentiel-
lement, les services le sont aussi.
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Un syste`me de substitution de services, dans le cas ou` le service pre´alablement se´lectionne´
ne peut pas fonctionner, est mis en place. Lors de la se´lection du service par l’utilisateur,
les autres services disponibles pour le meˆme but sont garde´s en me´moire, pour permettre
la substitution durant l’exe´cution de la composition. La de´composition en sous-buts signifie
que le but de l’utilisateur ne peut pas eˆtre impre´vu : une solution a de´ja` e´te´ conc¸ue pour le
but, l’objectif de ce syste`me est de trouver des instances de services permettant de re´pondre
aux sous-buts. Malgre´ cette premie`re limitation, nous retrouvons une composition pauvre
en structures : les sous-buts sont ordonne´s se´quentiellement lorsque une composition flexible
demande de pouvoir proposer a` l’exe´cution des choix a` l’utilisateur. Mais dans ce cas pre´cis,
nous pouvons conside´rer ce point comme minime puisque l’utilisateur choisit lui-meˆme le
service a` utiliser. Cela nous ame`ne au fait que cet utilisateur est fortement implique´ dans
le processus : il est co-concepteur de la composition, donc pose`de des compe´tences dans ce
domaine.
2.2.7 Autres travaux
[SPAS03] propose un travail the´orique couvrant en particulier la composition de services
se´mantiques, c’est-a`-dire de´crit dans des ontologies. Toutefois, l’apport principal concerne
la de´monstration des avantages de l’utilisation de la se´mantique. Concernant l’obtention
d’une composition par planification, les difficulte´s suivantes sont indique´es :
– le choix des capacite´s attendues des services, c’est-a`-dire de´cider comment transformer
une requeˆte utilisateur pre´cise en un but de composition abstrait ;
– le plan ne peut pas eˆtre complet tant que tous les services a` utiliser ne sont pas
se´lectionne´s ;
– le planificateur peut avoir besoin de l’exe´cution partielle du plan pour continuer a`
planifier.
Les deux dernie`res difficulte´s sont inhe´rentes a` leur vision du proble`me. La premie`re est
re´currente : le souhait concret de l’utilisateur doit eˆtre compris a` un niveau abstrait pour
comprendre ce que doit fournir le service composite re´sultant.
[HB03] propose un cadre the´orique pour la composition de services. Il est fonde´ sur les
re´seaux de Petri. Un travail pre´liminaire sur l’expressivite´ de ces re´seaux est effectue´ dans
le but de de´montrer leur inte´reˆt, et de montrer comment utiliser une traduction de services
en re´seaux de Pe´tri pour infe´rer des proprie´te´s via leur analyse. Nous avons de´ja` vu des
syste`mes qui utilisent les re´seaux de Pe´tri pour la composition, comme [NM02].
Dans [MBE03], les auteurs proposent de la composition dynamique de services se´man-
tiques. Ils proposent une architecture, illustre´e a` la figure 2.8 page suivante, qui se de´coupe
en quatre phases :
1. specification permet la description de haut niveau de la composition de´sire´e dans le
langage CSSL 10,
2. matchmaking utilise les re`gles de composition pour ge´ne´rer un plan conforme a` la
spe´cification du service requis.
3. selection choisit le meilleur plan selon la qualite´ de composition si plusieurs sont
disponibles,
4. generation ge´ne`re automatiquement la description du service composite, qui est pre´-
sente´ a` l’utilisateur.
10. Composite Service Specification Langage
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Figure 2.8 – Approche adopte´e dans [MBE03] pour faire de la composition dynamique de
services se´mantiques.
Lors de la premie`re phase, l’utilisateur de´crit le service composite qu’il de´sire obtenir, sans
connaissance re´elle des services existants.
Dans [McD02], Drew McDermott introduit un nouveau type de connaissance, qui
exprime le type de donne´e retourne´e par l’application d’une action. Cette information man-
querait au langage de description pour la planification. De plus, une distinction est souli-
gne´e entre les transformations d’informations et les changements d’e´tats. Les informations
repre´sentent les entre´es et sorties des services. Elles peuvent eˆtre duplique´es pour d’autres
services, au contraire de l’e´tat du monde, modifie´ par l’exe´cution d’un service : l’ancien
e´tat disparait pour laisser place au nouveau. Il affirme d’autre part que le domaine de la
composition de services requiert l’ouverture du monde de la planification (a` l’inverse de
l’hypothe`se habituelle du monde clos), et demande la formation de plans plus complexes.
2.3 Conclusion
La planification automatique est l’approche majoritairement adopte´e pour la composi-
tion dynamique : la planification a pour objectif de structurer des actions, ici des services,
sous la forme d’un plan qui permet, a` l’exe´cution, d’atteindre un objectif exprime´. Nous
notons l’existence de nombreux travaux [NM02, KGS05] sur la traduction de la description
des services en domaine de planification, utilisant les langages adapte´s a` la planification
(STRIPS [FN71], PDDL [AD05], HTN [JDKR]). Cela souligne encore la pertinence d’une
approche par planification pour notre proble´matique. Nous conside´rons n’importe quel type
de « service » utilise´ dans le cadre de la composition automatique en intelligence ambiante,
en faisant l’hypothe`se qu’il existe une description de ces services dans un langage adapte´ a`
la planification.
Aucun planificateur ne pre´sente de re´sultat satisfaisant selon nos crite`res : de fac¸on ge´-
ne´rale, les syste`mes de composition dynamique e´tudie´s ne prennent pas en compte notre
utilisateur non expert en planification et qui doit interagir avec la composition au moyen de
structures de controˆle lui donnant des choix a` l’exe´cution. En effet, une large partie des sys-
te`mes propose´s [CAS04, INF04, SPW+04] s’appuie sur des planificateurs qui ne permettent
pas de produire de plans flexibles. D’autres syste`mes [MS02, PTB05] sont destine´s a` des
utilisateurs experts en composition (notamment par l’expression de besoins complexes). Les
travaux qui utilisent une de´composition hie´rarchique de l’objectif [SPW+04, Gab11, PF09]
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pour la composition ne´cessitent que l’objectif ait e´te´ anticipe´ : la de´composition de´crit une
solution de l’objectif (meˆme si elle n’est pas instancie´e). Or dans notre proble´matique l’ob-
jectif est impre´vu. Aucun de ces travaux ne re´pond a` nos attentes.
Les questions concernant les crite`res d’ergonomie, ou encore l’inte´gration de l’utilisateur,
sont la plupart du temps secondaires, ou ne sont pas souleve´es du tout. Notre vision, centre´e
utilisateur, impose une contribution the´orique et pratique. Ainsi, alors qu’en planification le
plan solution qui sera le plus appre´cie´ sera celui contenant le moins d’actions et d’ope´rateurs
possibles, la composition devra eˆtre riche en structures pour eˆtre flexible, et laisser un
maximum de degre´s de liberte´ a` l’utilisateur : les algorithmes de planification ne peuvent
pas eˆtre les meˆmes.
Chapitre 3
E´tat de l’art pour la flexibilite´
en planification
A` notre connaissance, il n’existe pas d’approche en planification conc¸ue pour une telle
flexibilite´, c’est-a`-dire pour calculer un ensemble de plans solutions pour un proble`me donne´.
Toutefois, quelques approches sont connexes. Nous pre´sentons les domaines de la planifica-
tion produisant des plans qui inte`grent des structures de controˆle ou permettant d’exprimer
plus d’une unique se´quence d’actions.
Un premier ensemble de travaux qui fournissent des plans structure´s sont ceux qui
utilisent des strate´gies de moindre engagement [Wel94, MBD91], en planification classique :
les actions des plans sont alors partiellement ordonne´es, et le controˆleur peut choisir l’ordre
d’exe´cution. Nous exposerons dans le paragraphe 3.1 les limites de ces approches vis a` vis
de la flexibilite´ en prenant pour exemple les cas d’e´tudes de´taille´s au chapitre introductif
(cf. paragraphe 1.2.2) : les planificateurs issus de ces approches sont flexibles en partie
seulement.
D’autres travaux proposent des structures dans leurs plans pour surmonter des incer-
titudes sur l’environnement, que ce soit un nombre variable d’objets a` traiter, un e´tat
initial partiellement connu ou encore des actions aux effets non de´terministes. La planifi-
cation ge´ne´ralise´e [HG11], la planification conformante [Bon09] et la planification condi-
tionnelle [PS92] ainsi que certaines approches de planification fonde´es sur mode`le [GT00]
(MBP 1) surmontent ces incertitudes en inte´grant des structures dans les plans. Nous mon-
trons dans le paragraphe 3.2 en quoi leurs hypothe`ses et les noˆtres sont incompatibles.
3.1 Planification partiellement flexible
Nous nous inte´ressons dans ce paragraphe aux diffe´rentes approches existantes en planifi-
cation classique (cf. figure 3.10 page 43 sur la taxinomie de la planification). Dans un espace
d’e´tats, les plans sont pauvres en structures, mais c’est souvent une approche relativement
peu couteuse en ressource et en temps. Par exemple, le planification Fast-Forward [HN01]
(FF) est un planificateur qui calcule des se´quences d’actions : FF est vainqueur de compe´ti-
tions de planification classique (comme a` IPC 2 en 2002 [LFS+02]). Lorsque la planification
navigue dans des espaces de plans, produisant des plans partiellement ordonne´s [Wel94],
ou dans des graphes, produisant des ensembles ordonne´s d’actions [BF97], les performances
diminuent mais l’expressivite´ des plans augmentent.
Nous pre´sentons au paragraphe 3.1.1 la planification dans un espace de plans. Notre
proposition algorithmique e´tant fonde´e sur la planification de graphe, nous la de´taillerons
particulie`rement dans le paragraphe 3.1.2.
1. Model Based Planning
2. International Planning Competition
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3.1.1 Planification partiellement ordonne´e (POP)
Un plan partiellement ordonne´e est un ensemble d’actions, et un ensemble de contraintes
d’ordre entre les actions. Seules les contraintes ne´cessaires sont dans le plan, de telle fac¸on
que l’exe´cution des actions dans n’importe quel ordre qui respecte les contraintes assure,
d’une part, que toutes les actions seront exe´cutables et, d’autre part, que l’objectif sera
atteint. Les premiers travaux [Sac75, Tat77, PW92] amenant a` la planification partiellement
ordonne´e sont issus de re´flexions sur la planification « non line´aire ».
En planification partiellement ordonne´e, l’espace de recherche est un espace de plans
partiels. Un plan partiel contient notamment un ensemble d’actions 3, un ensemble de con-
traintes d’ordre≺ entre couple d’actions (par exemple, a1 ≺ a2 signifie que a1 doit s’exe´cuter
avant a2) et des liens de causalite´ [Tat77] entre couple d’actions. L’ordre partiel entre les
actions de´finit un graphe oriente´ : il est consistant lorsque le graphe ne contient pas de cycle.
Les liens de causalite´ permettent de lier les effets d’une premie`re action aux pre´conditions
d’une seconde : par exemple, a1
p
−→ a2 signifie que p est un effet de a1 et une pre´condition
de a2, et que a1 ≺ a2. On dit qu’une action am menace le lien causal a1
p
−→ a2 si p est un
effet ne´gatif de am alors que les contraintes d’ordre a1 ≺ am et am ≺ a2 sont consistantes
vis a` vis de ≺. Dans un plan partiel, une pre´condition qui n’est pas implique´e dans un lien
de causalite´ est un sous-objectif « ouvert ».
L’espace de recherche est tel que :
– les noeuds sont des plans partiels ;
– les arcs sont des ope´rations de raffinement du plan qui ont pour objet de comple´ter le
plan partiel, c’est-a`-dire de re´aliser un sous-objectif reste´ ouvert par l’ajout d’un lien
de causalite´ ou de supprimer une menace par l’ajout d’une contrainte d’ordre.
La planification dans un tel espace de recherche commence avec un plan vide qui est le noeud
initial. Dans ce plan vide, l’e´tat initial est mode´lise´ par une action virtuelle a0 qui a toutes
les propositions de l’e´tat initial comme effets ; et l’objectif de planification est mode´lise´ par
une action virtuelle a∞ qui a pour pre´conditions cet objectif. Une contrainte d’ordre relie
a0 et a∞ de telle fac¸on que l’e´tat initial pre´ce`de l’objectif : a0 ≺ a∞. Pour faire e´voluer
l’espace de recherche, les deux principales ope´rations a` re´aliser sont le choix des actions
a` ajouter aux plans partiels, et les relations (contraintes d’ordre ou liens de causalite´) a`
ajouter entre les actions. Le noeud a atteindre doit eˆtre un plan partiellement ordonne´e tel
qu’aucun objectif n’est ouvert et qu’aucun lien de causalite´ ne soit menace´ par une action
du plan : ces conditions garantissent que le plan est solution du proble`me de planification.
Avec Gripper-B+C (cf. annexe B.6), un plan partiellement ordonne´ solution propose
un ordre total pour le de´placement de toutes les balles par le robot g-b et un ordre total pour
le de´placement de tous les cubes par le robot g-c. Par exemple, un tel plan solution pour
une unique balle b-1 et un unique cube c-1 est compose´ des contraintes d’ordre suivantes :
– PICK(g-b, b-1, r-a) ≺ MOVE(g-b, r-a, r-z) ≺ DROP(g-b, b-1, r-z) ;
– PICK(g-c, c-1, r-z) ≺ MOVE(g-c, r-z, r-a) ≺ DROP(g-c, c-1, r-a).
Ainsi, aucune contrainte d’ordre n’implique de couple d’actions de chacun des traitements :
le de´placement des balles et celui des cubes sont totalement inde´pendants. Ce plan est donc
partiellement ordonne´, et toutes les se´quences d’actions totalement ordonne´es qui respectent
≺ sont solutions du proble`me de planification. A` l’exe´cution, la controˆleur pourra choisir
d’exe´cuter la se´quence d’actions qui lui conviendra le mieux selon son contexte : le plan est
flexible.
3. Les actions sont en ve´rite´ des ope´rateurs partiellement instancie´s, et un plan partiel contient aussi
un ensemble de contraintes d’instanciation sur ces ope´rateurs : les contraintes d’ordre nous suffisent pour
illustrer les limites de la flexibilite´ en planification partiellement ordonne´e.
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Avec Gripper (cf. annexe B.3), un plan partiellement ordonne´ ne contient aucune flexi-
bilite´ : un ordre total contraint les actions du plan, autrement dit une seule exe´cution se´quen-
tielle est possible. Par exemple, prenons un plan partiel deGripper dans lequel se trouvent
les actions PICK(b-1, r-a) et PICK(b-2, r-a), et dans lequel un lien de causalite´ a e´te´ ajoute´
entre l’e´tat initial et PICK(b-1, r-a) : a0
Free
−−−→ PICK(b-1, r-a). Dans ce plan partiel, PICK(b-
2, r-a) est une menace pour le lien de causalite´. En effet, Free est un effet ne´gatif de PICK(b-
2, r-a) et a0 ≺ PICK(b-2, r-a) et PICK(b-2, r-a) ≺ PICK(b-1, r-a) est consistant (l’ajout
de ces contraintes d’ordre ne cre´e par de cycle). Ainsi, pour supprimer cette menace, une
contrainte d’ordre sera ajoute´e au plan partiel : PICK(b-1, r-a) ≺ PICK(b-2, r-a). Ainsi,
dans ce plan partiel en construction, la balle b-2 sera ne´cessairement attrape´e par le robot
apre`s la balle b-1 : c’est une contrainte ne´cessaire pour que le plan soit consistant et donc
solution, mais c’est un choix arbitraire qu’impose l’approche par planification partiellement
ordonne´e. Un plan flexible solution pour Gripper doit proposer de choisir l’ordre de traite-
ment des balles plutoˆt que de l’imposer. En planification partiellement ordonne´e, le plan est
flexible en partie seulement : la flexibilite´ est limite´e par l’expressivite´ issue des contraintes
d’ordre.
3.1.2 Planification fonde´e sur les graphes (GraphPlan)
Soit un langage propositionnel L et un ensemble d’actions A. Chaque action a de A
posse`de des pre´conditions note´es pre(a), des effets positifs note´s eff+(a) et des effets ne´gatifs
note´s eff−(a), avec pre(a), eff+(a) et eff−(a) trois ensembles de propositions de L. Un
proble`me de planification est un triplet (A, e0, goal) avec e0 et goal respectivement l’e´tat
initial et l’objectif de planification, deux ensembles de propositions de L. Pour un proble`me
donne´s, un graphe de planification G est un couple (N,E) avec N un ensemble de nœuds et
E un ensemble d’arcs. C’est une repre´sentation condense´e de l’espace d’e´tats sous la forme
de couches successives de propositions et d’actions telles que N = P0 ∪A1 ∪P1 ∪A2 ∪ · · · :
– une couche de propositions Pi contient les propositions de L qui sont atteignables par
l’application d’un plan π de longueur i au maximum, π e´tant applicable sur l’e´tat
initial e0 ;
– une couche d’actions Ai contient les actions de A qui sont applicables sur l’e´tat re-
pre´sente´ par la couche propositionnelle Pi−1.
– les arcs relient les actions de chaque couche Ai a` leurs pre´conditions dans la couche
Pi−1 et a` leurs effets dans la Pi.
P0 repre´sente l’e´tat initial du proble`me : cette couche est compose´e des propositions de
e0. Un exemple de graphe de planification est propose´ a` la figure 3.1 page suivante. Cet
exemple de graphe correspond aux trois premiers pas de temps pour le proble`me de´crit en
annexe B.3, avec initialement le robot et les balles b-1 et b-2 dans la pie`ce r-1, le robot
ayant sa pince disponible, repre´sente´ par la proposition Free.
Structure du graphe de planification
Les pre´conditions d’une action a ∈ Ai sont des propositions de Pi−1, alors lie´es a` a. Ces
liens sont mate´rialise´s dans la figure 3.1 pour l’action PICK(b-1, r-a) 4 de la couche A1 par
les traits solides reliant cette action a` ses pre´conditions dans la couche P0.
De meˆme, les propositions de Pi sont des effets positifs ou ne´gatifs des actions de Ai.
L’action PICK(b-1, r-a) de la couche A1 est relie´e dans la figure 3.1 a` ses effets contenus
4. L’action PICK(b-1, r-a) dans le graphe repre´sente´ a` la figure 3.1 signifie que le robot attrape la
balle b-1 dans la pie`ce r-a.
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Room r-zRoom r-a
PICK b-1 r-a
Ball b-2Ball b-1G-at r-aAt b-2 r-aAt b-1 r-aFree
PICK b-2 r-a
Ball...Carry b-2G-at r-zAt b-2 r-aFree
DROP b-2 r-a
Carry b-1At b-1 r-a
DROP b-1 r-a
G-at r-a
MOVE r-a r-z
Carry b-2At b-2 r-aFree
DROP b-2 r-z
Carry b-1At b-1 r-a
DROP b-1 r-z
G-at r-zG-at r-a
MOVE r-a r-z
PICK b-2 r-aPICK b-1 r-a
Carry b-2Carry b-1At b-2 r-zAt b-1 r-zFree
Figure 3.1 – Le graphe de planification pour le proble`me Gripper (limite´ a` deux balles)
apre`s 3 e´tapes d’extension. Un trait entre une proposition et une action repre´sente une
pre´condition, et entre deux propositions ou entre deux actions, une relation mutex (les
relations mutex invoque´es dans le texte sont fonce´es) ; une fle`che (resp. une fle`che inverse´e)
entre une action et une proposition repre´sente un effet positif (resp. ne´gatif).
dans la couche P1 : par une fle`che droite pour son effet positif
5, et par des fle`ches renverse´es
pour ses deux effets ne´gatifs 6.
De plus, chaque proposition Pred ∈ Pi−1 est la pre´condition d’une action virtuelle de
propagation NOOP-Pred de Ai qui ne posse`de qu’un seul effet positif Pred ∈ Pi et aucun effet
ne´gatif. Ces actions ne sont pas repre´sente´es dans la figure 3.1, mais nous pouvons constater
qu’aucune action repre´sente´e de la couche A1 ne produit la proposition Free de la couche
P1. Cette proposition est donc pre´sente dans la couche P1 graˆce a` l’action de propagation
NOOP-free. Il en est de meˆme pour toutes les autres propositions de cette couche, et des
suivantes. Ainsi, ∀i,Pi ⊆ Pi+1.
5. L’effet positif de l’action PICK(b-1, r-a) est la proposition Carry(b-1) qui signifie que le robot
transporte la balle b-1.
6. Ses effets ne´gatifs sont les propositions Free (la pince du robot n’est plus libre) et At(b-1, r-a) (la
balle b-1 n’est plus dans la pie`ce r-a).
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Relation mutex
Deux actions a1 et a2 de Ai sont lie´es par une relation mutex (de mutuelle exclusion) si
soit un effet ne´gatif de a1 est une pre´condition ou un effet positif de a2, soit une pre´condition
de a1 est lie´e par une relation mutex avec une pre´condition de a2 dans Pi−1. L’ensemble
des relations mutex entre les actions de Ai est note´ µAi : A × A. Les actions sont donc
mutuellement exclusives selon diffe´rents crite`res, qui sont :
– l’inconsistance : l’une nie l’effet de l’autre ;
– l’interfe´rence : l’une supprime une pre´condition de l’autre ;
– la propagation, c’est-a`-dire l’existence de ressources conflictuels : elles ont des pre´con-
ditions mutex.
Deux propositions p1 et p2 de Pi sont mutex si toute action de Ai (les actions de
propagation comprises) qui a pour effet positif p1 est mutex avec toutes les actions de Ai qui
produisent (ayant pour effet positif) p2, et si aucune action de Ai ne produit simultane´ment
p1 et p2. L’ensemble des relations mutex entre les propositions de Pi est note´ µPi : L×L, et
µP0 est vide. Les propositions sont donc mutuellement exclusives selon diffe´rents crite`res,
que sont :
– l’une est la ne´gation de l’autre ;
– l’inconsistance du support : toute paire d’actions qui rend l’une et l’autre vrai est
mutex.
Formellement, ces de´finitions se traduisent ainsi [GNT04] :
De´finition 3.1 (Relation mutex entre actions). Deux actions a1 et a2 de Ai sont mutex
si :
– a1 et a2 sont inconsistantes ou si elles interfe`rent (a1 et a2 sont alors de´pendantes
7),
ou si
– une pre´condition de a1 est mutex avec une pre´condition de a2, c’est-a`-dire ∃〈p1, p2〉 ∈
Pi−1 × Pi−1 | p1 ∈ pre (a1) , p2 ∈ pre (a2) , 〈p1, p2〉 ∈ µPi−1.
De´finition 3.2 (Relation mutex entre propositions). Deux propositions p1 et p2 de Pi sont
mutex si :
– toutes les actions de Ai qui ont pour effet p1 sont mutex avec chaque action de Ai qui
produit p2, c’est-a`-dire ∀〈a1, a2〉 ∈ Ai × Ai | p1 ∈ eff
+(a1) , p2 ∈ eff
+(a2) , 〈a1, a2〉 ∈
µAi, et si
– aucune action de Ai ne produit les deux propositions, c’est-a`-dire ∄a ∈ Ai | p1, p2 ∈
eff+(a).
Dans la figure 3.1, les actions PICK(b-1, r-a) et PICK(b-2, r-a) de A1 sont mutex car
elles sont de´pendantes a` travers la proposition Free, qui est l’une de leurs pre´conditions et
l’un de leurs effets ne´gatifs. Ainsi, leurs effets positifs respectifs Carry(b-1) et Carry(b-2) de
P1 sont mutex puisque aucune autre action de A1 ne les produit. Pour terminer l’illustration
des relations mutex, les actions DROP(b-1, r-a) et DROP(b-2, r-a) de A2 sont mutex car
chacune a respectivement pour pre´condition les propositions Carry(b-1) et Carry(b-2) de
P1, mutex entre elles.
Crite`re ne´cessaire d’atteignabilite´
Les relations mutex sont utiles pour connaitre dans chaque couche les couples d’actions
qui peuvent eˆtre exe´cute´es simultane´ment, et les couples de propositions qui pourraient eˆtre
7. Les proprie´te´s d’inconstance, d’interfe´rence et de de´pendance d’un couple d’actions seront de´finies
formellement dans le chapitre 4.
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ve´rifie´es ensemble. Notamment, si la dernie`re couche de propositions Pk ∈ G ne contient
pas l’objectif de planification sans relation mutex entre elles, c’est qu’il n’existe aucun
plan de taille k permettant de satisfaire cet objectif. Il serait donc inutile d’essayer de
chercher un plan de taille k. Comme L contient un nombre fini de propositions, les couches
propositionnelles cessent de croitre en nombre de propositions pour une certaine taille du
graphe, et chaque couche au dela` de cette taille contient les meˆmes propositions. De plus,
le nombre de relations mutex entre propositions ne peut que diminuer lorsque les couches
propositionnelles successives ont atteint cette taille maximum, car deux propositions qui
ne sont pas mutex dans une certaine couche ne peuvent pas devenir mutex du fait des
actions de propagation (autrement dit, une paire de propositions atteignable avec un plan
de longueur k peuvent eˆtre atteint avec un plan plus long). Ainsi, un objectif de planification
ne pourra pas eˆtre satisfait si le graphe atteint un point fixe ou` les couches propositionnelles
successives ne varient plus et ne contiennent pas cet objectif.
Nous notons Pg la premie`re couche propositionnelle de G qui contient l’ensemble des
propositions de l’objectif de planification goal, sans aucune relation mutex : ∀g ∈ goal, g ∈
Pg et ∀ (g1, g2) ∈ goal × goal, (g1, g2) 6∈ µPg. Le fait que les propositions ne soient pas
mutex signifie que chaque proposition de l’objectif est atteignable avec un plan de longueur
g, mais ne garantit pas l’existence d’un plan : les propositions sont atteignables de fac¸on
inde´pendante et non ne´cessairement toutes ensemble. L’apparition de Pg dans G est une
condition ne´cessaire mais non suffisante pour qu’un plan solution soit extrait de G.
Dans le graphe de la figure 3.1, l’objectif de planification compose´ des propositions At(b-
2, r-z) et At(b-1, r-a) est atteint a` la couche P3 (donc g = 3). Au contraire, l’objectif de
planification de´crit initialement (compose´ des propositions At(b-2, r-z) et At(b-1, r-z))
n’est pas encore consistant dans P3 puisque ses propositions y sont mutex : le graphe doit
continuer a` eˆtre e´tendu pour atteindre Pg.
L’algorithme GraphPlan (GP) [BF97] se de´compose en deux e´tapes, comme illustre´ a` la
figure 3.2. La premie`re e´tape de GP consiste a` e´tendre pas a` pas le graphe de planification G
P E´tendre Pg ∈
? G
non
oui
Extraire π trouve´ ?
non
oui π
Figure 3.2 – De´composition fonctionnelle de l’algorithme GP : pour un proble`me P donne´,
GP e´tend un graphe de planification G a` partir de l’e´tat initial et extrait un plan en couche
π.
selon les re`gles suivantes, et dans cet ordre :
1. une action a est ajoute´e a` Ai si ses pre´conditions ne sont pas mutex dans Pi−1,
c’est-a`-dire si ∄〈p1, p2〉 ∈ pre (a)× pre (a) , p1 6= p2 | 〈p1, p2〉 ∈ µPi−1 ;
2. une proposition Pred est ajoute´e a` Pi si une action de Ai a Pred pour effet positif ou
ne´gatif.
En reprenant la figure 3.1 page 28, l’action DROP(b-2, r-z) ne peut pas eˆtre ajoute´e dans
A2 puisque µP1 contient une relation mutex entre les propositions Carry(b-2) et G-at(r-
z), deux pre´conditions de cette action. En revanche, µP2 ne contient pas cette relation :
l’action DROP(b-2, r-z) est ajoute´e a` A3. Les relations mutex sont ajoute´es dans le graphe
de planification lors de son expansion.
Deux fonctions, FixedPoint et Termination, permettent de de´terminer s’il existe une
solution pour le proble`me a` partir du graphe et d’un ensemble K de connaissances acquises.
Cela est rendu possible par la de´tection du point fixe du graphe, et par le calcul des n-uplets
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de propositions insolubles en tant que sous but. Ces fonctions ne seront pas de´taille´es ici,
mais sont utilise´es dans notre proposition.
Lorsque le but se trouve dans l’ensemble des faits atteignables, c’est-a`-dire lorsque Pg
est atteint, GP tente d’extraire de G un plan. Le principe de l’extraction est de´crit dans le
paragraphe suivant.
Extraction de plan en couche
GP extrait des plans « en couche », c’est-a`-dire une succession d’ensembles d’actions. Les
actions d’un ensemble sont applicables dans n’importe quel ordre.
Pendant l’extraction d’un plan, GP s’assure que chaque proposition se´lectionne´e d’une
couche Pi est produite par au moins une action de la couche Ai. Les actions qui produisent
les propositions se´lectionne´es dans une couche doivent former un ensemble sans relation
mutex entre elles : elles peuvent ainsi eˆtre exe´cute´es en entrelacement (plus pre´cise´ment,
elles ne sont pas ordonne´es). Ces actions se retrouvent dans une meˆme couche du plan
extrait. Toutes les pre´conditions de cet ensemble d’actions de Ai sont se´lectionne´es dans
Pi−1 et ainsi de suite. Cela peut eˆtre vu comme la recherche d’un chemin dans un arbre
et/ou (les nœuds et correspondent au soutien des propositions, les ou au choix des actions).
Ce processus de se´lection commence avec les propositions formant l’objectif de planification
dans la dernie`re couche propositionnelle de G et s’arreˆte lorsque P0 est atteint. Si aucun
plan n’est trouve´, le graphe de planification est e´tendu avec une couche supple´mentaire,
jusqu’a` ce qu’un plan soit extrait ou que la condition de terminaison soit atteinte (celle ci
n’est pas repre´sente´e dans la figure 3.2).
L’extraction d’un plan pour l’objectif de planification contenant uniquement At(b-1,
r-z) se fera comme suit :
1. GP commencera l’extraction du plan a` partir de la proposition At(b-1, r-z) de P3 ;
2. la seule action de A3 qui soutienne cette proposition, c’est-a`-dire l’ayant pour effet
positif, est DROP(b-1, r-z) ;
3. toutes les pre´conditions de DROP(b-1, r-z) vont eˆtre se´lectionne´es dans P2 : Carry(b-
1), G-at(r-z), Ball(b-1), Room(r-z) (certaines ne sont pas indique´es dans le graphe
de la figure 3.1) ;
4. les contraintes lie´es aux relations mutex limitent le choix des actions de A2 : si PICK(b-
1, r-a) est se´lectionne´ pour soutenir la proposition Carry(b-1), alors MOVE(r-a, r-z)
ne pourra pas eˆtre se´lectionne´ pour soutenir G-at(r-z), et inversement, puisque ces
deux actions sont mutex dans A2 ; si GP choisit PICK(b-1, r-a), alors l’extraction va
e´chouer car les deux propositions G-at(r-z) et G-at(r-a) de P1 sont mutex (il n’y a
pas de couple d’actions dans A1 qui soutienne les deux propositions). Les actions de
propagations (du type NOOP-Pred) soutiennent les autres propositions (telles Carry(b-
1) ou Ball(b-1)) ;
5. en choisissant l’action MOVE(r-a, r-z) de A2 (accompagne´e des actions de propaga-
tion), GP devra soutenir les propositions Carry(b-1), G-at(r-a), Ball(b-1), Room(r-z),
Room(r-a) de P1 ;
6. Carry(b-1) de P1 est soutenu uniquement par l’action PICK(b-1, r-a) de P1, qui
n’est mutex avec aucune action de propagation permettant de soutenir les autres
propositions.
Ainsi, le plan 3.1 est extrait, avec pour chaque ligne un ensemble d’actions (ici des single-
tons). Pour Gripper avec les trois balles b-1, b-2 et b-3, GP calcule un plan totalement
ordonne´, donc un plan qui n’est pas flexible. L’ordre de traitement de chaque balle est im-
pose´ par le processus d’extraction du plan. Mais GP peut extraire des plans flexibles graˆce a`
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Plan 3.1 Plan solution extrait par GP pour une version simplifie´e de Gripper.
1 PICK(b-1, r-a);
2 MOVE(r-a, r-z);
3 DROP(b-1, r-z);
Figure 3.3 – Dimensions de l’incertain en planification selon [GNT04] (a` gauche) et
quelques approches de planification non classiques dispose´es selon ces dimensions (a` droite,
la planification classique se trouvant a` l’origine du graphique).
leurs structure en couche d’actions. Avec le proble`meGripper-B+C simple (une seule balle
et un seul cube), GP extrait le plan 3.2. Ce plan est flexible : aucune contrainte d’ordre n’est
Plan 3.2 Plan solution extrait par GP pour une version simplifie´e de Gripper-B+C.
1 PICK(g-c, b-1, r-a), PICK(g-b, c-1, r-z);
2 MOVE(g-c, r-a, r-z), MOVE(g-b, r-z, r-a);
3 DROP(g-c, b-1, r-z), DROP(g-b, c-1, r-a);
impose´e entre les actions d’une meˆme couche. Ainsi, le controˆleur peut choisir parmi les 6
exe´cutions possibles. La planification partiellement ordonne´e e´tait moins contrainte, puisque
rien n’obligeait par exemple d’exe´cuter l’action PICK(g-c, c-1, r-z) avant MOVE(g-b, r-a,
r-z) : les deux traitements e´taient totalement inde´pendants. La planification fonde´e sur les
graphes calcule ge´ne´ralement des plans moins flexibles que la planification partiellement
ordonne´e.
3.2 Planification sous incertitude
L’incertitude concerne le monde a` l’exe´cution du plan calcule´. Elle est exprime´e dans
le proble`me de planification, comme l’illustre la figure 3.3 : l’incertitude concerne l’objectif
de planification, le de´terminisme des actions du domaine de planification et la capacite´
d’observation du monde. L’incertitude peut donc porter :
1. sur l’objectif de planification : la planification ge´ne´ralise´e permet de re´pondre a` un en-
semble d’objectifs (cf. paragraphe 3.2.2), et la planification fonde´e sur mode`le [GT00]
permet l’expression d’objectifs de planification « e´tendus » (par exemple pour Grip-
per de continuellement naviguer d’une pie`ce a` l’autre) ;
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2. sur le domaine de planification : la planification conditionnelle et la planification base´e
sur mode`le (MBP) utilisent des actions non de´terministes c’est-a`-dire pouvant pro-
duire plusieurs effets possibles a` l’exe´cution, ou conside`rent que le monde est seulement
partiellement observable (cf. paragraphe 3.2.3) ;
3. sur l’e´tat initial : la planification conformante [Bon09, CRB04, SW98, HB06] consi-
de`re un e´tat initial seulement partiellement connu, dans un monde non observable
(par exemple, savoir si un outil est ste´rile), mais n’a pas force´ment besoin de struc-
ture particulie`re dans le plan. En effet, le plan doit prendre en compte l’incertitude
et pre´voir toutes les situations possibles, mais sans savoir dans quelle situation l’exe´-
cution se trouve. Sans observation de l’e´tat courant, aucune de´cision ne peut eˆtre
prise a` l’exe´cution, et donc aucune flexibilite´ n’est attendue (qu’un outil soit ste´rile
ou non, il faudra le ste´riliser lorsque cela est ne´cessaire). Dans le cas ou` des actions
d’observation sont disponibles, c’est la planification conditionnelle qui pre´voit ce cas.
La planification fonde´e sur mode`le diffe`re des approches de planification introduites ci-dessus
par la description explicite du domaine de planification sous la forme d’un graphe d’e´tats :
elle est issue de la ve´rification de mode`le (ou model checking). Elle permet de surmonter
les diffe´rents types d’incertitude, mais sous la forme de transitions non de´terministes et
d’objectifs de planification non classiques. Elle est pre´sente´e au paragraphe 3.2.1.
La prise en compte de l’incertitude par la planification implique d’inte´grer des structures
conditionnelles dans les plans pour faire face a` toutes les situations possibles. L’exe´cution
du plan s’adapte aux situations effectivement rencontre´es : l’objectif de planification est
atteint quelles que soient ces situations, pre´vues par la mode´lisation de l’incertitude dans
le domaine de planification.
3.2.1 Planification fonde´e sur mode`le (MBP)
Tout un pan de la planification est fonde´e sur une description explicite du domaine
de planification sous la forme d’un automate, et notamment utilise les fondements de la
ve´rification de mode`le. La solution d’un proble`me de planification est une politique, c’est-
a`-dire un ensemble de couple (e´tat atteint, action a` exe´cuter). Les politiques permettent de
traiter des proble`mes de planification ou` :
– les transitions ne sont pas de´terministes, autrement dit l’application d’une action sur
un e´tat donne´ peut mener dans diffe´rents e´tats ;
– l’objectif de l’utilisateur est un objectif qualitatif et non quantitatif, c’est-a`-dire que
l’utilisateur ne veut pas atteindre un certain e´tat mais veut qu’une proprie´te´ soit
assure´e durant l’exe´cution du plan.
En Model-Based Planning (MBP) [GT00], les domaines de planification sont des sys-
te`mes de transitions d’e´tat (E ,A, T ) qui repre´sentent la dynamique de l’espace d’e´tats :
les nœuds sont les e´tats du monde dans E ; chaque arc a pour label une action dans A ;
les transitions dans T mettent en relation les actions de A exe´cutables sur les e´tats de E
et menant dans d’autres e´tats de E . Les transitions dans T sont des triplets (ei, a, ej) qui
signifient que l’action a applique´e sur l’e´tat ei me`ne a` l’e´tat ej .
Domaine non de´terministe
Un domaine non de´terministe en MBP [CPRT03] implique des changements d’e´tats in-
certains. Cette incertitude est due a` des actions non de´terministes. Pour une action a non
de´terministe applique´e a` un e´tat e donne´, cela se traduit dans le graphe par un ensemble
de transitions {(e, a, e1), · · ·, (e, a, en)}. Cet ensemble signifie que l’application de l’action
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Figure 3.4 – Une politique « strong » en MBP, tire´ de [GNT04], pour un proble`me de
robotique : le robot doit se de´placer de l’e´tat s1 (place l1) a` l’e´tat s4 (dans la place l4), et
cela malgre´ le non de´terminisme de l’action permettant au robot de se de´placer de la place
l2 a` l3 mais qui, par erreur, peut mener dans la place l5. La politique repre´sente´e en gras
permet d’atteindre l’objectif quel que soit le re´sultat de l’action non de´terministe.
me`ne dans l’un des e´tats ei, i ∈ [1..n]. Par exemple, la ﬁgure 3.4 illustre un domaine de pla-
niﬁcation en MBP. Ce domaine concerne un robot qui se de´place de place en place. Certains
de´placements ne sont pas de´terministes et me`nent donc dans des places non de´sire´es. C’est
le cas de l’application de l’action MOVE(r1, l2, l3), qui, au lieu de de´placer le robot r1 de
la place l2 a` l3 peut mener en l5. Du fait de ce non de´terminisme, certaines politiques sont
e´quivalentes a` des plans avec boucles. Par exemple, une autre solution au proble`me aurait
e´te´ une politique qui a` l’e´tat s1 fait correspondre l’action non deterministe MOVE(r1, l1,
l4). Cette politique peut boucler longtemps dans l’e´tat s1 mais permet d’atteindre l’objectif
de planiﬁcation au bout d’un temps inde´ﬁni.
L’algorithme de planiﬁcation commence par les e´tats qui satisfont l’objectif. Re´cursive-
ment, les e´tats qui permettent de mener aux e´tats pre´ce´demment visite´s sont visite´s, et une
fonction d’e´lagage permet de s’aﬀranchir de l’exploration des e´tats inutiles. L’algorithme
termine lorsque l’e´tat initial est visite´ : une politique est retourne´e.
Une fac¸on de re´soudre le proble`me Gripper en MBP est de de´crire le domaine en tant
qu’espace d’e´tats ou` les deux pie`ces peuvent eˆtre vides ou non, et ou` l’action non de´ter-
ministe PICK peut vider ou non la pie`ce conside´re´e. L’objectif de l’utilisateur est alors de
vider la pie`ce r-a et non de de´placer les balles dans la bonne pie`ce. Ainsi, les balles en tant
qu’objets de planiﬁcation ne sont pas explicite´es. Le plan solution est un chemin dans le
graphe : il est implicitement encode´ dans le domaine, et contient une structure ite´rative
graˆce a` la notion implicite de balle. Ce domaine est illustre´ a` la ﬁgure 3.5 page suivante.
Seul le concepteur du domaine sait que les pie`ces contiennent des balles et que l’action PICK
s’applique aux balles. En conse´quence, avec ce domaine de planiﬁcation, il n’est pas possible
de spe´ciﬁer un objectif concernant un sous ensemble de balles. Autrement dit, la description
du domaine de planiﬁcation limite l’expressivite´ du plan.
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Figure 3.5 – Une politique pour Gripper en MBP en trait fonce´, avec une notion de
balle implicitement de´crite par les propositions Empty(r-a) et Empty(r-z) qui signifient que
les pie`ces r-a et r-z sont vides. L’objectif de planification est d’atteindre l’e´tat ou` les
propositions G-at(r-z), Empty(r-a) et Free sont ve´rifie´es, c’est-a`-dire que le robot est dans
la pie`ce r-z, que la pie`ce r-a est vide et que le robot a sa pince libre. Cette mode´lisation
de Gripper permet d’obtenir une structure implicitement ite´rative, mise en valeur par les
arcs du graphe en gras.
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La planification fonde´e sur mode`le suppose que tous les objectifs soient anticipe´s au
moment de la conception par la description du domaine de planification.
Objectif e´tendu
Les objectifs e´tendus [PT01] sont rendus possibles par la manipulation explicite du do-
maine de planification, et par les techniques de la ve´rification de mode`le. En effet, plutoˆt
que de limiter les objectifs a` l’atteinte d’un objectif, la planification fonde´e sur mode`le per-
met d’exprimer [GNT04] des objectifs « temporels ». Ces objectifs ne de´pendent plus d’un
unique e´tat final mais de tous les e´tats successifs (par exemple que le robot ne passe jamais
dans une certaine pie`ce ou que le robot fasse continuellement des aller-retours d’une pie`ce
a` l’autre).
Le langage CTL [Eme90] est adapte´ pour exprimer des objectifs e´tendus : en plus des
connecteurs logiques usuels, il introduit les modaux A (pour tous les chemins d’exe´cution),
E (pour « au moins un chemin d’exe´cution »), X (« au prochain e´tat »), F (« un e´tat dans le
futur garantit »), G (« tous les e´tats futurs garantissent »). Par exemple, le but ”AF at(r1,
l4)” signifie qu’avec la politique recherche´e, pour tous les chemins d’exe´cution un e´tat dans
le futur garantit at(r1, l4), c’est-a`-dire que le robot peut se retrouver dans la pie`ce l4.
Analyse
Le mode`le d’un syste`me compose l’entre´e du planificateur en MBP, qui, en sortie, fournit
le sous-syste`me qui re´pond a` l’objectif de planification. Cela permet de de´crire des objectifs
complexes. Le plan en tant que politique peut eˆtre tre`s expressif, mais de par la description
explicite du domaine de planification, le plan est au plus autant expressif que celui ci.
3.2.2 Planification ge´ne´ralise´e
Dans les travaux de planification ge´ne´ralise´e, ce sont les plans calcule´s qui sont ge´ne´-
ralise´s : chacun re´pond a` un ensemble de proble`mes de´crit en une classe de proble`mes. La
description d’une classe de proble`mes contient des abstractions dont les valuations corres-
pondent aux diffe´rentes instances de proble`mes. Cela s’exprime ge´ne´ralement comme une
incertitude sur le nombre d’objets a` traiter par le plan, par exemple le nombre de balles
a` de´placer dans Gripper. Le proble`me de planification inclut la description de la classe
de proble`mes a` re´soudre plutoˆt qu’un objectif de planification sous la forme d’un ensemble
de propositions a` satisfaire. Les plans inte`grent alors des structures de controˆle permet-
tant d’adapter l’exe´cution du plan au proble`me effectivement traite´. Ainsi, pour chacun des
travaux suivants, la flexibilite´ des plans calcule´s est issues de l’incertitude de´crite dans le
proble`me de planification.
Aranda
Aranda [SIZ08, SIZ10] utilise la notion de pre´dicats d’abstraction pour de´finir des
roˆles dans le proble`me de planification. Ces roˆles rendent possible la transformation d’un
exemple de plan en un espace d’e´tats abstraits (de´crit par une logique tri-value´e). De cette
transformation, l’algorithme trouve des boucles sur les objets jouant le roˆle de´fini. Le plan
peut alors eˆtre applique´ a` n’importe quel proble`me instance de la classe correspondante.
De plus, un ensemble de contraintes d’inte´grite´ assure la validite´ des e´tats abstraits. Pour
re´soudre Gripper, un roˆle « balle dans la pie`ce r-a » doit eˆtre de´fini de fac¸on a` abstraire
toutes les balles de la pie`ce r-a dans un unique objet abstrait. Ainsi, pour un objectif qui
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ne concerne qu’un sous-ensemble des balles, de nouveaux roˆles doivent eˆtre de´finis dans le
proble`me de planification sans quoi l’abstraction ne pourra distinguer les balles a` de´placer
de celles qu’il ne faut pas toucher. Concernant notre proble´matique, la limite majeure de
cette approche est la de´finition a` la conception des diffe´rents roˆles a` travers la liste explicite
des pre´dicats d’abstraction : cette liste limite la classe de proble`mes que peut re´soudre le
plan ge´ne´ralise´.
FsaPlanner
Avec KPlanner [Lev05] et son e´volution FsaPlanner [HL09], la classe de proble`me
a` re´soudre contient une variable entie`re, le parame`tre, qui indique le nombre d’objets a`
traiter. Cette variable est utilise´e comme ite´rateur dans le plan engendre´. Par exemple, dans
Gripper, le nombre de balles est le parame`tre. Le but de l’utilisateur n’est pas explicitement
de´crit comme une collection de balles a` de´placer : l’objectif est uniquement le de´placement
de l’ensemble des balles, et le plan solution peut fonctionner avec n’importe quel nombre
de balles. En planifiant une premie`re fois avec une petite valeur pour cette variable, un
plan conditionnel est obtenu et transforme´ de fac¸on a` pre´senter une structure ite´rative. Ce
plan ite´ratif est teste´ avec une valeur supe´rieure : en cas d’e´chec, il faut trouver un nouveau
plan ; en cas de succe`s, le plan est conside´re´ comme solution.
LoopDistill
Avec [WV07] la proposition est un peu diffe´rente de la planification ge´ne´ralise´e. En effet,
le but est de fournir un planificateur « domain-specific » (appele´ dsPlanner). Un exemple
de plan en entre´e est observe´ pour y trouver des patrons d’actions qui se re´pe`tent. Ces
patrons sont transforme´s en structure de boucle. Cela ne´cessite de calculer un premier plan
solution avant de le transformer en un plan qui le ge´ne´ralise par l’introduction de structures
ite´ratives (non imbrique´es). Ce plan ge´ne´ralise´ est utilise´ comme une heuristique pour de
futurs proble`mes. Deux structures d’ite´rations sont de´finies : les parallel loops et les serial
loops. Une boucle paralle`le (resp. une boucle se´quentielle) est « une boucle pour laquelle
chaque ite´ration est causalement inde´pendente (resp. lie´e) aux autres ». Seules les boucles
se´quentielles pourraient apporter de la flexibilite´ dans le plan si elle permettait un controˆle a`
l’exe´cution. Mais cette approche fournit des plans trop ge´ne´ralise´s pour notre proble´matique.
Par exemple, dans le « monde des cubes », une pile de cubes doit eˆtre mise a` terre, cube
apre`s cube. Les de´pilages successifs correspondent a` la de´finition des boucles se´quentielles.
Mais les de´pilages successifs ne devraient pas eˆtre transforme´s en une structure ite´rative. De
fait, il n’y a qu’une seule fac¸on de de´piler les cubes (en prenant le cube supe´rieur a` chaque
ite´ration) : aucun choix n’est possible pour re´aliser l’objectif.
Analyse
Usuellement, la planification ge´ne´ralise´e ne´cessite des informations supple´mentaires en
entre´e permettant d’apporter l’incertitude dans la description du proble`me et de la sur-
monter dans le plan. Dans le cadre de cette the`se, nous souhaitons qu’aucune information
sur la composition ne soit de´crite dans la de´finition du proble`me, et cela implique aucune
incertitude quant a` la description de l’objectif de l’utilisateur. La planification ge´ne´ralise´e
est conc¸ue pour fournir un plan solution d’un ensemble d’objectifs, alors que notre dessein
est de fournir un plan flexible qui re´ponde a` un unique objectif.
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3.2.3 Planification conditionnelle (conformant, conditional, MDP)
Des incertitudes peuvent survenir a` la conception du proble`me de planification, c’est-a`-
dire eˆtre issue d’une limitation dans la description du monde, ou` eˆtre propres a` l’exe´cution,
c’est-a`-dire de´pendre de l’application des actions. Les structures de controˆle que nous re-
cherchons dans les plans ont du sens uniquement lorsque le monde est observable, au moins
partiellement, a` l’exe´cution. En effet, sans observation, il n’y a pas de choix. Aussi, les
incertitudes dans la description des e´tats, doivent pouvoir eˆtre re´solues a` l’exe´cution : le
plan pre´sente ainsi ne´cessairement des structures de controˆles selon les observations effec-
tue´es a` l’exe´cution. Nous distinguons plusieurs types d’actions [GA99] lie´s aux incertitudes
discute´es :
– les actions de´terministes, qui n’ont qu’un seul comportement possible ;
– les actions conditionnelles pour lesquelles le contexte a` l’exe´cution conditionne le com-
portement ;
– les actions non de´terministes qui ont un ensemble de comportements possibles, inde´-
pendamment du contexte ;
– les actions de perception, ou senseurs, qui le`vent des incertitudes sur l’e´tat du monde :
les incertitudes sont alors mode´lise´es comme une valeur inconnue d’une proprie´te´ du
monde (par exemple son affirmation ou sa ne´gation), et les senseurs, par perception
du monde a` l’exe´cution, donnent l’unique valeur de l’inconnue parmi toutes les valeurs
possibles (les senseurs produisent de la connaissance).
Lorsque le domaine de planification contient l’une de ces incertitudes, c’est-a`-dire lorsque
les actions peuvent avoir plusieurs effets diffe´rents selon le contexte a` l’exe´cution, alors les
planificateurs doivent prendre en compte chacun des effets.
Pour de´crire les effets conditionnels des actions, des langages ont e´te´ de´veloppe´s :
UWL [EHW+92] spe´cifiquement cre´e´ pour inte´grer l’incertitude, ADL [Ped89] qui ajoute
notamment l’utilisation des quantifieurs de la logique du premier ordre, puis PDDL [AD05]
avec les « when-effects » pour les actions conditionnelles et, plus tard, PPDDL [YL04]
pour ajouter des probabilite´s aux effets. Concernant les probabilite´ d’application d’un effet,
PDL [HKT84] inte`gre des modalite´s sur l’exe´cution des actions (qui produisent « possible-
ment » ou « ne´cessairement » leurs effets) et son extension WCPL [GB96] permet notam-
ment de repre´senter et de raisonner sur des actions avec des informations incomple`tes, ou
sur des senseurs [GBP96] : une distinction est effectue´e entre :
– les changements dans le monde implique´s par l’application d’une action ;
– la connaissance acquise par l’utilisation d’un senseur.
Il est difficile d’eˆtre exhaustif en planification conditionnelle, car de nombreux travaux
ont e´te´ mene´ pour pallier aux diffe´rentes incertitudes et avec des approches tre`s diffe´rentes.
Dans ce paragraphe, nous pre´sentons seulement quelques planificateurs conditionnels en
insistant principalement sur les structures des plans calcule´s. Nous divisons les travaux
selon les approches adopte´es.
Planification « line´aire »
[LB74] pourrait eˆtre conside´re´ comme le premier planificateur conformant, c’est-a`-dire
s’adaptant a` une description incomple`te de l’e´tat initial. En effet, il manipule des pre´con-
ditions d’actions de valeur « inconnue ». Les plans traitent les deux valeurs possibles des
inconnues a` l’exe´cution, « vraie » ou « fausse ». Ainsi, les plans ont une branche condition-
nelle pour chaque inconnue : les plans sont des arbres de de´cision binaire. Le monde est
conside´re´ connu a` l’exe´cution : aucun senseur n’est requis.
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Warplan-C [War76] est de´signe´ comme le premier planificateur conditionnel. Les ac-
tions ont des « effets de bords » impre´visibles mais envisageables (l’existence des effets de
bords est ave´re´e et les effets possibles sont connus), autrement dit la dynamique du monde
a` l’exe´cution n’est pas comple`tement connue. Les plans qui contiennent des « structures
conditionnelles » sont appele´s des « programmes ». Ainsi, les actions sont non de´termi-
nistes : elles peuvent produire un effet et son contraire. Warplan-C calcule un premier
plan solution en faisant une simplification : seul le premier effet de chaque action non de´ter-
ministe utilise´e dans le plan est conside´re´. Ensuite, Warplan-C raffine le plan en ajoutant
les structures conditionnelles au niveau des actions non de´terministes pour simuler l’autre
effet des actions, et continue la planification pour que chaque branche ainsi cre´e´e me`ne a`
l’objectif.
Dans Plinth [GB94a, GB94b], le plan est un arbre dont les nœuds sont les actions et
les arcs les observations. Une diffe´renciation est propose´e entre :
– les actions dont les effets de´pendent du contexte d’exe´cution ;
– les actions dont les effets sont impre´visibles.
Des pre´conditions « secondaires » sont utilise´es pour de´crire les actions dont les effets de´-
pendent du contexte : chaque paire de pre´conditions secondaires est exclusive et les effets
lie´es aux pre´conditions diffe`rent.
Planification partiellement ordonne´e
La plupart des planificateurs conc¸us pour traiter des domaines non de´terministes avec
des plans partiellement ordonne´s sont fonde´s sur SNLP [MR91], un planificateur « non
line´aire » : ses plans sont partiellement ordonne´s. Il y a eu une premie`re extension de
SNLP [CP92], qui a donne´ naissance a` CNLP [PS92].
Les deux visions rencontre´es dans [War76] et [LB74] se rejoignent dans CNLP : des
actions « conditionnelles » ont des pre´conditions qui ont une valeur « inconnue », et qui a
pour effet l’e´valuation de l’inconnue. Ces actions sont donc des senseurs : des actions non
de´terministes qui permettent de tester le monde pour combler les lacunes de connaissance
au moment de l’exe´cution. Le plan compose les actions et les senseurs, et des branchements
permettent de s’adapter aux re´sultats des de´tections. Dans le plan, chaque action est lie´e a`
un contexte – un ensemble d’observations – qui de´termine si l’action peut eˆtre exe´cute´e. Le
plan (partiellement ordonne´) inte`gre des structures conditionnelles qui re´agissent en accord
avec les observations re´alise´es a` l’exe´cution. Ces observations ne sont pas explicites : le
controˆleur connaˆıt le re´sultat de l’application de chacune des actions aux effets incertains,
c’est-a`-dire qu’a` l’exe´cution, le re´sultat est directement connu.
UCPOP [PW92] est une e´volution de SNLP [CP92]. Ces planificateurs utilisent en entre´e
le langage ADL, et notamment dans [PW92] les quantifieurs pour de´crire des incertitudes
concernant l’e´tat initial, les effets et l’objectif. Cassandra [PC96, GBP96] est fonde´e sur
UCPOP. Une nouveaute´ dans la structure du plan apparaˆıt avec Cassandra : le plan
partiellement ordonne´ contient des e´tapes explicites de de´cision. La figure 3.6 est issue
de [PC96]. Elle repre´sente un plan avec un choix explicite entre prendre la route Western
ou Belmont selon les observations effectue´es.
Planification fonde´e sur les graphes (Graphplan)
Les planificateurs conditionnels fonde´s sur la planification partiellement ordonne´e souf-
frent de leur faible performance. Dans l’objectif d’ame´liorer les performances de la pla-
nification conditionnelle, des travaux [WAS98, SW98] ont e´tendu l’approche par graphe
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Figure 3.6 – Un plan solution issue de [PC96] : l’objectif de planification est de se de´placer
jusqu’a` Evanston en partant de Western. Selon l’encombrement de la route observe´ depuis
Western sur le premier tronc¸on menant a` Belmont, un choix explicite est possible entre
continuer sur la route Western ou changer pour la route Belmont puis Ashland.
de planification [BF97]. L’approche consiste a` ne plus simuler un unique graphe de pla-
nification, mais d’en simuler autant qu’il y a d’e´tats initiaux ou d’effets aux actions non
de´terministes [SW98]. En plus de cela, la distinction entre les senseurs et les actions est
prise en compte dans [WAS98]. Ces planificateurs manipulent une repre´sentation explicite
(mais condense´e) des e´tats possibles a` chaque instant. Les plans qui en sont issus permettent
d’atteindre l’objectif quel que soit l’e´tat initial dans lequel les plans sont exe´cute´s. Lorsque
l’e´tat a` l’exe´cution est comple`tement connu, le plan est un plan en couche comme rencontre´
dans Graphplan [BF97]. Ainsi, pour chaque e´tat possible, un plan en couche est disponible.
Planification probabiliste
Jusque la`, l’incertitude n’est pas mesure´e car elle provient d’une limitation dans la mo-
de´lisation du monde : l’incertitude est leve´e a` l’exe´cution, car le monde n’est pas observable
a` la conception du plan. L’incertitude dans le monde peut survenir de comportements pro-
babilistes. Il y a deux mode´lisations possibles des probabilite´s qu’un e´ve´nement survienne :
la premie`re est qualitative, la seconde quantitative. Qualitativement, les faits sont module´s
par les quantifieurs : par exemple « possiblement » et « ne´cessairement ». Quantitativement,
l’incertitude d’apparition des faits est explicite´e par une valeur nume´rique de probabilite´.
La planification conditionnelle probabiliste a ge´ne´ralement pour objectif de maximiser les
chances d’atteindre l’objectif. Lorsque de surcroit le monde est partiellement observable,
la plupart des planificateurs naviguent dans des espaces de croyances, qui sont totalement
observables et pre´visibles.
Buridan [KHW94] calcule un plan partiellement ordonne´ qui garantit d’atteindre l’ob-
jectif avec une probabilite´ supe´rieure a` un seuil donne´ : le domaine de planification est mo-
de´lise´ comme des actions qui, dans un e´tat donne´, ont une probabilite´ nume´rique donne´e de
provoquer chacun de ses effets. Par exemple, une action du domaineGripper dans [KHW94]
est pre´sente´e par la figure 3.7. Le plan construit dans [KHW94] permettant d’atteindre l’ob-
jectif, peindre un objet, est pre´sente´ a` la figure 3.8. Nous observons que ce plan n’est pas
plus expressif qu’un plan partiellement ordonne´, mise a` part la prise en compte des effets
non de´terministes des actions.
Dans PTLplan [Kar01], la notion de situations de´note un e´tat possible du monde a`
un instant donne´ et celle de situations e´piste´miques un ensemble de situations possibles a`
un instant donne´, c’est-a`-dire les connaissances et croyances d’un agent a` cet instant. Les
connaissances expertes du domaine, dites strate´giques, permettent de limiter l’espace de
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Figure 3.7 – Une action non de´terministe et probabiliste issue de [KHW94] : les deux
premie`res branches indiquent si le robot de Gripper a` sa pince se`che (dans l’article, la
pre´condition GD pour Gripper is Dry) avec la branche de gauche, ou n’est pas se`che avec la
branche de droite ; a` chacune de ces branches est associe´e la probabilite´ d’attraper l’objet
souhaite´ (dans l’article, l’effet HB pour Holding a Block), qui est par exemple de 0.95 si la
pince est se`che.
Figure 3.8 – Un plan probabiliste solution issue de [KHW94] : les actions INITIAL et GOAL
de´crivent le proble`me de planification (l’e´tat initial contient des incertitudes), les autres
actions font partie du domaine de planification ; les chiffres sur les actions indiquent l’ordre
d’ajout des actions dans le plan ; les fle`ches noires indiquent les liens de causalite´s entre les
actions et les fle`ches grises indiquent les modifications sur les probabilite´s d’un lien, autre-
ment dit la menace d’une action sur un lien (ici, c’est GC qui est menace´) ; la proposition GC
pour Gripper is Clean signifie que la pince est propre, et la proposition BP pour Block is
Painted signifie que l’objet est peint.
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Figure 3.9 – Syntaxe des plans conditionnels dans [Kar01].
recherche. Apre`s l’application d’une action sur une situation e´piste´mique, ce sont les obser-
vations qui permettent d’affiner et surtout d’e´valuer les diffe´rentes situations e´piste´miques
re´sultantes. Comme ce planificateur utilise de nouvelles notions, il faut ajouter de l’expres-
sivite´ aux e´le´ments manipule´s, notamment concernant le non de´terminisme des effets ainsi
que les actions permettant l’observation. Un plan se de´finit selon la syntaxe de´crite a` la
figure 3.9. Se´mantiquement, un plan est un ensemble de plans se´quentiels, dont les sous-
ensembles ont meˆmes pre´fixes jusqu’a` ce que des branchements, conditionne´s par l’e´tat du
monde, font diffe´rer leurs suffixes. Nous pouvons aussi le repre´senter comme un arbre dont
les arcs repre´sentent des actions, conditionne´es dans le cas ou` le noeud origine de l’arc pos-
se`de plusieurs fils. L’exe´cution d’un plan est un chemin de la racine du plan a` une feuille se
traduisant par l’application des actions repre´sente´es par les arcs de l’arbre sous la condition
que les variables du monde ve´rifient les conditions de branchement pre´sentes sur les arcs.
Dans [BP96], les POMDP – Partially Observable Markov Decision Process – sont utilise´s
pour traiter le proble`me de l’incertitude quantitative dans un monde partiellement obser-
vable a` l’exe´cution. Ge´ne´ralement, les POMDP raisonnent sur une e´nume´ration explicite des
e´tats. Ce travail exploite par surcroˆıt un espace de croyances structure´, une repre´sentation
condense´e des e´tats. Le plan calcule´ est une politique, c’est-a`-dire en ensemble de relations
entre une situation rencontre´e a` l’exe´cution et l’action a` exe´cuter dans cette situation.
Analyse
La planification conditionnelle re´pond a` la distinction entre la conception et l’exe´cution
du plan : les planificateurs conditionnels fournissent des plans avec lesquels le controˆleur
est en capacite´ de surmonter les incertitudes lors de l’exe´cution des plans. Le controˆleur
exe´cute le plan sans ambigu¨ıte´, c’est-a`-dire sans re´ellement de´cider de la strate´gie a` adopter
pour atteindre l’objectif. En effet, la strate´gie est de´ja` inte´gre´e dans le plan conditionnel.
Ainsi, tout comme pour la planification ge´ne´ralise´e, c’est dans la de´finition du proble`me
de planification que se situe le non de´terminisme. Ce non de´terminisme se retrouve dans
les plans conditionnels sous la forme de structures conditionnelles. Les plans conditionnels
permettent donc d’atteindre les objectifs en s’adaptant a` un contexte mode´lise´ comme non
de´terministe.
Les structures conditionnelles ne´cessaires dans ce type de planification ne correspond pas
aux structures que nous recherchons. Notre travail s’inscrit dans la planification classique,
avec un domaine de´terministe et totalement observable, donc a` l’oppose´ du domaine de la
planification conditionnelle. Cela signifie simplement que cette approche ne nous permet
pas d’obtenir l’expressivite´ attendue dans une composition. Dans notre cas, les choix offerts
a` l’exe´cution ne sont pas issus du non de´terminisme des actions ou d’une connaissance
partielle du monde, mais de la flexibilite´ indispensable pour adapter le plan au contexte
d’usage. Les plans conditionnels pre´sente´s ici ne sont pas flexibles : une unique exe´cution du
plan est possible, meˆme si cette exe´cution est de´pendante du non de´terminisme du monde
sur lequel le plan est applique´.
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Figure 3.10 – Taxinomie simplifie´e de la planification, adapte´e de [SFJ00].
3.3 Conclusion
Les approches de la planification sous incertitude, que ce soit la planification ge´ne´ralise´e
ou conditionnelle, ont des hypothe`ses qui leur permettent de de´crire dans le domaine de
planification une forme de non de´terminisme qui se retrouve dans le plan. Notre approche
est diffe´rente : le non de´terminisme n’est pas issu du domaine, mais bien pre´sent dans le
plan. La flexibilite´ recherche´e n’est pas le re´sultat d’hypothe`ses fortes sur le domaine mais
d’exigence sur l’expressivite´ du plan solution, qui doit laisser des choix a` l’exe´cution (en
toute connaissance du monde lors de la conception et de l’exe´cution). En conse´quence, notre
approche s’accorde a` la planification classique, illustre´ dans la taxinomie de la planification
a` la figure 3.10. En effet, la planification hie´rarchique [JDKR] implique que l’objectif de
l’utilisateur ne peut pas eˆtre totalement impre´vu : la hie´rarchie de´compose a priori l’ob-
jectif de l’utilisateur en sous-objectifs jusqu’aux actions atomiques. La planification pro-
babiliste [Bly99] s’accommode d’actions ayant des effets incertains, ce qui est inutile dans
notre cas. La planification ge´ne´ralise´e [SS09] conside`re un ensemble d’objectifs plutoˆt qu’un
unique. Nous proposons donc de fonder notre approche sur un planificateur classique. Nous
avons choisi GraphPlan pour sa repre´sentation condense´e des e´tats.

Deuxie`me partie
The´orie de la flexibilite´ en
planification

Chapitre 4
Mode`le de planification
classique
L’objectif de notre travail est de fournir au planificateur la capacite´ de calculer un plan
adaptable par le controˆleur au contexte d’exe´cution. Nous disons que le plan est flexible.
Plus pre´cise´ment, nos contributions se situent au niveau de l’expressivite´ des plans et de
l’algorithme pour les calculer :
proble`me
−−−−−−→ Planificateur
plan
−−−→ Controˆleur
action
−−−−−−−⇀↽ −
observation
syste`me de transition d’e´tats←−−−−−−
e´ve`nement
Ce chapitre pre´sente un mode`le de la planification classique [GNT04]. Le chapitre 5 de´finira
la planification flexible en s’appuyant sur ce mode`le.
4.1 Proble`me de planification
Pour ce paragraphe, nous nous inte´ressons a` la description du proble`me de planification :
proble`me
−−−−−−→ Planificateur
plan
−−−→ Controˆleur
Nous nous plac¸ons dans le cadre de la planification de´terministe, comple`tement observable.
La logique propositionnelle est ainsi suffisante pour de´crire le mode`le de planification. La
logique propositionnelle de´crit le proble`me de planification en extension : chacune des ob-
servations possibles est de´crite par une proposition, et chacune des actions est explicitement
spe´cifie´e par la manipulation de ces propositions. Cette description pouvant s’ave´rer fas-
tidieuse, les langages de planification proposent une description condense´e et implicite du
domaine de planification, qui autorise l’utilisation de variables : les actions s’appliquent
alors sur un ensemble d’objets. Par exemple, le langage STRIPS [FN71] permet de de´crire
en intention le proble`me de planification.
4.1.1 Langage pre´dicatif
Notre langage pre´dicatif est construit sur les ensembles suivants :
– V : un ensemble fini de symboles appele´s variables (dans Gripper, nous avons ball,
room, etc.) ;
– C : un ensemble fini, possiblement vide, de symboles appele´s constantes (dans Grip-
per, nous avons par exemple b-1, b-2 ou encore r-a) ;
– P : un ensemble fini de symboles de pre´dicats (dans Gripper, nous avons Free, Carry,
etc.), chaque symbole de pre´dicat ayant une arite´ qui de´termine le nombre d’arguments
issus des ensembles de variables et de constantes auxquels il est applique´ ;
– L : un ensemble fini de pre´dicats. Un pre´dicat est note´ Pred(α1, · · · , αn) si Pred est n-
aire dans P et α1, · · · , αn sont des symboles de variable ou de constante, c’est-a`-dire
∀i, αi ∈ V ∪C . Par exemple, les pre´dicats Carry(ball) et Free font partie du langage
pre´dicatif de Gripper.
48 Chapitre 4. Mode`le de planification classique
– O : un ensemble fini de symboles d’ope´rateurs (de Gripper, nous avons PICK, MOVE,
etc.), chaque symbole d’ope´rateur ayant une arite´ qui de´termine le nombre d’argu-
ments issus des ensembles de variables et de constantes auxquels il est applique´.
– A : un ensemble fini d’ope´rateurs, note´s OPE(α1, · · · , αn) si OPE est n-aire dans O
et α1, · · · , αn sont des symboles de variables ou de constantes, c’est-a`-dire ∀i, αi ∈
V ∪C . Un ope´rateur d’arite´ nulle est note´ simplement OPE (par exemple, les ope´rateurs
PICK(ball) et MOVE(from, to) sont issus de Gripper).
4.1.2 Ope´rateur
Nous pre´sentons la de´finition d’un ope´rateur.
De´finition 4.1 (Ope´rateur). Un ope´rateur ope est un tuple (nom (ope), pre (ope), eff (ope)),
ou` :
– nom(ope) est le nom de l’ope´rateur dans A permettant de l’identifier. Les arguments
de nom (ope) dans V est un tuple de variables note´ var(ope) ;
– pre(ope) est un ensemble de pre´dicats de L et repre´sente les pre´conditions de l’ope´-
rateur ;
– eff(ope) est un couple d’ensembles de pre´dicats eff+(a) et eff−(a), qui repre´sentent
respectivement les effets positifs et ne´gatifs de l’ope´rateur.
Les ensembles eff+(ope) et eff−(ope) sont disjoints : eff+(ope) ∩ eff−(ope) = ∅.
Un ope´rateur ope est comple`tement et sans ambiguite´ repre´sente´ par le symbole d’ope´ra-
teur de nom(ope), suivi de ses arguments var(ope). Par exemple, l’ope´rateur PICK(ball, room)
repre´sente l’ope´rateur tire´ du domaine de planification Gripper de´crit en annexe B.3 dont :
nom (PICK(ball, room)) = PICK;
var (PICK(ball, room)) = (ball, room) ;
pre (PICK(ball, room)) = {Ball(ball), Room(room), G-at(room), At(ball, room), Free} ;
eff+(PICK(ball, room)) = {Carry(ball)} ;
eff−(PICK(ball, room)) = {At(ball, room), Free} .
L’ope´rateur PICK(ball, room) de´crit le fait que pour une balle et une pie`ce donne´es, si le robot
et la balle sont dans cette pie`ce et que le robot a sa pince de libre (les pre´conditions), alors le
robot peut attraper la balle (les effets positifs) mais cela rend indisponible sa pince et la balle
n’est plus dans la pie`ce (les effets ne´gatifs). Un autre ope´rateur est, par exemple, PICK(ball,
r-a) : les pre´conditions invariantes (c’est-a`-dire sans variable) de cet ope´rateur exigent que
le robot se tienne dans la pie`ce nomme´e r-a avec sa pince libre pour que l’ope´rateur puisse
eˆtre exe´cute´, tandis que les effets variants (c’est-a`-dire avec variable) font que le robot tient
dans sa pince une certaine balle qui n’est plus dans la pie`ce r-a.
4.1.3 Substitution
Nous introduisons la substitution qui permet de faire le lien entre la logique pre´dicative
et la logique propositionnelle utilise´e dans la suite du chapitre.
De´finition 4.2 (Substitution). Une substitution σ est un tuple de couples associant a` une
variable une constante, note´e σ = (x1\c1, · · ·, xn\cn) tel que xi = xj implique i = j, et ∀i,
xi ∈ V et ci ∈ C .
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Pour σ = (x1\c1, · · ·, xn\cn), nous notons var(σ) le tuple de variables (x1, · · ·, xn) et
val(σ) le tuple de constantes (c1, · · ·, cn).
L’application de la substitution σ sur le pre´dicat Pred(x1, · · · , xn) de L , note´ σ(Pred),
donne le pre´dicat Pred ou` ∀xi ∈ {x1, · · ·, xn}, si xi\ci ∈ σ alors xi est remplace´ par ci
dans Pred. Ainsi, la substitution {ball\b-1} applique´e sur le pre´dicat Carry(ball) donne la
proposition Carry(b-1). Nous de´finissons l’application d’une substitution σ sur un ensemble
de pre´dicats comme e´tant l’application de σ sur chaque e´le´ment de l’ensemble :
Avec ∀i, Predi ∈ L , σ
(
{Pred1, · · ·, Predn}
)
= {σ(Pred1), · · ·, σ(Predn)}
L’application de la substitution σ sur l’ope´rateur OP(x1, · · · , xn), note´e σ(OP(x1, · · · , xn)),
donne l’ope´rateur OP ou` ∀xi ∈ {x1, · · ·, xn}, si xi\ci ∈ σ alors xi est remplace´ par ci dans OP.
Ainsi, la substitution (ball\b-1) applique´e sur l’ope´rateur PICK(ball, room) donne l’ope´rateur
PICK(b-1, room). Nous e´tendons l’application d’une substitution σ a` un ope´rateur ope :
σ(ope) =
(
σ(nom (ope)), σ(pre (ope)), σ(eff+(ope)), σ(eff−(ope))
)
4.1.4 Langage propositionnel
Une proposition est un pre´dicat dont tous les arguments sont des constantes. Chaque
proposition a pour roˆle de repre´senter une proprie´te´ du monde. Le langage L est un ensemble
fini de propositions. Par exemple, les propositions Carry(b-1) et Free sont issues du langage
propositionnel de Gripper, et signifient, respectivement :
– que le robot agrippe une balle b-1 ;
– qu’au contraire, le robot a sa pince vide.
Nous notons L le sous-ensemble fini de L des propositions, qui sont les pre´dicats dont
tous les arguments sont des constantes. Elles sont note´es Pred(c1, · · · , cn) si Pred est n-
aire et c1, · · · , cn sont des symboles de constante, c’est-a`-dire ∀i, ci ∈ C . Par exemple, les
propositions Carry(b-1) et Free sont issus de Gripper.
4.1.5 E´tat
Un e´tat est un ensemble de propositions : chaque e´tat repre´sente une situation particu-
lie`re du monde dans laquelle seules les proprie´te´s repre´sente´es par les propositions de l’e´tat
sont ve´rifie´es dans la situation.
De´finition 4.3 (E´tat). Un e´tat e est un ensemble de propositions issues de L.
Nous nous plac¸ons dans le cadre d’un monde ferme´ : une proposition qui n’appartient pas
a` l’e´tat est e´value´e fausse. Par exemple, un e´tat dans le domaine de Gripper est l’ensemble
des propositions {Free, Room(r-a), G-at(r-a)}, qui de´finit l’e´tat dans lequel :
– le robot a sa pince vide ;
– r-a est un emplacement ;
– le robot se situe dans l’emplacement r-a.
4.1.6 Action
Une action a est le re´sultat de l’application d’une substitution σ sur un ope´rateur ope.
Ainsi, nous pouvons noter a comme un couple σ(ope) ou y faire re´fe´rence uniquement
par l’ope´rateur dans A re´sultant de l’application de σ sur nom(ope). Par l’application de
la substitution sur l’ope´rateur, les ensembles de pre´conditions et d’effets sont compose´s
exclusivement de propositions.
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De´finition 4.4 (Action). Une action a = σ(ope) est l’application d’une substitution σ sur
un ope´rateur ope, avec σ telle que var (ope) ⊆ var (σ), et a est donc compose´e uniquement
d’ensemble de propositions. Une action est ainsi un tuple (nom (a), pre (a), eff (a)) :
– nom(a) est un symbole d’action, son identifiant ;
– pre(a) est un ensemble de propositions de L et repre´sente les pre´conditions de l’action.
– eff(a) est un couple d’ensembles de propositions eff+(a) et eff−(a), qui repre´sentent
respectivement les effets positifs et ne´gatifs de l’action. Ces ensembles sont disjoints :
eff+(a) ∩ eff−(a) = ∅
L’action a est applicable dans un e´tat e si ses pre´conditions sont incluses dans e :
a est applicable dans e si et seulement si pre (a) ⊆ e
L’application de a sur l’e´tat ei, si a est applicable dans ei, ame`ne dans l’e´tat ei+1 qui est
l’e´tat ei dont les effets ne´gatifs de a ont e´te´ supprime´s et dont les effets positifs de a ont
e´te´ ajoute´s :
a applique´e sur ei produit l’e´tat (ei+1 = ei \ eff
−(a)) ∪ eff+(a)
Par exemple, l’action a dont nom(a) = PICK(b-1, r-a) est issue de l’application de la
substitution {ball\b-1, room\r-a} sur l’ope´rateur PICK(ball, room). L’action PICK(b-1, r-a)
permet d’agripper la balle b-1 depuis l’emplacement r-a :
– pre (a) = {Ball(b-1), Room(r-a), G-at(r-a), At(b-1, r-a), Free}, ce qui signifie que
pour pouvoir appliquer cette action, il faut eˆtre dans un e´tat dans lequel :
– il y a une balle b-1 ;
– il y a un emplacement r-a ;
– le robot et la balle b-1 se situent a` l’emplacement r-a ;
– le robot a sa pince vide.
– eff+(a) = {Carry(b-1)}, ce qui signifie qu’apre`s avoir applique´ cette action, le robot
agrippe la balle b-1 ;
– eff−(a) = {At(b-1, r-a), Free}, ce qui signifie qu’apre`s avoir applique´ cette action, la
balle b-1 ne se situe plus dans l’emplacement r-a, et le robot n’a plus sa pince vide.
Ainsi, l’application de PICK(b-1, r-a) sur l’e´tat compose´ de pre(PICK(b-1, r-a)) produit
l’e´tat {Ball(b-1), Room(r-a), G-at(r-a), Carry(b-1)}.
A est le sous-ensemble fini de A des actions, qui sont les ope´rateurs dont tous les
arguments sont des constantes. Elles sont note´es OP(c1, · · · , cn) si OP est n-aire et c1, · · · , cn
sont des symboles de constantes, c’est-a`-dire ∀i, ci ∈ C . Par exemple, l’action PICK(b-1,
r-a) est issue de Gripper. L’ensemble des actions A forme le langage propositionnel qui
sera utilise´ dans la suite de ce chapitre.
Action nulle
Nous notons ǫ l’action applicable sur tout e´tat e et dont l’application sur e n’a aucun
effet :
– pre (ǫ) = ∅ ;
– eff+(ǫ) = ∅ ;
– eff−(ǫ) = ∅.
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Proprie´te´s
Deux actions sont inconsistantes si l’une nie au moins un effet de l’autre.
De´finition 4.5 (Inconsistance entre actions). Deux actions a1 et a2 sont inconsistantes
( inconsistance(a1, a2)) si et seulement si eff
−(a1)∩eff
+(a2) 6= ∅∨eff
−(a2)∩eff
+(a1) 6= ∅.
Deux actions interfe`rent si l’une supprime une pre´condition de l’autre.
De´finition 4.6 (Interfe´rence entre actions). Deux actions a1 et a2 interfe`rent ( inter-
ference(a1, a2)) si et seulement si eff
−(a1) ∩ pre (a2) 6= ∅ ∨ eff
−(a2) ∩ pre (a1) 6= ∅.
Deux actions sont de´pendantes si elles sont inconsistantes ou si elles interfe`rent.
De´finition 4.7 (De´pendance entre actions). Deux actions a1 et a2 sont de´pendantes ( de-
pendance(a1, a2)) si et seulement si inconsistance (a1, a2) ∨ interference (a1, a2).
L’inde´pendance entre deux actions a1 et a2 est leur non de´pendance.
4.1.7 Syste`me de transition d’e´tats
De´finition 4.8 (Syste`me de transition d’e´tats). Un syste`me de transition d’e´tats est un
triplet Σ = (U ,A, γ), avec :
– U un sous-ensemble de l’ensemble des parties de L 1, appele´ l’univers de Σ, donc un
ensemble fini d’e´tats ;
– A un ensemble fini d’actions ;
– γ : U ×A → U une fonction non de´terministe de transition d’e´tats.
La fonction de transition γ sur ei ∈ U et a ∈ A est l’application de a sur ei :
ei+1 = γ(ei, a) =
{
(ei \ eff
−(a)) ∪ eff+(a) si pre (a) ⊆ ei
inde´fini sinon
L’univers U est ferme´ selon γ : si e ∈ U , alors ∀a ∈ A qui sont applicables sur e,
γ(e, a) ∈ U . Ce syste`me de transition d’e´tats peut eˆtre repre´sente´ par un graphe oriente´
dont les noeuds sont les e´tats dans U , et lorsque l’action a est applicable dans l’e´tat ei ∈ U
et que ei+1 = γ(ei, a), alors l’arc entre le noeud ei vers le noeud ei+1 est de´core´ de l’action a.
Ainsi, nous parlerons de transitions plutoˆt que d’actions a` propos du syste`me de transition
d’e´tats sous forme de graphe.
Pour illustrer les prochains concepts, nous utiliserons le syste`me de transition repre´sente´
a` la figure 4.1. Dans cet exemple, nous conside´rons sept e´tats diffe´rents dont nous ne de´-
taillons pas le contenu propositionnel, nume´rote´s de 0 a` 6. L’ensemble des actions de ce sys-
te`me de transition d’e´tats est {RAZ, SUCC(1), SUCC(2), SUCC(3), SUCC(4), DOUBLE(2), DOUBLE(3)}.
Le graphe nous indique par exemple que l’application de l’action SUCC(1) sur l’e´tat 1 produit
l’e´tat 2.
4.1.8 Domaine et proble`me de planification
De´finition 4.9 (Domaine de planification). Un domaine de planification D est un syste`me
de transition d’e´tats.
La figure 4.1 page suivante repre´sente donc un domaine de planification.
De´finition 4.10 (Proble`me de planification). Un proble`me P de planification est un triplet
(D, e0, goal), avec :
1. l’ensemble des parties de L est souvent note´ P(L) et P(L) = 2L
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1 2SUCC(1)
0
  RAZ
4DOUBLE(2)
RAZ
3
SUCC(2)
5SUCC(4)
  SUCC(3)
6DOUBLE(3)
Figure 4.1 – Exemple de graphe repre´sentant un syste`me de transition d’e´tats dont l’uni-
vers U est compose´ de sept e´tats nume´rote´s de 0 a` 6 et dont la fonction γ est illustre´e par
les arcs du graphe.
1 2SUCC(1)
0
  RAZ
4DOUBLE(2)
RAZ
3
SUCC(2)
5SUCC(4)
6
  SUCC(3)
DOUBLE(3)
Figure 4.2 – Exemple de proble`me de planification repre´sente´ par son syste`me de transition
d’e´tats Σ, et ou` l’e´tat 1 est l’e´tat initial e0 et ou` les e´tats 4, 5 et 6 satisfont l’objectif de
planification, c’est-a`-dire sont dans Eg.
– D = (U ,A, γ), le domaine de planification ;
– e0 ∈ U , un e´tat initial ;
– goal, l’objectif de planification, qui est un ensemble de propositions a` satisfaire.
Un e´tat but eg ∈ U satisfait l’objectif goal, note´ eg |= goal, si toutes les propositions de
l’objectif sont satisfaites dans l’e´tat eg :
eg |= goal si et seulement si goal ⊆ eg
Nous notons Eg l’ensemble des e´tats dans l’univers qui satisfont l’objectif :
Eg = {eg ∈ U | eg |= goal}
Sur la figure 4.2, l’e´tat initial est l’e´tat 1 et l’ensemble des e´tats qui satisfont l’objectif
sont les e´tats 4, 5 et 6.
En pratique, un domaine de planification D est de´fini dans un fichier de description
PDDL [AD05] comme pre´sente´ a` l’annexe B.3 page 186 pour Gripper. Il est de´crit par
un ensemble d’ope´rateurs et de pre´dicats dont tous les parame`tres sont des variables. Le
proble`me de planification P est de´crit par un ensemble de constantes, par un ensemble
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de propositions de´crivant l’e´tat initial, et par un ensemble de propositions pour objectif
de planification. Ces propositions sont issues des pre´dicats de´finis dans D. L’ensemble des
actions A et l’ensemble des propositions L sont donc de´crits en intention : ils sont de´duits
de la description de D et de P en instanciant chaque pre´dicat et chaque ope´rateur de D
avec tous les sous-ensembles de constantes de P.
4.2 Plan d’actions
Dans ce paragraphe, nous nous inte´ressons a` la description du plan calcule´ par le plani-
ficateur :
proble`me
−−−−−−→ Planificateur
plan
−−−→ Controˆleur
Informellement, un plan peut eˆtre vu comme un chemin dans le syste`me de transition
d’e´tats : une succession de transitions. Par exemple, la figure 4.3 repre´sente un plan, note´ 2
SUCC(1) ≫ DOUBLE(2) ≫ SUCC(4)
1 2SUCC(1) 5
0
  RAZ
4DOUBLE(2)
RAZ
3
SUCC(2)
SUCC(4)
6
  SUCC(3)
DOUBLE(3)
Figure 4.3 – Le plan SUCC(1) ≫ DOUBLE(2) ≫ SUCC(4) dans le domaine illustre´ permet de
passer de l’e´tat 1 a` l’e´tat 5 par les transitions SUCC(1), DOUBLE(2) et SUCC(4). La transition
en pointille´e n’existe pas dans la de´finition du syste`me de transition d’e´tats : c’est une
repre´sentation en intention de la composition de transitions existantes.
SUCC(1) ≫ DOUBLE(2) ≫ SUCC(4), qui emprunte la transition SUCC(1) issue de l’e´tat 1, puis
la transition DOUBLE(2) et finalement SUCC(4) pour atteindre l’e´tat 5. Nous distinguons deux
repre´sentations d’un plan :
1. en extension par la description de sa se´mantique ope´rationnelle [Plo04] dans le syste`me
de transition d’e´tats c’est-a`-dire la succession des e´tats traverse´s : c’est l’ensemble or-
donne´ des actions du plan qui, applique´es se´quentiellement, permettent de connaitre
le chemin emprunte´ lors de son application dans le syste`me de transition d’e´tats. Par
exemple dans la figure 4.3 une transition issue de l’e´tat 1 est traverse´e par l’action
SUCC(1) pour atteindre l’e´tat 2, sur lequel DOUBLE(2) est applique´e et traverse la tran-
sition associe´e jusqu’a` l’e´tat 4 pour finalement atteindre l’e´tat 5 par la transition issue
de l’application de SUCC(4) ;
2. en intention, en de´finissant la se´mantique de´notationnelle [SS71] d’un plan, c’est-a`-
dire la transition « virtuelle » que le plan de´finit : les pre´conditions et les effets du
plan permettent de passer d’un e´tat a` un autre, tout comme sont de´finies les actions.
2. L’ope´rateur de composition ≫ est de´fini au paragraphe 4.2.2
54 Chapitre 4. Mode`le de planification classique
Par exemple, le plan de la figure 4.3 est applicable sur l’e´tat 1 et permet d’atteindre
l’e´tat 5 par son application sur l’e´tat 1.
Nous proposons une mode´lisation des plans unifiant ces deux repre´sentations. Nous consi-
de´rons la notion de plan comme une ge´ne´ralisation de celle d’action 3, et apportons un
ope´rateur de se´quence permettant de construire des plans. Un mode`le de plan est repre´-
sente´ a` la figure 4.4. Nous mode´lisons les actions comme e´tant des plans.
Figure 4.4 – Mode`le de plan : une action est un plan, et une composition par l’ope´rateur
n-aire de se´quence de plans est un plan.
Nous de´taillons dans la suite :
1. la formalisation des plans et la se´mantique de´notationnelle associe´e, c’est-a`-dire la
transition dans le syste`me de transition d’e´tats re´sultant d’un plan donne´ ;
2. la de´finition de l’ope´rateur de se´quence entre plans ;
3. la syntaxe des plans en tant qu’expression bien forme´e utilisant l’ope´rateur de se´-
quence ; et la se´mantique ope´rationnelle des plans issue de cette syntaxe, en termes
d’enchaˆınement d’e´tats successifs dans le syste`me de transition d’e´tats ;
4. les proprie´te´s remarquables des plans.
En annexe D.1 page 205, nous de´montrons toutes les proprie´te´s de´duites de nos de´finitions
dans la suite de ce chapitre, et notamment que les se´mantiques de´notationnelle et ope´ra-
tionnelle sont e´quivalentes : la de´finition de l’ope´rateur de se´quence correspond bien au sens
que nous lui donnons.
4.2.1 Se´mantique de´notationnelle d’un plan
Le de´finition formelle, en intention, d’un plan, identique a` celle des actions (cf. de´fini-
tion 4.4), est la suivante :
De´finition 4.11 (Plan (intention)). Un plan π est un tuple (nom (π), pre (π), eff (π)) :
– nom(π) est son identifiant ;
– pre(π) est un ensemble de propositions de L et repre´sente les pre´conditions du plan ;
– eff(π) est un couple d’ensembles de propositions eff+(π) et eff−(π), qui repre´sentent
respectivement les effets positifs et ne´gatifs du plan. Ces ensembles sont disjoints :
eff+(π) ∩ eff−(π) = ∅
Le plan π est applicable dans un e´tat e si ses pre´conditions sont incluses dans e :
π est applicable dans e si et seulement si pre (π) ⊆ e
3. Nous englobons dans la notion d’action toutes les actions de A, ainsi que ǫ.
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idempotence associativite´ commutativite´
≫ non oui non
Table 4.1 – Lois alge´briques de l’ope´rateur de se´quence.
L’application de π sur l’e´tat ei, si π est applicable dans ei, ame`ne dans l’e´tat ei+1 qui est
l’e´tat ei dont les effets ne´gatifs de π ont e´te´ supprime´s et dont les effets positifs de π ont
e´te´ ajoute´s :
π applique´ sur e produit l’e´tat (e \ eff−(π)) ∪ eff+(π)
4.2.2 Ope´rateur de se´quence
Nous proposons un ope´rateur qui traduit le franchissement de transitions successives
dans le syste`me de transition d’e´tats. Nous l’appelons l’ope´rateur de se´quence, note´ « ≫ ».
Ope´rateur binaire de se´quence
L’ope´rateur binaire de se´quence compose deux plans π1 et π2 pour donner comme re´-
sultat un nouveau plan π = π1≫ π2. Les pre´conditions et les effets du plan π sont de´duits
de la de´finition des plans π1 et π2 :
– nom (π) = nom (π1)≫ nom (π2) ;
– pre (π) = pre (π1) ∪ (pre (π2) \ eff
+(π1)) ;
– eff+(π) = (eff+(π1) \ eff
−(π2)) ∪ eff
+(π2) ;
– eff−(π) = (eff−(π1) \ eff
+(π2)) ∪ eff
−(π2).
Soient deux plans π1 et π2 tels que eff
+(π1) ∩ eff
−(π1) = ∅ et eff
+(π2) ∩ eff
−(π2) = ∅,
alors le plan π = π1≫ π2 est tel que eff
+(π) ∩ eff−(π) = ∅. Les proprie´te´s des plans sont
conserve´es par la composition se´quentielle de plans.
La table 4.1 de´finit les lois qui re´gissent l’ope´rateur de se´quence. Ces proprie´te´s sont
de´taille´es en annexe C page 191.
Ope´rateur n-aire de se´quence
Nous proposons un ope´rateur n-aire qui e´tend l’ope´rateur binaire de se´quence. Cet ope´-
rateur traduit le franchissement d’un ensemble de transitions successives dans le syste`me de
transition d’e´tats. Il compose n plans π1, · · · , πn pour donner comme re´sultat un nouveau
plan π =≫ (π1, · · ·, πn) =
n
≫
i=1
(πi). Cet ope´rateur n-aire est de´fini par l’ope´rateur binaire
de se´quence :
n>1
≫
i=1
(πi) = π1≫ · · ·≫ πn
A` noter que pour n = 1, nous avons≫ (π) = π.
L’ope´rateur de se´quence n’e´tant pas commutatif, l’ordre des plans π1, · · · , πn importe.
Avec l’ope´rateur n-aire de se´quence, le plan SUCC(1) ≫ DOUBLE(2) ≫ SUCC(4) de l’exemple
de la figure 4.3 se re´e´crit≫ (SUCC(1), DOUBLE(2), SUCC(4)).
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4.2.3 Se´mantique ope´rationnelle d’un plan
Nous proposons une syntaxe des plans par une expression bien forme´e sur les actions,
alors compose´es par l’ope´rateur de se´quence. Cette syntaxe sera e´tendue en section 5.2.1
page 67 pour la description des plans flexibles.
De´finition 4.12 (Plan (extension)). Un plan π est bien forme´ si sa syntaxe est une ex-
pression bien forme´e en vertu des re`gles de formation suivantes :
– ǫ est un plan ;
– si a est une action de A, alors a est un plan ;
– si π et π′ sont deux plans, alors (π≫ π′) est un plan.
– si π1, · · · , πn sont n plans (avec n > 1), alors
n
≫
i=1
(πi) est un plan.
Cette de´finition est conforme au mode`le des plans propose´ en introduction : toute action
est un plan, et la se´quence entre n plans est un plan. La longueur d’un plan π, est le nombre
d’actions qui le compose, note´e |π|.
Par exemple, PICK(b-1, r-a) ≫ MOVE(r-a, r-z) ≫ DROP(b-1, r-z) est le plan π dans
Gripper de longueur 3 qui permet de de´placer la balle b-1 de la pie`ce r-a a` la pie`ce r-z,
avec :
– pre (π) = {Ball(b-1), Room(r-a), Room(r-z), G-at(r-a), At(b-1, r-a), Free}, ce qui si-
gnifie que pour pouvoir appliquer ce plan, il faut eˆtre dans un e´tat dans lequel :
– il y a une balle b-1 ;
– il y a un emplacement r-a et un emplacement r-z ;
– le robot et la balle b-1 se situent dans l’emplacement r-a ;
– le robot a sa pince vide.
– eff+(π) = {G-at(r-z), At(b-1, r-z), Free} : le robot se situera dans l’emplacement
r-z du fait de l’action MOVE(r-a, r-z) apre`s l’application de π ; la balle b-1 se situe
dans l’emplacement r-z et le robot a sa pince vide du fait de l’action DROP(b-1, r-z),
dont les pre´conditions sont soutenues par l’action PICK(b-1, r-a) de π ;
– eff−(π) = {G-at(r-a), At(b-1, r-a)}, qui signifie qu’apre`s avoir applique´ ce plan, la
balle b-1 et le robot ne se situent plus dans l’emplacement r-a.
Par sa de´finition et ses proprie´te´s, un plan est tre`s proche de la notion de macro-ope´rateur
de´finie dans [BEMS05, CFS07, NLFL07] :
– dans [CFS07], la de´finition diffe`re de peu puisque seul l’ensemble eff+ n’est pas calcule´
de la meˆme fac¸on ;
– dans [BEMS05], la de´finition est de´crite sous forme algorithmique selon la longueur
du macro-ope´rateur ;
– dans [NLFL07], les macro-ope´rateurs sont de´crits comme le re´sultat d’une ope´ration
binaire, non-commutative et associative e´value´e par re´gression, mais non de´finie for-
mellement.
De fait, les travaux cite´s composent dans les « macros » des ope´rateurs de planification (cf.
de´finition 4.1), et manipulent donc des variables. Ce n’est pas notre cas : l’ope´rateur de
se´quence est applique´ sur des actions. En plus d’expliciter l’ope´rateur de se´quence, nous
de´montrons que la de´finition du plan correspond a` sa se´mantique en tant que composition
d’actions applique´es se´quentiellement.
Graˆce a` la de´finition de l’ope´rateur de se´quence, nous montrons que l’e´tat produit par
l’application d’un plan π sur l’e´tat e est l’e´tat produit par l’application dans l’ordre se´quen-
tiel des plans qui forment π. Ainsi, la fonction de transition a` un plan π peut eˆtre de´finie
selon la composition de π :
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– si π = ǫ, alors :
γ(e, π) = e
– si π = a avec a ∈ A, alors :
γ(e, π) =
{
γ(e, a) si a est applicable sur e
inde´fini sinon
– si π = (π1≫ π2) :
γ(e, π) =
{
γ(γ(e, π1), π2) si γ(e, π1) est de´fini
inde´fini sinon
– si π =
n
≫
i=1
(πi), avec n > 2 :
γ(e, π) =

 γ(γ(e, π1),
n
≫
i=2
(πi)) si γ(e, π1) est de´fini
inde´fini sinon
Pour rappel et pour prendre en compte le cas n = 2, ≫ (π1, π2) = (π1≫ π2). Dans
cette de´finition de la fonction de transition d’e´tat sur un plan, nous conside´rons le plan
non plus en intention, c’est-a`-dire par ses pre´conditions et ses effets, mais comme une
composition d’actions. Nous ge´ne´ralisons cette de´finition par l’associativite´ de l’ope´rateur de
se´quence, ce qui nous permet de de´finir les plans en extension, c’est-a`-dire par un ensemble
ordonne´ d’actions. Trivialement, tout plan π a une e´criture « aplatie » e´quivalente en termes
de se´mantiques de´notationnelle et ope´rationnelle : l’ope´rateur de se´quence compose alors
uniquement les actions de π et π =
n
≫
i=1
ai avec ∀i, ai ∈ A.
La figure 4.5 page suivante repre´sente le plan A ≫ B ≫ C, d’une part de´fini en intention
dans le tableau et d’autre part illustre´ en extension dans le syste`me de transition d’e´tats.
Ainsi, nous observons que les deux repre´sentations du plan, en intention ou en extension,
sont e´quivalentes quant a` l’e´tat re´sultant de l’application du plan sur un e´tat donne´. Le
franchissement de toutes les transitions e´tiquete´es par les actions qui composent le plan π
sur l’e´tat {o, l, e, a} me`ne dans l’e´tat {o, d, e} :
γ({o, l, e, a} , π) =γ({o, l, e, a} , A≫ B≫ C)
=γ(γ({o, l, e, a} , A), B≫ C)
=γ({s, l, o, e} , B≫ C)
=γ(γ({s, l, o, e} , B), C)
=γ({o, e, i, l} , C)
= {o, d, e}
Nous observons que π est bien applicable sur l’e´tat {o, l, e, a} puisque pre (π) = {l, a} ⊆
{o, l, e, a}, et l’e´tat {o, d, e} vaut effectivement ({o, l, e, a} \ eff−(π)) ∪ eff+(π) :
{o, d, e} =({o, l, e, a} \ {l, a, s, i}) ∪ {d, o}
= {o, e} ∪ {d, o}
= {o, d, e}
Cela illustre l’e´quivalence entre les de´finitions en intention et en extension des plans.
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L’e´criture en extension est la de´finition ge´ne´ralement utilise´e dans la litte´rature pour
de´finir les plans se´quentiels : dans [GNT04], un plan est une liste d’actions. Nous sommes
au plus pre`s de sa se´mantique vis a` vis du syste`me de transition d’e´tats. Nous utiliserons
indiffe´remment l’une ou l’autre des e´critures selon les proprie´te´s que nous souhaitons mettre
en avant. Nous montrons que les de´finitions de π en intention et en extension sont, du point
de vue de γ, e´quivalentes :
– l’ensemble pre (π) forme les pre´conditions de π de telle fac¸on que si pre (π) ⊆ e alors
γ(e, π) est de´fini ;
– γ(e, π) = e \ eff−(π) ∪ eff+(π).
Cela permet d’en de´duire que la notion de plan ge´ne´ralise par sa de´finition et ses proprie´te´s
la notion d’action : une action de A est un plan de longueur 1, et ǫ le plan de longueur 0.
4.2.4 Proprie´te´s des plans
Plan solution
Un plan π est solution du proble`me de planification P = (D, e0, goal) si l’objectif goal
est satisfait dans l’e´tat atteint par l’application de π sur l’e´tat initial e0. Le plan de la
figure 4.6 est un plan solution pour le proble`me donne´.
De´finition 4.13 (Plan solution). Un plan π est un plan solution de P si et seulement si
γ(e0, π) |= goal.
nom A B C A ≫ B ≫ C
pre a l,s l,i l,a
eff+ s,o i d d,o
eff− a s l,i l,a,s,i
a
o,s
 A
l,a,s l,a,i
B
s,o,l
 A
l,o,i,s
 A
d,a
 C
l,a
 A
l,o,i
 B
d,o
 C
l,a,s,i
 A
d,a,s
 C
 B
d,o,s
 C A  A
o,l,e,a
s,l,o,e
 A
o,e,i,l
 B
o,d,e
 C
Figure 4.5 – Dans ce domaine de planification repre´sente´ par un syste`me de transition
d’e´tats, chaque lettre minuscule est une proposition, et les actions A, B et C sont de´taille´es
par leurs pre´conditions et effets dans le tableau. Le plan A≫ B≫ C est propose´ en intention
dans ce meˆme tableau, et mis en valeur en extension dans le syste`me de transition d’e´tats.
Le plan me`ne de l’e´tat initial {l, a} a` l’e´tat objectif {d, o}.
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1 2SUCC(1)
0
  RAZ
4DOUBLE(2)
RAZ
3
SUCC(2)
5SUCC(4)
6
  SUCC(3)
DOUBLE(3)
Figure 4.6 – Exemple de plan π = SUCC(1) ≫ SUCC(2) ≫ DOUBLE(3) solution du proble`me
de planification ou` l’e´tat 1 est l’e´tat initial et les e´tats 4, 5 et 6 satisfont l’objectif de
planification.
Interaction entre plans
Deux plans sont inconsistants si certaines de leurs actions sont inconstantes.
De´finition 4.14 (Inconsistance entre plans). Deux plans π1 et π2 sont inconsistants ( in-
consistance(π1, π2)) si et seulement si
∃a1 ∈ π1, ∃a2 ∈ π2, inconsistance (a1, a2)
Deux plans interfe`rent si certaines de leurs actions interfe`rent.
De´finition 4.15 (Interfe´rence entre plans). Deux plans π1 et π2 interfe`rent ( inter-
ference(π1, π2)) si et seulement si
∃a1 ∈ π1, ∃a2 ∈ π2, interference (a1, a2)
Nous de´finissons la notion de de´pendance pour les plans.
De´finition 4.16 (De´pendance entre plans). Deux plans π1 et π2 sont de´pendants ( depen-
dance(π1, π2)) si et seulement si
∃a1 ∈ π1, ∃a2 ∈ π2, dependance (a1, a2)
L’inde´pendance entre deux plans est leur non de´pendance.
4.3 Conclusion
Ce chapitre propose une nouvelle vision des plans en les conside´rant comme des compo-
sitions. Ainsi, tout en e´tant fonde´ sur les concepts usuellement rencontre´s en planification
classique, le mode`le propose´ inte`gre l’ope´rateur de se´quence. Cet ope´rateur est utilise´ pour
de´finir le concept de plan et les se´mantiques de´notationnelle et ope´rationnelle qui y sont
associe´es. Le chapitre suivant utilise la meˆme approche de mode´lisation pour la planification
dite flexible, par la de´finition de nouveaux ope´rateurs de composition.

Chapitre 5
Mode`le de planification flexible
Ce chapitre de´finit en partie 5.1 la flexibilite´ en planification comme e´tant la faculte´
du controˆleur d’adapter le plan solution au contexte d’exe´cution. Dans la partie 5.2, nous
proposons un mode`le des plans flexibles par le concept de polyplan.
5.1 Flexibilite´ en planification
En ge´ne´ral, un proble`me de planification particulier a plusieurs solutions. Dans notre
mode`le de planification classique (cf. chapitre 4), la seule caracte´ristique permettant de
comparer les plans est leur longueur. C’est la raison pour laquelle les travaux qui s’inscrivent
dans ce mode`le s’accordent pour e´valuer les plans selon cette caracte´ristique : le meilleur plan
solution est alors le plus court. Le premier plan minimal trouve´ est propose´ au controˆleur.
Dans notre proble´matique, nous conside´rons que la qualite´ des plans de´pend du contexte
d’exe´cution (cf. chapitre 1). Or, dans la de´composition fonctionnelle de la planification, le
planificateur est charge´ de la conception du plan, et le controˆleur est charge´ de controˆler
l’exe´cution du plan. Les temps de conception et d’exe´cution sont distincts : le planificateur
n’a pas connaissance du contexte d’exe´cution et n’est donc pas a` meˆme d’e´valuer la qualite´
des plans. Au moment de la conception, il n’est pas possible de savoir si un plan solution
particulier est le meilleur plan possible. Nous proposons de de´caler du temps de conception
au temps d’exe´cution le choix d’un plan dans un ensemble de plans solutions.
La flexibilite´ en planification est de´finie par la capacite´ d’un plan a` proposer des alter-
natives a` l’exe´cution, sachant que chacune des alternatives permet d’atteindre un e´tat qui
satisfait l’objectif. La flexibilite´ est donc une proprie´te´ des plans : nous parlons de plans
flexibles. Un plan flexible calcule´ par le planificateur est adaptable au contexte d’exe´cution
par le controˆleur :
proble`me
−−−−−−→Planificateur
plan flexible
−−−−−−−→ Controˆleur
action
−−−−→ Syste`me de transition d’e´tats
Alors qu’un plan est une se´quence des actions de´terministes, un plan flexible propose des
alternatives : l’e´tat atteint par l’application du plan flexible de´pend des choix effectue´s a`
l’exe´cution. Plusieurs exe´cutions d’un meˆme plan flexible sur le meˆme e´tat peuvent mener
dans des e´tats diffe´rents. Un plan flexible n’est donc pas force´ment de´terministe. Mais tous
les e´tats possiblement atteints par l’exe´cution d’un plan flexible solution satisfont l’objectif
de planification. Dans le syste`me de transition d’e´tats, l’exe´cution d’un plan flexible cor-
respond aux franchissements successifs de transitions, ce qui correspond a` l’exe´cution d’un
plan se´quentiel. Mais a` l’exe´cution d’un plan flexible, certaines transitions sont choisies
dans un ensemble d’alternatives, par le controˆleur. Un plan flexible peut eˆtre vu comme un
ensemble de plans se´quentiels dont l’un est choisi par le controˆleur a` l’exe´cution. Les plans
se´quentiels sont dits de´rive´s du plan flexible.
La figure 5.1 page suivante repre´sente le plan flexible Π qui propose comme solution
soit le plan SUCC(1) ≫ DOUBLE(2) ≫ SUCC(4) soit le plan SUCC(1) ≫ SUCC(2) ≫ DOUBLE(3).
Depuis l’e´tat 1, Π permet d’atteindre soit l’e´tat 5 soit l’e´tat 6 selon le choix effectue´ a`
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1 2SUCC(1)
0
  RAZ
4DOUBLE(2)
RAZ
3
SUCC(2)
5SUCC(4)
6
  SUCC(3)
DOUBLE(3)
Figure 5.1 – Exemple de plan flexible dans le syste`me de transition d’e´tats qui permet
de passer de l’e´tat 1 a` l’e´tat 5 ou 6, respectivement par les plans SUCC(1) ≫ DOUBLE(2)
≫ SUCC(4) et SUCC(1) ≫ SUCC(2) ≫ DOUBLE(3) selon la de´cision prise dans l’e´tat 1 ou
l’e´tat 2.
l’exe´cution. Les deux plans sont de´rive´s de Π : ce sont les deux alternatives propose´es par
Π. Comme la flexibilite´ est une caracte´ristique des plans exploite´e a` leurs exe´cution, nous
nous rapportons au syste`me de transition d’e´tats pour la de´finir. Ainsi, nous appelons les
plans de´rive´s de Π des chemins dans le syste`me de transition d’e´tats, et les e´tats desquels
les chemins diffe`rent des bifurcations. Les diffe´rentes actions applicables sur une certaine
bifurcation sont appele´es les alternatives de la bifurcation. En reprenant l’exemple pre´ce´-
dent, deux chemins sont disponibles depuis l’e´tat 1 : SUCC(1) ≫ DOUBLE(2) ≫ SUCC(4) et
SUCC(1) ≫ SUCC(2) ≫ DOUBLE(3). Ces chemins diffe`rent au niveau de l’e´tat 2 qui est donc
une bifurcation. En effet, l’e´tat 2 est atteint par l’application de l’action SUCC(1) commune
aux deux chemins. Le nombre de chemins accessibles a` partir d’une bifurcation donne´e est
au moins e´gale a` deux. A` l’exe´cution, l’e´tat dans lequel est prise la de´cision d’une alternative
est un moment de de´cision. Un moment de de´cision permet d’e´liminer au moins un chemin
parmi l’ensemble des possibles. Tous les e´tats traverse´s avant une bifurcation donne´e sont
des moments potentiels de de´cision. Dans l’exemple de la figure 5.1, les moments potentiels
de de´cision permettant de discriminer l’un des deux chemins sont l’e´tat 1 et l’e´tat 2.
5.1.1 Dimensions de la flexibilite´
Nous distinguons deux dimensions dans la flexibilite´ d’un plan :
– une dimension spatiale, lie´e aux chemins disponibles dans un plan flexible : cette
dimension est de´finie au moment de la conception du plan ;
– une dimension temporelle pour les choix effectue´s au moment de l’exe´cution du plan.
Espace
La spatialite´ de la flexibilite´ concerne la quantite´ d’alternatives diffe´rentes de´crites par
un plan flexible. La largeur 1 d’un plan flexible Π est le nombre de plans de´rive´s de Π. La
largeur caracte´rise la spatialite´ de la flexibilite´ d’un plan.
Le planificateur cherche a` calculer un plan flexible Π le plus large possible, tandis que
le controˆleur re´duit a` chaque moment de de´cision cette largeur jusqu’a` exe´cuter un unique
plan de´rive´ de Π.
1. En analogie a` la longueur des plans de´rive´s de Π, le nombre d’actions dont ils sont compose´s (cf.
de´finition 4.12).
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Temps
La temporalite´ de la flexibilite´ de´signe les moments ou` les de´cisions sont prises d’emprun-
ter une alternative d’un plan flexible plutoˆt qu’une autre. En ge´ne´ral, pour une alternative
donne´e plusieurs moments de de´cision sont possibles. Cette dimension est donc lie´e a` l’exe´-
cution du plan flexible, et ne peut pas eˆtre de´finie a priori dans le plan flexible : cela fait
partie du non de´terminisme des plans flexibles.
Le planificateur n’a aucun roˆle quant a` la dimension temporelle des plans flexibles. Seul
le controˆleur a acce`s a` cette dimension.
5.1.2 Crite`res de flexibilite´
En se re´fe´rant aux dimensions spatiale et temporelle, nous de´finissons des crite`res per-
mettant d’e´valuer la flexibilite´ d’un plan. Les crite`res sont :
– la largeur des plans, crite`re entie`rement de´fini par la dimension spatiale ;
– l’anticipation d’une alternative, crite`re entie`rement de´fini par la dimension temporelle ;
– la couverture de bifurcation, de´finie par les deux dimensions de la flexibilite´ : ce crite`re
analyse la variabilite´ temporelle pour un espace donne´ ;
– le branchement de de´cision, de´fini par les deux dimensions de la flexibilite´ : ce crite`re
analyse la variabilite´ spatiale pour un temps donne´.
La largeur des plans flexibles e´tant inde´pendante du temps, le planificateur peut l’e´va-
luer : ce crite`re sera discute´ lorsque nous proposerons un mode`le des plans flexibles au
paragraphe 5.2.
Largeur des plans
Informellement, un plan Π est d’autant plus flexible que les chemins disponibles sont
nombreux. Le nombre de chemins disponibles est la largeur de Π. Ce crite`re de´pend uni-
quement de la dimension spatiale.
De´finition 5.1 (Largeur d’un plan flexible). La largeur d’un plan flexible Π est le nombre
de plans qui de´rivent de Π.
Dans l’exemple de la figure 5.1, la largeur du plan flexible est 2. La largeur des plans est le
crite`re qui permet de dire d’un plan qu’il est ou qu’il n’est pas flexible : si la largeur d’un
plan est au moins deux, alors le plan est flexible. Nous disons de la largeur qu’elle de´termine
l’expressivite´ des plans.
Dire d’un plan qu’il est plus large qu’un autre ne donne pas beaucoup d’informations
sur la qualite´ des plans. En effet, un plan peut proposer de nombreux chemins qui ne
conviennent pas au controˆleur a` l’e´gard de son contexte d’exe´cution, tandis qu’un autre
peut en proposer un unique qui lui convient. Ainsi, la largeur permet de mesurer un degre´
de flexibilite´ d’un plan, mais pas sa qualite´ 2. Nous proposons un ope´rateur de comparaison
de l’expressivite´ de plans, qui garantit que si un plan est dit plus expressif qu’un autre, il
est aussi de meilleur qualite´ vis-a`-vis du contexte d’exe´cution. L’ope´rateur de comparaison
≺ mesure l’expressivite´ entre deux plans.
De´finition 5.2 (Comparaison d’expressivite´). Soient deux plans flexibles Π et Π′, alors Π
est plus expressif que Π′, note´ Π′ ≺ Π, si Π de´rive au moins tous les plans de Π′.
Autrement dit, si Π′ ≺ Π, alors Π permet de parcourir tous les chemins de Π’.
2. La flexibilite´ d’un plan est un crite`re particulier de la qualite´ du plan. Les autres crite`res sont discute´s
dans le chapitre 1.
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1 2SUCC(1)
0
  RAZ
4DOUBLE(2)
RAZ
3
SUCC(2)
5SUCC(4)
6
  SUCC(3)
DOUBLE(3)
Figure 5.2 – Le plan flexible permet de passer de l’e´tat 2 a` l’un des trois e´tats 0, 3 ou 4,
respectivement par les plans RAZ, SUCC(2) ou DOUBLE(2) selon la de´cision prise dans l’e´tat 2.
Anticipation d’une alternative
Dans l’exemple de la figure 5.1, conside´rons que le moment de de´cision est a` l’e´tat 1 alors
que la bifurcation est a` l’e´tat 2. La de´cision est alors anticipe´e vis a` vis de la bifurcation
concerne´e : l’e´tat 2 aussi pouvait eˆtre un moment de de´cision ade´quat.
De´finition 5.3 (Anticipation des de´cisions). L’anticipation d’une de´cision est le nombre
d’actions applique´es avant la premie`re bifurcation implique´e par la de´cision.
Lorsque une de´cision est anticipe´e durant l’exe´cution, son effet n’est pas directement obser-
vable : les e´tats traverse´s ne diffe`rent pas quel que soit le choix effectue´ jusqu’a` atteindre
la bifurcation concerne´e par la de´cision. Par exemple, dans la figure 5.1, si le moment de
de´cision entre les deux plans se situe dans l’e´tat 1 : l’effet de la de´cision est observable
uniquement lorsque l’e´tat 3 ou l’e´tat 4 est atteint, et l’e´tat 2, traverse´ quel que soit le
choix effectue´, ne permet pas de diffe´rencier la de´cision. Une anticipation nulle pour une
alternative donne´e signifie que l’effet du choix est directement observable.
Un crite`re de comparaison de la flexibilite´ de l’exe´cution d’un plan concerne les an-
ticipations possibles pour chacune des alternatives du plan flexible. Pour l’exemple de la
figure 5.1, les e´tats 1 et 2 sont des moments de de´cision potentiels : le plan flexible permet
n’importe quelle anticipation. Ainsi, le controˆleur doit pouvoir prendre ses de´cisions selon
le contexte d’exe´cution : que ce soit par exemple au plus toˆt, c’est-a`-dire avant l’exe´cution
de la premie`re action du plan flexible, ou au plus tard, c’est-a`-dire avec une anticipation
nulle. Une exe´cution du plan flexible qui impose le moment de de´cision dans l’e´tat 1 pour
l’exemple de la figure 5.1 est moins flexible que l’exe´cution qui ne l’impose pas.
Couverture de bifurcation
La figure 5.2 illustre un plan flexible Π dont l’unique bifurcation propose trois alter-
natives : Π est de largeur 3. Une unique alternative doit eˆtre choisie a` l’exe´cution. La
discrimination de l’une des alternatives peut se faire en deux moments : un premier choix
parmi deux premie`res alternatives, puis un second choix entre l’alternative choisie pre´ce´-
demment et la restante. Par exemple, un premier moment de de´cision concerne les actions
RAZ et SUCC(2) : supposons que SUCC(2) soit choisie. Le second moment concernera SUCC(2)
et DOUBLE(2). Pour choisir une alternative parmi n et selon le contexte d’exe´cution, le controˆ-
leur peut pre´fe´rer prendre une unique de´cision. Aussi, les de´cisions sont n-aires mais peuvent
ne couvrir qu’un sous ensemble des alternatives d’une bifurcation.
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Figure 5.3 – Le plan flexible permet de passer de l’e´tat 1 a` l’un des trois e´tats 0, 3 ou 4,
respectivement par les plans RAZ, SUCC(1) ≫ SUCC(2) ou SUCC(1) ≫ DOUBLE(2).
De´finition 5.4 (Couverture des de´cisions). Pour une bifurcation donne´e ayant n alterna-
tives, la couverture c d’une de´cision lie´e a` cette bifurcation est le rapport entre le nombre k
d’alternatives e´limine´es par la de´cision et le nombre n d’alternatives moins le plan finale-
ment discrimine´ et exe´cute´ : c = kn−1 .
La couverture vaut 1 lorsqu’une seule alternative n’a pas e´te´ e´limine´e par le choix : la
couverture est alors totale, et l’alternative restante est celle qui est exe´cute´e.
La flexibilite´ d’un plan a pour crite`re d’e´valuation la couverture de chacun de ses mo-
ments de de´cision : selon le contexte d’exe´cution, une couverture plus ou moins grande peut
eˆtre souhaite´e. Par exemple avec Painter ou` l’objectif est de peindre un ensemble d’objets
de plusieurs couleurs, conside´rons une bifurcation qui a pour alternatives l’application de
chaque couleur sur chaque objet. Un plan flexible pourrait proposer de commencer par dis-
criminer l’objet a` peindre parmi ceux disponibles, puis de discriminer la prochaine couleur
a` appliquer. Cela correspond a` une couverture partielle de la bifurcation, et peut eˆtre plus
adapte´ au contexte qu’un unique choix sur l’objet a` peindre et la couleur a` appliquer.
Branchement de de´cision
Une de´cision peut impliquer plusieurs bifurcations. Un plan flexible a` deux bifurcations
est illustre´ a` la figure 5.3. A` l’exe´cution, si le plan SUCC(1) ≫ SUCC(2) est choisi par une
unique de´cision prise dans l’e´tat 1, alors cette de´cision implique deux bifurcations, la pre-
mie`re a` l’e´tat 1 et la seconde a` l’e´tat 2. Le branchement du moment de de´cision est alors
double.
De´finition 5.5 (Branchement des de´cisions). Le branchement d’une de´cision est le nombre
de bifurcations implique´es par la de´cision.
Dans les exemples pre´ce´dents, chaque de´cision n’impliquait qu’une seule bifurcation :
leur branchement e´tait minimal. Le branchement des de´cisions de´finit par exemple s’il est
possible en un seul moment de de´cision de discriminer le plan de´rive´ d’un plan flexible qui
sera exe´cute´. Un branchement supe´rieur a` un implique obligatoirement l’anticipation d’au
moins une alternative.
5.1.3 Flexibilite´ vise´e par les planificateurs
La planification a pour but d’obtenir un plan Π le plus adaptable au contexte : Π est le
plus large possible, et son exe´cution ne contraint pas les moments de de´cision selon les trois
crite`res de flexibilite´ qui sont l’anticipation, la couverture et le branchement des alternatives.
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Figure 5.4 – Exemple de plan flexible solution dans le syste`me de transition d’e´tats qui per-
met de passer de l’e´tat 1 a` l’e´tat 4 ou 6, respectivement par les plans SUCC(1) ≫ DOUBLE(2),
SUCC(1)≫ SUCC(2)≫ SUCC(3) et SUCC(1)≫ SUCC(2)≫ DOUBLE(3) selon les de´cisions prisent
au plus tard dans l’e´tat 2 pour la premie`re bifurcation et 3 pour la seconde, en gris dans le
syste`me de transition d’e´tats.
Ces caracte´ristiques concernent principalement l’interpre´tation par le controˆleur du plan
flexible fourni par le planificateur. A` l’exe´cution, seule la largeur est un crite`re de´fini a
priori dans les plans flexibles. Ainsi, les planificateurs doivent fournir au controˆleur le plan
flexible le plus large possible.
La partie 5.2 pre´sente la mode´lisation que nous proposons pour les plans flexibles.
5.2 Polyplan d’actions
Le mode`le de la planification flexible est fonde´ sur celui de la planification classique,
mais diffe`re par l’expression des plans fournis au controˆleur. Dans les deux mode`les, les
actions qui de´crivent le syste`me de transition d’e´tats sont de´terministes. En revanche, en
planification flexible, la solution compose´e par le planificateur proposera a` l’exe´cution des
choix non de´terministes au controˆleur : il peut eˆtre vu comme un ensemble de plans, de telle
fac¸on que son exe´cution empruntera l’un des plans selon les choix effectue´s par le controˆleur
durant l’exe´cution. La caracte´ristique des plans flexibles est de proposer des alternatives.
Nous proposons le concept de polyplan comme extension des plans, de telle sorte qu’un
polyplan est a` meˆme de repre´senter un ensemble de plans :
proble`me
−−−−−−→ Planificateur
polyplan
−−−−−→ Controˆleur
La figure 5.4 propose un plan flexible solution du proble`me de planification. Notre objectif
dans ce chapitre est de fournir les outils ne´cessaires pour exprimer un tel plan flexible,
a` travers notamment de la notion de polyplan. Un mode`le de polyplan est repre´sente´ a`
la figure 5.5 page ci-contre. Le concept de polyplan e´tend celui de plan en inte´grant un
ope´rateur d’alternative pour offrir des choix a` l’exe´cution. De la meˆme fac¸on que dans le
chapitre 4 pour les plans, nous distinguons les repre´sentation d’un polyplan en intention et
en extension, ainsi que leurs se´mantiques de´notationnelle et ope´rationnelle.
La suite de ce chapitre pre´sente les concepts de la planification flexible :
1. la formalisation des polyplans et leur se´mantique de´notationnelle ;
2. la de´finition des ope´rateurs d’alternative et de se´quence entre polyplans ;
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Figure 5.5 – Mode`le de polyplan : une action est un polyplan, et une composition par les
ope´rateurs n-aires de se´quence et d’alternative de polyplans est un polyplan.
3. la syntaxe des polyplans en tant qu’expression bien forme´e utilisant les ope´rateurs
d’alternative et de se´quence ; et la se´mantique ope´rationnelle des polyplans fonde´e sur
le syste`me de transition d’e´tats, c’est-a`-dire le comportement de Π dans le syste`me
de transition d’e´tats lorsqu’il est exe´cute´ par le controˆleur ;
4. les proprie´te´s des polyplans, et notamment concernant leur flexibilite´ ;
5.2.1 Se´mantique de´notationnelle d’un polyplan
Les effets d’un polyplan Π de´pendent des choix effectue´s a` l’exe´cution. Aussi, pour
de´crire les effets de Π nous nous inspirons de la notation utilise´e pour de´crire les actions
non de´terministes [War76, PS92, PC96]. Dans ces travaux, les effets sont conditionne´s a` un
e´tat particulier rencontre´ durant l’exe´cution et non pre´visible au moment de la planification.
Dans notre cas, le non de´terminisme des plans ne de´pend pas d’un e´tat mais d’un choix a`
l’exe´cution.
De´finition 5.6 (Polyplan (intention)). Un polyplan Π est un tuple qui e´tend celui des plans,
et Π = (nom (Π), pre (Π), eff 1(Π), · · ·, eff n(Π)) ou` :
– nom(Π) est son identifiant ;
– pre(Π) est un ensemble de propositions de L et repre´sente les pre´conditions du poly-
plan ;
– pour tout i dans [1..n], eff i(Π) est un couple d’ensembles de propositions eff
+
i (Π) et
eff−i (Π), qui repre´sentent respectivement des effets positifs et ne´gatifs du polyplan.
Ces ensembles sont disjoints :
eff+i (Π) ∩ eff
−
i (Π) = ∅
Le polyplan Π est applicable dans un e´tat e si ses pre´conditions sont incluses dans e :
Π est applicable dans e si et seulement si pre (Π) ⊆ e
L’application de Π sur l’e´tat e, si Π est applicable dans e, ame`ne dans un des e´tats ei, avec
i ∈ [1..n] et un e´tat ei est l’e´tat e dont les effets ne´gatifs de Πi ont e´te´ supprime´s et dont
les effets positifs de Πi ont e´te´ ajoute´s :
Π applique´ sur e selon le choix de i ∈ [1..n] produit l’e´tat ei = (e \ eff
−
i (Π)) ∪ eff
+
i (Π)
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La largeur d’un polyplan est #Π = n, le nombre de couples d’effets positifs et ne´gatifs de
Π. La largeur d’un polyplan Π indique le nombre de plans qui peuvent eˆtre de´rive´s de Π, et
∀i ∈ [1..#Π], (nom i(Π), pre (Π), eff i(Π)) est un plan de´rive´ de Π.
5.2.2 Ope´rateur d’alternative
Nous proposons un ope´rateur qui donne les alternatives disponibles dans le polyplan :
l’ope´rateur d’alternative est note´ «  ».
Ope´rateur binaire d’alternative
L’ope´rateur d’alternative binaire compose deux polyplans Π1 et Π2 pour donner comme
re´sultat un nouveau polyplan Π = Π1  Π2 qui propose l’alternative entre Π1 et Π2. Les
pre´conditions et les effets du polyplan Π sont de´duits de la de´finition des polyplans Π1 et
Π2, avec k = #Π1 et n = #Π2 :
– nom (Π) = nom (Π1)  nom (Π2) ;
– ∀i ∈ [1..k],nom i(Π) = nom i(Π1) ;
– ∀j ∈ [k + 1..k + n],nom j(Π) = nom j−k(Π2).
– pre (Π) = pre (Π1) ∪ pre (Π2) ;
– ∀i ∈ [1..k], eff i(Π) = eff i(Π1) ;
– ∀j ∈ [k + 1..k + n], eff j(Π) = eff j−k(Π2).
La table 5.1 de´finit les lois qui re´gissent l’ope´rateur d’alternative. Comme l’ope´rateur
idempotence associativite´ commutativite´
 oui oui oui
Table 5.1 – Lois alge´briques de l’ope´rateur d’alternative.
d’alternative est associatif, nous pouvons omettre les parenthe`ses lorsqu’elles ne sont pas
ne´cessaires pour indiquer la porte´e des ope´rateurs.
Ope´rateur n-aire d’alternative
Nous proposons un ope´rateur n-aire qui e´tend l’ope´rateur binaire d’alternative. Cet
ope´rateur propose l’alternative entre un ensemble de polyplans. Il compose n polyplans
Π1, · · · ,Πn pour donner comme re´sultat un nouveau plan Π = (Π1, · · ·,Πn) =
n

i=1
(Πi).
Cet ope´rateur n-aire est de´fini par l’ope´rateur binaire d’alternative :
n

i=1
(Πi) = Π1  · · ·  Πn
A` noter que pour n = 1, nous avons  (Π) = Π.
5.2.3 Ope´rateur de se´quence
L’ope´rateur a de´ja` e´te´ introduit pour la composition de plans (cf. chapitre 4). Nous
proposons ici d’e´tendre l’application de l’ope´rateur de se´quence aux polyplans.
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Ope´rateur binaire de se´quence
L’ope´rateur de se´quence, note´≫ , compose deux polyplans Π1 et Π2 pour donner comme
re´sultat un nouveau polyplan Π = Π1≫ Π2 qui est la succession de Π1 puis Π2, c’est-a`-dire
la possibilite´ de suivre tous les chemins propose´s par Π2 apre`s avoir parcouru n’importe
lequel de Π1. Les pre´conditions et les effets du polyplan Π sont de´duits de la de´finition des
polyplans Π1 et Π2, avec k = #Π1 et n = #Π2 :
– nom (Π) = nom (Π1)≫ nom (Π2) ;
– ∀ (i, j) ∈ [1..k]× [1..n],nom (i,j)(Π) = nom i(Π1)≫ nom j(Π2) ;
– pre (Π) = pre (Π1) ∪
(
pre (Π2) \
⋂k
i=1 eff
+
i (Π1)
)
;
– ∀ (i, j) ∈ [1..k]× [1..n], eff (i,j)(Π) =
(
eff+(i,j)(Π), eff
−
(i,j)(Π)
)
;
– ∀ (i, j) ∈ [1..k]× [1..n], eff+(i,j)(Π) = (eff
+
i (Π1) \ eff
−
j (Π2)) ∪ eff
+
j (Π2) ;
– ∀ (i, j) ∈ [1..k]× [1..n], eff−(i,j)(Π) = (eff
−
i (Π1) \ eff
+
j (Π2)) ∪ eff
−
j (Π2) ;
Ope´rateur n-aire de se´quence
Nous proposons un ope´rateur n-aire qui e´tend l’ope´rateur binaire de se´quence entre
polyplans. Cet ope´rateur traduit le franchissement d’un ensemble de transitions successives
dans le syste`me de transition d’e´tats. Il compose n polyplans Π1, · · · ,Πn pour donner
comme re´sultat un nouveau plan π =≫ (Π1, · · ·,Πn) =
n
≫
i=1
(Πi). Cet ope´rateur n-aire est
de´fini par l’ope´rateur binaire de se´quence :
n>1
≫
i=1
(Πi) = Π1≫ · · ·≫ Πn
A` noter que pour n = 1, nous avons ≫ (Π) = Π. L’ope´rateur de se´quence n’e´tant pas
commutatif, l’ordre des polyplans Π1, · · · ,Πn importe.
5.2.4 Se´mantique ope´rationnelle d’un polyplan
La syntaxe des polyplans est une expression bien forme´e sur les actions, compose´s par
l’ope´rateur de se´quence « ≫ » et par l’ope´rateur d’alternative «  ».
De´finition 5.7 (Polyplan (extension)). Un polyplan Π est une expression bien forme´e en
vertu des re`gles de formation suivantes :
– ǫ est un polyplan ;
– si a est une action de A, alors a est un polyplan ;
– si Π et Π′ sont deux polyplans, alors :
– (Π≫ Π′) est un polyplan ;
– (Π  Π′) est un polyplan.
– si Π1, · · · ,Πn sont n polyplans, alors :
– ≫ (Π1, · · ·,Πn) est un polyplan ;
–  (Π1, · · ·,Πn) est un polyplan.
Le polyplan de l’exemple illustre´ a` la figure 5.4 page 66 s’e´crit SUCC(1) ≫
(
DOUBLE(2)

(
SUCC(2) ≫ (SUCC(3)  DOUBLE(3))
))
. Le polyplan Π, construit a` partir du domaine
Gripper, tel que Π = MOVE(r-z, r-a) ≫ (PICK(b-1, r-a)  PICK(b-2, r-a)) permet au
robot de se de´placer de l’emplacement r-z a` r-a pour y attraper soit la balle b-1 soit la
balle b-2 :
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– pre(Π) = {Ball(b-1), Ball(b-2), Room(r-a), Room(r-z), G-at(r-z), At(b-1, r-a), At(b-
2, r-a), Free}, ce qui signifie que pour pouvoir appliquer cette action, il faut eˆtre dans
un e´tat dans lequel :
– il y a deux balles, b-1 et b-2 ;
– il y a un emplacement r-a et un emplacement r-z ;
– le robot se situe dans l’emplacement r-z ;
– les balles se situent dans l’emplacement r-a ;
– le robot a sa pince vide.
– pour le premier plan de´rive´ de Π :
– eff+1 (π) = {G-at(r-a), Carry(b-1)} : apre`s l’application de Π, le robot se situera dans
l’emplacement r-a du fait de l’action MOVE(r-z, r-a) et la balle b-1 est attrape´e par
le robot du fait de l’action PICK(b-1, r-z) ;
– eff−1 (π) = {G-at(r-z), At(b-1, r-a), Free}, qui signifie qu’apre`s avoir applique´ ce
plan, la balle b-1 ne se situe plus dans l’emplacement r-a, le robot ne se situe plus
dans l’emplacement r-z et n’a plus sa pince libre.
– les de´finitions de eff+2 (Π) et eff
−
2 (Π) sont similaires mais avec la balle b-2, et eff 1(Π)
=
(
eff+1 (Π), eff
−
1 (Π)
)
et eff 2(Π) =
(
eff+2 (Π), eff
−
2 (Π)
)
.
Graˆce aux lois de distributivite´ des ope´rateurs de se´quence et d’alternative (cf. an-
nexe C), un polyplan peut s’e´crire comme un choix parmi des plans sous forme aplatie. Le
polyplan se re´e´crit nom 1(Π)  nom 2(Π), c’est-a`-dire (MOVE(r-z, r-a) ≫ PICK(b-1, r-z))
 (MOVE(r-z, r-a) ≫ PICK(b-2, r-z)).
L’e´tat produit par l’application d’un polyplan Π sur l’e´tat e est l’e´tat produit par l’ap-
plication des actions de π dans l’ordre se´quentiel ou selon le choix effectue´. Nous e´tendons
la fonction de transition γ a` un plan Π :
– si Π = ǫ, alors :
γ(e,Π) = e
– si Π = a avec a ∈ A, alors :
γ(e,Π) =
{
γ(e, a) si a est applicable sur e
inde´fini sinon
– si Π = (Π1≫ Π2) :
γ(e,Π) =
{
γ(γ(e,Π1),Π2) si γ(e,Π1) est de´fini
inde´fini sinon
– si Π = (Π1  Π2) :
γ(e,Π) =

 choix dans
{
γ(e,Π1)
γ(e,Π2)
}
si γ(e,Π1) et γ(e,Π2) sont de´finis
inde´fini sinon
– si Π =
n
≫
i=1
(Πi), avec n > 2 :
γ(e,Π) =

 γ(γ(e,Π1),
n
≫
i=2
(Πi)) si γ(e,Π1) est de´fini
inde´fini sinon
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– si Π =
n

i=1
(Πi), avec n > 2 :
γ(e,Π) =


choix dans


γ(e,Π1)
...
γ(e,Πn)

 si γ(e,Π1), · · · , γ(e,Πn) sont de´finis
inde´fini sinon
L’interpre´tation d’un polyplan Π dans un syste`me de transition particulier est donne´e
par la traduction du polyplan en un ensemble de plans {π1, · · ·, πn}. Le polyplan Π donne le
choix d’exe´cuter un plan parmi l’ensemble de plans. Nous utiliserons indiffe´remment l’une
ou l’autre des e´critures selon les proprie´te´s que nous souhaitons mettre en avant. Ainsi,
le polyplan repre´sente´ dans la figure 5.4 page 66 s’e´crit en extension par l’ensemble des plans
{SUCC(1)≫ DOUBLE(2), SUCC(1)≫ SUCC(2)≫ SUCC(3), SUCC(1)≫ SUCC(2)≫ DOUBLE(3)}. A`
l’exe´cution, un seul des trois plans propose´s par Π dans le syste`me de transition d’e´tats sera
emprunte´, selon le choix effectue´.
Nous de´duisons de la de´finition des polyplans les proprie´te´s suivantes :
– ∀i ∈ [1..n], eff+i (Π) ∩ eff
−
i (Π) = ∅ (car eff
+(πi) ∩ eff
−(πi) = ∅) ;
– l’ensemble pre(Π) forme les pre´conditions de Π de telle fac¸on que si pre (Π) ⊆ e alors
γ(Π, e) est de´fini (car toutes les pre´conditions de tous les plans dont est forme´ Π sont
dans pre(Π)) ;
– pour le choix d’un i ∈ [1..n], γ(Π, e) = e \ eff−i (Π) ∪ eff
+
i (Π).
Cela permet d’en de´duire que la notion de polyplan ge´ne´ralise par sa de´finition et ses pro-
prie´te´s la notion de plan. Cela s’observe autant dans sa forme en intention qu’en extension.
C’est principalement dans le non de´terminisme apporte´ par les polyplans que re´side l’inte´reˆt
de la planification flexible.
5.2.5 Proprie´te´s des polyplans
Polyplan solution
De´finition 5.8 (Polyplan solution). Un polyplan solution pour un proble`me de planification
donne´ est tel que n’importe quel e´tat atteint par son application sur l’e´tat initial satisfait
l’objectif. Soit le proble`me de planification P = (D, e0, goal), un polyplan Π = {π1, · · ·, πn}
est solution pour P, e´crit γ(e0,Π) |= goal, si et seulement si
∀i ∈ [1..n], γ(e0, πi) |= goal
La figure 5.6 page suivante illustre un polyplan solution. Ce polyplan applique´ sur l’e´tat 1
permet d’atteindre, au choix, l’un des trois e´tats qui satisfont l’objectif de planification. Il
y a d’autres plans flexibles solution du proble`me.
Interaction entre polyplan
De´finition 5.9 (De´pendance entre polyplans). Deux polyplans Π1 et Π2 sont de´pendants
( dependance(Π1,Π2)) si et seulement si
∃π1 ∈ Π1, ∃π2 ∈ Π2, dependance (π1, π2)
L’inde´pendance entre deux polyplans est leur non de´pendance.
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Figure 5.6 – Exemple de polyplan solution Π = SUCC(1) ≫ ((DOUBLE(2) ≫ (SUCC(4)  ǫ))
 (SUCC(2) ≫ DOUBLE(3))) de largeur 3, repre´sente´ dans le syste`me de transition d’e´tats sur
l’e´tat 1 et dont l’application peut mener aux e´tats 4, 5 ou 6 selon les choix effectue´s.
Flexibilite´
La largeur d’un polyplan Π permet de de´finir si Π est flexible ou non : Π est flexible si
#Π > 1. Seule l’utilisation de l’ope´rateur d’alternative rend les polyplans flexibles. L’ope´ra-
teur «≺ » de comparaison de l’expressivite´ entre deux polyplans Π et Π′ confronte les plans
qui de´rivent de Π et de Π′. Par exemple, le plan flexible Π’ dont de´rivent les plans SUCC(1)
≫ DOUBLE(2) et SUCC(1) ≫ SUCC(2) ≫ DOUBLE(3) est moins expressif que le plan flexible Π
de la figure 5.6 car SUCC(1) ≫ DOUBLE(2) et SUCC(1) ≫ SUCC(2) ≫ DOUBLE(3) peuvent eˆtre
re´alise´s par Π et Π’, alors que SUCC(1) ≫ DOUBLE(2) ≫ SUCC(4) ne peut eˆtre re´alise´ que par
Π : Π′ ≺ Π.
5.3 Conclusion
Apre`s avoir de´fini ce qu’est la flexibilite´ en planification, nous avons dans ce chapitre
propose´ le concept de polyplan graˆce aux ope´rateurs de se´quence et d’alternative. Nous
avons utilise´ la notion de largeur des polyplans pour caracte´riser la flexibilite´ de la solution
obtenue par un planificateur pour un proble`me donne´. Ce cadre the´orique nous sera utile
pour spe´cifier la flexibilite´ que notre planificateur est capable de calculer.
Troisie`me partie
Traitement de la flexibilite´ en
pratique

Chapitre 6
Mode`le restreint de la
planification flexible
Notre objectif est de concevoir un planificateur Λ-GraphPlan 1 (LGP), qui calcule des
polyplans. La flexibilite´ vise´e par LGP doit eˆtre la plus large possible (cf. paragraphe 5.1.3) :
ide´alement, pour un proble`me de planification donne´, tous les plans solutions devraient
pouvoir eˆtre de´rive´s du polyplan calcule´ par LGP. Mais calculer tous les plans solutions re-
vient a` explorer de fac¸on exhaustive le syste`me de transition d’e´tats pour s’assurer que tous
les plans solutions ont e´te´ trouve´s. A contrario, les planificateurs tendent habituellement a`
limiter l’exploration du syste`me de transition d’e´tats pour diminuer le temps de recherche
d’une solution, notamment par l’utilisation d’heuristiques. Nous proposons un compromis
entre obtenir le polyplan le plus large et minimiser l’exploration du syste`me de transition
d’e´tats : le polyplan calcule´ par LGP ne couvre pas toute la flexibilite´ de´crite dans le cha-
pitre 5. LGP sera de´taille´ dans le chapitre 7. Dans ce chapitre, nous de´finissons la flexibilite´
des polyplans calcule´s par LGP. Nous appelons λ-plan cette forme restreinte de polyplan.
P → Λ-GraphPlan→λ-plan
Pour de´finir la flexibilite´ traite´e par LGP, nous proposons de nouveaux ope´rateurs de com-
position de polyplans, de´finis a` partir des ope´rateurs de se´quence et d’alternative. Ces
ope´rateurs sont l’entrelacement, la permutation, et une forme de choix ite´ratif, similaire a`
la permutation. Les ope´rateurs de se´quence, d’entrelacement et de choix ite´ratif sont ensuite
utilise´s pour de´finir la grammaire des λ-plans. La figure 6.1 page suivante positionne l’ex-
pressivite´ des solutions calcule´es selon les ope´rateurs utilise´s : un plan est un cas particulier
de λ-plan et un λ-plan est un cas particulier de polyplan.
6.1 Expressivite´ des λ-plans
Les restrictions de l’expressivite´ des λ-plans concerne trois points. Premie`rement, les
λ-plans sont de´terministes : toutes les exe´cutions d’un λ-plan me`nent au meˆme e´tat, seuls
les chemins diffe`rent. Deuxie`mement, tous les plans de´rive´s d’un λ-plan sont compose´s des
meˆmes actions. La troisie`me restriction concerne les contraintes d’ordre d’exe´cution entre
actions qui sont de´termine´es par les ope´rateurs de se´quence, d’entrelacement et de choix
ite´ratif.
6.1.1 Polyplans de´terministes
LGP cherche un polyplan permettant d’atteindre un unique e´tat de l’ensemble des e´tats
satisfaisant l’objectif. Par exemple, dans le graphe de la figure 6.2 page suivante, deux
chemins sont possibles pour atteindre l’e´tat 4 a` partir de l’e´tat 1. Le premier correspond au
plan π1 = SUCC(1) ≫ DOUBLE(2), et le second au plan π2 = SUCC(1) ≫ SUCC(2) ≫ SUCC(3).
1. Λ-GraphPlan est de´rive´ de GraphPlan et utilise des relations appele´es λ-mutex.
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Figure 6.1 – Utilisation des ope´rateurs selon le type de planification effectue´e. La se´quence
est l’unique ope´rateur utilise´ pour composer les plans en planification classique (cf. para-
graphe 4.2). Les polyplans (cf. paragraphe 5.2) utilisent en prime l’ope´rateur d’alternative,
qui permet la flexibilite´. Les ope´rateurs d’entrelacement et de permutation sont de´finis
dans ce chapitre par les ope´rateurs de se´quence et d’alternative. Le choix ite´ratif (ite´ration)
s’applique spe´cifiquement sur des λ-plans.
1 2SUCC(1)
0
  RAZ
4DOUBLE(2)
RAZ
3
SUCC(2)
5SUCC(4)
6
  SUCC(3)
DOUBLE(3)
Figure 6.2 – Le polyplan SUCC(1)≫ (DOUBLE(2)  (SUCC(2)≫ SUCC(3))) applique´ a` l’e´tat 1
permet d’atteindre uniquement l’e´tat 4 : le polyplan est de´terministe car chacune de ses
exe´cutions conduit au meˆme e´tat.
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Les effets de π1 et de π2 sont les meˆmes : eff (π1) = eff (π2). Ainsi, le polyplan Π = SUCC(1)
≫ (DOUBLE(2)  (SUCC(2)≫ SUCC(3))) a une largeur de 2 mais n’a qu’un seul effet possible.
Cela repre´sente une premie`re limitation de l’expressivite´ des λ-plans.
6.1.2 Ensemble des actions compose´es
Quels que soient les choix effectue´s a` l’exe´cution d’un λ-plan, l’ensemble des actions fina-
lement exe´cute´es est toujours le meˆme. Ainsi, tous les plans de´rive´s du λ-plan contiennent
exactement les meˆmes actions, mais dans des ordres diffe´rents. Plus pre´cise´ment, nous nous
inte´ressons a` deux cas particuliers de l’alternative :
– dans Gripper, le fait de commencer a` de´placer une balle plutoˆt qu’une autre n’influe
pas sur l’accomplissement de l’objectif, tant que toutes les balles sont de´place´es durant
l’exe´cution. Un ordre particulier de traitement des balles est une des permutations
permettant de re´soudre Gripper. Autrement dit, il n’est pas justifie´ de proposer une
permutation plutoˆt qu’une autre dans le λ-plan solution. De notre point de vue, le
choix de la permutation doit eˆtre fait a` l’exe´cution.
– dans Gripper, si plusieurs robots sont implique´s dans des plans inde´pendants, l’exe´-
cution de ces plans peut eˆtre entrelace´e de telle fac¸on que chaque plan e´volue inde´pen-
damment des autres. La manie`re d’entrelacer les plans est laisse´e libre dans le λ-plan
solution, l’ordre d’exe´cution est de´cide´ par le controˆleur.
Les λ-plans sont compose´s d’actions dont les contraintes d’ordre sont indique´es par les
ope´rateurs de se´quence, d’entrelacement et de permutation. La grammaire des λ-plans sera
de´taille´e au paragraphe 6.7.
6.2 Formalisation des λ-plans
Le mode`le des λ-plans est repre´sente´ a` la figure 6.3. Un λ-plan est un polyplan de´termi-
Figure 6.3 – Mode`le de λ-plan : une action est un λ-plan, et une composition par les
ope´rateurs de se´quence, d’entrelacement et de choix ite´ratif (ite´ration) de λ-plans est un
λ-plan.
niste : son exe´cution permet d’atteindre un unique e´tat par diffe´rents chemins. En utilisant
la de´finition des polyplans (cf. de´finition 5.6), le de´terminisme d’un λ-plans Π se note :
∀ (i, j) ∈ [1..#Π]× [1..#Π], eff i(Π) = eff j(Π)
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a1 a2 SUCC(1)
b1
 SUCC(a)
a3 SUCC(2)
b2
 SUCC(a)
b3
 SUCC(a)
 SUCC(1)
c1
 SUCC(b)
 SUCC(2)
c2
 SUCC(b)
c3
 SUCC(b)
 SUCC(1)  SUCC(2)
Figure 6.4 – Le λ-plan est compose´ des plans SUCC(1) ≫ SUCC(2) et SUCC(a) ≫ SUCC(b) en
entrelacement, et permet d’atteindre l’e´tat c3 depuis l’e´tat a1 : le plan SUCC(1) ≫ SUCC(a)
≫ SUCC(b) ≫ SUCC(2) est exe´cute´.
Nous nous dispensons de dupliquer les effets pour chacun des plans de´rivables de Π, et
nous notons eff(Π) le couple d’effets positifs et ne´gatifs du λ-plan Π. L’ensemble des plans
{π1, · · ·, πn} de´rive´s de Π, de largeur n, est tel que :
∀i ∈ [1..n], πi = (nom i(Π), pre (Π), eff (Π))
Dans la suite de ce chapitre, nous allons de´finir les ope´rateurs permettant de construire
un λ-plan. Le re´sultat de la composition par les ope´rateurs d’entrelacement ou de per-
mutation est en ge´ne´ral un polyplan, et ces ope´rateurs composent des polyplans. Pour la
composition de λ-plans, des formes particulie`res de ces deux ope´rateurs seront de´finies :
l’entrelacement de´terministe et le choix ite´ratif (de´crit par une structure plutoˆt qu’un ope´-
rateur).
6.3 Ope´rateur d’entrelacement
L’entrelacement entre deux polyplans permet d’exe´cuter chacun des polyplans en res-
pectant l’ordre interne des actions dans chacun des polyplans mais laisse libre l’ordre d’exe´-
cution des actions de chacun des polyplans vis a` vis des actions de l’autre polyplan. Par
exemple le premier polyplan commence a` eˆtre applique´, puis le second est comple`tement
applique´ pour terminer l’application du premier. Cela est repre´sente´ a` la figure 6.4 qui en-
trelace les plans SUCC(1) ≫ SUCC(2) et SUCC(a) ≫ SUCC(b). Pour obtenir l’expressivite´ de
l’entrelacement, nous introduisons l’ope´rateur d’entrelacement entre polyplans, repre´sente´
par le symbole « ‖ ».
6.3.1 De´finition de l’entrelacement
Soient deux polyplans Π′ et Π′′. Nous exprimons la se´mantique de l’ope´rateur d’entrela-
cement en conside´rant les polyplans Π′ et Π′′ comme deux ensembles de plans. L’entrelace-
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ment entre deux polyplans correspond a` l’entrelacement entre chacun de leurs plans. Nous
commenc¸ons par de´finir l’entrelacement entre plans. Soient deux plans π1 et π2, tels que :
– π1 = a1≫ π
′
1 avec π
′
1 = a2≫ · · ·≫ ak avec ∀i ∈ {1, · · ·, k} , ai ∈ A ;
– π2 = a
′
1≫ π
′
2 avec π
′
2 = a
′
2≫ · · ·≫ a
′
n avec ∀i ∈ {1, · · ·, k} , a
′
i ∈ A.
Alors l’entrelacement entre π1 et π2 est le polyplan Π = π1 ‖ π2, de´fini re´cursivement :
Π = (a1≫ (π
′
1 ‖ π2))  (a
′
1≫ (π1 ‖ π
′
2))
Par de´finition, chaque action de π1 peut pre´ce´der a` l’exe´cution n’importe quelle action de
π2, et vice versa. Ainsi, pour que π1 ‖ π2 soit de´fini, aucune action de π1 ne doit interfe´rer
avec les actions de π2 :
∀ (a1, a2) , a1 ∈ π1, a2 ∈ π2,¬interference (a1, a2)
L’entrelacement entre les polyplans Π′ et Π′′ a pour re´sultat le polyplan Π = Π′ ‖ Π′′.
Soient Π′ = {π′1, · · ·, π
′
k} et Π
′′ = {π′′1 , · · ·, π
′′
n} alors le polyplan Π = Π
′ ‖ Π′′ est de´fini par :
Π = (π′1 ‖ π
′′
1 )  · · ·  (π
′
1 ‖ π
′′
n)  · · ·  (π
′
k ‖ π
′′
1 )  · · ·  (π
′
k ‖ π
′′
n)
Le polyplan Π1 ‖ Π2 est de´fini si et seulement si chaque action de Π1 interfe`re avec aucune
action de Π2, et vice versa.
L’ope´rateur d’entrelacement est associatif et commutatif (cf. annexe C.4.1). L’ope´rateur
n-aire d’entrelacement entre n polyplans Π1, · · · ,Πn est de´fini par l’ope´rateur binaire de
l’entrelacement, et note´ Π =
n
‖
i=1
(Πi) = Π1 ‖ · · · ‖ Πn.
6.3.2 Expressivite´
Le nombre de choix offert par l’entrelacement de deux polyplans de´pend de la longueur
des plans qui composent les polyplans. En effet, le nombre de plans de´duit du paralle´lisme
entre deux plans π = a1≫ · · ·≫ ak et π
′ = a′1≫ · · ·≫ a
′
n, c’est-a`-dire la largeur du
polyplan Π = π ‖ π′, est de´fini comme suit (cf. preuve a` l’annexe C.4.2) :
avec |π| = k, |π′| = n et Π = π ‖ π′, alors #Π =
n∏
p=1
k + p
p
= f(k, n) = f(n, k)
Par exemple, l’entrelacement (SUCC(1) ≫ SUCC(2)) ‖ (SUCC(a) ≫ SUCC(b)) a pour largeur :
f(2, 2) = Π2p=1
2 + p
p
= 3 ∗ 2 = 6
C’est bien le nombre de chemins que l’on retrouve a` la figure 6.4 page ci-contre pour cet
entrelacement. La largeur du polyplan Π = Π1 ‖ Π2 avec Π1 =
{
π11 , · · ·, π
1
k
}
et Π2 ={
π21 , · · ·, π
2
n
}
vaut :
#Π =
k∑
i=1
n∑
j=1
f(
∣∣π1i ∣∣ , ∣∣π2j ∣∣)
En effet, la largeur de Π est de´finie selon la largeur de l’entrelacement de chaque plan de Π1
avec chaque plan de Π2. Ainsi, la largeur de Π est la somme des largeurs de la permutation
de tous les couples possibles d’un plan de Π1 et d’un plan de Π2.
Conside´rons maintenant un ensemble de plans
{
π1, · · ·, πn
}
. Le polyplan Π = π1 ‖ · · · ‖ πn
qui compose en entrelacement tous les plans a la largeur suivante :
#Π = f(f(· · · f(
∣∣π1∣∣ , ∣∣π2∣∣), · · · ), |πn|)
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Autrement dit, la largeur de l’entrelacement des plans
{
π1, · · ·, πn
}
vaut la largeur de l’en-
trelacement entre les deux premiers plans π1 et π2, lui meˆme entrelace´ avec le suivant π3,
ainsi de suite jusqu’au dernier plan πn. Soit le polyplan Π =
n
‖
i=1
(Πi) avec chaque polyplan
Πi de´fini par un ensemble de plans
{
πi1, · · ·, π
i
k
}
, alors la largeur de Π est :
#Π =
#Π1∑
i1=1
#Π2∑
i2=1
· · ·
#Πn∑
in=1
f(f(· · · f(
∣∣π1i1 ∣∣ , ∣∣π2i2 ∣∣), · · · ), ∣∣πnin ∣∣)
La largeur de l’entrelacement entre chaque ensemble de plans
{
π1i1 , · · ·, π
n
in
}
est calcule´
comme pre´ce´demment. Ce calcul est a` sommer avec tous les ensembles possibles de plans 2,
ce qui explique les n sommes.
6.3.3 Entrelacement de λ-plans
Pour que l’entrelacement entre deux λ-plans soit de´fini, il faut que les deux λ-plans
soient inde´pendants. Cette proprie´te´ garantit que le but atteint sera le meˆme quel que soit
l’ordre d’exe´cution des actions. Prenons par exemple deux actions a1 et a2 qui ne sont
pas inde´pendantes, avec eff−(a1) ∩ eff
+(a2) 6= ∅. Dans ce cas, les plans π1 = a1≫ a2
et π2 = a2≫ a1 n’ont pas les meˆmes effets : l’entrelacement des deux actions n’est pas
de´terministe. L’entrelacement entre n λ-plans inde´pendants Π1, · · · ,Πn, est un λ-plan de´fini
par (cf. preuve a` l’annexe C.4.3) :
nom (Π) =
n
‖
i=1
(Πi)
pre (Π) =
n⋃
i=1
pre (Πi)
eff+(Π) =
n⋃
i=1
eff+(Πi)
eff−(Π) =
n⋃
i=1
eff−(Πi)
6.4 Ope´rateur de permutation
La permutation d’un ensemble de polyplans permet de choisir l’ordonnancement de
l’exe´cution des polyplans. La permutation entre deux polyplans Π1 et Π2 permet d’exe´cuter
ces polyplans se´quentiellement mais dans un ordre laisse´ libre : Π1 puis Π2, ou bien Π2
puis Π1. Par exemple, dans la figure 6.5 page suivante, le plan NEXT(num) ≫ LAST(num) et
JUMP(alpha) sont propose´s en permutation. Nous introduisons un ope´rateur de permutation
pour exprimer de fac¸on concise l’ordre inde´termine´ entre des polyplans. Nous notons cet
ope´rateur « ⋄ ».
6.4.1 De´finition de la permutation
Nous de´finissons l’ope´rateur de permutation entre deux polyplans quelconques par les
ope´rateurs de se´quence et de choix. Soient deux polyplans Π1 et Π2, alors la permutation
2. Chaque ensemble de plans est forme´ d’un plan de chaque polyplan de {Π1, · · ·,Πn}.
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a1
c1           JUMP(alpha)
a2
           
NEXT(num)
c2           
NEXT(num)
a3           
LAST(num)
c3
           
JUMP(alpha)
           
LAST(num)
Figure 6.5 – Un polyplan permettant d’atteindre l’e´tat c3 depuis l’e´tat a1, par la compo-
sition en permutation du plan NEXT(num) ≫ LAST(num) repre´sente´ en traits pointille´s et de
JUMP(alpha) repre´sente´ par les tirets : le plan NEXT(num) ≫ LAST(num) ≫ JUMP(alpha) est
exe´cute´.
de Π1 et Π2 est le polyplan Π = Π1 ⋄ Π2 tel que :
Π = (Π1≫ Π2)  (Π2≫ Π1)
D’apre`s la de´finition des ope´rateurs de se´quence et de choix, le polyplan Π1 ⋄ Π2 est de´fini
si et seulement si les polyplans Π1 et Π2 n’interfe`rent pas :
pre (Π1) ∩ eff
−(Π2) = ∅ ∧ pre (Π2) ∩ eff
−(Π1) = ∅
Graˆce a` l’associativite´ et a` la commutativite´ de l’ope´rateur de permutation (cf. an-
nexe C.5.1), nous proposons l’application sur un e´tat e d’un polyplan Π compose´ de la
permutation de n polyplans. Cet ope´rateur n-aire permet la permutation de n polyplans
Π1, · · · ,Πn, ce qui forme un nouveau polyplan Π = ⋄ (Π1, · · ·,Πn) =
n
⋄
i=1
(Πi). Cet ope´ra-
teur est de´fini par l’ope´rateur binaire de permutation :
n
⋄
i=1
(Πi) = Π1 ⋄ · · · ⋄ Πn
Soit le polyplan Π =
n
⋄
i=1
(Πi). Notons Π/i l’ensemble des polyplans {Π1, · · ·,Πn} prive´ du
polyplan Πi, compose´ en permutations : Π/i = Π1 ⋄ · · · ⋄ Πi−1 ⋄ Πi+1 ⋄ · · · ⋄ Πn. Alors Π
est de´fini par :
⋄ (Π1, · · ·,Πn) =
(
Π1≫ Π/1
)
 · · · 
(
Πn≫ Π/n
)
Informellement,
n
⋄
i=1
(Πi) se traduit par le choix successif du prochain polyplan a` exe´cuter
parmi l’ensemble propose´, jusqu’a` ce que tous les polyplans aient e´te´ exe´cute´s.
6.4.2 Expressivite´
Le polyplan Π1 ⋄ Π2 a pour largeur la somme des largeurs des se´quences Π1≫ Π2 et
Π2≫ Π1, et donc deux fois le produit des largeurs respectives de Π1 et de Π2 :
f(Π1 ⋄ Π2) = 2×#Π1 ×#Π2
La largeur d’un polyplan composant en permutation n polyplans est le produit des largeurs
des n polyplans, comme s’ils e´taient en se´quence, multiplie´ par le nombre de permutations
possibles :
#
n
⋄
i=1
(Πi) = n!Π
n
i=1#Πi
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6.4.3 Permutation de λ-plans
Une permutation est dite de´terministe si elle compose deux λ-plans Π1 et Π2 tels que
le meˆme e´tat est atteint quels que soient les choix effectue´s a` l’exe´cution :
∀e ∈ U , γ(e,Π1 ⋄ Π2) = γ(e,Π1≫ Π2) = γ(e,Π2≫ Π1)
Dans le cas ge´ne´ral, la permutation entre deux λ-plans n’est pas de´terministe. Or, pour
que le re´sultat de la permutation des λ-plans soit un λ-plan, la permutation doit eˆtre
de´terministe. Cette condition est respecte´e uniquement si leurs effets positifs et ne´gatifs
sont respectivement disjoints. La permutation entre Π1 et Π2 est de´terministe si :
eff+(Π1) ∩ eff
−(Π2) = ∅ ∧ eff
+(Π2) ∩ eff
−(Π1) = ∅
Cela se ge´ne´ralise a` un ensemble {Π1, · · ·,Πn} de λ-plans, et
n
⋄
i=1
(Πi) est de´terministe si :
∀ (i, j) ∈ [1..n]× [1..n], eff+(Πi) ∩ eff
−(Πj) = ∅
Ce cas particulier de la permutation entre λ-plans permet de de´finir le λ-plan
n
⋄
i=1
(Πi) par
le tuple :
nom (Π) =
n
⋄
i=1
(Πi)
pre (Π) =
n⋃
i=1
pre (Πi)
eff+(Π) =
n⋃
i=1
eff+(Πi)
eff−(Π) =
n⋃
i=1
eff−(Πi)
6.5 Structure de choix ite´ratif
Pour ce paragraphe, nous introduisons une structure de choix ite´ratif. Cette structure
exprime le choix offert au controˆleur a` l’exe´cution. Ces choix sont une forme particulie`re
de permutation. Avec Gripper (pre´sente´ au paragraphe 1.2.2), le plan flexible permet de
choisir l’ordonnancement d’un traitement particulier a` appliquer sur l’ensemble des balles :
attraper une balle, puis se de´placer d’une pie`ce a` l’autre pour y de´poser la balle et retourner
dans la premie`re pie`ce. Le traitement est de´crit par des actions capables de manipuler indif-
fe´remment chacune des balles : une variable repre´sente une balle parmi l’ensemble. Nous pre´-
sentons a` la figure 6.6 page ci-contre le λ-plan (NEXT(alpha) ≫ LAST(alpha)) ⋄ (NEXT(order)
≫ LAST(order)) ⋄ (NEXT(num) ≫ LAST(num)). Dans cet exemple, nous voulons proposer un
choix sur les objets {alpha, order, num} sur lesquels appliquer le plan abstrait NEXT(type)
≫ LAST(type), avec type prenant pour valeur l’objet se´lectionne´ : NEXT(type) ≫ LAST(type)
forme le traitement a` appliquer sur l’ensemble des objets. Nous commenc¸ons par formaliser
l’abstraction des actions et des λ-plans abstraits ainsi que les objets manipule´s par de telles
abstractions, puis pre´sentons le choix ite´ratif.
6.5.1 Abstraction et traitement spe´cifique d’objets
Dans les exemples pre´ce´dents, les actions qui forment le traitement a` appliquer sur des
objets contient des variables qui repre´sentent ces objets. Informellement, le traitement est
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a<1
b<1
 NEXT(alpha)  
a=1
 NEXT(order)
a<2
 NEXT(num)
c<1
 LAST(alpha)
c<2
 NEXT(num)
c=1
 NEXT(order)
a>1
 LAST(order)
a>2
 NEXT(num)
b>1
 NEXT(alpha)
a<3
 LAST(num)
b<3
 NEXT(alpha)
a=3
 NEXT(order)
c<3
LAST(num)
c=3
 NEXT(order)
LAST(alpha)
c>1
 LAST(order)
c>2
 NEXT(num)
c>3
 LAST(num)
a>3
b>3
 NEXT(alpha)
 LAST(alpha) LAST(order)
 LAST(num) LAST(alpha)  LAST(order)
Figure 6.6 – Un λ-plan permettant d’atteindre l’e´tat c>3 depuis l’e´tat a<1, qui compose
en permutation le λ-plan NEXT(alpha) ≫ LAST(alpha) (traits pleins), le plan NEXT(order)
≫ LAST(order) (tirets) et le plan NEXT(num) ≫ LAST(num) (pointille´s) : le plan NEXT(num)
≫ LAST(num) ≫ NEXT(alpha) ≫ LAST(alpha) ≫ NEXT(order) ≫ LAST(order) est exe´cute´.
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un mode`le des transformations a` emprunter dans le syste`me de transition d’e´tats, et l’appli-
cation sur les objets permet d’obtenir une instance de ce mode`le c’est-a`-dire les transitions
effectives du syste`me de transition d’e´tats.
Action abstraite
Le re´sultat de l’application d’une substitution σ sur un ope´rateur ope telles que toutes les
variables de var(ope) ne sont pas substitue´es par une constante donne une action abstraite
α : α = σ(ope), avec σ telle que ∃v ∈ var (ope) telle que v\c /∈ σ, avec c une constante.
Les ensembles de propositions de pre(α), eff+(α) et eff−(α) sont dits invariants, et note´s
respectivement c-pre(α), c-eff+(α) et c-eff−(α) : ils ne contiennent aucune variable. Nous
de´finissons ces ensembles comme suit, avec L le langage propositionnel :
c-pre (α) = {Pred | Pred ∈ pre (α) ∧ Pred ∈ L}
c-eff+(α) =
{
Pred | Pred ∈ eff+(α) ∧ Pred ∈ L
}
c-eff−(α) =
{
Pred | Pred ∈ eff−(α) ∧ Pred ∈ L
}
Par opposition, les pre´dicats de pre(α), eff+(α) et eff−(α) qui ne sont pas des propositions
sont dits variants, et note´s respectivement v-pre(α), v-eff+(α) et v-eff−(α) : ils contiennent
au moins une variable de var(α). Par exemple, MOVE(r-a, to) est l’action abstraite de´ri-
ve´e de l’ope´rateur MOVE(from, to) par l’application de la substitution σ = {from\r-a}, et
MOVE(r-a, to) = σ(MOVE(from, to)), et :
– c-pre (α) = {Room(r-a), G-at(r-a)} : pour pouvoir appliquer cette action, il faut eˆtre
dans un e´tat dans lequel le robot se situe dans l’emplacement r-a ;
– c-eff+(α) = {} : aucun effet positif n’est invariant ;
– c-eff−(α) = {G-at(r-a)} : apre`s avoir applique´ cette action, le robot ne se situe plus
dans l’emplacement r-a ;
– v-pre(α) = {Room(to)} : cette action abstraite pourra eˆtre applique´e apre`s substitution
de son parame`tre to par une constante qui repre´sente un emplacement ;
– v-eff+(α) = {G-at(to)} : le robot se trouvera dans cet emplacement apre`s substitution
de to et application de l’action de´rive´e de cette action abstraite ;
– v-eff−(α) = {} : aucun effet ne´gatif n’est variant.
L’inte´reˆt des actions abstraites est de pouvoir eˆtre applique´es a` diffe´rents objets.
Objet traite´ par une action abstraite
Soit α une action abstraite, alors var (α) est un tuple de variables. Avec l’action a = σ(α),
chaque e´le´ment de la substitution σ donne une valeur pour le tuple de variables : var(α)
a les proprie´te´s d’une « classe d’objets » et les valeurs fournies par la substitution est
un « objet » de´rive´e de cette classe, une instance. Par exemple, (box, size) est une classe
d’objets et (pandora, big) est un objet instance de la classe, et (magic, small) un autre. Nous
pouvons aussi de´finir des classes d’objets parentes et enfants relie´es par la relation est-un
entre les classes d’objets. Par exemple, les objets de´rive´s de la classe (box, size) est-un objet
de´rive´ de la classe (box) et (box, size, color) est-un (box, size). Cette relation est transitive.
Nous appelons « dimension » d’une classe d’objets (resp. d’un objet) chaque variable (resp.
valeur) qui constitue une classe d’objets (resp. un objet). L’action abstraite PICK(ball, r-a)
de Gripper avec la substitution {ball\c-1} a une classe d’objet (ball) en tant que tuple de
variables et a pour objet (b-1), instance de la classe. L’action PICK(b-1, r-a) est obtenue en
appliquant PICK(ball, r-a) sur l’objet (b-1). L’application de l’objet sur une action abstraite
modifie uniquement ses pre´conditions et effets variants.
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Λ-plan abstrait
Un λ-plan abstrait est compose´ d’au moins une action abstraite. Ainsi, les effets d’un tel
λ-plan sont aussi compose´s en deux parties : la premie`re partie regroupe les effets invariants,
c’est-a`-dire les propositions produites ou supprime´es par le λ-plan abstrait ; la seconde partie
concerne tous les autres effets dits variants, ceux qui manipulent la classe d’objets. Les
ope´rateurs de composition pour former un λ-plan π s’applique autant aux effets invariants
qu’aux effets variants.
Objet traite´ par un λ-plan abstrait
Nous e´tendons l’application d’une action sur un objet a` l’application d’un λ-plan abs-
trait sur un objet. Soit σ une substitution, alors obj = val (σ) est un objet de la classe
var(σ). L’application de l’objet obj sur le λ-plan abstrait π se note π(obj) et correspond a`
l’application de l’objet obj sur chacune des actions qui composent π. Par exemple, l’appli-
cation du λ-plan abstrait NEXT(type)≫ LAST(type) sur l’objet num donne le λ-plan NEXT(num)
≫ LAST(num). Un tel λ-plan est appele´ un traitement pour l’objet concerne´.
6.5.2 De´finition du choix ite´ratif
L’ope´rateur de permutation sur un ensemble de λ-plans est le choix sur toutes les per-
mutations possibles de ces λ-plans. De fac¸on a` proposer le choix sur un ensemble d’objets
plutoˆt que sur un ensemble de λ-plans instance d’un meˆme λ-plan abstrait, nous proposons
la structure de choix ite´ratif. Soit un λ-plan abstrait π un traitement spe´cifique a` appliquer
sur un ensemble d’objets, nous souhaitons un plan qui propose ite´rativement le choix du
prochain objet a` traiter par π, jusqu’a` ce que tous les objets aient e´te´ traite´s. Dans l’esprit
de la primitive choose utilise´e en planification ge´ne´ralise´e dans [SIZ10], qui permet de faire
un choix a` l’exe´cution dans un ensemble d’e´le´ments, avec O = {(o-1), · · ·, (o-n)} l’ensemble
des objets a` traiter, on a :
1 O ← {(o-1) , · · ·, (o-n) } ;
2 while O is not empty do
3 obj ← choose-in(O) ;
4 O ← O \ obj ;
5 π (obj)
⇔ π (o-1) ⋄ · · · ⋄ π (o-n)
Dans cette structure ite´rative, (obj) est la classe des objets sur lesquels appliquer le traite-
ment π, et les instances de cette classe sont les objets (o-1) , · · · , (o-n). Nous proposons une
e´criture e´quivalente avec une structure de choix ite´ratif comme suit, plus compacte que la
pre´ce´dente :
choose (obj) in {(o-1), · · ·, (o-n)}
| π (obj)
⇔ π (o-1) ⋄ · · · ⋄ π (o-n)
Cette structure de choix ite´ratif est e´quivalente au λ-plan π (o-1) ⋄ · · · ⋄ π (o-n). Ainsi, l’exe´-
cution de cette structure de choix ite´ratif selon l’ordre « (o-1) puis (o-2) puis . . . puis (o-n) »
pour le traitement des objets revient a` appliquer le plan π (o-1)≫ π (o-2)≫ · · ·≫ π (o-n).
L’expressivite´ de la structure de choix ite´ratif est celle de la permutation entre les λ-plans
issus de l’application du λ-plan abstrait sur chaque objet. Par exemple, avec Gripper,
conside´rons le λ-plan abstrait π suivant : PICK(ball, r-a) ≫ MOVE(r-a, r-z) ≫ DROP(ball,
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r-z)≫ MOVE(r-z, r-a). Pour l’appliquer sur l’ensemble des balles {(b-1), (b-2), (b-3)}, nous
e´crivons :
choose (ball) in {(b-1), (b-2), (b-3)}
| PICK(ball, r-a) ≫ MOVE(r-a, r-z) ≫ DROP(ball, r-z) ≫ MOVE(r-z, r-a)
Selon le choix a` l’exe´cution de la prochaine « ball » a` appliquer sur π, l’une des trois balles
est de´place´e de la pie`ce r-a a` r-z, le robot e´tant initialement et finalement dans la pie`ce
r-a avec sa pince vide.
De´composition du traitement
Une proprie´te´ de la structure de choix ite´ratif propose´e est que les polyplans π (o-1),
. . ., π (o-n) doivent eˆtre applicables les uns apre`s les autres : ils se suivent directement, par
de´finition de l’ope´rateur de permutation. Cela est possible graˆce a` certaines actions pre´sentes
dans les polyplans dont le roˆle est uniquement de permettre les applications successives,
sans modifier les proprie´te´s des objets manipule´s. Par exemple, l’action MOVE(r-z, r-a) du
λ-plan pour Gripper ne modifie pas les proprie´te´s de la balle manipule´e. Cette action est
utile uniquement pour l’enchaˆınement des traitements. Ainsi, apre`s avoir attrape´ une balle
dans la pie`ce r-a, s’eˆtre de´place´ dans la pie`ce r-z pour y de´poser la balle, le robot doit
retourner dans la pie`ce initiale pour pouvoir traiter la balle suivante. Nous diffe´rencions ces
actions dans le λ-plan, et divisons donc la structure de choix ite´ratif en deux parties :
– la premie`re est un λ-plan abstrait appele´ treat(obj) qui permet de traiter les objets,
– la seconde est un λ-plan appele´ reiterate qui permet de re´ite´rer, autrement dit pre´pare
le traitement du prochain objet.
Ainsi, nous avons π (obj) = treat(obj)≫ reiterate, et la structure de choix ite´ratif se re´e´crit
ainsi :
choose (obj) in {(o-1), · · ·, (o-n)}
| treat(obj) ≫ reiterate
PourGripper, treat(obj) correspond au λ-plan abstrait PICK(ball, r-a)≫ MOVE(r-a, r-z)
≫ DROP(ball, r-z), tandis que reiterate est constitue´ de l’unique action MOVE(r-z, r-a).
Contraintes ne´cessaires entre treat(obj) et reiterate
Pour que les λ-plans πi = (treat (o-i)≫ reiterate) puissent eˆtre permute´s, des con-
traintes entre treat(obj) et reiterate doivent eˆtre respecte´es (cf. preuves a` l’annexe C.5.3).
Notamment, reiterate ne doit modifier aucune proprie´te´ lie´e aux objets manipule´s par le
λ-plan treat(obj), donc pour tous les objets (o-i), aucun effet de reiterate n’est dans les
effets variants applique´s sur (o-i), c’est-a`-dire ∀σi = (obj\ (o-i)) :(
eff+(reiterate) ∪ eff−(reiterate)
)⋂
σi
(
v-eff+(treat(obj)) ∪ v-eff−(treat(obj))
)
= ∅
De plus, reiterate ne doit pas annuler les pre´conditions invariantes de treat(obj), ni ses
propres pre´conditions qui ne sont pas soutenues par treat(obj) :
eff−(reiterate) ∩ c-pre (treat(obj)) = ∅
eff−(reiterate) ∩ (pre (reiterate) \ c-eff+(treat(obj))) = ∅
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Finalement, pour garantir que le traitement pourra eˆtre applique´ successivement sur chaque
objet, les pre´conditions invariantes de treat(obj) qui sont supprime´es lors de son application
sur un des objets doivent eˆtre supporte´es par reiterate :
c-pre (treat(obj)) ∩ c-eff−(treat(obj)) ⊆ eff+(reiterate)
Ces contraintes sont utilise´es pour de´duire la se´mantique de la structure de choix ite´ratif.
Traitement du dernier objet
Dans la structure de choix ite´ratif propose´e, la dernie`re pre´paration a` l’ite´ration est
inutile : lorsque le dernier objet est traite´ il n’y a aucune raison d’appliquer le λ-plan
reiterate. Nous utiliserons donc la structure de choix ite´ratif pour Π :
choose (obj) in {(o-1), · · ·, (o-n)}
| treat(obj)
| if-iteration reiterate
Dans Gripper, lorsque il ne reste qu’une seule balle b-i a` de´placer de r-a a` r-z, l’appli-
cation du traitement seul suffit a` atteindre l’objectif : PICK(b-i, r-a) ≫ PICK(r-a, r-z)
≫ DROP(b-i, r-z).
Nous augmentons plus que ne´cessaire 3 les contraintes sur les effets de reiterate de fac¸on
a` garantir que les effets de la structure ite´rative ne concerne que des effets issus de treat(obj).
En effet, dans une structure de choix ite´ratif, treat(obj) est le λ-plan qui nous inte´resse :
reiterate doit uniquement permettre les ite´rations successives. Aussi, nous imposons les
contraintes suivantes, conforment aux contraintes ne´cessaires (cf. preuve C.5.3) pre´sente´es
ci-avant :
eff+(reiterate) ⊆ c-eff−(treat(obj))
eff−(reiterate) ⊆ c-eff+(treat(obj))
Ainsi, les effets positifs (resp. ne´gatif) de reiterate ne peuvent eˆtre compose´ que d’effets
ne´gatifs (resp. positif) de treat(obj). Par exemple, l’action MOVE(r-z, r-a) de Gripper a
pour effet positif le fait de de´placer le robot dans la pie`ce r-a. Or cet effet est l’un des
effets ne´gatifs du traitement utilise´ dans Gripper, puisque le traitement de chaque balle
implique un de´placement de la pie`ce r-a a` la pie`ce r-z : le robot qui se trouve initialement
dans la pie`ce r-a se de´place dans la pie`ce r-z de fac¸on a` relaˆcher la balle pre´ce´demment
attrape´e. Il en est de meˆme pour les effets ne´gatifs de l’action MOVE(r-z, r-a) : ce sont des
effets positifs du traitement applique´ sur les balles.
3. Les contraintes ne´cessaires permettent de garantir que les ite´rations sont possibles, c’est-a`-dire que
les pre´conditions des λ-plans sont ve´rifie´es dans les e´tats successifs.
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Se´mantique
Du fait du traitement particulier du dernier objet, il faut rede´finir 4 les pre´conditions et
effets d’une telle structure, toujours de´terministe. Le λ-plan Π est de´fini par :
pre (Π) =
n⋃
i=1
pre (treat (o-i)) ∪
(
pre (reiterate) \ c-eff+(treat(obj))
)
eff+(Π) =
n⋃
i=1
eff+(treat (o-i))
eff−(Π) =
n⋃
i=1
eff−(treat (o-i))
Les effets positifs et ne´gatifs de reiterate ne sont finalement pas pris en compte dans l’effet
d’une structure de choix ite´ratif puisque reiterate n’est pas applique´ a` la dernie`re ite´ration.
Seules les pre´conditions qui ne sont pas des effets positifs de treat(obj) doivent eˆtre prises
en compte pour que la structure puisse eˆtre correctement exe´cute´e.
6.6 Comparaison de l’expressivite´ des ope´rateurs
Soit un ensemble {π1, · · ·, πn} de λ-plans, la comparaison de l’expressivite´
5 de leur
se´quence, leur permutation et leur entrelacement donne :
≫ (π1, · · ·, πn) ≺ ⋄ (π1, · · ·, πn) ≺ ‖ (π1, · · ·, πn)
Nous pouvons le montrer en calculant la largeur de la se´quence des λ-plans, de la permu-
tation des λ-plans et de l’entrelacement des λ-plans. Mais pour le comprendre, il suffit de
se rendre compte que la se´quence est une exe´cution particulie`re de la permutation, et que
la permutation est une exe´cution particulie`re de l’entrelacement. Autrement dit, l’ensemble
des chemins forme´s par la se´quence des λ-plans est inclus dans celui des chemins forme´s par
leur permutation, lui meˆme inclus dans celui des chemins forme´s par leur entrelacement.
6.7 Grammaire de λ-plan
Une « couche » est un λ-plan qui compose en entrelacement un ensemble d’actions in-
de´pendantes et des structures de choix ite´ratif. La structure principale d’un λ-plan est une
se´quence de couches. Nous de´finissons la grammaire correspondant aux λ-plans :
λ-plan := λ-plan ≫ (layer)
λ-plan := ǫ
layer := layer ‖ a avec a ∈ A
layer := layer ‖ iter
layer := ǫ
iter := choose obj in {(o-1), · · ·, (o-n)} ((λ-plan(obj)) if-iteration (λ-plan))
4. Avec reiterate = ǫ, la structure de choix ite´ratif a la se´mantique de la permutation.
5. Pour rappel, la de´finition 5.2 spe´cifie l’ope´rateur de comparaison de l’expressivite´ entre polyplans,
note´ ≺ : les plans de´rivables du polyplan en ope´rande gauche le sont aussi de celui en ope´rande droit.
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Le λ-plan de la figure 6.4 page 78 s’e´crit :
choose (type) in {alpha, order, num}
| NEXT(type) ≫ LAST(type)
| if-iteration ǫ
Ainsi, les actions NEXT et LAST sont applique´es se´quentiellement sur chacun des objets
{alpha, order, num}. Le λ-plan solution de Gripper s’e´crit :
choose (ball) in {(b-1), (b-2), (b-3)}
| PICK(ball, r-a)
| ≫ MOVE(r-a, r-z)
| ≫ DROP(ball, r-z)
| if-iteration MOVE(r-z, r-a)
Il signifie que pour chaque balle dans {(b-1), (b-2), (b-3)}, il faut l’attraper depuis l’empla-
cement r-a (PICK(ball, r-a)) puis se de´placer dans r-z (MOVE(r-a, r-z)) pour finalement
y de´poser la balle (DROP(ball, r-z)). Si toutes les balles n’ont pas e´te´ de´place´es, il faut re-
tourner dans l’emplacement r-a apre`s le traitement de chaque balle (MOVE(r-z, r-a)). La
grammaire permet aussi d’entrelacer et d’imbriquer des structures de choix ite´ratif.
Au chapitre 7, nous de´crivons notre planificateur Λ-GraphPlan qui a` partir d’un pro-
ble`me de planification en PDDL produit un λ-plan suivant cette grammaire. Les cas d’e´tudes
illustreront l’expressivite´ des λ-plans calcule´s par Λ-GraphPlan.

Chapitre 7
Planificateur Λ-GraphPlan
Ce chapitre pre´sente en de´tail le planificateur flexible que nous proposons, Λ-GraphPlan,
qui, pour un proble`me de planification P donne´, calcule un plan flexible Π (pour rappel, le
proble`me P est de´crit en 1.1 page 5, et le λ-plan Π en 6.7 page 88) :
P →Λ-GraphPlan→ λ-plan
Notre algorithme Λ-GraphPlan (LGP) est une extension 1 de l’approche de planification
fonde´e sur les graphes, pre´sente´e au paragraphe 3.1.2 a` travers GraphPlan (GP) [BF97].
La structure manipule´e par LGP est donc un graphe de planification G, tout comme dans
GP. A` travers les relations mutex, G re´ve`le la possibilite´ d’entrelacer ou non l’exe´cution
d’actions. En revanche, dans GP, G ne dispose d’aucune information concernant les actions
qui constituent des traitements spe´cifiques (le λ-plan abstrait treat pre´sente´ en 6.5.1). Ces
actions font partie des structures de choix ite´ratif des λ-plans, il est donc ne´cessaire de les
distinguer dans G. LGP cherche a` construire un λ-plan solution par la de´couverte de patterns
d’actions dans G. Ces patterns permettent la construction des structures de choix ite´ratif
et la de´couverte des objets manipule´s par ces structures.
7.1 Principes illustre´s sur un cas d’e´tude
Dans les structures de choix ite´ratif (cf. paragraphe 6.5.2), il est e´quivalent de se´lec-
tionner un objet plutoˆt qu’un autre. De plus, le traitement a` appliquer sur les objets est
le meˆme pour tous les objets. Cela signifie que dans un graphe de planification, les actions
qui manipulent ces objets apparaissent sur la meˆme couche. Dans le domaine Gripper,
c’est le cas par exemple pour toutes les actions permettant d’attraper une balle, PICK. En
revanche, il n’est pas possible de prendre toutes les balles en meˆme temps. En substance,
les structures de choix ite´ratif sont des repre´sentations compactes pour les manipulations
successives des objets, par exemple « une balle apre`s l’autre ». Elles n’ont d’inte´reˆt que s’il
n’est pas possible de manipuler simultane´ment les objets : l’entrelacement qui traduit la
simultane´ite´ est plus flexible que les structures de choix ite´ratif (cf. chapitre 6). Cela si-
gnifie que les manipulations recherche´es dans G sont mutuellement exclusives. La se´quence
d’actions qui consiste a` attraper une des trois balles dans une pie`ce pour la de´placer dans
l’autre forme le traitement spe´cifique recherche´. Avec les balles b-1, b-2 et b-3, nous avons
trois se´quences d’actions qui forment le traitement spe´cifique :
– PICK(b-1, r-a)≫ MOVE(r-a, r-z)≫ DROP(b-1, r-z) est le traitement de la balle b-1 ;
– PICK(b-2, r-a) ≫ MOVE(r-a, r-z) ≫ DROP(b-2, r-z) celui de la balle b-2 ;
– PICK(b-3, r-a) ≫ MOVE(r-a, r-z) ≫ DROP(b-3, r-z) celui de la balle b-3.
Ainsi, dans les diffe´rentes couches de G, les se´quences d’exploitation des diffe´rents objets
se produisent simultane´ment, mais sont mutuellement exclusives. Cela est visible dans la
figure 7.1 page suivante. En effet, les actions PICK de A1 sont mutex par interfe´rence du fait
1. Cette extension n’a aucun lien avec Flexible GraphPlan [MJS00], dont l’objet de recherche est d’utiliser
des propositions flexibles (en utilisant la logique floue) contre le caracte`re usuellement binaire de la valeur
de ve´rite´.
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Ball (...Ball (b-1)At (b-3, r-a)At (b-2, r-a)At (b-1, r-a)Free
PICK (b-3, r-a)PICK (b-2, r-a)PICK (b-1, r-a)
G-at (r-a)
Carry (b-3)Free Carry (b-2)Carry (b-1)
MOVE (r-a, r-z)
G-at (r-a)
MOVE (r-a, r-z)
G-at (r-z) Carry (b-3)Carry (b-2)
DROP (b-3, r-z)DROP (b-2, r-z)
Carry (b-1)
DROP (b-1, r-z)
At (b-2, r-z)Free At (b-2, r-z)At (b-1, r-z)
Figure 7.1 – Les actions entoure´es sont les actions pre´sentes dans le λ-plan Π attendu : les
actions qui manipulent les objets b-1, b-2 et b-3 dans Π sont mutex dans G. La signification
des liens est la suivante : un trait entre une proposition et une action signifie que la pro-
position est une pre´condition de l’action ; une fle`che « a` l’endroit » entre une action et une
pre´condition signifie que la proposition est un effet positif de l’action ; une fle`che « a` l’en-
vers » entre une action et une pre´condition signifie que la proposition est un effet ne´gatif de
l’action ; un lien entre deux propositions repre´sente une relation mutex. Ces repre´sentations
seront utilise´s pour toutes les figures suivantes.
7.1. Principes illustre´s sur un cas d’e´tude 93
de leur effet ne´gatif Free, et les actions DROP qui nous inte´ressent dans A3 sont mutex par
propagation des relations mutex issues des actions PICK pre´ce´dentes.
LGP progresse par e´tapes successives d’extension de G et d’extraction de plan tout comme
l’algorithme GP, mais distingue par des e´tiquettes dans G toutes les actions qui forment
les manipulations des objets. Le marquage, note´ λ et source du nom Λ-GraphPlan, est
effectue´ durant l’e´tape d’extension du graphe. Il est ensuite utilise´ durant le processus
d’extraction pour relaˆcher les contraintes dues aux relations mutex : les relations mutex
entre actions e´tiquete´es sont ignore´es durant l’extraction. Le re´sultat de l’extraction est
un plan en couches 2, note´ π, « relaˆche´ » de telle fac¸on que les actions de chaque couche
sont ou bien sans relation mutex ou sont marque´es λ. L’objectif de cette relaxation des
relations mutex est d’obtenir un plan dans lequel les manipulations successives des objets
soient repre´sente´es sur la meˆme couche. Pour Gripper avec trois balles b-1, b-2 et b-3 nous
obtenons le plan relaˆche´ suivant :
(
PICK(b-1, r-a) ‖ PICK(b-2, r-a) ‖ PICK(b-3, r-a)
)
≫ MOVE(r-a, r-z) ≫(
DROP(b-1, r-z) ‖ DROP(b-2, r-z) ‖ DROP(b-3, r-z)
)
Le plan π extrait n’est pas directement applicable du fait du relaˆchement de contraintes,
et ne´cessite une transformation. Par de´finition de l’action PICK (cf. annexe B.3), le robot
n’est pas capable d’attraper plus d’une balle en meˆme temps. De ce fait, le plan contient des
incohe´rences puisque il propose en entrelacement d’attraper les diffe´rentes balles. Le plan
doit donc subir des transformations de fac¸on a` inse´rer une structure de choix ite´ratif qui
permette le traitement de chaque balle, l’une apre`s l’autre. Ainsi, lorsque un plan π relaˆche´
vis a` vis des relations mutex est extrait, LGP lui applique successivement des transforma-
tions : LGP de´couvre les objets manipule´s, construit les structures de choix ite´ratif, pour
finalement obtenir un λ-plan Π. Si la transformation re´ussit, le λ-plan Π est solution du
proble`me de planification. Le λ-plan correspondant au proble`me Gripper pour trois balles
b-1, b-2 et b-3 est le suivant :
choose (ball) in {(b-1), (b-2), (b-3)}
|
(
PICK(ball, r-a)
| ≫ MOVE(r-a, r-z)
| ≫ DROP(ball, r-z)
)
| if-iteration
(
MOVE(r-z, r-a)
)
La transformation du λ-plan implique la recherche des actions mutex dans le plan relaˆche´
qui initient la structure de choix ite´ratif. Nous faisons l’hypothe`se que ce sont les actions
de´rive´es d’un meˆme ope´rateur et en interfe´rences qui initient de telle structure. Une fois
ces actions de´couvertes, dans l’exemple, les trois actions de´rive´es de l’ope´rateur PICK, LGP
construit une action abstraite pour les repre´senter, ce qui re´ve`le les objets manipule´s par la
structure ite´rative. Il faut ensuite inte´grer d’une part les actions qui manipulent ces objets,
dans l’exemple les actions DROP, et inte´grer d’autre part celles qui permettent de « fermer de
l’inte´rieur » la structure de choix ite´ratif, ce que re´alise l’action MOVE(r-a, r-z) sans laquelle
la structure ne pourrait pas eˆtre exe´cute´e. Enfin, LGP construit une « fermeture externe »
2. Les plans en couches sont les plans extraits par GP, de´finis au paragraphe 3.1.2 page 31.
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de la structure de choix ite´ratif, avec l’action MOVE(r-z, r-a) qui permet l’enchaˆınement
des traitements pour chaque balle.
Si la transformation e´choue, le processus d’extension et d’extraction est repris. La de´-
composition fonctionnelle de LGP est illustre´e a` la figure 7.2. Trois principaux e´le´ments sont
P E´tendre
graphe marque´ λ et e´tiquete´
Pg ∈
? G
non
oui
Extraire pi trouve´ ?
non
oui Π
Transformer Π valide ?
non
oui
Figure 7.2 – De´composition fonctionnelle de l’algorithme Λ-GraphPlan : les extensions a` GP
sont en fonce´. Le processus d’extension et d’extraction est similaire a` GP avec le relaˆchement
de certaines contraintes par le marquage de relations mutex et l’e´tiquetage d’actions et de
propositions. Le marquage permet d’obtenir un plan relaˆche´ π. La transformation de π a
pour principal objectif de construire des structures de choix ite´ratif qui inte`grent les actions
e´tiquete´es.
manipule´s successivement par LGP : le graphe de planification G, le plan relaˆche´ π et le
λ-plan Π. Le flux de donne´es dans l’algorithme LGP est donc G → π → Π. Nous pre´sente-
rons l’algorithme en respectant l’ordre de ce flux.
Les principes de re´solution adopte´s dans LGP ainsi que les principaux concepts manipule´s
(permettant notamment de marquer les actions utiles et de transformer le plan relaˆche´) sont
introduits informellement et illustre´s par le graphe de planification issu du proble`me Grip-
per (paragraphes 7.1.1, 7.1.2 et 7.1.3). Nous illustrons les concepts au paragraphe 7.1.4, en
exploitant les cas d’e´tudes de´crits au chapitre 1. Nous de´crivons formellement LGP dans les
paragraphes 7.2, 7.3 et 7.4 correspondant aux trois structures manipule´es par LGP (le graphe
de planification, le plan relaˆche´ et le λ-plan). Le paragraphe 7.6 discute nos propositions et
conclut ce chapitre.
7.1.1 Exploitation du graphe de planification
LGP doit pouvoir repe´rer dans le graphe de planification les actions qui pre´sentent un
inte´reˆt pour la transformation en λ-plan, c’est-a`-dire celles qui pourraient eˆtre inte´gre´es a`
une structure de choix ite´ratif. Nous observons dans le graphe que ces actions sont mutex
entre elles. Nous proposons de ne pas en tenir compte lors de l’extraction (c’est-a`-dire de
faire comme si elles n’e´taient pas mutex). Pour cela, LGP ope`re un marquage de ces relations
mutex relaˆche´es.
Sources primaires et secondaires de relations λ-mutex
Dans cette partie, nous nous inte´ressons plus spe´cifiquement a` la source des relations
mutex qui ne´cessitent d’eˆtre marque´es pour permettre l’extraction d’un plan relaˆche´. Les
actions en relation mutex pour le proble`me Gripper sont pre´sente´es a` la figure 7.3 page ci-
contre dans G. Nous observons dans ce graphe que les trois actions PICK dans A1 sont mutex
entre elles. C’est par interfe´rence 3 que les actions PICK(b-1, r-a), PICK(b-2, r-a) et PICK(b-
3. Nous observons dans la figure 7.1 que ces relations mutex sont dues a` la proposition Free, pre´condition
et effet ne´gatif de ces actions.
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Ball (...At (b-3, r-a)At (b-2, r-a)At (b-1, r-a)G-at (r-a)Free
   PICK (b-3, r-a)
  Carry (b-3)  
PICK (b-2, r-a)
  Carry (b-2)  
PICK (b-1, r-a)
  Carry (b-1)  
NOOP-Carry (b-3)NOOP-Carry (b-2)NOOP-Carry (b-1)
   
  Carry (b-3)    Carry (b-2)    Carry (b-1)  
DROP (b-3, r-z)DROP (b-2, r-z)DROP (b-1, r-z)
   
At (b-3, r-z)At (b-2, r-z)At (b-1, r-z)
                 
Figure 7.3 – Seules les actions sources des relations mutex a` marquer sont repre´sente´es
dans ce graphe issu de Gripper : les primaires sont entoure´es, les secondaires encadre´es.
3, r-a) sont mutex. En revanche, les actions virtuelles 4 NOOP-Carry(b-1), NOOP-Carry(b-2)
et NOOP-Carry(b-3) de A2 et les actions DROP(b-1, r-z), DROP(b-2, r-z) et DROP(b-3, r-z)
de A3 sont mutex a` cause de leurs pre´conditions Carry(b-1), Carry(b-2) et Carry(b-3),
mutex dans P1 et P2. C’est donc par propagation des relations mutex que les trois actions
virtuelles NOOP-Carry et les trois actions DROP sont mutex.
Nous savons que dans une couche Ai donne´e du graphe de planification, toutes les ac-
tions de´rive´es de PICK(ball, room) seront mutex entre elles par interfe´rence. Cette action
PICK(ball, room) est appele´e la classe des relations mutex. Ainsi, les actions issues d’une
certaine classe, comme les actions PICK de A1, sont a priori candidates pour la construction
de λ-plan. Nous disons de ces actions qu’elles sont sources primaires du marquage λ des
relations mutex, et provoquent le marquage λ des relations mutex entre leurs effets. Le
marquage λ des relations mutex entre les actions NOOP-Carry et DROP s’explique par le mar-
quage de leurs pre´conditions : nous appelons ces actions des sources secondaires de relations
mutex. Elles provoquent aussi le marquage λ des relations mutex entre leurs effets.
4. Les actions virtuelles ou « noop-actions » sont les actions qui ne servent qu’a` propager les propositions
de couche en couche : lorsqu’une proposition peut eˆtre atteinte au pas de temps i, elle peut l’eˆtre au
temps i+ 1.
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Le marquage concerne un sous-ensemble des relations mutex entre les actions et les
propositions. Les relations mutex marque´es sont appele´es λ-mutex. Elles lient les actions
susceptibles d’eˆtre inte´gre´es a` des structures de choix ite´ratif, et les propositions mutex
issues d’actions λ-mutex. Les actions sources primaires du marquage sont λ-mutex primaires
(elles initient le marquage), et les actions sources secondaires du marquage sont λ-mutex
secondaire (elles subissent le marquage). Ainsi, les trois actions PICK de A1 sont λ-mutex
primaires dans le graphe. Les propositions Carry qu’elles produisent sont λ-mutex dans P1.
Causalite´ mate´rialise´ par l’e´tiquetage
En reprenant le graphe pre´sente´ a` la figure 7.3 page pre´ce´dente, un lien de causalite´
entre les relations λ-mutex des actions PICK de A1 et DROP de A3 est observable a` travers les
trois propositions Carry de P1. En effet, ces propositions sont λ-mutex dans cette couche
a` cause des actions PICK dont elles sont les effets positifs, et les actions DROP les ont pour
pre´conditions. Pour mate´rialiser cette causalite´, nous associons une e´tiquette aux actions et
propositions λ-mutex. Cette e´tiquette nous permet de de´terminer les actions responsables de
chaque relation λ-mutex dans G. Comme ce sont les actions λ-mutex primaires qui entrainent
le besoin de structure de choix ite´ratif, telles les PICK de A1, ce sont elles qui initient
l’e´tiquetage du graphe. A` chaque action implique´e dans une relation λ-mutex primaire est
associe´e une e´tiquette qui permet de savoir de quelle relation λ-mutex primaire il s’agit.
Cette e´tiquette est propage´e dans G a` chaque e´le´ment λ-mutex du fait de l’action e´tiquete´e.
Ainsi, en observant l’e´tiquette de la proposition At(b-1, r-z) ou celle de l’action DROP(b-
1, r-z), nous pouvons directement de´terminer que c’est l’action PICK(b-1, r-a) qui est
responsable des relations λ-mutex qui les lient aux autres propositions At et respectivement
aux autres actions DROP. La causalite´ est donc mate´rialise´e par les e´tiquettes.
De plus, l’e´tiquetage des actions est fait de telle fac¸on que les e´tiquettes sont lie´es a` la
classe de la relation λ-mutex primaire. Cela nous permet de calculer des ensembles d’actions
λ-mutex en comparant l’e´tiquette des actions. Si les e´tiquettes des actions sont d’une meˆme
classe, alors ces actions forment une clique selon la relation λ-mutex. Par exemple, les actions
PICK(b-1, r-a), PICK(b-2, r-a) et PICK(b-3, r-a) sont toutes les trois e´tiquete´es. Leurs
e´tiquettes sont lie´es a` la classe des relations λ-mutex primaires entre les trois actions. Cette
classe est l’action PICK(ball, room). Graˆce a` la propagation de l’e´tiquetage, nous obtenons
dans G l’e´tiquetage des trois actions DROP comme les actions PICK. Ainsi, par l’observation
des e´tiquettes des actions DROP, LGP de´duit d’une part que ces trois actions sont toutes
λ-mutex entre elles, et d’autre part que ces relations λ-mutex proviennent des actions PICK.
7.1.2 Extraction d’un plan relaˆche´ et support interne
Le marquage λ des relations mutex et l’e´tiquetage des actions et des propositions dans
G est ne´cessaire a` l’extraction du plan relaˆche´ π.
Relaxation des relations λ-mutex
Dans GP, les relations mutex sont utilise´es pour empeˆcher que deux actions non exe´cu-
tables au meˆme pas de temps soient pre´sentes dans la meˆme couche du plan extrait. Dans
LGP, les relations mutex marque´es λ ne sont pas prises en compte durant l’extraction du plan
relaˆche´ : ces relations mutex sont relaxe´es, et le graphe est moins contraint. En conside´rant
que les e´le´ments du graphe en relation λ-mutex ne sont pas mutex, des actions ne pouvant
eˆtre exe´cute´es simultane´ment se retrouvent tout de meˆme dans une meˆme couche de π.
Pour cela, les propositions λ-mutex sont se´lectionne´es dans G durant l’extraction, meˆme
si par de´finition elles ne peuvent pas eˆtre ve´rifie´es au meˆme pas de temps. C’est le cas
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des propositions At(b-1, r-z), At(b-2, r-z) et At(b-3, r-z) de la couche P3 de Gripper,
l’objectif de planification. Cette relaxation des relations mutex marque´es λ suffit a` extraire
π.
Durant l’extraction, d’autres informations peuvent eˆtre re´cupe´re´es pour faciliter la trans-
formation de π en λ-plan.
E´tiquetage du support interne
Nous nous sommes inte´resse´s pour l’instant aux actions du plan relaˆche´ qui manipulent
les balles : PICK(ball, r-a) et DROP(ball, r-z). Or dans la structure de choix ite´ratif, l’action
MOVE(r-a, r-z) fait aussi partie de G. Nous analysons dans la figure 7.4 page suivante la
raison pour laquelle cette action doit eˆtre inte´gre´e a` la structure de choix ite´ratif. Nous ob-
servons que cette action produit la proposition G-at(r-z) dans P2, qui est une pre´condition
partage´es par les actions DROP de A3. Donc MOVE(r-a, r-z) soutient les pre´conditions pro-
positionnelles (note´es c-eff+) de DROP(ball, r-z), l’abstraction dans le λ-plan des actions
DROP de A3. Sans cette action MOVE, les actions λ-mutex secondaires DROP ne pourraient pas
eˆtre applique´es. C’est pour cette raison que nous appelons support interne les actions qui
permettent le bon de´roulement du traitement spe´cifique sur les balles. Les pre´conditions
du support interne doivent eˆtre soit soutenues par d’autres actions au sein du traitement,
soit pre´sentes dans l’e´tat sur lequel le traitement est applique´. C’est ce dernier cas qui est
rencontre´ ici : les pre´conditions Room(r-a), Room(r-z) et G-at(r-a) de MOVE(r-a, r-z) font
partie de P0, sur lequel le λ-plan est applique´. C’est pour cette raison que l’action peut
eˆtre extraite par LGP. Ainsi, toutes les actions qui sont support interne d’un traitement
spe´cifique sont e´tiquete´es durant son extraction, en passant par l’e´tiquetage des proposi-
tions concerne´es : ces actions supportent les pre´conditions d’un ensemble d’actions λ-mutex
secondaires, ce qui est une nouvelle forme de causalite´ mate´rialise´e par l’e´tiquetage. Dans
l’exemple, les pre´conditions des actions DROP auront les e´tiquettes des actions DROP durant
l’extraction de π. Ces e´tiquettes sont celles des actions λ-mutex primaires PICK. Cet e´ti-
quetage permet celui de l’action MOVE(r-a, r-z) puis de ses pre´conditions dans P1, par les
e´tiquettes des actions λ-mutex primaires PICK.
En re´sume´, le marquage λ des relations mutex permet d’extraire le plan relaˆche´ π, et
l’e´tiquetage mate´rialise les causalite´s dans π.
7.1.3 Transformation en λ-plan et support externe
La construction du λ-plan se fait en deux principales e´tapes :
1. le parcours du plan relaˆche´ π dans l’ordre des couches d’actions, avec l’ajout en entre-
lacement des actions 5 non e´tiquete´es dans le plan relaˆche´ (c’est-a`-dire non concerne´es
par les structures de choix ite´ratif) ;
2. pour chaque clique d’actions λ-mutex primaires rencontre´es dans Π, la construction
d’une structure de choix ite´ratif qui inte`gre comme traitement spe´cifique les actions
de Π e´tiquete´es par les actions de la clique. La structure de choix ite´ratif ainsi cre´e´e
est ajoute´e a` Π.
C’est principalement le deuxie`me point qui nous inte´resse : la formation de structures de
choix ite´ratif.
5. en entrelacement pour une meˆme couche
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Construction du traitement des objets
Nous avons remarque´ que les actions λ-mutex primaires sont des candidates pour l’ini-
tialisation d’une structure de choix ite´ratif. Pour chaque clique d’actions λ-mutex primaires,
une telle structure est cre´e´e. Toutes les actions qui ont la meˆme classe d’e´tiquette sont ajou-
te´es. Dans notre exemple, c’est la clique d’actions PICK qui initie la structure : LGP de´duit de
cette clique l’action abstraite PICK(ball, r-a) et les objets b-1, b-2 et b-3 manipule´s. L’ac-
tion MOVE(r-a, r-z) est ajoute´e a` la structure puisqu’elle a e´te´ marque´e comme fermeture
interne. La clique d’actions DROP λ-mutex secondaires est transforme´e en l’action DROP(ball,
r-z), ajoute´e a` la strucutre. Lorsque plus aucune action de π n’est e´tiquete´e par la clique
primaire, la construction du traitement s’arreˆte. Les actions pre´sentes et e´tiquete´es dans G
forment le traitement a` appliquer sur les objets. Pour former entie`rement la structure de
choix ite´ratif, LGP doit encore construire le support externe qui permet les ite´rations.
Construction du support externe
Dans le λ-plan donne´ en re´fe´rence pour Gripper, seule l’action MOVE(r-z, r-a) n’a pas
e´te´ observe´e dans G :
choose (ball) in {(b-1), (b-2), (b-3)}
|
(
PICK(ball, r-a) ≫ MOVE(r-a, r-z) ≫ DROP(ball, r-z)
)
| if-iteration
(
MOVE(r-z, r-a)
)
Informellement, cette action, utilise´e a` chaque ite´ration, permet de traiter les balles les unes
apre`s les autres. Formellement, cela signifie que cette action supporte les pre´conditions du
traitement a` appliquer sur les balles. Sur le graphe de la figure 7.4 page pre´ce´dente, nous
observons que la proposition G-at(r-a) est une pre´condition des actions PICK de A1 et de
l’action MOVE de A2. Mais cette proposition est supprime´e par MOVE(r-a, r-z), et n’est pas
reproduite par une autre action du traitement spe´cifique, au contraire par exemple de la
proposition Free. Aussi, l’action MOVE(r-z, r-a) est calcule´e pour soutenir les pre´conditions
du λ-plan au fil des ite´rations, cela apre`s transformation de l’ensemble des actions PICK,
MOVE(r-a, r-z) et DROP en traitement spe´cifique sur les balles. Les actions qui permettent
l’enchaˆınement de l’application d’un traitement sur chaque objet sont appele´es le support
externe du traitement. Pour Gripper, l’action MOVE(r-a, r-z) de´place le robot dans la
pie`ce origine des balles a` partir de laquelle peut eˆtre applique´e le traitement sur ces balles.
7.1.4 Autres cas d’e´tude
Nous nous inte´ressons dans ce paragraphe a` diffe´rents patterns a` repe´rer dans le graphe
de planification. Nous observons donc le comportement des relations mutex et des e´tiquettes
pour des proble`mes de planification qui produisent des plans flexibles avec :
– des structures de choix ite´ratif successives ;
– des structures de choix ite´ratif imbrique´es ;
– des structures de choix ite´ratif entrelace´es.
Les domaines de planification utilise´s dans cette partie sont de´crits au paragraphe 1.2.2, et
de´finis en PDDL [AD05] a` l’annexe B.
Ite´rations successives
Nous conside´rons le domaine Gripper-Cart dans lequel un robot peut attraper dans
sa pince une balle situe´e dans la pie`ce ou` il se trouve, peut poser la balle qu’il tient dans sa
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carriole, reprendre une balle dans sa carriole, poser la balle maintenue dans la pie`ce ou` il
se trouve, et se de´placer si sa pince est libre. L’objectif de planification est de de´placer des
balles b-1 et b-2 situe´e dans la pie`ce r-a dans la pie`ce r-z. Le plan flexible correspondant
est le suivant :
choose (ball) in {(b-1), (b-2)}
|
(
PICK(ball, r-a)
| ≫ LOAD(ball)
)
≫ MOVE(r-a, r-z) ≫ choose (ball) in {(b-1), (b-2)}
|
(
EMPTY(ball)
| ≫ DROP(ball, r-z)
)
Les deux ite´rations successives permettent de choisir l’ordre dans lequel la carriole est
remplie de balles et l’ordre dans lequel elle est vide´e. Dans ce λ-plan, l’ordre de vidage de
la carriole est inde´pendant de l’ordre de son remplissage. Dans le graphe de planification
pre´sente´ a` la figure 7.5 page ci-contre, nous observons que les actions EMPTY de A4 sont d’une
part λ-mutex secondaires e´tiquete´es par les actions LOAD de A2, et d’autre part λ-mutex
primaires :
EMPTY(b-1) EMPTY(b-2) EMPTY(b-3)
λ-mutex primaires
λ-mutex secondaires
Ainsi, pour obtenir des ite´rations successives, un ensemble d’actions en relation λ-mutex
initie une structure de choix ite´ratif lorsqu’il forme une clique selon des relations λ-mutex
secondaires ainsi qu’une clique selon les relations λ-mutex primaires. Il faut noter qu’un plan
flexible pour ce proble`me est aussi possible sans ite´rations successives, en de´plac¸ant chaque
balle une a` une dans la carriole. Mais cette solution est moins flexible que celle propo-
se´e, puisque deux ite´rations successives permettent beaucoup plus d’exe´cutions diffe´rentes
qu’une seule sur les meˆmes objets.
Ite´rations imbrique´es
Painter permet d’illustrer les ite´rations imbrique´es. Dans ce domaine de planification,
le robot doit colorer les deux balles b-1 et b-2 de deux couleurs chacune, black et white.
Avant chaque couche de peinture, il faut nettoyer l’espace avec l’action CLEAN et pre´parer
la balle a` peindre, par exemple la balle b-1, avec l’action WASH(b-1). Le plan flexible que
calcule LGP est le suivant :
CLEAN ≫ choose (ball) in {(b-1), (b-2)}
|
(
WASH(ball)
| ≫ choose (color) in {(black), (white)}
| | PAINT(ball, color)
| | if-iteration CLEAN ≫ WASH(ball)
| if-iteration CLEAN
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At (r-a, b-3)
PICK (b-3, r-a)
At (r-a, b-2)
PICK (b-2, r-a)
At (r-a, b-1)
PICK (b-1, r-a)
...G-at (r-a)Free
...Carry (b-3)
LOAD (b-3)
Carry (b-2)
LOAD (b-2)
Carry (b-1)
LOAD (b-1)
G-at (r-z)G-at (r-a)Free
In-cart (b-3)In-cart (b-2)In-cart (b-1)        ...        G-at (r-z)G-at (r-a)
MOVE (r-a, r-z)
Free
In-cart (b-3)
EMPTY (b-3)
In-cart (b-2)
EMPTY (b-2)
In-cart (b-1)
EMPTY (b-1)
        ...        G-at (r-z)G-at (r-a)Free
...Carry (b-3)
DROP (b-3, r-z)
Carry (b-2)
DROP (b-2, r-z)
Carry (b-1)
DROP (b-1, r-z)
G-at (r-z)G-at (r-a)Free
At (r-z, b-3)At (r-z, b-2)At (r-z, b-1)...Free
MOVE (r-a, r-z)
                                  ...                                  
            ...            
                               ...                               
            ...            
Figure 7.5 – Ite´rations successives avec le domaine de planification Gripper-Cart : nous
observons dans le graphe que les actions de´rive´es de EMPTY(ball) sont λ-mutex primaires et
secondaires, et que dans le plan flexible attendu, elles initient une structure de choix ite´ratif.
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Nous observons une premie`re ite´ration sur les balles, et une seconde, imbrique´e dans la
premie`re, sur les couleurs. Ainsi, a` la fin de l’exe´cution de ce plan flexible, les deux balles
sont peintes des deux couleurs. La figure 7.6 page suivante propose une illustration d’une
partie du graphe de planification correspondant au proble`me Painter. Dans cet exemple,
les propositions qui forment l’objectif de planification sont toutes λ-mutex, mais pour des
raisons diffe´rentes. En effet, d’une part les actions PAINT pour une balle donne´e et de cou-
leurs diffe´rentes sont λ-mutex primaires entre elles, et d’autre part les actions PAINT qui
manipulent diffe´rentes balles (la couleur est indiffe´rente) sont λ-mutex secondaires :
PAINT(b-1, white) PAINT(b-1, black) PAINT(b-2, white) PAINT(b-2, black)
λ-mutex primaires λ-mutex primaires
λ-mutex secondaires
C’est dans cette configuration que les ite´rations sont imbrique´es : les actions sont soit λ-
mutex primaires soit λ-mutex secondaires, et forment ainsi une clique λ-mutex. LGP construit
une nouvelle structure de choix ite´ratif pour l’un des ensembles d’actions λ-mutex primaires,
par exemple pour les actions PAINT(b-1, white) et PAINT(b-1, black). Cela donne la struc-
ture suivante :
choose (color) in {(black), (white)}
| PAINT(b-1, color)
| if-iteration CLEAN ≫ WASH(b-1)
Cette structure de choix ite´ratif est alors adapte´e pour permettre la manipulation de
toutes les balles : la balle b-1 est transforme´e en variable ball. La structure ainsi abstraite
est inte´gre´e a` la premie`re structure de choix ite´ratif.
Ite´rations entrelace´es
Avec le proble`me issue de Gripper-B+C, deux robots sont disponibles : chacun peut
manipuler respectivement des balles ou des cubes a` de´placer. Dans cet exemple, les deux
robots sont inde´pendants, ce qui permet d’entrelacer leurs actions. Ainsi, le plan flexible
solution propose deux structures de choix ite´ratif en entrelacement :
choose (ball) in {(b-1), (b-2)}
|
(
PICK-B(g-b, ball, r-a)
| ≫ MOVE(g-b, r-a, r-z)
| ≫ DROP-B(g-b, ball, r-z)
)
| if-iteration MOVE(g-b, r-z, r-a)
‖ choose (cube) in {(c-1), (c-2)}
|
(
PICK-C(g-c, cube, r-z)
| ≫ MOVE(g-c, r-z, r-a)
| ≫ DROP-C(g-c, cube, r-a)
)
| if-iteration MOVE(g-c, r-a, r-z)
La figure 7.7 page 104 reproduit la partie du graphe de planification de Gripper-B+C.
Ce graphe permet de visualiser l’inde´pendance de deux cliques d’actions λ-mutex primaires
dans la couche A1. La premie`re clique initie la structure de choix ite´ratif permettant de
de´placer les balles b-1 et b-2, tandis que la seconde clique initie celle qui permet de de´placer
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Figure 7.6 – Partie du graphe de planification pour le proble`me Painter : ce pattern par-
ticulier de relations λ-mutex re´ve`le des ite´rations imbrique´es. Les actions WASH sont λ-mutex
primaires du fait de la proposition Clean. Elles produisent les propositions Ready, λ-mutex
entre elles. L’actions PAINT(b-1,white) est d’une part λ-mutex primaires avec PAINT(b-
1,black) par interfe´rence de la proposition Ready(b-1), et d’autre part λ-mutex secondaires
avec les autres actions du fait des propositions Ready(b-1) et Ready(b-2) λ-mutex dans P2.
L’analyse est la meˆme avec chacune des actions PAINT.
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les cubes c-1 et c-2. Ainsi, lorsque dans une couche plusieurs cliques d’actions λ-mutex
primaires coexistent, les structures de choix ite´ratif de´duites de ces cliques peuvent eˆtre
ajoute´es dans le plan flexible en entrelacement si les structures sont inde´pendantes.
7.2 Construction du graphe
L’utilisation d’un graphe de planification permet de manipuler un grand nombre d’infor-
mations sur les e´tats successifs de fac¸on condense´e : c’est cette concentration d’informations
que nous utilisons dans LGP pour de´couvrir les actions susceptibles d’appartenir a` un λ-plan
solution. Dans cette partie, les concepts manipule´s sont formalise´s, et l’e´tape d’extension
du graphe est de´taille´e. Pour rappel, nous notons dans G pour le pas de temps i :
– Pi la couche de propositions ;
– Ai la couche d’actions ;
– µPi l’ensemble de couples de propositions mutex de Pi ;
– µAi l’ensemble de couples d’actions mutex de Ai.
7.2.1 Relation λ-mutex
Les relations mutex a` relaˆcher sont marque´es λ par LGP. Nous notons λAi l’ensemble
de couples d’actions λ-mutex de Ai, et ∀i, λAi ⊆ µAi. De la meˆme fac¸on, nous notons
λPi l’ensemble de couples de propositions λ-mutex de Pi, et ∀i, λAi ⊆ µAi. Les de´finitions
formelles des relations λ-mutex sont les suivantes.
De´finition 7.1 (Relation λ-mutex entre actions). Soient deux actions a1 et a2 mutex
((a1, a2) ∈ µAi). Soit un ope´rateur ope ∈ D et deux substitutions σ1 et σ2 telles que
a1 = σ1(ope) et a2 = σ2(ope). a1 et a2 sont λ-mutex si au moins l’une des deux proprie´te´s
suivantes est ve´rifie´e :
– λ-mutex primaire : a1 et a2 interfe`rent ( interference(a1, a2)) ;
– λ-mutex secondaire : ∀ (p1, p2) avec p1 ∈ pre (a1) et p2 ∈ pre (a2) alors, soit (p1, p2) ∈
λPi−1, soit (p1, p2) /∈ µPi−1.
Pour ve´rifier qu’une relation entre deux actions σ1(ope) et σ2(ope) est λ-mutex primaire,
LGP ve´rifie que σ1 et σ2 sont telles que l’application de la substitution σ = σ1 ∩ σ2 sur
l’ope´rateur ope ve´rifie que pre (σ(ope))∩ eff−(σ(ope)) 6= ∅ (par de´finition de l’interfe´rence).
Les propositions λ-mutex sont celles qui sont accessibles au pas de temps i et qui de´rivent
d’actions pouvant eˆtre inte´gre´es a` une structure de choix ite´ratif. Plus formellement :
De´finition 7.2 (Relation λ-mutex entre propositions). Soient deux propositions p1 et p2
mutex ((p1, p2) ∈ µPi). p1 et p2 sont λ-mutex si et seulement s’il existe (a1, a2) ∈ λAi tel
que p1 ∈ eff
+(a1) et p2 ∈ eff
+(a2).
Notre approche avec LGP consiste a` construire des structures de choix ite´ratif pour des
traitements pouvant eˆtre permute´s mais pas entrelace´s. En effet, si les traitements peuvent
eˆtre entrelace´s, alors les proposer en permutation reviendrait a` une perte de flexibilite´ :
le choix ite´ratif est moins flexible que l’entrelacement (cf. paragraphe 6.6). L’impossibilite´
d’entrelacer les traitements se traduit dans G par les relations mutex, tandis que la possibilite´
de permuter les traitements est mate´rialise´e par LGP avec les relations λ-mutex. Ainsi, les
ensembles d’actions a` inte´grer dans les traitements forment des cliques selon la relation
λ-mutex : aucune ne doit pouvoir eˆtre propose´e en entrelacement au risque de perdre en
flexibilite´.
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7.2.2 Classe d’actions λ-mutex primaires
Nous inte´grons dans LGP des classes d’actions λ-mutex primaires, ou classe de sources
primaires, qui garantissent que tout couple d’actions d’une meˆme classe soit en relation
λ-mutex primaire.
Dans Painter, les actions de´rive´es de l’ope´rateur PAINT(ball, color) ne sont pas force´-
ment λ-mutex entre elles. Par exemple, les actions PAINT(b-1, black) et PAINT(b-2, black)
n’interfe`rent pas. En revanche, toutes les actions de´rive´es de PAINT(b-1, color) sont λ-mutex
primaires : la proposition qui signifie que la balle b-1 est preˆte a` eˆtre peinte, Ready(b-1),
est une pre´condition et un effet ne´gatif de l’action abstraite PAINT(b-1, color). Autrement
dit, c-pre (PAINT(b-1, color))∩ c-eff−(PAINT(b-1, color)) = {Ready(b-1)} 6= ∅. Ainsi, quels
que soient les actions issues de PAINT(b-1, color), elles sont en relation λ-mutex primaire.
PAINT(b-1, color) est appele´e une classe de sources primaires. Ainsi, les classes de sources
primaires sont des actions abstraites telles que leurs ensembles de pre´conditions invariables
(c-pre ) et d’effets ne´gatifs invariables (c-eff−) ont des propositions en commun.
Une source primaire peut eˆtre de´rive´e de plusieurs classes de sources primaires. Prenons
par exemple l’ope´rateur OPE(x, y, z) dont les pre´conditions et effets ne´gatifs sont de´finis
comme suit :
– pre(OPE) = {p(x), q(y)} ;
– eff−(OPE) = {p(x), q(y)}.
L’action OPE(a, b, c) interfe`re d’une part avec l’action OPE(a, y, z) a` cause de la propo-
sition p(a) et d’autre part avec l’action OPE(x, b, z) a` cause de la proposition q(b). Ainsi,
l’action OPE(a, b, c) est de´rive´e de deux classes de sources primaires :
– OPE(a, y, z) ;
– OPE(x, b, z).
Il est ne´cessaire de connaˆıtre toutes les classes dont est de´rive´e chaque source primaire pour
s’assurer de de´couvrir toutes les cliques d’actions λ-mutex.
Les classes de sources primaires sont de´duites de la de´finition des ope´rateurs de D. Ainsi,
pour un ope´rateur ope donne´, l’ensemble des classes de sources primaires est l’ensemble des
actions abstraites
{
α = σ(ope) | c-pre (α) ∩ c-eff−(α) 6= ∅
}
.
7.2.3 E´tiquetage
Les e´tiquettes ont deux principaux roˆles dans LGP :
– indiquer dans G les ensembles d’actions qui forment des cliques selon la relation λ-
mutex ;
– mate´rialiser la causalite´ entre les actions dans G pour de´couvrir les traitements et les
objets sur lesquels appliquer les traitements.
De´finition 7.3 (E´tiquette). Une e´tiquette est un couple (α, σ), ou` :
– α est une classe de sources primaires, appele´e la classe de l’e´tiquette ;
– σ est l’objet de l’e´tiquette, une substitution.
La classe des e´tiquettes est utilise´e pour de´couvrir les cliques d’actions λ-mutex (primaires
et secondaires), tandis que l’objet de la classe permet de mate´rialiser la causalite´.
Re`gles de cre´ation d’une e´tiquette
Pour une action σ1(ope) ayant au moins une relation λ-mutex primaires, une e´tiquette
est associe´e pour chaque classe σ(ope) telle que σ ⊆ σ1, et l’e´tiquette est alors lie´e a` la
classe σ(ope) et a` l’objet σ1 \σ. Pour l’action OPE(a, b, c) de´crite pre´ce´demment, les deux
e´tiquettes qui lui seront associe´es sont :
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– l’e´tiquette (OPE(a, y, z), {y\b, z\c}) ;
– l’e´tiquette (OPE(x, b, z), {x\a, z\c}) ;
L’action PAINT(b-1, black) de Painter sera e´tiquete´ avec la classe PAINT(b-1, color) et
l’objet (color\black). L’action PICK(b-1, r-a) de Gripper a dans G une e´tiquette de classe
PICK(ball, room) et d’objet (ball\b-1, room\r-a).
L’e´tiquetage dans G de´bute syste´matiquement par une source primaire : une e´tiquette est
associe´e a` une source primaire pour chaque classe dont la source est de´rive´e. Ainsi, chaque
action source primaire est associe´e aux e´tiquettes dont la classe explique les relations λ-
mutex primaires.
Re`gles de propagation d’une e´tiquette
Une proposition de la couche Pi ayant des relations λ-mutex est e´tiquete´e avec toutes les
e´tiquettes de toutes les actions de Ai qui ont pour effet positif la proposition en question.
Une action de la couche Ai+1 ayant des relations λ-mutex secondaires est e´tiquete´e avec
toutes les e´tiquettes de toutes ses pre´conditions de Pi. La figure 7.8 page suivante illustre
l’e´tiquetage des actions et des propositions dans le graphe de planification pour Gripper.
7.2.4 Extension du graphe
La premie`re e´tape de LGP consiste a` e´tendre pas a` pas le graphe de planification G selon
les re`gles suivantes, et dans cet ordre :
1. une action a est ajoute´e a` Ai si ses pre´conditions ne sont pas mutex dans Pi−1,
c’est-a`-dire si ∄ (p1, p2) ∈ pre (a)× pre (a) | (p1, p2) ∈ µPi−1 ;
2. une proposition p est ajoute´e a` Pi si une action de Ai a p pour effet positif ou ne´gatif.
Les relations mutex et λ-mutex sont ajoute´es dans le graphe de planification lors de
son expansion. L’algorithme 7.1 re´sume le processus d’extension par la fonction λExpand.
A` chaque couche i du graphe de planification G, les informations disponibles sont Ai, µAi,
Algorithme 7.1 λExpand(G = 〈· · · ,Ai−1, µAi−1, λAi−1,Pi−1, µPi−1, λPi−1〉,A, i)
1 Actsi ← {a ∈ A | pre (a) ∈ Pi−1 ∧ pre (a)× pre (a) ∩ µPi−1 = ∅} ;
2 Noopsi ← {NOOP-Pred | Pred ∈ Pi−1};
// pre (NOOP-Pred) = Pred, eff+(NOOP-Pred) = Pred, eff−(NOOP-Pred) = ∅
3 Ai ← Actsi ∪Noopsi ;
4 Pi ← {p | ∃a ∈ Ai, (p ∈ eff
+(a) ∨ p ∈ eff−(a))} ;
5 µAi ← {(a, b) ∈ Ai ×Ai, a 6= b | a, b are mutex} ;
6 µPi ← {(p, q) ∈ Pi × Pi, p 6= q | p, q are mutex} ;
7 λAi ← {(a, b) ∈ µAi | a, b are λ-mutex} ;
8 λPi ← {(p, q) ∈ µPi | p, q are λ-mutex} ;
9 foreach a ∈ Ai do
10 link a with a precondition arcs to pre(a) in Pi−1 ;
11 link a with a positive arcs to eff+(a) in Pi ;
12 link a with a negative arcs to eff−(a) in Pi ;
13 return G.〈Ai, µAi, λAi,Pi, µPi, λPi〉 ;
λAi, Pi, µPi et λPi. La couche P0 contient toutes les propositions de l’e´tat initial, et
µP0 = λP0 = ∅.
L’e´tiquetage des actions et des propositions n’est pas mentionne´ dans cet algorithme
mais a lieu a` ce moment la`, comme de´crit dans le paragraphe 7.2.3 :
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Ball (...Ball (b-1)At (b-3, r-a)At (b-2, r-a)At (b-1, r-a)Free
PICK (b-3, r-a)
PICK (ball, room)
{ball\b-3, room\r-a}
PICK (b-2, r-a)
PICK (ball, room)
{ball\b-2, room\r-a}
PICK (b-1, r-a)
PICK (ball, room)
{ball\b-1, room\r-a}
G-at (r-a)
Carry (b-3)
              
Free
Carry (b-2)
              
Carry (b-1)
              
MOVE (r-a, r-z)
G-at (r-a)
MOVE (r-a, r-z)
G-at (r-z)
Carry (b-3)
              
DROP (b-3, r-z)
              
Carry (b-2)
              
DROP (b-2, r-z)
              
Carry (b-1)
              
DROP (b-1, r-z)
              
At (b-3, r-z)
              
Free
At (b-2, r-z)
              
At (b-1, r-z)
              
Figure 7.8 – Etiquetage du graphe de planiﬁcation avec le domaine de planiﬁcation
Gripper : les e´tiquettes pour les actions PICK sont cre´e´es dans la couche A1, puis pro-
page´es dans P1 aux eﬀets λ-mutex Carry puis les actions NOOP-Carry de A2 (non repre´sen-
te´es) sont e´tiquete´es, ainsi de suite. Les e´tiquettes (PICK(ball, room), (ball\b-1, room\r-a)),
(PICK(ball, room), (ball\b-2, room\r-a)) et (PICK(ball, room), (ball\b-3, room\r-a)) sont
repre´sente´es respectivement par les symboles , et .
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– les actions qui ont des relations λ-mutex primaires sont e´tiquete´es lors de la de´tection
de ces relations ;
– les propositions en relation λ-mutex sont e´tiquete´es lors de la de´tection de leurs rela-
tions λ-mutex ;
– les actions qui ont des relations λ-mutex secondaires sont e´tiquete´es lors de la de´tection
de ces relations.
Les e´tiquettes associe´es aux actions PICK(b-1, r-a), PICK(b-2, r-a) et PICK(b-3, r-a) de
A1 du graphe repre´sente´ a` la figure 7.3 page 95 sont toutes de la classe PICK(ball, room), et
leurs objets sont respectivement :
– {ball\b-1, room\r-a} ;
– {ball\b-2, room\r-a} ;
– {ball\b-3, room\r-a}.
Ces e´tiquettes sont propage´es dans les effets positifs respectifs de ces actions PICK s’ils sont
λ-mutex dans P1. Par exemple, la propositions Carry(b-1) est e´tiquete´e (PICK(ball, room),
{ball\b-1, room\r-a}). En accord avec les re`gles de propagation des e´tiquettes, l’action vir-
tuelle NOOP-carry(b-1) a la meˆme e´tiquette. Et ainsi de suite, l’e´tiquette est propage´e dans
tout le graphe permettant la de´tection des sources primaires des relations λ-mutex.
La partie suivante de´taille l’extraction d’un plan relaˆche´ par la relaxation dans G des
relations λ-mutex.
7.3 Extraction d’un plan relaˆche´
Pour extraire des plans relaˆche´s, LGP utilise les informations fournies par les relations
λ-mutex pour relaxer les contraintes mutex : les actions d’une e´tape du plan ne doivent
toujours pas eˆtre mutex entre elles, sauf dans le cas des actions susceptibles d’appartenir a`
un traitement spe´cifique. Dans cette partie, la condition pour l’extraction d’un plan relaˆche´
est de´finie et l’e´tape d’extraction est de´taille´e.
7.3.1 Condition pour l’extraction d’un plan relaˆche´
Les propositions λ-mutex, donc produites par des actions λ-mutex, doivent pouvoir eˆtre
utilise´es comme effets probablement produits par une structure de choix ite´ratif qui inte`gre
les actions λ-mutex. Ainsi, l’objectif de planification goal est conside´re´ comme accessible a`
la couche Pg meˆme si celui-ci contient des propositions λ-mutex. La couche Pg est donc
atteinte pour un objectif goal lorsque goal ⊆ Pg et goal × goal ∩ (µPg \ λPg) = ∅. Par le
relaˆchement des relations λ-mutex entre propositions, le crite`re d’atteignabilite´ de l’objectif
de planification est plus rapidement satisfait dans LGP que dans GP.
7.3.2 Extraction d’un plan relaˆche´
Lorsque Pg est atteint, LGP tente d’extraire un plan de G (cf. algorithmes 7.2 et 7.3) :
chaque proposition se´lectionne´e de la couche Pi doit eˆtre produite par au moins une action
de la couche Ai. Toutes les pre´conditions de cet ensemble d’actions de Ai sont se´lectionne´es
Algorithme 7.2 λExtract(G, goal, i)
1 if i = 0 then return ǫ ;
2 return λSearch(G, goal, ǫ, i) ;
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Algorithme 7.3 λSearch(G = 〈. . . ,Ai, µAi, λAi, . . .〉, goal, π, i)
1 if goal = ∅ then
2 Π← λExtract(G,
⋃
{pre (a) | a ∈ π}, i− 1) ;
3 if Π = failure then return failure ;
4 return Π≫ (π) ;
5 else
6 choix non de´terministe de p ∈ goal ;
7 Ea ← µAi \ λAi;
// tuples d’actions ne pouvant e^tre utilise´es ensembles au pas i
8 Sp ← {a ∈ Ai | p ∈ eff
+(a) , ∀b ∈ π, 〈a, b〉 6∈ Ea} ;
// ensemble des actions candidates pour soutenir p, selon π
9 if Sp = ∅ then return failure ;
10 choix non de´terministe de a ∈ Sp ;
11 return λSearch(G, g \ eff+(a) , π ‖ a, i) ;
dans Pi−1 et ainsi de suite. Cela peut eˆtre vu comme la recherche d’un chemin dans un
arbre et/ou (les nœuds et correspondent au soutien des propositions, les ou au choix des
actions). Ce processus de se´lection commence avec les propositions formant l’objectif de
planification dans la dernie`re couche propositionnelle de G et s’arreˆte lorsque P0 est atteint
(cf. ligne 1 de l’algorithme 7.2).
La seule diffe´rence entre le processus d’extraction de GP et celui de LGP concerne les
conditions pour se´lectionner des actions et des propositions dans une couche donne´e de G.
Les actions qui produisent les propositions se´lectionne´es dans une couche doivent former un
ensemble sans relation mutex entre elles ou eˆtre en relation λ-mutex : pour chaque couche i
dans le processus d’extraction du plan, Ea ← µAi \λAi est l’ensemble des couples d’actions
qui ne peuvent pas eˆtre se´lectionne´s ensemble (cf. ligne 7 de l’algorithme 7.3). Pour rappel,
le plan relaˆche´ extrait pour Gripper est le suivant :
(
PICK(b-1, r-a) ‖ PICK(b-2, r-a) ‖ PICK(b-3, r-a)
)
≫ MOVE(r-a, r-z) ≫(
DROP(b-1, r-z) ‖ DROP(b-2, r-z) ‖ DROP(b-3, r-z)
)
Dans ce plan relaˆche´, les trois actions PICK et les trois actions DROP sont e´tiquete´es. Les
e´tiquettes de ces actions sont lie´es a` la classe PICK(ball, room) et respectivement aux objets
(ball\b-1, room\r-a), (ball\b-2, room\r-a) et (ball\b-3, room\r-a). Dans le plan relaˆche´,
les actions sont soit sans relation mutex, soit λ-mutex.
7.3.3 E´tiquetage des actions de fermeture interne
Les e´tiquettes associe´es aux actions λ-mutex sont conserve´es dans le plan relaˆche´.
Mais en plus de cet e´tiquetage, re´alise´ lors de l’expansion du graphe, un autre e´tique-
tage a lieu durant l’extraction du plan et concerne les actions qui sont supports internes
d’actions λ-mutex secondaires. Ainsi, toutes les actions du plan relaˆche´ qui soutiennent
une pre´condition d’une action e´tiquete´e sont e´tiquete´es a` leur tour de l’ensemble des e´ti-
quettes des actions qu’elles soutiennent, et provoque a` leur tour l’e´tiquetage des actions
qui les soutiennent. Par exemple, l’action MOVE(r-a, r-z) de Gripper est e´tiquete´es trois
fois, par (PICK(ball, room), (ball\b-1, room\r-a)) (PICK(ball, room), (ball\b-2, room\r-a)) et
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(PICK(ball, room), (ball\b-3, room\r-a)). La figure 7.9 page suivante illustre l’e´tiquetage ma-
te´rialisant la fermeture interne. Si une action de A1 produisant G-at(r-a) e´tait extraite dans
le plan relaˆche´, elle serait e´tiquete´e comme MOVE(r-a, r-z). Cet e´tiquetage est utilise´ en-
suite pour la transformation du plan relaˆche´ : les actions λ-mutex e´tiquete´es sont ajoute´es
au traitement, ainsi que les actions non mutex mais e´tiquete´es pour la fermeture interne.
La partie suivante de´taille la transformation d’un plan relaˆche´ en un λ-plan.
7.4 Transformation en λ-plan
L’originalite´ de LGP re´side principalement dans la transformation du plan relaˆche´ en
λ-plan inte`grant des structures de choix ite´ratif. Dans cette partie, nous faisons l’hypothe`se
que nous avons obtenu un plan relaˆche´ π de l’e´tape d’extraction. La transformation est
de´taille´e et de´compose´e en deux algorithmes (cf. algorihmes 7.5 et 7.6) a` la fin de cette
partie, le second permettant spe´cifiquement les cre´ations de structures de choix ite´ratif.
Pour rappel, un λ-plan est une se´quence de couches, et dans chaque couche sont entrelace´s
des actions et des structures de choix ite´ratif (cf. grammaire des λ-plans, paragraphe 6.7).
Pour ope´rer la transformation de π, LGP parcourt π de la premie`re a` la dernie`re couche, et le
λ-plan solution est construit dans le meˆme ordre en commenc¸ant par un λ-plan vide. Dans
une couche donne´e de π, les actions qui ne sont pas λ-mutex sont ajoute´es a` la couche du
λ-plan en cours de construction (en entrelacement). En revanche, pour chaque clique P ri
d’actions λ-mutex primaires, LGP initie une nouvelle structure Structure de choix ite´ratif. A`
partir de P ri, LGP de´termine l’action abstraite α dont sont de´rive´es toutes les actions de la
clique. L’ensemble Σ des objets manipule´s est de´duit de P ri et de α. Structure est compose´
d’un traitement treat(obj) spe´cifique pour les objets de Σ dont la premie`re action est α.
Pour former la suite de treat(obj), LGP parcourt les couches suivantes de π a` la recherche
des actions e´tiquete´es comme les actions de P ri :
– si une action a est e´tiquete´es par toutes les e´tiquettes des actions de P ri, a est ajoute´e
a` treat(obj) : les e´tiquettes indiquent que a est un support interne pour treat(obj),
et donc que des actions λ-mutex secondaires auront besoin de a pour soutenir leurs
pre´conditions ;
– si les actions e´tiquete´es forment une clique selon les relations λ-mutex secondaires,
l’action abstraite β qui les repre´sente est de´duite puis β est ajoute´e a` treat(obj) : les
e´tiquettes mate´rialisent un lien de causalite´ a` respecter par l’ajout de β au sein de
treat(obj) ;
– si les actions e´tiquete´es forment une clique selon les relations λ-mutex primaires et
secondaires, une nouvelle structure de choix ite´ratif est initie´e et utilise´e selon le cas
rencontre´ : les structures sont de type successives (cf. paragraphe 7.1.4) ou de type
imbrique´es (cf. paragraphe 7.1.4).
Tout au long de la construction, la validite´ du plan est ve´rifie´e : chaque action du plan
relaˆche´ doit apparaitre dans le λ-plan une et une seule fois, et le λ-plan doit eˆtre applicable
sur l’e´tat initial. Durant la transformation, LGP simule l’exe´cution du λ-plan sur l’e´tat initial.
Nous pre´sentons dans la suite comment les cliques primaires P ri sont de´tecte´es dans une
couche d’actions du plan relaˆche´ puis traite´es pour la construction d’une nouvelle structure
de choix ite´ratif Structure. Nous de´taillons par la suite le comportement de LGP face aux
cliques d’actions e´tiquete´es par les actions de P ri, c’est-a`-dire les cliques secondaires Sec.
Les principes mis en place pour construire les supports internes et externes de Structure
sont discute´s avant de conclure par la description des algorithmes de LGP.
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Figure 7.9 – Etiquetage du graphe de planiﬁcation avec le domaine de planiﬁcation Grip-
per durant l’extraction d’un plan relaˆche´ : l’action MOVE(r-a, r-z) est la fermeture interne
d’un futur traitement. Cette proprie´te´ de MOVE(r-a, r-z) est de´duite de son eﬀet G-at(r-
z), qui est une pre´condition commune aux actions λ-mutex secondaires DROP. Les e´tiquettes
sont respectivement symbolise´es par , et .
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7.4.1 Cliques d’actions λ-mutex primaires
Nous faisons l’hypothe`se que les actions en relation λ-mutex primaire sont candidates
a` l’initiation d’une structure de choix ite´ratif. En effet, ces actions appliquent un meˆme
traitement a` des objets, puisqu’elles sont de´duites d’un meˆme ope´rateur, mais ne peuvent
s’exe´cuter en entrelacement, puisqu’elles sont de´pendantes. Dans LGP, un traitement spe´ci-
fique est toujours initie´ par des actions λ-mutex primaires.
De´tection de clique primaire
Pour calculer une clique d’actions λ-mutex, c’est-a`-dire les cliques d’actions qui vont
eˆtre implique´es dans une structure de choix ite´ratif, il suffit de prendre la premie`re action
qui ait des relations λ-mutex, de comparer les e´tiquettes avec lesquelles elle a e´te´ marque´e.
Toutes les actions qui ont des e´tiquettes de la meˆme classe forment une clique d’actions par
les relations λ-mutex. Pour les classes de relations λ-mutex primaires, c’est par de´finition
qu’un ensemble d’actions e´tiquete´ de la meˆme classe forment une clique. Par exemple,
pour Gripper, les actions Pick(b-1, r-a), Pick(b-2, r-a) et Pick(b-3, r-a) ont toutes
des e´tiquettes de classe Pick(ball, room). Elles forment donc une clique d’actions λ-mutex
primaires.
Abstraction et objets manipule´s
Une fois l’ensemble des actions {σ1(ope), · · ·, σn(ope)} de´couvert par la me´thode des
e´tiquettes, calculer une action abstraite α qui repre´sente toutes les actions de l’ensemble
revient a` calculer l’intersection des substitutions a` appliquer sur ope :
α = σ(ope) avec σ =
n⋂
i=1
σi
L’ensemble Σ des objets manipule´s par la structure de choix ite´ratif sont des substitutions
qui assignent une constante a` chaque variable de var (α) et que l’on de´duit de l’ensemble
des actions λ-mutex primaires. Pour chaque action σi(ope), l’objet manipule´ correspondant
est σi \ σ :
Σ = {σi \ σ | i ∈ [1..n]}
L’action abstraite qui repre´sente les actions PICK de Gripper est α = Pick(ball, r-a), et
les objets manipule´s sont Σ = {(ball\b-1), (ball\b-2), (ball\b-3)}.
La figure 7.10 page suivante pre´sente deux graphes correspondant a` deux proble`mes de
planification diffe´rents pour un meˆme domaine de planification. Les λ-plans correspondants
a` l’extraction dans les graphes repre´sente´s a` la figure 7.10 page suivante sont les suivants :
– pour le graphe (a) de la figure 7.10 :
choose (ball) in {(b-1), (b-2)}
| PAINT(ball, yellow)
| if-iteration CLEAN
– pour le graphe (b) de la figure 7.10 :
choose (ball, color) in {(b-1, white), (b-2, black)}
| PAINT(ball, color)
| if-iteration CLEAN
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Nous observons ainsi que les actions abstraites et les objets manipule´s diffe`rent selon les
proprie´te´s des actions en relation λ-mutex primaire. Notamment les objets manipule´s ne
sont pas les meˆmes selon les objectifs auxquels re´pond la structure de choix ite´ratif. Il est de
notre point de vue important d’eˆtre concis dans le choix propose´, et de ne pre´senter que les
informations pertinentes permettant de faire le choix. Pour le premier plan, il n’y a aucune
ne´cessite´ de proposer de choisir la couleur 6, seule le nom de la balle diffe`re. En revanche,
dans le second plan la couleur est diffe´rente 7 : nous faisons le choix de pre´senter toutes les
informations sur les objets manipule´s qui pourraient permettre de les distinguer ou d’eˆtre
un crite`re pour le choix pour le controˆleur.
Algorithme de de´tection
L’algorithme 7.4, Primary, permet de calculer l’action abstraite α a` partir d’un ensemble
P ri d’actions λ-mutex primaires, et renvoie un e´chec si elle n’existe pas. Une fois α de´duite
de P ri, Primary (cf. lignes 6–8) peut calculer l’ensemble des objets que manipule l’action
abstraite α.
Algorithme 7.4 Primary(S)
1 // S = {σ1(ope), · · ·, σn(ope)}
2 σ ← σ1 ;
3 for i ∈ [2..n] do
4 σ ← σ ∩ σi ;
5 α← σ(ope) ;
6 if c-pre (α) ∩ c-eff−(α) 6= ∅ then
7 Σ← ∅ ;
8 for i ∈ [1..n] do
9 Σ← Σ ∪ (σi \ σ) ;
10 return (α,Σ) ;
11 else return failure ;
7.4.2 Cliques d’actions λ-mutex secondaires
Dans une structure de choix ite´ratif, le traitement spe´cifique doit eˆtre applique´ sur
chaque objet de la meˆme fac¸on. Par exemple, dans le λ-plan de Gripper, les balles b-
1, b-2 et b-3 sont toutes les trois manipule´es par le meˆme traitement PICK(ball, r-a)
≫ MOVE(r-a, r-z) ≫ DROP(ball, r-z). L’action abstraite PICK(ball, r-a) applique´e sur les
objets {b-1, b-2, b-3} a pour effet d’attraper les balles b-1, b-2 et b-3, c’est-a`-dire de produire
les propositions λ-mutex Carry(b-1), Carry(b-2) et Carry(b-3). Ces propositions λ-mutex
sont des pre´conditions pour les actions issues de DROP(ball, r-z) : dans le plan relaˆche´,
les actions DROP(b-1, r-z), DROP(b-2, r-z) et DROP(b-3, r-z) sont λ-mutex secondaires. La
propagation de l’e´tiquetage est telle que l’ensemble des actions DROP ont une e´tiquette de
classe PICK(ball, room). Pour de´couvrir la clique d’actions λ-mutex secondaires lie´e au traite-
ment en construction, LGP compare les classes des e´tiquettes des actions DROP avec l’action
abstraite initiatrice du traitement, PICK(ball, r-a). L’ensemble v-eff+ de PICK(ball, r-a)
contient une abstraction des propositions Carry, le pre´dicat Carry(ball). Ce pre´dicat appar-
tient a` l’ensemble v-eff+ de PICK(ball, r-a), mais doit aussi eˆtre dans l’ensemble v-pre de
6. Il n’y a qu’une seule possibilite´, yellow, dans la de´finition du proble`me.
7. Les couleurs black et white sont deux possibilite´s de´finies par le proble`me.
116 Chapitre 7. Planificateur Lambda-GraphPlan
l’action abstraite de´duite des actions λ-mutex secondaires DROP : LGP reproduit le lien de
causalite´ entre les actions PICK et DROP en ajoutant au traitement l’action abstraite DROP(ball,
r-z). En effet, l’action DROP(ball, r-z) manipule bien la classe d’objets ball, comme l’action
PICK(ball, r-a).
Pour la construction du λ-plan abstrait 8 treat(obj), le traitement a` appliquer a` l’en-
semble des objets, les effets positifs λ-mutex de´rive´s d’un pre´dicat dans v-eff+(treat(obj)) 9
sont directement ou indirectement e´tiquete´s par l’ensemble P ri des actions λ-mutex pri-
maires qui ont initie´es treat(obj). Ainsi, l’ensemble Sec des actions qui ont pour pre´con-
ditions ces effets sont λ-mutex secondaires, e´tiquete´s par les actions de P ri : il y a une
causalite´ entre treat(obj) et l’ensemble des actions de Sec, et l’e´tiquetage indique pour
chaque action de Sec l’objet qu’il manipule vis a` vis de P ri. Les actions λ-mutex secon-
daires sont incluses dans treat(obj) lorsque treat(obj) et les actions de Sec sont lie´s par des
propositions produites et consomme´es. Ainsi, l’action abstraite β de´duite des actions de Sec
est telle que :
v-eff+(treat(obj)) ∩ v-pre (β) 6= ∅
L’action abstraite β manipule les meˆmes objets que treat(obj), et peut eˆtre inte´gre´e a`
treat(obj). Pour Gripper, l’ajout de l’action β = DROP(ball, r-z) dans le traitement
PICK(ball, r-a) ≫ MOVE(r-a, r-z) est justifie´ par le pre´dicat Carry(ball). Une autre fa-
c¸on d’exprimer cela est de dire qu’une action abstraite de´duite d’une clique secondaire doit
eˆtre incluse dans le λ-plan qui contient l’action produisant les propositions sources de cette
clique. Le robot ne peut pas poser deux balles simultane´ment parce qu’il ne peut pas les
attraper simultane´ment. Cette causalite´ provient du fait que les premie`res actions font que
des balles sont attrape´es par le robot, proprie´te´ utilise´e par les actions suivantes comme
pre´conditions.
Les deux parties suivantes s’inte´ressent a` la de´tection des cliques secondaires selon le
nombre d’actions qui sont de´rive´es d’un meˆme ope´rateur et qui sont e´tiquete´es d’une meˆme
e´tiquette :
1. la premie`re, dite « un pour un », s’inte´resse au cas rencontre´ dans Gripper avec les
actions DROP : pour chaque objet manipule´ par treat(obj), il correspond une seule
action de´rive´e d’un ope´rateur donne´ (ici DROP) qui soit e´tiquete´e par cet objet ;
2. le second cas, dit « un pour n », est rencontre´ notamment dans le pattern d’actions
qui provoque des structures imbrique´es : pour chaque objet manipule´ par treat(obj),
il correspond un ensemble d’au moins deux actions de´rive´es d’un ope´rateur donne´ qui
soit e´tiquete´e par cet objet.
Dans les deux cas, il faut commencer par connaˆıtre les ensembles d’actions dont l’e´tiquetage
correspond a` la structure de choix ite´ratif en cours de construction. Comme indique´, pour
chaque ensemble, les actions doivent eˆtre de´rive´es d’un meˆme ope´rateur. En effet, nous
voulons toujours manipuler les objets de fac¸on identique par la construction d’un traitement
spe´cifique commun a` tous les objets. Nous notons Sec l’ensemble des actions dont l’e´tiquette
est de la classe attendue par treat(obj), c’est-a`-dire de la classe de la clique primaire qui
a initie´e treat(obj). Nous notons Secope l’ensemble des actions de S
ec qui sont de´rive´es de
l’ope´rateur ope. Avec Σ = {σ1, · · ·, σn} l’ensemble des objets manipule´s par treat(obj), nous
notons Secope[i] l’ensemble des actions de S
ec
ope qui sont e´tiquete´es par l’objet σi de Σ.
8. Pour rappel, un λ-plan abstrait contient des actions abstraites, pas totalement instancie´es (cf. para-
graphe 6.5.1 page 85).
9. Pour rappel, v-eff+ est l’ensemble des effets positifs abstraits du λ-plan conside´re´.
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De´tection d’une clique secondaire « un pour un »
Pour l’exemple Gripper, les ensembles Sec
DROP
[i] ne contiennent qu’une seule action. En
effet, Sec
DROP
= {DROP(b-1, r-a), DROP(b-2, r-a), DROP(b-3, r-a)} et :
– Sec
DROP
[b-1] = {DROP(b-1, r-a)} ;
– Sec
DROP
[b-2] = {DROP(b-2, r-a)} ;
– Sec
DROP
[b-3] = {DROP(b-3, r-a)}.
Aussi, les actions de Sec
DROP
forment une clique selon les relations λ-mutex. En effet, e´tant
e´tiquete´e secondaire, cela signifie qu’elles ont des pre´conditions produites par une clique
d’actions λ-mutex, ce qui les rend λ-mutex. Il correspond par exemple pour chaque action
de P ri
PICK
un effet dans {Carry(b-1), Carry(b-2), Carry(b-3)} qui est une pre´condition pour
une action de Sec
DROP
. C’est cette correspondance, mate´rialise´e par les e´tiquettes, qui garantit
que ce sont les actions PICK qui rendent les actions DROP λ-mutex secondaires, a` travers les
propositions Carry.
Soit un ensemble Secope pour lequel a` chaque objet σi manipule´ par treat(obj) correspond
une unique action dans Secope[i] e´tiquete´e par l’objet. Pour chaque action bi de S
ec
ope, il existe
une action βi telle que bi = σi(βi) avec σi l’objet manipule´ : l’action βi est une action
abstraite dont est de´rive´e bi, et βi manipule les meˆmes variables que treat(obj). Dans
Gripper, les bi sont les actions de S
ec
DROP
[i], e´tiquete´es de la classe de sources primaires
Pick(ball, room) et respectivement des objets {(ball\b-1, room\r-a), (ball\b-2, room\r-a),
(ballb-3\, roomr-a\)}, les σi. Dans cet exemple, pour chaque action bi est calcule´e une
action abstraite βi qui est Drop(ball, r-z).
De´duction des objets manipule´s
Par de´finition, les βi de´duites des actions bi ∈ S
ec
ope sont de´rive´es d’un meˆme ope´rateur
et manipulent les meˆmes variables. En revanche, nous ne pouvons pas en de´duire qu’elles
sont e´gales. Conside´rons que les actions DROP de l’exemple pre´ce´dent utilisent finalement les
couleurs black, gray et white des balles b-1, b-2 et b-3 pour les distinguer. Les actions bi
sont alors :
– {Drop(b-1, black, r-a), Drop(b-2, gray, r-a), Drop(b-3, white, r-z)}.
A` partir de ces bi et des objets σi utilise´s pre´ce´demment, les βi deviennent :
– {Drop(ball, black, r-a), Drop(ball, gray, r-a), Drop(ball, white, r-z)}.
Dans cet exemple, les βi sont diffe´rents. Une repre´sentation commune a` toutes les actions
bi est dans ce cas l’action abstraite Drop(ball, color, r-z). Ainsi, il est possible que les
objets manipule´s par treat(obj) n’aient pas encore e´te´ totalement de´finis : le calcul des βi
pre´cise une dimension des objets, c’est-a`-dire e´tend la classe dont sont de´rive´es les objets
(cf. paragraphe 6.5.1). Dans notre cas, la dimension color des objets n’est pas re´ve´le´e par
les actions PICK mais par les actions DROP.
L’ensemble des objets manipule´s par treat(obj) est recalcule´ a` partir de Secope par la
de´couverte d’une ge´ne´ralisation β des actions βi. L’ensemble d’actions λ-mutex secondaire
Secope est {b1, · · ·, bn}, l’ensemble des objets manipule´s par treat(obj) est {σ1, · · ·, σn} tel
que l’action bi est e´tiquete´ par l’objet σi, et la substitution σ
′
i est telle que σi ⊆ σ
′
i et
∀i ∈ [1..n], bi = σ
′
i(ope) = σi(βi). Avec l’exemple des balles colore´es, la substitution σ
′
1 pour
la balle b-1 est (ball\b-1, color\black, room\r-z). Alors :
β = σ′(ope) avec σ′ =
n⋂
i=1
σ′i est la ge´ne´ralisation des βi
L’ensemble des substitution σ′i permettent de calculer l’action β = Drop(ball, color, r-a).
Le nouvel ensemble Σ′ des objets manipule´s par treat(obj) est compose´ de toutes les sub-
stitutions de Σ auxquelles les nouvelles dimensions de l’objet conside´re´ sont rajoute´es :
Σ′ = {· · ·, σi ∪ (σ
′
i \ σ
′), · · ·} avec σi, σ
′
i et σ
′ les substitutions de´finies ci-avant
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Le nouvel ensemble des objets est Σ′ = {(ball\b-1, color\black), (ball\b-2, color\gray),
(ball\b-3, color\white)}. Nous notons Merge la procedure qui permet de calculer les nou-
velles dimensions des objets a` partir des deux ensembles (le Σ initial et l’ensemble de´duit
de β).
De´tection de clique secondaire « un pour n »
Pour l’exemple Painter ou` chaque balle doit eˆtre peinte de deux couleurs diffe´rentes,
les actions WASH sur chaque balle b-1, b-2 et b-3 sont λ-mutex primaires. Elles rendent λ-
mutex secondaires les actions PAINT, utilise´es pour peindre chaque balle des deux couleurs
black et white. Les e´tiquettes des actions PAINT ont donc pour classe WASH(ball). L’ensemble
des actions PAINT e´tiquete´es par WASH(ball) est note´ Sec
PAINT
. Lorsque LGP rencontre Sec
PAINT
dans le plan relaˆche´, il est en train de construire le traitement a` appliquer sur chaque balle,
pour l’instant compose´ uniquement de l’action WASH(ball).
Chaque Sec
PAINT
[i] contient deux actions e´tiquete´es par un meˆme objet, chacune cor-
respondant a` une des deux couleurs a` appliquer sur l’objet. En particulier, Sec
PAINT
[b-1] =
{PAINT(b-1, black), PAINT(b-1, white)} car les deux actions PAINT(b-1, black) et PAINT(b-
1, white) sont e´tiquete´es par le meˆme objet (ball\b-1). Dans ce domaine de planification,
il n’est pas possible de colorer simultane´ment une meˆme balle, et les couples des Sec
PAINT
[i]
sont λ-mutex primaires :
PAINT(b-1, white) PAINT(b-1, black) PAINT(b-2, white) PAINT(b-2, black)
λ-mutex primaires λ-mutex primaires
λ-mutex secondaires
Les actions de Sec
PAINT
forment une clique selon les relations λ-mutex primaires et secon-
daires.
Imaginons un domaine de planification dans lequel les actions de Sec
PAINT
[i] ne sont pas
λ-mutex primaires : les balles peuvent eˆtre peintes simultane´ment. Ainsi, seules des relations
λ-mutex secondaires lient les actions de Sec
PAINT
, sans former une clique. Plus pre´cise´ment,
chaque action de Sec
PAINT
[i] est en relation λ-mutex secondaire avec toutes les actions de
chaque Sec
PAINT
[j], avec i 6= j, et aucune relation λ-mutex (primaire ou secondaire) ne lie les
actions d’un meˆme ensemble Sec
PAINT
[i] :
PAINT(b-1, white) PAINT(b-1, black) PAINT(b-2, white) PAINT(b-2, black)
λ-mutex secondaires
Nous traitons ces deux cas dans la suite : avec relations λ-mutex primaires dans Secope[i]
(de telle fac¸on que Secope forme une clique) puis sans relations λ-mutex dans S
ec
ope[i].
Avec clique primaire dans chaque Secope[i]
Si les actions PAINT sont λ-mutex primaires pour une balle donne´e dans la pince, alors
nous nous retrouvons dans le cas d’e´tude des ite´rations imbrique´es : l’ensemble des actions
PAINT forme une clique selon la relation λ-mutex, ou` chaque e´le´ment de Sec
PAINT
[i] est λ-mutex
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secondaire avec tous les e´le´ments des autres sous-ensembles de Sec
PAINT
, et les e´le´ments de
chaque Sec
PAINT
[i] sont λ-mutex primaires entre eux. Dans ce cas, une structure de choix
ite´ratif est construit pour un premier ensemble d’action λ-mutex primaire, Sec
PAINT
[b-1] par
exemple. Sur l’exemple de Gripper, nous obtenons la structure de choix ite´ratif suivante
a` partir des actions λ-mutex primaires {PAINT(b-1, black), PAINT(b-1, white)} :
choose (color) in {(black), (white)}
| PAINT(b-1, color)
| if-iteration CLEAN ≫ WASH(b-1)
A` partir de cette structure de choix ite´ratif, et sachant que les actions PAINT(b-1, color)
sont e´tiquete´es avec (WASH(ball), (ball\b-1)) a` cause de leur pre´condition commune Ready(b-
1), LGP modifie la structure de choix ite´ratif pour la rendre plus abstraite et qu’elle puisse
manipuler l’ensemble des objets de´finis dans treat(obj) :
choose (color) in {(black), (white)}
| PAINT(ball, color)
| if-iteration CLEAN ≫ WASH(ball)
Ensuite, LGP ve´rifie que toutes les actions de´rive´es du traitement de tous les objets mani-
pule´s par treat(obj) se retrouvent bien dans le plan relaˆche´. Par exemple, si la balle b-2 ne
doit pas eˆtre peinte de couleur black, c’est un e´chec de la transformation puisque l’action
PAINT(b-2, black) ne se trouvera pas dans le plan relaˆche´. Sinon, la structure de choix
ite´rative est ajoute´e au λ-plan :
CLEAN ≫ choose (ball) in {(b-1), (b-2), (b-3)}
|
(
WASH(ball)
| ≫ choose (color) in {(black), (white)}
| | PAINT(ball, color)
| | if-iteration CLEAN ≫ WASH(ball)
| if-iteration CLEAN
Sans relation λ-mutex dans chaque Secope[i]
Lorsque les actions PAINT ne sont pas λ-mutex primaires pour une balle donne´e, LGP se
trouve devant un nouveau cas : l’ensemble des actions PAINT ne forme pas de clique. Cela
est possible si chaque balle peut eˆtre peinte de fac¸on simultane´e des deux couleurs. Nous
souhaitons dans ce cas obtenir le λ-plan suivant :
CLEAN ≫ choose (ball) in {(b-1), (b-2), (b-3)}
| WASH(ball)
| ≫
(
PAINT(ball, black) ‖ PAINT(ball, white)
)
| if-iteration CLEAN
LGP de´duit une action abstraite de chaque action bjb-1 ∈ S
ec
PAINT
[b-1] en utilisant l’objet de
l’e´tiquetage : pour bblackb-1 = PAINT(b-1, black), avec l’objet (ball\b-1), LGP de´duit l’action
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βblack = PAINT(ball, black). Ainsi, pour chaque action bj1 ∈ S
ec
ope[1] e´tiquete´e par l’objet
σ1, une action abstraite β
j est telle que bj1 = σ1(β
j). L’ensemble des βj pour Sec
PAINT
[b-1]
est {PAINT(ball, black), PAINT(ball, white)}.
LGP ve´rifie que toutes les actions de Sec
PAINT
sont exactement repre´sente´es par les βj appli-
que´s sur les objets traite´s par la structure de choix ite´ratif. Par exemple, l’action PAINT(b-3,
gray) n’est pas dans l’ensemble des actions obtenues par l’application de PAINT(ball, black)
et PAINT(ball, white) sur chacun des objets {(ball\b-1), (ball\b-2), (ball\b-3)}. Si PAINT(b-
3, gray) est dans Sec
PAINT
, LGP e´choue a` trouver un traitement commun a` tous les objets.
LGP e´choue aussi dans la transformation si, par exemple, l’action PAINT(b-2, black) n’est
pas dans Sec
PAINT
alors qu’elle est de´rive´e de PAINT(ball, black) applique´e sur (ball\b-2).
Autrement dit, pour tous les objets σi ∈ Σ manipule´s par treat(obj) et pour tous les β
j ,
LGP s’assure que ∀iσi(β
j) ∈ Secope. Si c’est le cas, c’est-a`-dire si toutes les actions de S
ec
ope sont
repre´sente´es par l’application des βj sur chacun des objets a` manipuler, alors LGP ajoute
dans treat(obj) les βj en entrelacement.
7.4.3 Support interne
Durant l’extraction du plan relaˆche´, chaque action a est e´tiquete´e par toutes les actions
λ-mutex secondaires dont a supporte les pre´conditions communes : dans Gripper, l’action
MOVE(r-a, r-z) est e´tiquete´e par toutes les actions λ-mutex secondaires DROP car MOVE(r-a,
r-z) a pour effet de de´placer le robot dans la pie`ce r-z, ce qui est une pre´condition pour
chacune des actions DROP. L’action a est alors le support interne d’un traitement treat(obj)
initie´ par l’ensemble P ri d’actions λ-mutex primaires : P ri est responsable de l’e´tiquetage
des actions λ-mutex secondaires. Dans Gripper, les actions PICK sont responsables de
l’e´tiquetage des actions DROP, et l’action MOVE(r-a, r-z) est le support interne du traitement
des balles.
Seules les actions e´tiquete´es avec toutes et seulement les e´tiquettes issues de P ri sont
ajoute´es a` treat(obj) en tant que support interne. Ce processus est appele´ la fermeture
interne de treat(obj).
Lorsque les actions sont e´tiquete´es par une partie seulement des e´tiquettes issues de P ri, un
comportement spe´cifique est a` pre´voir pour au moins l’un des objets concerne´s : les actions λ-
mutex secondaires qui ont provoque´ l’e´tiquetage ne manipulent pas tous les objets manipule´s
par treat(obj). LGP peut de´couvrir uniquement des traitements communs a` tous les objets
manipule´s. Dans Gripper, l’action MOVE(r-a, r-z) est marque´e lors de l’extraction par
toutes les actions DROP du plan relaˆche´, car MOVE(r-a, r-z) supporte la proposition G-at(r-
z), pre´condition des actions DROP(ball, r-z) pour chaque ball. Ainsi, MOVE(r-a, r-z) sera
ajoute´e dans la structure de choix ite´ratif en tant que support interne. En revanche, si l’une
des balles doit eˆtre de´place´e dans une pie`ce r-y, alors l’e´tiquetage de l’action MOVE(r-a,
r-z) n’est plus complet, et cela entrainera un e´chec de la transformation.
Lorsque une action n’est pas e´tiquete´e exclusivement par les e´tiquettes issues de P ri, les
effets de l’action sont attendus par des actions λ-mutex secondaires Secother qui ne de´pendent
pas de P ri. Les actions de Secother appartiennent a` un autre traitement, inte´gre´ a` une autre
structure de choix ite´ratif. Cette situation demande soit de synchroniser les structures de
choix ite´ratif au niveau de cette action partage´e, soit de dupliquer l’action dans chacun des
traitements. LGP ne permet pas la synchronisation entre les structures de choix ite´ratif, et
les conse´quences de la duplication d’une action n’ont pas e´te´ e´tudie´es. Dans Gripper, si le
robot a deux pinces inde´pendantes, permettant deux choix inde´pendants et en entrelacement
dans deux sous-ensembles de balles. Alors nous aurions un λ-plan permettant de choisir d’un
coˆte´ la balle du premier ensemble a` attraper de la premie`re pince, et de l’autre coˆte´ la balle
du second ensemble a` saisir avec l’autre pince. Une fois les deux pinces pleines, le robot
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pourrait se de´placer dans la seconde pie`ce. Cela demande de la synchronisation entre les
structures de choix ite´ratif correspondant a` chaque pince, ce que ne permet pas LGP.
Nous appelons InternalClosing l’algorithme permettant de re´aliser la fermeture in-
terne d’une structure de choix ite´ratif. A` partir du plan relaˆche´ π, de l’action α initiatrice
de treat(obj) et de l’ensemble Σ des objets manipule´s, InternalClosing(π, α,Σ) retourne
en entrelacement les actions permettant la fermeture interne ou une erreur le cas e´che´ant.
7.4.4 Support externe
Dans notre exemple, le λ-plan abstrait treat(obj) permet de de´placer une balle de la pie`ce
de gauche dans celle de droite. L’ensemble des pre´conditions invariables c-pre(treat(obj))
contient la proposition At-g(r-a), ce qui signifie que le robot doit eˆtre dans la pie`ce de gauche
pour attraper l’une des balles. Or, l’un des effets invariables de treat(obj) est de de´placer
le robot dans la pie`ce de droite, autrement dit At-g(r-a) appartient a` c-eff−(treat(obj)),
et At-g(r-z) a` c-eff+(treat(obj)). Cela signifie que treat(obj) ne suffit pas pour cre´er une
structure de choix ite´ratif Struct : LGP calcule alors le support externe de Struct, un λ-plan
reiterate qui permet les ite´rations. Ainsi, Struct inte`grera treat(obj) et reiterate :
Struct← choose obj in Σ (treat(obj) if-iteration reiterate)
Nous de´taillons l’obtention par LGP du λ-plan reiterate.
Notons e l’e´tat sur lequel sera applique´e Struct 10. Notons e′ l’e´tat atteint par l’appli-
cation des effets invariants (c-eff− et c-eff+) de treat(obj) sur e. Si c-eff−(treat(obj)) ∩
c-pre (treat(obj)) 6= ∅ 11, les pre´conditions invariables de treat(obj) ne sont pas ve´rifie´es
dans e′ :
e
treat(obj)
e′
avec e′ ← (e \ c-eff−(treat(obj))) ∪ c-eff+(treat(obj))
et c-pre (treat(obj)) 6⊆ e′
LGP s’assure du bon de´roulement de l’enchaˆınement des ite´rations en proce´dant a` la fer-
meture externe de Struct : il rend possible l’application successive de Struct sur chacun
des objets a` manipuler. Autrement dit, LGP s’assure que l’e´tat e′′ obtenu apre`s l’application
de Struct sur l’un des objets supporte les pre´conditions de l’application de Struct sur un
nouvel objet, et ainsi de suite pour chaque objet a` traiter.
En conse´quence, LGP doit calculer un λ-plan pour supporter les pre´conditions invariables
de treat(obj) : avec notre exemple, c’est un proble`me de planification dans le domaine
Gripper ou`, d’une part c-pre(treat(obj)) est l’objectif de planification, d’autre part e′ =
(e \c-eff−(treat(obj)))∪c-eff+(treat(obj)) est l’e´tat initial. Si ce proble`me de planification
est re´solu par LGP, le λ-plan solution de ce proble`me est reiterate. Avec Struct compose´
de treat(obj) et reiterate, nous avons :
e
treat(obj)
e′
reiterate
e′′
treat(obj)
. . .
Dans Gripper, reiterate est compose´ d’une unique action, MOVE(r-z, r-a). Le λ-plan
reiterate permet d’assurer la bonne exe´cution de chaque action dans Struct. Ainsi, Struct
10. L’e´tat e est atteint par l’application sur l’e´tat initial e0 des couches qui pre´ce`dent treat(obj) (et donc
juste avant α) dans le λ-plan en construction.
11. Il est commun qu’un traitement annule certaines de ses pre´conditions invariables : dans Gripper, le
traitement modifie l’emplacement du robot ce qui annule une pre´condition invairable du traitement des
balles (G-at(r-a)).
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pourra eˆtre exe´cute´e sans proble`me si l’e´tat du monde e′′ a` la fin de l’application de
Struct supporte les pre´conditions invariables de treat(obj) : reiterate permet d’appli-
quer successivement Struct sur tous les objets. Comme indique´ dans la description des
structures de choix ite´ratif (cf. paragraphe 6.5.2 sur les contraintes supple´mentaires de
reiterate), LGP ve´rifie en plus que reiterate est tel que eff+(reiterate) ⊆ c-eff+(treat(obj))
et eff−(reiterate) ⊆ c-eff−(treat(obj)). Dans le cas ou` ce crite`re n’est pas satisfait, un e´chec
est retourne´.
Nous appelons ExternalClosing l’algorithme permettant de re´aliser la fermeture ex-
terne d’une structure de choix ite´ratif. A` partir du λ-plan abstrait treat(obj) et de l’e´tat
e, ExternalClosing(treat(obj), e) retourne le λ-plan permettant la fermeture externe, ou
une erreur le cas e´che´ant.
7.4.5 Algorithme de transformation
L’algorithme 7.5 de´crit la transformation d’un plan relaˆche´ π obtenu par l’e´tape d’ex-
traction et dont les actions sont e´tiquete´es conforme´ment aux causalite´s observe´es durant
l’extension du graphe de planification ou de´couvertes durant l’extraction.
Algorithme 7.5 Transform(π, state)
1 Π← ǫ // Π will be the flexible plan, composed by sequence of flexible plans
2 foreach layer ∈ π do
3 Λ← ǫ // Λ is the flexible plan for the current layer
4 foreach set of actions that are
5 involved in a primary λ-mutex relation of a certain class do
6 if ∃ action ∈ set that is already marked in layer then return failure ;
7 (α,Σ)← Primary(set) // algorithme 7.4 page 115 : α is the abstract
action for the set, and Σ the manipulated objects
8 Struct← IterateChoose(α,Σ, π, state) // algorithme 7.6 page 124 :
Struct the iterative-choose structure that begins with α
9 Λ← Λ ‖ Struct // check the dependency and the applicability
10 foreach action that is
11 not marked ∈ layer and
12 not involved in λ-mutex relation do
13 Λ← Λ ‖ action;
14 mark in π the action as already added;
15 if ∃ action that is not marked in layer then
16 return failure ;
17 Π← Π≫ (Λ) ;
18 state← (state \ eff−(Λ)) ∪ eff+(Λ)
19 return Π ;
Une fois π extrait de G, la transformation de π se fait de fac¸on se´quentielle, et parcou-
rant couche apre`s couche le plan relaˆche´ extrait par λExtract (cf. algorithme 7.2). Ainsi,
l’algorithme de transformation parcourt chaque couche de π en s’assurant que toutes les
actions de chaque couche ont bien e´te´ traite´es. Pour cela, chaque action ajoute´e dans le
λ-plan en construction sera marque´e (cf. algorithme 7.5 ligne 14 et algorithme 7.6 lignes 2
et 28).
La premie`re e´tape de transformation (cf. algorithme 7.5 ligne 1) est la cre´ation d’un
λ-plan vide, qui pas a` pas sera enrichi des couches successives du plan transforme´. Pour
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chaque couche de π (cf. algorithme 7.5 ligne 2), LGP fait correspondre l’entrelacement d’un
ensemble d’actions et de structure de choix ite´ratif : cela traduit la se´mantique des actions
appartenant a` une meˆme couche du plan extrait. Le plan solution est donc compose´ d’une
se´quence (cf. ligne 17 de l’algorithme 7.5) de plans Λi (cf. lignes 2—3 de l’algorithme 7.5).
Pour chaque couche i, le plan Λi compose en entrelacement les structures ite´ratives ini-
tie´es dans cette couche et les actions sans e´tiquettes (cf. lignes 10—14). Pour chaque clique
primaire d’actions dans la couche i, LGP construit une nouvelle structure de choix ite´ratif
Struct, et de´couvre par la meˆme occasion l’ensemble des objets manipule´s par Struct (cf.
algorithme 7.5 lignes 4–9). L’appel a` algorithme 7.6 page suivante s’occupe spe´cifiquement
de la construction de Struct a` partir de la de´couverte d’une clique primaire et d’un ensemble
d’objets a` manipuler (cf. algorithme 7.5 ligne 8). LGP inte`gre au traitement treat(obj) de
Struct les actions repre´sentant les ensembles d’actions λ-mutex secondaires qui y sont lie´es :
LGP cherche dans les couches suivantes du plan relaˆche´ ces ensembles d’actions (cf. algo-
rithme 7.6 lignes 3–26). Une fois le traitement spe´cifique e´labore´, LGP construit le λ-plan
reiterate permettant les ite´rations successives (cf. algorithme 7.6 ligne 31), pour pouvoir
finalement construire la structure finale (cf. algorithme 7.6 ligne 32).
Le paragraphe suivant de´taille chacune de ces e´tapes avec une unique structure de choix
ite´ratif, sans perte de ge´ne´ralite´. Deux paragraphes (a` partir de la page 127) pre´sentent les
cas de structures imbrique´es et de structures se´quentielles.
Condition d’initialisation d’un traitement spe´cifique
Pour une action a d’une couche i donne´e dans le plan π, LGP calcule l’ensemble des
actions en relation λ-mutex primaire avec a. Il suffit pour cela de parcourir l’ensemble
des actions a′ de la couche i de π, et de ve´rifier que (a, a′) ∈ λAi (cf. lignes 4 et 5 de
l’algorithme 7.5). Si au moins une action de cet ensemble est marque´e, LGP retourne une
erreur (cf. ligne 6 de l’algorithme 7.5). Cela arrive lorsque des ensembles d’actions λ-mutex
primaires ne sont pas disjoints :
πi α1 α2 ne peut pas eˆtre transforme´
Pour chacun de ces ensembles αi disjoints une structure de choix ite´ratif est construite (cf.
lignes 7–9). Cette construction implique en premier lieu la de´couverte de l’action repre´sen-
tant l’ensemble des actions λ-mutex primaires ainsi que l’ensemble des objets a` manipuler
(cf. ligne 7 de l’algorithme 7.5), mais surtout la de´couverte dans le plan de la totalite´ du
traitement spe´cifique a` appliquer a` ces objets ainsi que reiterate. Cela signifie un parcours
des couches suivantes a` la recherche des actions a` inte´grer a` la structure, ce qui est re´alise´
par l’algorithme 7.6, appele´ a` la ligne 8 de l’algorithme 7.5. Cette construction sera de´taille´e
dans le paragraphe suivant. Une fois la structure construite, elle est ajoute´e en entrelace-
ment dans le plan (cf. algorithme 7.5 ligne 9), en ayant ve´rifie´ que toutes les actions qui
la composent sont bien inde´pendantes de toutes les actions composant la couche, sans quoi
un e´chec est retourne´. Une fois tous les ensembles αi traite´s (ce qui implique la possible
cre´ation de structures de choix ite´ratif en entrelacement), alors les actions qui ne sont pas
marque´es dans la couche sont traite´es.
Toutes les actions de cette couche i qui ne sont pas de´ja` marque´es et qui ne sont pas
λ-mutex avec une autre action sont marque´es et ajoute´es en entrelacement dans le plan Λi
de la couche. Cela correspond aux lignes 10 a` 14 de l’algorithme 7.5.
S’il ne reste dans la couche que des actions marque´es, la couche suivante peut eˆtre traite´e
apre`s avoir ajoute´ le λ-plan Λi au λ-plan solution (cf. algorithme 7.5 ligne 17). Mais dans
le cas ou` des actions de la couche en cours ne sont pas marque´es (cf. lignes 15–16), alors
124 Chapitre 7. Planificateur Lambda-GraphPlan
Algorithme 7.6 IterateChoose(α,Σ, π, state)
1 treat← α ‖ InternalClosing(π, α,Σ) // treat is the specific treatment that
begins with α interleaved with all actions as internal closing for further
secondary λ-mutex actions (cf. section 7.4.3 page 120).
2 mark in π all the actions of treat as already added;
3 foreach layer ∈ π after the α’s layer do
4 Λtreat ← ǫ // the layer under construction begins empty.
5 foreach set of actions that are derived from a certain operator and
6 are not marked ∈ layer and
7 are labelled by α do
8 if the set doesn’t contain primary λ-mutex relations then
9 (β,Ξ)← Secondary(set) // β is secondary due to treat; Ξ is the set
of object manipulated by β. The result depends on cases between
‘one for one’ or ‘one for n’ labels.
10 Σ← Merge(Σ,Ξ) // the update of the objects’ dimensions: Σ is the
set of objects manipulated by β and by the other actions in treat
11 Λtreat ← Λtreat ‖ β ;
12 else if the set is a ‘sequential iterations’ pattern then
13 // the set will initiate another iterative-choice, and this one must
be closed at this layer
14 break ;
15 else if the set is a ‘nested iterations’ pattern then
16 // the set is primary for other objects: we must find nested
iterative-choice structure
17 subset← the first subset of set that is a clique under primary λ-mutex
relations for a given object ∈ Σ ;
18 (α′,Σ′)← Primary(subset) // algorithme 7.4 page 115 : α′ is the
primary action for the set, and Σ′ the manipulated objects
19 newStructobject ← IterateChoose(α
′,Σ′, π, state) // the newStructobject
is the iterate-choose structure that only manipulates the objects
of Σ′ for the object ∈ Σ
20 newStruct← the iterate-choose structure that manipulates the objects of
Σ′ for each object in Σ, deduced from newStructobject;
21 foreach object ∈ Σ do
22 if ∃a ∈ newStruct(object) | a 6∈ π then
23 // an action of newStruct(object) is not in the initial plan
24 return failure ;
25 Λtreat ← Λtreat ‖ newStruct // newStruct is nested in treat
26 else return failure ;
27 Λtreat ← Λtreat ‖ InternalClosing(π, α,Σ) // the layer integrates all the
actions without λ-mutex relation in layer but that are labelled by treat.
These actions are interleaved in Λtreat (cf. section 7.4.3 page 120).
28 mark in π all the actions of Λtreat as already added;
29 treat← treat≫ Λtreat ;
30 state← (state \ eff−(Λtreat)) ∪ eff
+(Λtreat)
31 reiterate← ExternalClosing(treat, state) // reiterate support the precondition
of treat for each iteration (cf. section 7.4.4 page 121).
32 return (choose obj ∈ Σ (treat) if-iterate (reiterate)) // the iterative-choice
structure composed by treat and reiterate that manipulates the objets of Σ
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un e´chec est retourne´. En effet, cela signifie que soit des actions λ-mutex primaires n’ont
pas e´te´ traite´es (ce qui de´note un proble`me lie´ a` la recherche des cliques primaires), soit des
actions λ-mutex secondaires appartiennent a` la couche et n’ont pas e´te´ traite´es a` partir de
couches pre´ce´dentes (ce qui est normalement le roˆle de l’algorithme 7.6 de construction des
structures de choix ite´ratif). Le paragraphe suivant de´taille cet algorithme.
L’ensemble des actions {σ1(ope), · · ·, σn(ope)} a` inte´grer dans une structure de choix
ite´ratif est repre´sente´ par une action α telle que α = σ(ope) avec σ =
⋂n
i=1 σi et par un
ensemble d’objets Σ = {σ1 \ σ, · · ·, σn \ σ}. Les actions {σ1(ope), · · ·, σn(ope)} ne peuvent
pas eˆtre de´clenche´es en entrelacement comme le sugge`re le plan relaˆche´, donc α initiera
un choix ite´ratif sur les objets manipule´s (cf. ligne 8 de l’algorithme 7.5 et ligne 1 de
l’algorithme 7.6). Ainsi, une nouvelle structure de choix ite´ratif est cre´e´e pour chaque en-
semble d’actions λ-mutex primaires. La structure de choix ite´ratif est construite e´tape par
e´tape. Premie`rement, un λ-plan se´quentiel treat(obj) est cre´e´ avec α pour premie`re action :
treat(obj) sera le traitement spe´cifique a` appliquer aux objets. Le roˆle de l’algorithme 7.6
est principalement de parcourir la suite de π a` la recherche des ensembles d’actions λ-mutex
secondaires a` inte´grer a` treat(obj).
Respect de la causalite´ dans le traitement spe´cifique
De´couvrir les actions λ-mutex secondaires a` ajouter a` treat(obj) est triviale graˆce a`
l’utilisation de l’e´tiquetage. Une fois l’ensemble des actions λ-mutex secondaires de´couvert,
leur abstraction β est calcule´e et ajoute´e au plan abstrait treat(obj). Cela correspond aux
lignes 5–7 de l’algorithme 7.6. LGP s’assure que les pre´conditions de l’action β sont soutenues
en « interne » : le support interne est ajoute´e durant le parcours des couches de π (cf.
InternalClosing lignes 1 et 27). Si la fermeture interne n’est pas faite, une erreur est
retourne´e. Cela peut arriver si les actions qui permettaient d’effectuer ce support interne ont
e´te´ utilise´es pour une autre structure ite´rative, alors que la synchronisation entre structures
n’est pas traite´e par LGP. Par la figure suivante, nous illustrons deux comportements de LGP
(avec ai le support interne de β1, et α la source primaire des relations λ-mutex dans β1 et
β2) :
πi
πj
αai
β1 β2
est transforme´ en : (ai ‖ α)≫ (β1 ‖ β2)
Le premier concerne la fermeture interne calcule´e a` la ligne 1 de l’algorithme 7.6 : l’action ai
est dans la couche de α dans π, et elle soutient les pre´conditions invariables de β1. L’action
ai est ajoute´e a` treat(obj) en entrelacement avec α comme support interne (pour β1). Le
deuxie`me comportement est lie´ a` l’entrelacement de diffe´rentes actions β dans une meˆme
couche de treat(obj) (cf. ligne 11) : dans l’exemple, les actions abstraites β1 et β2 sont issues
d’une meˆme couche de π, et sont donc ajoute´es en entrelacement dans treat(obj).
Si toutes les couches du plan relaˆche´ ont e´te´ parcourues, et que toutes les actions λ-mutex
secondaires lie´es a` treat(obj) ont e´te´ ajoute´es correctement, alors la fermeture externe de
treat(obj) peut eˆtre calcule´e. Comme c’est un nouveau proble`me de planification, il peut ne
pas y avoir de solution, et une erreur est retourne´e dans ce cas. Sinon, le λ-plan reiterate
obtenu permet l’enchaˆınement des ite´rations.
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Cre´ation de la structure de choix ite´ratif
Lorsque LGP re´ussit a` trouver reiterate pour la fermeture externe de treat(obj), une
structure de choix ite´ratif est construite avec treat(obj) et reiterate pour traiter les objets
de Σ (cf. ligne 32 de l’algorithme 7.6). Pour le dernier objet traite´ dans chaque structure
de boucle, reiterate ne doit pas eˆtre exe´cute´e. En effet, le plan relaˆche´ a e´te´ extrait en
conside´rant l’application d’un unique objet : les applications sur les autres objets sont λ-
mutex. Ainsi, l’e´tat attendu apre`s l’application de la structure de choix ite´ratif est le re´sultat
de l’application de treat(obj) sans reiterate. Dans Gripper, le plan retourne´ est donc le
suivant :
MOVE(r-z, r-a) (1)
choose (ball) in {(b-1), (b-2), (b-3)} (2)
|
(
PICK(ball, r-a) (3) ⌉
| ≫ MOVE(r-a, r-z) (4) treat(obj)
| ≫ DROP(ball, r-z)
)
(5) ⌋
| if-iteration MOVE(r-z, r-a) (6) reiterate
Pour rappel, les lignes 2 a` 6 forment la structure de choix ite´ratif, compose´e du plan
abstrait treat(obj) des lignes 3 a` 5 et du plan reiterate de la ligne 6. La ligne 4 a permis
le support interne et la ligne 6 a permis le support externe (a` ne pas exe´cuter a` la dernie`re
ite´ration, pour eˆtre dans l’e´tat attendu par les actions suivantes s’il y en a). Si LGP re´ussit
la fermeture de toutes les structures de choix ite´ratif et que la dernie`re couche de π a e´te´
atteinte en ajoutant au λ-plan toutes les actions du plan relaˆche´, alors c’est un succe`s et le
λ-plan est retourne´ comme solution.
Nous avons de´roule´ l’algorithme dans le cas de structure ite´rative simple, permettant
des structures ite´ratives en entrelacement et en se´quence. Dans les paragraphes suivants,
nous allons de´velopper l’algorithme dans le cas ou` les structures ite´ratives sont imbrique´es
ou dans un cas spe´cial de structures ite´ratives successives manipulant le meˆme ensemble
d’objets. Ces cas se rencontrent durant la construction d’un traitement pour un ensemble
d’objets.
Nous avons de´fini la construction d’une structure ite´rative lorsque un ensemble d’actions
est une clique uniquement selon des relations λ-mutex primaires ou uniquement selon des
relations λ-mutex secondaire. Lorsque un ensemble d’actions forme une clique selon un
ensemble R de relations λ-mutex de natures diffe´rentes, trois cas peuvent eˆtre distingue´s
selon l’ensemble des relations λ-mutex primaires Rp et l’ensemble des relations secondaires
Rs :
1. le premier cas correspond a` un traitement a` appliquer ite´rativement, pour chaque
objet : une nouvelle structure doit eˆtre imbrique´e a` la structure en construction (cf.
lignes 15 et 16 de l’algorithme 7.6). L’ensemble des actions forme une clique selon les
relations λ-mutex primaires et secondaires :
∀ (a1, a2) ∈ R,
(
(a1, a2) ∈ Rs ∧ (a1, a2) 6∈ Rp
)
∨
(
(a1, a2) 6∈ Rs ∧ (a1, a2) ∈ Rp
)
2. dans le second cas, un nouveau traitement spe´cifique manipule les meˆmes objets,
et utilise les proprie´te´s des objets modifie´es par la premie`re structure : la nouvelle
structure est successive a` celle en construction (cf. lignes 12 et 13 de l’algorithme 7.6).
L’ensemble des actions forme une clique selon les relations λ-mutex secondaires, ainsi
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qu’une clique selon les relations λ-mutex primaires :
∀ (a1, a2) ∈ R, (a1, a2) ∈ Rp ∧ (a1, a2) ∈ Rs
3. les autres cas possibles ne sont pas conside´re´s comme exploitables, car nous n’avons
pas trouve´ de se´mantique a` y rattacher.
LGP fait le choix de cre´er une nouvelle structure pour chaque clique primaire.
Structures de choix ite´ratif imbrique´es
Le cas 1 apparait lorsque un traitement treat(obj) est applique´ a` un ensemble d’objets
d’une certaine classe, et qu’un nouveau traitement treat′ concerne une nouvelle classe d’ob-
jets spe´cialisant la premie`re (ces objets incluent les objets initiaux). C’est le cas lorsque
pour chaque balle de Painter, l’objectif est d’appliquer un certain nombre de couleurs a`
chaque balle. La nouvelle classe d’objets implique les balles, mais spe´cialise cette classe avec
une dimension de couleur.
Le cas des structures imbrique´es est traite´ par les lignes 15 a` 25 de l’algorithme 7.6. En
effet, c’est durant la construction d’une structure de choix ite´ratif pour un ensemble d’ob-
jets que LGP de´couvre qu’une nouvelle structure doit eˆtre initie´e. Cela a e´te´ de´crit au para-
graphe 7.4.2 page 118. LGP construit une nouvelle structure de choix ite´ratif newStructobject
pour la premie`re clique d’actions λ-mutex primaires (cf. lignes 17 et 19 de l’algorithme 7.6) :
newStructobject manipule un objet en particulier. LGP transforme newStructobject en une
structure de choix ite´ratif qui manipule tous les objets de Σ (cf. lignes 20), newStruct.
LGP ve´rifie que toutes les actions de´duites de l’application des objets sur newStruct ap-
partiennent au plan relaˆche´ (cf. lignes 21–24). En cas de succe`s, newStruct est ajoute´e
a` la couche en construction, et devient alors imbrique´e dans treat(obj) (cf. ligne 27 de
l’algorithme 7.6).
Structures de choix ite´ratif successives pour un nouvel ordre de traitement
Le cas 2 apparait lorsque un traitement est applique´ a` un ensemble d’objets, ce qui
rend les proprie´te´s de cet ensemble d’objets λ-mutex secondaires, et que des actions qui
manipulent ces meˆmes objets ou une partie de ces objets sont λ-mutex primaires. Ces ac-
tions λ-mutex primaires initient une nouvelle structure de choix ite´ratif pour un nouveau
traitement des objets concerne´s 12, se´quentielle a` la premie`re structure, ce qui permet de
diffe´rencier l’ordre de traitement des objets. Ce cas la` est traite´ aux lignes 12–14 de l’algo-
rithme 7.6.
7.5 Discussion
Le paragraphe 7.5.1 aborde quelques limitations de l’exploitation par LGP des informa-
tions issues de G, le paragraphe 7.5.2 concerne les limitations du processus de transforma-
tion.
7.5.1 Informations issues du graphe de planification
Extension du graphe de planification
Mis a` part la cre´ation de relations λ-mutex et l’e´tiquetage des actions d’inte´reˆt, il n’y a
pas de diffe´rence entre GP et LGP pour l’extension du graphe de planification G. Notamment,
une action est ajoute´e a` la couche Ai si et seulement si ses pre´conditions ne sont pas mutex
dans la couche Pi−1. Par exemple, conside´rons l’action permettant de ranger une balle
12. Rien n’empeˆche d’inte´grer des objets qui ne font pas partie de l’ensemble des objets sous relation
λ-mutex secondaire, ou au contraire de ne traiter qu’un sous ensemble des objets
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uniquement si cette balle a e´te´ peinte de deux couleurs diffe´rentes. Lorsque les actions
pour peindre une balle donne´e de deux couleurs diffe´rentes sont λ-mutex dans Ai−1, les
propositions qui indiquent que la balle est peinte des deux couleurs sont λ-mutex dans
Pi−1. L’action de ranger la balle n’apparait alors pas dans Ai. La relaxation des relations
mutex ne devrait pas s’appliquer uniquement a` l’extraction du graphe : on pourrait aussi
relaˆcher les contraintes λ-mutex a` la construction du graphe, les pre´conditions d’une action
ajoute´e a` Ai pouvant eˆtre λ-mutex dans Pi−1.
Extraction du plan relaˆche´
Conside´rons un domaine de planification Gripper e´tendu, ou` les balles, en plus d’eˆtre
transporte´es dans une autre pie`ce, doivent eˆtre peintes de diffe´rentes couleurs. L’objectif de
planification est donc compose´ d’une part de la position des balles dans la pie`ce voisine, et
d’autre part de la coloration des balles. Le plan flexible attendu sera de la forme suivante :
choose (ball) in {(b-1), (b-2), (b-3)}
| PICK(ball, r-a)
| ≫ MOVE(r-a, r-z) ‖ choose (color) in {(black), (white)}
| | PAINT(ball, color)
| | if-iteration WASH(ball)
| ≫ DROP(ball, r-z)
| if-iteration MOVE(r-z, r-a)
Dans le graphe de planification correspondant (cf. figure 7.11), les deux parts de l’objectif
forment deux cliques selon les relations λ-mutex. En effet, les propositions At(r-z, b-1),
At(r-z, b-2) et At(r-z, b-3) sont λ-mutex dans P3 du fait des actions DROP(b-1, r-z),
DROP(b-2, r-z) et DROP(b-3, r-z). Il en est de meˆme pour toutes les propositions Colored
du fait des actions PAINT applique´e sur chaque balle et chaque couleur. Mais ces cliques
sont en partie mutex entre elles (par exemple, une balle positionne´e dans r-z est mutex
avec une autre balle peinte en black et white). Par exemple, dans A3, les actions DROP(b-2,
r-z) et DROP(b-3, r-z) sont mutex avec les actions PAINT(b-1, black) et PAINT(b-1, white)
(ainsi qu’avec les actions virtuelles NOOP-Colored applique´es sur b-1 pour chaque couleur),
car leurs pre´conditions respectives Carry et Colored sont mutex dans P2 ; le raisonnement
est le meˆme en remontant dans A2 pour les actions PICK (et NOOP-Carry) applique´es sur
b-2 et b-3 avec les actions PAINT applique´es sur b-1 qui rendent ces pre´conditions mutex :
les relations mutex entre les actions PICK (et NOOP-Carry) et PAINT sont issues des relations
λ-mutex entre les propositions Carry de P1. L’extraction ne pourra donc pas de´buter, alors
que les deux cliques secondaires ont une meˆme source primaire (les actions PICK).
La relaxation des relations mutex pourrait eˆtre plus grande que dans LGP, en conside´rant
non plus les relations elles-meˆmes, mais directement les e´tiquettes associe´es aux propositions
et aux actions. Dans ce cas, les e´le´ments du graphe, propositions ou actions, qui ne peuvent
pas eˆtre se´lectionne´s ensemble dans une meˆme couche deviennent les e´le´ments qui sont
mutex et qui n’ont pas d’e´tiquette de meˆme classe. Cela inclut toutes les relations λ-mutex,
et rajoute en plus des e´le´ments qui ne peuvent pas eˆtre λ-mutex par de´finition de ces
relations.
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Figure 7.11 – Graphe de planification pour le proble`me consistant a` obtenir les trois balles
b-1, b-2 et b-3 dans l’emplacement r-z et chacune des balles peintes des couleurs black et
white. Seule la coloration de la balle b-1 est repre´sente´e dans cette figure. Les propositions
encadre´es en clair et en fonce´ forment se´pare´ment des cliques selon la relation λ-mutex.
Les relations mutex entre propositions sont repre´sente´es par un trait les reliant. Les actions
entoure´es sont des sources primaires de relations λ-mutex.
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7.5.2 Processus de transformation
Recherche de clique primaire
Les actions qui nous inte´ressent pour apporter la flexibilite´ recherche´e sont toutes λ-
mutex entre elles. Autrement dit, elles forment des cliques selon la relation λ-mutex. Pour
un ensemble d’actions C, nous avons par de´finition d’une clique :
∀ (ai, aj) ∈ C × C, ai 6= aj ⇒ (ai, aj) ∈ λAk
par la de´finition des actions ai et aj , soit l’ope´rateur ope et les substitutions σi et σj :
∀ (σi(ope), σj(ope)) ∈ C × C, σi 6= σj ⇒ (σi(ope), σj(ope)) ∈ λAk
par de´finition des relations λ-mutex primaires, soit la substitution σ :
∀ (σi(ope), σj(ope)) ∈ C × C, σi 6= σj , σ = σi ∩ σj ⇒pre (σ(ope)) ∩ eff
−(σ(ope)) 6= ∅
Or, nous simplifions dans notre approche la condition d’obtention d’une clique d’actions
{a1, · · ·, an} selon la relation λ-mutex primaire, avec ∀i ∈ [1..n], ai = σi(ope) :
σ =
n⋂
i=1
σi ⇒ pre (σ(ope)) ∩ eff
−(σ(ope)) 6= ∅
Cette simplification ne prend pas en compte toutes les cliques possibles : notre condition
implique la condition ge´ne´rale d’obtention d’une clique, mais l’inverse n’est pas vrai. Par
exemple, conside´rons l’ope´rateur OPE(x, y, z) avec pour pre´conditions et effets ne´gatifs :
– pre (OPE) = {p(x), q(y), r(z)} ;
– eff−(OPE) = {p(x), q(y), r(z)}.
Soient les actions abstraites αX(x, c, c), αY (c, y, c) et αZ(c, c, z) de´rive´es de OPE,
avec c une constante de C . Ces actions abstraites sont trois classes de sources primaires.
Mais en plus, toutes les actions de´rive´es de αX , de αY et αZ sont λ-mutex entre elles et
forment une clique, car αX , de αY et αZ sont elles-meˆmes en relation λ-mutex. Dans ce cas
pre´cis, la repre´sentation commune entre ces actions est OPE, et la seule structure qui permette
d’exe´cuter toutes ces actions demande de conside´rer des triplets comme objets manipule´s (de
classe (x, y, z)). Comme ce type de clique nous semble complexe a` de´tecter, nous limitons
les cliques forme´es par une seule « classe » de sources primaires de´duite de l’ope´rateur
conside´re´, c’est-a`-dire les ensembles d’actions ayant des relations λ-mutex de´rive´es d’une
seule et unique classe. Ainsi, lors de l’extraction d’un plan relaˆche´ π compose´ d’actions
formant de telles cliques, LGP e´choue sur la condition simplifie´e d’obtention d’une clique et
ne transforme pas π en λ-plan.
Fermeture externe
LGP e´vite d’annuler des effets attendus du traitement treat(obj) en interdisant au sup-
port externe reiterate de manipuler les proprie´te´s des objets traite´s par la structure de
choix ite´ratif. Or, dans certaines situations, le fait de modifier des effets du traitement est
souhaitable. Par exemple, en reprenant le domaine de planification Gripper e´tendu avec
pour seul objectif de peindre les balles, le plan flexible solution est :
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choose (ball) in {(b-1), (b-2), (b-3)}
| PICK(ball, r-a)
| ≫ choose (color) in {(black), (white)}
| | PAINT(ball, color)
| | if-iteration WASH(ball)
| if-iteration DROP(ball, r-a)
Ce plan flexible ne´cessite de de´poser chacune des balles apre`s les avoir peintes : l’action
DROP(ball, r-a), reiterate, modifie des proprie´te´s des balles. LGP ne posse`de pas d’e´le´ments
dans le graphe de planification permettant de distinguer les effets ne´cessaires a` la re´solution
de l’objectif des autres. Les travaux sur la syme´trie [FL99] dans les domaines de planification
pourraient apporter quelques e´le´ments de re´ponses : les actions syme´triques pre´sentent
un inte´reˆt e´quivalent pour atteindre l’objectif de planification. Les informations qui sont
de´duites de l’objectif de planification pourraient eˆtre utilise´es dans notre cas pour de´couvrir
les effets des structures de choix ite´ratif ne´cessaires au bon de´roulement du plan flexible.
Transformation du plan relaˆche´
Dans notre approche, l’extraction pre´ce`de la transformation. Ce choix de conception
a ses limites. Notamment, lorsque la transformation e´choue, LGP ne peut pas reprendre
l’extraction pour tenter la transformation sur un autre plan relaˆche´ 13. LGP ne capitalise pas
d’informations 14 sur son e´chec et sur les raisons de cet e´chec durant la transformation. Nous
avons fait le choix d’une unique tentative de transformation du premier plan relaˆche´ extrait
par LGP, suivie par une re´solution de type GraphPlan a` la suite d’un e´chec. N’importe
quel autre algorithme de planification aurait pu prendre la suite de la re´solution. Nous
conside´rons donc que LGP ne trouvera pas de solution flexible de`s son premier e´chec de
transformation.
7.6 Conclusion
LGP est le premier algorithme de planification pour des domaines de planification de´-
terministes permettant d’exprimer la permutation de traitements sur une classe d’objets.
L’ide´e directrice de LGP est l’exploitation de la repre´sentation condense´e des e´tats dans le
graphe de planification, et notamment d’informations supple´mentaires aux relations mu-
tex : les actions λ-mutex primaires sont conside´re´es comme des actions susceptibles d’ini-
tier des structures de choix ite´ratif. Autour de cette ide´e, la mate´rialisation des causalite´s
dans le graphe de planification par l’e´tiquetage des actions et des propositions facilite la
transformation. En effet, l’e´tiquetage permet une de´tection aise´e 15 des cliques d’actions
par l’exploitation des de´finitions des relations λ-mutex primaires et secondaires. En outre,
l’e´tiquetage rend compte des liens de causalite´ entre les actions qui manipulent les meˆmes
objets, et qui forment ainsi un traitement spe´cifique a` ces objets. Enfin, l’e´tiquetage des
actions durant l’extraction du plan relaˆche´ permet, durant la construction du traitement,
13. L’extraction dans LGP est un processus inte´grant des choix non de´terministes (cf. algorithme 7.3
page 110), et plusieurs plans relaˆche´s sont potentiellement extractibles d’un graphe de planification donne´.
14. Nous pourrions imaginer un processus similaire aux tables des nogood de GraphPlan.
15. Les algorithmes Primary (cf. paragraphe 7.4.1) et Secondary (cf. paragraphe 7.4.2) ont une complexite´
line´aire en fonction du nombre d’actions, par l’utilisation des classes des e´tiquettes.
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d’ajouter « couche apre`s couche » la fermeture interne, c’est-a`-dire d’anticiper les attentes
des actions prochainement inte´gre´es au traitement.
Chapitre 8
E´valuation expe´rimentale de
Λ-GraphPlan
Nous nous inspirons des crite`res d’e´valuation [SIZ10] de la planification ge´ne´ralise´e pour
de´finir ceux de la planification flexible. Ainsi, nous proposons de comparer :
– la couverture de la flexibilite´, e´value´e par les ope´rateurs que chaque planificateur utilise
dans ses plans, comme la se´quence, la permutation et l’entrelacement pour LGP, et,
pour un proble`me donne´, par la largeur des plans flexibles compare´e au nombre de
plans solutions 1 du proble`me.
– la complexite´ du calcul du plan flexible, pour comparer les performances des planifi-
cateurs, en temps de calcul.
Nous n’avons pas trouve´ dans la litte´rature de planificateurs flexibles avec lesquels nous
pourrions comparer la couverture de la flexibilite´. Seuls les travaux proposant un moindre
engagement durant la planification, comme la planification partiellement ordonne´e ou GP,
produisent des plans potentiellement flexibles. Mais leur comparaison n’apporterait aucun
cre´dit a` LGP : ces planificateurs n’ont pas e´te´ conc¸us pour eˆtre flexible mais principalement
pour acce´le´rer les temps de calcul. Aucun planificateur de notre connaissance ne propose de
permutation comme nous le faisons avec les structures de choix ite´ratifs dans LGP, et aucun
planificateur classique ne propose d’ope´rateurs de composition plus expressifs que ceux de
LGP.
La plupart des propositions en planification classique s’inte´resse a` de nouvelles heuris-
tiques ou approches permettant d’acce´le´rer le calcul des plans solutions : le crite`re de com-
plexite´ est primordial. Les compe´titions de planification classent re´gulie`rement les concou-
rants selon leurs performances en temps de calcul. En ce qui concerne la planification flexible,
il y a plusieurs fac¸ons de l’interpre´ter. Nous proposons :
– d’une part d’observer le comportement des planificateurs avec des proble`mes de dif-
fe´rentes difficulte´s (par exemple, e´valuer l’e´volution du temps de calcul lorsque le
nombre de balles dans Gripper augmente) ;
– d’autre part de prendre en compte la flexibilite´ des plans calcule´s en rapportant le
temps de calcul pour un proble`me donne´ a` la largeur du plan flexible calcule´, de fac¸on
a` comparer l’e´volution de la flexibilite´ et celle du temps de calcul : nous obtenons
alors un temps « normalise´ ».
Dans ce chapitre, les e´valuations ont deux principaux objectifs. Le premier est d’observer
le comportement de LGP sur un ensemble de proble`mes dont les caracte´ristiques varient (par
exemple le nombre d’objets a` traiter, le nombre d’actions dans le traitement ou le type de
structure de choix ite´ratif). Le second objectif est de comparer les performances de LGP
avec celles de deux planificateurs :
1. La largeur des plans est en ge´ne´ral potentiellement infinie, puisque la plupart des domaines de
planification pre´sentent des cycles : par exemple, le domaine Gripper permet au robot d’effectuer un
nombre infini d’allers et retours dans les diffe´rentes pie`ces. La couverture de la flexibilite´ par un plan
pourrait s’e´valuer vis a` vis d’un plan flexible « e´talon » qui permet d’atteindre l’objectif par l’ensemble
des plans solutions optimaux, c’est-a`-dire les plans solutions qui permettent d’atteindre l’objectif en un
minimum d’actions, ou selon les plans solutions respectant une caracte´ristique a` de´finir.
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– FF [HN01], ge´ne´ralement tre`s performant 2 ;
– GP [BF97] sur lequel est fonde´ LGP 3.
LGP est de´veloppe´ en java 4, et utilise la bibliothe`que pddl4j 5. Il est exe´cute´ sur un Mac-
BookPro 2.6 GHz Intel Core 2 Duo processor, 4 Go of 667 MHz DDR2. L’imple´mentation n’a
pas e´te´ optimise´e 6 : notre pre´occupation fut l’expressivite´ des plans avant la performance
de calcul. Nous proposons une e´valuation des performances de LGP en plusieurs e´tapes :
1. une e´valuation pre´liminaire sur deux exemples e´le´mentaires, uniquement pour exposer
les premie`res caracte´ristiques de LGP ;
2. une e´valuation des performances sur les cas d’e´tudes utilise´s dans ce manuscrit ;
3. l’utilisation de domaines « line´aires », c’est-a`-dire ne permettant pas l’inte´gration de
structures de choix ite´ratif (et donc non favorables a` LGP vis a` vis de GP).
8.1 E´valuations pre´liminaires
Dans ce paragraphe, nous pre´sentons les expe´rimentations sur deux domaines simples,
qui permettent d’observer le comportement de LGP lorsque les λ-plans sont compose´s d’une
structure de choix ite´ratif telle que :
1. le traitement comporte une seule action abstraite et la fermeture externe ne´cessite
une unique action, avec le domaine Checker (cf. annexe B.1) ;
2. le traitement est compose´ de deux actions abstraites (une primaire, une secondaire),
sans fermeture externe, avec le domaine Loader (cf. annexe B.2).
Le motif de ces expe´rimentations est l’observation du comportement de LGP quant a` la
construction de telles structures de choix ite´ratif.
8.1.1 Expe´rimentations sur Checker
Le premier domaine utilise´ pour l’e´valuation de LGP est appele´ Checker (cf. an-
nexe B.1) : l’objectif est de ve´rifier le poids des balles, en faisant la tare de l’appareil
utilise´ avant chaque pese´e. Pour trois balles b-1, b-2 et b-3, le λ-plan calcule´ par LGP est le
suivant :
choose (ball) in {b-1, b-2, b-3}
| CHECK(ball)
| if-iteration TARE
Ce λ-plan permet d’obtenir a` l’exe´cution un plan optimal, c’est-a`-dire le plus court possible
en terme de nombre d’actions a` exe´cuter pour atteindre l’objectif. Le λ-plan a une largeur
de 6 : le nombre de permutations possibles du traitement des 3 balles. En conside´rant
uniquement les plans optimaux solutions de ce proble`me, ce λ-plan est le plus expressif
possible : tous ces plans sont exe´cutables a` partir du λ-plan propose´ par LGP.
Tous les planificateurs de notre connaissance calculent pour le proble`me Checker un
plan qui correspondra a` l’une des 6 permutations, par exemple :
2. Les performances de FF sont compare´es dans les compe´titions internationales de planification, comme
IPC [LFS+02] : il expose d’excellentes performances, notamment pour les domaines de´terministes.
3. Le code de LGP est fonde´ sur le code de GP donne´ en exemple d’utilisation de pddl4j5.
4. L’imple´mentation utilise´e de LGP est disponible a` l’url http://membres-liglab.imag.fr/martin/
documents/PhD/LGP.zip.
5. pddl4j est propose´ par Damien Pellier, a` l’url http://sourceforge.net/projects/pdd4j/.
6. Notamment, la gestion de la me´moire cause des irre´gularite´s lors de l’exe´cution de l’algorithme.
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Figure 8.1 – La comparaison des temps de planification (en seconde) pour chaque proble`me
issu de Checker (en nombre de balles, de 1 a` 400) pour les planificateurs FF, LGP et GP.
CHECK(b-3) ≫ TARE ≫ CHECK(b-2) ≫ TARE ≫ CHECK(b-1)
Sur ce proble`me particulier, nous observons qu’en terme de nombre d’actions, les plans
calcule´s par FF et GP sont aussi des plans optimaux : ce crite`re ne permet pas de diffe´rencier
la qualite´ des plans calcule´s par chacun des planificateurs. Ce sera le cas pour tous les
exemples de ce chapitre. En revanche, le plan calcule´ par LGP est 6 fois plus large que ceux
des deux autres planificateurs : les plans de FF et de GP ne sont pas flexibles. D’apre`s nos
crite`res d’e´valuation de l’expressivite´, cette premie`re comparaison qualitative des plans est
favorable a` LGP. Dans la suite, les λ-plans e´tant « au pire » autant expressif que les plans de
GP et a fortiori que ceux de FF, nous ne de´taillerons pas davantage la flexibilite´ des λ-plans
calcule´s.
Comparaison entre planificateurs
La comparaison du temps de planification est propose´e a` la figure 8.1 pour les proble`mes
issus de Checker avec un nombre de balles variant de 1 a` 400. Les courbes du temps de
calcul de FF et de GP pre´sentent respectivement un profil polynomial et exponentiel en
fonction du nombre de balles a` traiter, tandis que celle de LGP a un profil line´aire. Les
figures 8.2(a) et 8.2(b) proposent les temps de planification de FF et de GP, relativement
au temps de planification de LGP pour ces proble`mes. FF est plus rapide 7 que LGP pour
les proble`mes situe´s entre 20 et 180 balles environ. Mais la figure 8.2(a) confirme que le
temps de planification de FF croˆıt plus rapidement que celui de LGP : le rapport des temps
de planification augmente (line´airement) lorsque le nombre de balles augmente. Ainsi, LGP
rattrape rapidement les performances de FF et les courbes se croisent a` l’avantage de LGP
lorsque le proble`me contient environ 180 balles.
7. FF est plus de 5 fois plus rapide que LGP pour le proble`me a` 85 balles, repre´sente´ par le pic de la
courbe LGP/FF de la figure 8.2(a).
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(a)
(b)
Figure 8.2 – Le rapport entre les temps de planification (en seconde) pour chaque proble`me
issu de Checker (en nombre de balles, de 1 a` 400) :
(a) entre les planificateurs FF et LGP ;
(b) entre les planificateurs GP et LGP (jusqu’a` 14 balles).
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Pour LGP, la structure de choix ite´ratif est toujours la meˆme, seul l’ensemble des objets
a` traiter diffe`re. Ainsi, le graphe de planification est e´tendu du meˆme nombre de couches
pour chaque proble`me : l’objectif de planification est λ-mutex dans la meˆme couche propo-
sitionnelle, quel que soit le proble`me de Checker traite´. La simplicite´ de Checker fait
que les temps d’extension du graphe et d’extraction du plan relaˆche´ augmentent line´aire-
ment 8. Cela explique les excellentes performances de LGP sur ces proble`mes. A contrario
GP e´tend un graphe qui contient 2n− 1 couches 9 avec n le nombre de balles. Pour chaque
proble`me, GP tente d’extraire un plan a` partir d’une meˆme couche 10. Or, les performances
de GP sont fortement lie´es au nombre d’extractions tente´es dans son graphe [GNT04] : les
performances diminuent fortement lorsque la difficulte´ des proble`mes augmente.
Observation de LGP
Le temps de planification est compose´ des temps des processus :
– de construction du graphe ;
– d’extraction du plan relaˆche´ ;
– de transformation du plan relaˆche´ en λ-plan, lui meˆme compose´ notamment du temps
de fermeture externe des structures de choix ite´ratif.
Ainsi, la fermeture externe fait partie de la transformation, et la transformation fait partie
de la planification. Nous proposons a` la figure 8.3 le de´tail de l’e´volution des temps de
planification, de transformation du plan relaˆche´ et de fermeture externe des structures de
choix ite´ratif. Quelques piques sont dus a` la gestion de la me´moire, et a` partir de 275 balles
environ le comportement contient de fortes irre´gularite´s. Mais globalement, nous observons
que les temps de fermeture externe, de transformation et de planification ont des e´volutions
line´aires en fonction du nombre de balles. Les figures 8.4(a) et 8.4(b) se concentrent sur
les comportements de LGP suffisamment re´guliers pour eˆtre interpre´te´s : elles limitent les
observations aux proble`mes 2 a` 80.
La transformation ne´cessite de construire toujours le meˆme traitement, mais pour un nombre
d’objets variants. La difficulte´ majeure re´side donc dans la de´couverte des objets, c’est-a`-
dire des cliques d’actions CHECK. La figure 8.4(a) montre que dans LGP, la de´couverte de ce
type de clique se fait en temps line´aire du nombre d’objets. Par l’utilisation des e´tiquettes,
il suffit d’un parcours des actions concerne´es.
La figure 8.4(b) expose les rapports entre les processus : la part de la transformation dans
la planification, et la part de la fermeture externe dans la transformation. La fermeture
externe de la structure de choix ite´ratif est forme´e uniquement de l’action TARE, quel que
soit le nombre d’objets traite´s. Elle repre´sente rapidement moins de 5% de la transforma-
tion : il est plus difficile pour LGP de transformer les actions CHECK en traitement que de
calculer cette fermeture externe. La construction du graphe et l’extraction du plan relaˆche´
sont beaucoup plus couteux que la transformation : meˆme si la transformation repre´sente
environ 70% du temps de planification pour les premiers proble`mes, ce rapport chute ra-
pidement et se stabilise a` 25% a` partir du proble`me impliquant 40 balles 11. Comme les
rapports se stabilisent, l’augmentation du nombre de balles dans les proble`mes affecte pro-
8. Des expe´rimentations sur un domaine Checker « relaˆche´ », c’est-a`-dire ou` la tare ne doit pas eˆtre
effectue´e apre`s chaque pese´e, ont e´te´ mene´es pour ve´rifier le comportement line´aire de l’extension et de
l’extraction, avec LGP et GP.
9. Le plan extrait par GP contient 2n− 1 couches d’actions (chaque couche e´tant compose´e d’une unique
action).
10. Dans le cas de Checker, l’objectif de planification est sans relation mutex a` partir de la couche P3
(du fait des actions virtuelles), quel que soit le proble`me (sans compter le proble`me a` une balle).
11. Nous prenons en compte uniquement les temps qui pre´sentent un comportement re´gulier : a` partir de
50 balles les premie`res irre´gularite´s sont perceptibles.
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Figure 8.3 – Les temps (en seconde) de planification (Planning), de transformation (Trans-
form) et de fermeture externe (Extern) pour chaque proble`me issu de Checker (en nombre
de balles, de 1 a` 400) pour le planificateur LGP.
portionnellement les trois processus, et les e´volutions respectives des temps de calcul des
processus sont du meˆme ordre.
Temps normalise´s pour LGP
Les plans calcule´s par FF et GP sont moins expressifs que les plans calcule´s par LGP. Nous
proposons de diviser le temps de planification de chaque λ-plan (solution d’un proble`me
donne´) par sa largeur. Ainsi, nous obtenons un temps de planification « normalise´ » sur le
nombre de plans se´quentiels exprime´s par chaque λ-plan. La figure 8.5 pre´sente les re´sultats
de LGP en temps de planification normalise´ sur les proble`mes issus de Checker, pour les
8 premiers proble`mes. La courbe de´croit tre`s rapidement, puisque le temps de planification
augmente de fac¸on line´aire tandis que la largeur du λ-plan augmente en factorielle du
nombre de balles. Comparer le temps de calcul rapporte´ a` la flexibilite´ des plans de FF
et de GP ne modifie pas leurs courbes respectives, car la largeur des plans calcule´s vaut
1 quel que soit le nombre de balles. Ce mode de calcul est tre`s favorable a` LGP : pour
les proble`mes issus de Checker, la largeur des λ-plans augmente plus rapidement que
le temps de planification de LGP. Par exemple, pour le proble`me Checker a` 10 balles,
LGP met environ 1 centie`me de seconde a` calculer un λ-plan d’une largeur 3.628.800 (le
nombre de permutations pour le traitement des 10 balles). Pour e´galer les performances
de LGP et obtenir un plan autant expressif, il faudrait qu’un planificateur classique utilise
moins de 10 cycles de processeur 12 pour calculer chacun des plans de´crits par le λ-plan (en
conside´rant que chaque exe´cution de ce planificateur permet d’obtenir un plan diffe´rent).
Ainsi, dans l’e´tat actuel de la planification automatique, LGP est le planificateur le plus
performant pour obtenir un plan d’une telle flexibilite´ avec le domaine Checker. De`s lors
12. Il est bien entendu impossible de calculer un plan en moins de 10 cycles de processeur : pour rappel,
le processeur effectue 2, 6× 109 cycles/seconde, et 10 > (0.01 seconde /3.628.800) ∗ 2, 6× 109.
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(a)
(b)
Figure 8.4 – Comportement du planificateur LGP pour les premiers proble`mes issus de
Checker (en nombre de balles, de 2 a` 80) :
(a) les temps (en seconde) de planification (Planning), de transformation (Transform) et de
fermeture externe (External) ;
(b) les rapports (en pourcentage) du temps de transformation par rapport au temps de
planification, et du temps de fermeture externe par rapport au temps de transformation.
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Figure 8.5 – Le temps de planification normalise´ (en seconde) pour chaque proble`me issu
de Checker (en nombre de balles, de 1 a` 8, avec indique´ entre parenthe`ses la largeur du
λ-plan) pour le planificateur LGP.
que le temps de planification normalise´ chute en dessous de 10−8 seconde, cette conclusion
est raisonnablement admissible 13.
8.1.2 Expe´rimentations sur Loader
L’objectif de planification dans Loader (cf. annexe B.2) est d’attraper et de charger
toutes les balles dans une boite. Pour trois balles b-1, b-2 et b-3, le λ-plan calcule´ par LGP
est le suivant :
choose (ball) in {b-1, b-2, b-3}
| PICK(ball) ≫ LOAD(ball)
FF et GP calculent un plan se´quentiel, par exemple :
PICK(b-3) ≫ LOAD(b-3) ≫ PICK(b-2) ≫ LOAD(b-2) ≫ PICK(b-1) ≫ LOAD(b-1)
Comparaison des planificateurs
Les expe´rimentations ont e´te´ mene´es sur les proble`mes issus de Loader avec un nombre
de balles a` charger variant de 1 a` 200. La figure 8.6 page suivante permet de comparer les
temps de calcul des trois planificateurs. Les figures 8.7(a) et 8.7(b) proposent les temps
de planification de FF et de GP relativement au temps de planification de LGP pour ces
proble`mes. GP est tre`s peu performant compare´ a` FF et LGP pour ces proble`mes. Le rapport
13. Calculer un plan en moins de 26 instructions machine nous semblent raisonnablement impossible.
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Figure 8.6 – La comparaison des temps de planification (en seconde) pour chaque proble`me
issu de Loader (en nombre de balles, de 1 a` 200) pour les planificateurs FF, LGP et GP.
entre les temps de calcul de LGP et de FF oscille entre 10 et 15 a` partir d’un certain nombre
de balles (environ 125) : ces temps de calcul croissent apparemment de la meˆme fac¸on. Or,
FF a un profil au moins polynomial sur ces proble`mes, donc LGP aussi 14.
Observation de LGP
La figure 8.8 de´taille l’e´volution des temps de planification, de transformation et de
fermeture externe. Les figures 8.9(a) et 8.9(b) limitent les observations aux proble`mes 2
a` 40. Les expe´rimentations illustre´es a` la figure 8.8 montrent que l’e´volution du temps de
calcul pour LGP n’est pas aussi forte que le laisse penser la vue restreinte de la figure 8.9(a).
Mais nous observons tout de meˆme que cette e´volution est plus importante qu’avec les
proble`mes issus de Checker. Nous expliquons cette diffe´rence par quelques e´le´ments lie´s
aux proprie´te´s des domaines :
– le graphe de planification lors de l’extraction contient deux couches pour Loader
contre une seule pour Checker ;
– pour un meˆme nombre de balles, le plan relaˆche´ pour Loader contient deux fois plus
d’actions que celui pour Checker ;
– la transformation du plan relaˆche´ pour Loader ne´cessite la de´couverte de deux cliques
d’actions contre une unique pour Checker ;
– le fermeture externe, inexistante dans Loader, repre´sente une part mineure de la
transformation dans Checker.
Le rapport entre le temps de transformation et celui de planification se stabilise a` 20% en-
viron a` partir du proble`me a` 20 balles. La stabilite´ du rapport de la transformation dans la
planification montre que la transformation se fait en temps polynomial au nombre de balles,
puisque c’est le cas de la planification. Lorsque un λ-plan contient un traitement compose´
14. Les irre´gularite´s de LGP rendent difficiles la lecture des expe´rimentations : ses proprie´te´s apparaissent
plus clairement par la comparaison avec FF.
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(a)
(b)
Figure 8.7 – Le rapport entre les temps de planification (en seconde) pour chaque proble`me
issu de Loader (en nombre de balles, de 1 a` 200) :
(a) entre les planificateurs FF et LGP ;
(b) entre les planificateurs GP et LGP (jusqu’a` 8 balles).
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Figure 8.8 – Les temps (en seconde) de planification (Planning), de transformation (Trans-
form) et de fermeture externe (Extern) pour chaque proble`me issu de Loader (en nombre
de balles, de 1 a` 200) pour le planificateur LGP.
d’au moins deux actions abstraites, nous devrions observer une e´volution des temps de cal-
cul au moins polynomial au nombre d’objets traite´s. Le rapport de la transformation se
stabilise plus rapidement que celui observe´ dans Checker. De plus, vis a` vis de l’extension
et l’extraction, la transformation est proportionnellement moins affecte´e par l’augmentation
du nombre de balles dans Loader que dans Checker : LGP a plus de facilite´ pour cons-
truire un traitement avec une action de plus que pour e´tendre un graphe avec une couche
supple´mentaire et y extraire un plan relaˆche´. En revanche, pour Loader, Le temps de fer-
meture externe est ne´gligeable dans la transformation (le rapport tend vers 0) du λ-plan :
les actions PICK et LOAD suffisent pour permettre les ite´rations successives du traitement.
Temps normalise´s pour LGP
La figure 8.10 pre´sente les pre´ce´dents re´sultats en temps de planification normalise´s
pour LGP. Nous observons une rapide chute de ces temps : le temps de planification aug-
mente moins vite que la largeur des λ-plans lorsque le nombre de balles augmente dans les
proble`mes de Loader.
8.2 Cas d’e´tude
Dans ce paragraphe, nous observons LGP sur les proble`mes de planification que nous
avons de´veloppe´s :
– une ite´ration simple avec Gripper, et avec une extension, Gripper-Airlocked ;
– des ite´rations se´quentielles avec Gripper-Cart ;
– des ite´rations imbrique´es avec Painter (a` 2, 3 et 4 couleurs) ;
– des ite´rations paralle`les avec Gripper-B+C.
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(a)
(b)
Figure 8.9 – Comportement du planificateur LGP pour les premiers proble`mes (en nombre
de balles, de 2 a` 40) issus de Loader :
(a) les temps (en seconde) de planification (Planning), de transformation (Transform) et de
fermeture externe (External) ;
(b) les rapports (en pourcentage) du temps de transformation par rapport au temps de
planification, et du temps de fermeture externe par rapport au temps de transformation.
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Figure 8.10 – Le temps de planification normalise´ (en seconde) pour chaque proble`me issu
de Loader (en nombre de balles, avec indique´ entre parenthe`ses la largeur du λ-plan) pour
le planificateur LGP.
8.2.1 Ite´ration simple avec Gripper et Gripper-Airlocked
L’objectif de planification dans Gripper (cf. annexe B.3) est de de´placer toutes les
balles de l’emplacement b-a a` b-z. Pour trois balles b-1, b-2 et b-3, le λ-plan calcule´ par
LGP est le suivant :
choose (ball) in {b-1, b-2, b-3}
| PICK(ball, r-a) ≫ MOVE(r-a, r-z) ≫ DROP(ball, r-z)
| if-iteration MOVE(r-z, r-a)
Gripper est similaire a` Loader, avec une action supple´mentaire en tant que support
interne pour le traitement (de´couverte par le processus de fermeture interne), et une fer-
meture externe semblable a` celle de Checker. Nous avons observe´ avec Checker que le
temps consacre´ a` la fermeture externe occupait une part constante dans le processus de
transformation : avec Gripper, seule la fermeture interne n’a pas encore e´te´ expe´rimente´e.
Pour rendre la fermeture externe un peu plus complexe, nous proposons le domaine
Gripper-Airlocked, une extension de Gripper, dans lequel le de´placement de r-z a` r-a
se fait obligatoirement par le passage d’un sas (de´crit par l’emplacement r-i : le robot entre
et sort de r-i par les actions IN-AIR et OUT-AIR), dans lequel quelques actions de ve´rification
doivent eˆtre effectue´es pour permettre au robot de ressortir du sas. Le λ-plan suivant est
solution du proble`me a` 3 balles :
choose (ball) in {b-1, b-2, b-3}
| PICK(ball, r-a) ≫ MOVE(r-a, r-z) ≫ DROP(ball, r-z)
| if-iteration IN-AIR(r-z, r-i)
| ≫ (CHECK(r-i, size) ‖ CHECK(r-i, weight) ‖ CHECK(r-i, dirty))
| ≫ OUT-AIR(r-i, r-a)
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Figure 8.11 – La comparaison des temps de planification (en seconde) pour chaque pro-
ble`me issu de Gripper (en nombre de balles, de 1 a` 120) pour les planificateurs FF, LGP et
GP.
Comparaison des planificateurs
La figure 8.11 illustre les temps de calcul de FF, LGP et GP pour les proble`mes issus
de Gripper avec un nombre de balle a` de´placer variant de 1 a` 120. La figure 8.12 donne
les temps de planification de FF relativement au temps de planification de LGP pour ces
proble`mes. Les performances de LGP se situent entre celles de GP et celles de FF : GP est moins
performant que LGP, et LGP est moins performant que FF. En revanche, nous observons a` la
figure 8.12 que le rapport des performances entre LGP et FF se stabilise : a` une exception pre`s,
ce rapport ne de´passe pas 15 au dela` de 100 balles. Cela montre que les e´volutions respectives
des performances de LGP et FF sont d’un meˆme ordre de croissance, a` un facteur pre`s (variant
entre 10 et 15 environ) a` l’avantage de FF avec Gripper. Ainsi, les expe´rimentations sur
Loader et Gripper donnent des re´sultats similaires : ce facteur e´tait de 10 environ avec
Loader.
La figure 8.13 page suivante illustre les temps de calcul de FF, LGP et GP pour les
proble`mes issus de Gripper-Airlocked avec un nombre de balles a` de´placer variant de
1 a` 120. La figure 8.14 propose les temps de planification de FF relativement au temps de
planification de LGP pour ces proble`mes : elle expose un facteur entre les e´volutions du
temps de planification variant entre 2 et 3 a` partir du proble`me a` 50 balles, a` l’avantage de
LGP.
Observation de LGP
Les figures 8.15(a) et 8.15(b) de´taillent le rapport entre les temps de planification, de
transformation et de fermeture externe pour les proble`mes issus deGripper et deGripper-
Airlocked. Malgre´ les fortes irre´gularite´s, nous observons pour le domaine Gripper-
8.2. Cas d’e´tude 147
Figure 8.12 – Le rapport entre les temps de planification (en seconde) pour chaque pro-
ble`me (en nombre de balles, de 1 a` 120) issus de Gripper entre les planificateurs FF et
LGP
Figure 8.13 – La comparaison des temps de planification (en seconde) pour chaque pro-
ble`me issu deGripper-Airlocked (en nombre de balles, de 1 a` 120) pour les planificateurs
FF, LGP et GP.
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Figure 8.14 – Le rapport entre les temps de planification (en seconde) pour chaque pro-
ble`me issu de Gripper-Airlocked (en nombre de balles, de 1 a` 60) entre les planificateurs
FF et LGP.
Airlocked que la fermeture externe occupe environ 30% du temps de transformation
alors pour le domaine Gripper ce rapport est d’environ 8%. La fermeture externe e´tant
plus complexe avec Gripper-Airlocked, le temps qui y est consacre´ est plus important.
Dans les deux expe´rimentations, la transformation occupe environ 10% du temps de
planification. Compare´ aux expe´rimentations mene´es avec Loader, la part de la transfor-
mation est deux fois plus petite qu’avecGripper etGripper-Airlocked. Seule le support
interne peut expliquer cette diffe´rence, puisque la fermeture externe n’a pas d’influence ob-
servable sur la transformation. En effet, la diminution de la part de la transformation s’ex-
plique par l’augmentation de la taille du graphe de planification lors de l’extraction du plan
relaˆche´ : une couche supple´mentaire est ne´cessaire dans Gripper et Gripper-Airlocked
pour le support interne.
8.2.2 Ite´rations se´quentielles avec Gripper-Cart
L’objectif de planification dans Gripper-Cart (cf. annexe B.4) est de de´placer toutes
les balles de l’emplacement r-a a` r-z, notamment en utilisant une carriole. Pour deux balles
b-1 et b-2, le λ-plan calcule´ par LGP est le suivant :
choose (ball) in {(b-1), (b-2)}
|
(
PICK(ball, r-a)
| ≫ LOAD(ball)
)
≫ MOVE(r-a, r-z) ≫ choose (ball) in {(b-1), (b-2)}
|
(
EMPTY(ball)
| ≫ DROP(ball, r-z)
)
Gripper-Cart rassemble plusieurs des caracte´ristiques des domaines pre´ce´dents : la pre-
mie`re structure de choix ite´ratif de ce λ-plan est la meˆme que celle calcule´e pour Loader,
et la seconde y est semblable par sa forme ; aucune fermeture externe n’est requise, comme
dans Checker ; l’action MOVE(r-a, r-z) est le support interne dans Gripper, et ici se
trouve entre les deux structures de choix ite´ratif. Gripper-Cart nous permettra notam-
ment d’e´valuer le couˆt de la construction en se´quence de structures de choix ite´ratif.
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(a)
(b)
Figure 8.15 – Les rapports (en pourcentage) du temps de transformation par rapport au
temps de planification (Tranform/Planning), et du temps de fermeture externe par rapport
au temps de transformation(Extern/Tranform) :
(a) pour les proble`mes issus de Gripper (en nombre de balles, de 1 a` 120) ;
(b) pour les proble`mes issus de Gripper-Airlocked (en nombre de balles, de 1 a` 120).
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Figure 8.16 – La comparaison des temps de planification (en seconde) pour chaque pro-
ble`me issu de Gripper-Cart (en nombre de balles, de 1 a` 30) pour les planificateurs FF,
LGP et GP.
Pour un proble`me a` n balles, la largeur du λ-plan solution vaut n!2, donc ce λ-plan a
une largeur de 4 (car il y a 2 manie`res de remplir la carriole, et 2 manie`res de la vider).
Comparaison des planificateurs
La figure 8.16 illustre les temps de calcul de FF, LGP et GP pour des proble`mes issus de
Gripper-Cart avec un nombre de balles a` de´placer variant de 1 a` 45. Les figures 8.17(a)
et 8.17(b) illustrent respectivement les temps de planification de FF et de GP relativement
au temps de planification de LGP pour ces proble`mes. LGP est plus performant que GP sur
ces proble`mes. Bien que les performances de LGP soient moins bonnes que celle de FF,
l’e´cart entre leurs temps de planification diminue rapidement a` partir du proble`me a` 20
balles. L’espace me´moire est sature´ avec LGP pour les proble`mes ayant plus de 45 balles,
mais en projetant l’e´volution respective du temps de planification, LGP devrait de´passer
les performances de FF avec l’augmentation du nombre de balles dans les proble`mes. En
comparant ces expe´rimentations avec celles de Checker, nous de´duisons que LGP augmente
ses performances, relativement a` FF, lorsque le nombre de structures de choix ite´ratif en
se´quences augmente.
Observation de LGP
La figure 8.18(a) de´taille l’e´volution des temps de planification, de transformation et de
fermeture externe. La figure 8.18(b) reproduit les rapports entre ces temps. Comme avec
Loader, la part de la fermeture externe tend vers 0 car les structures de choix ite´ratif dans
les λ-plans pour Gripper-Cart ne ne´cessitent pas de support externe. En revanche, la part
de la transformation est plus faible avec Gripper-Cart qu’avec Loader. Les structures de
choix ite´ratif sont se´quentielles dans le λ-plan solution : l’augmentation du couˆt pour leurs
constructions (la transformation du plan relaˆche´ en λ-plan) est infe´rieure a` l’augmentation
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(a)
(b)
Figure 8.17 – Le rapport entre les temps de planification (en seconde) pour chaque pro-
ble`me (en nombre de balles, de 1 a` 30) issus de Gripper-Cart :
(a) entre les planificateurs FF et LGP ;
(b) entre les planificateurs GP et LGP (jusqu’a` 8 balles).
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(a) Les temps (en seconde) de planification (Planning), de transformation (Transform) et de fermeture
externe (Extern).
(b) Les rapports (en pourcentage) du temps de transformation par rapport au temps de planification, et du
temps de fermeture externe par rapport au temps de transformation
Figure 8.18 – Comportement du planificateur LGP pour les proble`mes issus de Gripper-
Cart (en nombre de balles, de 1 a` 45).
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Figure 8.19 – Le temps de planification normalise´ (en seconde) pour chaque proble`me issu
de Gripper-Cart (en nombre de balles, de 1 a` 8, avec indique´ entre parenthe`ses la largeur
du λ-plan) pour le planificateur LGP.
du couˆt pour l’extension du graphe de planification et l’extraction du plan relaˆche´. Nous
avions observe´ le meˆme phe´nome`ne pour la fermeture interne avec Gripper.
Temps normalise´s pour LGP
La figure 8.19 pre´sente les re´sultats de LGP en temps de planification normalise´ sur
les proble`mes issus de Gripper-Cart, pour les 8 premiers proble`mes. Ce temps diminue
lorsque le nombre de balles augmente dans les proble`mes. Cette diminution est plus rapide
qu’avec les domaines Checker, Loader et Gripper car la largeur des λ-plans augmente
plus rapidement avecGripper-Cart qu’avec ces domaines, tandis que l’e´volution du temps
de planification de Gripper-Cart est du meˆme ordre que celle de ces domaines.
8.2.3 Ite´rations imbrique´es avec Painter
L’objectif de planification dans Painter (cf. annexe B.5) est de peindre toutes les balles
de deux couleurs chacune (black et white). Pour trois balles b-1, b-2 et b-3, le λ-plan calcule´
par LGP est le suivant :
choose (ball) in {(b-1), (b-2), (b-3)}
|
(
WASH(ball)
| ≫ choose (color) in {(black), (white)}
| | PAINT(ball, color)
| | if-iteration CLEAN ≫ WASH(ball)
| if-iteration CLEAN
La largeur de ce plan vaut 48 = 3! × 2!3, avec 3 le nombre de balles et 2 le nombre de
couleurs : n! diffe´rents ordres de traitement de n balles sont possibles, et pour k couleurs,
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Figure 8.20 – La comparaison des temps de planification (en seconde) pour chaque pro-
ble`me issu de Painter (en nombre de balles, de 1 a` 45) pour les planificateurs FF, LGP et
GP.
chacune des balles peut eˆtre peinte de k! diffe´rentes manie`res ; ainsi, pour chaque ordre de
traitement des balles, il y a k!n manie`res de peindre toutes les balles (k!n correspond a` la
largeur de la se´quence de n λ-plans de largeur k!).
Comparaison des planificateurs
La figure 8.20 illustre les temps de calcul de FF, LGP et GP pour des proble`mes issus de
Painter avec un nombre de balle a` peindre variant de 1 a` 45. Les figures 8.21(a) et 8.21(b)
donnent les temps de planification de FF et de GP relativement au temps de planification de
LGP pour ces proble`mes. LGP est plus performant que GP, et mis a` part entre 5 et 23 balles
dans les proble`mes, LGP est plus performant que FF. De plus, l’e´cart des performances aug-
mentent avec le nombre des balles, comme c’e´tait le cas avec Checker. Mais avec Painter,
l’augmentation de l’e´cart est encore plus rapide qu’avec Checker. Or les expe´rimentations
montrent que, pour un meˆme nombre de balles, la re´solution des proble`mes issus de Pain-
ter est plus difficile que la re´solution des proble`mes issus de Checker : pour les trois
planificateurs, les temps de planification sont plus grands avec Painter qu’avec Checker.
Ainsi, l’augmentation de la difficulte´ de re´solution des proble`mes affecte moins LGP que FF
et GP lorsque les structures sont imbrique´es. Cet avantage dans le comportement de LGP sur
les deux autres planificateurs se confirme en observant l’e´volution des temps de planification
de la figure 8.22 page 156 : cette figure pre´sente les temps de calcul des trois planificateurs
pour des proble`mes issus de Painter ou` les balles doivent eˆtre peintes de 3 couleurs dif-
fe´rentes. En effet, les performances de LGP ne sont pas affecte´es 15 par l’augmentation du
nombre de couleurs a` appliquer, au contraire des performances de FF et GP qui diminuent
ostensiblement.
15. Pour les proble`mes a` 2 couleurs et a` 3 couleurs issus de Painter, l’e´cart des temps de planification
de LGP est globalement a` l’avantage des proble`mes a` 2 couleurs (d’environ 30%), mais est le´ge`rement a`
l’avantage des proble`mes a` 3 couleurs sur les 5 dernie`res valeurs (d’environ 3%).
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(a)
(b)
Figure 8.21 – Le rapport entre les temps de planification (en seconde) pour chaque pro-
ble`me issu de Painter (en nombre de balles) :
(a) entre les planificateurs FF et LGP (jusqu’a` 37 balles) ;
(b) entre les planificateurs GP et LGP (jusqu’a` 4 balles).
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Figure 8.22 – La comparaison des temps de planification (en seconde) pour chaque pro-
ble`me issu de Painter « a` 3 couleurs » (en nombre de balles, de 1 a` 45) pour les planifica-
teurs FF, LGP et GP.
Observation de LGP
Les figures 8.23(a) et 8.23(b) de´taillent l’e´volution des temps de planification, de trans-
formation et de fermeture externe de LGP pour les proble`mes issus de Painter (avec 2
couleurs a` appliquer). Les irre´gularite´s dues a` la gestion de la me´moire ne permettent pas
d’observer de comportement manifeste de LGP sur Painter a` 2 couleurs. Nous proposons
de comparer ses performances avec un proble`me a` 4 couleurs, expose´es a` la figure 8.24.
Nous notons ainsi qu’au contraire des expe´rimentations pre´ce´dentes, la part de la fermeture
externe pour les structures imbrique´es augmente avec le nombre de balles. Nous observons
aussi, dans ces deux expe´rimentations, qu’a` partir du proble`me a` 25 balles, la transfor-
mation avoisine une part de 20% dans le temps de planification, alors que, dans les plans
relaˆche´s respectifs, les actions PAINT des proble`mes a` 2 couleurs sont deux fois moins que
les actions PAINT a` 4 couleurs. Ainsi, quel que soit le nombre de couleurs, la transformation
semble garder une meˆme part dans la planification.
Temps normalise´s
La figure 8.25 pre´sente les re´sultats de LGP en temps de planification normalise´ sur les
proble`mes issus de Painter (a` 2 balles), pour les 8 premiers proble`mes.
8.2.4 Ite´rations paralle`les avec Gripper-B+C
L’objectif de planification dans Gripper-B+C (cf. annexe B.6) est de de´placer toutes
les balles de l’emplacement r-a a` r-z et tous les cubes de l’emplacement r-z a` r-a a` l’aide
de deux robots, g-b et g-c. Pour trois balles b-1, b-2 et b-3 et trois cubes c-1, c-2 et c-3,
le λ-plan calcule´ par LGP est le suivant :
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(a)
(b)
Figure 8.23 – Comportement du planificateur LGP pour les proble`mes issus de Painter
(en nombre de balles, de 1 a` 45) :
(a) les temps (en seconde) de planification (Planning), de transformation (Transform) et de
fermeture externe (External) ;
(b) les rapports (en pourcentage) du temps de transformation par rapport au temps de
planification (Tranform/Planning), et du temps de fermeture externe par rapport au temps
de transformation(Extern/Tranform).
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(a)
(b)
Figure 8.24 – Comportement du planificateur LGP pour les proble`mes issus de Painter
« a` 4 couleurs » (en nombre de balles, de 1 a` 45) :
(a) les temps (en seconde) de planification (Planning), de transformation (Transform) et de
fermeture externe (External) ;
(b) les rapports (en pourcentage) du temps de transformation par rapport au temps de
planification (Tranform/Planning), et du temps de fermeture externe par rapport au temps
de transformation(Extern/Tranform).
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Figure 8.25 – Le temps de planification normalise´ (en seconde) pour chaque proble`me issu
de Painter (en nombre de balles, de 1 a` 8, avec indique´ entre parenthe`ses la largeur du
λ-plan) pour le planificateur LGP.
1 2 3 4
LGP 20 13728 25395552 89347691520
GP 8 128 2048 32768
Table 8.1 – Comparaison de la largeur des plans calcule´s par LGP et GP pour les proble`mes
issus de Gripper-B+C, avec un nombre de balles et de cubes compris entre 1 et 4.
choose (ball) in {(b-1), (b-2), (b-3)}
|
(
PICK(g-b, ball, r-a)
| ≫ MOVE(g-b, r-a, r-z)
| ≫ DROP(g-b, ball, r-z)
)
| if-iteration MOVE(g-b, r-z, r-a)
‖ choose (cube) in {(c-1), (c-2), (c-3)}
|
(
PICK(g-c, cube, r-z)
| ≫ MOVE(g-c, r-z, r-a)
| ≫ DROP(g-c, cube, r-a)
)
| if-iteration MOVE(g-c, r-a, r-z)
La largeur #Π de ce λ-plan de´pend du nombre n de balles et de cubes. Notons l = 4n− 1
la longueur du traitement de toutes les balles (ainsi que la longueur du traitement de
tous les cubes) : 4 actions sont applique´es pour une balle donne´e (resp. pour un cube
donne´), sauf a` la dernie`re ite´ration pour laquelle la dernie`re action n’est pas applique´e.
Ainsi, #Π = n! × n! × f(l, l) avec f(l, l) la fonction permettant de calculer la largeur de
l’entrelacement de deux plans de longueur l (cf. paragraphe 6.3.2 page 79), et n! pour
la largeur de chacune des structures de choix ite´ratif. FF calcule un plan se´quentiel, non
flexible. En revanche, GP permet d’entrelacer deux actions pour chaque couche de son plan
solution (cf. plan 8.1 page suivante). La largeur de ce plan pour le traitement de n balles
et n cubes vaut 24n−1 : il y a 2 possibilite´s pour chaque couche du plan. Le tableau 8.1
donne les largeurs des plans calcule´s respectivement par LGP et par GP pour les 4 premiers
proble`mes de Gripper-B+C. Quel que soit le proble`me issu de Gripper-B+C, la largeur
des plans de LGP est supe´rieure a` celle des plans de GP. De plus, l’e´volution de la largeur
des plans avec le nombre de balles est plus rapide dans LGP que dans GP.
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Plan 8.1 Plan solution extrait par GP pour Gripper-B+C.
1 PICK(g-c, b-1, r-a), PICK(g-b, c-3, r-z);
2 MOVE(g-c, r-a, r-z), MOVE(g-b, r-z, r-a);
3 DROP(g-c, b-1, r-z), DROP(g-b, c-3, r-a);
4 MOVE(g-c, r-z, r-a), MOVE(g-b, r-a, r-z);
5 PICK(g-c, b-2, r-a), PICK(g-b, c-2, r-z);
6 MOVE(g-c, r-a, r-z), MOVE(g-b, r-z, r-a);
7 DROP(g-c, b-2, r-z), DROP(g-b, c-2, r-a);
8 MOVE(g-c, r-z, r-a), MOVE(g-b, r-a, r-z);
9 PICK(g-c, b-3, r-a), PICK(g-b, c-1, r-z);
10 MOVE(g-c, r-a, r-z), MOVE(g-b, r-z, r-a);
11 DROP(g-c, b-3, r-z), DROP(g-b, c-1, r-a);
Comparaison des planificateurs
La figure 8.26 page suivante illustre les temps de calcul de FF, LGP et GP pour les
proble`mes issus de Gripper-B+C avec un nombre de balles et de cubes a` de´placer variant
de 1 a` 30. Les figures 8.27(a) et 8.27(b) proposent les temps de planification de FF et de GP
relativement au temps de planification de LGP pour ces proble`mes. La me´moire est sature´e
pour les proble`mes contenant plus de 30 balles et 30 cubes. LGP est plus performant que GP,
et FF est plus performant que LGP. D’apre`s la figure 8.27(a), il semble que le rapport entre
les temps de planification de FF et de LGP ne diverge pas. Ce rapport varie entre 10 et 30 a`
partir du proble`me a` 15 balles et 15 cubes.
Observation de LGP
Les figures 8.28(a) et 8.28(b) de´taillent l’e´volution des temps de planification, de trans-
formation et de fermeture externe. Les expe´rimentations sur Gripper-B+C ont re´ve´le´e
un comportement non de´terministe de l’imple´mentation de LGP : les λ-plans calcule´s pour
un meˆme proble`me n’e´taient pas toujours les meˆmes. Nous supposons que cela est du a` la
gestion de la me´moire : ce non de´terminisme s’est re´ve´le´ a` partir du proble`me a` 7 balles
et 7 cubes. Sur les 6 premiers proble`mes, le comportement de LGP est re´gulier : le temps
de la fermeture externe est ne´gligeable pour la re´solution de ces proble`mes, et le rapport
du temps de la transformation dans la planification est le plus faible que l’on ait observe´
jusque la`. En comparant le temps d’obtention des 6 premiers λ-plans avec ceux pour les 6
premiers proble`mes issus de Gripper, nous observons qu’avec Gripper-B+C, l’extension
du graphe et l’extraction du plan relaˆche´ est environ 4 fois plus couteux, tandis que la
transformation est environ 4 fois moins couteuse. Cela explique la diminution de la part
de la transformation sans que nous ayons d’explication pour cette diminution du temps de
transformation entre Gripper et Gripper-B+C.
Temps normalise´s
La figure 8.29 pre´sente les re´sultats de LGP en temps de planification normalise´ sur les
proble`mes issus de Gripper-B+C, pour les 4 premiers proble`mes. Ce temps normalise´ est
compare´ a` celui de GP, puisque GP calcule un plan flexible. Le temps normalise´ est beaucoup
plus faible avec LGP qu’avec GP et diminue beaucoup plus rapidement lorsque le nombre
de balles augmentent. L’e´volution avec le nombre de balles de la largeur des plans est plus
rapide dans LGP que dans GP, et est plus rapide que l’e´volution des temps de calcul respectif.
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Figure 8.26 – La comparaison des temps de planification (en seconde) pour chaque pro-
ble`me issu de Gripper-B+C (en nombre de balles et de cubes, de 1 a` 30) pour les planifi-
cateurs FF, LGP et GP.
8.3 Domaines line´aires
Dans ce paragraphe, nous e´valuons les performances de LGP en tant qu’extension de
GP, c’est-a`-dire en mesurant le couˆt du marquage des relations mutex et de l’e´tiquetage
du graphe de planification. Nous e´tudions ces performances dans les situations les plus de´-
favorables pour LGP, c’est-a`-dire lorsque un unique plan se´quentiel est solution. C’est par
exemple le cas avec un « monde des blocs » (BlocksWorld) dans lequel les n blocs d’une
pile doivent eˆtre pose´s sur la table. Ne´cessairement, le plan solution de´pile le bloc du som-
met, le de´pose sur la table et ainsi de suite (il n’existe donc aucune option ouverte pour
le controˆleur). Le proble`me des « tours de Hano¨ı » (Hanoi) pre´sente les meˆmes caracte´-
ristiques : l’ordre des actions impose´ dans chaque plan se´quentiel solution est ne´cessaire a`
la re´alisation de l’objectif de planification. Nous utiliserons ces deux domaines « line´aires »
pour exposer les performances de LGP.
8.3.1 Expe´rimentations sur BlocksWorld
Le domaine BlocksWorld est l’un des exemples les plus courant en planification. Nous
utilisons un ensemble de proble`mes ou` une pile de n blocs doit eˆtre comple`tement de´plie´e :
l’objectif est d’obtenir tous les blocs sur la table. Un plan solution pour une pile de trois
blocs (b-1 sur b-2 sur b-3) est le suivant :
UNSTACK(b-1, b-2) ≫ PUTDOWN(b-1) ≫ UNSTACK(b-2, b-3) ≫ PUTDOWN(b-2)
Ce plan n’est pas flexible.
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(a)
(b)
Figure 8.27 – Le rapport entre les temps de planification (en seconde) pour chaque pro-
ble`me (en nombre de balles et de cubes, de 1 a` 30) issus de Gripper-B+C :
(a) entre les planificateurs FF et LGP ;
(b) entre les planificateurs GP et LGP (jusqu’a` 5 balles).
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(a)
(b)
Figure 8.28 – Comportement du planificateur LGP pour les proble`mes issus de Gripper-
B+C (en nombre de balles et de cubes, de 1 a` 30) :
(a) les temps (en seconde) de planification (Planning), de transformation (Transform) et de
fermeture externe (External) ;
(b) les rapports (en pourcentage) du temps de transformation par rapport au temps de
planification (Tranform/Planning), et du temps de fermeture externe par rapport au temps
de transformation(Extern/Tranform).
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Figure 8.29 – Les temps de planification normalise´ (en seconde) pour chaque proble`me
issu de Gripper-B+C (en nombre de balles, de 1 a` 4) pour LGP et GP.
Comparaison des planificateurs
La figure 8.30 page ci-contre illustre les temps de calcul de FF, LGP et GP pour les
proble`mes issus de BlocksWorld avec un nombre de cubes a` de´placer variant de 1 a` 15.
LGP est moins performant que GP pour ce proble`me. Cela est conforme a` nos attentes :
la baisse de performance est due a` la charge lie´e a` la gestion des relations λ-mutex. Ces
proble`mes ne permettent pas la de´couverte de structures de choix ite´ratif. Or ce sont ces
structures qui permettent a` LGP d’eˆtre performant : elles permettent une limitation de
l’extension du graphe de planification. Les figures 8.31(a) et 8.31(b) proposent les temps
de planification de FF et de GP relativement au temps de planification de LGP pour ces
proble`mes. Le rapport des temps de planification entre LGP et FF augmente avec le nombre
de cubes des proble`mes, a` l’avantage de FF. En revanche, ce rapport entre LGP et GP varie
entre 3 et 7. Cela signifie que la charge d’utilisation des relations λ-mutex est proportionnelle
aux performances de GP pour ce domaine line´aire.
Observation de LGP
Les figures 8.32(a) et 8.32(b) de´taillent l’e´volution des temps de planification, de trans-
formation et de fermeture externe et les rapports entre ces temps. Rapidement, la part de
la transformation tend vers 0 : c’est l’extension du graphe de planification et l’extraction
du plan qui prennent quasiment la totalite´ du temps de planification.
8.3.2 Expe´rimentations sur Hanoi
Le domaine Hanoi est un autre des exemples courant en planification. Un certain
nombre de disques de taille croissante sont empile´es a` un emplacement p-a, et deux em-
placements p-i et p-z sont libres. Un disque ne peut eˆtre de´place´ que sur un disque plus
grand ou sur un emplacement libre (l’action MOVE(d-i, q-j, q-k) signifie que le disque d-i
est enleve´ de sur q-j pour eˆtre mis sur q-k). L’objectif est de de´placer toute la pile sur
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Figure 8.30 – La comparaison des temps de planification (en seconde) pour chaque pro-
ble`me issu de BlocksWorld (en nombre de cubes, de 1 a` 15) pour les planificateurs FF,
LGP et GP.
l’emplacement p-z. Par exemple, avec trois disques d-1, d-2 et d-3, avec d-1 sur d-2 sur d-3
sur p-a, un plan solution est :
MOVE(d-1, d-2, p-z)
≫ MOVE(d-2, d-3, p-i)
≫ MOVE(d-1, p-z, d-2)
≫ MOVE(d-3, p-a, p-z)
≫ MOVE(d-1, d-2, p-a)
≫ MOVE(d-2, p-i, d-3)
≫ MOVE(d-1, p-a, d-2)
Ce plan n’est pas flexible.
Comparaison des planificateurs
La figure 8.33 page 168 illustre les temps de calcul de FF, LGP et GP pour les proble`mes
issus de Hanoi avec un nombre de disques variant de 2 a` 5. Les figures 8.34(a) et 8.34(b)
proposent les temps de planification de FF et de GP relativement au temps de planification
de LGP pour ces proble`mes. Les observations sont similaires que pour les expe´rimentations
sur BlocksWorld. En effet, les performances de LGP sont tre`s infe´rieures a` celles de FF,
mais sont semblables a` celles de GP : pour ces proble`mes, les temps de planification de LGP
sont « au pire » 2,5 fois plus long que ceux de GP.
Observation de LGP
Les figures 8.35(a) et 8.35(b) de´taillent l’e´volution des temps de planification, de trans-
formation et de fermeture externe et les rapports entre ces temps. L’extension du graphe
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(a)
(b)
Figure 8.31 – Le rapport entre les temps de planification (en seconde) pour chaque pro-
ble`me (en nombre de cubes, de 1 a` 15) issus de BlocksWorld :
(a) entre les planificateurs FF et LGP ;
(b) entre les planificateurs GP et LGP.
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(a)
(b)
Figure 8.32 – Comportement du planificateur LGP pour les proble`mes issus de Blocks-
World (en nombre de cubes, de 1 a` 15) :
(a) les temps (en seconde) de planification (Planning), de transformation (Transform) et de
fermeture externe (External) ;
(b) les rapports (en pourcentage) du temps de transformation par rapport au temps de
planification, et du temps de fermeture externe par rapport au temps de transformation.
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Figure 8.33 – La comparaison des temps de planification (en seconde) pour chaque pro-
ble`me issu de Hanoi (en nombre de disques, de 2 a` 5) pour les planificateurs FF, LGP et
GP.
et l’extraction du plan prennent une part de plus en plus importante dans le temps de
planification lorsque le nombre de disques augmente. Cela est une caracte´ristique commune
a` la re´solution par LGP de proble`mes issus de domaines line´aires.
8.4 Conclusion
Les expe´rimentations mene´es exposent d’excellentes performances de la part de LGP
lorsque le domaine de planification se preˆte a` la construction de structure de choix ite´ratif.
Ainsi, LGP est re´gulie`rement plus performant sur ce type de domaine que l’un des meilleurs
planificateurs du moment (notamment sur les domaines que nous traitons), FF. Ainsi, le
gain d’expressivite´ des λ-plans de LGP est accompagne´ d’un gain des performances dans le
calcul de ces λ-plans.
Pour les domaines ne permettant pas l’inte´gration de structure de choix ite´ratif, LGP a
les meˆmes de´fauts que GP : ses performances chutent rapidement lorsque le graphe grandit.
Mais une solution serait d’utiliser un autre planificateur que LGP (comme FF par exemple)
lorsque le graphe de planification ne contient pas ou peu de relations λ-mutex, une forme
d’e´valuation de la flexibilite´ potentielle des plans solutions. L’extension du graphe se fait
en temps polynomial [BF97], donc cette e´valuation devrait eˆtre rapide compare´e au calcul
effectif d’un plan solution.
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(a)
(b)
Figure 8.34 – Le rapport entre les temps de planification (en seconde) pour chaque pro-
ble`me issu de Hanoi (en nombre de disques, de 2 a` 5) :
(a) entre les planificateurs FF et LGP ;
(b) entre les planificateurs GP et LGP.
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(a)
(b)
Figure 8.35 – Comportement du planificateur LGP pour les proble`mes issus de Hanoi (en
nombre de disques, de 2 a` 5) :
(a) les temps (en seconde) de planification (Planning), de transformation (Transform) et de
fermeture externe (External) ;
(b) les rapports (en pourcentage) du temps de transformation par rapport au temps de
planification, et du temps de fermeture externe par rapport au temps de transformation.
Quatrie`me partie
E´pilogue

Chapitre 9
Conclusion et perspectives
Cette the`se apporte un nouveau regard sur la planification, centre´ sur la flexibilite´ et
donc sur l’adaptabilite´ et l’adaptivite´ des plans a` l’exe´cution. Cette pre´occupation est a`
l’oppose´ de la vision ge´ne´ralement attribue´e a` la planification : la flexibilite´ ne´cessite de
trouver dans le syste`me de transition d’e´tats le plus de chemins solutions possible, tandis
que la planification tente de calculer un unique chemin le plus efficacement possible et donc
explore au minimum le syste`me de transition d’e´tats. Ainsi, la planification doit s’adapter
aux attentes de l’utilisateur du plan, et non l’inverse : c’est le de´fi que nous avons releve´.
La mode´lisation de la planification flexible que nous proposons en partie II permet de
couvrir la proble´matique de la composition automatique flexible. Les plans sont de´finis
comme une composition de plans, en conside´rant les actions comme des plans particuliers.
La de´finition de la composition est ainsi conforme avec celles des approches a` services, a`
composant, etc. De plus, la distinction entre se´mantique ope´rationnelle et de´notationnelle
permet d’un coˆte´ de nous pre´occuper de l’exe´cution du plan (lie´e a` la se´mantique des
ope´rateurs), et d’un autre coˆte´ de ve´rifier des proprie´te´s sur la composition (comme les
effets de la composition dans sa globalite´). Notamment, le nombre de chemins disponibles
dans le plan (sa largeur) doit eˆtre maximise´ pour que le plan soit le plus flexible possible.
En utilisant les ope´rateurs de se´quence et d’alternative, tous les plans flexibles peuvent
en the´orie eˆtre de´crits. Mais la longueur des chemins et la largeur des plans peuvent eˆtre
illimite´es (avec une boucle dans le syste`me de transition d’e´tats par exemple). Ainsi, en
pratique, nous proposons de nouveaux ope´rateurs dont la se´mantique est de´finie par les
ope´rateurs de se´quence et d’alternative.
En partie III, les ope´rateurs d’entrelacement, de permutation et les structures de choix
ite´ratif spe´cifient la flexibilite´ traite´e par notre planificateur. Λ-GraphPlan utilise comme
base GraphPlan de fac¸on a` profiter de la repre´sentation condense´e des e´tats dans le graphe.
L’exploitation des relations λ-mutex permet de de´couvrir des patterns d’actions candidates
pour un traitement spe´cifique a` un ensemble d’objets. Λ-GraphPlan extrait un « plan re-
laˆche´ » du graphe, dont les contraintes des relations λ-mutex sont abandonne´es. Le plan
relaˆche´ est ensuite transforme´ en λ-plan. L’expressivite´ des λ-plans est unique : aucun pla-
nificateur classique de notre connaissance ne parvient a` une telle flexibilite´. De plus, les
expe´rimentations montrent que Λ-GraphPlan est tre`s performant lorsque le proble`me de
planification permet l’inte´gration de structures de choix ite´ratif. Ces performances sont dues
a` l’extraction pre´coce du plan relaˆche´, allie´e au faible cout de la transformation. Lorsque
le proble`me de planification n’est pas favorable a` Λ-GraphPlan, la charge supple´mentaire
e´manante de notre approche est faible vis a` vis de GraphPlan.
De nombreux travaux, comme [ASW98, SW98, WAS98, GK97], proposent des e´volu-
tions de GraphPlan pour prendre en compte les incertitudes de l’environnement. Ainsi, nos
hypothe`ses de travail (de´taille´es au paragraphe 1.2.3 page 10) ne restreignent pas la ge´ne´-
ralite´ : nos propositions pourront par la suite eˆtre e´tendues, en optant pour des hypothe`ses
plus proches de notre proble´matique (la composition automatique flexible en intelligence
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ambiante). Nous e´voquons d’autres types d’e´volutions de Λ-GraphPlan au paragraphe 9.1,
et des ouvertures disciplinaires au paragraphe 9.2.
9.1 Prolongements
Cette partie donne quelques pistes a` explorer pour prolonger le de´veloppement de Λ-
GraphPlan.
9.1.1 E´volution des ite´rations
Les structures de choix ite´ratif dans Λ-GraphPlan sont contraintes : tous les objets
doivent eˆtre traite´s de la meˆme fac¸on, sans synchronisation entre structure, le support ex-
terne ne peut manipuler les objets, etc. La couverture de la flexibilite´ pourrait eˆtre agrandie
par l’introduction de nouvelles formes d’ite´ration. Nous donnons ici quelques pistes a` de´ve-
lopper.
Traitement non uniforme
La recherche de patterns dans le graphe de planification n’est pas comple`tement exploite´e
dans cette the`se. En effet, il est envisageable a` court terme de prendre en compte des
structures plus complexes, et notamment des structures conditionnelles selon les objets
traite´s. Dans Gripper, deux sous-ensembles de balles a` de´placer dans deux emplacements
diffe´rents depuis un meˆme emplacement doivent pouvoir eˆtre traite´s : pour cela, seule la
contrainte du traitement uniforme de LGP doit eˆtre leve´e. Ainsi, pour chaque sous-ensemble
d’actions λ-mutex secondaires, il est envisageable de traiter les objets diffe´remment. Dans
le graphe, cela correspond a` des cliques secondaires incomple`tes : pour chaque objet de la
clique primaire correspond 0 ou 1 objet dans la clique secondaire.
Synchronisation entre traitement
La synchronisation entre traitement s’observe dans le graphe notamment par des actions
e´tiquete´es par plusieurs sources comme support interne. Ainsi, ces actions forment le support
interne de plusieurs traitements, et devraient eˆtre « inte´gre´es » dans chacun des traitements.
En fait, il est ge´ne´ralement plus suˆr de synchroniser les traitements au niveau de ces actions,
car certaines de ces actions peuvent ne pas pouvoir eˆtre applique´es successivement par les
diffe´rents traitements. Par exemple, le de´placement du « robot aux pinces inde´pendantes »
(cf. paragraphe 7.4.3) doit eˆtre synchronise´ pour une utilisation correcte de ses pinces.
9.1.2 Ope´rateurs de composition
La diversite´ des ope´rateurs utilise´s par LGP est limite´e. La structure de choix ite´ratif est
la contribution majeure de la the`se. Il est fort probable que d’autres types de structures
soient observables dans le graphe de planification, de la meˆme fac¸on que les actions λ-mutex
primaires sont des candidates a` former des structures de choix ite´ratif.
Par exemple, lorsque deux actions produisent un meˆme effet, il n’y a pas de raison de
choisir l’un plutoˆt que l’autre au moment de l’extraction du plan relaˆche´. En se´lectionnant
les deux, il pourrait eˆtre possible de proposer l’alternative a` l’exe´cution. Ou encore, apre`s
qu’une action est exe´cute´e par le controˆleur, il serait inte´ressant de lui permettre d’annuler
l’exe´cution lorsque cela est possible. Par exemple, lorsque la balle b-1 est se´lectionne´e et
attrape´e (par l’action PICK(b-1, r-a)), le planificateur devrait pouvoir reposer b-1 pour
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finalement choisir b-2. La possibilite´ d’annuler est aise´e a` chercher dans le graphe : pour
chacune des actions a du plan, il faut trouver une action b qui annule exactement les effets
de a (autrement dit, eff+(b)=eff−(a) et eff−(b)=eff+(a)). L’action DROP(b-1, r-a) ve´rifie
cette proprie´te´ vis a` vis de PICK(b-1, r-a). Un ope´rateur d’annulation pourrait eˆtre inte´gre´
pour repre´senter ce type d’alternative 1.
La couverture de la flexibilite´ est encore faible dans LGP, et des efforts devraient eˆtre
consentis dans cette direction : proposer plus de flexibilite´ sans de´grader les performances
de calcul.
9.2 Ouvertures disciplinaires
Dans ce paragraphe, nous proposons trois ouvertures disciplinaires et revenons sur le
proble`me de composition flexible en intelligence ambiante. La premie`re ouverture envisage
l’e´volution de la planification flexible vers la planification ge´ne´ralise´e graˆce aux structures
de choix ite´ratif. La seconde positionne la planification flexible vis a` vis de la robotique, et
plus globalement vis a` vis de la planification dynamique (c’est-a`-dire qui prend en compte
l’exe´cution du plan). La troisie`me ouverture rejoint notre proble´matique initiale de compo-
sition automatique en intelligence ambiante en la transposant a` la composition automatique
de processus.
9.2.1 Planification
Le domaine de la planification ge´ne´ralise´e a pour objet la re´solution d’un ensemble de
proble`mes. Pour cela, une classe de proble`me est de´crite par des variables dont les valeurs
repre´sentent diffe´rentes instances de proble`mes. Dans notre approche, les λ-plans ont une
expressivite´ telle que des structures ite´ratives manipulent des variables. Par exemple, avec
Gripper, une structure de choix ite´ratif manipule l’ensemble des balles b-1, b-2 et b-3.
En observant le roˆle des trois balles dans l’e´tat initial et dans l’objectif de planification, ou
en calculant les pre´dicats des structures de choix ite´ratif, il est envisageable de rendre plus
abstraits les λ-plans calcule´s par Λ-GraphPlan. Aussi, plutoˆt que de limiter les structures
de choix ite´ratif aux objets de´finis par le proble`me initial, un λ-plan pourrait eˆtre applique´
a` un ensemble de proble`mes, et rejoindre la proble´matique de la planification ge´ne´ralise´e.
Pour Gripper, il faudrait de´couvrir que le λ-plan s’applique sur un ensemble de balles
dispose´es initialement a` l’emplacement r-a, et que l’objectif est de de´placer l’ensemble des
balles dans l’emplacement r-z. Ainsi, notre approche applique´e a` la planification ge´ne´ralise´e
permettrait de relaˆcher les contraintes fortes de ce domaine : la description d’une classe de
proble`mes devient inutile puisqu’elle serait de´duite d’un unique proble`me, ge´ne´ralise´ par
notre approche.
9.2.2 Robotique
Nous avons pre´sente´ la ne´cessite´ de flexibilite´ lorsque le plan est destine´ a` un humain (cf.
chaptire 1), en soulignant le fait qu’un humain est le mieux dispose´ a` se´lectionner l’exe´cution
qui lui convient le plus. Ce constat peut eˆtre e´tendu pour n’importe quel controˆleur. Le
mode`le conceptuel de la planification que nous avons expose´ pre´ce´demment conside`re qu’il
n’y a aucun besoin de prendre en compte les diffe´rences entre le mode`le du syste`me de
transition d’e´tats et le re´sultat de l’exe´cution des actions. Du fait que le controˆleur agit
1. La possibilite´ d’annulation est un crite`re ergonomique de controˆle explicite. Un plan qui inte`gre la
possibilite´ d’annuler les effets d’une action rend la largeur du plan infinie : cette introduction apportera de
nouvelles discussions sur l’e´valuation de la flexibilite´ des plans.
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directement sur le syste`me de transition d’e´tats, c’est-a`-dire « en ligne », tandis que le
planificateur calcule le plan « hors ligne », l’exe´cution peut ne pas correspondre a` ce qui e´tait
pre´vu lors de la planification. Pour surmonter les incertitudes de l’exe´cution, la planification
et l’application du plan sont alterne´es [GNT04], notamment en robotique :
proble`me
−−−−−−→Planificateur
plan
−−−−⇀↽ −
statut
Controˆleur
action
−−−−−−−⇀↽ −
observation
Syste`me de transition d’e´tats←−−−−−−
e´ve`nement
Dans ce mode`le, une boucle ferme´e permet au controˆleur de demander au planificateur un
nouveau plan en accord avec le statut d’exe´cution : c’est la re-planification. Ce processus
est robuste aux incertitudes de l’exe´cution, c’est-a`-dire aux diffe´rents contextes d’exe´cu-
tion, mais ne´cessite de calculer un nouveau plan de`s lors que les actions du plan exe´cute´
ne peuvent eˆtre applique´es sur l’e´tat courant du syste`me de transition d’e´tats. Les plans
flexibles permettent de diminuer le besoin de re-planification en calculant des alternatives
de`s la planification, en pre´voyant a` l’avance une multitude de contextes d’exe´cution : le
controˆleur aura plus de facilite´ a` se´lectionner une action qui convient a` l’e´tat courant que
s’il manipule un plan non flexible.
9.2.3 Processus
L’expressivite´ des plans flexibles s’approche par la de´finition des ope´rateurs de composi-
tion de l’expressivite´ de´crite en alge`bre des processus. Par exemple, CCS 2 utilise l’ope´rateur
« * » pour la se´quence, « ? » pour l’alternative et « ‖ » pour la composition paralle`le [Bae05].
Ces trois ope´rateurs sont communs a` toute alge`bre de processus. Proche de notre proble´ma-
tique, la synthe`se de controˆleur [RW89] a pour objectif de limiter l’exe´cution d’un processus
pour satisfaire une spe´cification. C’est alors le controˆleur qui de´cide, lorsque le processus
est controˆlable, des prochains e´ve´nements a` de´clencher. Nous proposons une approche dif-
fe´rente : composer un processus par planification pour satisfaire une spe´cification, a` partir
d’une description des processus. Par le besoin de la flexibilite´, nous avons introduit de nou-
veaux ope´rateurs de composition dans les plans. Notamment, nos ope´rateurs « ≫ », «  »
et « ‖ » pour la composition de plans ont une se´mantique proche de ceux utilise´s en al-
ge`bre de processus. Ainsi, les travaux en alge`bre de processus pourraient eˆtre utilise´s pour
augmenter l’expressivite´ des compositions (en introduisant de nouveaux ope´rateurs dans
les plans), et nos travaux de planification forment une voie possible pour la composition de
processus. Les λ-plans pourraient par exemple eˆtre de´crits en LOTOS 3 [BB87]. D’ailleurs,
LOTOS a inspire´ la mode´lisation des taˆches en IHM [PMM97].
9.2.4 Intelligence ambiante
En contexte d’intelligence ambiante, nous soutenons qu’il est ne´cessaire pour les compo-
sitions d’inte´grer des structures de controˆle permettant de diffe´rer des choix a` l’exe´cution.
Notamment, les utilisateurs souhaitent pouvoir controˆler la composition propose´e [Gab11].
La flexibilite´ des compositions est une des dimensions de l’adaptabilite´, qui est un des
crite`res d’utilisabilite´. Pour que la composition soit conforme aux attentes des utilisa-
teurs [CNM83, ND86], tous les crite`res ergonomiques [BS93] des syste`mes interactifs (forme´s
par composition dans notre cas) doivent pouvoir eˆtre respecte´s. La flexibilite´ est donc un
crite`re ne´cessaire mais pas suffisant pour obtenir une composition « centre´e utilisateur ».
Tous les ope´rateurs de composition que nous avons introduits sont fonde´s sur les ope´rateurs
2. Calculus of Communicating Systems
3. Language Of Temporal Ordering Specification
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de se´quence et d’alternative, c’est-a`-dire sur un des ope´rateurs temporels et un des ope´ra-
teurs logiques. Ces deux ope´rateurs sont suffisants pour de´crire la flexibilite´, mais d’autres
sont ne´cessaires pour de´crire les autres dimensions qualitatives des compositions. Ainsi, la
planification ne´cessite de nouvelles adaptations pour re´pondre aux attentes des utilisateurs.

Cinquie`me partie
Annexes

Annexe A
Cas d’e´tudes pour la flexibilite´
Nous faisons le choix du domaine de planification Gripper pour illustrer la flexibilite´
recherche´e en planification. Mais toute la flexibilite´ permise par notre approche n’est pas
de´crite par Gripper. Aussi, les domaines de planification suivants illustres d’autres facettes
de la flexibilite´ recherche´e. Un plan flexible permet notamment :
– des ite´rations successives ;
– des ite´rations imbrique´es ;
– des ite´rations paralle`les.
A.1 Ite´rations successives avec Gripper-Cart
Pour illustrer les ite´rations successives, nous ajoutons au domaineGripper la possibilite´
pour le robot d’utiliser une remorque pour transporter les balles. Ainsi, une fois la balle
b-1 attrape´e, le robot peut la mettre dans la remorque avec l’action LOAD(b-1), et ensuite
peut, s’il n’a pas attrape´ une autre balle entre temps, re´cupe´rer de la remorque la balle b-1
avec EMPTY(b-1). Ce domaine est de´crit en PDDL a` l’annexe B.4 page 187. En empeˆchant le
robot de se de´placer avec une balle dans sa pince, le plan attendu doit permettre de choisir
dans quel ordre remplir la remorque puis, une fois dans la bonne pie`ce, permettre de choisir
dans quel ordre vider la remorque. Cela se traduit par le plan A.1. Ce plan traduit par deux
Plan A.1 Plan solution pour Gripper-Cart proposant des choix a` l’exe´cution.
1 MOVE(r-z, r-a);
2 B ← {b-1, b-2, b-3 };
3 while B is not empty do
4 choose ball ∈ B ;
5 B ← B − ball ;
6 PICK(ball, r-a);
7 LOAD(ball);
8 MOVE(r-a, r-z);
9 B ← {b-1, b-2, b-3 };
10 while B is not empty do
11 choose ball ∈ B ;
12 B ← B − ball ;
13 EMPTY(ball);
14 DROP(ball, r-z);
ite´rations successives la possibilite´ pour l’exe´cuteur de choisir l’ordre de remplissage aussi
bien que l’ordre de vidage de la remorque.
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A.2 Ite´rations imbrique´es avec Painter
Le domaine Painter, de´crit en PDDL en annexe B.5 page 187 est utilise´ pour illustrer
les ite´rations imbrique´es. Cette fois, l’objectif est de peindre des couleurs black et white
chacune des 3 balles b-1, b-2 et b-3. Pour cela, 3 actions sont disponibles :
– CLEAN permet de nettoyer l’espace de travail, ne´cessaire avant chaque couche de pein-
ture ;
– WASH permet de pre´parer une des balles b-1, b-2 ou b-3 avant de la peindre ;
– PAINT permet de peindre une des balles d’une couleur donne´e.
Le plan A.2 est une solution flexible a` ce proble`me., qui inte`gre deux ite´rations. Ainsi,
Plan A.2 Plan solution pour Painter proposant des choix a` l’exe´cution.
1 B ← {b-1, b-2, b-3 };
2 while B is not empty do
3 choose ball ∈ B ;
4 B ← B − ball ;
5 C ← {black, white };
6 while C is not empty do
7 choose color ∈ C ;
8 C ← C − color ;
9 CLEAN();
10 WASH(ball);
11 PAINT(ball, color);
a` l’exe´cution de ce plan, il est propose´ ite´rativement un premier choix parmi toutes les
balles a` traiter. Un second choix permet de de´cider de la couleur a` appliquer sur la balle
se´lectionne´e, jusqu’a` ce que toutes les couleurs ne´cessaires aient e´te´ applique´es sur la balle.
Ainsi, toutes les balles auront e´te´ peintes des deux couleurs, mais ni l’ordre des balles, ni
l’ordre des couches de peinture n’aura e´te´ impose´ a` l’exe´cution.
A.3 Ite´rations paralle`les avec Gripper-B+C
Le domaine Gripper-B+C est une autre extension de Gripper, de´crit en PDDL a`
l’annexe B.6 page 188. Un ensemble de balles et un ensemble de cubes sont entrepose´s res-
pectivement dans les pie`ces r-a et r-z. L’objectif est de de´placer ces balles et ces cubes dans
l’autre pie`ce, au moyen de robots g-b et g-c spe´cialise´ respectivement dans le de´placement
de balles ou de cubes. Le plan A.3 permet, en paralle`le, de de´placer les balles et les cubes,
chacun des robots s’occupant de de´placer de fac¸on inde´pendante l’ensemble d’objets dont il
a la charge. Ainsi, a` l’exe´cution, l’ordre de de´placement des balles et l’ordre de de´placement
Plan A.3 Plan solution pour Gripper-B+C proposant des choix a` l’exe´cution.
1 B ← {b-1, b-2, b-3 };
2 while B is not empty do
3 MOVE(g-b, r-z, r-a);
4 choose ball ∈ B ;
5 B ← B − ball ;
6 PICK-BALL(g-b, ball, r-a);
7 MOVE(g-b, r-a, r-z);
8 DROP-BALL(g-b, ball, r-z);
C ← {c-1, c-2, c-3 };
while C is not empty do
MOVE(g-c, r-a, r-z);
choose cube ∈ C ;
C ← C − cube ;
PICK-BOX(g-c, cube, r-z);
MOVE(g-c, r-z, r-a);
DROP-BOX(g-c, cube, r-a);
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des cubes sont libres de choix. La partie gauche du plan donne la possibilite´ de de´placer les
balles, la partie droite de de´placer les cubes, chacune de ces parties e´tant inde´pendante de
l’autre et donc exe´cutable en paralle`le, sans aucune contrainte d’ordre entre elles.

Annexe B
Domaines et proble`mes de
planification
B.1 Checker
(define (domain Checker)
(:requirements :strips)
(:predicates
(ball ?b)
(checked ?b)
(ready)
(:action CHECK
:parameters (?obj)
:precondition (and (ball ?ball) (ready))
:effect (and (checked ?ball) (not (ready))))
(:action TARE
:parameters ()
:precondition (and )
:effect (and (ready)))
(define (problem pb3)
(:domain Checker)
(:requirements :strips)
(:objects b-1 b-2 b-3)
(:init (ball b-1) (ball b-2) (ball b-3) (ready))
(:goal (and (checked b-1) (checked b-2) (checked b-3))))
B.2 Loader
(define (domain Loader)
(:requirements :strips)
(:predicates
(ball ?b)
(in-box ?b)
(free)
(carry ?b))
(:action PICK
:parameters (?obj)
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:precondition (and (ball ?obj) (free))
:effect (and (carry ?obj) (not (free))))
(:action LOAD
:parameters (?obj)
:precondition (and (carry ?obj))
:effect (and (free) (not (carry ?obj)) (in-box ?obj)))
(:action DROP
:parameters (?obj)
:precondition (and (carry ?obj))
:effect (and (free) (not (carry ?obj))))
(define (problem pb3)
(:domain Loader)
(:requirements :strips)
(:objects b-1 b-2 b-3)
(:init (ball b-1) (ball b-2) (ball b-3) (free))
(:goal (and (in-box b-1) (in-box b-2) (in-box b-3))))
B.3 Gripper
(define (domain Gripper)
(:requirements :strips)
(:predicates
(room ?room) (ball ?ball)
(g-at ?room) (at ?ball ?room)
(free) (carry ?ball))
(:action MOVE
:parameters (?from ?to)
:precondition (and (room ?from) (room ?to) (g-at ?from))
:effect (and (g-at ?to) (not (g-at ?from))))
(:action PICK
:parameters (?ball ?room)
:precondition (and (ball ?ball) (room ?room) (g-at ?room)
(at ?ball ?room) (free))
:effect (and (carry ?ball) (not (at ?ball ?room)) (not (free))))
(:action DROP
:parameters (?ball ?room)
:precondition (and (ball ?ball) (room ?room) (g-at ?room)
(carry ?ball))
:effect (and (not (carry ?ball)) (at ?ball ?room) (free))))
(define (problem pb3)
(:domain Gripper)
(:requirements :strips)
(:objects r-a r-z b-1 b-2 b-3)
(:init (room r-a) (room r-z) (ball b-1) (ball b-2) (ball b-3)
(g-at r-a) (free) (at b-1 r-a) (at b-2 r-a) (at b-3 r-a))
(:goal (and (at b-1 r-z) (at b-2 r-z) (at b-3 r-z))))
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B.4 Gripper-Cart
(define (domain Gripper-Cart)
(:requirements :strips)
(:predicates
(room ?room) (ball ?ball)
(g-at ?room) (at ?ball ?room)
(free) (carry ?ball))
(:action MOVE
:parameters (?from ?to)
:precondition (and (room ?from) (room ?to) (g-at ?from))
:effect (and (g-at ?to) (not (g-at ?from))))
(:action PICK
:parameters (?ball ?room)
:precondition (and (ball ?ball) (room ?room) (g-at ?room)
(at ?ball ?room) (free))
:effect (and (carry ?ball) (not (at ?ball ?room)) (not (free))))
(:action DROP
:parameters (?ball ?room)
:precondition (and (ball ?ball) (room ?room) (g-at ?room)
(carry ?ball))
:effect (and (not (carry ?ball)) (at ?ball ?room) (free))))
(:action LOAD
:parameters (?obj)
:precondition (and (ball ?obj) (carry ?obj))
:effect (and (not (carry ?obj)) (in-cart ?obj) (free)))
(:action EMPTY
:parameters (?obj)
:precondition (and (ball ?obj) (in-cart ?obj) (free))
:effect (and (carry ?obj) (not (in-cart ?obj)) (not (free))))
(define (problem pb3)
(:domain Gripper-Cart)
(:requirements :strips)
(:objects r-a r-z b-1 b-2 b-3)
(:init (room r-a) (room r-z) (ball b-1) (ball b-2) (ball b-3)
(g-at r-a) (free) (at b-1 r-a) (at b-2 r-a) (at b-3 r-a))
(:goal (and (at b-1 r-z) (at b-2 r-z) (at b-3 r-z))))
B.5 Painter
(define (domain Painter)
(:requirements :strips)
(:predicates
(ball ?ball) (ready ?ball)
(color ?color) (painted ?ball ?color)
(clean))
(:action WASH
:parameters (?ball)
188 Annexe B. Domaines et proble`mes de planification
:precondition (and (ball ?ball) (clean))
:effect (and (ready ?ball) (not (clean))))
(:action PAINT
:parameters (?ball ?color)
:precondition (and (ball ?ball) (color ?color) (ready ?ball))
:effect (and (painted ?ball ?color) (not (ready ?ball))))
(:action CLEAN
:parameters ()
:precondition (and )
:effect (and (clean)))
(define (problem pb3x2)
(:domain Painter)
(:requirements :strips)
(:objects b-1 b-2 b-3)
(:init (ball b-1) (ball b-2) (ball b-3)
(color black) (color grey) (color white)
(:goal (and (painted b-1 black) (painted b-1 grey) (painted b-1 white)
(painted b-2 black) (painted b-2 grey) (painted b-2 white)
(painted b-3 black) (painted b-3 grey) (painted b-3 white))))
B.6 Gripper-B+C
(define (domain Gripper-B+C)
(:requirements :strips)
(:predicates
(room ?room) (ball ?ball) (cube ?cube) (at ?obj ?room)
(g-ball ?g) (g-cube ?g) (g-at ?g ?room)
(free ?g) (carry ?g ?pbj))
(:action MOVE
:parameters (?g ?from ?to)
:precondition (and (room ?from) (room ?to) (g-at ?g ?from))
:effect (and (g-at ?g ?to) (not (g-at ?g ?from))))
(:action PICK-BALL
:parameters (?g ?ball ?room)
:precondition (and (ball ?ball) (room ?room) (g-ball ?g)
(g-at ?g ?room) (at ?ball ?room) (free ?g))
:effect (and (carry ?g ?ball) (not (at ?ball ?room)) (not (free ?g))))
(:action DROP-BALL
:parameters (?g ?ball ?room)
:precondition (and (ball ?ball) (room ?room) (g-ball ?g)
(g-at ?g ?room) (carry ?g ?ball))
:effect (and (not (carry ?g ?ball)) (at ?ball ?room) (free ?g))))
(:action PICK-BOX
:parameters (?g ?cube ?room)
:precondition (and (cube ?cube) (room ?room) (g-cube ?g)
(g-at ?g ?room) (at ?cube ?room) (free ?g))
:effect (and (carry ?g ?cube) (not (at ?cube ?room)) (not (free ?g))))
(:action DROP-BOX
:parameters (?g ?cube ?room)
:precondition (and (cube ?cube) (room ?room) (g-cube ?g)
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(g-at ?g ?room) (carry ?g ?cube))
:effect (and (not (carry ?g ?cube)) (at ?cube ?room) (free ?g))))
(define (problem pb3)
(:domain Gripper-B+C)
(:requirements :strips)
(:objects r-a r-z
b-1 b-2 b-3
c-1 c-2 c-3
g-b g-c)
(:init (room r-a) (room r-z)
(ball b-1) (ball b-2) (ball b-3)
(cube c-1) (cube c-2) (cube c-3)
(g-ball g-b) (g-cube g-c)
(g-at g-b r-a) (g-at g-c r-z) (free g-b) (free g-c)
(at b-1 r-a) (at b-2 r-a) (at b-3 r-a)
(at c-1 r-z) (at c-2 r-z) (at c-3 r-z))
(:goal (and (at b-1 r-z) (at b-2 r-z) (at b-3 r-z)
(at c-1 r-a) (at c-2 r-a) (at c-3 r-a))))
B.7 BlocksWorld
(define (domain BlocksWorld)
(:requirements :strips)
(:predicates
(clear ?x)
(on-table ?x)
(free)
(holding ?x)
(on ?x ?y))
(:action PICKUP
:parameters (?obj)
:precondition (and (free) (clear ?obj) (on-table ?obj))
:effect (and (not (free)) (not (clear ?obj)) (not (on-table ?obj))
(holding ?obj)))
(:action PUTDOWN
:parameters (?obj)
:precondition (and (holding ?obj))
:effect (and (clear ?obj) (free) (on-table ?obj)
(not (holding ?obj))))
(:action STACK
:parameters (?obj ?under)
:precondition (and (clear ?under) (holding ?obj))
:effect (and (free) (clear ?obj) (on ?obj ?under)
(not (clear ?under)) (not (holding ?obj))))
(:action UNSTACK
:parameters (?obj ?under)
:precondition (and (on ?obj ?under) (clear ?obj) (free))
:effect (and (not (free)) (not (clear ?obj)) (not (on ?obj ?under))
(clear ?under) (holding ?obj))))
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(define (problem pb3)
(:domain BlocksWorld)
(:requirements :strips)
(:objects c-1 c-2 c-3)
(:init (free)
(on-table c-3)
(on c-2 c-3)
(on c-1 c-2)
(clear c-1))
(:goal (and (on-table c-3)
(on-table c-2)
(on-table c-1))))
B.8 Hanoi
(define (domain Hanoi)
(:requirements :strips)
(:predicates
(clear ?x)
(on ?x ?y)
(smaller ?x ?y))
(:action MOVE
:parameters (?disk ?from ?to)
:precondition (and (smaller ?to ?disk)
(on ?disk ?from)
(clear ?disk)
(clear ?to))
:effect (and (clear ?from)
(on ?disk ?to)
(not (on ?disk ?from))
(not (clear ?to)))))
(define (problem pb3)
(:domain Hanoi)
(:requirements :strips)
(:objects p-a p-i p-z d-1 d-2 d-3)
(:init (smaller p-a d-1) (smaller p-a d-2) (smaller p-a d-3)
(smaller p-i d-1) (smaller p-i d-2) (smaller p-i d-3)
(smaller p-z d-1) (smaller p-z d-2) (smaller p-z d-3)
(smaller d-3 d-1) (smaller d-3 d-2) (smaller d-2 d-1)
(clear p-i)
(clear p-z)
(clear d-1)
(on d-3 p-a)
(on d-2 d-3)
(on d-1 d-2))
(:goal (and (on d-3 p-z)
(on d-2 d-3)
(on d-1 d-2))))
Annexe C
Proprie´te´s des ope´rateurs
C.1 Ope´rateurs de se´quence entre plans
L’e´le´ment neutre de la se´quence est l’action nulle, ǫ.
Loi 1 (e´le´ment neutre de ≫ ). Soit un plan π, alors π≫ ǫ = ǫ≫ π = π.
De´monstration. Soit un plan π, alors :
pre (π≫ ǫ) = pre (π) ∪
(
pre (ǫ) \ eff+(π)
)
= pre (π) ∪
(
{} \ eff+(π)
)
= pre (π)
eff+(π≫ ǫ) =
(
eff+(π) \ eff−(ǫ)
)
∪ eff+(ǫ)
=
(
eff+(π) \ {}
)
∪ {}
= eff+(π)
eff−(π≫ ǫ) =
(
eff−(π) \ eff+(ǫ)
)
∪ eff−(ǫ)
=
(
eff−(π) \ {}
)
∪ {}
= eff−(π)
Donc π≫ ǫ = π.
La preuve est similaire pour ǫ≫ π = π.
Ainsi, ǫ est l’e´le´ment neutre de ≫ .
La se´quence n’est pas idempotente.
Loi 2 (non idempotence de ≫ ). Soit un plan π, alors π≫ π 6=⇒ π.
De´monstration. Triviale avec un plan π tel que pre (π) ∩ eff−(π) 6= ∅ : une premie`re ap-
plication de π est de´finie sur un e´tat satisfaisant les pre´conditions, mais deux applications
successives ne le sont pas. Ainsi, ≫ n’est pas idempotente.
Nous ne pouvons pas distinguer le comportement de deux plans en se´quence suivis d’un
troisie`me plan, de celui de ces trois plans en se´quence.
Loi 3 (associativite´ de≫ ). Soient π1, π2 et π3 des plans, (π1≫ π2)≫ π3 = π1≫ (π2≫ π3) =
π1≫ π2≫ π3.
De´monstration. Soient trois plans π1, π2 et π3.
Notons πt = π1≫ π2 et π = πt≫ π3. Par de´finition :
pre (πt) = pre (π1) ∪
(
pre (π2) \ eff
+(π1)
)
eff+(πt) =
(
eff+(π1) \ eff
−(π2)
)
∪ eff+(π2)
eff−(πt) =
(
eff−(π1) \ eff
+(π2)
)
∪ eff−(π2)
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Or eff−(π2) ∩ eff
+(π2) = ∅, donc :
eff+(πt) =
(
eff+(π1) ∪ eff
+(π2)
)
\ eff−(π2)
eff−(πt) =
(
eff−(π1) ∪ eff
−(π2)
)
\ eff+(π2)
De la meˆme fac¸on, nous avons :
pre (π) = pre (πt) ∪
(
pre (π3) \ eff
+(πt)
)
=
(
pre (π1) ∪
(
pre (π2) \ eff
+(π1)
))
∪
(
pre (π3) \
((
eff+(π1) ∪ eff
+(π2)
)
\ eff−(π2)
))
Si eff−(π2) ∩ pre (π3) 6= ∅, π1≫ π2≫ π3 est inde´fini et la preuve de la loi est triviale,
sinon :
=
(
pre (π1) ∪
(
pre (π2) \ eff
+(π1)
))
∪
(
pre (π3) \
(
eff+(π1) ∪ eff
+(π2)
))
Par factorisation de la soustraction de eff+(π1) :
= pre (π1) ∪
(
pre (π2) ∪
(
pre (π3) \ eff
+(π2)
))
\ eff+(π1)
eff+(π) =
(
eff+(πt) \ eff
−(π3)
)
∪ eff+(π3)
=
(((
eff+(π1) \ eff
−(π2)
)
∪ eff+(π2)
)
\ eff−(π3)
)
∪ eff+(π3)
eff−(π) =
(
eff−(πt) \ eff
+(π3)
)
∪ eff−(π3)
=
(((
eff−(π1) \ eff
+(π2)
)
∪ eff−(π2)
)
\ eff+(π3)
)
∪ eff−(π3)
Notons πq = π2≫ π3 et π
′ = π1≫ πq. Nous obtenons :
pre (πq) = pre (π2) ∪
(
pre (π3) \ eff
+(π2)
)
eff+(πq) =
(
eff+(π2) \ eff
−(π3)
)
∪ eff+(π3)
eff−(πq) =
(
eff−(π2) \ eff
+(π3)
)
∪ eff−(π3)
De la meˆme fac¸on, nous avons :
pre (π′) = pre (π1) ∪ (pre (πq) \ eff
+(π1))
= pre (π1) ∪
(
pre (π2) ∪
(
pre (π3) \ eff
+(π2)
))
\ eff+(π1)
= pre (π)
eff+(π′) =
(
eff+(π1) \ eff
−(πq)
)
∪ eff+(πq)
=
(
eff+(π1) \
((
eff−(π2) \ eff
+(π3)
)
∪ eff−(π3)
))
∪
(
eff+(π2) \ eff
−(π3)
)
∪ eff+(π3)
Par simplification de eff+(π3) :
=
(
eff+(π1) \
(
eff−(π2) ∪ eff
−(π3)
))
∪
(
eff+(π2) \ eff
−(π3)
)
∪ eff+(π3)
Par factorisation de la soustraction de eff−(π3) :
=
(((
eff+(π1) \ eff
−(π2)
)
∪ eff+(π2)
)
\ eff−(π3)
)
∪ eff+(π3)
= eff+(π)
eff−(π′) =
(
eff−(π1) \ eff
+(πq)
)
∪ eff−(πq)
=
(
eff−(π1) \
((
eff+(π2) \ eff
−(π3)
)
∪ eff+(π3)
))
∪
(
eff−(π2) \ eff
+(π3)
)
∪ eff−(π3)
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neutre idempotence associativite´ commutativite´
≫ ǫ non oui non
Table C.1 – Lois alge´briques de l’ope´rateur de se´quence entre plans.
Par simplification de eff−(π3) :
=
(
eff−(π1) \
(
eff+(π2) ∪ eff
+(π3)
))
∪
(
eff−(π2) \ eff
+(π3)
)
∪ eff−(π3)
Par factorisation de la soustraction de eff+(π3) :
=
(((
eff−(π1) \ eff
+(π2)
)
∪ eff−(π2)
)
\ eff+(π3)
)
∪ eff−(π3)
= eff−(π)
Ainsi, π = π′, donc la se´quence est associative.
La se´quence n’est pas commutative.
Loi 4 (non commutativite´ de≫ ). Soient deux plans π1 et π2, alors π1≫ π2 6=⇒ π2≫ π1.
De´monstration. Triviale avec deux plans π1 et π2 tels que eff
+(π1) ∩ eff
−(π2) 6= ∅ : on a
alors π1≫ π2 6= π2≫ π1 et donc ≫ n’est pas commutative.
La table C.1 re´sume les lois qui re´gissent l’ope´rateur de se´quence. Ces lois impliquent
les re`gles suivantes :
π≫ ǫ = π = ǫ≫ π
ǫ est l’e´le´ment neutre de la se´quence
(π≫ π′)≫ π′′ = π≫ (π′≫ π′′)
associativite´ de la se´quence
Les re`gle de l’ope´rateur binaire de se´quence nous permet d’e´crire des re`gles ge´ne´ralise´es a`
l’ope´rateur n-aire :
≫ (· · ·, πi, ǫ, πj , · · ·) =≫ (· · ·, πi, πj , · · ·)
ǫ est l’e´le´ment neutre de la se´quence
≫
(
≫ (π11 , · · ·, π1n), · · ·,≫ (πk1 , · · ·, πkm)
)
=≫ (π11 , · · ·, π1n , · · ·, πk1 , · · ·, πkm)
associativite´ de la se´quence
Cette dernie`re re`gle est utile pour montrer qu’il existe une « forme normale » de tout plan
π compose´ par l’ope´rateur de se´quence sur les actions de A : π = ≫ (a1, · · ·, an) avec
∀i ∈ [1..n], ai ∈ A.
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C.2 Ope´rateurs de se´quence entre polyplans
C.2.1 Lois alge´briques
L’ope´rateur de se´quence entre polyplan admet un e´le´ment neutre, ǫ.
Loi 5 (e´le´ment neutre de ≫ ). Soit un polyplan Π, alors Π≫ ǫ = ǫ≫ Π = Π.
De´monstration. Semblable a` la preuve de la loi 1, mais pour chaque couple d’effets positifs
et ne´gatifs.
Nous ne pouvons pas distinguer le comportement de deux polyplans en se´quence suivis
d’un troisie`me polyplan, de celui de ces trois polyplans en se´quence.
Loi 6 (associativite´ de≫ ). Soient trois plans flexibles Π1, Π2 et Π3, alors (Π1≫ Π2)≫ Π3 =
Π1≫ (Π2≫ Π3) = Π1≫ Π2≫ Π3.
De´monstration. Semblable a` la preuve de la loi 3, mais pour chaque couple d’effets positifs
et ne´gatifs.
La table C.2 de´finit les lois qui re´gissent l’ope´rateur de se´quence. Ces lois impliquent les
neutre idempotence associativite´ commutativite´
≫ ǫ non oui non
Table C.2 – Lois alge´briques de l’ope´rateur de se´quence entre polyplan.
e´galite´s qui suivent.
Π≫ ǫ = Π
ǫ est l’e´le´ment neutre de la se´quence
(Π≫ Π′)≫ Π′′ = Π≫ (Π′≫ Π′′)
associativite´ de la se´quence
Comme l’ope´rateur de se´quence est associatif, nous pouvons omettre les parenthe`ses lors-
qu’elles ne sont pas ne´cessaires pour indiquer la porte´e des ope´rateurs. Les re`gle de l’ope´ra-
teur binaire de se´quence nous permet d’e´crire des re`gles ge´ne´ralise´es a` l’ope´rateur n-aire :
≫ (· · ·,Πi, ǫ,Πj , · · ·) =≫ (· · ·,Πi,Πj , · · ·)
ǫ est l’e´le´ment neutre de la se´quence
≫
(
≫ (Π11 , · · ·,Π1n), · · ·,≫ (Πk1 , · · ·,Πkm)
)
=≫ (Π11 , · · ·,Π1n , · · ·,Πk1 , · · ·,Πkm)
associativite´ de la se´quence
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C.2.2 E´valuation de la largeur
Soient Π′ et Π′′ deux polyplans tels que #Π′ = k et #Π′′ = n, et le polyplan Π =
Π′≫ Π′′, alors #Π = k × n.
De´monstration. Trivialement de´duit de la de´finition de l’ope´rateur de se´quence : ∀ (i, j) ∈
[1..k]× [1..n], eff i,j(Π) est de´fini sur un plan i de´rive´ de Π
′ et sur un plan j de´rive´ de Π′′.
Si k = 1, alors la largeur de la se´quence entre les deux polyplans est limite´e par la
largeur du polyplan Π′′, et re´ciproquement si n = 1.
C.3 Ope´rateur d’alternative entre polyplans
C.3.1 Lois alge´briques
Faire le choix entre deux meˆmes polyplans revient a` ne pas faire de choix.
Loi 7 (idempotence de  ). Soit Π un polyplan, (Π  Π) = Π.
De´monstration. Trivialement de´duit de la se´mantique ope´rationnelle de l’ope´rateur d’alter-
native.
Pour ne pas surcharger les notations, cela n’a pas e´te´ formalise´ dans la se´mantique
de´notationnelle. Pour eˆtre conforme a` cette loi, il faut empeˆcher l’ajout d’un plan de´ja`
exprime´ dans un plan flexible.
L’ordre de pre´sentation des alternative est sans importance.
Loi 8 (syme´trie de  ). Soient Π1 et Π2 deux polyplans, (Π1  Π2) = (Π2  Π1).
De´monstration. Trivialement de´duit de la se´mantique ope´rationnelle de l’ope´rateur d’alter-
native.
Un choix entre trois polyplans peut eˆtre e´clate´ en deux choix binaires successifs, l’ordre
e´tant sans importance, et la re´ciproque est vraie.
Loi 9 (associativite´ de  ). Soient Π1, Π2 et Π3 trois polyplans, (Π1  Π2)  Π3 =
Π1  (Π2  Π3) = (Π1  Π2  Π3).
De´monstration. Trivialement de´duit de la se´mantique ope´rationnelle de l’ope´rateur d’alter-
native.
La table C.3 de´finit les lois qui re´gissent l’ope´rateur d’alternative. Ces lois impliquent
neutre idempotence associativite´ commutativite´
 non oui oui oui
Table C.3 – Lois alge´briques de l’ope´rateur d’alternative.
les e´galite´s qui suivent.
Π  ǫ 6= Π
ǫ n’est pas l’e´le´ment neutre de l’alternative
Π  Π = Π
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idempotence de l’alternative
(Π  Π′)  Π′′ = Π  (Π′  Π′′)
associativite´ de l’alternative
Π  Π′ = Π′  Π
commutativite´ de l’alternative
Comme l’ope´rateur d’alternative est associatif, nous pouvons omettre les parenthe`ses lors-
qu’elles ne sont pas ne´cessaires pour indiquer la porte´e des ope´rateurs. Les re`gle de l’ope´ra-
teur binaire d’alternative nous permet d’e´crire des re`gles ge´ne´ralise´es a` l’ope´rateur n-aire :
 (· · ·,Πi, ǫ,Πj , · · ·) 6= (· · ·,Πi,Πj , · · ·)
ǫ n’est pas l’e´le´ment neutre de l’alternative
 (Π, · · ·,Π) = Π
idempotence de l’alternative

(
 (Π11 , · · ·,Π1n), · · ·, (Πk1 , · · ·,Πkm)
)
= (Π11 , · · ·,Π1n , · · ·,Πk1 , · · ·,Πkm)
associativite´ de l’alternative
 (· · ·,Πi,Πj , · · ·) = (· · ·,Πj ,Πi, · · ·)
commutativite´ de l’alternative
C.3.2 E´valuation de la largeur
Soient Π′ et Π′′ deux polyplans tels que #Π′ = k et #Π′′ = n, et le polyplan Π =
Π′  Π′′, alors #Π = k + n.
De´monstration. Trivialement de´duit de la de´finition de l’ope´rateur d’alternative : ∀i ∈
[1..k], eff i(Π) = eff i(Π
′) et ∀j ∈ [k + 1..k + n], eff j(Π) = eff j−k(Π
′′).
La largeur du choix entre les deux polyplans est supe´rieure a` la largeur des deux poly-
plans Π′ et Π′′.
C.4 Ope´rateur d’entrelacement entre polyplans
C.4.1 Lois alge´briques
La premie`re loi alge´brique re´gissant l’entrelacement est de´duit de la de´finition de l’ope´-
rateur, qui permet d’affirmer que l’ordre du paralle´lisme ne modifie pas sa se´mantique.
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Loi 10 (syme´trie de ‖ ). Soient Π1 et Π2 deux polyplans, (Π1 ‖ Π2) = (Π2 ‖ Π1).
L’entrelacement de trois polyplans peut eˆtre e´clate´ en deux entrelacement binaires suc-
cessifs, l’ordre e´tant sans importance, et la re´ciproque est vraie.
Loi 11 (associativite´ de ‖ ). Soient Π1, Π2 et Π3 trois polyplans, (Π1 ‖ Π2) ‖ Π3 =
Π1 ‖ (Π2 ‖ Π3) = (Π1 ‖ Π2 ‖ Π3).
L’associativite´ de l’ope´rateur nous permet de nous dispenser des parenthe`ses.
Nous de´duisons de la de´finition de l’ope´rateur d’entrelacement les lois de la table C.4.
neutre idempotence associativite´ commutativite´
‖ ǫ non oui oui
Table C.4 – Lois alge´briques de l’ope´rateur d’entrelacement.
C.4.2 E´valuation de la largeur
Le nombre de choix offert par l’entrelacement de deux plans augmente de fac¸on ex-
ponentielle par rapport a` la longueur des plans. En effet, le nombre de plans de´duit du
paralle´lisme entre π = a1≫ · · ·≫ ak et π
′ = a′1≫ · · ·≫ a
′
n, c’est-a`-dire la largeur du
polyplan Π = π ‖ π′ est de´finie comme suit :
si |π| = k, |π′| = n et Π = π ‖ π′ alors #Π =
n∏
i=1
k + i
i
De´monstration. Nous de´finissons naturellement le nombre de plans de´duit de π ‖ π′ par sa
de´finition re´cursive (cf. paragraphe 6.3.1), avec f(k, n) le nombre de plans :
f(k, n) = f(n, k) (car l’ope´rateur  est syme´trique)
f(0, n) = 1 (un seul plan si rien ne doit eˆtre entrelace´)
f(k, n) = f(k − 1, n) + f(k, n− 1) (selon la de´finition de Π = π1 ‖ π2)
Nous voulons montrer que f(k, n) =
∏n
i=1
k+i
i .
1. Montrer que f(k, n) =
∏n
i=1
k+i
i est syme´trique :
(a) pour n = k, la syme´trie est triviale
(b) pour n > k :
f(n, k) =
(n+ 1)(n+ 2) · · · (n+ k)
1× · · · × k
(pas de simplification car k < n)
f(k, n) =
(k + 1)(k + 2) · · · (k + n)
1× · · · × n
(simplification des facteurs entre k + 1 et n)
=
(n+ 1)(n+ 2) · · · (n+ k)
1× · · · × k
f(n, k) = f(k, n)
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(c) pour n < k, preuve similaire.
Donc c’est syme´trique.
2. Montrer que f(k, n) =
∏n
i=1
k+i
i par re´currence, avec pour hypothe`se de re´currence
que f(k − 1, n) =
∏n
i=1
k−1+i
i (et par syme´trie, f(k, n− 1) =
∏n−1
i=1
k+i
i ) :
(a) cas de base f(0, n) =
∏n
i=1
0+i
i = 1× 1× · · · × 1︸ ︷︷ ︸
n fois
= 1.
(b) cas de base f(n, 0) =
∏0
i=1
n+i
i = 1.
(c) pour f(k, n)
f(k, n) = f(k − 1, n) + f(k, n− 1)
=
n∏
i=1
(
k − 1 + i
i
)
+
n−1∏
i=1
(
k + i
i
)
(par hypothe`se de re´currence)
Par ailleurs :
n∏
i=1
(
k + i
i
)
=
k + n
n
n−1∏
i=1
(
k + i
i
)
=
k
n
n−1∏
i=1
(
k + i
i
)
+
n−1∏
i=1
(
k + i
i
)
=
k
n
n−1∏
i=1
(
k + i
i
)
+ f(k, n− 1) (par hypothe`se de re´currence)
Il reste a` montrer que kn
∏n−1
i=1
(
k+i
i
)
=
∏n
i=1
(
k−1+i
i
)
:
– partie gauche :
k
n
n−1∏
i=1
(
k + i
i
)
=
k
n
×
n
k + n
n∏
i=1
(
k + i
i
)
=
1
k + n
(∏n
i=0(k + i)∏n
i=1 i
)
– partie droite :
n∏
i=1
(
k − 1 + i
i
)
=
n∏
i=1
(
k + (i− 1)
i
)
=
∏n−1
i=0 (k + i)∏n
i=1 i
=
1
k + n
(∏n
i=0(k + i)∏n
i=1 i
)
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On a montre´ que si l’hypothe`se de re´currence e´tait vraie, alors f(k, n) =
∏n
i=1
(
k+i
i
)
.
Or, nous avons montre´ que dans le cas de base f(0, n) = 1 =
∏n
i=1
(
0+i
i
)
, donc, par
re´currence, f(k, n) =
∏n
i=1
(
k+i
i
)
.
Par exemple, si p = a1≫ a2 et p
′ = a′1≫ a
′
2, alors
p ‖ p′ =
〈
(a1≫ a2≫ a
′
1≫ a
′
2)  (a1≫ a
′
1≫ a2≫ a
′
2)  (a
′
1≫ a1≫ a2≫ a
′
2) 
(a1≫ a
′
1≫ a
′
2≫ a2)  (a
′
1≫ a1≫ a
′
2≫ a2)  (a
′
1≫ a
′
2≫ a1≫ a2)
〉
Soient Π′ et Π′′ deux polyplans tels que #Π′ = k et #Π′′ = n, et le polyplan Π =
Π′ ‖ Π′′, alors #Π =
∑k
i=1
(∑n
j=1#Πi,j
)
avec Πi,j = πi ‖ πj , et πi le ie`meplan de´rive´ de
Π′ et πj le j e`meplan de´rive´ de Π
′′.
C.4.3 Proprie´te´s
Pour donner une se´mantique de´notationnelle a` l’entrelacement entre deux λ-plans inde´-
pendants π1 et π2, nous exprimons Π = π1 ‖ π2 par le triplet de pre´conditions et d’effets
suivant :
π1 ‖ π2 =
(
pre (π1) ∪ pre (π2), eff
+(π1) ∪ eff
+(π2), eff
−(π1) ∪ eff
−(π2)
)
De´monstration. Soient deux plans inde´pendants π1 et π2, et le polyplan Π = π1 ‖ π2.
Par de´finition, l’entrelacement permet notamment d’exe´cuter les plans en se´quence :
π1≫ π2 ou π2≫ π1. Or pour que ces deux se´quences puisse eˆtre exe´cute´e sur un meˆme
e´tat, il faut que cet e´tat satisfasse d’une part les pre´conditions de π1, et d’autre part celles
de π2. Aussi, les pre´conditions de Π sont l’union les pre´conditions de π1 et les pre´conditions
de π2.
Tous les couples d’actions (a1, a2) tels que a1 ∈ π1 et a2 ∈ π2 sont par de´finition
inde´pendants. Ainsi, eff+(a1) ∩ eff
−(a2) = 6= et eff
−(a1) ∩ eff
+(a2) = 6=. Quel que soit
l’ordre d’exe´cution des actions de π1 et π2, les effets positifs de l’un ne sera jamais annule´s
par l’autre. Donc les effets positifs de Π sont l’union des effets positifs de π1 et des effets
positifs de π2. Le raisonnement est le meˆme pour les effets ne´gatifs. Pour eˆtre plus formel,
il faut prouver cette proprie´te´ par induction sur la longueur des plans entrelace´s.
Nous ge´ne´ralisons aux λ-plans cette se´mantique de´notationnelle : un λ-plan est un po-
lyplan de´terministe, donc repre´sente un ensemble de plans, et la re´flexion est la meˆme pour
chaque couple de plans repre´sente´ par deux λ-plans. Pour eˆtre plus formel, il faut prouver
cette proprie´te´ par induction sur la largeur des λ-plans entrelace´s.
Les preuves formelles sont semblables aux preuves des proprie´te´s de l’ope´rateur de per-
mutation, en annexe C.5.
C.5 Ope´rateur de permutation
C.5.1 Lois alge´briques
L’ordre de la permutation ne modifie pas sa se´mantique.
Loi 12 (syme´trie de ⋄ ). Soient Π1 et Π2 deux polyplans, (Π1 ⋄ Π2) = (Π2 ⋄ Π1).
La permutation de trois polyplans peut eˆtre e´clate´ en deux permutations binaires suc-
cessifs, l’ordre e´tant sans importance, et la re´ciproque est vraie.
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Loi 13 (associativite´ de ⋄ ). Soient Π1, Π2 et Π3 trois polyplans, (Π1 ⋄ Π2) ⋄ Π3 =
Π1 ⋄ (Π2 ⋄ Π3) = (Π1 ⋄ Π2 ⋄ Π3).
Nous de´duisons de la de´finition de l’ope´rateur de permutation les lois de la table C.5.
neutre idempotence associativite´ commutativite´
⋄ ǫ oui oui oui
Table C.5 – Lois alge´briques de l’ope´rateur de permutation.
C.5.2 E´valuation de la largeur
Le nombre de plans de´duit de la permutation entre les polyplans Π′ et Π′′, c’est-a`-dire
la largeur du polyplan Π = Π′ ⋄ Π′′ est de´finie comme suit :
si #Π′ = k,#Π′′ = n et Π = Π′ ⋄ Π′′ alors #Π = 2× n× k
De´monstration. Soient les polyplans Π′ et Π′′. Par de´finition de l’ope´rateur de permutation,
a` chaque couple (i, j) tel que i ∈ [1..k] et j ∈ [1..n] correspond deux plans πi,j ∈ Π et πj,i ∈ Π
tels que πi,j = Π
′
i≫ Π
′′
j et πj,i = Π
′′
j ≫ Π
′
i avec Π
′
i le i
e`me plan de´rive´ de Π′ et Π′′j le j
e`me
plan de´rive´ de Π′′.
C.5.3 Proprie´te´s
Contraintes
La permutation entre deux π1 et π2 est de´finie si et seulement si les effets ne´gatifs de
l’un n’annule pas les pre´conditions de l’autre :
pre (π1) ∩ eff
−(π2) = ∅ et pre (π2) ∩ eff
−(π1) = ∅
De´monstration. Soit E = pre (π2)∩eff
−(π1). Pour prouver que pre (π2)∩eff
−(π1) = ∅, nous
nous inte´ressons a` γ(e, π1≫ π2) = γ(γ(e, π1), π2). Par de´finition, γ(e, π1) = (e\eff
−(π1))∪
eff+(π2), donc γ(e, π1) ⊆ (e \ E) ∪ eff
+(π2). Par de´finition, eff
−(π1) ∩ eff
+(π1) = ∅, donc
E ∩ eff+(π1) = ∅ et γ(e, π1) ⊆ (e ∪ eff
+(π2)) \ E. Si pre (π1≫ π2) ⊆ e, alors pre (π2) ⊆
γ(e, π1). Nous obtenons par transitivite´ pre (π2) ⊆ (e ∪ eff
+(π2)) \ E. Aucun e´le´ment de
E ne doit donc appartenir a` pre (π2), or si un e´le´ment appartient a` E il appartient par
de´finition de l’intersection a` pre (π2), donc E = pre (π2) ∩ eff
−(π1) = ∅.
La preuve pour pre (π1) ∩ eff
−(π2) = ∅ est similaire.
Cette re`gle se ge´ne´ralise pour la permutation entre deux polyplans, ou` chaque couple
de plans de´rive´s des polyplans doit satisfaire cette proprie´te´ pour que la permutation soit
de´finie.
La permutation entre deux plans π1 et π2 est de´finie si et seulement si :
eff+(π1) ∩ eff
−(π2) = ∅ et eff
−(π1) ∩ eff
+(π2) = ∅
De´monstration. Comme γ(e, π1≫ π2) = γ(e, π2≫ π1) par de´finition de la permutation,
nous avons :
1. γ(e, π1≫ π2) \ γ(e, π2≫ π1) = ∅ et, de fac¸on syme´trique
2. γ(e, π2≫ π1) \ γ(e, π1≫ π2) = ∅
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Par de´finition de γ(e, π1≫ π2) et de γ(e, π2≫ π1), nous obtenons par l’e´galite´ 1 :
∅ =
((((
e \ eff−(π1)
)
∪ eff+(π1)
)
\ eff−(π2)
)
∪ eff+(π2)
)
\ γ(e, π2≫ π1)
∅ =
((((
e \ eff−(π1)
)
∪ eff+(π1)
)
\ eff−(π2)
)
\ γ(e, π2≫ π1)
)⋃
(
eff+(π2) \ γ(e, π2≫ π1)
)
Nous la de´composons en deux e´galite´s :
∅ =
(((
e \ eff−(π1)
)
∪ eff+(π1)
)
\ eff−(π2)
)
\ γ(e, π2≫ π1)
Et :
∅ =eff+(π2) \ γ(e, π2≫ π1)
Apre`s de´veloppement, la premie`re est ve´rifie´e par de´finition. La seconde donne :
∅ =eff+(π2) \
((((
e \ eff−(π2)
)
∪ eff+(π2)
)
\ eff−(π1)
)
∪ eff+(π1)
)
Par simplification :
∅ =
(
eff+(π2) ∩ eff
−(π1)
)
\ eff+(π1)
Comme eff−(π1) ∩ eff
+(π1) = ∅ :
∅ =eff+(π2) ∩ eff
−(π1)
La preuve est syme´trique pour ∅ = eff+(π1) ∩ eff
−(π2).
Cette re`gle se ge´ne´ralise pour la permutation entre deux polyplans, ou` chaque couple
de plans de´rive´s des polyplans doit satisfaire cette proprie´te´ pour que la permutation soit
de´finie.
Se´mantique de´notationnelle
Le λ-plan Π = Π1 ⋄ Π2 est de´fini par le triplet de pre´conditions et d’effets suivant :
Π = Π1 ⋄ Π2 =
(
pre (Π1) ∪ pre (Π2), eff
+(Π1) ∪ eff
+(Π2), eff
−(Π1) ∪ eff
−(Π2)
)
De´monstration. Pour que Π1 ⋄ Π2 soit applicable sur l’e´tat e, il faut que (Π1≫ Π2) et
(Π2≫ Π1) soient applicables sur e. Il suffit donc de faire l’union des deux ensembles de
pre´conditions :
pre (Π1 ⋄ Π2) =
(
pre (Π1) ∪ (pre (Π2) \ eff
+(Π1))
)
∪
(
pre (Π2) ∪ (pre (Π1) \ eff
+(Π2))
)
= pre (Π1) ∪ pre (Π2)
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eff+(Π1 ⋄ Π2) vaut soit eff
+(Π1≫ Π2) soit eff
+(Π2≫ Π1) :
eff+(Π1≫ Π2) =
(
eff+(Π1) \ eff
−(Π2)
)
∪ eff+(Π2)
= eff+(Π1) ∪ eff
+(Π2) (car eff
+(Π1) ∩ eff
−(Π2) = ∅)
eff+(Π2≫ Π1) =
(
eff+(Π2) \ eff
−(Π1)
)
∪ eff+(Π1)
= eff+(Π2) ∪ eff
+(Π1) (car eff
+(Π2) ∩ eff
−(Π1) = ∅)
eff+(Π1 ⋄ Π2) = eff
+(Π2) ∪ eff
+(Π1) (car eff
+(Π1≫ Π2) = eff
+(Π2≫ Π1))
eff−(Π1 ⋄ Π2) vaut soit eff
−(Π1≫ Π2) soit eff
−(Π2≫ Π1) :
eff−(Π1≫ Π2) =
(
eff−(Π1) \ eff
+(Π2)
)
∪ eff−(Π2)
= eff−(Π1) ∪ eff
−(Π2) (car eff
−(Π1) ∩ eff
+(Π2) = ∅)
eff−(Π2≫ Π1) =
(
eff−(Π2) \ eff
+(Π1)
)
∪ eff−(Π1)
= eff−(Π2) ∪ eff
−(Π1) (car eff
−(Π2) ∩ eff
+(Π1) = ∅)
eff−(Π1 ⋄ Π2) = eff
−(Π2) ∪ eff
−(Π1) (car eff
−(Π1≫ Π2) = eff
−(Π2≫ Π1))
Structure de choix ite´ratif
Contraintes ne´cessairement ve´rifie´es par le traitement
Par de´finition, le λ-plan reiterate ne doit modifier aucune proprie´te´ lie´e aux objets (o-i)
manipule´s par le λ-plan treat (o-i) dans la structure de choix ite´ratif, puisque reiterate ne
s’applique pas sur les objets. Ainsi, aucun effet de reiterate n’est dans les effets instancie´s
par l’application de treat sur un objet (o-i) :
∀i,
(
eff+(reiterate) ∪ eff−(reiterate)
)⋂
((
eff+(treat (o-i)) \ c-eff+(treat)
)
∪
(
eff−(treat (o-i)) \ c-eff+(treat)
))
= ∅
Le λ-plan reiterate doit satisfaire quelques proprie´te´s de fac¸on a` ce que les λ-plans πi =
(treat (o-i)≫ reiterate) puissent eˆtre permute´es. Notamment, pour chaque couple de λ-plans
πi et πj , une des proprie´te´s ne´cessaires a` la permutation est pre (πi) ∩ eff
−(πj) = ∅, ce qui
implique :
eff−(reiterate) ∩ pre (treat (o-i)) = ∅
eff−(reiterate) ∩ (pre (reiterate) \ eff+(treat (o-i))) = ∅
De´monstration. Nous utilisons la de´finition de pre (πi) et eff
−(πj) :
∅ =pre (πi) ∩ eff
−(πj)
∅ =
(
pre (treat (o-i)) ∪
(
pre (reiterate) \ eff+(treat (o-i))
))⋂
((
eff−(treat (o-i)) \ eff+(reiterate)
)
∪ eff−(reiterate)
)
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Par distribution de ∩
∅ =
((
pre (treat (o-i)) ∪
(
pre (reiterate) \ eff+(treat (o-i))
))
∩
(
eff−(treat (o-i)) \ eff+(reiterate)
))⋃
((
pre (treat (o-i)) ∪
(
pre (reiterate) \ eff+(treat (o-i))
))
∩ eff−(reiterate)
)
Comme eff−(treat (o-j)) ⊆ eff−(πj), pre (treat (o-i)) ⊆ pre (πi) et que eff
−(πj)∩pre (πi) =
∅, eff−(treat (o-j)) ∩ pre (treat (o-i)) = ∅ et donc la premie`re intersection est vide. Par
distribution de l’intersection dans la seconde :
∅ =
(
pre (treat (o-i)) ∩ eff−(reiterate)
)
∪((
pre (reiterate) \ eff+(treat (o-i))
)
∩ eff−(reiterate)
)
Nous la divisons en deux e´galite´s :
∅ =pre (treat (o-i)) ∩ eff−(reiterate)
Et :
∅ =
(
pre (reiterate) \ eff+(treat (o-i))
)
∩ eff−(reiterate)
De la meˆme fac¸on, pre (πj) ∩ eff
−(πi) = ∅ implique :
– eff−(reiterate) ∩ pre (treat (o-j)) = ∅ ; et
– eff−(reiterate) ∩ (pre (reiterate) \ eff+(treat (o-j))) = ∅.
De´monstration. Similaire a` la preuve pre´ce´dente.
Ainsi, pour tout λ-plan π = treat (o-i)≫ reiterate, nous avons reiterate qui ne doit
pas annuler les pre´conditions de treat (o-i), ni ses propres pre´conditions qui ne sont pas sou-
tenues par treat (o-i). Par de´finition de reiterate, les pre´conditions en question ne peuvent
pas concerner l’objet manipule´ et donc concerne les invariants du λ-plan abstrait treat(obj) :
eff−(reiterate) ∩ c-pre (treat(obj)) = ∅
eff−(reiterate) ∩ (pre (reiterate) \ c-eff+(treat(obj))) = ∅
Pour garantir que les pre´conditions invariantes de treat(obj) ne soient pas annule´es par les
effets ne´gatifs de π, les effets positifs de reiterate doivent les soutenir :
c-pre (treat(obj)) ∩ c-eff−(treat(obj)) ⊆ eff+(reiterate)
Conformite´ des contraintes supple´mentaires sur reiterate
Les contraintes suivantes permettent d’interdire a` reiterate d’eˆtre responsable d’effets
de bords :
eff+(reiterate) ⊆ c-eff−(treat)
eff−(reiterate) ⊆ c-eff+(treat)
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Ces deux contraintes supple´mentaires n’enfreignent aucune des re`gles pre´ce´dentes : elles
restreignent l’ensemble des propositions qui peuvent former les effets positifs et ne´gatifs de
reiterate.
Se´mantique de´notationnelle
Avec les contraintes impose´es sur le λ-plan reiterate et la de´finition de la permutation,
le λ-plan Π est de´fini par :
nom (Π) = choose (object) in {(o-1), · · ·, (o-n)} {treat (object) if-iteration reiterate}
avec c-eff+ =
⋂n
i=1 eff
+(treat (o-i)) :
pre (Π) =
n⋃
i=1
pre (treat (o-i)) ∪ (pre (reiterate) \ c-eff+)
eff+(Π) =
n⋃
i=1
eff+(treat (o-i))
eff−(Π) =
n⋃
i=1
eff−(treat (o-i))
Annexe D
Proprie´te´s des compositions
D.1 Plan
Par les lois de l’ope´rateur de se´quence, tout plan π peut s’e´crire comme une se´quence
d’actions : π = ≫ (a1, · · ·, an), avec n ≥ 0. Nous conside´rons un plan π selon deux
se´mantiques :
– ope´rationnelle, π est alors de´finit par l’application d’une se´quence d’actions ;
– de´notationnelle, π est alors de´finit un triplet (nom (π), pre (π), eff (π)) avec eff (π) =(
eff+(π), eff−(π)
)
.
π est de´fini re´cursivement selon la longueur n du plan :
– si n = 0, le plan est vide et :
– nom (π) = ǫ ;
– pre (π) = ∅ ;
– eff+(π) = ∅ ;
– eff−(π) = ∅ ;
– si n = 1, c’est-a`-dire pour un plan π = a, a ∈ A :
– nom (π) = nom (a) ;
– pre (π) = pre (a) ;
– eff+(π) = eff+(a) ;
– eff−(π) = eff−(a) ;
– si n > 1, et avec π′ =≫ (a2, · · ·, an) :
– nom (π) = nom (a1)≫ nom (π
′) ;
– pre (π) = pre (a1) ∪ (pre (π
′) \ eff+(a1)) ;
– eff+(π) = (eff+(a1) \ eff
−(π′)) ∪ eff+(π′) ;
– eff−(π) = (eff−(a1) \ eff
+(π′)) ∪ eff−(π′).
Les se´mantiques ope´rationnelle et de´notationnelle du plan sont e´quivalentes et donne
lieu aux trois the´ore`mes suivants, qui couvrent :
– son applicabilite´ (pre´conditions) ;
– la cohe´rence de ses effets (intersection des effets produits et consomme´s) ;
– son comportement vis a` vis du syste`me de transition d’e´tat (effets produits et consom-
me´s).
The´ore`me 1. Si toutes les actions ai ∈ π =≫ (a1, · · ·, an) sont successivement appli-
cables a` partir de l’e´tat e0, alors pre (π) ⊆ e0, c’est-a`-dire si pre (a1) ⊆ e0 et ∀i ∈ [2..n],
pre (ai) ⊆ ei−1 = γ(ei−2, ai−1), alors pre (π) ⊆ e0.
De´monstration. Par induction sur la longueur n du plan π =≫ (a1, · · ·, an) :
– pour n = 0, pre (ǫ) ⊆ e ;
– pour n = 1, pre ((a1)) = pre (a1) ∪ (pre (ǫ) \ eff
+(a1)) = pre (a1) ;
– nous faisons l’hypothe`se d’induction que, pour le plan π′ =≫ (a2, · · ·, an), si toutes
les actions de π’ sont applicables sur e1, alors π’ est applicable sur e1. Si a1 est
applicable sur e0 tel que e1 = γ(e0, a1) = (e0 ∪ eff
+(a1)) \ eff
−(a1), il faut prouver
que pre (π) ⊆ e0. Comme pre (π) = pre (a1) ∪ (pre (π
′) \ eff+(a1)), il suffit de prouver
que :
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– pre (a1) ⊆ e0, ce qui est vrai par hypothe`se ; et que
– pre (π′) \ eff+(a1) ⊆ e0, ce qui e´quivaut a` montrer que pre (π
′) ⊆ e0 ∪ eff
+(a1)
Or, comme e1 = (e0 ∪ eff
+(a1)) \ eff
−(a1), nous avons e1 ⊆ e0 ∪ eff
+(a1) et par
hypothe`se d’induction pre (π′) ⊆ e1 donc :
– pre (π′) ⊆ e1 ⊆ e0 ∪ eff
+(a1)
Donc pre (π) ⊆ e0.
The´ore`me 2. eff+(π) ∩ eff−(π) = ∅
De´monstration. Par induction sur la longueur du plan :
– pour n = 0, par de´finition eff+(ǫ) ∩ eff−(ǫ) = ∅ ∩ ∅ = ∅ ;
– en conside´rant que la proprie´te´ est vraie pour le plan π′ =≫ (a2, · · ·, an), elle est
vraie pour π =≫ (a1, · · ·, an) puisque, par de´finition de eff+(π) et de eff−(π) :
eff+(π) ∩ eff−(π) =
(
(eff+(a1) \ eff
−(π′)) ∪ eff+(π′)
)⋂
(
(eff−(a1) \ eff
+(π′)) ∪ eff−(π′)
)
par distribution de ∩ :
eff+(π) ∩ eff−(π) =
(
(eff+(a1) \ eff
−(π′)) ∩ (eff−(a1) \ eff
+(π′))
)⋃
(
eff+(π′) ∩ (eff−(a1) \ eff
+(π′))
)⋃
(
(eff+(a1) \ eff
−(π′)) ∩ eff−(π′)
)⋃
(eff+(π′) ∩ eff−(π′))
par induction eff+(π′) ∩ eff−(π′) = ∅ donc :
eff+(π) ∩ eff−(π) =
(
(eff+(a1) \ eff
−(π′)) ∩ (eff−(a1) \ eff
+(π′))
)⋃
(
eff+(π′) ∩ (eff−(a1) \ eff
+(π′))
)⋃
(
(eff+(a1) \ eff
−(π′)) ∩ eff−(π′)
)
comme A ∩ (B \A) = ∅ pour tout ensemble A et B :
eff+(π) ∩ eff−(π) =
(
(eff+(a1) \ eff
−(π′)) ∩ (eff−(a1) \ eff
+(π′))
)
par de´finition eff+(a1) ∩ eff
−(a1) = ∅ donc :
eff+(π) ∩ eff−(π) =∅
The´ore`me 3. γ(e, π) = (e ∪ eff+(π)) \ eff−(π)
De´monstration. Par induction sur la longueur n du plan π =≫ (a1, · · ·, an) :
– pour n = 0, γ(e, ǫ) = e = (e ∪ eff+(ǫ)) \ eff−(ǫ) ;
– en faisant l’hypothe`se d’induction que, pour le plan π′ = ≫ (a2, · · ·, an), l’e´galite´
γ(e1, π
′) = (e1 ∪ eff
+(π′)) \ eff−(π′) est vraie, nous avons γ(e0, π) = γ(e1, π
′) avec
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e1 = (e0 ∪ eff
+(a1)) \ eff
−(a1), et par de´finition de l’application d’une action sur un
e´tat :
γ(e0, π) =
(
e0 ∪ eff
+(π)
)
\ eff−(π)
par de´finition de eff+(π) et eff−(π) :
γ(e0, π) =
(
e0 ∪
(
(eff+(a1) \ eff
−(π′)) ∪ eff+(π′)
))
\
(
(eff−(a1) \ eff
+(π′)) ∪ eff−(π′)
)
par transitivite´ de ∪ et distribution de \ :
γ(e0, π) =
(
e0 \
(
(eff−(a1) \ eff
+(π′)) ∪ eff−(π′)
))⋃
(
(eff+(a1) \ eff
−(π′)) \
(
(eff−(a1) \ eff
+(π′)) ∪ eff−(π′)
))⋃
(
eff+(π′) \
(
(eff−(a1) \ eff
+(π′)) ∪ eff−(π′)
))
par de´finition, eff+(π′) ∩ eff−(π′) = ∅ ; et eff+(π′) ∩ (eff−(a1) \ eff
+(π′)) = ∅ :
γ(e0, π) =
(
e0 \
(
(eff−(a1) \ eff
+(π′)) ∪ eff−(π′)
))⋃
(
(eff+(a1) \ eff
−(π′)) \
(
(eff−(a1) \ eff
+(π′)) ∪ eff−(π′)
))⋃
eff+(π′)
par de´finition, eff+(a1) ∩ eff
−(a1) = ∅ :
γ(e0, π) =
(
e0 \
(
(eff−(a1) \ eff
+(π′)) ∪ eff−(π′)
))⋃
(
(eff+(a1) \ eff
−(π′)) \ eff−(π′)
)⋃
eff+(π′)
comme eff+(π′) ∩ eff−(π′) = ∅, factorisation de \eff−(π′) :
γ(e0, π) =
((
e0 \ (eff
−(a1) \ eff
+(π′))
)
∪ eff+(a1) ∪ eff
+(π′)
)
\ eff−(π′)
comme
(
A \ (B \ C)
)
∪ C = (A \B) ∪ C :
γ(e0, π) =
(
(e0 \ eff
−(a1)) ∪ eff
+(a1) ∪ eff
+(π′)
)
\ eff−(π′)
et de´finition de e1 et par hypothe`se d’induction :
γ(e0, π) =(e1 ∪ eff
+(π′)) \ eff−(π′) = γ(e1, π
′)
D.2 Polyplan
Par les lois des ope´rateurs de se´quence et d’alternative, tout polyplan Π peut s’e´crire
comme une alternative entre plans : Π = (π1, · · ·, πn), avec n ≥ 0. Nous conside´rons un
polyplan Π selon deux se´mantiques :
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– ope´rationnelle, Π est alors de´finit par l’application d’un des plans qu’il de´fini ;
– de´notationnelle, Π est alors de´finit un tuple (nom (Π), pre (Π), eff 1(Π), · · ·, eff n(Π))
avec ∀i ∈ [1..n], eff i(Π) =
(
eff+i (Π), eff
−
i (Π)
)
.
Π est de´fini selon la largeur n du plan :
– si n = 0, le polyplan est vide et :
– nom (Π) = ǫ ;
– pre (Π) = ∅ ;
– eff+(Π) = ∅ ;
– eff−(Π) = ∅ ;
– si n > 0 :
– nom (Π) = (π1, · · ·, πn) ;
– pre (Π) =
⋃n
i=1 pre (πi) ;
– ∀i ∈ [1..n], eff+i (Π) = eff
+(πi) ;
– ∀i ∈ [1..n], eff−i (Π) = eff
−(πi) ;
Les se´mantiques ope´rationnelle et de´notationnelle du polyplan sont e´quivalentes et donne
lieu aux trois the´ore`mes suivants, qui couvrent :
– son applicabilite´ (pre´conditions) ;
– la cohe´rence de ses effets (intersection des effets produits et consomme´s) ;
– son comportement vis a` vis du syste`me de transition d’e´tat (effets produits et consom-
me´s).
The´ore`me 4. Si tous les plans πi ∈ Π =  (π1, · · ·, πn) sont applicables sur l’e´tat e0,
alors pre (Π) ⊆ e0.
De´monstration. Par de´finition, pre (Π) =
⋃n
i=1 pre (πi).
The´ore`me 5. eff+i (Π) ∩ eff
−
i (Π) = ∅
De´monstration. Par de´finition des plans qui composent Π : l’ope´rateur de se´quence conserve
cette proprie´te´ dans les nouveaux plans calcule´s, et l’ope´rateur d’alternative ne modifie pas
les effets positifs et ne´gatifs des plans.
The´ore`me 6. γ(e,Π) = (e ∪ eff+(Π)) \ eff−(Π)
De´monstration. Par de´finition de l’application d’un polyplan (un choix parmi n).
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