and core top Mg/Ca data (Broecker and Peng, 1982; Lea et al., 2000; Dekens et al., 2002) from the tropical Pacific warm pool region and create a linear (r 2 =0.93) correction for dissolution with depth ( Fig. DR1-B ) assuming that core-top planktonic foraminifera formed in waters directly over the core location at modern SST. Cold tongue values were excluded since dissolution within the sediments likely increases with large differences in organic matter productivity. While a linear relationship may be an oversimplification, it is a reasonable estimation over the given range of ocean depths and data available. The 'residual' Mg/Ca is calculated from the difference between the calculated and measured Mg/Ca values of G. ruber from each core top. For each coretop location, the surface Mg/Ca value was calculated using the modern surface temperature (Locarnini et al., 2010) The y-intercept of 0.54 (±0.08) implies that if we extrapolate the regression to the sea surface (zero water depth) there is significant dissolution, which contradicts the idea that dissolution is only a serious problem at depths close to the lysocline and below (Sadekov et al., 2010) . However, the shallowest of the sites used in this calibration is 1.6 km; deeper than 1.6 km, the linear regression is constrained by the calibration data, but above 1.6 km, dissolution must actually decrease more quickly, perhaps non-linearly, than the regression fit implies. Thus, the application of this formula to shallow sites must be approached with caution (as explained in more detail below). We use this linear regression formula to develop a complete equation for sea-surface paleotemperature using the depth-based dissolution correction of sediment Mg/Ca to surface Mg/Ca and the exponential Mg/Ca-temperature relationship (Anand et al., 2003) . The complete equation for sea-surface paleotemperature, including errors, is: Conceptually, this dissolution correction shifts the exponential Mg/Ca-temperature calibration curve vertically (lower) through Mg/Ca-SST-space rather than adding a (horizontal) constant temperature correction as in previous work ( Fig. DR1-D) . When uncertainties in the depth-dissolution regression are propagated in the temperature calibration, the dissolution correction could add up to 1.3 Cº of uncertainty to the SST calculation. In this study the dissolution correction is assumed to be unchanging through time and shifts all temperature estimates by approximately the same amount. Further work is warranted to minimize this uncertainty at shallow water depths.
Since the calibration equation derived above is based on coretop data from sites that are deeper than 1.6 km, the question is: How should we then apply this calibration to data from ODP Site 871, which has a shallower water depth of 1.3 km? Our preferred method is conservative, and simply uses the original linear regression and extrapolates the coretop calibration from 1.6 km to 1.3 km water depth ( Furthermore, compared to other methods explained below to extrapolate the calibration to 1.3 km, this conservative method using our new calibration yields the lowest climate sensitivity values (open square in Fig. DR1 -B).
Another approach to extrapolating the calibration to the depth of our core site (1.3 km) assumes that the Mg/Ca offset at zero water depth is zero (Fig. DR1B) . At one extreme, this is represented by a second regression from the shallowest depth at which there is calibration data (1.6 km) and through the origin (though the artificial sudden change in slope at 1.6 km water depth seems unlikely). This yields corrected Mg/Ca values that are 0.14 mmol/mol higher than the first approach. This small difference is within the measured Mg/Ca error, suggesting that the original calibration is sufficient for this depth.
At the opposite extreme, we can assume that there was no dissolution shallower than 1.6 km ( Fig. DR1B ). In this case there would be no dissolution correction at ODP site 871. The resulting climate sensitivity estimates would then be higher than any formulation that attempts to correct for dissolution ( = 1.29 ºC (W m
), and the estimates of previous interglacial temperatures in the western Pacific would be consistently ~2 Cº cooler than modern, rendering this scenario unlikely.
The dissolution calibration also depends on the paleotemperature equation used to calculate surface Mg/Ca (from which the residual is calculated, Fig. DR1B ). We tried 7 different equations (Anand et al., 2003; Elderfield and Ganssen, 2000; Hastings et al., 2001; Hendry et al., 2009; McConnell and Thunell, 2005; Pak et al., 2004; Regenberg et al., 2009) , though most cluster around the original Anand equation. Equations that do not correct for dissolution result in cooler absolute temperatures, higher glacial-interglacial amplitude of change, and higher climate sensitivity, compared to our new calibration that corrects for significant dissolution.
Overall, directly applying our new calibration equation, which assumes that the Mg/Caresidual due to dissolution changes linearly with depth ( Fig. DR1B ) and extrapolates that linear relationship to 1.2 km (the depth of ODP Site 871), produces the lowest climate sensitivity values compared to other methods that either ignore dissolution or correct for dissolution using a different approach. Even these lowest estimates of climate sensitivity are higher than those predicted by models; this main point is a robust result that is not undermined by uncertainties in the dissolution correction.
In general, our new calibration has the overall effect of, given a change in measured Mg/Ca values, reducing the calculated amplitude of SST compared to the commonly used correction (Dekens et al., 2002) . This difference between the dissolution corrections becomes greater at deeper water depths (Fig. DR2) . Overall, our new Mg-based dissolution-corrected temperature record demonstrates the smaller amplitude of glacialinterglacial temperature change compared to other calibrations when applied to Mg/Ca records in the tropics.
When our new Mg-based dissolution correction is applied to existing long Mg/Ca records from the tropical Pacific (Site 806B and TR163-19) the resulting cold glacial temperatures are warmer than previous studies suggested while the interglacial temperatures are relatively unchanged (Fig. DR3 ) from published temperature estimates (Lea, 2004; Medina-Elizalde and Lea, 2005) .
For this study we use the foraminifera species Globigerinoides ruber (white). No differentiation was made among morphotypes of G. ruber, though small differences have been shown to exist in Mg/Ca-SST calibrations (Steinke et al., 2005) . This choice is reasonable given the morphotypes of G. ruber are gradational (Sadekov et al., 2008 ) and temperature differences among morphotypes are likely to be small (Bolton et al., 2011) in areas with a deep thermocline and minimal upwelling.
Tropical Climate Sensitivity Error Calculations
Tropical climate sensitivity is determined by comparing the forcing associated with greenhouse gas concentrations (CO 2 and CH 4 ) and the change in temperature at tropical ODP Site 871 ( ) and for the climate sensitivity (Fig. 4) is 3.03 -4.12 Cº. The non-zero intercept in each regression (Fig. 3 ) is due to past interglacial timeperiods that were slightly warmer than pre-industrial temperatures (Lea, 2004; Hansen and Sato, 2011) .
The Role of Dynamics
While some small amount of surface temperature change at Site 871 may be due to shifts in the local temperature gradients, it is unlikely that local dynamics could have much of an impact on SST since the gradients in the western Pacific warm pool are weak, less than 1ºC change over 6º of latitude (670 km). Furthermore, during the glacial periods, SST at Site 871 was warmer than at Site 806; a reversal in the direction of the gradient between the two sites cannot be explained by expansion or contraction of modern gradients. Rather it implies that dynamics, such as upwelling, may have cooled temperatures at equatorial Site 806 slightly during glacial periods. Cooler temperatures at Site 806 on the equator may support the notion that Site 871 is a more ideal location for examining western Pacific warm pool heat flux adjustments to radiative forcing.
Radiative Forcing Calculations
For carbon dioxide, we use (Ramaswamy et al., 2001) :
For methane, we use (Ramaswamy et al., 2001) : The total radiative forcing is F TOT = F CO2 + F CH4 . As in other studies (Lea, 2004) , past changes in N 2 O are ignored since N 2 O has a relatively small radiative influence and lacks a continuous record.
Time Scale
Each Mg/Ca record treated in this study is associated with a benthic 
18
O record at a similar resolution from the same core. Modern bottom-water temperature at Site 871 is 3.5ºC, salinity 34.5 (Locarnini et al., 2010 (Bickert et al., 1993; Lea et al., 2002) at a similar temporal resolution. Site-specific benthic 
O records were visually aligned ( Fig. DR5 ) with a common timescale using glacial and interglacial maxima (Lisiecki and Raymo, 2005) with only small corrections in alignment with Analyseries software (Palliard et al., 1996) .
On average the Site 871 temperature record seems to lead global benthic  18 O (LR04 stack) by about 9(± 2) kyr at the 100-kyr frequency. At other frequencies there does not appear to be any lead between the signals. The temperature lead varies among terminations: at T-II (~130 kya) SST leads, though at other terminations SST and the benthic 
O stack covary. The early temperature increase in MIS 6 is also seen at other west Pacific sites (e.g. de Villiers, 2003) . The out-of-phase behavior between SST and benthic 
O record is inconsequential to our calculation of climate sensitivity since we are comparing SST and CO 2 records which are in-phase within error at orbital frequencies. The fact that all three approaches for calculating climate sensitivity provide the same result within error further suggests that the correlation with CO 2 is good. To check this observation, we also removed the data prior to 150 ka, retaining the parts of the Site 871 SST record that look similar to more common tropical sites, and recalculated the sensitivity. The result is  = 1.08 ºC (W m -2 ) -1 , the same result as when data from Termination II is included, within error.
Regression
The relationships for regression through temperature and radiative forcing data are developed using the Reduced Major Axis (RMA) approach (1000 iterations; Sokal and Rohlf, 2011) which is reasonable when the independent variable x is measured with error (Fig. DR6) . Ramaswamy, V., Boucher, O., Haigh, J., Hauglustaine, D., Haywood, J., Myhre, G., Nakajima, T., Shi, G., Solomon, S., and Betts, R. T R 1 6 3 -1 9 S i t e 8 7 1
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