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On the scaling of Polar codes:
I. The behavior of polarized channels
S. Hamed Hassani, Rudiger Urbanke
Abstract—We consider the asymptotic behavior of the po-
larization process for polar codes when the blocklength tends
to infinity. In particular, we study the problem of asymptotic
analysis of the cumulative distribution P(Zn ≤ z), where
Zn = Z(Wn) is the Bhattacharyya process, and its depen-
dence to the rate of transmission R. We show that for a
BMS channel W , for R < I(W ) we have limn→∞ P(Zn ≤
2−2
n
2
+
√
n
Q−1( R
I(W )
)
2
+o(
√
n)
) = R and for R < 1 − I(W ) we
have limn→∞ P(Zn ≥ 1 − 2−2
n
2
+
√
n
Q−1( R
1−I(W ) )
2
+o(
√
n)
) = R,
where Q(x) is the probability that the standard normal random
variable will obtain a value larger than x. As a result, if we
denote by PSCe (n,R) the probability of error using polar codes
of block-length N = 2n and rate R < I(W ) under succes-
sive cancellation decoding, then log(− log(PSCe (n,R))) scales as
n
2
+
√
n
Q−1( R
I(W )
)
2
+ o(
√
n). We also prove that the same result
holds for the block error probability using the MAP decoder, i.e.,
for log(− log(PMAPe (n,R))).
I. INTRODUCTION
Polar codes, recently introduced by Arıkan [1], are a fam-
ily of codes that provably achieve the capacity of binary
memoryless symmetric (BMS) channels using low-complexity
encoding and decoding algorithms. The construction of polar
codes involves a method called channel polarization. In this
method, N = 2n copies of a BMS channel W are used
to construct a set of 2n channels {W (i)2n }1≤i≤2n with the
property that as n grows large, a fraction of almost I(W )
of the channels have capacity close to 1 and a fraction of
almost 1− I(W ) of the channels have capacity close to zero.
The construction of these channels is done recursively, using
a transform called channel splitting. Channel splitting is a
transform which takes a BMS channel W as input and outputs
two BMS channels W+ and W−. We denote this transform
by W → (W+,W−).
For N = 2n, the construction of the channels can be
visualized in the following way ([1]). Consider an infinite
binary tree. To each vertex of the tree we assign a channel in
a way that the collection of all the channels that correspond to
the vertices at depth n equals {W (i)2n }1≤i≤2n . We do this by
a recursive procedure. Assign to the root node the channel W
itself. To the left offspring of the root node assign W− and to
the right one assign W+. In general, if Q is the channel that
is assigned to vertex v, to the left offspring of v assign Q−
and to the right one assign Q+.
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Remark 1: In this setting, the channel assigned to a vertex
at level n, is obtained by starting from the original channel W
and applying a sequence of + and − on it. More precisely,
label the vertices at level n from left to right by 1 to 2n. The
channel which is assigned to the i-th vertex is W (i)2n . Let the
binary representation of i − 1 be b1b2 · · · bn, where b1 is the
most significant bit. By the mapping 0→ − and 1→ +, every
binary sequence b1b2 · · · bn is converted to a sequence of +
and −, denoted by c1c2 · · · cn. Then we have
W
(i)
2n = (((W
c1)c2)···)cn .
E.g., assuming i = 7 we have W (7)8 = ((W+)+)−. For a
BMS channel W , denote the input alphabet by X = {0, 1},
the output alphabet by Y , and the transition probabilities by
W (y |x). The Bhattacharyya parameter of W , denoted by
Z(W ), is given by
Z(W ) =
∑
y∈Y
√
W (y | 0)W (y | 1).
The distribution of the Bhattacharyya parameter of the chan-
nels {W (i)2n }1≤i≤2n plays a fundamental role in the analysis
of polar codes. More precisely, for n ∈ N and 0 < z < 1, we
are interested in analyzing the behavior of
F (n, z) =
#{i : Z(W (i)2n ) ≤ z}
2n
. (1)
There is an entirely equivalent probabilistic description of (1).
Define the “polarization” process ([2]) of the channel W as
W0 = W and
Wn+1 =
{
W+n ;with probability 12 ,
W−n ;with probability 12 .
(2)
In words, the process starts from the root node of the infinite
binary tree and in each step moves either to the left or the
right offspring of the current node with probability 12 . So at
time n, the process Wn outputs one of the 2n channels at level
n of the tree uniformly at random. The Bhattacharyya process
of the channel W is defined as Zn = Z(Wn). In this setting,
we have:
P(Zn ≤ z) = F (n, z). (3)
Our objective is to investigate the behavior of P(Zn ≤ z).
The analysis of the process Zn around the point z = 0
is of particular interest since this indicates how the “good”
channels, i.e., the channels that have mutual information close
to 1, behave. According to [2], the process Zn is a super-
martingale which converges almost surely to a {0, 1}-valued
random variable Z∞ with P(Z∞ = 0) = I(W ). We further
have,
2Theorem 2 ([2]): Let W be a BMS channel. For any fixed
β < 12 ,
lim inf
n→∞
P(Zn ≤ 2−2
nβ
) = I(W ).
Conversely, if I(W ) < 1, then for any fixed β > 12 ,
lim inf
n→∞
P(Zn ≥ 2−2
nβ
) = 1.
As a result, the probability of error when using polar codes
of length N = 2n under successive cancellation decoding
behaves roughly as o(2−
√
N ) as N tends to infinity. Denote
the error probability by PSCe (n,R). In this paper, we provide
a refined estimate of P(Zn ≤ z). We derive the asymptotic
relation between P(Zn ≤ z) and the rate of transmission R
when polar codes with a successive cancellation decoder are
used. From this we derive bounds on the asymptotic behavior
of PSCe (n,R) . We further show that the same bounds hold
when we perform MAP decoding. The outline of the paper
is as follows. In Section II we state the main results of the
paper. In Section III we first define several auxiliary processes
and provide bounds on their asymptotic behavior. Using these
bounds, we then prove the main results.
II. MAIN RESULTS
Proof of the following theorems is given in Section III.
Theorem 3: For a BMS channel W , let Zn = Z(Wn) be
the Bhattacharyya process of W .
1) For R < I(W ),
lim
n→∞
P(Zn ≤ 2−2
E(n, R
I(W )
)(1+Θ(
f(n)
n
))
) = R.
2) For R < 1− I(W ),
lim
n→∞
P(Zn ≥ 1− 2−2
E(n, R
1−I(W ) (1+Θ(
f(n)
n
))
) = R.
Here, f(n) is any function so that f(n) = o(
√
n) and
limn→∞ f(n) =∞. The function E(n, x), 0 < R < 1,
is the unique integer solution of the equation
n∑
i=E(n,x)
(
n
i
)
≤ 2nx ≤
n∑
i=E(n,x)−1
(
n
i
)
. (4)
Discussion: Theorem 3 characterizes the asymptotic behavior
of P(Zn ≤ z). By the Stirling formula applied to (4), the
function E(n, R
I(W ) ) behaves like
n
2 +
√
n
Q−1( R
I(W )
)
2 +o(
√
n),
where Q(x) is the probability that the standard normal random
variable will obtain a value larger than x. Thus by Theorem 3
part (1) we have
lim
n→∞
P(Zn ≤ 2−2
n
2
+
√
n
Q−1( R
I(W )
)
2
+o(
√
n)
) = R.
This refines the result of Theorem 2 in the following way.
According to Theorem 2, if we transmit at rate R below
the channel capacity, then log(− log(PSCe (n,R))) scales like
n
2 + o(n). Theorem 3 gives one further term by stating that
o(n) is in fact
√
n
Q−1( R
I(W )
)
2 +o(
√
n). The proof of Theorem 3
is based on observing that, once the process Zn is close
to either of the endpoints of the interval [0, 1], it moves
closer to that endpoint with high probability. As a result, the
quality of a channel W (i)2n is greatly dependent on the first
few less significant bits of the binary expansion of i− 1. This
observation together with the result of Theorem 3 imply the
following.
Corollary 4: Let W be a BMS channel and let R < I(W )
be the rate of transmission. The fraction of common indices
chosen by polar codes and Reed-Muller codes (normalized by
2nR), approaches I(W ) as n→∞.
Theorem 3 characterizes the scaling of the error probability
of polar codes under the successive cancellation decoder. The
same result holds for the case of the MAP decoder.
Theorem 5: Let W be a BMS channel and let R < I(W )
be the rate of transmission. Let C(n,R) be a linear code whose
generator matrix is obtained by choosing a subset of 2nR rows
of
[
1 0
1 1
]⊗n (e.g., polar codes or Reed-Muller codes). Denote
by IC the set of the indices of the chosen rows and also denote
by PMAPC (n,R), the block error probability when we use the
code C for transmission and decode according to the MAP
rule. We have
P
MAP
C (n,R) ≥ 2−2
mini∈IC wt(i)+1+log(− log(Z(W )))−1,
where wt(i) denotes the number of 1’s in the binary ex-
pansion of i. As a result, for every such code, we have
log(− log(PMAPC (n,R))) ≤ n2 +
√
n
Q−1(R)
2 + o(
√
n). Also for
the case of polar codes we have log(− log(PMAPC (n,R))) ≤
n
2
Q−1( R
I(W )
)
2
√
n+ o(
√
n).
Discussion: By this theorem, for polar codes we have
log(− log(PMAPC (n,R))) ≤ n2 +
√
n
Q−1( R
I(W )
)
2 + o(
√
n). Now
since PMAPC (n,R) ≤ PSCC (n,R), for the case of polar codes
log(− log(PMAPC (n,R))) scales as n2 +
√
n
Q−1( R
I(W )
)
2 +o(
√
n).
III. PROOF OF THE MAIN RESULT
A. Analyzing closely related processes
In this part we consider several auxiliary processes and
provide bounds on their asymptotic behavior. Let {Bn}n∈N
be a sequence of iid Bernoulli( 12 ) random variables. Denote
by (F ,Ω,P) the probability space generated by this sequence
and let (Fn,Ωn,Pn) be the probability space generated by
(B1, · · · , Bn). Also, denote by θn the natural embedding of
Fn into F , i.e., for every F ∈ Fn
θn(F ) = {(b1, b2, · · · , bn, bn+1, · · · ) ∈ Ω | (b1, · · · , bn) ∈ F}.
We have Pn(F ) = P(θn(F )). We now couple the process Wn
with the sequence {Bi}:
Wn =
{
W+n−1 ; if Bn = 1,
W−n−1 ; if Bn = 0.
(5)
As a result, Zn = Z(Wn) is coupled with the sequence {Bi}.
By using the bounds given in [3, Chapter 4] we have the
following relationship between the Bhattacharyya parameters
of W+, W− and W :
Z(W+) = Z(W )2,
3Z(W )
√
2− Z(W )2 ≤ Z(W−) ≤ 2Z(W )− Z(W )2.
As a result, for a BMS channel W , the process Zn = Z(Wn)
satisfies ([4, Lemma 3.16])
Zn
{
= Zn−1
2 ; if Bn = 1,
∈ [Zn−1
√
2− Zn−12, 2Zn − Zn−12] ; if Bn = 0.
(6)
Consider two processes Zun and Z ln given by Zu0 = Z l0 =
Z(W ),
Zun =
{
(Zun−1)
2 ; if Bn = 1,
2Zun−1 ; if Bn = 0,
(7)
and
Z ln =
{
(Z ln−1)
2 ; if Bn = 1,
Z ln−1 ; if Bn = 0.
(8)
Clearly, Zn stochastically dominates Z ln and is stochasti-
cally dominated by Zun . Also, it is easy to see that Z ln =
(Z(W )2
∑n
i=1 Bi
. Thus
P(Zn ≥ (Z(W ))2
∑n
i=1 Bi ) (9)
= P(Zn ≥ 2log(Z(W ))2
∑n
i=1 Bi )
= 1.
The following lemma partially analyzes the behavior of Zun .
Lemma 6: For the process Zun (defined in (7)) starting at
Zu0 = z
u
0 ∈ (0, 1) we have:
P(Zun ≤ 2−β2
∑n
i=1 Bi ) ≥ 1− 21+β2√zu0 . (10)
Proof: We analyze the process1 An = − log(Zun) , i.e.,
A0 = − log(zu0 ) , a0 and
An+1 =
{
2An ; if Bn = 1,
An − 1 ; if Bn = 0. (11)
Note that in terms of the process An, the statement of the
lemma can be phrased as
P(An ≥ β2
∑
n
i=1Bi) ≥ 1− 2
2
a0−β
2
.
Associate to each (b1, · · · , bn) , ωn ∈ Ωn a sequence of
”runs” (r1, · · · , rk(ωn)). This sequence is constructed by the
following procedure. We define r1 as the smallest index i ∈ N
so that bi+1 6= b1. In general, if
∑k−1
j=1 rj < n then
rk = min{i |
k−1∑
j=1
rj < i ≤ n, bi+1 6= b∑k−1
j=1 rj
} −
k−1∑
j=1
rj .
The process stops whenever the sum of the runs equals n.
Denote the stopping time of the process by k(ωn). In words,
the sequence (b1, · · · , bn) starts with b1. It then repeats b1, r1
times. Next follow r2 instances of b1, followed again by r3
instances of b1, and so on. We see that b1 and (r1, · · · , rk(ωn))
fully describe ωn = (b1, · · · , bn). Therefore, there is a one-
to-one map
(b1, · · · , bn)←→ {b1, (r1, · · · , rk(ωn))}. (12)
1In this paper, all the logarithms are in base 2.
Note that we can either have b1 = 1 or b1 = 0. We start with
the first case, i.e., we first assume B1 = 1. We have:
n∑
i=1
bi =
∑
j odd ≤ k(ωn)
rj ,
and
n =
k(ωn)∑
j=1
rj .
Analogously, for a realization (b1, b2, · · · ) , ω ∈ Ω of
the infinite sequence of random variable {Bi}i∈N, we can
associate a sequence of runs (r1, r2, · · · ). In this regard,
considering the infinite sequence of random variables {Bi}i∈N
(with the extra condition B1 = 1), the corresponding sequence
of runs, which we denote by {Rk}k∈N, is an iid sequence with
P(Ri = j) =
1
2j . Let us now see how we can express the
An in terms of the r1, r2, · · · , rk(ωn). We begin by a simple
example: Consider the sequence (b1 = 1, b2, · · · , b8) and the
associated run sequence (r1, · · · , r5) = (1, 2, 1, 3, 1). We have
A1 = a02
r1,
A3 = a02
r1 − r2,
A4 = (a02
r1 − r2)2r3 = a02r1+r3 − r22r3 ,
A7 = (a02
r1 − r2)2r3 − r4 = a02r1+r3 − r22r3 − r4,
A8 = ((a0 × 2r1 − r2)× 2r3 − r4)× 2r5
= a02
r1+r3+r5 − r22r3+r5 − r42r5
= 2r1+r3+r5(a0 − 2−r1r2 − 2−(r1+r3)r4).
In general, for a sequence (b1, · · · , bn) with the associated run
sequence (r1, · · · , rk(ωn)) we can write:
An = a02
∑
i odd ≤ k(ωn) ri −
∑
i even ≤ k(ωn)
ri2
∑
i < j odd rj
= a02
∑
i odd ≤ k(ωn) ri −
∑
i even ≤ k(ωn)
ri2
(−∑
j odd < i rj+
∑
i odd ≤ k(ωn) ri)
= [2
∑
i odd ≤ k(ωn) ri ][a0 − (
∑
i even ≤ k(ωn)
ri2
−∑
j odd < i rj )]
= [2
∑
n
i=1 Bi ][a0 − (
∑
i even ≤ k(ωn)
ri2
−∑
j odd < i rj )].
Our aim is to lower-bound
P(An ≥ β2
∑
n
i=1Bi)
= Pn(a0 −
∑
i even ≤ k(ωn)
ri2
−∑
j odd < i rj ≥ β),
or, equivalently, to upper-bound
Pn(
∑
i even ≤ k(ωn)
ri2
−∑
j odd < i rj ≥ a0 − β). (13)
For n ∈ N, define the set Un ∈ Fn as
Un = {ωn ∈ Ωn | ∃l ≤ k(ωn) :
∑
i even ≤ l
ri2
−∑j odd < i rj ≥ a0−β}.
Clearly we have:
Pn(
∑
i even ≤ k(ωn)
ri2
−∑j odd < i rj ≥ a0 − β) ≤ Pn(Un).
4In the following we show that if (b1, · · · , bn) ∈ Un, then for
any choice of bn+1, (b1, · · · , bn, bn+1) ∈ Un+1. We will only
consider the case when bn, bn+1 = 1, the other three cases can
be verified similarly. Let ωn = (b1, · · · , bn−1, bn = 1) ∈ Un.
Hence, k(ωn) is an odd number (recall that b1 = 1) and the
quantity
∑
i even ≤ k(ωn) ri2
−∑
j odd < i rj does not depend on
rk(ωn). Now consider the sequence ωn+1 = (b1, · · · , bn =
1, 1). Since the last bit (bn+1) equals 1, then rk(ωn+1) =
rk(ωn) and the value of the sum remains unchanged. As a
result (b1, · · · , bn, 1) ∈ Un+1. From above, we conclude that
θi(Ui) ⊆ θi+1(Ui+1) and as a result
Pi(Ui) = P(θi(Ui)) ≤ P(θi+1(Ui+1)) = Pi+1(Ui+1).
Hence, the quantity limn→∞ Pn(Un) =
limn→∞ P(θn(Un)) = limn→∞ P(∪ni=1θi(Ui)) is an upper
bound on (13). On the other hand, consider the set
V = {ω ∈ Ω | ∃l :
∑
i even ≤ l
ri2
−∑
j odd < i rj ≥ a0 − β}.
By the definition of V we have ∪∞i=1θi(Ui) ⊆ V , and as a
result, P(∪∞i=1θi(Ui)) ≤ P(V ). In order to bound the proba-
bility of the set V , note that assuming B1 = 1, the sequence
{Rk}k∈N (i.e., the sequence of runs when associated with the
sequence {Bi}i∈N) is an iid sequence with P(Ri = j) = 12j .
We also have
P(a0 −
∑
i even ≤ m
Ri2
−∑
j odd < i Rj ≤ β) (14)
= P(
∑
i even ≤ m
Ri2
−∑j odd < i Rj ≥ a0 − β)
= P(2
∑
i even ≤ m Ri2
−∑j odd < i Rj ≥ 2a0−β)
≤ E[2
∑
i even ≤ m Ri2
−∑j odd < i Rj
]
2a0−β
,
where the last step follows from the Markov inequal-
ity. The idea is now to provide an upper bound
on the quantity E[2
∑
i even ≤ m Ri2
−∑j odd < i Rj
]. Let X =∑
i even ≤ mRi2
−∑
j odd < i Rj
. We have
E[2X ]
=
∞∑
l=1
P(R2 = l)E[2
X |R2 = l]
a
=
∞∑
l=1
1
2l
E[2X |R2 = l]
=
∞∑
l=1
1
2l
E[2
R1
2l ]E[2
X
2l ]
=
∞∑
l=1
1
2l(21−
1
2l )
E[2
X
2l ]
b≤
∞∑
l=1
1
2l(21−
1
2l )
(E[2X ])
1
2l ,
where (a) follows from the fact that Ris are iid and X is self-
similar and (b) follows from Jensen inequality. As a result , an
upper bound on the quantity E[2X ] can be derived as follows.
We have
E[2X] ≤ 1
2(2
1
2 − 1)
(E[2X ])
1
2+
1
4(2
3
4 − 1)
(E[2X ])
1
4+
1
4(2
7
8 − 1)
(E[2X ])
1
8 .
The equation y = 1
2(2
1
2−1)
y
1
2 + 1
4(2
3
4−1)
y
1
4 + 1
4(2
7
8−1)
y
1
8 has
only one real valued solution y∗ ≤ 2.87. As a result we have
E[2X ] ≤ y∗ ≤ 2.87. Thus by (14) we obtain
P(a0 −
∑
i even ≤ m
Ri2
−∑
j odd < iRj ≤ β) ≤ 2.87
2a0−β
Thus, given that B1 = 1, we have:
P(An ≥ β2
∑n
i=1 Bi) ≥ 1− 2.87
2a0−β
.
Or more precisely we have
P(An ≥ β2
∑n
i=1Bi |B1 = 1) ≥ 1− 2.87
2a0−β
.
Now consider the case B1 = 0. We show that a similar bound
applies for An. Firstly note that, fixing the value of n, the
distribution of R1 is as follows: P(Ri) = 12i for 1 ≤ i ≤ n−1
and P(R1 = n) = 12n−1 . We have
P(An ≥ β2
∑n
i=1 Bi |B1 = 0)
=
n∑
i=1
P(An ≥ β2
∑n
i=1 Bi |R1 = i, B1 = 0)P(R1 = i |B1 = 0)
=
∑
i≤a0−β,i≤n
P(An ≥ β2
∑n
i=1 Bi |R1 = i, B1 = 0)P(R1 = i |B1 = 0)
+
n∑
i>a0−β,i≤n
P(R1 = i |B1 = 0)
≤
∑
i≤a0−β,i≤n
1
2i
2.87
2a0−β−i
+
2
2a0−β
≤ 2.87(a0 − β + 1)
2a0−β
≤ 3
2
a0−β
2
.
Hence, considering the two cases together, we have:
P(An ≥ β2
∑
n
i=1Bi) ≥ 1− 2
2
a0−β
2
.
As a result of the above lemma, if the initial point of the
process Zun is sufficiently close to zero, its behavior is close
to the behavior of the process Z ln. The same phenomenon
occurs for the process Zn since it is sandwiched between Z ln
and Zun . The following statement relates the behavior of the
processes Zun and Z ln.
Corollary 7: Let Zun be the process given in (7) with Zu0 =
zu0 ∈ (0, 1). For x ∈ (0, 1) we have
P(Zun ≤ 2−2
E(n,x)
) ≥ x− 2
√
2
√
zu0 − o(
1√
n
). (15)
Proof: Recall E(n, x) from (7) and let the two events A
and B be defined as follows,
A = {(b1, · · · , bn) ∈ Ωn |Zun(b1, · · · , bn) ≤ 2−2
∑n
i=1 bi },
B = {(b1, · · · , bn) ∈ Ωn | 2−2
∑n
i=1 bi ≤ 2−2E(n,x)}.
5By inserting β = 1 in Lemma 6 we obtain P(A) ≥ 1 −
2
√
2
√
zu0 and
P(B) = P(
n∑
i=1
Bi ≥ E(n, x))
≥ x− o( 1√
n
).
As a result,
P(Zn ≤ 2−2
E(n,x)
)
≥ P(A ∩B)
= P(A) + P(B)− P(A ∪B)
≥ P(A) + P(B)− 1
≥ x− 2
√
2
√
zu0 − o(
1√
n
).
B. Proof of Theorem 3
We start with the proof of part (1). The main idea behind
the proof is to analyze the behavior of the process Zn once its
value is sufficiently close to the endpoints of the interval. In
this regard, we first give a bound on the speed of converging
to the endpoints. The proof of following lemma is given in
the appendix.
Lemma 8: Let W be a BMS channel and Zn = Z(Wn) be
the corresponding Bhattacharyya process. Let ρ ∈ ((1.852 )
2
3 , 1)
be a fixed constant. There exist constants α1, α2 ≥ 0, inde-
pendent on ρ, such that
(a) P(Zn ≤ 2ρn) ≥ I(W )− α1ρn2 .
(b) P(Zn ≥ 1− 2ρn) ≥ 1− I(W )− α2ρn.
We then proceed by by providing upper and lower bounds on
the quantity
P(Zn ≤ 2−2
E(n,x)(1+Θ(
f(n)
E(n,x)
))
),
and by showing that as n grows large, both of the bounds tend
to R.
1) Lower bound: Fix m ∈ N and let x = R
I(W ) . By
Lemma 8, we have:
P(Zm ≤ 2ρm) ≥ I(W )− α1ρm2 .
As a result,
P(Zn+m ≤ 2−2
E(n,x)
)
≥ P(Zn+m ≤ 2−2
E(n,x) |Zm ≤ 2ρm)P(Zm ≤ 2ρm)
≥ P(Zn+m ≤ 2−2
E(n,x) |Zm ≤ 2ρm)(I(W ) − α1ρm2 )
≥ (x− 2
√
2ρ
m
2 − o( 1√
n
))(I(W )− α1ρm2 ),
where the last inequality follows from Corollary 7 and the fact
that assuming Zm ≤ 2ρm, the process Zn+m is dominated by
the process Zun with the initial condition Zu0 = zu0 = 2ρm.
Now, since E(n+m,x)−m ≤ E(n, x) and xI(W ) = R, we
have
P(Zn+m ≤ 2−2
E(n+m,x)−m
) (16)
≥ R− 2
√
2α1ρ
m − (2
√
2I(W ) + xα1)ρ
m
2 − o( 1√
n
).
Thus by changing the variable n← n+m, for every m,n ∈ N
such that n ≥ m we have
P(Zn ≤ 2−2
E(n,x)−m
) (17)
≥ R− 2
√
2α1ρ
m − (2
√
2I(W ) + xα1)ρ
m
2 − o( 1√
n−m ).
2) Upper bound: Consider m and x as above. By (9) we
have:
P(Zn+m ≥ (Z(W ))2
m2
∑n+m
i=m+1
Bi
) = 1.
As a result,
P(Zn+m ≥ (Z(W ))2
m2
∑n+m
i=m+1
Bi |Zm ≤ 2ρm) = 1.
Therefore,
P(Zn+m ≥ (Z(W ))2
m2E(n,x) |Zm ≤ 2ρm) (18)
≥ P((Z(W ))2m2
∑n+m
i=m+1
Bi ≥ (Z(W ))2m2E(n,x) |Zm ≤ 2ρm)
= P(
n+m∑
i=m+1
Bi ≤ E(n, x) |Zm ≤ 2ρm)
= P(
n+m∑
i=m+1
Bi ≤ E(n, x))
≥ 1− x− o( 1√
n
),
and
P(Zn+m ≥ (Z(W ))2
m2E(n,x)
, Zm ≤ 2ρm)
= P(Zn+m ≥ (Z(W ))2
m2E(n,x) |Zm ≤ 2ρm)P(Zm ≤ 2ρm)
≥ (1− x− o( 1√
n
))(I(W )− α1ρ
m
2 ).
As a result, we have
P(Zn+m ≤ (Z(W ))2
m2E(n,x)
, Zm ≤ 2ρm) (19)
= P(Zm ≤ 2ρm)− P(Zn+m ≥ (Z(W ))2
mE(n,x)
, Zm ≤ 2ρm)
≤ 1− (1− I(W )− α2ρm)− (1− x− o( 1√
n
))(I(W )− α1ρ
m
2 )
≤ I(W )− (1− x)I(W ) + α2ρm + α1ρm2 + o( 1√
n
)
= xI(W ) + α2ρ
m + α1ρ
m
2 + o(
1√
n
).
Also note that
P(Zn+m ≤ (Z(W ))2
m2E(n,x)) (20)
= P(Zn+m ≤ (Z(W ))2
m2E(n,x) , Zm ≤ 2ρm)
+ P(Zn+m ≤ (Z(W ))2
m2E(n,x) , Zm ≥ 2ρm).
We now upper bound the quantity P(Zn+m ≤
(Z(W ))2
m2E(n,x) , Zm ≥ 2ρm). Firstly note that as m
grows large we have (Z(W ))2m2E(n,x) ≤ 2ρm. More
precisely if we choose m large enough so that the inequality
2m ≥ m log ρ
logZ(W )
, (21)
6is fulfilled, then the relation (Z(W ))2m2E(n,x) ≤ 2ρm holds.
For this choice of m we have
P(Zn+m ≤ (Z(W ))2
m2E(n,x)
, Zm ≥ 2ρm)
≤ P(Zn+m ≤ 2ρm, Zm ≥ 2ρm)
= P(Zn+m ≤ 2ρm, 2ρm≤ Zm ≤ 1− 2ρm)P(2ρm ≤Zm ≤1− 2ρm)
+ P(Zn+m ≤ 2ρm |Zm ≥ 1− 2ρm)P(Zm ≥ 1− 2ρm)
≤ P(2ρm ≤ Zm ≤ 1− 2ρm) + P(Zn+m ≤ 2ρm |Zm ≥ 1− 2ρm).
Now, by Lemma 8 it is easy to see that
P(2ρm ≤ Zm ≤ 1− 2ρm) ≤ 1− (I(W )− α1ρ
m
2 )
− (1− I(W )− α2ρm)
= α1ρ
m
2 + α2ρ
m
.
Also to upperbound P(Zn+m ≤ 2ρm |Zm ≥ 1 − 2ρm), note
that if we consider the process En given in (25) with the initial
condition e0 = 1 − 2ρm, then as a result of Lemma 10 we
have
P(Zn+m ≤ 2ρm |Zm ≥ 1− 2ρm)
≤ P(En ≤ 2ρm)
≤ 2
√
2
√
1− (1− 2ρm)2
≤ 8ρm2 .
Summing up the above arguments, we have
P(Zn+m ≤ 2ρm, Zm ≥ 2ρm) ≤ (α1 + 8)ρm2 + α2ρm. (22)
And as a result, for m large enough so that (21) is fulfilled
we have
P(Zn+m ≤ (Z(W ))2
m2E(n,x) , Zm ≥ 2ρm)
≤ (α1 + 8)ρm2 + α2ρm.
Plugging this into (20) and using (19), we have
P(Zn+m ≤ (Z(W ))2
m2E(n,x))
≤ xI(W ) + 2α2ρm + (2α1 + 8)ρm2 + o( 1√
n
).
Also, since E(n, x) ≤ E(n+m,x) and xI(W ) = R we have:
P(Zn+m ≤ (Z(W ))2
m2E(n+m,x))
≤ xI(W ) + 2α2ρm + (2α1 + 8)ρm2 + o( 1√
n
).
Thus by changing the variable n← n+m, for every m,n ∈ N
such that n ≥ m we have
P(Zn ≤ (Z(W ))2
m2E(n,x)) (23)
≤ R+ 2α2ρm + (2α1 + 8)ρm2 + o( 1√
n−m ).
3) Combining the upper and lower bounds: Recall
that f(n) is any function so that f(n) = o(
√
n) and
limn→∞ f(n) = ∞. Thus by letting m = f(n), as n grows
large, we have m≪ n and by using (17) we have
lim
n→∞
P(Zn ≤ 2−2
E(n,x)(1+
−f(n)
E(n,x)
)
) ≥ R.
Therefore,
lim
n→∞
P(Zn ≤ 2−2
E(n,x)(1+Θ(
f(n)
E(n,x)
)
) ≥ R.
Also, as limn→∞ f(n) = ∞, inequality (21) is fulfilled as n
grows large, and by (23), we have
lim
n→∞
P(Zn ≤ 2−2
E(n,x)+f(n)+log(− log(Z(W )))
) ≤ R.
And as a result,
lim
n→∞
P(Zn ≤ 2−2
E(n,x)(1+Θ(
f(n)
E(n,x)
))
) ≤ R.
Therefore, since the limit of the upper and lower bound equals
R, we get the result.
To prove part (2), we first consider the process Z ′n = 1−Z2n.
By using (6) we have{
Z′n+1 = 1− Z2n+1 ≤ 1− Z4n ≤ 2(1− Z2n) = 2Z′n ; if B¯n = 1,
Z′n+1 = 1− Z2n+1 ≤ (1− Z2n)2 = Z′n2 ; if B¯n = 0.
Thus the process Z ′n with is stochastically dominated by
the process Zun given by (7) with Zu0 = Z ′0. Also by using
Lemma 8, for m ∈ N we have
P(Z ′m ≤ 2ρm)
= P(1− Z ′m ≥ 1− 2ρm)
= P(Z2m ≥ 1− 2ρm)
= P(Zm ≥
√
1− 2ρm)
≥ P(Zm ≥ 1− ρm)
≥ 1− I(W )− 2α2ρm.
Similarly we obtain
P(Z ′m ≥ 1− 2ρm) ≥ I(W )− α1ρ
m
2 .
Using the above statements for the process Z ′n and going along
the same lines as the proof of part (1), for R < 1− I(W ) we
obtain
lim
n→∞
P(Z ′n ≤ 2−2
E(n, R
1−I(W ) )(1+Θ(
f(n)
n
))
) = R,
and by noting that Z ′n = 1− Z2n we get the result.
C. Proof of Theorem 5
Let I be the set of chosen indices by the code C(n,R), let
U2
n
1 the block to be transmitted (including the frozen bits),
and let Y 2n1 be the received vector. Denote by PMAPe,i (N,R)
the bit-error probability when we decode the i-th bit by the
MAP rule. We have
P
MAP
e (N,R)
(a)
≥ maxi∈I{PMAPe,i (N,R)}
(b)
≥ maxi∈I{H(Ui |Y 2
n
1 )}
≥ maxi∈I{H(Ui |Y 2
n
1 , U
i−1
1 , U
2n
i+1)}
= maxi∈I{H(W¯i)},
where W¯i is the channel seen by Ui when we have the
output Y 2n1 and all the other bits U1, · · · , Ui−1, Ui+1, · · · , U2n
available. To see step (a) consider the MAP decoder for bit
7i. It has associated probability PMAPe,i (N,R) and is optimal.
Compare this to the suboptimal bit decoder which first decodes
the whole block and then extracts the i-th bit. The probability
of error associated to this decoder is at most PMAPe (N,R)
since any time the block is decoded correctly also the i-th
bit is decoded correctly. Therefore, for any i, PMAPe,i (N,R) ≤
P
MAP
e (N,R). Step (a) follows by maximizing over i. Step (b)
is Fano’s inequality. Denote the number of 1s in the binary
expansion of i− 1 by wt(i). Then W¯i is
W¯i = ((((W
wt(i) times︷ ︸︸ ︷
+)+)···)+) . (24)
As a result, Z(W¯i) = (Z(W ))2
wt(i)
. Thus by using the
inequality I(W¯i)2 + Z(W¯i)2 ≤ 1 ([1]), we have H(W¯i) ≥
1
2 (Z(W ))
1+2wt.(i)
. As a result,
P
MAP
e (N,R) ≥ maxi∈I{H(W¯i)}
≥ maxi∈I{1
2
(Z(W¯i))
21+wt(i)}.
Since, |I| = 2nR, the set I must contain an index i so that
wt(i) ≤ E(n,R). Therefore,
P
MAP
C (n,R) ≥ 1
2
(Z(W ))2
1+E(n,R)
= 2−2
E(n,R)+1+log(− log(Z(W )))−1
.
For the specific case of polar codes, we argue as follows: Let
n ∈ N, m = logn. Also let 0 < ǫ < 1 be a constant. Using
(18) we obtain
lim
n→∞
P(Zn+m ≥ (Z(W ))2
m2E(n,x−ǫ) |Zm ≤ 2ρm)
≥ 1− x+ ǫ.
Also, using Lemma 6 we get
lim
n→∞
P(Zn+m ≤ 2−2
∑n+m
i=m+1
Bi |Zm ≤ 2ρm) = 1.
As a result of the above two inequalities we have
lim
n→∞
P((Z(W ))2
m2E(n,x−ǫ) ≤ Zn+m≤ 2−2
∑n+m
i=m+1
Bi |Zm ≤ 2ρm)
≥ 1− x+ ǫ.
Also, using the result of Theorem 3 part (a), it is easy to see
that
lim
n→∞
P(Zn+m ≤ 2−2
E(n+m,x)+Θ(m) |Zm ≤ 2ρm) = x.
As a result, given that Zm ≤ 2ρm, as n → ∞, the following
two events have non-empty intersection
An = {Zn+m ≤ 2−2
E(n+m,x)+Θ(m) |Zm ≤ 2ρm}
Bn = {(Z(W ))2
m2E(n,x−ǫ) ≤ Zn+m ≤ 2−2
∑n+m
i=m+1
Bi |Zm ≤ 2ρm}.
But the set An exactly represents the set of indices of the sub-
channels needed in order to achieve rate R. Also, for every
(b1, · · · , bm+n) ∈ Bn we have
(Z(W ))2
m2E(n,x−ǫ) ≤ 2−2
∑n+m
i=m+1
bi
.
Or by applying the function log(− log()) to both sides we
obtain
n+m∑
i=m+1
bi ≤ m+ E(n+m,x− ǫ) + log(− log(Z(W ))).
As a result,
n+m∑
i=1
bi ≤ E(m+ n, x− ǫ) + Θ(m).
Now since the intersection of An and Bn is non-empty for
large n, there exists a (b1, · · · , bn+m) ∈ An with
n+m∑
i=1
bi ≤ E(m+ n, x− ǫ) + Θ(m).
And by letting ǫ→ 0 and noting that ∑n+mi=1 bi is a weight of
some sub-channel, we get the result.
IV. APPENDIX
A. Proof of Lemma 8
In order to prove Lemma 8, we first need to state the
following two lemmas and afterwards we give a proof of
Lemma 8.
Lemma 9: Let Zn be a process defined by Z0 = z0 ∈ [0, 1]
and
Zn+1
{
= Zn
2 ; if Bn = 1,
∈ [Zn
√
2− Zn2, 2Zn − Zn2] ; if Bn = 0.
Let Qn = Zn(1− Zn). Then
E[Qn
1
2 ] ≤ 1
2
(
1.85
2
)n.
Proof: We have
Qn+1 = Qn.
{
= Zn(1 + Zn) ; if Bn = 1,
∈ [Zn
√
2−Zn2
Zn(1−Zn) ,
2Zn−Zn2
Zn(1−Zn) ] ; if Bn = 0.
As a result
E[Qn+1
1
2 |Qn]
≤ Q
1
2
n
2
[ max
Zn
√
2−Z2n≤x≤Zn(2−Zn)
{
√
x(1− x)
Zn(1− Zn)}+
√
Zn(1 + Zn)]
≤ Q
1
2
n
2
[ max
z
√
2−z2≤x≤z(2−z),0≤z≤1
{
√
x(1− x)
z(1− z) +
√
z(1 + z)}]
≤ Q
1
2
n
1.85
2
.
Therefore,
E[Q
1
2
n ] ≤ (1.85
2
)nE[Q
1
2
0 ] ≤
1
2
(
1.85
2
)n.
Lemma 10: Let En be the process defined by E0 = e0 and
En+1 =
{
En
2 ; if Bn = 1,
En
√
2− En2 ; if Bn = 0.
(25)
For n ∈ N we have:
P(En ≥ 1− 2−2
∑n
i=1 B¯i ) ≥ 1− 2
√
2
√
1− e20.
Proof: We have:{
1− E2n+1 = 1− E4n ≤ 2(1− E2n) ; if B¯n = 1,
1− E2n+1 = (1− E2n)2 ; if B¯n = 0.
8Hence the process E¯n = 1 − E2n with the initial condition
E¯0 = 1 − e20 is stochastically dominated by the process Zun
given by (7) and zu0 = 1− e20. Therefore, by (10) we have:
P(E¯n ≤ 2−2
∑n
i=1 B¯i ) ≥ 1− 2
√
2
√
1− e20.
Also,
P(E¯n ≤ 2−2
∑n
i=1 B¯i )
= P(E2n ≥ 1− 2−2
∑n
i=1 B¯i )
= P(En ≥ (1− 2−2
∑n
i=1 B¯i )
1
2 )
≤ P(En ≥ 1− 2−2
∑n
i=1 B¯i ).
As a result, we have
P(En ≥ 1− 2−2
∑n
i=1 B¯i ) ≥ 1− 2
√
2
√
1− e20.
Using the above two lemmas, we now prove Lemma 8. Let
ρ1 = (
1.85
2×ρ )
2
. Consider the process Qn = Zn(1 − Zn).
According to Lemma 9 and by using the Markov inequality
P(Qn ≥ ρ1n) = P(Qn 12 ≥ (ρ1)n2 ) ≤ ( 1.85
2
√
ρ1
)n = ρn.
As a result,
P(
1−√1− 4ρ1n
2
≤ Zn ≤ 1 +
√
1− 4ρ1n
2
)
= P(Qn ≤ ρ1n) ≤ ρn.
Consider a partitioning of the interval [0, 1] into the three
intervals
[0, 1] = [0,
1−√1− 4ρ1n
2
] ∪ [ 1−
√
1− 4ρ1n
2
,
1 +
√
1− 4ρ1n
2
]
∪ [ 1 +
√
1− 4ρ1n
2
, 1],
and define A,B and C as
A = P(Zn ≤ 1−
√
1− 4ρ1n
2
),
B = P(
1−√1− 4ρ1n
2
≤ Zn ≤ 1 +
√
1− 4ρ1n
2
),
C = P(Zn ≥ 1 +
√
1− 4ρ1n
2
).
Also let A′, B′ and C′ be the fraction of A,B and C
respectively that will eventually (as n → ∞) go to zero.
Clearly we must have
A′ +B′ + C′ = P(Z∞ = 0) = I(W ). (26)
Clearly B′ ≤ B ≤ ρn. To upper-bound C′ note that if we con-
sider the process En given by (25) and E0 = e0 = 1+
√
1−4ρ1n
2
then by (6) it is easy to see that P(E∞ = 0) is an upper bound
on C′. Thus we have
C′ ≤ P(E∞ = 0)
≤ 4
√
1− e20
= 2
√
2
√
ρn1 +
1−√1− 4ρ1n
2
≤ 2
√
2
√
ρn1 +
1− (1− 4ρ1n)
2
≤ 2
√
6ρ1n.
Therefore,
P(Zn ≤ 1−
√
1− 4ρ1n
2
) = A
≥ A′
= I(W )−B′ − C′
≥ I(W )− ρn − 2
√
6ρ1
n
2 .
As a result, since ρ ≥ ρ1 we have 1−
√
1−4ρ1n
2 ≤ 2ρn, and we
get
P(Zn ≤ 2ρn) ≥ I(W )− (1 + 2
√
6)ρ1
n
2 .
Thus part (a) now follows by letting α1 = 1 + 2
√
6. For the
proof of part (b), let A′′, B′′ and C′′ be the fraction of A,B
and C respectively that will eventually (as n→∞) go to one.
Clearly we must have
A′′ +B′′ + C′′ = P(Z∞ = 1) = 1− I(W ). (27)
Clearly B′′ ≤ B ≤ ρn. To upper-bound A′′ note that if we
consider the process Z¯n given by Z¯0 = 1−
√
1−4ρ1n
2 and
Z¯n+1 =
{
Z¯2n ; if Bi = 1,
2Z¯n − Z¯2n ; if Bi = 0,
then P(Z¯∞ = 1) is an upper bound on A′′. Therefore we have
A′′ ≤ 1−
√
1−4ρ1n
2 . As a result, C can be bounded from below
by
P(Zn ≥ 1 +
√
1− 4ρ1n
2
) = C
≥ C′′
= 1− I(W )−A′′ −B′′
≥ 1− I(W )− ρn − 1−
√
1− 2ρ1n
2
≥ 1− I(W )− ρn − 4ρ1n.
And since ρ ≥ ρ1, we get the result in a similar way as part
(a) by taking α2 = 5.
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