In this paper, we show how to use Bayesian approach in the multiplicative heteroscedasticity model proposed by Harvey (1976) , where the Gibbs sampler and the Metropolis-Hastings (MH) algorithm are applied. Some candidate-generating densities are considered in our Metropolis-Hastings algorithm. We carry out Monte Carlo study to examine the properties of the estimates via Bayesian approach and its traditional counterpart, i.e., the modified two-step estimator (M2SE), the maximum likelihood estimator (MLE) and Harvey's three-step estimator (H3SE). Our results of Monte Carlo study show that candidate-generating densities chosen in our paper are suitable, and Bayesian approach shows better performance than the traditional counterpart in the criterion of the interquartile range and root mean square error.
Introduction
In the literature of heteroscedasticity, traditional estimation techniques include three methods called the two-step estimator (hereafter 2SE), the maximum likelihood estimator (MLE) and Harvey's (1976) three-step estimator (hereafter H3SE). Harvey (1976) showed that the two-step estimator has an inconsistent element, derived the consistent estimator based on the twostep estimator, which is called the modified two-step estimator (hereafter M2SE) in this paper, and proposed the three-step estimator that has the same asymptotic distribution as MLE. These traditional estimators are examined in Amemiya (1985) , Judge et al. (1980) and Greene (1997) . Ohtani (1982) derived the Bayesian estimator for a heteroscedasticity linear model. Using a Monte Carlo experiment, Ohtani (1982) found that among the estimators of the Bayesian approach, 2SE and H2SE, the Bayesian approach shows the best properties in mean square error and the second best is H3SE. Since Ohtani (1982) obtained the Bayesian estimator by numerical integration, it is not easy to extend to the multi-dimensional cases of the regression coefficient.
Recently, Boscardin and Gelman (1996) developed a Bayesian approach in which a Gibbs sampler and the Metropolis-Hastings (MH) algorithm are used to estimate the parameters of heteroscedasticity in the linear model. They argued that through this kind of Bayesian approach, we can average over our uncertainty in the model parameters instead of using a point estimate via the traditional estimation techniques. Their modeling for the heteroscedasticity, however, is very simple and limited. Their choice of the heteroscedasticity is Var(y i ) = σ 2 w −θ i , where w i are known "weights" for the problem and θ is an unknown parameter. In addition, they took only one candidate for the sampling density used in the MH algorithm and compared it with 2SE.
In this paper, we also consider Harvey's (1976) model of multiplicative heteroscedasticity. This modeling is very flexible, general, and includes most of the useful formulations for heteroscedasticity as special cases. The Bayesian approach proposed by Ohtani (1982) and Boscardin and Gelman (1996) are extended to the multi-dimensional and more complicated cases in this paper. Our Bayesian approach includes MH within Gibbs algorithm, where we examine several candidates for the sampling density in the MH algorithm and compare the Bayesian approach with the three traditional estimators, i.e., M2SE, MLE and H3SE, in the criterion of the root mean square error and interquartile range of estimates. Our results of Monte Carlo study show that the Bayesian approach performs better than the traditional estimators.
The paper is organized as follows. In Section 2, we briefly review the multiplicative heteroscedasticity model. In Section 3, we discuss some candidates of the sampling density in the MH algorithm. Section 4 illustrates the data for Monte Carlo study and discusses its results.
Multiplicative Heteroscedasticity Model
The multiplicative heteroscedasticity model proposed by Harvey (1976) can be shown as follows:
for i = 1, 2, · · · , n, where y i is the i-th observation, X i and q i are the i-th K × 1 and (J − 1) × 1 vectors of explanatory variables respectively. β and γ are vectors of unknown parameters. The model given by (1) and (2) includes several special cases such as the model in Boscardin and Gelman (1996) , in which q i = ln w i and θ = −α. As shown in Greene (1997) , there is a useful simplification of the formulation. Let z i = (1, q i ) and γ = (ln σ 2 , α). Then we can simply rewrite the model as:
Note that exp(γ 1 ) provides σ 2 , where γ 1 denotes the first element of γ. As for the variance of u i , hereafter we use (3), rather than (2).
The generalized least squares (GLS) estimator of β, denoted by β GLS , is given by:
where β GLS depends on γ, which is the unknown parameter vector. To obtain the feasible GLS estimator, we need to replace γ by its consistent estimate. We have three traditional estimators of γ, i.e., the modified two-step estimator (M2SE), the maximum likelihood estimator (MLE) and Harvey's three-step estimator (H3SE), which are briefly described as follows.
Modified Two-Step Estimator (M2SE): Let us define the ordinary least squares (OLS) residual by e i = y i − X i β OLS , where β OLS represents the OLS estimator, i.e.,
For 2SE of γ, we may form the following regression:
From the above equation, the OLS estimator of γ gives us 2SE, denoted by γ 2SE , which is given by:
A problem with this estimator is that u i , i = 1, 2, · · · , n, have non-zero means and are heteroscedastic. If e i converges in distribution to i , the u i will be asymptotically independent with mean E(u i ) = −1.2704 and variance Var(u i ) = 4.9348, which are shown in Harvey (1976) . Then, we have the following mean and variance:
For the second term in equation (5), the first element is equal to −1.2704 and the remaining elements are zero. Therefore, the first element of γ 2SE is biased but the remaining elements are still unbiased. To obtain a consistent estimator of γ, we consider M2SE of γ, denoted by γ M 2SE , which is given by:
The first element of γ 2SE and γ M 2SE corresponds to the estimate of σ 2 , which value does not depend on β GLS . Since the remaining elements of γ 2SE are equal to those of γ M 2SE , M2SE of β, denoted by β M 2SE , can be obtained by substituting either γ 2SE or γ M 2SE into γ in (4).
Maximum Likelihood Estimator (MLE):
The density based on (1) and (2) is:
which is maximized with respect to β and γ, using the method of scoring. That is, given values for β (t) and γ (t) , the method of scoring is implemented by the following iterative procedure:
where e i = y i − X i β (t) . The starting value for the above iteration may be taken as (
gives us the MLE of δ, which is denoted by δ M LE = ( β M LE , γ M LE ) in this paper. Based on the information matrix, the asymptotic covariance matrix of δ M LE is represented by:
Thus, from (8), asymptotically there is no correlation between β M LE and γ M LE , and furthermore the asymptotic variance of γ M LE is represented by:
, which implies that γ M 2SE is asymptotically inefficient because Σ M 2SE − Σ M LE is positive definite.
Harvey's Three-Step Estimator (H3SE): If a consistent estimator of γ is used to give starting values for (7), only one iteration is needed to produce an estimator with the same asymptotic distribution as the MLE (see Jorgenson (1961, p.240) ). Therefore, as an alternative to MLE, replacing γ
by γ M 2SE in (7), Harvey (1976) provides an estimator based on one iteration of the method of scoring, so called Harvey's three-step estimator (H3SE) in this paper, which is shown as follows:
where the first element of d is set to 0.2704 and the remaining elements are equal to zero. Harvey (1976) pointed out that γ H3SE is asymptotically equivalent to γ M LE . That is, γ H3SE is asymptotically unbiased and efficient, which implies that the asymptotic variance of γ H3SE is given by Σ H3SE =
.
Bayesian Estimation
We assume that the parameters β and γ follow the prior distributions:
where N (·, ·) is the normal distribution and (β 0 , Ω 0 , γ 0 , W 0 ) are known hyperparameters. The prior distributions of β and γ approach flat priors as Ω 0 and W 0 are large. Combining the prior distributions in (9) and the likelihood function in (6), we can obtain the posterior distribution P βγ (β, γ|y, X). We utilize the Gibbs sampler to sample from the posterior distribution. Then, from the joint density P βγ (β, γ|y, X), we can derive the following two conditional densities:
where
Sampling from (11) is simple since it is a k-variate normal distribution with mean B 1 and variance H 1 . However, since the J-variate distribution (10) does not take the form of any standard density, it is not easy to sample from (10) . In this case, the MH algorithm can be used within the Gibbs sampler. See Tierney (1994) and Chib and Greeberg (1996) for a general discussion. Let γ (t) be the t-th random draw of γ and z be a candidate of the (t + 1)-th random draw of γ. The MH algorithm utilizes another appropriate distribution function P * (z|γ (t) ), which is called the sampling density or the proposal density. Let us define the acceptance rate ω(γ (t) , z) as:
The sampling procedure based on the MH algorithm within Gibbs sampling is as follows:
(i) Set the initial value β (0) , which may be taken as β OLS , β 2SE , β M LE or β H3SE .
(ii) Given β (t) , generate a random draw of γ, denoted by γ (t+1) , from P γ|β (γ|β (t) , y, X), where the MH algorithm is utilized for random number generation, which is implemented as follows:
(1) Given γ (t) , generate a random draw z from P * (·|γ (t) ) and a uniform random draw u from the interval between zero and one.
(iv) Repeat (ii) and (iii) for t = 0, 1, · · · , N . In Section 4, N = 6000 is taken.
Note that the iteration of Steps (ii) and (iii) corresponds to the Gibbs sampler, which iteration yields random draws of β and γ from the joint density P βγ (β, γ|y, X). It is well known that convergence of the Gibbs sampler is slow when β is highly correlated with γ. That is, a large number of random draws have to be generated in this case. Depending on the underlying joint density, we have the case where the Gibbs sampler does not work at all. For example, see Chib and Greenberg (1995) for convergence of the Gibbs sampler. In the model represented by (1) and (2), however, there is asymptotically no correlation between β M LE and γ M LE , as shown in (8) . It might be expected that correlation between β M LE and γ M LE is not too high even in the small sample. Therefore, it might be appropriate to consider that the Gibbs sampler works well in our model. In
Step (ii), the sampling density P * (z|γ (t) ) is utilized. In this paper, we consider two types of the sampling density, which are discussed as follows.
Choice of the Sampling Density in Step (ii): Several generic choices of the sampling density are discussed by Tierney (1994) and Chib and Greenberg (1995) . In this paper, we take P * (γ|γ (t) ) = P * (γ) as the sampling density, which is called the independence chain, because the sampling density is not a function of γ (t) . Furthermore, we examine two types of the sampling density in our independence MH algorithm, that is, a multivariate normal density (MN) and a multivariate t density (MT).
The first choice of P * (γ) is taken as follows:
which indicates a multivariate normal distribution with mean γ * and variance Σ * . And d is a constant value which is greater than or equal to one. In the Monte Carlo study of Section 4, d = 5, 10 is investigated.
We have the possibility that the target density P γ|β (γ|β, y, X)) has heavy tails. Therefore, the second choice of P * (γ) is taken as:
which represents the J-variate Student t density with v degrees of freedom, location vector γ * and precision matrix Ω * . We consider the case: Σ * = v/(v − 2)Ω * −1 , which implies that variance matrix of γ is given by Σ * . The degree of freedom, v, is chosen on the basis of computational consideration. It is important that tails of the sampling density has to be at least as fat as those of the target density to avoid some algorithm problems. In Section 4, we set v = 3, as in Koop et al. (1994) .
Thus, for each sampling density, γ is taken as a random variable with mean γ * and variance Σ * . In the next section, we choose (γ
As shown in Section 2, all of the three estimators γ M 2SE , γ M LE and γ H3SE are consistent estimates of γ. Therefore, it might be very plausible to consider that the sampling density is distributed around these consistent estimates.
Bayesian Estimator: From the convergence theory of the Gibbs sampler and the MH algorithm, as t goes to infinity, we can regard γ (t) and β (t) as random draws from the target density P βγ (β, γ|y, X). Let M be a sufficiently large number. For example, we take M = 1000 in Section 4. γ (M ) and β (M ) are taken as the random draws from P βγ (β, γ|y, X). Therefore, the Bayesian estimators γ Y Y Z and β Y Y Z are given by:
We read YYZ as the Bayesian estimator which uses the sampling density YY with Z, where YY takes MN or MT while Z takes A, B or C. Moreover, A, B and C corresponds to ( 
Data and Results
In our Monte Carlo study, we consider the simulated data in which the true data generating process (DGP) is presented in Judge et al. (1980, pp.156 ). The DGP is defined as:
where the i 's are normally and independently distributed with E( i ) = 0, E( 2 i ) = σ 2 i and,
The parameter values are set to be (β 1 , β 2 , β 3 , γ 1 , γ 2 ) = (10, 1, 1, −2, 0.25).
From (14) and (15) . That is, we perform 100, 500 and 1000 simulation runs for each estimator.
In this section, we compare the six Bayesian estimators with the three traditional estimators through our Monte Carlo study. The traditional estimators include M2SE, MLE and H3SE. For the Bayesian approach, MNA, MNB, MNC, MTA, MTB and MTC are estimated, where MTA, MTB and MTC denote the Bayesian estimators using the multivariate t sampling density whose mean and covariance matrix are calibrated on the basis of M2SE, MLE and H3SE while MNA, MNB and MNC show the Bayesian estimators which uses the multivariate normal sampling density based on M2SE, MLE, and H3SE, respectively.
The mean and the root mean square error have been usually used in Monte Carlo study. Moments of the parameters are needed in the calculation of the mean and the mean square error. However, we cannot assure that these moments actually exist. In addition to the mean and the root mean square error, therefore, we also present values for quartiles, e.g. median and interquartile range of the estimates. Thus, for each estimator, the mean, the root mean square error, the median and the interquartile range are computed from 100, 500 and 1000 simulation runs.
The MH algorithm within the Gibbs sampler, shown in Steps (i) -(iv) of Section 3, is implemented to obtain 6000 draws from the posterior density P βγ (β, γ|y, X), where the first 1000 draws are discarded. The hyperparameters in (9) are set at β 0 = 0.0, Ω 0 = 1000I 3 , γ 0 = 1.0 and W 0 = 1000I 2 , which implies that the prior densities of β and γ are almost diffuse. For the Tables 1 and 2 , and those for the 100 and 1000 samples are presented in Tables 3 and 4 . For MNA, MNB and MNC, we take d = 1, 5, 10 to investigate the acceptance rate. When d is set to 1, the acceptance rate for MNB is about 36.63%. However, the acceptance rate for MNA and MNC are very small. Therefore, we take d = 5 in Table 1 and d = 10 in Table 2 . In all the tables, Mean, Median, RMSE and Range denote the mean, the root mean square error, the median and the interquartile range, respectively. In Tables 1 and 2 , the values in the parentheses denote the arithmetic averages of the acceptance rates from 500 simulation runs.
Tables 1 presents evidence that for β and γ, all the means and medians are very close to their true parameter values. The values of median and interquartile range also indicate that estimates are concentrated in the correct region of the parameter space. From Table 1 , we can find that all the Bayesian approaches (i.e., MNA, MNB, MNC, MTA, MTB and MTC) show better performance in interquartile range and RMSE than the traditional estimators (i.e., M2SE, MLE and H3SE). Judge et al. (1980, pp.141-142) indicated that 2SE for γ 1 will be inconsistent although 2SE for the other parameters are consistent and asymptotically inefficient. For both M2SE and H3SE, the estimator of γ 1 is modified to be consistent. But M2SE is still asymptotically inefficient while H3SE has the Table, we can find this evidence in the interquartile range and RMSE. Gelman et al. (1996) pointed out that if standard deviation of the sampling density is too low, the Metropolis steps are too short and move too slowly within the targe distribution; if it is too high, the algorithm almost always rejects and stays in the same place. d in (12) represents variance in the sampling density. Our results in Tables 1 and 2 display evidence that the acceptance rate of d = 5 is higher than that of d = 10. It seems more suitable to use d = 5 than the other value of d, because its jumping kernels for simulating the target distribution is more efficient.
We also find that the acceptance rates of MNB and MTB is higher than those of MNA and MTA, or MNC and MTC. RMSE's and Ranges of MNB and MTB also show better performance than those of the other two choices. That is, from the Monte Carlo results, it is shown that the sampling distribution with mean γ M LE and variance Σ M LE ) is the best choice.
The results of 100 samples and 1000 samples are presented in Tables 3  and 4 , where d = 5 is taken. Although for β 3 , γ 1 and γ 2 , the values of RMSE and interquartile range of H3SE are smaller than those of Bayes approaches, our findings obtained in Tables 1 and 2 are not changed even when number of samples is 100 or 1000.
Summary
In this paper, we have examined the multiplicative heteroscedasticity model proposed by Harvey (1976) , where the three traditional estimators discussed in Harvey (1976) are compared with Bayesian estimators. For the Bayesian approach, we have evaluated the posterior mean by generating random draws from the posterior density, where the Markov chain Monte Carlo methods (i.e., the MH within Gibbs algorithm) are utilized. In the MH algorithm, the sampling density has to be specified. We examine two types of the sampling densities, i.e., MN and MT. Furthermore, for mean and variance in each sampling density, we consider using the mean and variance estimated by the three traditional estimators (i.e., M2SE, MLE and H3SE). Thus, as for the Bayesian approach, we compare the six estimators (i.e., MNA, MNB, MNC, MTA, MTB and MTC) with M2SE, MLE and H3SE. Through our Monte Carlo study, the results are obtained as follows:
(i) All the Bayesian estimators perform better than the traditional estimators, because RMSE's and Ranges of the Bayesian estimators are smaller than those of the traditional ones.
(ii) For the traditional estimators (i.e., M2SE, MLE and H3SE) of γ, we have obtained the result that MLE and H3SE have smaller RMSE and Range than M2SE because one reason is that M2SE is asymptotically inefficient.
(iii) We compare MN and MT with respect to A, B and C. In this case, B is the best of the three for both MN and MT.
(iv) In the case where we compare MNA, MNB and MNC with respect to d, d = 5 performs better than d = 10 in the criteria of RMSE and Range.
