ABSTRACT We propose a free selective simplex for the downhill Nelder Mead simplex algorithm (1965), rather than the determinant simplex that forces its elements to perform a single operation, such as reflection. Unlike the Nelder-Mead algorithm, the elements of the proposed simplex select various operations of the algorithm to form the next simplex. In this way, we allow non-isometric reflections similar to that of the Nelder Mead, triangle simplex, but with rotation through an angle, permitting the proposed algorithm to have more control over the simplex, to change its size and direction for better performance. As a consequence, the solution that comes from the proposed simplex is always dynamic adaptive in size and orientation to different landscapes of mathematical functions. The proposed algorithm is examined in a large collection of different structures and classes of optimization problems. Additionally, comparisons are made with two enhanced, up-to-date versions of the Nelder-Mead algorithm. The numerical results show that Hassan Nelder Mead is stable due to non-dependence on the number of parameters processed. It also performs a higher accuracy for high dimensions compared with the other algorithms and a faster convergence rate toward global minima with respect to the number of simplex gradient estimates.
I. INTRODUCTION
Spendley et al. [1] (1962) introduced a technique for approaching a local minima or maxima for a function by forming a simplex from a set of points. The simplex is (n + 1) points or vertices, where n is the number of variables under investigation. The simplex procedure is a pattern search where the simplex can only go through by repeating a sequence of isometric reflections to the initial simplex [2] . The technique performs two types of reflections, either with respect to the worst vertex or with respect to the next-toworst vertex, deciding which reflection is applied, whether the reflected point gets closer to optima or not. If the condition of the objective function to replace the new point is not established for both reflections, the algorithm carries out a shrink operation [2] , [3] ; until the optima has been approximately located by one of the vertices [1] . However, on some iterations, the reflected vertex may still have the largest function value in the new simplex. If the algorithm tries to reflect the newest vertex, or it is used to decide which vertex to reflect, an oscillation would occur, causing distortion. Thus, the algorithm fails to make further progress [4] .
In such instances, Spendley et al. [1] suggested a reduction in the size of the simplex or to restart with a smaller step size around the best observed results.
An extension of the simplex method of Spendley et al. is the Nelder-Mead (NM) algorithm [3] , [5] , [6] . Nelder and Mead allow non-isometric reflections [3] , [5] , which represent as expansion and contraction steps are added to the algorithm [3] . That gives a significant improvement over Spendley et al. algorithm and allows a faster convergence rate on badly scaled quadratic functions. Nevertheless, when the number of variables under study increase, the behavior of the algorithm is disappointing. The simplex becomes more and more distorted as long as the algorithm moves toward the optima [2] . Therefore, several investigations are conducted on the widely used NM algorithm due to the effect of dimensionality and the inability of the algorithm to converge to an optimum value when the objective function is uniformly convex [6] , [7] . As a result, numerous modifications to the algorithm exist within the literature. An excellent survey can be found in the resources [8] , [9] . We classify the methods that successfully lead to enhancements of the Nelder-Mead algorithm into two types: permitting the testing of different step scales on the simplex for different operations [10] , [11] , and hybridizing with other techniques such as differential evolution [12] , swarm [13] , or neural networks [14] .
To prove how efficient and reliable a modified NM algorithm, one key factor is the features of the test functions to which the algorithm is exposed. According to Moré et al. [15] , testing the robustness and reliability of an algorithm in the optimization literature is unaddressed because the algorithm has been tested on a small number of functions, and the starting points are close to the solution. The only way to evaluate an optimization algorithm is to test it on a collection of functions that have different structures and characteristics and belong to various optimization classes [16] . Moré et al. [15] , present a large collection of test functions that is designed carefully for evaluating the reliability and robustness of unconstrained optimization software. The collection covers systems of nonlinear equations, nonlinear least squares, and unconstrained optimization.
In this paper, we suggest a selective simplex that chooses its elements dynamically rather than a determinant simplex in the NM algorithm. The elements of the proposed simplex select variant operations of Hassan-Nelder-Mead (HNM) to form the next vertex. Although the simplex has only three vertices, it is capable of dealing with high dimensional optimization problems. The rest of the paper is organized as follows. In section 2, we define a framework to differentiate between similar algorithms and present two papers related to our work. In section 3, we give a brief review of the NM algorithm. In section 4, we describe the theory of HNM and demonstrate how the algorithm manages to find a minimum. In section 5, we compare HNM with two updated versions of the NM algorithm to measure accuracy, convergence speed, and reliability. Finally, in section 6, we summarize the main points of our work.
II. RELATED WORK
Two recently improved NM algorithms are dependent for the comparative purposes and validation of our results. The algorithms use different mechanisms to measure efficiency and reliability: counting the number of function evaluations, and timing the algorithm. However, in our opinion, that is not enough to differentiate between similar algorithms. For example, it is important to know how many simplexes are being generated to reach an optimal value, and to know how the algorithm is capable of orienting the simplex toward the optima. That necessitates a comprehensive framework that combines all the mentioned mechanisms together in order to obtain an objective comparison between similar algorithms.
Gao and Han [17] (2012) found a descent property effect on the step size which the new simplex has to make to replace the old one. That explains why the standard NM is inefficient when the number of variables is more than two. The new implementation requires the expansion, contraction, and shrinkage operations of the NM algorithm to change adaptively while changing the dimensions to the optimization problems [18] . This makes the amount of simplex movement depend on the number of parameters being examined. The new algorithm, with the adaptive operations, outperforms the standard NM when the algorithm is tested on Moré et al. benchmark [17] .
Additional significant research was done by Fejfar et al. (2017) [19] , which is considered a modern contribution to the NM simplex optimization, hybridizing NM with a genetic algorithm. The new research is considerable because it evolves NM genetically and produces deterministic simplexes that move biologically to locate an optima, rather than a stochastic genetic algorithm or a NM restricted to one simplex at a time. The authors claim that the shrinkage step of the standard NM could cause inconsistency because this is the only step that does not return a single simplex, and indeed it moves all vertices toward the best point. Therefore, they suggested that the reduction step includes exclusively the worst point and inner contraction is used to perform the job. The genetically enhanced NM turns out to be easier than the standard NM since it performs solely reflection, expansion, and inner contraction operations. However, outer contraction can be obtained by an iterative operation of inner contraction and reflection. The algorithm shows better accomplishment than the generic NM on Moré et al. dataset.
III. THE NELDER-MEAD ALGORITHM
In this section, we present the standard NM algorithm, as described by [19] - [23] , which is a slightly different version than the original NM (1965). However, this amendment does not affect the fundamental procedure of the algorithm, but clarifies the ambiguity which accompanied the algorithm. The basic concept behind the NM algorithm is to construct a simplex that perfectly mimics the amoeba style manipulations via reflection, expansion, contraction, or reduction. The simplex has (n+1) vertices, which is designed for minimizing a mathematical function of several parameters by replacing the worst vertex with a better one.
We try to find the minimization of a function that has n real parameters and no constraints.
Where the function f : R n → R is the cost function (CF) and x ∈ R n is the parameter vector. The first step is to establish an initial simplex, which is a collection of (n + 1) vertices v 1 , v 2 , . . . , v n+1 in n−dimensional space. A possible way to build a simplex is to follow Pfeffer's method [2] , which tries to scale the initial simplex with respect to the problem characteristic lengths. Given a starting point x 0 of dimension n‚which represents the initial guess or the first vertex ‚the remaining n vertices are then generated as follows.
The default values for usual delta and zero term delta are δ u = 0.05 and δ z = 0.00075, for vertices i = 2, 3, . . . , n + 1, and for components j = 1, 2, . . . , n. To start the NM simplex search, the function f is evaluated at each of the vertices, which are subsequently reordered according to the CF values, to satisfy
We use the subscript b, sw, and w as a notation to represent the best, second worse, and worse vertices respectively, such that
Next, we compute the centroid of the simplex c (center of gravity), which is the basis point as we will see later, of all vertices excluding the worst one. The centroid is
After computing c, the NM algorithm tries to explore mathematically the landscape of the function along the line segment joining c and v w as seen in Figure 1 , by implementing four different operations, as mentioned earlier. In such operations, the same equation is executed for each one, but with different values of the standard coefficient µ.
It is noteworthy that how far the next simplex moves depends on which operation is used to compute v new . A vertex is a candidate to replace the worst one if the new vertex has the lowest CF. Thus, it is guaranteed that the subsequent, constituting simplex has a different shape and a smaller function value at the worst vertex. The process is iteratively repeated until the coordinates of the minimum point are found. The standard values for µ are suggested by Nelder and Mead (1965) [24] .
On the contrary, the only operation that returns n new vertices is a reduction, which shrinks the whole simplex toward the best. This step is utilized when no further improvement can be done by the other steps.
The logical expressions for how the NM algorithm finds a minimum point are shown in Algorithm 1.
Algorithm 1 The Logical Decisions for One Iteration of the Standard Nelder-Mead Algorithm
Sort the simplex vertices, 
IV. HASSAN-NELDER-MEAD ALGORITHM
In this section, we describe the theory of Hassan Nelder Mead and explain the importance of the new features associated with the algorithm. Then, we present a geometric analysis to HNM based on the vector concept, which is a novel way to demonstrate the algorithm and understand why the NM algorithm fails to make further improvement in some instances.
In general, the core of HNM is to limit the dependency among VOLUME 6, 2018 the parameters in a function of n variables by allowing them to perform possible operations of the algorithm dynamically. This is not the case, however, for the NM algorithm, which might show poor convergence or get stuck in a non-stationary point. As a consequence, even though HNM works on multidimensional problems, there is no need to expand the simplex further, no matter how a mathematical problem gets bigger, because every parameter works alone in two dimensions individually. If now, such idea of allowing the components of multidimensional function to form simplexes as the number of components is considered, one comes to the novelty of HNM algorithm, which is each component is a simplex in multidimensional simplexes. Therefore, HNM is expected to deal with more sophisticated optimization problems but consolidate the accuracy of the algorithm to reach an optimal point. While most of the design to the initial simplex mechanisms can be adopted without being very determinate about which version of NM being used, the design has to follow a specific approach when it comes to HNM. The geometric shape of the simplex is a triangle, which has 3 vertices, and a vertex has some elements, which can handle a mathematical function of several variables. However, each set of three elements that belongs to the same axis of the vertices can manipulate the size and orientation of the simplex differently. The more combinations of the elements, the more flexibility the simplex has to change its size and direction and adapt itself to different landscapes of mathematical functions, which makes HNM efficient, particularly for high dimensional problems.
To initialize a simplex, an adjustment has to be made to Pfeffer's method, to be harmonious with the new requirements of the HNM algorithm.
Where the values for usual delta and zero term delta are δ u = 0.05 and δ z = 0.00025, for vertices i = 2, . . . , 5, and for components j = 1, 2, . . . , n. Although our simplex has only three vertices, we need to create five because HNM technically consists of a simplex, threshold, and storage. The main role is that the algorithm reflects or contracts the worst point, replacing the threshold with a better one, until all the axial combinations (each combination corresponds to a variable) are performed to see whether the new threshold is a good candidate to replace the worst point or not. Whereas, the need for a storage vertex is to maintain on a current threshold, because there is no guarantee that the algorithm will succeed in finding a better threshold, and, in some cases, the simplex remains unchanged for one or more iterations unless a better threshold is found to replace the worst vertex. Furthermore, the HNM algorithm is programed in object-oriented language like C#, and all the instances and fields have to be specified and given values from the beginning. Before discussing how HNM actually allocates a minimum point, let us provide an effective way to analyze the algorithm, which is computationally compact, based on the vector theory. For example, we are given a function f that needs to find a point at which the function value is minimized, so let us focus on a combination of function elements. The function f (x, y) is then evaluated at each of the vertices, which are ordered according to the value of CF, such that
and v w = v 3 = (x 3 , y 3 )
Next we need to find three midpoints: M , S, C 1 , as shown in Figure 2 function elements x, to satisfy,
Now the reflected point v r , as it is feasible from Figure 2 , could be obtained if we added the vectors M and d. The vector formula is the following.
A similar process can be used to obtain v e , v ic , and v oc . The vector formulas are below.
Hence there is no reduction step in an HNM algorithm; instead we have two additional steps: reduction from worse to best v rw and reduction from good to best v rg . The vector formulas are below.
Note that a combination of HNM behaves exactly like an NM algorithm. The solution always exists implicitly on the line joining M and v w , but thinking about two combinations or more, the situation is completely different. Suppose that minimization is required for the function f (x, y), and a solution could come from an NM algorithm to be reflection in x and y, while the solution could come from an HNM to be reflection in x but expansion in y; it could be a collection of any two operations of the HNM algorithm. The solution that comes from HNM unlike NM, is either located on the line segment connecting M and v w , or rotated the line through an angle, based on the collection of operations. Technically, HNM algorithm performed very skillfully and has more control over the simplex, to change its size and direction, than the NM algorithm. Clearly, that demonstrates how efficient HNM algorithm is to explore the landscapes of mathematical functions for better performance. Lastly, the logical behavior for one iteration of HNM is shown in the Algorithm 2.
V. NUMERICAL EXPERIMENTS
In this section, we conduct testing on relatively a large collection set of mathematical problems, based on Moré et al. benchmark, (1981). The test functions are designed Algorithm 2 The logical decisions for one iteration of the HNM algorithm.
Sort the simplex vertices, carefully to cover systems of nonlinear equations, nonlinear least squares, and unconstrained optimization. The purpose of the testing is to measure the reliability and robustness of the proposed algorithm by computing the number of function evaluations, timing the algorithm, and counting the number of simplexes generated. Validating the results of HNM is done via a comparison with two improved versions of the NM algorithm: NM with adaptive parameters by Gao and Han (2012) [17] , and genetic NM by Fajfar et al. (2017) [19] . The experiments are run by a computer, which has a 1.8 GHz CPU core i5 and 4 GB RAM, and the HNM algorithm is implemented in C# language.
A. COMPARING RESULTS OF HNM WITH ANMS
Gao and Han (2012) [17] , suggested that the NM standard coefficient µ had to change its value adaptively along with the changing of the dimensions of the mathematical functions, particularly n > 2, and only for three operations: expansion, contraction, and reduction. This is shown below.
, and µ s = 1 − 1 n The new form of the NM operations is chosen to reduce the number of reflection steps used to approach the minimum point of a function. The authors claim that when the algorithm performs fewer reflection steps, the efficiency of the algorithm improves for high dimensional optimization problems. Thus, the quadratic function f (x) = x T .x with varying dimensions n = 2, 4, . . . , 100, and the initial point
∈ R n is used as an example to determine the percentage use of the reflection step out of the rest of the operations. The adaptive Nelder Mead simplex algorithm (ANMS) shows a significant reduction over the standard NM in reflection steps, as stated in [17] . The stopping criteria is |f i − f 1 | ≤ 10 −8 , where i = 2, 3, . . . , 10 6 , for this problem. The results of the NM and ANMS algorithms in Figure 3 are based on [17] . As seen from the figure, the NM is excessively relied on the reflection step, particularly when the algorithm goes to high dimensions because the simplex in the case of NM grows bigger as the variables of the function increases, whereas in ANMS, a significant decrease and fluctuated behavior occurs toward the quadratic function because of the adaptive step size of the algorithm operations. On contrary, it is ordinary to see HNM's behavior is steady and not changing along the dimension axis, not only because of the property of multi-simplexes of the HNM, but also because of the dimensions on which the simplexes worked are similar, so that the HNM algorithm follows the same pattern to find the minima along the dimension axis. Lastly, HNM shows the lowest reduction steps rate among the other algorithms when applied to the quadratic characteristic equation of different variables.
To measure the progress on the convergence rate for HNM and ANMS algorithms on badly scaled convex function, a modified version of the quartic function, which has been introduced by Gao and Han (2012) [17] , is selected to perform the numerical investigation. The function we try to minimize is the following.
(21) Where D and B are positive definite matrices taking the forms below.
Where σ ≥ 0; the scaling parameter is chosen to control the deviation quadratic term of the function f (x); ≥ 0 is a scaling parameter too, but chosen to control the conditional matrix D; and n is the number of dimensions. The numerical results are presented in Table 1 . The initial simplex is given [1, 1, . . . , 1] T , and the parameters values for ( , σ ) are (0,0) and (0.05,0.0001), respectively.
We have organized Table 1 to ensure it includes the following characteristics, which are the outputs of HNM algorithm: accuracy of the algorithm compared to the actual minimum, the number of function evaluations, the number of the generated simplexes, and the timing of the algorithm (in seconds).
The minimum values written in bold indicate the highest accuracy or best observed outcomes at which an algorithm arrived.
Let's take a look overall at the outcomes of HNM. The algorithm produces a large number of simplex evaluations, only if the accuracy we can obtain is high regardless of the problem dimension n, for example, the simplex evaluations that are generated for the parameter values (0, 0, 20), (0, 0, 30), and (0.05, 0.0001, 30) are the largest because the algorithm achieved the highest accuracy in these values. The lowest accuracy, however, always leads to fewer numbers of simplex evaluations like (0.05, 0.0001, 60). In fact, that indicates that the HNM algorithm is stable, due to a nondependence on the number of parameters processed and not wasting more simplex evaluations when no further progress can be made. Another important feature of HNM, which can be observed from Table 1, is that in some cases, the algorithm produces a higher resolution on higher dimensions than on less; for example, see the accuracy on the same parameter values, but different in dimensions (0, 0, 60) compared to (0, 0, 40), and (0.05, 0.0001, 50) compared to (0.05, 0.0001, 10). That is the difference in the accuracy because we do not have any control over the algorithm to determine which set of operations should be used to form the next simplex. Table 2 demonstrates the difference between the HNM and ANMS algorithms from the point of view of the accuracy and the number of function evaluations, toward various mathematical characteristics of optimization problems. We can see how importance these dynamically selected operations are on HNM algorithm to allocate a minimum. HNM algorithm has a superior accuracy to obtain the actual minimum for Rosenbrock (2, 4, 6, and 12), Powell badly scaled (2), Brown badly scaled (2), Beale (2), Chebyquad (2), Gaussian (3), Variably dimensioned (6), Penalty I (4), Penalty II (4), Brown and Dennis (4), and Trigonometric (4). Whereas a few cases of success are recorded by ANMS algorithm: Brown and Dennis (4), Watson (6), Penalty II (10), and Penalty I (10). It seems that the attitude of HNM toward Moré et al. dataset varies from one function to another; as it is noticed for functions like Penalty II (10) and discrete boundary (20) , HNM algorithm is used to solve these problems and involve more computations than expected. Although for these functions, ANMS algorithm has better accuracy, HNM can catch up to a satisfactory point. For the functions on which HNM has better accuracy than ANMS, however, a huge difference can be seen between the two results. See, for example, Extended Powell singular (60) and Trigonometric (20) . The only point taken on the HNM algorithm is the number of function evaluations is higher for HNM than for the other algorithm (ANMS).
As it has known that HNM algorithm assumes no dependency among function parameters but in most kinds of optimization problems, it exists and varies from one function to another. It also affects what type of mathematical relationship is available such as linear or nonlinear (polynomial, exponential, logarithmic, or trigonometric). Although the selective simplex achieves high performance on well-scaled and badscaled quadratic functions, it was observed that to gain a higher accuracy on Moré et al. dataset, we need to append the simplex to implement the whole parameters. That is condition was rarely used and needed for Rosenbrock, Powell badly scaled, Beale, Chebyquad, Box 3D, Penalty I, Penalty II, Brown and Dennis, Powell singular, Wood, Watson, Broyden banded, Discrete boundary, and Broyden tridiagonal function. Therefore, we allow the simplex to perform the whole combinations to one operation, but based on the logical expression of HNM when no better threshold can be found by the selective operations.
B. COMPARING THE RESULTS OF HNM WITH GNM Fajfar et al. (2017) [19] , hybridized Nelder Mead algorithm with genetic programing. The algorithm starts with a population of many simplexes that breed biological over time to evolve deterministic simplexes, which ensure that they get closer to optima with every new generation. The genetic simplexes' programing structure is based on tree-syntax and is forming with a set of terminals and functions together the primitive set; that is important to maintain consistent type, function arguments and return values. The authors claim that the shrinkage step of the standard NM could cause inconsistency, because this is the only step that does not return a single vertex, and indeed it moves all vertices toward the best point. Therefore, they suggested that the reduction step includes exclusively the worst point, and inner contraction is used to perform the job. The genetically enhanced NM turns out to be easier than the standard NM since it performs solely reflection, expansion, and inner contraction operations. However, outer contraction can be obtained by an iterative operation of inner contraction and reflection. In addition, they have decided to add one more vertex to the set of the NM algorithm, which is the vertex with respect to the second best v sb , so that the simplex of the GNM algorithm includes four vertices. The new combination is: v b = v 1 (best vertex), v sb = v 2 (second best vertex), v sw = v n (second worse vertex), and v w = v n+1 (worse vertex). The experiments have been run 20 times on 20 machines with a 2.66 GHz CPU Core i5; it took almost 12 hours to finish the test. Lastly, the algorithm converged successfully five times out of 20 to an acceptable solution (if the fitness obtained from a solver is lower than 10 −5 ). Table 3 summarizes the test results for both the HNM and GNM algorithms on Moré et al. dataset. The table also shows the dimensions of the test functions n, the minimum values that the algorithms have been able to access, and the actual minima known for the functions. The minimum values written in bold indicate the highest accuracy or best observed outcomes at which an algorithm arrived. The results for quadratic functions are very interesting for both HNM and GNM; for low dimensions (n = 4 and 8), GNM was successful in reaching the actual minimum; while for high dimensions, n = 16, both HNM and GNH managed to arrive at the exact minimum; and for n = 24, HNM succeeded in obtaining the best result, while GNM was stuck at some level and failed to make further improvement. However, HNM was observed to be the best in achieving the specified minimum or the higher accuracy for Rosenbrock (2, 6, 8, and 10) Powell singular (4, 8, and 12), Penalty I (4), Penalty I (10), Penalty II (10), and Trigonometric (10) . On the other hand, GNM was observed to have the best or exact results for Meyer (3), Box 3D (3), Osborne 1 (5), Brown almost linear (5 and 7), Watson (6), and variably dimensioned (8) . Finally, in the results for higher-dimensional problems (n ≥ 10), HNM was more successful than GNM in achieving the desired or exact solution. We can confirm that the HNM algorithm is designed to be computationally effective for higher dimensions and to have more control over the simplex than the GNM algorithm. It is now obvious how important these dynamically selected features are for HNM to achieve the best accuracy (n ≥ 10), compared with GNM.
To measure the convergence rate to a function value within a certain number of simplexes, we use the convergence test proposed by Moré and Wild (2009) [25] . The convergence test is a tool for analyzing the performance of derivative free optimization algorithms for different levels of accuracy. This is the same test procedure that Fajfar et al. depended on to evaluate their GNM algorithm. The proposed convergence test is the following equation.
Where τ > 0 is a tolerance, x 0 is the starting point for the problem, and f L is computed for each problem as the smallest obtained value of f . Figure 4 shows the percentage of solved problems for the HNM, GNM, and NM algorithms at a precision of 10 −3 . The results of the NM and GNM algorithms in the figure are based on [19] . As seen from the figure, the convergence rate of the NM algorithm is just slightly better than GNM for the first 250 simplex gradient estimates, but GNM catches up and appears a faster rate approximately beyond VOLUME 6, 2018 300 simplex evaluations. On the contrary, the HNM algorithm exhibits an overall better performance over both GNM and NM, and solves exactly 100% of the problems at 581 simplex evaluations. In fact, even the NM algorithm with the power of genetic programing is still constrained by the need to perform one operation for all simplex components. This is evident when the algorithm goes into high dimensions; the algorithm needs additional function and simplex evaluations but has a slower convergence speed and less accuracy. See, for example, Extended Powell singular (12) and Quadratic (24) .
VI. CONCLUSION
In this work, we have proposed a Hassan-Nelder-Mead algorithm for multidimensional, unconstrained optimization. This algorithm is based on the selective simplex that allows its elements to be adapted to a collection of HNM operations. The main advantage of HNM over NM is that the geometric shape of the simplex is a triangle, varying dynamically in size and direction to handle high-dimensional mathematical functions. After testing HNM and ANMS algorithms on well-scaled and badly-scaled quadratic functions, the HNM algorithm has shown not only similar behavior to the same features of tested functions in different dimensions, but also stable behavior, due to HNM's non-dependence on the number of parameters processed. We have also studied the convergence speed toward the optima for the HNM and GNM algorithms with respect to the number of simplex gradient estimates. As stated in the experiment, HNM exhibits a faster convergence rate than the GNM algorithm. We emphasize that the HNM algorithm is designed to be computationally effective for higher dimensions and to have more control over the simplex than the downhill simplex Nelder Mead algorithm.
