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Abstract 
We demonstrate the performance of a dual frequency comb QCL spectrometer for the 
application of vibrational Stark spectroscopy. Measurements performed on fluorobenzene 
with the dual-comb spectrometer were compared to results obtained using a conventional 
Fourier transform infrared (FTIR) instrument in terms of spectral response, parameter 
estimation, and signal-to-noise ratio. The dual-comb spectrometer provided the same 
qualitative and quantitative data as the FTIR setup with an up to 9 or 52 times improved 
signal to noise ratio (SNR) in the current configuration when comparing against 
experimental or acquisition times, respectively. This improvement was made possible by the 
shorter experimental and acquisition times, and the brighter light-source. Additional 
characteristics of the dual-comb spectrometer applicable to vibrational Stark spectroscopy 
and their scaling properties for future applications are discussed.  
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Introduction 
The influence of electric fields on optical spectra is known as the Stark effect or 
electrochromism.1 While it has been extensively exploited in electronic spectroscopy2–6, 
similar effects can also be observed in vibrational spectra7,8, i.e. the vibrational Stark effect 
(VSE), where an electric field perturbs a vibrational mode’s ground and excited states, 
resulting in a shift of its absorption energy. This effect has been used in the study of 
proteins9–11 and other biological systems12–14, electrode interfaces15–17, solute-solvent 
interactions18 etc., providing insight into the nature of electrostatics on the molecular level, 
a topic of general importance in biology, chemistry, and materials science19. In this way, it 
has contributed towards understanding the effect of electric fields on the anharmonicity of 
chemical bonds, the band structure in materials, binding and catalytic processes, as well as 
on the transition state stabilization in enzymes; the latter is particularly relevant in the field 
of protein design and engineering, and its applications in biocatalysis.19  
The framework of the VSE enables quantification of the magnitude of electric fields or their 
changes using suitably calibrated vibrational probes, e.g. local high frequency modes such as 
carbonyls and nitriles. Vibrational Stark spectroscopy (VSS) is an experimental approach to 
directly measure the sensitivity of a vibrational mode to an external electric field, providing 
such a quantitative calibration for inferring electric fields in condensed phase systems using 
vibrational spectroscopy (e.g. Fourier-Transform Infrared (FTIR), Raman, 2D-IR, etc.).7,20–24 It 
is generally performed in an isotropic frozen glass, where the change in absorbance in the 
presence and absence of an electric field can be related to the derivatives of the absorbance 
spectrum in the absence of an external field. High frequency local modes are generally 
observed to follow the linear Stark effect8. That is, their response to an electric field arises 
predominantly from the difference dipole, referred to as the Stark tuning rate (∆μ= μ1 - μ0; 
units of cm-1/(MV/cm)), between the ground and first-excited states of the vibrational 
mode. In VSS, analysis of the 2nd-derivative contribution to the observed field-on minus 
field-off spectrum can be directly used to quantify the Stark tuning rate. Usually, the VSS 
spectra in the mid-IR region are probed with the use of Fourier transform infrared (FTIR) 
instruments.19 While suitable for a variety of possible applications, the approach is currently 
limited to the analysis of small molecules with high solubility (ca. ≥100 mM) in an 
appropriate frozen polymer or glassy matrix where high signal-to-noise ratios (SNR) can be 
achieved. This limitation is brought about mainly by the low brightness of commonly used IR 
light sources in FTIR spectrometers in combination with the low sensitivity of the VSS signal, 
the low oscillator strength (in comparison to many electronic transitions) and the isotropy of 
the frozen sample. Consequently, the low brightness of FTIR globars naturally results in long 
experimental durations, which can potentially increase the likelihood of dielectric 
breakdown from the externally applied electric field. Therefore, a rapid technique with a 
high-power polychromatic source in the mid-IR is sought. 
We present VSS measurements on a fluorobenzene sample using a new high-
brightness, high-speed, and multi-wavelength dual-comb spectrometer (DCS) based 
on quantum cascade laser (QCL) dual frequency combs in the 1180 – 1230 cm-1 
range. Generating frequency combs in mid-infrared region is a challenging task.25 
Thanks to the discovery of a semiconductor QCL-based electrically pumped 
frequency-comb source26, dual-comb mid-IR spectroscopy systems were 
substantially simplified.27,28 The spectral spacing of comb modes of 0.3 cm-1 exceeds 
the requirements for studies of solids or fluids. The results are compared to those 
obtained with a conventional FTIR spectrometer and we speculate on future 
considerations and outlook regarding the expanded experimental scope accessible 
via DCS-based spectrometers for VSS. 
Experimental 
Sample preparation 
Solutions of 100 mM fluorobenzene (Sigma Aldrich, Inc.; see Figure 1) in 2-
methyltetrahydrofuran (ACROS Organics) were prepared for both FTIR and dual comb 
spectroscopy measurements. The inner surfaces of CaF2 (1 mm thickness, 12.7 mm 
diameter, FOCtek Photonics) windows were coated with 4.5 nm of Ni, which acts as an 
electrode in the experiments. The sample was placed between two electrode-coated 
windows offset with ca. 25 μm Teflon spacers and immersed in home-built liquid nitrogen 
cryostat29 equipped with IR-transparent windows to form an isotropic frozen glass. The 
capacitor thickness was determined using interferometry. The voltage was applied with a 
Trek 10/10 high-voltage power amplifier. Further spectrometer-specific experimental details 
are outlined below. 
Dual Frequency-Comb Spectroscopy 
Experiments were performed with a table-top dual frequency comb spectrometer (IRsweep 
IRis-F1).30,31 The dual-comb system (Figure 1 – left) is based on two free-running quantum 
cascade laser (QCL) frequency combs that individually span over 70 cm-1 and are centered at 
~1220 cm-1.32 The combs overlap in the 1180 to 1230 cm–1 region which results in dual-
comb absorption spectra covering 55 cm–1 with 0.3 cm-1 sampling. The average power per 
comb tooth is >2 mW with a total continuous wave output power of about 700 mW. The 
laser beams are combined, split into two beams on a 50:50 CaF2 beam splitter and 
attenuated with neutral density filters. One of the combined beams is focused on a high-
bandwidth HgCdTe reference detector, while the other passes through the sample (beam 
size of ca. 4 mm) and is then detected by a second identical HgCdTe detector. 
  
Figure 1. Left: Setup for dual-comb spectroscopy. Two quantum cascade lasers (QCL1, QCL2) 
generate frequency combs that travel (i) to a fast AC-coupled HgCdTe detector (D1) (ii) 
through sample compartment (S) with an optically active sample (flurobenzene) to an 
identical HgCdTe detector (D2). Right: Top panel: Representation of two frequency combs 
with slightly differing repetition frequencies (fRep,1, fRep,2). Bottom: Beating signal of the 
interleaving combs shown in the top panel. Information from optical range is mapped onto 
the radio frequency range. Adapted from Ref. 30. 
Overlapping two frequency combs allows simultaneous detection of the optical modes of 
the lasers due to a multi-heterodyne detection scheme. The mixing of two frequency-combs 
(Figure 1 – right top) results in a heterodyne beat spectrum with the frequency spacing 
between beatings of neighboring comb teeth in the radio frequency range (Figure 1 – right 
bottom): ΔfRep = fRep,1 – fRep,2, where fRep,1 and fRep,2 are repetition frequencies of the lasers 1 
and 2, respectively. The achievable time resolution, connected with resolving neighboring 
comb teeth, is limited by ΔfRep, according to the relation: Tres = 2/ΔfRep. Due to high 
repetition rate of the used QCLs, enabled by a low cavity length, short acquisition time 
and high time resolution (<1 µs) can be achieved.30 
Figure 2A shows the triggering schematic of the experiment. In the dual-comb experiment, 
the voltage was controlled with a trigger; data were acquired for 16 ms, consisting of 8 ms 
with voltage on and 8 ms with voltage off. This acquisition time per cycle, where one cycle 
refers to one acquired difference spectrum, multiplied by the number of acquisitions, is 
later referred to as the acquisition time. The trigger signals were separated in time by 1 s, 
yielding 1 s cycles (i.e. experimental time per cycle) and defining the experiment time as 
multiplication of number of acquisitions by 1 s. The Stark spectra are obtained by calculating 
the difference in sample absorption in the presence and absence of an externally applied 
electric field with upwards of 96 spectra being averaged. The low-temperature absorbance 
spectrum required for Stark analysis and wavenumber calibration were performed with an 
FTIR. Two sets of voltages were applied: 2.0 kV, and 3.0 kV, to a 28.0 ± 0.1 µm thick sample, 
corresponding to fields of 0.715 MV/cm, and 1.073 MV/cm, respectively. It was verified that 
the Stark signal scales with a square of the electric field intensity.19 
 
Figure 2. Schematic of a triggered experiment. (A) Dual-comb spectrometer. (B) FTIR. Blue 
areas indicate time when the voltage was applied, red areas indicate acquisition time. Time 
between the two vertical red lines, denoted by “trigger”, indicates experimental time per 
cycle (red number). Acquisition time is indicated by the time (blue numbers) shown 
between each “trigger”. Not drawn to scale, see text for further details. 
Fourier Transform Infrared Spectroscopy 
The FTIR measurements were performed with a Bruker Vertex 70 FTIR spectrometer 
equipped with a globar source and a liquid nitrogen-cooled HgCdTe detector. Spectra were 
measured with 1.0 cm-1 resolution and 128 scans (field on - field off) were averaged. A 
similar principle of taking difference spectra as for dual-comb spectrometer measurements 
was used here. The cycles were realized as presented in Figure 2B. The experimental time 
per cycle was 6.25 s and yielded a total experiment time of 800 s. Each cycle constituted an 
acquisition time of 3 s resulting from 1.5 s of data acquisition per field-on or field-off scan. 
The applied voltage was 2.07 kV, and the sample thickness 27.78 ± 0.03 µm, yielding a field 
of 0.745 MV/cm. The resulting interferograms were transformed into absorbance spectra 
using a Blackman-Harris 3-Term apodization function in the range of 4000-1000 cm-1 with a 
phase resolution of 32 and a zero-filling factor of 2. Note that these measurements are 
operating at ca. 8000 ADC counts at a maximum aperture of 6 mm accessible via FTIR, which 
equates to ca. 1/3 of the maximum peak light intensity that can be detected by the HgCdTe 
detector for optimal SNR. 
To assure a well-defined absorption lineshape (both good SNR and accuracy in the wings 
required for further use of the derivatives; see later in text), the sample absorption for both 
spectrometer analyses was measured in the same FTIR configuration after successful Stark 
spectra were recorded and is a potential source of deviation in the Stark tuning rate 
determination presented below. Immersing the sample in liquid N2 results in an error in 
absorbance readout of about ±0.01 absorbance units.19 The FTIR spectra were recorded and 
extracted with the use of commercially available software (Bruker OPUS 5.5). 
Data Analysis 
In conducting the data analysis, we compare two parameters between DCS and FTIR: the 
raw spectral SNR and the Stark tuning rate from analytical fitting. For the comparison we 
used the Stark spectra measured at comparable electric fields, i.e.  0.715 and 0.745 MV/cm-1 
in the case of the DCS and FTIR spectra, respectively. 
The SNR was determined as 𝑆𝑁𝑅 = %&''()	+&,-./0123%&''()	+&,-./0456(&,7'()	(8898 , where the numerator 
corresponds to the signal intensity (i.e. the maximum difference signal) in the measurement 
and 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑	𝑒𝑟𝑟𝑜𝑟 = ∑ (64∙(88984)4 ∑ (64)4 . In the latter expression, 𝑤&  is the weighting factor at a 
given spectral point. The quantity 𝑒𝑟𝑟𝑜𝑟&  is the error inherent in a spectral point and due to 
the different spectral characteristics of the two spectrometers it is calculated differently for 
DCS and FTIR. Both 𝑒𝑟𝑟𝑜𝑟&  and 𝑤&  were calculated as outlined below. 
For FTIR, 𝑒𝑟𝑟𝑜𝑟&  is equal to the RMSE (root mean squared error), calculated for a linear fit of 
the spectral region without spectral features, and the weights, 𝑤&, were set to unity, owing 
to the relatively flat power distribution of the thermal source used for FTIR in this region of 
the spectrum. However, this approach is unsuitable for DCS, since the laser intensity, and by 
extension the SNR, varies strongly across the spectrum and therefore using an arbitrary (i.e. 
spectrally flat) region to perform the noise analysis would lead to a skewed result.  
A property of the data treatment in DCS is that a standard deviation for each spectral line is 
derived from the time-dependent signal on the reference detector. This value is used for 𝑒𝑟𝑟𝑜𝑟&  for the DCS analysis. The weights, 𝑤&, are then the inverse variance of the signal for 
DCS. Weighting is made possible by this time-dependent error analysis and is commonly 
used in spectral averaging of DCS data.30 In DCS, each spectral data point should be 
weighted according to its noise properties, since only then the physical properties and the 
stability of DCS system are reflected. 
The Stark tuning rate was independently determined for the FTIR and DCS data through a 
non-linear curve fitting procedure summarized below. The details of the fitting procedure 
and the corresponding parts of Python scripts used for the evaluation are shown in the SI. At 
first, the absorbance peak of fluorobenzene (A; recorded by FTIR and expressed in units of 
extinction coefficient, i.e. M-1 cm-1) was fit with a pseudo-Voigt profile yielding a function of 
wavenumber (𝜈H), i.e. A(𝜈H). The first and second derivatives of the quotient absorbance and 
the wavenumber A(𝜈H)/𝜈H were calculated. The Stark data (both FTIR and DCS also in units of 
extinction coefficient) were normalized by the applied field and then independently fit with 
a weighted global fit to the curve: ∆𝐴 = 𝑎𝐴(𝜈H) + 𝑏 ))OP Q(OP)OP + 𝑐 )S)SOP Q(OP)OP . Coefficients a, b, and 
c were found through a weighted non-linear least squares minimization (curve_fit function 
of Python library scipy). Again, the inverse variance was used as weights for fitting the DCS 
data (see details in the function description, available also in the SI). The fitting procedure 
yielded the value of c, as well as the covariance matrix from which the standard deviation of 
c (𝜎U) could be determined. The Stark tuning rate was obtained as, ∆𝜇 = √10𝑐33 and its 
uncertainty (see Figure 3) was taken as Z10𝜎U. 
This approach ensures that the SNR is independent of the spectral region in which the signal 
is recorded. Using another sample of similar signal strength but absorbing in a noisier part of 
the DCS spectrum would still lead to the same SNR, but a greater uncertainty in the fitting 
coefficients due to weighting of the spectral signal. 
Results and Discussion 
Determination of the Stark tuning rate of fluorobenzene 
Data from the DCS and FTIR produce the same pronounced second-derivative-like Stark 
lineshape, as shown in Figure 3, and are in accordance with previously reported spectra 
centered at 1214.2 cm-1.34 The determined Stark tuning rate values (|∆μ|f) are (0.75 ± 0.09) 
and (0.89 ± 0.18) cm-1/(MV/cm) from the DCS and FTIR, respectively. These values are in 
agreement with each other when considering the determined error margins, which are 
smaller for the DCS-derived value with an uncertainty of 12 %, as compared to 20 % for the 
FTIR. The observed difference of both absolute magnitudes (i.e. 0.75 and 0.89 cm-
1/(MV/cm)) can be rationalized either based on manual inconsistencies in the baselining of 
the FTIR-obtained Stark spectra or deviations in the sample thickness between room 
temperature and 77 K, at which the thickness was determined and the VSS experiment was 
performed, respectively. According to Bublitz and Boxer19 the latter can result in errors of ± 
1-2 μm. Nevertheless, both values are in accordance within the determined error margins of 
that previously measured34 for the C-F stretch of fluorobenzene in 2-methyltetrahydrofuran, 
i.e. |∆μ|f = 0.84 cm-1/(MV/cm). 
 Figure 3. Top: IR absorption spectrum of 100 mM fluorobenzene in glassy 2-MeTHF at 77K. 
Bottom: Stark spectra scaled to an electric field strength of 1 MV/cm as registered with 
dual-comb spectrometer (grey, after total acquisition time of 1.536 s, equivalent to 96 
cycles with a spectral sampling of 0.3 cm-1) and FTIR (black, after total acquisition time of 
384 s, equivalent to 128 cycles at a spectral resolution of 1 cm-1). Error bars correspond to 
standard deviation of the laser line intensity (DCS) and RMSE of the linear fit determined for 
the part of the spectrum below 1200 cm-1 (FTIR). Data fitted with linear combination of 
absorbance derivatives (see text). For details on ∆𝜇 and SNR determination see text. 
The DCS spectra presented in Figure 3 were recorded with an experiment time of 96 s, of 
which 1.536 s was the acquisition time. Even shorter times can be sufficient to obtain the 
information of interest. In order to test the sensitivity of the set-up we compared the 
spectra for various acquisition times. Figure 4 presents Stark spectra as registered for 8 to 
96 averages, corresponding to 128 ms to 1.536 s acquisition time, and to 8 s to 96 s 
experiment time, respectively. The Stark response can be observed with acquisition times as 
short as 128 ms. 
  
 
 
Figure 4. Stark spectra obtained with DCS with increasing averaging and corresponding 
acquisition times, measured at an external electric field of 1.07 MV/cm and with a spectral 
sampling of 0.3 cm-1. No smoothing applied. Offset of 0.4 mOD used for better visualization 
of the curves. 
Signal-to-Noise Ratio (SNR) analysis I – Normalization to experiment 
time 
Accounting for the wavelength-dependent noise characteristics of the DCS spectrum we 
obtain SNR values of 46 and 15 for the DCS and FTIR spectra, respectively, as shown in 
Figure 3. After normalization of these values for the experiment time (i.e. 96 s or 800 s, 
respectively) and the applied fields (of 0.715 and 0.745 MV/cm; note that the signal scales 
with field squared) a final ratio of SNR values of +[\]^_+[\`abc = +[\]^_,efg+[\`abc,h1i ∙ √jklm	%no\√jklm	pq+ ∙ rs`abcstuv wx = yz{| ∙ √}~~	√z	 ∙ ~.y|0~.{|x = 9.6 (1) 
is achieved. From Figure 3 it can be seen that the C-F stretching band is located in the low-
noise region of the DCS spectrum. However, it should be noted that this is not the origin of 
the observed improvement of SNR, since the noise was calculated for the whole spectral 
window covered by DCS. The location of the low noise region only affects the estimated 
value (the Stark tuning rate) and its uncertainty. Lasers in other spectral regions (e.g. amide 
I band) can have a more homogeneous power distribution leading to a less wavelength-
dependent noise level throughout the covered spectral range. 
Signal-to-Noise Ratio (SNR) analysis II – Normalization to acquisition 
time 
As shown in Figure 2, different experiment and acquisition times are resulting in one cycle 
of accumulation with both instruments. In the case of the FTIR, one cycle has a duration of 
6.25 s, of which 3 s are used to detect the signal (acquisition time) and 3.25 s to process the 
data. In contrast, using the DCS, one 1 s cycle consisted of 16 ms acquisition time and 984 
ms being in part waiting time due to the trigger settings and in part time for reading and 
saving the data, split approximately half-half. The latter acquisition scheme was chosen at 
the time the experiments were performed since the DCS was optimized for single shot 
experiments reported previously.30,31 However, it is the most obvious aspect for future 
improvement and current attempts are focused on improving the balance between 
acquisition and “dead time”. It is therefore interesting to compare the SNR values of both 
instruments in terms of acquisition time. Such a comparison is not only relevant as a future 
outlook to compare optimal acquisition schemes, but is also for cases where single shot 
experiments can or have to be performed due to high signal-to-noise levels or experimental 
constraints of the sample of interest. In VSS, this latter concern is exemplified by the 
constant risk of dielectric breakdown which can occur at any point when high voltages are 
applied. We discuss further implications in the following sections. In these cases the 
observed ratio of SNR values of 46/15 for DCS/FTIR, extracted from the spectra in Figure 3, 
needs to be normalized using a factor of √jklm	%no\√jklm	pq+ ∙ rs`abcstuv wx = √}y	√{.|z	 ∙ ~.y|0~.{|x = 17.1 
resulting in an improved SNR by a factor of 52.6 using the DCS. The results of both 
normalizations are presented in Table 1. 
Table 1. The results of SNR analysis and auxiliary data for spectra obtained with FTIR and 
dual-comb spectrometer instruments. The plotted spectra are presented in Figure 3. One 
cycle is defined as 1 scan field-on followed by 1 scan field-off together with connected 
processing time before the next measurement with field on begins. 
 FTIR Dual-comb 
spectrometer 
SNR, raw 15 46 
Exp. time per cycle 6.25 s 1 s 
Acquisition time per cycle 3 s 16 ms 
Number of cycles 128 96 
Experiment time 800 s 96 s 
Acquisition time 384 s 1.536 s 
Applied field 0.745 MV/cm 0.715 MV/cm +[\]^_+[\`abc with experiment time correction 9.6 +[\]^_+[\`abc with acquisition time correction 52.6 
 
Implications and future development/outlook 
With the resulting and prospective improvements of the SNR ratio by factors of up to 9.6 or 
52.6 using the DCS, it is now interesting to discuss implications for VSS measurements that 
have not been possible using FTIR spectrometers on a routine basis. One such example is 
VSS measurements of molecules bound within protein active sites, which provide uniquely 
different environments relative to glass forming solvents. As a result the Stark response may 
change if, for instance, the Stark tuning rate is modulated upon substrate or inhibitor 
binding. Previously, such experiments have only been possible for vibrational probes in the 
IR-transparent window, e.g. CO bound to the heme of myoglobin35 or SCN-labelled 
ketosteroid isomerase36, but for other systems poor SNR prevented such studies. The 
primary barrier towards achieving satisfactory SNRs in such studies is the limited 
concentration of proteins within a frozen glass matrix of typically up to ca. 1 mM. Therefore, 
extrapolating from the results of this work, we can see that lowering the solute 
concentration by 2 orders of magnitude would require an experiment time of 167 h to 
achieve a Stark spectrum with similar SNR quality as measured during 1 min at 100 mM 
using FTIR instruments (see Table 2). However, the current DCS setup would be able to 
reduce this time considerably to roughly 2 h and potentially under constant acquisition of 
data to <2 min, enabling such experiments to be routine in the future. Note that these 
numbers were estimated neglecting any spectral overlap with protein signals in the same 
spectral region. 
 
Table 2. Comparison of performances of two setups used in this study with the prediction of 
the future DCS instrument under continuous data acquisition. All predictions assume, unless 
stated otherwise, 100 mM solution of fluorobenzene. All SNR values are referring to an 
applied field of 1 MV/cm (note signal scales with field squared) and were estimated using a 
square root dependence of the SNR on time and a linear dependence on concentration. 
Feature FTIR Dual-comb 
spectrometer with 
current acquisition 
scheme 
Potential dual-
comb 
spectrometer with 
continuous data 
acquisition 
SNR per 1 min 
experimental time 
7.4 71.1 562.4 
Experimental time to 
obtain SNR = 7.4 
1 min 0.65 s 10 ms 
Experimental time to get 
SNR = 7.4 at 1 mM 
167 h 108 min 104 s 
Noise averaged over the 
spectrum 
 1   
                                                        
1 only valid when no filters are introduced in the beam path, e.g. to reduce illumination of the detector 
Possibility of weighted 
noise analysis 
   
 
A second common barrier in VSS is presented by restrictions to duration and amplitude of 
fields that can be applied to a sample before dielectric breakdown. The Stark spectrum, and 
therefore also the SNR level (see Eq. 1), scales with the applied field squared, so that higher 
fields could, in principle, drastically shorten experimental times in addition to the previously 
discussed points. However, practically only routine fields of 1 MV/cm, as used in Table 2, 
can be applied before high risk of dielectric breakdown becomes a limiting factor with the 
current FTIR setup and sample configuration. Therefore, one can in principle leverage the 
high brightness of QCL-based spectrometers to improve the SNR through alterations to the 
sample, sample-holder, and optical layout. As the FTIR measurements are often photon-
limited, an optimal coating of 4.5 nm of Ni and short pathlengths of 25 µm are generally 
necessary at 100mM sample concentrations. With increased brightness, further tradeoffs in 
the electrode coating thickness, sample thickness (noting that the signal scales with the 
applied field squared and only linearly with pathlength), and lowered solute concentration 
can be considered. In addition, further experimental setups may also be explored through 
exploiting the higher brightness of the dual-comb spectrometer, such as adjusting the 
optical layout to transmit the light multiple times through the sample (e.g. by replacing one 
of the two Ni-coated windows with a mirror and extracting light from the window that was 
used for illumination). Taken together, the higher brightness and short acquisition and 
experiment time accessible using the DCS show tremendous promise for increasing the 
application and feasibility of VSS. 
Conclusions 
In this work, we have shown that we can reproduce the Stark spectrum of fluorobenzene 
using DCS and obtain a Stark tuning rate of (0.75 ± 0.09) cm-1/(MV/cm), which is in line with 
the result from FTIR measured in this and previous work.34 Using the DCS, we improved the 
SNR value of the Stark signal by a factor of 9.6 or 52.6 when taking into account the 
wavelength-dependent noise for either experimental or acquisition times, respectively. 
Furthermore, based on the potential of continuous acquisition, which would further 
improve the SNR, we present future applications that may be accessible using DCS. In 
conclusion, the DCS provides an experimental setup capable of extending the applications of 
VSS through fast acquisition, short experiment time, and high brightness. Its spectral 
sampling of 0.3 cm-1 brings additional advantage over the conventionally used spectral 
resolution. 
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Supporting Information 
 
We present the steps leading to obtaining the presented results – as parts of our 
Python code. Most of it is focused on DCS data, analogous procedure was 
implemented for FTIR data. 
 
Step 1. Getting the function describing the absorbance spectrum (pseudo-Voigt): 
A(𝜈H). 
Requirements: numpy, matplotlib.pyplot, PseudoVoigtModel from lmfit.models. 
a. Read the IR absorbance spectrum file and prepare the inputs for the model. 
You need to have wavenumber axis as variable x and intensity as variable y. 
b. Fit the data with pseudoVoigt model. 
mod = PseudoVoigtModel(nan_policy='drop') 
pars = mod.guess(y, x=x) 
out = mod.fit(y, pars, center=1215, x=x) #1215 is an estimated 
wavenumber of the center of the absorbance peak 
print(out.fit_report(min_correl=0.25)) 
out.plot() 
c. Save the outputs – you will need them later. Now you can construct a 
continuous function, that would fit your data. You can check it by:  
def pVoigt(x, A, mu, sig, alfa): 
    return (1-alfa)*A/(np.sqrt(2*np.pi)*sig/np.sqrt(2*np.log(2)))*np.exp(-
(x-mu)**2/(2*(sig/np.sqrt(2*np.log(2)))**2))+alfa*A/np.pi*(sig/((x-
mu)**2+sig**2)) 
 
x_values = np.linspace(min(x), max(x), 20000) 
func = pVoigt(x_values,0.95622,1214.2656,7.306/2,0.02216) #here are 
the values from the fit 
plt.plot(x_values, func, 'k') 
 
Step 2. Finding derivatives: ))OP Q(OP)OP  and )S)SOP Q(OP)OP . One can also do that manually, but 
python enables to find analytical formula of the derivatives in a few simple steps, as 
described below. 
Requirements: Symbol, Derivative from sympy. 
a. Declare symbols that you use: 
x = Symbol('x') 
Scaling = Symbol('Scaling') # Will be needed later, e.g. to normalize for the 
field or extinction coefficient. 
alfa = Symbol('alfa') 
A = Symbol('A') 
sig = Symbol('sig') 
mu = Symbol('mu') 
 
b. Define your function [here the above-mentioned pseudo Voigt model] using 
the declared symbols and find its derivatives: 
function= Scaling*(((1-alfa)*A/(sqrt(2*pi)*sig/sqrt(2*log(2)))*exp(-(x-
mu)**2/(2*(sig/sqrt(2*log(2)))**2))+alfa*A/pi*(sig/((x-mu)**2+sig**2))))/x 
#function=sin(x)+5*x+x**2 #if you wish – use something simple to check 
whether it works properly 
 
deriv1= Derivative(function, x) # first derivative 
deriv2= Derivative(function, x,2) # second derivative 
der1 = deriv1.doit() 
der2 = deriv2.doit() 
 
c. Display the derivatives to have their analytical formulas. 
print('first der = ') 
print(der1) 
print('second der = ') 
print(der2) 
 
Step 3. Fitting the data with the sum of derivatives 
Requirements matplotlib.pyplot (below as plt), numpy (as np), scipy.io (as sio), and 
scipy.optimize (as optimization). 
a. Define the fit formula – use the analytical form you found in step 2.  At first, 
declare A, mu, sig, and alfa, as the values you found by fitting the absorbance 
spectrum (step 1). 
 
def pVoigt(x, A=A, mu=mu, sig=sig, alfa=alfa): 
    return Scaling*((1-alfa)*A/(np.sqrt(2*np.pi)*sig/np.sqrt(2*np.log(2)))*np.exp(-(x-
mu)**2/(2*(sig/np.sqrt(2*np.log(2)))**2))+alfa*A/np.pi*(sig/((x-mu)**2+sig**2))) 
     
def firstDer(x, A, mu, sig, alfa): 
        return x*Scaling*(A*alfa*sig*(2*mu - 2*x)/(np.pi*(sig**2 + (-mu + x)**2)**2) - A*(-
alfa + 1)*(-2*mu + 2*x)*np.exp(-(-mu + 
x)**2*np.log(2)/sig**2)*np.log(2)**(3/2)/(np.sqrt(np.pi)*sig**3))/x - 
Scaling*(A*alfa*sig/(np.pi*(sig**2 + (-mu + x)**2)) + A*(-alfa + 1)*np.exp(-(-mu + 
x)**2*np.log(2)/sig**2)*np.sqrt(np.log(2))/(np.sqrt(np.pi)*sig))/x**2 
 
def secondDer(x, A, mu, sig, alfa): 
        return x*2*A*Scaling*(4*alfa*sig*(mu - x)**2/(np.pi*(sig**2 + (mu - x)**2)**3) - 
alfa*sig/(np.pi*(sig**2 + (mu - x)**2)**2) - 2*(mu - x)*(alfa*sig/(np.pi*(sig**2 + (mu - 
x)**2)**2) - (alfa - 1)*np.exp(-(mu - 
x)**2*np.log(2)/sig**2)*np.log(2)**(3/2)/(np.sqrt(np.pi)*sig**3))/x + 
(alfa*sig/(np.pi*(sig**2 + (mu - x)**2)) - (alfa - 1)*np.exp(-(mu - 
x)**2*np.log(2)/sig**2)*np.sqrt(np.log(2))/(np.sqrt(np.pi)*sig))/x**2 + (alfa - 
1)*np.exp(-(mu - x)**2*np.log(2)/sig**2)*np.log(2)**(3/2)/(np.sqrt(np.pi)*sig**3) - 
2*(alfa - 1)*(mu - x)**2*np.exp(-(mu - 
x)**2*np.log(2)/sig**2)*np.log(2)**(5/2)/(np.sqrt(np.pi)*sig**5))/x 
 
def fit(x, c1, c2, c3): 
    return c1*pVoigt(x, A, mu, sig, alfa)+c2*firstDer(x, A, mu, sig, 
alfa)+c3*secondDer(x, A, mu, sig, alfa) 
 
b. Take into account the experimental conditions (here for DCS, analogously for 
FTIR) 
path  = 28               # optical pathlength in um 
ECS   = 10000/(0.1*path) # Extinction coefficient scaling [M-1 cm-1]: 
10000/(Conc[M]*l[um]) 
Scaling = ECS            # for the fitting 
Field = (2.0/path)*10    # Calculation of the field [MV/cm]: 10*Voltage [kV]/path 
[um] 
FS    = 1/(Field**2)     # Field scaling: 1/Field[MV/cm]^2 
 
c. Load the files, convert to absorbance (taking into account field-on – field-off 
difference), calculate the difference (half of each acquisition set was with the 
field on, and half with field off), and crop the FTIR data to have matching 
regions. Scale the intensity (y axis) with ECS and FS. 
d. Load/find the error values on y axis. 
i. For DCS data – it is stored in the file, as standard deviation of each 
laser line intensity under variable stdPeak – while using provided 
postprocessing scripts, can be accessed to with proc.data[‘stdPeak’]. 
ii. For FTIR data, you need to find the error on your own – cut out a part 
of the spectrum without spectral features, and fit it with the straight line. 
Use RMSE as an error. 
e. Fit the data to the sum of derivatives. Inputs: fit – as defined before, Xax – x-
axis, Int – intensity (y-axis), x0 – initial guess of parameters (here: x0    = 
np.array([0, 0, 0])). 
errors = np.copy(STD) # Read standard deviation as errors for the DCS weighted fit 
params, params_covariance = optimization.curve_fit(fit, Xax, Int, x0, sigma=errors, 
absolute_sigma=True) # absolute_sigma refers to the fact that exact values of 
standard deviation are used, without additional normalization; for FTIR, sigma and 
absolute_sigma are not specified and used as default. See below. 
"""sigma : None or M-length sequence or MxM array, optional 
    Determines the uncertainty in ydata. If we define residuals as r = ydata - f(xdata, 
*popt), then the interpretation of sigma depends on its number of dimensions: 
        A 1-d sigma should contain values of standard deviations of errors in ydata. In 
this case, the optimized function is chisq = sum((r / sigma) ** 2). 
        A 2-d sigma should contain the covariance matrix of errors in ydata. In this 
case, the optimized function is chisq = r.T @ inv(sigma) @ r. 
        New in version 0.19. 
        None (default) is equivalent of 1-d sigma filled with ones. 
    """ 
  
yfitDCS = fit(Xax, params[0], params[1], params[2]) 
  
Step 4. Finding the Stark tuning rate 
a. Calculate the Stark tuning rate 
DmuDCS  = np.sqrt(10*params[2]) 
b. Calculate the uncertainty on the Stark tuning rate 
paramsErr = np.sqrt(10*np.sqrt(np.diag(params_covariance))) 
c. The Stark tuning rate is DmuDCS +/- paramsErr[2] 
 
Step 5. Finding the SNR 
weight = 1/(STD**2) # inverse variance, for FTIR it was an array of 1: weight = yf/yf 
Error = np.sum(weight*STD)/np.sum(weight) # in FTIR: Error_FT = 
np.sum(weight*rmse)/np.sum(weight) 
sigD = max(yfitDCS)-min(yfitDCS) # signal DCS – from the fit not to rely on noisy 
data points. 
SNR = sigD/Error # SNR defined as maximal signal divided by the error over the 
whole probed part of the spectrum 
 
 
