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Abstract
This thesis presents a robust, sampling-based path planning algorithm for commercial airliners that simultan-
eously performs collision avoidance both with intruder aircraft and terrain. The existing resolution systems
implemented on commercial airliners are fast and reliable; however, they do possess certain limitations. This
thesis aims to propose an algorithm that is capable of rectifying some of these limitations. The develop-
ment and research required to derive this conﬂict resolution system is supplied in the document, including a
detailed literature study explaining the selection of the ﬁnal algorithm. The proposed algorithm applies an
incremental sampling-based technique to determine a safe path quickly and reliably. The algorithm makes
use of a local planning method to ensure that the paths proposed by the system are indeed ﬂyable. Additional
search optimisation techniques are implemented to reduce the computational complexity of the algorithm.
As the number of samples increases, the algorithm strives towards an optimal solution; thereby deriving a
safe, near-optimal path that avoids the predicted conﬂict region. The development and justiﬁcation of the
diﬀerent methods used to adapt the basic algorithm for the application as a conﬂict resolution system are
described in depth. The ﬁnal system is simulated using a simpliﬁed aircraft model. The simulation results
show that the proposed algorithm is able to successfully resolve various conﬂict scenarios, including the gen-
eric two aircraft scenario, terrain only scenario, a two aircraft with terrain scenario and a multiple aircraft
and terrain scenario. The developed algorithm is tested in cluttered dynamic environments to ensure that
it is capable of dealing with airport scenarios. A statistical analysis of the simulation results shows that the
algorithm ﬁnds an initial resolution path quickly and reliably, while utilising all additional computation time
to strive towards a near-optimal solution.
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Opsomming
Hierdie tesis bied 'n robuuste, monster-gebaseerde roetebeplanningsalgoritme vir kommersiële vliegtuie aan,
wat botsingvermyding met indringervliegtuie en met die terrein gelyktydig uitvoer. Die bestaande konﬂik-
vermyding-stelsels wat op kommersiële vliegtuie geïmplementeer word, is vinnig en betroubaar; dit het egter
ook sekere tekortkominge. Hierdie tesis is daarop gemik om 'n algoritme voor te stel wat in staat is om
sommige van hierdie tekortkominge reg te stel. Die ontwikkeling en navorsing wat nodig was om hierdie
konﬂik-vermyding-algoritme af te lei, word in die dokument voorgelê, insluitende 'n gedetailleerde literatuur-
studie wat die keuse van die ﬁnale algoritme verduidelik. Die voorgestelde algoritme pas 'n inkrementele,
monster-gebaseerde tegniek toe om vinnig en betroubaar 'n veilige roete te bepaal. Die algoritme maak
gebruik van 'n lokale beplanningsmetode om te verseker dat die roetes wat die stelsel voorstel inderdaad
uitvoerbaar is. Aanvullende soektog-optimeringstegnieke word geïmplementeer om die berekeningskomplek-
siteit van die algoritme te verlaag. Soos die aantal monsters toeneem, streef die algoritme na 'n optimale
oplossing; sodoende herlei dit na 'n veilige, byna-optimale roete wat die voorspelde konﬂikgebied vermy.
Die ontwikkeling en regverdiging van die verskillende metodes wat gebruik is om die basiese algoritme aan
te pas vir die toepassing daarvan as 'n konﬂik-vermyding-stelsels word in diepte beskryf. Die ﬁnale stelsel
word gesimuleer deur 'n vereenvoudigde vliegtuigmodel te gebruik. Die simulasie resultate dui daarop dat
die voorgestelde algoritme verskeie konﬂikscenario's suksesvol kan oplos, insluitend die generiese tweevlieg-
tuigscenario, die slegs-terreinscenario, die tweevliegtuig-met-terreinscenario en die veelvuldige vliegtuig-en-
terreinscenario. Die ontwikkelde algoritme is in 'n beisge (cluttered), dinamiese omgewing getoets om te
verseker dat dit 'n besige lughawescenario kan hanteer. 'n Statistiese ontleding van die simulasie resultate
bewys dat die algoritme vinnig en betroubaar 'n aanvanklike oplossingspad kan vind, addisioneel word die
oorblywende berekeningstyd ook gebruik om na 'n byna optimaleoplossing te streef.
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Chapter 1
Introduction
Commercial air travel is a deﬁning feature of the modern era and can be considered one of the major
technological accomplishments of our time. Major advances in the technological capabilities of aircraft have
resulted in fast, comfortable travel to nearly all corners of the globe. Current air traﬃc statistics stated in a
release by the International Civil Aviation Organization (ICAO) that approximately 2.9 billion people made
use of air transport in 2012 [15]. This current demand for air travel is substantial. Furthermore the growth
in world population is expected to lead to an even higher demand for commercial air travel. This potential
increase in the number of ﬂights could lead to even more congested airspaces, especially those pertaining to
airport environments. A need therefore arises for the development of more reliable systems that can ensure
safety during ﬂight.
The prediction and avoidance of potential conﬂicts with both terrain and other aircraft is very important
to ensure safe airspaces. A conﬂict is deﬁned as a breach of the protected airspace zone1 surrounding each
aircraft. The prediction of potential conﬂicts is managed by a conﬂict detection system, once a conﬂict is
detected a conﬂict resolution system determines the actions required to avoid the predicted conﬂict. The
collaboration of these systems is of paramount importance to ensure safe airspaces. The existing conﬂict
avoidance systems, namely Air Traﬃc Control (ATC), the Traﬃc Collision Avoidance System (TCAS) and
the Enhanced Ground Proximity Warning System (EGPWS), are very eﬃcient and eﬀective, but these
systems do have some limitations as well as the potential for improvement. ATC is managed by a human
controller and therefore subject to human error. TCAS is a rule-based system that is eﬀective and robust in
scenarios for which it was designed, but scenarios for which it was not designed could pose problems. Other
limiting factors include the possible miscommunication between ATC and TCAS, due to a lack of integration
between the systems as well as TCAS's lack of horizontal resolution.
The need for a more reliable conﬂict avoidance system instigated the establishment of the RoCRAE project by
Airbus. This project involves research into alternative conﬂict detection and resolution methods. The project
aims to contribute to a safer airspace by developing a complete conﬂict avoidance package that is capable
of detecting and resolving conﬂict within airport environments. The research for this avoidance system was
divided into two Masters projects: one involving the detection of conﬂict and the other the resolution of
1A description of the protected airspace zone is shown in Section 2.1.1
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conﬂict. This thesis describes the development of a conﬂict resolution system to be implemented with an
external detection module that would ultimately function as a complete avoidance system for an aircraft. The
method proposed in this thesis presents a robust, sampling-based path-planning algorithm for implementation
on commercial airliners. The system makes use of numerous external functions including a rejection sampler, a
dynamic sampling space, intricate local planning methods as well as various optimisation techniques to ensure
that the paths generated are ﬂyable and converge towards an optimal solution. The proposed system aims to
perform complex simultaneous aircraft conﬂict and terrain avoidance within cluttered dynamic environments.
1.1 Problem Statement
The goal of this research is to develop a conﬂict resolution module for commercial aircraft that is able to
simultaneously resolve predicted conﬂicts with both intruder aircraft and terrain. The role of the conﬂict
resolution system is to perform path planning and to generate a safe, ﬂyable path for the host2 aircraft
that avoids the conﬂict region while adhering to the dynamic constraints of the aircraft. The path planning
algorithm must be able to perform in real-time, so that the resolution manoeuvres can be executed early
enough to avoid the conﬂict region. The primary goal of the system is to determine a safe ﬂyable path that
successfully resolves for the predicted conﬂict. Once a safe path has been determined, the system must utilise
the remaining computation time to optimise the resolution path based on predeﬁned metrics. The proposed
resolution system should adhere to the requirements listed below to ensure that these goals are achieved.
1. Given an initial and goal state the algorithm will determine a path that connects these states3.
2. The system must ensure that this path is free of conﬂict, through the use of an external conﬂict detection
module.
3. The path determined must also be ﬂyable. This implies that the path must abide by the dynamic
constraints4 of the aircraft.
4. Once a path is determined the system should attempt to optimise the path based on predeﬁned metrics.
5. The system should ultimately be applicable to uncertain, dynamic and cluttered environments.
6. The application of the system to real world problems requires real or near real-time computation.
7. Finally the algorithm must ensure that if a path exists it will be determined.
It is assumed that the conﬂict resolution system is used in conjunction with an external conﬂict resolution
module that predicts the probability of a conﬂict along the proposed path. The development of this conﬂict
detection system is outside the scope of this project, and is the subject of another master's degree project
by Pienaar [16]. The operation and performance of the conﬂict resolution module must be veriﬁed in test
scenarios that involve a cluttered and dynamic environment, involving multiple intruder aircraft and terrain,
such as in the airspace around an airport.
2The resolution system is functional on the host aircraft, while all other aircraft are assumed to continue on their current
trajectories and apply no resolution actions.
3A state is deﬁned in this thesis as the physical states of the aircraft. See Section 3.1.2 for the states composition.
4Dynamic or diﬀerential constraints refer to the physical capabilities of the vehicle. See Section 3.1.4 for details.
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1.2 Overview of Proposed Solution
The sampling-based path planning algorithm selected as the conﬂict resolution system was derived from the
existing research in the ﬁeld of aircraft conﬂict resolution and path planning. This sampling-based system
is capable of determining paths in dynamic and static environments, thereby combining the functionality
of TCAS and the EGPWS, additionally the proposed system is capable of generating both vertical and
horizontal paths.
The functioning of the proposed resolution system can be seen in Figure 1.1. The ﬁgure highlights the
interaction between the resolution and detection modules.The developed algorithm, located within the conﬂict
Begin
Conﬂict Resolution
Path Found
Update Flight Plan/
Issue RA
Environment and
Aircraft Model
Conﬂict Detection
Current and
Future States
Proposed Path
(yes / no)
Check Proposed Path
Figure 1.1: A ﬂow diagram depicting the interaction between the conﬂict resolution and detection modules
resolution block in Figure 1.1, randomly samples the search space, these samples are connected using a local
planning method to ensure that the connecting paths are indeed ﬂyable. Each ﬂyable path is tested using
an external conﬂict detector, as shown in Figure 1.1, to ensure that the proposed paths are conﬂict-free.
The external conﬂict detection module has access to a model of both the environment and the aircraft.
Once a ﬂyable, conﬂict-free path to the goal has been determined the algorithm applies various search
optimisation techniques to reduce the computation time and promote the convergence towards an optimal
solution. The ﬁnal resolution path is conveyed to either the human pilot or the autopilot system as a set of
reference commands required to follow the proposed path. The resultant system adheres to the requirements
stipulated in the section above. The selected algorithm as well as the additional methods implemented
ensures that the system determines a ﬂyable conﬂict-free path fast and eﬀectively. The development of this
robust resolution system is described in this document as well as the methods required to cater for uncertain,
cluttered and dynamic environments. Additionally the management and integration of the external conﬂict
detection system is explained. Finally the system is applied to four challenging conﬂict scenarios, including:
the generic two aircraft scenario, a terrain only scenario, a two aircraft with terrain scenario and a multiple
aircraft with terrain scenario. An analysis of the results gleaned from the diﬀerent tests scenarios is conducted
to determine the applicability of the proposed system as an aircraft conﬂict resolution system.
3
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1.3 Structure of Document
This thesis aims to explain the development of the above-mentioned conﬂict resolution system as well as
all relevant background information required to justify the development of the system. Finally the thesis
veriﬁes the developed conﬂict resolution module through the simulation of multiple scenarios, with varying
complexity, to ensure that the proposed system is applicable as a potential conﬂict resolution system. This
document is structured so that initially a broad overview and background of the problem is described. Once
the general methodologies and terminologies have been established the document focuses on the selection
and implementation of the proposed conﬂict resolution algorithm.
Chapter 2: Literature Review
This chapter describes the constraints placed upon the required resolution system. Additionally a broad
overview of the existing resolution systems and research is given. From this the most promising family
of path planing algorithms are selected for further research. A description of what a conﬂict detection and
resolution system entails is depicted in Section 2.1. Background descriptions of the existing resolution system
used can be found in Section 2.2, while an analysis of the currently research resolution techniques, that have
not been implemented, is discussed in Section 2.3.
Chapter 3: Modeling of System and Environment
The modelling of both the terrain and aircraft are described, these models ensure that the applied system
can function fast and eﬀectively. The simpliﬁed models of the aircraft and environment used by the system
are described in Sections 3.1 and 3.2. Additionally Section 3.1 helps describe the potential limitations placed
on the aircraft that have to be adhered to, to ensure ﬂyable paths. The methods used to manage uncertainty
are found in Section 3.2.3.
Chapter 4: Sampling-Based Algorithms
The selected family of path planing algorithms are discussed in depth and the most promising methods
are highlighted. This research is used to select a sampling-based algorithm as a basis for the implemented
resolution system. This chapter discusses the validity of sampling-based algorithms as a potential conﬂict
resolution system. The concepts and functionality of general sampling-based algorithms are found in Sections
4.1 and 4.2, while an overview of the diﬀerent search algorithms is given in Section A. The three prominent
sampling-based techniques applicable to aircraft scenarios are explained in Sections 4.5, 4.6 and 4.7.
Chapter 5: System Implementation
This chapter discusses the adaptations made to the algorithm highlighted in Chapter 4 to ensure its eﬀective
implementation as an aircraft resolution system. The practical complexities, design choices and assumptions
are highlighted in Section 5.2. Section 5.4 depicts the interaction between the conﬂict resolution module
and the external detection module. The functionality of the resolution algorithm selected is described in
depth in Section 5.3. The development and selection of the sampling strategies are described in Section 5.5,
while Section 5.6 discusses the methods used to ensure that all paths are ﬂyable. In Section 5.7 we focus on
4
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the optimisation of the path based on diﬀerent metrics. The chapter is concluded with Section 5.8, which
discusses techniques that have been implemented to optimise the computation of the paths.
Chapter 6: Simulation and Results
The implementation of numerous test scenarios are described and analysed in this chapter. The tests aim
to determine the viability of the proposed system as a conﬂict resolution module. The chapter describes
the diﬀerent conﬂict scenarios tested as well as the eﬀects of the diﬀerent cost functions. An analysis of the
algorithm's ability to derive an initial path can be seen in Section 6.2.2, while the convergence rate of the
algorithm to an optimal solution is discussed in Section 6.2.3. Additional tests are executed to determine the
eﬀects of the diﬀerent techniques and adaptations applied to the system.
5
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Chapter 2
Literature Review
This chapter focuses on the relevant literature required to understand Conﬂict Detection and Resolution
(CD&R) systems. We give an overview of the general CD&R system as well as a description of how the
environment aﬀects the system. In order to understand how a CD&R system works we ﬁrst look at the
existing systems that are used on commercial aircraft as well as the research being done on new alternative
resolution methods. Finally, a description of the environment and the requirements of the system to cater
for this environment are discussed.
We start by deﬁning what exactly is implied by the term conﬂict in the context of an aerospace application in
Section 2.1.1. Thereafter we give an overview of what a conﬂict detector (Section 2.1.2) and a conﬂict resolver
(Section 2.1.3) are and what is expected of these systems. In Section 2.2 we move on to the CD&R systems
currently implemented on commercial airliners, discussing their functionality, advantages and limitations.
This is followed by a description of the research being done on alternative resolution methods in Section
2.3. Here we discuss the diﬀerent approaches, highlighting the advantages and possible shortcomings of the
diﬀerent systems. Finally a description of the airport environment, its restrictions, regulations and possible
challenges is supplied in Section 2.4.
2.1 Conﬂict Detection and Resolution System
This section explains the basic concepts that are required to understand what a CD&R system entails. The
system is made up of two distinct, separate modules, namely: the Conﬂict Detector and the Conﬂict Resolver.
These two modules function independently, but are coupled. The eﬀectiveness and eﬃciency of the system
are dependent not only on the individual modules but on the interaction between these modules. The typical
functioning of a CD&R system is that when a conﬂict is detected, the resolution module is activated and
determines a conﬂict free path. Sections 3.2.3 and 5.4 describe this interaction in depth.
In order to understand how a CD&R system functions, we have to clarify certain terms. The sections that
follow deﬁne what we mean by the term conﬂict and then describes the basic functionality and diﬀerent
aspects of general conﬂict detection and resolution modules.
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2.1.1 Deﬁnition of Conﬂict
In order to understand the concept of an aircraft conﬂict resolution system, we ﬁrst have to understand what
a conﬂict is. A conﬂict can be described as a breach of the protected airspace zone that surrounds each
aircraft. When another aircraft enters the host aircraft's protected airspace zone, then we say a conﬂict has
occurred.
The protected airspace zone (protected zone) is deﬁned by the minimum separation standards based on the
aircraft's current phase of ﬂight. The En Route, free ﬂight protected zone is deﬁned as a cylindrical space
surrounding the aircraft that has a radius of 5 nm (nautical miles) ≈ 10 km and a height of 2000 ft (foot) ≈
600 m, as shown in Figure 2.1 [17, 18, 1]. Here free ﬂight implies that an aircraft can ﬂy its own preferred
trajectory. When an aircraft approaches an airport the shape of the protected airspace zone changes.
5 nm
1000 ft
1000ft
aircraft altitude
Figure 2.1: En-route protected airspace zone, adapted from Hoekstra et al. [1] (Vertical scale exaggerated)
The protected zone deﬁned near or within an aerodrome (airport or airﬁeld) according to the ICAO is not
a set shape or distance, but is deﬁned with respect to the current state or conﬁguration of the aircraft [19].
Note that the state of the aircraft refers to the physical aircraft states (for details refer to Section 3.1). The
vertical separation is deﬁned as 2000 ft above FL 2801 (≈ 28000 ft) and 1000 ft below it. The horizontal
separation is grouped into three categories: 5 , 10 and 15 minutes respectively. Diﬀerent situations require
diﬀerent separation classiﬁcations. These situations are described in depth in Chapter 5.4 of the Procedures
for Air Navigation Services: Air Traﬃc Management by the ICAO [19].
The conﬂict region can therefore be breached while the aircraft remain relatively far apart. This means that
even though a conﬂict has occurred, a collision can still be avoided. Thus, if all conﬂicts are avoided, any
possible collisions will be prevented.
2.1.2 Conﬂict Detection
Implementation of an eﬀective conﬂict resolution system requires a reliable detection module to ensure that
the desired paths are indeed conﬂict free. A conﬂict detection module ﬁrst estimates the future states of all
aircraft (host and obstacle/s) in a set region, then through the application of predeﬁned metrics determines
whether a conﬂict will occur. These metrics can vary in complexity ranging from a simple single parameter
metric (distance) to complex multiple parameter metrics (distance, time, velocity, manoeuvrings) [17].
1Flight Level (FL) is the barometric pressure altitude of the aircraft, expressed in hundreds of feet. It is determined by
comparing the local pressure to the standardised sea-level pressure of 1013.25 hPa (29.92 Hg). It is not necessarily the same as
the aircraft physical altitude [19].
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A conﬂict detector is only as accurate as its ability to model the predicted or estimated future states of the
system, thus state propagation of the elements in the system dictates the validity of the conﬂict detector.
There are three main propagation techniques, highlighted by Kuchar and Yang, that are commonly used
to model the future trajectories of the aircraft [18]. These are the nominal trajectory method, worst case
approach, and probabilistic analysis of states as seen in Figure 2.2.
(a) Nominal Approach (b) Worst Case Ap-
proach
(c) Probabilistic Ap-
proach
Figure 2.2: State propagation methods, adapted from Kuchar and Yang [2]
The nominal trajectory method, Figure 2.2a, models all future aircraft states as a single path, based on the
aircraft's current velocity vector. This is the most simplistic method and requires the least computation
time, but does not cater for uncertainty and will result in problems if any sensor errors occur or the aircraft
deviate from their predicted path.
The worst case approach, in Figure 2.2b, is the most computationally expensive method. It considers every
possible trajectory that the aircraft can ﬂy, bounded only by the aircraft's dynamic capabilities. Additionally
the worst case approach is over conservative resulting in many false alarms. This diminishes the integrity of
the system and can cause a pilot to ignore predicted conﬂicts. Both the above-mentioned conﬂict detectors
have one characteristic in common: each outputs a binary result [1 or 0] (hit or miss) for the detection of
conﬂict.
The probabilistic approach, seen in Figure 2.2c, is essentially the middle ground between the previous two
methods, weighing the probability of conﬂict between 0 and 1 within the dynamically ﬂyable region. The
previous approaches can be considered special cases or subsets of the probabilistic method [20, 18, 2]. The
probabilistic approach is a balance between the two above mentioned methods. It is more conservative
than the nominal trajectory method ensuring that uncertainty in the environment is catered for. While
remaining less conservative than the worst case approach thereby reducing the chance of false alarms. The
main advantage of the probabilistic method is that it is computationally viable and caters for uncertainty
along the nominal paths.
2.1.3 Conﬂict Resolution
As discussed in Section 2.1.2 conﬂict detection is the process of deciding if certain actions should be taken
(i.e. when a conﬂict is predicted), while conﬂict resolution involves determining how or what action can be
taken to avoid the conﬂict, before it will occur [18].
8
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2.1.3.1 Resolution Systems
The eﬃciency of the conﬂict resolution module is directly linked to the conﬂict detector's ability to convey
reliable and accurate predictions. This results in diﬀerent systems of conﬂict resolution based on the type of
detection information available. One such distinction is the look ahead time, because this directly aﬀects the
reliability of the conﬂict detector's predictions. We cater for it by making use of diﬀerent conﬂict resolution
systems for diﬀerent look ahead times.
1. Long term
Long term conﬂict resolution, also known as Flow or Trajectory Management can be considered a form
of Flight Planning. This is because the conﬂict horizon (time to conﬂict) is a matter of hours or days,
therefore the level of uncertainty is so high that it is not really possible to perform any acts of resolution.
This form of conﬂict resolution can be considered more of a preventative measure to ensure minimal
potential conﬂict scenarios [12].
2. Mid term
Mid term conﬂict resolution attempts to prevent any infringement of the aircraft's protected airspace
zone. This method has a conﬂict horizon in tens of minutes, giving the resolution module time to
resolve any potential conﬂicts [12].
3. Short term
Short term conﬂict resolution is the last preventative measure and is only implemented if a conﬂict is
pending despite all other detection and resolution techniques' attempts to resolve it. Here the conﬂict
horizon is a matter of minutes. Currently Air Traﬃc Control (ATC) is responsible for detecting and
resolving these forms of conﬂict, while on board systems and crew with the aid of the Traﬃc Collision
Avoidance System (TCAS) handle collisions that are a minute or less away [12]. Here the only criterion
is a fast successful response.
2.1.3.2 Manoeuvres
When a conﬂict has been detected the resolution module determines a safe path that will avoid the predicted
conﬂict. This path determined is described by a set of manoeuvres, where a manoeuvre refers to any
dynamically realisable action applied over a period of time (see Section 5.6.1 and 5.6 for details). By describing
a path as a sequence of manoeuvres it makes the development of the resolution paths tractable, since there
exist fewer choices to be made, when compared to describing a complex trajectory as a set of points. The
only constraint placed upon any manoeuvre or manoeuvre sequence is that they adhere to the diﬀerential
constraints of the aircraft, described in Section 3.1.4 [21]. This means that no manoeuvre may be considered
if it violates the aerodynamic capabilities of the aircraft, or exceeds the maximum loads that can be endured
by the aircraft structure or passengers. The manoeuvres that are generally used for conﬂict resolution can
be grouped into three main categories:
1. Horizontal,
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2. Vertical, and
3. Velocity manoeuvres.
Horizontal manoeuvres are deﬁned as a combination of turns, where each turn can be described using either
bank angles or angular rates. Vertical manoeuvres result in changes in altitude by applying either ascend or
descend commands. Velocity manoeuvres are changes in the aircraft speed. These three diﬀerent manoeuvre
types can be used individually, consecutively or in combination to avoid potential conﬂicts.
Most conﬂict scenarios will only require a single manoeuvre type, while more complicated scenarios may
require a combination. Of these manoeuvres, vertical or altitude changes are considered to be the most
economical (based on fuel consumption and time), followed by heading changes (horizontal) and ﬁnally speed
changes [22]. We can possibly attribute this ranking to the shape of the protected airspace zone, since the
vertical separation standards are less stringent than the horizontal requirements. This becomes clear when
we consider that the clearance required by a vertical manoeuvre is 30 times less demanding (1000 ft versus
5 nm) [22].
2.1.3.3 Centralised and Decentralised resolution
Conﬂict resolution can be managed by two distinct systems: either by the ground station (centralised) or by
each individual aircraft (decentralised). The centralised approach has one master controller that has complete
knowledge of the states of all the aircraft in the system, which is generally based at a ground station (ATC).
With this information it attempts to achieve a global objective. On the other hand the decentralised approach
is where the system is active on each individual aircraft (TCAS) and therefore has limited knowledge of the
other aircraft. This method attempts to achieve a unique objective based on the requirements of the host
aircraft (aircraft on which the system is active). What this means is that when a conﬂict is detected the
centralised approach will ﬁnd resolution paths that yield an eﬀective global solution, while the decentralised
approach will ﬁnd the most eﬀective local solution [12]. The main diﬀerences between the two approaches
are highlighted in Table 2.1.
Table 2.1: Comparison between Centralised and Decentralised Resolution Management [12]
Decentralised Management Centralised Management
Independently manoeuvres its own host
aircraft
Has authority to dictate the manoeuvring
of each aircraft in the system
Determines an optimal path (locally) that
has been deﬁned by its own stakeholders
Optimises the global situation (for all
aircraft)
Receives most up-to-date information
regarding its own future states
Receives global information regarding
aircraft state and planned ﬂight path.
Has to solve a small subset of the global
traﬃc situation
Handles a large number of aircraft
Limited computational power
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2.2 Existing Resolution Methods
This section describes the resolution systems that are currently being implemented on commercial airliners,
collectively know as the Airborne Collision Avoidance System (ACAS). Each system described below manages
the conﬂict resolution for diﬀerent phases and aspects of ﬂight: ATC handles CD&R and traﬃc management
near or in airport environments, TCAS resolves dynamic airborne (aircraft to aircraft) collisions and the
Enhanced Ground Proximity Warning System (EGPWS) caters for potential terrain collisions. The methods
are all independent of each other and have separate detection and resolution systems. The interaction of
these methods is deﬁned by speciﬁc regulations in order to prevent possible miscommunication.
The automated resolution systems TCAS and EGPWS currently act as advisories and warnings to the pilot,
therefore no resolution control is executed by the systems [23, 24]. The systems cater for near or short term
collision avoidance, providing alerts 15 to 55 seconds in advance [25]. Long and mid term collision avoidance
is generally managed by the on board crew in collaboration with the ATC [26]. These methods have been
tried and tested and adhere to the rigorous safety standards set forth by the Federal Aviation Administration
(FAA) and ICAO. This being said, there are notable instances where miscommunication between the systems
has resulted in near air conﬂicts and even collisions. Examples of these are: Yaizu (Japan) mid-air conﬂict
January 2011 and the Überlingen (Germany) mid-air collision in July 2002. In both cases one aircraft followed
the TCAS advisories while the other followed the ATC instruction [27].
2.2.1 Air Traﬃc Control
The ATC is a centralised, human based control unit, located within airports. There are numerous ATC
stations and the task of managing speciﬁc regions of the aerodrome is assigned to each station. The roles of
the ATC service are to prevent potential aircraft collisions and to maintain an orderly ﬂow of traﬃc [28]. In
order to achieve these goals the ATC requires all relevant aircraft data: current airspeed, estimated arrival
times, ﬂight plan and all deviations from the planned track [28]. Furthermore all information pertaining to
the intended manoeuvres of the aircraft as well as variations therein must be provided [19]. Using this the
ATC can manage its required airspace and facilitate co-ordination between the aircraft. ATC commands have
to be adhered to when any aircraft enters airspace classes A to E surrounding the aerodrome (see Section
2.4.2 for details). All additional regulations pertaining to the control limits of the ATC and when this control
takes eﬀect can be noted in the ICAO Procedures for Air Navigation [19] and Annex 2 of the International
Standards [28].
The ATC requires all relevant data pertaining to the aircraft within the aerodrome. If a potential collision is
detected the ATC attempts to resolve it by determining a globally optimal solution that resolves the collision.
The resultant resolution manoeuvres are determined by the human controllers through the aid of computers,
therefore the ATC system can be subject to human error.
2.2.2 Traﬃc Collision Avoidance System
TCAS is an optimal, rule based system that handles dynamic, aircraft to aircraft CD&R [18]. TCAS is a
decentralised CD&R system located on all commercial aircraft. The system functions independently from
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the ATC. When a TCAS advisory is issued the pilot is required to act on that advisory. If a contradictory
advisory is issued by the ATC, the TCAS advisory should take precedence and the pilot should notify the
ATC. The potential for miscommunication between TCAS and ATC has posed problems in the past.
2.2.2.1 Development
TCAS I started as a traﬃc alert (TA) system only, which detected whether traﬃc is present in the vicinity of
the aircraft and issued an alert if possible collisions could occur. No resolution advisories were determined.
Advances made to TCAS II & III incorporated resolution advisories (RA). This occurs when an obstacle
aircraft enters a predeﬁned protected region around the host aircraft. RA issue a command that will resolve
the potential conﬂict. The commands issued are expressed as vertical manoeuvres. The manoeuvre set
is made up of up and down (climb or descend) commands with varying strengths. Additionally TCAS II
implemented collaborative resolution between systems, implying that all aircraft equipped with TCAS can
communicate and resolve the predicted conﬂict together.
The implementation of TCAS was accomplished due to advances in transponder technology and requires
Mode A/C or Mode S transponders to function. Using these, the aircraft is able to request the altitude
data from all the obstacle aircraft in range and determine its estimated distance from the obstacles using
the round time of the transmission [25, 27]. TCAS requires this data every second and from it can calculate
the estimated range, range rate, altitude, altitude rate and bearing of all obstacle aircraft. Using this, it is
possible to predict the path of all aircraft and determine if a collision will occur. Improvements made in
TCAS III added horizontal resolution, but due to large uncertainties in the miss distance estimates, based
on bad bearing estimation, it was deemed too unreliable for commercial use [29, 30].
2.2.2.2 Functionality
This section describes the basic functionality of the TCAS system. TCAS makes use of a predetermined
set of rules as well as coordination between all aircraft in the system to determine a set of globally optimal
manoeuvres for each aﬀected aircraft. These manoeuvres are limited to climb and descend commands with
certain strengths or magnitudes. The manoeuvre strengths vary depending on what is required to resolve
the conﬂict. The FAA state that a typical example of a climb or descend command is approximately 1500
ft/min, while an increase climb or descend command typically requires 2500 ft/min [3].
Figure 2.3 is a graphical representation of the RA and TA alert regions and their typical look ahead times.
Note that the regions' times vary depending on the aircraft altitude. When an obstacle aircraft enters the
TA or RA region, TCAS will issue a traﬃc or resolution alert to the pilot. The TA and RA commands are
determined based on the track of the host and obstacle aircraft. A typical example is that the aircraft at a
lower altitude will be requested to descend while the other aircraft will be required to ascend. This ensures
that the safe separation zone is not breached. Figure 2.4 depicts the expected pilot response to an oncoming
obstacle aircraft at a lower altitude. During the TA phase no deviation is expected; this alert is only to raise
awareness of the possible conﬂict. When the RA is issued the pilot has to respond within 5 seconds of the
command, following the response accurately. When the threat has been averted the pilot returns the aircraft
to its original ﬂight path.
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Figure 2.3: TCAS, RA and TA alert times, adapted from the FAA presentation [3]
"Traﬃc, Traﬃc" "Climb, Climb"
"Adjust Vertical Speed, Adjust"
Obstacle Aircraft Path
Host Aircraft Path
TA Region RA Region Safe Region
Figure 2.4: Expected TCAS pilot response, adapted from the FAA presentation [3]
2.2.2.3 Limitations
The current implementations of TCAS are subject to certain limitations. The limitations include those placed
upon the system to ensure safe manoeuvres and to prevent potential conﬂicts. The limitations of the current
system are listed below [25, 27].
1. TCAS only provides RA and TA with regard to obstacle aircraft equipped with a working TCAS.
2. The system will fail if communication with the barometric altimeter, radio altimeter or transponder
(Mode S or A/C) is lost.
3. No RA is given to an aircraft with a vertical rate larger than 10 000 ft/min (50 m/s) or with closure
rates of 1200 knots (620 m/s)
4. Descent and increase descent rate RA's will be limited if the aircraft altitude is below 1100 ft (335 m)
and 1550 ft (475 m), respectively. Below 1000 ft (300 m) all resolution advisories are inhibited.
5. Due to inadequate bearing information current implementations of TCAS do not support horizontal
resolution [25]. Burgess stated that the lack of horizontal separation is a hindrance to the current
system [29].
6. Due to the implementation of diﬀerent CD&R systems the EGPWS, Terrain Avoidance Warning System
(TWAS) and wind shear warnings take precedence over TCAS advisories [25, 27].
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7. The success of TCAS resolution relies heavily on the response of the pilot in executing the required
manoeuvres correctly and promptly.
Some of the limitations listed above are unavoidable physical requirements (1, 2), while others are safety
limitations (3, 4). Finally there are some limitations that could possibly be reduced (5, 6) with advances in
technology. It must be noted that the current implementation of TCAS has been tested on dense airspaces
at high speeds and have recorded positive results. Tests have concluded that TCAS is eﬀective with up to
30 aircraft at speeds of 260 m/s. This makes it an eﬀective and viable system, although there is room for
improvement with regard to horizontal resolution and integration between multiple systems.
2.2.3 Ground Proximity Warning System
The Ground Proximity Warning System (GPWS) is a terrain avoidance system that warns the pilot when a
terrain collision is imminent. The GPWS functions similarly to TCAS in the sense that it is a decentralised
system located on the host aircraft. The GPWS diﬀers from TCAS with regard to conﬂict detection; it
only caters for static obstacles (terrain) and it functions only as a warning system. Therefore no resolution
manoeuvres are determined. The pilot is only warned that a terrain collision has been predicted based on
the current trajectory and altitude. The original system made use of radar to determine the current altitude
and warn the pilot if the aircraft is ﬂying too low. This system was subject to a major ﬂaw: only the current
altitude was used, therefore steep increases in terrain could not be predicted, resulting in possible conﬂicts.
Advances in the GPWS yielded the EGPWS. This updated system makes use of radar, the Global Positioning
System (GPS) and an obstacle, terrain and runway database to ensure improved safety [23, 31].
2.2.3.1 Enhanced Ground Proximity Warning System
The EGPWS makes use of multiple modes of warning that cater for diﬀerent scenarios. These modes range
from 1 to 7, some notable alerts include rising terrain and insuﬃcient terrain clearance. The rising terrain
alert is based on the current radio altimeter readings and is issued when a steady decrease in altitude is
detected. This alert's reliability is improved due to the use of the terrain look ahead function that uses the
aircraft position, ﬂight path angle, track, speed and a terrain database. Using this, the EGPWS predicts
whether a potential collision will occur and issues the required alerts. The insuﬃcient terrain clearance is
essentially the functionality of original GPWS, and issues an alert if the aircraft drops below an altitude of
1000 ft [31]. Notable advances in aerodrome functionality include the Terrain Clearance Floor (TCF) and
Runway Field Clearance Floor (RFCF) functions. The TCF function alerts the pilot of a possible premature
landing or descent. This is determined by using the aircraft altitude and the distance to the centre of the
runway to determine a safety TCF altitude around the runway. The RFCF is used when the approach runway
is higher than the surrounding terrain. It determines a minimum approach proﬁle and alerts the pilot if this
proﬁle is breached [31]. Current implementations of the EGPWS only provide warnings to the pilot, requiring
the pilot to manually resolve the conﬂict.
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2.3 Existing Conﬂict Resolution Research
This section gives an overview of existing research on conﬂict resolution and path planning methods that
have not been implemented in commercial ﬂight. Over time numerous diﬀerent conﬂict resolution or motion
planning approaches have been researched. Kuchar and Yang compiled two studies on the diﬀerent resolution
methods and recorded over 60 alternative methods of conﬂict resolution [2, 18]. They categorised each of the
resolution methods as follows: Force Field, Optimised, Prescribed or Rule Based and Manual.
The aim of a resolution algorithm is to determine a resolution path to a known goal position that will avoid
the conﬂict regions. Numerous techniques have been developed that are not applicable to an aircraft scenario.
We have selected a few promising applicable techniques and will discuss these methods in Sections 2.3.1, 2.3.2,
2.3.3 and 2.3.4 below.
2.3.1 Force Field Methods
The force ﬁeld method is the application of virtual electrostatic forces on conﬂict resolution scenarios. This
method attempts to apply general electrostatic equations to a conﬂict scenario to determine a globally optimal
solution to the problem. These methods have been widely used for motion control of mobile robots, although
they are not very popular as a CD&R system for an aircraft. This is because of the local minima problem
that can theoretically arise in any gradient descent algorithm, unfortunately force ﬁeld methods are part
of this class of algorithms [9]. This means that force ﬁeld methods cannot guarantee that a safe resolution
path will be found, posing a problem with regard to practical applications. Additionally, when attempting
to determine a feasible solution with bounded inputs it is possible that the force ﬁeld methods can not
ﬁnd a path that abides by the dynamic constraints of the vehicle (see Section 3.1.4 for detail on dynamic
constraints) [12]. This section discusses three diﬀerent applications of the force ﬁeld method that attempt to
overcome these limitations.
2.3.1.1 Voltage Potential Field Method
The voltage potential ﬁeld method is the original force ﬁeld method applied to a practical aircraft scenario.
All aircraft are modelled as charged particles and make use of adapted electrostatic equations to determine
the required resolution manoeuvres [18]. Each aircraft is modelled as a positive charge while the desired
goal state is modelled as a negative charge [1]. Therefore all the aircraft repel each other while the host
aircraft is attracted to its goal state. These forces deﬁne the manoeuvres required to avoid the conﬂict.
This is graphically represented in Figure 2.5. One idealistic aspect of the methods is that the system will
continuously be resolving conﬂicts, therefore potential conﬂicts can be avoided well in advance using minor
manoeuvres [18].
Hoesktra and Eby argue that the major disadvantage of the basic potential ﬁeld method lies in its simplicity
[1, 4]. Eby highlights that one drawback is that the destination (goal) will always be further away than the
obstacle aircraft, resulting in the repulsive forces of the obstacle aircraft always outweighing the attractive
force of the goal. This could lead to unnecessarily large deviations from the path. However, the major ﬂaw
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Host Aircraft Obstacle Aircraft Goal Position
Figure 2.5: Potential Field creation and resolution manoeuvre
in the algorithm is that it can not guarantee a set safe separation distance. The separation is determined as
a function of the velocities reducing as the aircraft speeds increase [1, 4]. This relationship is not viable for
the implementation of a practical conﬂict resolution system. A more robust, reliable system is required to
ensure safety.
2.3.1.2 Updated Potential Field Method by Lincoln Laboratories
Lincoln Laboratories developed an adaptation of the voltage potential ﬁeld algorithm described above. This
adaptation made use of the basic potential ﬁeld features, but used a more pragmatic approach to solve conﬂicts
[1]. The one major change is that the potential ﬁeld-like repulsive forces are applied at the the predicted
conﬂict's location and not around the current position of the host and obstacle aircraft. This method does
not apply the physical electrostatic equations as in the potential ﬁeld methods, but the equations that are
applied exhibit the same characteristics. This means that the strength of the avoidance force is inversely
proportional to the distance between the predicted obstacle and host aircraft positions.
The following is an explanation of the algorithm graphically illustrated in Figure 2.6, derived from descriptions
by Hoekstra [1] and Eby [4].
1. The algorithm determines the predicted future states (positions) of both the host and obstacle aircraft
(dots on the blue lines in Figure 2.6). From these future states the minimum miss distance can be
determined. This is the distance at which the predicted states are closest to one another.
2. At the minimum miss distance position we determine the miss distance vector, d(t), which is a vector
projected from the future obstacle's position towards the future host position.
3. The avoidance vector, a(t) is calculated from the projected host state towards the edge of the obstacle's
protected zone, in the direction of d(t). The length of a(t) dictates the magnitude of the resolution
manoeuvre required and therefore reﬂects the severity of the conﬂict. It is also the shortest euclidean
distance out of the conﬂict region.
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Figure 2.6: Lincoln Laboratories adaptation of the Potential Field Resolution method, adapted from Hoekstra
[1] and Eby [4].
4. The deviation velocity vector is determined by dividing a(t) with the time to the conﬂict. The summa-
tion of this deviation velocity vector and the original velocity vector,vo, results in the advised velocity
vector, va, required to avoid the predicted conﬂict.
5. For situations with multiple aircraft, all avoidance vectors are summed and from this, the net deviation
velocity is determined.
Some advantageous features of the system include the following: in the absence of conﬂict no change to the
path occurs; conﬂicts far away result in little to no deviation, while conﬂicts close by result in large changes;
and each aircraft acts as if the other will not, but if the other aircraft reacts the algorithm accounts for it.
For practical implementation some additions must be added to the system. A set of rules is added to cater
for possible singularities that can occur. For example if a perfect head on collision occurs then d(t) will be
zero, causing an incorrect avoidance vector. Hoekstra et al. concluded that although this method seems
promising, the Modiﬁed Voltage Potential Method described by Martin Eby [4] is a better ﬁt for aircraft
conﬂict resolution [1].
2.3.1.3 Modiﬁed Voltage Potential Field Method
This force ﬁeld based resolution method is an adaptation of the basic Lincoln Laboratories method, by Martin
Eby [4]. The basic functionality of the algorithm is the same as in the original method. Some additions have
been added to the algorithm to make it applicable to a practical aircraft scenario. Eby noted that although
the original algorithm worked well, some problems occurred that have to be addressed. This included: (1)
in complex scenarios the paths calculated were too complicated to be carried out by a human pilot, (2) the
safe separation minimum (set at 5 miles) was not strictly adhered to and (3) a few outliers had minimum
separations at only 70 to 80 % of the desired separation distance.
This led Eby to apply certain solutions to prevent or prohibit these problems. In order to simplify the paths
a linearisation algorithm was applied to the determined paths. This simpliﬁed the original output, which
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consisted of many way-points, to a single way-point linearised path. With regard to the failures Eby noted
two possible reasons that caused them. The one was a simulation error, where some aircraft were added later
and in locations where resolution was near impossible, causing the infringement of the safe separation area.
This can be ignored since in practice such scenarios cannot occur. The other reason is that if two obstacle
aircraft approached for a head on collision, each located an equal distance from the host's projected path,
then the avoidance vectors calculated by the host will cancel out, making the host aircraft ﬂy between the
two oncoming intruders.
The algorithm described was determined as a practical aid for the ATC to be used as a guide for the human
controllers to determine more accurate and optimum safe paths. The system was improved and tested
rigorously under sub-optimal conditions on complex scenarios, by Eby and Kelly [32]. They concluded that
it represented a robust resolution system, but agreed that as the diﬃculty or complexity of the scenarios
increased, the system exhibited a reduction of separation between aircraft. Finally they stated that in all
the simulations the system successfully succeeded in resolving all conﬂicts. The modiﬁed voltage potential
method seems to be a viable conﬂict resolution technique, but the theoretical limitation that a local minima
problem can occur is still present. Additionally the force ﬁeld method could pose computational problems as
it theoretically has no bounded search region and therefore requires an unlimited look ahead time [22]. It was
also concluded that this method preforms adequately, but has one drawback: causing unnecessarily aggressive
manoeuvres which result in a loss of passenger comfort or could even exceed the physical limitations of the
aircraft [1, 22]. Finally the algorithm's inability to place a strict bound on the conﬂict region is a large
limiting factor, and if the possibility of a loss of separation exists it can not be applied as a commercially
used CD&R system [1, 22].
2.3.2 Optimised Methods
The optimised method category is the broadest deﬁnition of the conﬂict resolution groups described by
Kuchar and Yang. An optimised conﬂict resolution algorithm is any algorithm that attempts to not only
determine a safe path, but also to optimise that path based on a predeﬁned cost function. A cost function
is a set of chosen metrics that are used to characterise a path. The selection of these metrics are important
since they determined the type of paths that are considered optimal. This is because an optimal resolution
method strives to minimise these selected metrics [33]. Therefore the eﬀectiveness of optimised resolution
methods depends heavily on the selection of the cost function metrics (see Sections 5.7 for more details on
cost function selection).
The broad deﬁnition of optimised techniques ensures that multiple methods of determining an optimal path
exist. The extensive research done in the ﬁeld of optimal resolution has resulted in many diﬀerent approaches
to the problem. These approaches include: optimal control theory [22, 34], game theory [35], rule based
optimal resolution [36, 37] and genetic algorithms [38]. Of these methods, rule based optimal resolution has
attracted extensive research, especially with regard to its implementation through TCAS [29, 39]. Another
optimal resolution method that has received attention is combinatorial algorithms. These methods attempt
to determine a path using exact algorithms [10]. These algorithms are complete, which means that if a
solution exists the algorithm will ﬁnd it. In order to ensure completeness the algorithms are generally very
complicated, making them computationally intractable for complex practical systems. Lastly an eﬀective
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approach to optimal resolution that we will be looking into is sampling-based optimal resolution, which
has been a popular motion planning method and could be well suited as a practically implemented conﬂict
resolution system.
2.3.2.1 Sampling-based Methods
Sampling-based motion planning algorithms, discussed in depth in Chapter 4, determine a path between two
states within a predeﬁned search space. This is accomplished by sampling random points in the search space
and checking the viability of the paths to those points with the conﬂict detection module. These randomly
generated paths, determined from the random samples, are used to ﬁnd a safe conﬂict free path to a selected
goal state. This resolution method is unfortunately not complete, but under certain conditions has been
proven to be probabilistically complete [10, 40]. Probabilistic completeness dictates that as the number of
samples tends towards inﬁnity, the probability that a safe path will be determined tends towards one if such
a path exists. This means that even though sampling-based algorithms are not complete a path will probably
be found, if the number of samples selected is high enough. This attribute of a sampling-based algorithm
is important, but when applied to a real-time system the rate of convergence of the path probability is a
more crucial factor [10, 7]. The two most popular sampling-based algorithms applied to conﬂict resolution
are Probabilistic Roadmaps (PRM) [40] and Rapidly Exploring Random Trees (RRT). These algorithms are
explained in depth in Sections 4.5 and 4.6.
In order to implement a real-time system, certain concessions have to be made to ensure that the algorithms
are computationally viable. With regard to sampling-based algorithms we concede the completeness of
the algorithm for the weaker notion of completeness (probabilistically complete). As the complexity of
the scenario increases, so will the number of samples required to ensure probabilistic completeness. The
techniques used to sample and determine the path have to be eﬃcient to ensure that a resolution path can
be found as fast as possible. This does reduce the guarantee of a solution, but if enough samples are selected
then the performance of the system should not be aﬀected.
2.3.3 Prescribed or Rule Based Methods
Prescribed resolution attempts to resolve a conﬂict scenario by using a predeﬁned set of procedures. These
procedures are deﬁned as set resolution manoeuvres that have to be executed according to some set of rules.
An example of a purely rule based system is the GPWS: it issues a `Pull Up' warning when a conﬂict with
the terrain is predicted. This is a set rule and no additional computation is applied to determine a more
optimal path. This form of resolution is the most basic form of computerised resolution. Its main advantage
lies in that it beneﬁts the pilot, because reactions to prescribed manoeuvres can be trained and performed
reﬂexively [18]. This can reduce reaction time, whereas more complex paths could result in unaccounted-for
delayed reactions.
Prescribed resolution is eﬀective in simple scenarios where the assumption is made that no changes will
occur to the states of the obstacles, in other words a static environment (like terrain). When the obstacles
are dynamic (other aircraft), prescribed manoeuvres are required to be more complicated as the number of
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possible scenarios increases. These types of scenarios require additional computation in order to avoid the
conﬂict region and cater for possible changes in the environment. Additionally, prescribed manoeuvres can
be ineﬃcient and resolve situations using more aggressive manoeuvres than required [18].
2.3.4 Manual Resolution
Manual resolution is essentially resolution applied by the human pilot using either instrumental ﬂight rules
(IFR) or visual ﬂight rules (VFR) to traverse the conﬂict region. The main advantage of this form of
resolution is that it is generally more ﬂexible since it is based solely on human intuition. Additionally the
pilot has access to more information than the resolution system. Automated systems attempt to resolve a
conﬂict according to predeﬁned rules that may be unacceptable to the pilot. This means that the manual
approach may determine a more optimal path in the eyes of a human [18]. Manual resolution is a viable
option in simple scenarios, but a more robust resolution system is required when dealing with complex,
cluttered environments. Finally manual resolution is susceptible to human error or misinterpretation of the
situation, which can cause signiﬁcant problems.
2.4 Airport Environment
This section contains a description of what exactly is implied by the term `airport environment'. We also
look into what challenges this environment could pose with respect to a conﬂict scenario and its possible
resolution. In order to understand what protocols have to be adhered to within an aerodrome, we look at the
diﬀerent classiﬁcations of the airspace around an airport. The airspace classiﬁcation determines which ATC
regulations apply. Then we look at restricted airspaces and the typical ﬂight proﬁle of a commercial aircraft.
The environment in which a collision occurs has a signiﬁcant eﬀect on the requirements of the resolution sys-
tem. The main factor that contributes to the complexity of the airport as an environment is the high volume
of air traﬃc. In 2012 the Airports Council International recorded 930,310 aircraft movements (arrivals and
departures) at the Hartsﬁeld-Jackson Atlanta International Airport during that year [41], which calculates
to approximately 107 movements an hour. This results in a relatively cluttered dynamic environment when
compared to the En Route phase of ﬂight, where cluttered refers to a high density of aircraft in the envir-
onment. In addition buildings or complex terrain can increase the complexity of scenario, making an airport
environment one of the more challenging resolution scenarios.
2.4.1 Flight rules
Flight rules refer to the rules that apply to an aircraft and pilots while in the sky. The rules applicable to
an aircraft depend on (1) the technological capabilities of the aircraft and (2) the pilot's abilities. There are
two sets of ﬂight rules: VFR and IFR. VFR generally apply to situations where the aircraft is not equipped
with the required instruments or the pilot is incapable of understanding them. This set of rules therefore is
subject to more stringent regulations. IFR apply to more advanced aircraft and experienced pilots.
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The main requirement for VFR is that the aircraft be ﬂown in conditions of visibility, which means that
the aircraft must remain clear of all cloud cover. Additionally a minimum ﬂight visibility of 5 km must be
maintained, depending on the classiﬁcation of the airspace [42]. For a detailed account of the exact VFR
requirements under speciﬁc conditions see the Air Traﬃc Management document developed by the ICAO[19].
IFR apply to all aircraft that are equipped with the required navigation equipment. These conditions are less
stringent and low visibility ﬂight is permitted. This results in a new set of detailed rules supplied in Rules of
the Air by the ICAO as well as in ENR 1.7 - Altimeter Setting Procedures (Section 6) by the Civil Aviation
Authority (CAA) [28, 43].
2.4.2 Aerodrome Airspace Classiﬁcation
Order within an aerodrome is maintained through the deﬁnition of diﬀerent airspace zones. This results in
the airspace being classiﬁed as either controlled or uncontrolled. Controlled airspace is where the ATC has
direct communication and authority over all aircraft within the class. Uncontrolled airspace is where no ATC
communications are possible and the aircraft relies on the aid of ACAS.
The classiﬁcations of airspace range from A to G. Classes A to E are generally applied to controlled airspaces,
while Class G essentially denotes an uncontrolled airspace [44]. Each class adheres to diﬀerent regulations;
these are explained in depth by the ICAO, CAA and the FAA [43, 44, 45]. Table 2.2 explains the diﬀerent
zones and their speciﬁc characteristics.
Table 2.2: Airspace Classiﬁcations
A B C D E G
Entry
Requirements
ATC
clearance
ATC
clearance
Two-way
Communications
Two-way
Communications
Two-way
Communications
None
Flight Rules
Applied
IFR VFR or IFR VFR or IFR VFR or IFR VFR or IFR N/A
Airport
Requirements
N/A Radar,
Instrument
Approaches,
High density
traﬃc,
Control Tower
Radar,
Instrument
Approaches,
Control Tower
Instrument
Approaches,
Control Tower
Instrument
Approaches
Control Tower
Altitude
above Mean
Sea Level
(MSL)
Above
18 000 ft
From surface
to 10 000 ft
From surface
to 4 000 ft
From surface
to 2 500 ft
From surface
to 18 000 ft
N/A
Each of the classes described in the table has diﬀerent technological capabilities and regulations that govern
it. A robust CD&R system should be able to cater for a conﬂict regardless of the airspace classiﬁcation.
This implies that resolution system should be active in each class, from A to G. Therefore the abilities of a
CD&R system should be independent from the controllability of the airspace, making it applicable whether
the airspace is controlled or uncontrolled.
21
Stellenbosch University  https://scholar.sun.ac.za
2.4.3 Airspace Restrictions
In order to ensure safety on land and in the sky, certain restricted and prohibited airspaces are deﬁned.
Diﬀerent restrictions are placed on aircraft when they enter certain airspaces. These restrictions either
prohibit or restrict access to certain airspaces [46]. Typical restricted zones include: Prohibited Areas,
Restricted Areas, Danger Areas, Military Training Areas, Areas of Intense Activity, etc. For more information
regarding restricted airspaces and their limitations, see the General Rules and Procedures, by the CAA [46].
Restricted airspaces limit the manoeuvrability of an aircraft. This aﬀects the resolution module of a CD&R
system by limiting the safe, ﬂyable space. Typically the CD&R system will have access to the location of
speciﬁc restricted airspaces and favour paths that avoid the restricted zones.
2.4.4 Flight proﬁle
The ﬂight proﬁle of a commercial ﬂight (seen in Figure 2.7) comprises 6 phases. These are: Preﬂight, Take-oﬀ,
Departure, En Route, Descent, Approach and Landing. Each of these phases is subject to diﬀerent conditions
and regulations. The preﬂight and landing phases occur on the runway and all phases apart from the En
Route phase occur in an airport environment. This means that a CD&R system should primarily cater for
each airborne phase to provide security for the entire ﬂight. Additional features of a CD&R module could
cater for runway collisions during the initial and ﬁnal phases.
Preﬂight Take-oﬀ Departure En Route Descent Approach Landing
Figure 2.7: Six phases of commercial ﬂight
2.4.5 Challenges
The development of a CD&R system for an aircraft is complicated when applying it to an airport environment
in comparison to En Route systems. An En Route CD&R system has to generally cater for single aircraft
collisions. This is further simpliﬁed by removing terrain avoidance, since the En Route phase of ﬂight is at
a relatively high altitude. Therefore applying a system to an airport environment increases the complexity
of the problem, due to the vast increase in aircraft density and the incorporation of terrain avoidance. An
airport environment represents a cluttered dynamic environment that contains both obstacle aircraft and
terrain. The developed resolution system should therefore be capable of dealing with such an environment
to ensure its applicability to an aerodrome.
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2.5 Summary
The development of a conﬂict avoidance system for an aircraft is a well researched topic with various methods
proposed through the years. The systems currently functioning on commercial aircraft are reliable and detect
and resolve conﬂicts eﬀectively. However, they do possess certain limitations that can be improved upon:
TCAS's inability to perform horizontal resolution, the lack of resolution in the EGPWS and the potential for
miscommunication between the systems. The research into a system that can reduce these limiting factors has
branched into two main groups: force ﬁeld methods and sampling-based systems. These two groups promote
the development of conﬂict free, dynamically realisable paths in real-time for complex conﬂict scenarios. The
proposed force ﬁeld methods are attractive, but do possess potential problems. The potential local minima
problem is ever present when applying a force ﬁeld based algorithm, which resulted in these methods not
being selected. The development of a conﬂict resolution system requires that safety and the calculation of
a safe path be the primary aims of the system. The probabilistic completeness and fast execution times of
sampling-based algorithms resulted in this group being selected for further research.
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Chapter 3
Modelling the Aircraft and Environment
The goal of this chapter is to derive simpliﬁed models of the aircraft and its environment which are appropriate
to be used by the conﬂict detection and resolution system. The simulation of a designed system is only as
accurate as its model of the real world. This section will discuss the methods used to accurately model the
required aspects of an aircraft and its environment. Not all aspects of the physical models are essential to
the simulation and the simpliﬁcation of these models is described and justiﬁed in the sections below.
We start by deﬁning a model of the aircraft in Section 3.1. Here the general aircraft model is discussed and
we propose a simpliﬁed model that will be used. Then we explain the modelling of the environment in Section
3.2, deﬁning the diﬀerences between static and dynamic obstacles as well as the method used to model them.
3.1 Aircraft Model
The aim of the section is to derive a computationally eﬃcient model that includes all the relevant responses
required to successfully model an aircraft. This section is dedicated to the development of a representative
aircraft model. The derivation of this model requires the deﬁnition of a reference axis system as well as an
explanation of the dynamic constraints of a general aircraft. A simpliﬁed model for a commercial airliner
is then derived that models the aircraft's dynamic response to pilot or autopilot commands given through
typical ﬂy-by-wire control systems.
3.1.1 Axis System
In aeronautics there are three diﬀerent mathematical axis systems used to understand and model the dynamics
of a ﬁxed wing aircraft. These are the Inertial, Body and Wind axes. The modelling of the aircraft dynamics
requires a predeﬁned reference axis. We wish to model the aircraft as a point mass, and make use of the ﬂy-
by-wire commands to control the movement of the aircraft. Since the ﬂy-by-wire commands can be described
using the inertial axis system. We only require the inertial axis to model the aircraft, therefore will look at
this axis system as well as the relationship between the orientation of the aircraft and this axis system.
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3.1.1.1 Inertial or Earth Axis
The inertial axis is an orthogonal system, which can include the North-East-Down coordinate system shown
in Figure 3.1. The z-axis (ZI) points to the centre of the Earth, while the x (XI) and y (YI) axes point
North and East, respectively. The inertial axis can be placed at a predeﬁned location of interest, while
remaining valid, assuming that the distance travelled is short enough to model the Earth as ﬂat and not
rotating [5]. However, this axis system is not really an inertial axis system, but is assumed to be one. The
assumption works well for aircraft problems where the aircraft's rotation rate is much larger than the Earth's
[11]. Conﬂicts are generally detected and have to be resolved at close ranges (see Section 2.1.2) therefore the
non-rotating Earth assumption can be applied to the system. We will place the centre of axis at the aircraft's
current location projected onto the surface of the Earth, when a collision is detected.
XI
YI
ZI
N
E
S
W
Figure 3.1: The inertial or Earth Axis System for a ﬁxed wing aircraft, placed on the surface of the Earth
The attitude of the aircraft can be is deﬁned as the relationship between the orientation of the body axis
system relative to the inertial axis system. This is required when trying to describe the attitude of an aircraft.
The body axis system is an orthogonal axis system that is ﬁxed to the aircraft. Its origin is placed at the
centre of mass of the aircraft, with the x-axis lying in the plane of summery pointing along some reference
line (i.e. the zero angle of attack line of the wing). The y-axis lies perpendicular to the x-axis plane pointing
out of the right wing of the aircraft. Finally the z-axis completes the orthogonal axis system, by pointing
downward relative to the cockpit [5]. Figure 3.2 shows the relationship between the orientation of the aircraft,
velocity vector and the inertial axis system using the angles (ψ, θ, φ). Each of the angles is required to govern
the control of the aircraft and forms part of the general aircraft model. These angles are deﬁned below.
1. The heading angle, ψ, between the projection of the aircraft's velocity vector and the North axis, is
shown in Figure 3.2a, assuming a zero side-slip angle.
2. The ﬂight path angle, θ, is the angle between the velocity vector v of the aircraft and the horizon as in
Figure 3.2b.
3. The roll angle, φ deﬁnes the angle between the horizon and the wing of the aircraft as seen in Figure
3.2c.
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XI
ψ
(a) Top view
θ Horizon
v
(b) Side view
φ Horizon
(c) From view
Figure 3.2: Diﬀerent views of the relationship between the Body and Inertial Axes, adapted from Peddle [5]
3.1.2 General Aircraft Model
The implementation of control systems on commercial aircraft has developed throughout the years. Initially,
purely mechanical systems managed the ﬂight control, but due to advances in computer technology digital
control methods have arisen [47]. The diﬀerent control methods that are used progressed as follows: (1)
Mechanical Systems, (2) Hydro-Mechanical Systems, (3) Fly-by-Wire Systems and (4) Fly-by-Light Systems.
The initial two control methods were purely mechanical, while Fly-by-Wire and -Light are implemented
with digital electronics. The development of a digital control system resulted in improved reliability and
maintainability of the system as well as some advanced safety control features.
The general Fly-by-Wire system can be divided into four main sub-controllers: Pitch, Yaw, Roll and auto-
thrust [48]. These typical controllers are used to manage the aircraft ﬂight path angle, bank angle and
velocity vector's magnitude (V¯ ), described in Section 3.1.1. Additionally numerous safety features have been
applied to the ﬂight control. These include: bank angle protection, turn compensation, stall and over-speed
protection and pitch control and stability augmentation. These protection systems add to the safety and
reliability of the controllers. Numerous simulations and ﬂight tests were used to develop and validate the
Fly-by-Wire system in general [49]. The control functions present in an aircraft allow for altitude and cross
track control. This enables the aircraft to maintain a desired altitude or heading accurately [48]. Additionally
the implementation of the autopilot's vertical speed mode allows constant climb or descent control allowing
the aircraft to track desired descent or climb rates [50]. The kinetic and kinematic equations of an aircraft can
be translated into a 6 degrees of freedom model [5]. This, coupled with a force and moment model, results in
a representative model of an aircraft, given that the individual models are accurate. The 6 degrees of freedom
model implies that the aircraft can be described using a 6 dimensional state space model: (xI , yI , zI , θ, ψ, φ).
The state space is comprised of three inertial coordinate parameters (xI , yI , zI) and three attitude parameters
(θ, ψ, φ).
We assume that a commercial control system implemented on the aircraft will be reliable and accurate,
allowing the conﬂict resolution module to issue commands to the controller. These control inputs will make
use of the same commands available to the pilot. The pilot controls the aircraft through the use of the
side-stick, pedal and throttle. These devices produce roll and pitch rates, yaw rates and thrust commands.
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The conﬂict resolution module may use these ﬂy-by-wire commands to control the aircraft or may issue
instructions to the pilot to execute the ﬂy-by-wire commands manually.
3.1.3 Model Simpliﬁcation
The digital control systems that manage the ﬂight of a commercial aircraft are generally complex and very
intricate. The development of a conﬂict resolution module requires a deﬁnition of the control commands
available to the system. The conﬂict resolution system is capable of either issuing resolution advisories
to the human pilot or supplying the on-board autopilot with the relevant reference commands required to
executed the desired resolution manoeuvres. This proposed conﬂict resolution module issues commands to
the aircraft autopilot system through the use of diﬀerent angular rates and a thrust command and it requires
a position reference as output from the system. We have simpliﬁed the aircraft model to a basic state space
implementation with the airspeed command, heading rate command, and climb rate command as inputs
and the inertial coordinates of the aircraft trajectory as outputs. The simpliﬁed model is controlled using
three reference inputs: climb rate (h˙), speed (V¯ ) and heading rate ψ˙. These commands are used to control
the position of the aircraft in space. The bank angle command is used to determine the required reference
heading rate. Additionally slew rates and time delays are added to the design to model possible delays due
to the controller. A representation of the control design is displayed in Figure 3.3. The saturation blocks
ensure that the command limits of the aircraft are not exceeded, while the transient responses, represented
by low-pass ﬁlters (LPF), model the transition time required to reach a given reference command. Additional
potential delays in time are modelled using the time delay blocks e−std .
sin
cos
∫V¯
h˙ ∫
ψ˙ ∫ ψ
×
× ∫
−1
XI
YI
ZI
Saturation and Slew Rates
LPF e−std
LPF
LPF
e−std
e−std
Figure 3.3: Block diagram of the simpliﬁed aircraft model
This model can be further simpliﬁed by removing the transient response and time delay blocks. Due to the
nature of the simulations and the distances simulated we assume that the eﬀect of the time delays and slew
rates are negligible when compared to the entire simulation times.
3.1.4 Diﬀerential Constraints of an Aircraft
The diﬀerential constraints of the aircraft refer to its physical or dynamic limitations. The conﬂict resolution
module has to be aware of the limitations with regard to the control inputs in order to ensure that the
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calculated paths are indeed feasible. Therefore knowledge of the diﬀerent physical limitations of an aircraft
is required in order to select control inputs that can realistically be followed.
A commercial aircraft has certain limitations on the control inputs due to many diﬀerent factors, including
aerodynamic, structural and technological constraints [51]. The aircraft speed is bounded by a constraint
on propulsion, due to the limitations of the engines, structural constraints and a stall constraint, due to the
aerodynamics of the aircraft. Bank angle commands are also limited due to multiple factors: lift coeﬃcients,
velocity and structural bounds. The maximum speed of an aircraft is measured by a certain Mach number.
Mach refers to the ratio between the aircraft speed and the speed of sound in the same surroundings. Therefore
the Mach number translates to a speciﬁc speed at a certain altitude, that changes based on the air density.
This means that the speed of an aircraft is not limited based on a predeﬁned speed, but instead on a varying
speed based on the altitude. The speed limitations are therefore dependent on the aircraft's assigned Mach
number and the current altitude [44]. The standard rate of a turn is deﬁned by the FAA as 3◦ per second
[44]. In order to maintain this standard rate of turn the reference bank angle is a function of the speed of
the aircraft. This means at higher velocities a lower reference bank angle is commanded. The standard bank
angle is assumed to be 18◦, according to the United States Standard for Area Navigation, with a maximum
angle of 25◦, and 3◦ below 500ft near airports [52].
Diﬀerent manoeuvres result in an increased aircraft load factor. The load factor is deﬁned as the amount
of g-force exerted on the aircraft. These forces are caused by stress placed on the aircraft when it deviates
from straight and level ﬂight [13]. The current load factor is important because it is possible to overload the
aircraft structures and because an increase in the load factor increases the stalling speed of the aircraft. This
implies that, in order to ensure that a path determined is ﬂyable, we have to ensure that the derived path
does not impose a large load factor on the aircraft. Aircraft are designed to withstand a certain maximum
load factor limit, as shown in Table 3.1. The determined path must ensure that the load factor limitations
will remain within the bounds depicted in the table when traversed.
Table 3.1: Load factor limitations for diﬀerent aircraft catagories, adapted from the FAA [13]
Aircraft Catagory Load Factor Limit
Normal* 3.8 → -1.52
Utility** 4.4 → -1.76
Acrobatic 6.0 → -3.00
* A safety factor of 50 % is given to aircraft with a gross weight larger than 1814 kg.
** Includes aircraft performing mild acrobatics, as well as spins.
The load factor can be determined from the speciﬁc climb or bank angle and the current aircraft velocity
described by
η =
L
W
, (3.1)
where η depicts the load factor and L, W represents the aircraft lift and weight. Equation 3.1 allows the
calculation of the current load factor of the aircraft based on the required lift and weight for each input
command. Using this, in conjunction with Table 3.1, it is possible to determine the diﬀerential limitations
of the aircraft for all required paths at its current speed.
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If the limitations of the aircraft are exceeded, certain upset conditions can occur. A few examples of possible
upsets are described by Wainwright et al. [53]. Upset conditions include climb and descend angles that
exceed 25◦ and 10◦ respectively, as well as bank angles of 45◦. These inputs can be used as guidelines for
the selection of possible bank angle and climb rate limitations. The FAA limits the maximum bank angle
command for an average general aviation aircraft at 60◦ [13]. The diﬀerential constraints of diﬀerent aircraft
vary dramatically, especially when considering military and acrobatic planes. The selection of the control
inputs can be based on many diﬀerent factors. We have based them on the limitations and bounds explained
above as well as the resolution commands used in the existing resolution systems (see Section 2.2).
3.2 Environment Model
The environment model describes the algorithm's interpretation of the environment. The selection of the
model does not aﬀect the conﬂict resolution module, but has a large impact on the detection module's
computation time and eﬃciency. An eﬃcient and eﬀective method of modelling the environment is required
in order to apply a basic conﬂict detection module. The modelling of an aircraft's conﬂict region as well as
the conﬂict regions of all other aircraft in the environment can be very costly. This section discusses methods
used to model both the static and dynamic obstacles in the environment as well as the host aircraft.
3.2.1 Static and Dynamic Obstacles
Conﬂict resolution requires the generation of a conﬂict-free path that avoids the conﬂict region. This conﬂict
region can be populated by either static obstacles (terrain and buildings) or dynamic obstacles (aircraft). A
successful conﬂict resolution module has to determine a path that avoids both these types of obstacles. Static
obstacles are easier to cater for as their locations in the environment remain constant. Dynamic obstacles,
however, cause some complications. In a dynamic environment the time at each position on the path becomes
important. In order to test for conﬂict, the algorithm has to check the location of the host and obstacles at
each time along the predicted path. Adding time as a dimension increases the computational complexity of
the algorithm, and therefore an eﬃcient and eﬀective method is required to cater for the time domain [7].
Catering for dynamic obstacles adds time as a state to the conﬂict detection module. Diﬀerent methods used
to incorporate time as a state are discussed in Sections 4.3 and 4.6.
The conﬂict resolution module we propose in this thesis will cater for both dynamic and static environments
and will therefore require a complex enough conﬂict detection module. The conﬂict detection module needs
access to an environmental model that can be easily and eﬀectively implemented (see Section 3.2.2).
3.2.2 Minkowski Addition
Minkowski developed a mathematical method that enables the modelling of the host aircraft as a point in
space. This removes the complexity of modelling the host's body by incorporating the conﬁguration or state
of the host as part of the obstacles, where the conﬁguration of an obstacle includes all possible translations
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and rotations of the obstacle in the environment. This can be accomplished through the use of Minkowski
addition, deﬁned below [54, 55].
Lets denote an arbitrary host vehicle as a set of points H(~p), where its location is deﬁned by an arbitrary
translation ~p = (x, y). Given an obstacle O, the conﬂict region (Ωc) is deﬁned, in Equation 3.2, as all
conﬁgurations where H intersects O. We assume that the conﬁgurations of H deﬁne the conﬂict region of
the host vehicle.
Ωc = {~p | H(~p) ∩ O 6= ∅} (3.2)
A visual representation of Equation 3.2 is that the edge of the conﬂict region is traced by the reference point
of the host as it slides around the edge of the obstacle. Minkowski addition is a method that can be applied
to determine this region. The Minkowski addition of two sets S1 and S2 is deﬁned as the pairwise addition
of the points in each set, i.e. the convolution, as seen in Equation 3.3. Equation 3.4 states that a negative
set is deﬁned as the inverse of all the points in the set.
S1 ⊕ S2 = {~p1 + ~p2 | ~p1 ∈ S1, ~p2 ∈ S2} (3.3)
−S = {−~p1 | ~p1 ∈ S} (3.4)
From the Equations 3.3 and 3.4 we can deﬁne the conﬂict region as the Minkowski addition of the obstacle
and the inverse conﬁguration of the host:
Ωc = O ⊕ (−H). (3.5)
The Minkowski addition of the host and obstacles results in a redeﬁnition of the free space in the environment
as seen in Figure 3.4. In Figure 3.4b the host is modelled as a point mass, while the conﬁguration of the
obstacle is adapted to include the Ωc region, in red.
Minkowski addition is a very eﬀective method of simplifying the environment by modelling the host as a
point mass. This simpliﬁcation reduces the computational complexity required to perform conﬂict detection.
A drawback of the general Minkowski addition is that for each diﬀerent conﬁguration of H a new Ωc region of
the obstacles has to be calculated. In order to reduce these additional calculations we model all the aircraft
in the environment as spheres. This greatly simpliﬁes the Minkowski addition, because every orientation of a
spherical body results in an equivalent conﬁguration, therefore the Minkowski addition has to be determined
only once for the environment. Additionally, calculating the Minkowski addition using spheres is very simple.
If we assume that H and O are both spherical aircraft, the calculated Ωc region is a sphere centred at O with
the radius rΩc = rH+rO, where r denotes the spherical protected zone radius. This favourable characteristic
of a spherical host conﬂict region enables the modelling of the terrain and other obstacles as their original
conﬁgurations with an oﬀset of rH. This greatly simpliﬁes the modelling of both the obstacles and the terrain
as well as reduces the computational complexities required to model them.
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Host (H) Static Obstacle (O)
Free Space
(a) Conﬁguration of host and static obstacle
(blue)
Minkowski Addition
Free Space
(b) Conﬁguration of the environment after
Minkowski Addition, the addition of the host's
conﬁguration to the obstacle's is shown in red
Figure 3.4: Representation of the change in conﬁgurations due to Minkowski addition, adapted from Hachen-
berger [6]
3.2.3 Uncertainty
Uncertainty is a crucial aspect of CD&R. We have already discussed the three methods used in conﬂict
detection to model the predicted trajectories of the aircraft in the environment in Section 2.1.2. Van Daalen
[7] highlights two path planning methods used to cater for uncertainty in the environment by Hsu et al.
[56] and Fulgenzi et al. [57]. The ﬁrst method proposed by Hsu et al. projects the obstacle along its
current trajectory forward in time, while increasing the conﬂict region of the obstacle as the prediction time
increases. Additionally Hsu et al. also continuously re-plans at ﬁxed time intervals. The method proposed
by Hsu et al. corresponds to the worst case propagation technique, making this method prone to false alarms
and unnecessary replanning. Fulgenzi et al. developed a method that models the static environment as
a probabilistic occupancy grid1, while modelling dynamic obstacles using a Gaussian process. The total
probability is determined by summing the probability of conﬂict along each path segment. This method
produces a lower bound on the probability of conﬂict, meaning that it underestimates it, resulting in the
possible generation of potentially unsafe paths.
A method proposed by van Daalen [7], illustrated in Figure 3.5, simpliﬁes the development of the resolution
system by shifting the responsibility of uncertainty management to the conﬂict detection module. By making
use of a probabilistic conﬂict detector we can entirely remove uncertainty from the resolution module. This is
possible because the resolution module is separated from the environment by the detection module. Therefore
the detection module is tasked with managing uncertainty, allowing the application of a general resolution
system to these uncertain environments.
We have simpliﬁed the system described above by assuming a certain environment, due to the fact that the
probabilistic conﬂict detection module is being developed in parallel by Pienaar [16]. The conﬂict resolution
module will make use of the system shown in Figure 3.6. This structure is advantageous because the only
diﬀerence between the certain and uncertain systems are the detection modules. As seen in the ﬁgures the
1An occupancy grid deﬁnes the environment as a lattice of cells, where each cell contains the probability that it is occupied
[58]
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Figure 3.5: Seperation of Resolution module from an uncertain environment by the Detection module, adapted
from van Daalen [7]
conﬂict resolution module makes use of the same inputs and outputs, regardless of the detection module and
environment. This enables the application of the same resolution system to a certain environment, while
uncertain environments can be handled by replacing only the detection module. Therefore the resolution
system used can be tested on a certain environment and should theoretically provide similar results in an
uncertain environment given an eﬀective probabilistic conﬂict detector and a realistic threshold selection.
Environment
Model
Conﬂict
Detection
Module
Path Segment
Conﬂict detected along
path segment (yes / no)
Conﬂict
Resolution
Module
Figure 3.6: Seperation of Resolution module from the environment by the Detection module (No Uncertainty),
adapted from van Daalen [7]
3.3 Holonomic versus Non-Holonomic Vehicles
Holonomic systems are systems that are only kinematically constrained by
f(s1, s2, . . . , sn, t) = 0 (3.6)
while non-holonomic systems are constrained by
f(s1, s2, . . . , sn, s˙1, s˙2, . . . , s˙n, t) = 0, (3.7)
where f denotes a function, si represents the position states and s˙i the velocity states of a vehicle [59].
Systems that do not adhere to either of these constraints are generally grouped under the non-holonomic
category.
A holonomic system is one where the constraints on the system can be reduced to Equation 3.6. This holo-
nomic constraint translates to a constraint on the conﬁguration of the system, deﬁning the states that cannot
be reached [60]. A non-holonomic system cannot be reduced to Equation 3.6, and is thereby constrained by
velocity, but has no constraint on its position states. This means that a non-holonomic system can reach any
conﬁguration or state, but has to conform to a set of velocity constraints in order to reach it. Assume that
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the motion of a vehicle is deﬁned by a certain curve. A holonomic vehicle has no velocity constraints and can
therefore be represented by any curve, while a non-holonomic vehicle can only move along certain curves that
are compatible with the system's velocity constraints [61]. A non-holonomic vehicle can therefore not move
in any arbitrary direction at a given time instant, making the vehicle path-dependent. Path-dependence
implies that the current state of the vehicle is determined by the path taken to reach it. Simply stated a
non-holonomic system contains some states that cannot be instantaneously changed, but could be reached
by a controller through the execution of certain manoeuvres.
3.4 Summary
The development of a conﬂict avoidance system required the modelling of the entire environment, including
all aircraft (host and obstacle) and terrain. The application of an accurate conﬂict detection module requires
an accurate representation of the environment. The applied system makes use of Minkowski addition to
simplify the modelling of the aircraft as well as the environment. Minkowski addition in conjunction with
a spherical conﬂict region assumption allows the conﬂict detection module to model the host aircraft as a
point in space and the terrain and all obstacle aircraft as their conﬂict regions with an oﬀset (see Section
3.2.2 for details). The application of a resolution system that derives diﬀerentially realisable paths requires
an accurate model of the host aircraft. The development of a simpliﬁed aircraft model on which the system
is applied can be seen in Section 3.1.2. The identiﬁcation and selection of a set of maximum constraints are
required to ensure that the paths calculated by the resolution system are indeed ﬂyable. The identiﬁcation
and selection of these constraints are discussed and justiﬁed in Section 3.1.4. This chapter highlights the
methods required to accurately model both the aircraft and terrain to ensure that the paths calculated are
ﬂyable and that the simpliﬁed conﬂict detection module that is applied, functions eﬃciently and accurately.
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Chapter 4
Sampling-Based Algorithms
The aim of this section is to discuss the attributes of the diﬀerent sampling-based path planning algorithms
and to determine which are most appropriate for implementing a conﬂict resolution system for commercial
aircraft in airport environments. Sampling-based algorithms have been applied to a large range of diﬀerent
scenarios, which include solving puzzles, automotive machinery, moving furniture, developing intelligent
computer game characters, artiﬁcial intelligence and motion planning. Each scenario has diﬀerent goals, but
the basic algorithms are similar. The algorithms attempt to create diﬀerent paths to traverse the conﬂict
region by connecting randomly sampled points [62]. Every system has a state, an execution time, a set of
possible actions, an initial and ﬁnal state, a set of criteria and a required plan. These aspects of the system
are described below.
1. The state of the object is its current position, shape and orientation. Changes can be made to certain
states (position, orientation), while others have to remain constant (shape). This is dependent on the
objects in question.
2. The execution time can be deﬁned as the time taken to execute the plan.
3. The possible actions are determined by multiple factors including but not limited to the object's para-
meters, weight and size. Only applicable actions can be used to move it. These have to be adhered to
when determining the path, otherwise it can not be executed.
4. The initial state is the position and orientation of the object at the beginning, while the ﬁnal state is
the desired or goal state that solves the problem.
5. The criteria deﬁne how the object should be moved. It is generally based on either feasibility or
optimality. Feasibility infers that a path is found regardless of its eﬃciency. Optimality attempts to
determine paths that optimise certain performance criteria. This can be the shortest path, fastest path,
least amount of energy used, etc.
6. Finally the plan is how the object will be moved from its initial state to the ﬁnal state, while avoiding
all obstacles.
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A problem can be considered solved if the plan dictates a path that moves the object from the initial state to
the ﬁnal state within the execution time, while adhering to the possible actions and criteria. The generalised
mover's problem [63, 10, 9] is a very basic case of a sampling-based motion planner. It requires a single plan
to traverse the space and is generally not limited by the actions that can be taken. More complex examples
contain dynamic obstacles, uncertainty and dynamic constraints, which limit the available actions that can
be taken.
The sampling-based algorithm's most attractive feature is its fast execution time. This makes it possible to
determine a path in real-time or near real-time. However the algorithms lack of completeness is a negating
factor. Granted if enough samples are used and the convergence rate is high enough, then the algorithm
applied is a viable resolution system. The ﬁeld of sampling-based path planning has yielded numerous
eﬀective algorithms. Of these, the Probabilistic Roadmap (PRM) and Rapidly-exploring Random Trees
(RRT) are amongst the most inﬂuential [10, 62]. These algorithms are explained in depth in Sections 4.5 and
4.6, respectively.
The chapter starts by looking at the diﬀerent concepts required to understand the terminology used with
regard to sampling-based algorithms in Section 4.1. This is followed by a brief explanation of the general
functionality of a sampling-based algorithm in Section 4.2, as well as descriptions of the components required
to implement a sampling-based path planner in Sections 4.3 and 4.4. We conclude the chapter by reviewing
three prominent sampling-based techniques in Sections 4.5, 4.6 and 4.7.
4.1 Concepts and Notation
In order to fully understand the functionality and methodology behind sampling-based algorithms, there are
a few key notational concepts that have to be made clear. Here follows a brief description of these concepts
as well as the notation used in this chapter.
• All path planning and resolution methods discussed here will be applied to a certain host, denoted byH.
This host is an arbitrary vehicle that will have to traverse the space by following the path determined
by a planner.
• The conﬁguration space, described in Section 4.1.1, is the environment in which the path planner has
to determine the path. It is known as the C-space and is denoted by C.
• The state of the host is a representation of all the relevant information regarding the host within the
C-space. For the purposes of high-level path planning, an aircraft can be described by a minimum of
6 states [x, y, z, θ, ψ, φ] (see Section 3.1 for details). The states of the aircraft are deﬁned relative to
the axis describing the C-space of the system. The initial state qinit describes the aircraft state at the
starting point, while the goal state qgoal is the state that the planner aims to reach. These two states
are collectively known as the boundary states.
• All data determined by a sampling-based algorithm has to be stored in some structure. Generally a
type of graph G is used to describe the C-space (see Section 4.1.2). Each graph is made up of a set of
vertices and edges G = (V,E). A subset of the general graph structure is a tree T (see Section 4.1.2
for a description).
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• The set of edges E and vertices V within a graph describe the C-space as a set of states and paths
between them. Each vertex will contain a reachable state, where a single vertex is denoted as v ∈ V .
A single edge, e ∈ E, describes a path between two vertices, where e = (v, v′) is an edge from v to v′.
• A path τ , described in Section 4.1.3, represents all states that make up an edge.
• Sampling-based planning takes random samples of the C-space, see Section 4.3, where the sampled
state is denoted by n. Generally a sampling-based planner has a set maximum sample number nS at
which the algorithm terminates.
• In order to determine a viable resolution path, a method is required to determine if the path is indeed
safe. This is accomplished through Conﬂict Detection (see Sections 2.1.2 and 4.4 for details on diﬀerent
methods of detection).
4.1.1 Conﬁguration Space
Choset et al. state that one major complication that arises when planning a path is to ensure that every
point of the host is conﬂict-free. In order to do this we have to map each point of the entire host [9]. The
conﬁguration space or state space (C) is an answer to this problem. It represents the space that all the
possible transforms or conﬁgurations of the host can exist in, thereby encompassing any state that the host
can reach [10, 9]. This allows the path planner to model the host as a point in the conﬁguration space or
C-space, denoted by H [63]. The simpliﬁcation is achieved through the use of the Minkowski addition (see
Section 3.2.2). In order to successfully model the host, the C-space requires the same number of states as
the host's degrees of freedom. This means that in order to model an aircraft's conﬁguration space we need
C ⊆ R6. This is because there are 6 states required to fully model the three dimensional environment in
which an aircraft exists, namely [x, y, z, θ, ψ, φ] (see Section 3.1).
The aim of all path planning algorithms is to capture the connectivity of the modelled C-space. Any space
can be considered connected if it cannot be represented by the union of two non-empty, disjoint open sets
[63]. An even stricter deﬁnition of connectivity is whether the space is path connected. The C-space can
be considered path connected if any two states can be linked with a continuous path. The path planning
algorithms described here will assume that the modelled C-spaces are both connected and path connected,
and simply refer to both conditions as the connectivity of the space. The path planning algorithms attempt to
capture the connectivity of the space by creating numerous vertices and edges in order to model the C-space
as a graph of path connected states.
4.1.2 Graph Theory
In order for a sampling-based algorithm to capture the connectivity of a space and successfully determine a
viable resolution path, the data describing the C-space has to be stored [8]. The C-space is connected using
multiple sampled states or vertices (V ) connected through edges (E). A graph (G = (V,E)) is a collection
of these vertices and edges [9]. Each vertex in a graph typically refers to a speciﬁc state in the C-space that
the host can reach. These states represent all the information required to model the host in the C-space (see
36
Stellenbosch University  https://scholar.sun.ac.za
Section 4.1.1). For an aircraft all 6 of its states are stored. The edges of a graph denote the relationship
between certain vertices. This relationship can be deﬁned in diﬀerent ways. Generally, in motion planning,
this metric is deﬁned as a viable path τ , described in Section 4.1.3. The deﬁnition of the edges determines
whether a graph is directed or undirected. If the path described by an edge is directed from one vertex to
another then the graph is directed. If no direction is speciﬁed then the graph becomes undirected. Figure
4.1 depicts a general undirected graph containing vertices and edges.
G = (V,E)
v
e
Figure 4.1: Basic undirected graph G = (V,E).
The connectivity of a graph is determined by the relationship between the vertices and the edges. A graph is
considered connected if all the vertices can be linked through some path τ , described in Section 4.1.3. This
means that each vertex in the graph is linked to some other vertex through an edge [8].
4.1.2.1 Tree Structure
In certain path planning problems we require the use of a speciﬁcally structured graph. One of these types of
graphs is a tree T , where T ⊂ G. A tree structure is a special graph that contains no cycles (seen in Section
4.1.3) and is connected. This means that any two vertices of T are linked by a unique path, as seen in Figure
4.2 [8]. Certain tree structures, known as rooted trees, contain a root from which the tree stems. Generally,
in path planning, rooted trees are used, where the root denotes the initial or goal state.
r
e
T = (V,E)
v
Figure 4.2: Basic undirected tree T stemming from root r, adapted from Diestel [8]
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4.1.3 Path
One key aspect required to implement a successful path planner is the ability to determine whether a connec-
ted path exists between two points in space. What this means is that the planner is connecting two points
in the conﬁguration space using a continuous path [10]. Figure 4.3 shows a typical path from vertex v to v′
determined within a graph structure. Note that a graph is an abstract representation of the search space
meaning there is no connection between an edge in a graph and the path represented by that edge; the edge
simply shows that the two vertices are or can be connected.
Let the conﬁguration space be represented by C ⊆ R, where a path is deﬁned as τ : [0, 1] → C. This path
deﬁnes a function, where each point along the path is denoted by s ∈ [0, 1]. Therefore τ(s) represents each
point along the path. A completed path from the initial state to the goal state (qinit to qgoal) would imply
that τ(0) = qinit and τ(1) = qgoal, given that no cycles occur [63, 10]. A cycle is where the same vertex is
visited more than once during a path [8]. This is an undesirable path trait with regard to motion planning
and should be avoided.
G = (V,E)
v
e
v′
(a) Path identiﬁed in graph G = (V,E)
τ(E)
v
e
v′
(b) Extracted Path τ(E)
Figure 4.3: Extracted path τ from graph G, adapted from Diestel [8]
The practical application of the path determined by the sampling-based algorithm is generally implemented
as a set of manoeuvres. This application is controlled by a Local Planning Method (LPM) (see Section 5.6
for more details). The edges shown in Figure 4.3b may not result in practically viable paths and generally
complex LPM functions are used to ensure that the diﬀerential constraints of the host are adhered to.
4.2 Overview of Sampling-Based Planning Algorithm
The aim of a sampling-based algorithm is to model the connectivity of the C-space accurately and eﬀectively.
Sampling-based algorithms therefore attempt to replicate this characteristic through the use of graphs and
diﬀerent sampling methods. Sampling-based path planning makes use of diﬀerent sampling methods to
populate these search graphs G(V,E). The diﬀerent methods of sampling the space, as well as modelling the
sampling region, are discussed in Section 4.3. The composition of the search graph is determined by how
the edges and vertices are linked together. There are two main data storage graph structures used in path
planning; these are: (1) graph and (2) tree structures (see Section 4.1.2). The functioning of a general basic
sampling-based algorithm is described below.
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1. Initialisation: during this phase a search graph G(V,E) is created and populated with the boundary
states. The set of edges is initialised with an empty set (E = ∅) and the set of vertices is set to the
initial or starting state (V = qinit).
2. The Graph Population phase is where the path planner uses some form of sampling strategy to populate
the vertices of the graph. V = ni given that i ∈ [0, nS ], where ni is the i'th sample and nS is the
predeﬁned total number of samples desired. All the vertices are connected by edges.
3. Graph Searching is used to determine the shortest path from the initial to the ﬁnal state. The diﬀerent
methods of searching through the graph are discussed in Appendix A.
4. When the shortest path has been determined it is checked for conﬂict using a conﬂict detection module,
described in Sections 2.1.2 and 4.4.
5. If a conﬂict-free path has been found it is returned as the planned path of the system; if not, the
algorithm returns to Step 2.
The diﬀerent methods of sampling-based resolution are distinguished by how each of the steps above is ex-
ecuted. Each alternative execution method has diﬀerent beneﬁts, but most general sampling-based algorithms
follow the steps described above.
4.3 Sampling Strategy
The overall performance of all sampling-based planners are strongly linked to how eﬀectively the connectivity
of the C-space can be captured. Ideally we aim to sample each state of the C-space. In order to achieve
this the C-space has to be modelled as a set of ﬁnite sampled states. A complication arises here because all
C-spaces are uncountably inﬁnite, therefore it is practically impossible to capture every state [10].
A prerequisite for path planning is that the sampler produces samples that are dense with a probability
of one. A set U can be considered dense in Q, if the closure of U equals Q (cl(U) =U). This practically
implies that if we look at a random non-zero sized section of the C-space, then as the number of samples
tend towards inﬁnity the probability that a sample falls within this section tends towards one. There always
exists a trade-oﬀ between eﬀectively capturing the connectivity of the space and computational complexity.
When dealing with a cluttered environment a higher number of samples is generally required to successfully
capture its connectivity. Therefore it becomes especially important to determine the optimal number of
samples required to ensure that a viable graph is constructed with minimal computation. There are many
diﬀerent sampling techniques that adhere to this requirement, explained by LaValle [10] and Choset et al.
[9]. Of the numerous sampling techniques the most general method is uniform sampling, additionally it is
generally required as part of the probabilistic completeness proof.
4.3.1 Uniform Random Sampling
A sampling strategy can be categorised as uniform when the probability density function (PDF) of the
samples over the C-space is uniform [10]. Uniform sampling methods are dense with a probability of one.
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This attribute makes them viable as a sampling strategy for path planning. Uniform sampling is one of
the simpler methods of sampling with regard to implementation. Theoretically a malicious obstacle that
attempts to ensure a conﬂict can not beat a planner that is applying this random sampling method [9].
When applied to complex environments it has been noted that the computation time of uniform samplers
tend to vary dramatically and when the sampler has to ﬁnd a narrow passage it tends to fail. Regardless of
these disadvantages, in most practical cases with high degrees of freedom, uniform sampling strategies work
eﬀectively [9]. Additionally the narrow passage problem will not, for all practical purposes, aﬀect aircraft
applications.
4.3.2 Sampling in Time
Sampled states generally contain all the information required to model the host in the C-space (see Section
4.1.1). It can be advantageous to not only sample the host's potential states, but also a random arrival time
at which the host will reach this state. This means that the host will have to adjust its speed based on
the sampled vertices' arrival times. The viability of the arrival times can be checked to ensure that they are
dynamically reachable. Sampling in time increases the dimension of the C-space, but vastly simpliﬁes conﬂict
detection within dynamic environments.
4.4 Conﬂict Detector
Ensuring that the states sampled are free of conﬂict is of paramount importance, especially in a CD&R system.
We achieve this through the use of a conﬂict detection module. Generally the majority of the computation
time of a CD&R system is spent detecting conﬂicts [64]. This section describes the basic aspects of a conﬂict
detector, but for all theoretical purposes we model it as a black box [10]. There are many diﬀerent methods
of conﬂict detection, Section 2.1.2 gives an overview of the general diﬀerences between detection modules and
methods of state propagation. The aim of the conﬂict detector is to predict whether a conﬂict will occur in
the future [18].
Conﬂict detection in a static environment is generally a simple task in comparison to dynamic environments.
In a static environment time is not a factor when detecting conﬂict, since all potential conﬂict's locations are
constant, whereas in a dynamic environment, due to moving obstacles, time plays an important role in the
detection process. In order to accurately determine whether a path is indeed conﬂict-free, the arrival time
and ﬂight time of each vertex and edge are required. Either this has to be calculated based on velocities
and acceleration or through sampling in time. When sampling in time a vertex can be tested for conﬂict
before a path has been determined from the initial state. This helps when attempting to create a conﬂict-
free search graph before searching for a path. Diﬀerent conﬂict detection algorithms have been determined
that range from the purely theoretical, computationally complex methods to practical, performance based
systems. Kuchar and Yang reviewed numerous methods of conﬂict detection [2, 18].
Generally the resolution and detection modules or systems are developed separately and can be integrated
once completed. The method of conﬂict detection does not aﬀect the resolution module due to the system
structure described in Section 3.2.3, therefore diﬀerent conﬂict detection strategies can be applied to the
same resolution system.
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4.5 Probabilistic Roadmap
The term Probabilistic Roadmap (PRM) was ﬁrst coined in 1996, by Kavraki et al. in their paper Probab-
ilistic Roadmaps for Path Planning in High-Dimensional Conﬁguration Spaces [40]. This method of path
planning stemmed from the research of Overmars in 1992 [65]. Since then, extensive research has been done
on the topic [66, 67, 68, 69]. The basic PRM algorithm explained in this section is derived from the algorithm
described by Kavraki et al. [40] and Latombe [63], which has been proven to be probabilistically complete.
This path planner is feasible in high-dimensional problems and can work eﬃciently for up to 12 degrees of
freedom.
4.5.1 Basic Algorithm
The PRM planner divides the path planning problem into two separate phases: the learning phase and the
query phase. During the learning phase the algorithm creates a randomly generated roadmap, then the query
phase adds the initial and ﬁnal states (qinit, qfinal) and determines the path to goal. The roadmap generated
in the learning phase is represented by an undirected graph G, as in Section 4.1.2. This graph is made up of
vertices and edges G = (V,E).
Learning Phase
The learning phase, described in Algorithm 1, determines the search graph or roadmap by randomly sampling
vertices within the predeﬁned sampling space (C-space). The sampling process continues to sample random
vertices until the desired number of conﬂict-free vertices (nS) have been added to the graph. Note that in a
dynamic environment only vertices that have been sampled in time can be checked for conﬂict.
Once this is complete the algorithm generally makes use of a k-nearest neighbour search to determine which
vertices are connected, where k is the maximum number of edges connected to each vertex. The nearest
neighbour search can deﬁne a nearest neighbour using any measurement metric; generally Euclidean distance
is used [70]. Each vertex is connected to its k-nearest neighbours Kn through paths determined by a local
planner (LPM) and, if conﬂict-free, is stored as an edge. Once all the edges of each vertex have been added
to the graph, the construction of the roadmap is complete. The aim of the roadmap is to successfully capture
the connectivity of the C-space. If the initial roadmap fails to achieve this, adaptations can be made to it
[9]. One example is adding extra vertices if a path can not be found.
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Algorithm 1 PRM - Learning Phase, adapted from Choset et al.[9]
1: V ← ∅
2: E ← ∅
3: while |V | < nS do
4: repeat
5: n← randomly sampled state in C
6: until n is conﬂict-free
7: V ← V ∪ n
8: for every n ∈ V do
9: Kn ← k-nearest neighbours of n, where Kn ⊂ V
10: for every kn ∈ Kn do
11: if (kn, n) /∈ E and τ(kn, n) 6= ∅ and τ(kn, n) is conﬂict-free then
12: E ← E ∪ (kn, n)
Algorithm 1 contains a few functions that may appear unclear to the reader. For clarity please refer to
Sections 4.3 and 5.5 on sampling strategies for a description of line 5. The methods used for determining a
conﬂict, described in line 6 and 11, are discussed in Section 4.3 and the LPM function discussed in Section
5.6 describes the calculation of the path τ in Line 11.
Query Phase
Once the learning phase is complete, we have a successfully populated roadmap that captures the connectivity
of the C-space [9]. Now during the query phase, depicted in Algorithm 2, the focus of the algorithm shifts
to determining a viable path from the initial state to the goal state. Before this can be accomplished, these
two boundary states have to be added to the roadmap. The conﬂict-free edges of the states are determined
using the k-nearest neighbour search, and a local planner to ﬁnd their corresponding paths. All that remains
is determining the optimal safe path, by making use of any of the search algorithms described in Appendix
A. If a successful path has been determined, the path P is returned as the conﬂict resolution path.
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Algorithm 2 PRM - Query Phase, adapted from Choset et al.[9]
Input
qinit → the initial state
qgoal → the goal or ﬁnal state desired
1: V ← V ∪ {qinit} ∪ {qgoal}
2: Kqinit ← k-nearest neighbours of qinit, where Kqinit ⊂ V
3: Kqgoal ← k-nearest neighbours of qgoal, where Kqgoal ⊂ V
4: for every q′ ∈ Kqinit do
5: if (qinit, q
′) /∈ E and τ(qinit, q′) 6= ∅ and τ(qinit, q′) is conﬂict-free then
6: E ← E ∪ {(qinit, q′)}
7: for every q′ ∈ Kqgoal do
8: if (qgoal, q
′) /∈ E and τ(qgoal, q′) 6= ∅ and τ(qinit, q′) is conﬂict-free then
9: E ← E ∪ {(qgoal, q′)}
10: P ← shortest path from qinit to qgoal
11: if P 6= ∅ then
12: return P
13: else
14: return failure
4.5.2 Discussion of the Basic PRM
Generally the Learning phase of the basic PRM described above is computed oﬀ-line, meaning that the
roadmap is created before the host starts moving. Then when a collision is predicted the query phase adds
the host's current position as the initial state and attempts to determine a safe path to the goal. This implies
that generally one roadmap is determined, but multiple queries can be made, from diﬀerent locations within
the C-space. This is commonly know as a multi-query planner [9]. This form of path planning is eﬀective
when dealing with a static environment. Complications can arise when applying the basic PRM algorithm
to dynamically constrained hosts in complex dynamic environments. Some of these complications are listed
below.
1. Once the environment becomes dynamic, certain complications arise. One method of adapting the PRM
is to compute each phase on-line, assuming that the algorithm is fast enough to model each instance
in time as a static environment. This means that the algorithm runs as if, during each instant, the
environment is static. This makes it possible to determine a path dynamically and create the roadmap
if the environment changes.
2. Another factor that hinders the basic algorithm is that if sampling in time becomes impractical or
ineﬃcient and is removed, determining conﬂicts, on-line or during edge computation (Algorithm 1, line
10 and Algorithm 2, lines 5 and 8), becomes computationally intractable for dynamic environments.
Each edge that connects to a vertex can result in a diﬀerent arrival time (measured from qinit), this
means that all possible arrival times have to be stored for each vertex.
A graphical representation of the problem can be seen in Figure 4.4. Each possible path (in red) results
in diﬀerent arrival times (t) for vertex one (v1). Therefore, in order to determine whether a conﬂict will
occur at vertex v1, each time instance, t1 to t6, will have to be checked for conﬂict. As the number of
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qinit v1(t1) v1(t2) v1(t3)
v1(t4) v1(t5) v1(t6)qinit qinit qinit
qinitqinit
Figure 4.4: Multiple Arrival Times, due to not sampling in time.
vertices increases so does the number of potential arrival times at each vertex, thereby increasing the
complexity of the algorithm.
3. Finally the graph structure of the PRM is impractical when attempting to determine a path for a
host with diﬀerential constraints. Each edge that connects to a vertex and stems from it will aﬀect
whether the path is dynamically viable. This means that not all the paths that stem from a vertex
will be dynamically reachable from the previous vertices. Figure 4.5 shows how, for a host that cannot
v v v
Figure 4.5: The diﬀerent dynamically realisable edges (red) from vertex v based on the selected entry edge.
make sharp turns, only certain paths (in red) are viable at vertex v when entering from diﬀerent edges.
Implementing a graph structure on a host with diﬀerential constraints will require the algorithm to
store all viable edge pairs at each vertex, making it computationally expensive to store and compute
viable paths for dense roadmaps (roadmaps that contain numerous edge pairs for each vertex). This
attribute makes it an impractical solution for non-holonomic systems (see Section 3.3) [64].
Furthermore, diﬀerent routes taken to the same vertex will mean the uncertainty about the vehicle
location at that vertex may be diﬀerent, which means that the probability of conﬂict for a section of
the path may be diﬀerent based on the route taken to that section of the path. This is true for both
static and dynamic environments, therefore a graph structure is not appropriate for motion planning
in dynamic or uncertain environment.
4.6 Rapidly Exploring Random Tree
The RRT algorithm, ﬁrst described by LaValle [64], is a single query path planner that can be used to
traverse a space between a predeﬁned initial and goal state (qinit, qgoal) [9]. The planner was initially created
to function as a kinodynamic planner. This form of path planner attempts to determine a path that not only
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traverses the C-space, but also adheres to the global obstacle constraints and local diﬀerential constraints of
the host [71, 64]. The planners discussed to this point (Force ﬁeld and PRM) are generally only viable for
holonomic hosts (see Section 3.3). The RRT algorithm proposed here is capable of determining viable paths
for non-holonomic hosts (see Section 3.3).
The main attribute of the RRT that makes this possible is the use of a tree structure when determining
a path. The tree structure is advantageous because each vertex only stems from one edge. This makes it
simple to apply diﬀerential constraints to a path. See Section 4.5.2 for the complications that can arise from
general graphs in this regard. Another aspect that is favourable is that each node contains only one path to it
from the root, therefore sampling in time is not required when attempting to determine conﬂict in a dynamic
environment. The RRT algorithm described below proposes a non-holonomic path planner that explores
the C-space quickly and can eﬀectively be applied to systems with high degrees of freedom and complicated
dynamics [71]. Finally it has been proven to be probabilistically complete [64]. These attributes make it a
viable option as a conﬂict resolution algorithm. The basic functionality of the algorithm is described in the
sections below.
4.6.1 Basic Algorithm
The basic RRT algorithm attempts to capture the connectivity of the C-space. It generally stems from a
root placed at qinit. More complex algorithms build multiple trees, stemming from diﬀerent locations in the
C-space, as seen in Section 4.6.2. Commonly one root of the tree is placed at qinit and the other at qgoal. This
means that the tree can be extended or grown towards the centre and joined to create a safe path from initial
to goal state. The basic RRT algorithm can be described using three sub-algorithms: Build, Extend and
Connect. The Build algorithm creates the tree, while the Connect algorithm is used to attempt a connection
to qgoal.
Build Phase
The build phase of the RRT algorithm, described in Algorithm 3, creates a randomly generated tree. This
is accomplished by randomly sampling the C-space and making use of the Extend Algorithm to add these
vertices to the tree.
Algorithm 3 RRT - Build Phase, adapted from LaValle and Choset et al.[71, 9]
Input
qinit → the intial state and root of the tree
1: V ← qinit
2: E ← ∅
3: T = (V,E)
4:
5: while |V | ≤ nS do
6: n← randomly sampled state in C
7: [v′, T ]← extendRRT(T, n)
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The algorithm starts by initialising an empty tree structure T (V,E) and assigning the root of the tree to
qinit [9, 72]. Then random states are sampled within the C-space, using the desired sampling strategy (see
Section 4.3). Once a new state n is sampled, the algorithm adds it to the tree. This is accomplished by the
Extend algorithm, depicted in Algorithm 4 and graphically in Figure 4.6.
Extend Phase
r
E
T = (V,E)
V
n
v′
vnnStep Size
Figure 4.6: Extend RRT algorithm adds vertex v′ to the tree, adapted from Choset et al. [9].
The extend algorithm adds vertices to the tree by attempting to move a predeﬁned step size from the nearest
neighbour towards the sampled state. If this is dynamically realisable and conﬂict-free, this new vertex v′
is added to the tree. In order to ensure that the new samples are dynamically realisable a steer function
(LPM) can be used, in Line 2 Algorithm 4, ensuring that the path from vnn to v′ is reachable (Section 5.6
details the functioning of an LPM that can be implemented, although numerous others exist). This process
continues until the tree is populated by the desired number of samples nS .
Algorithm 4 RRT - Extend Phase, adapted from LaValle and Choset et al.[71, 9]
Input
T (V,E)→ a tree structure populated with vertices and edges
v′ → the vertex to be added to the tree
1: vnn ← nearest neighbour to n, where vnn ∈ V
2: v′ ← the state a step-size from vnn, towards the random sample n
3:
4: if (vnn, v
′) /∈ E and τ(vnn, v′) 6= ∅ and τ(vnn, v′) is conﬂict-free then
5: V ← V ∪ v′
6: E ← E ∪ (vnn, v′)
7: T = (V,E)
8: return [v′, T ]
9:
10: return [∅, T ]
Due to the tree structure used by the RRT conﬂict detection can be executed while populating the tree.
The conﬂict detection can be implemented even in dynamic environments, regardless of whether sampling in
time is used. This is because each vertex in the tree has a individual unique path from the initial state or
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root, resulting in a single time to each vertex which can be calculated immediately once the vertex has been
added to the tree, assuming that the speed of the vehicle remains constant along the path. This individual
path characteristic of the tree structure further simpliﬁes the application of the algorithm to dynamically
constrained hosts. These attributes are an attractive feature of the RRT, especially with regard to dynamic,
diﬀerentially constrained path planning environments.
Connect Phase
Once a successful tree has been generated by the Build algorithm, a method is required to connect this tree to
the goal state (qgoal) or goal region. The Connect algorithm uses the tree and attempts to link it to the goal.
This is accomplished by repeatedly stepping the tree towards the goal state, through the use of the extend
algorithm. The extend algorithm receives the complete tree T and the qgoal and it returns a vertex in the
direction of the goal. This process is continued until the extend algorithm either reaches qgoal or it returns a
failure. Failure can either be attributed to diﬀerential constraints or a predicted conﬂict. If a successful path
is found then a search algorithm is used to extract the entire path (qinit to qgoal) from the tree.
Algorithm 5 RRT - Connect Phase, adapted from LaValle and Choset et al.[71, 9]
Input
qgoal → the goal or ﬁnal state desired
1: repeat
2: [v′, T ]← extendRRT(T, qgoal)
3: until v′ ∈ qgoal || v′ == ∅
4:
5: if v′ ∈ qgoal then
6: return Success
7: else
8: return Failure
4.6.2 Multiple Trees
The single tree generation method described in Section 4.6.1 can be ineﬀective when a single goal state
is desired. Alternatively multiple trees can be generated and rooted at signiﬁcant vertices to reduce the
computation time. One such example is a bidirectional planning algorithm [71, 10]. This method grows
two RRTs, one rooted at qinit and the other at qgoal. Both trees are grown independently and towards each
other. Vertices are continuously added to both trees until a common vertex has been found. A common
vertex is deﬁned when (vi, vg) ≤ , where vi and vg are vertices from the trees stemming from qinit and qgoal
respectively, given that  is some small positive value [71]. A merge algorithm is used once a common vertex
has been identiﬁed (see LaValle for more details on merge algorithms [10]). The algorithm merges the two
trees at the common vertex and the ﬁnal path can be extracted from the merged tree. Certain complications
can arise when applying the bidirectional algorithm to dynamic, diﬀerentially constrained environments. Two
of these problems are discussed below.
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1. In a dynamic environment the generation of the initial tree (rooted at qinit) functions exactly the same
as in the basic RRT example, but some fundamental complications can arise when creating the goal
tree (rooted at qgoal). When populating the goal tree no conﬂict detection can be implemented, unless
sampling in time is used. This is because there is no way to determine the time at which the host will
reach any sample in the goal tree. This makes it an applicable method for dynamic environments only
if sampling in time is implemented.
2. One favourable characteristic of the basic RRT algorithm is that it can be implemented for non-
holonomic hosts, while multiple RRTs generally exhibit a discontinuity at the point of merger [71].
If this discontinuity can not be resolved by the host's LPM, it could pose a problem. An alternative
technique is to translate the goal tree, placing vg on vi and thereby removing the discontinuity. However,
this causes additional computation as the goal tree has to be rechecked for conﬂict, since all the vertices
and edges have been shifted. This problem shows that bidirectional trees are not appropriate when
dealing with uncertain environments.
4.6.3 Discussion of the Basic RRT
The basic RRT does not require the adaptation that the basic PRM required when applying it to a dynamic
environment. This is because the RRT already requires the regeneration of the entire tree when a new root is
selected. General RRT algorithms used for path planning or resolution problems do not make use of a ﬁnal
goal state, but instead a goal region. Pharpatara et al. made use of the technique in their paper Sampling-
based path planning: a new tool for missile guidance [73], using a desired goal region and trajectory instead
of a single state. This attribute has advantages and disadvantages with regard to conﬂict resolution. A goal
region can reduce the computation time dramatically, since the completion criteria are not as strict as a
single state. Alternatively, when applying resolution within an airport environment, declaring a large goal
region could be problematic, due to the restricted airspace. Finally it can become diﬃcult to ensure that the
entire goal region is conﬂict-free. When developing the basic RRT algorithm there arise certain metrics and
functions that can have large eﬀects on the execution and computational eﬃciency of the algorithm. Some
of these are listed below.
1. An unfortunate feature of the general RRT algorithm is that it will never strive towards an optimal
solution. Karman and Frazzoli state that as the number of samples tends towards inﬁnity, the paths
determined by the RRT algorithm, under reasonable technical assumptions, do not tend towards an
optimal solution [62].
2. When the RRT algorithm determines a nearest neighbour it selects the desired vertex according to a
predeﬁned metric. LaValle and Kuﬀner found that the performance of this selected metric had a large
eﬀect on the algorithmic computation time [71]. They also concluded that the process of determining
the ideal metric was just as complicated as solving the entire path planning problem. Having the
algorithm's performance so dependent on a single metric selection can pose a problem, since a conﬂict
resolution system has to be robust for multiple unique scenarios.
3. Computation time is of paramount importance and in order to determine whether the RRT algorithm
can be implemented in a practical situation, all potential bottlenecks have to be identiﬁed. The nearest
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neighbour search is one such bottleneck [71]. Other computationally expensive or ineﬃcient character-
istics identiﬁed are: data structures used, nearest neighbour metric and the eﬀect of diﬀerent C-spaces.
In order to ensure eﬀective and eﬃcient path generation, the RRT algorithm must be adapted for the
proposed application.
4. Finally the selection of the step size (maximum edge length) aﬀects the exploration of the C-space as
well as the number of samples. The selection of this parameter, in high-dimensional scenarios, results
in large trade-oﬀs between the two [9]. By selecting a large step size, fewer samples are required, but
the exploration resolution is low resulting in the possible omission of important regions in the C-space.
Dynamically adapted step sizes can be used to apply the same algorithm to multiple scenarios. One
method is to base the step size on a function of the euclidean distance between qinit and qgoal [9].
Another method is to remove the step size entirely and connect the sampled vertex directly to the tree
[10].
The RRT algorithm is an eﬃcient and fast sampling-based technique that can be applied to a resolution
problem [71]. Its eﬀective implementation on a non-holonomic, dynamically constrained host is crucial, with
regard to aircraft applications. The basic RRT algorithm has an exponential decay of the probability of
failure. This implies that the algorithm converges on a solution (if one exists) at an exponential rate, as the
number of samples increases [62]. Finally it allows for conﬂict detection while creating the graph, without
sampling in time, saving computation time and reducing complexity.
4.7 Incremental Sampling Algorithms
Incremental sampling is an adaptation of the general sampling methods described in Section 4.2. The
diﬀerence occurs at steps 2 and 3. Basic sampling methods ﬁrst populate a graph and then search through
it for a viable path, while incremental sampling creates and searches through the graph at the same time
(see Algorithm 6). This is accomplished by continuously sampling a state (n) and adding it to the tree until
a path is found to the goal state or some termination criterion is adhered to. Therefore, while the tree is
growing, checks are being done to determine if the goal state or region has been reached.
Incremental sampling is a single query search, meaning that for each new initial and goal state (qinit, qgoal) a
new search tree has to be populated [10]. Multiple query searchers require an oﬀ-line predetermined search
tree (see Section 4.5.2). The PRM algorithm in Section 4.5 is an example of a multi-query search and cannot
be implemented as an incremental sampler. The RRT algorithm presented in Section 4.6 can, however,
be applied as a incremental path planner and consequently is considered to be a method of incremental
sampling [10]. The algorithm creates an undirected search graph to capture the connectivity of the C-space.
Implementation as a non-holonomic path planner requires the application of an action space that ensures
that the diﬀerential constraints of the host are adhered to (see Section 5.6.1) [10].
There are many diﬀerent methods of incremental sampling; some of these are listed below. Each is an
adaptation of the basic incremental sampling method depicted in Algorithm 6.
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Algorithm 6 Incremental Sampling, adapted from LaValle [71]
Input
qinit → the root of the tree
qgoal → the goal or ﬁnal state desired
1: V ← qinit
2: E ← ∅
3: repeat
4: n← randomly sampled state in C
5: vcur ← select a vertex |vcur ∈ V
6: if n /∈ V and (vcur, n) /∈ E and τ(n, vcur) 6= ∅ and τ(n, vcur) is conﬂict-free then
7: V ← n ∪ V
8: E ← (vcur, n) ∪ E
9: until (qinit, qgoal) ⊂ E . qgoal can be a region in C
4.7.1 Randomised Potential Field
The randomised potential ﬁeld method [63] is a hybrid between the basic Force Field methods proposed in
Section 2.3.1 and random sampling. It makes use of the potential ﬁeld functionality of the Force Field methods
by deﬁning attractive and repulsive terms based on some desired metric (generally Euclidean distance).
The deﬁnition of these terms requires many ﬁnely tuned, scenario dependent heuristics that impact the
eﬀectiveness of the planner. This is used to solve the path planning problem. In order to avoid the local
minima problem that is prevalent in many Force Field algorithms, an additional random walk functionality
is added to the planner. When the algorithm determines that it could be tending towards a local minima
it makes use of a random walk to escape. This random walk is determined by using general sampling-
based techniques to generate random escape paths. The algorithm is described in depth by LaValle [10]
and Latombe [63]. This method has been shown to be very eﬀective with excellent results with up to 31
degrees of freedom. Unfortunately the planner is highly dependent on the selection of accurate heuristics.
These speciﬁc scenario heuristics make it impractical to apply the method as a robust scenario-independent
resolution system.
4.7.2 Ariadne's Clew Algorithm
This algorithm attempts to grow the search tree by biasing the new samples to explore as much new space
as possible [10]. It aims to determine a viable path while also collecting as much information as possible
about the C-space [74]. This method focuses on investigating the entire C-space by investing time in global
exploration. The main disadvantage of this algorithm is that it is very diﬃcult to optimise the sampling
method. Genetic algorithms have been applied, but generally these methods are avoided for path planning
problems due to their dependence on scenario speciﬁc parameter tuning [10].
4.7.3 Expansive-Space Planner
This planner is similar to the Ariadne's Clew algorithm described above. It also biases its samples to
promote the exploration of the C-space and attempts to capture the global connectivity of the environment.
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Additionally, however, the algorithm makes use of a bidirectional search method to improve the planner's
eﬃciency [10]. Vertices are selected (vcur) (see line 5 of Algorithm 6) with a probability that is inversely
proportional to the number of vertices surrounding it within a predeﬁned radius. Therefore the algorithm
biases its growth towards areas that are less populated. This planner solves multiple problems by using this
relatively simple sampling criterion [10, 75]. The deﬁnition of the search radius determines the resolution
of the search algorithm and its performance tends to degrade when searching through a long labyrinth.
Finally the algorithm requires extensive, problem speciﬁc parameter tuning, making it impractical to apply
to scenario-independent path planning [10].
4.7.4 Random Walk Planner
The random walk planner essentially functions as the second section of the randomised potential ﬁeld planner.
It makes use of entirely random walks to determine a search graph that captures the connectivity of the space.
Parameter tuning is avoided by adjusting the sampling directions and radius after each iteration, based on the
number of previously sampled states [10]. Each newly sampled state is connected to the previously sampled
state, if dynamically possible. The primary downfall for the algorithm is its inability to eﬀectively determine
a path down a long passage. Additionally the paths generated require post-processing in order to smooth out
unevenness that can occur along it [76]. Generally the algorithm is used in conjunction with other methods
of path planning as seen with the random potential ﬁeld method [10].
4.7.5 RRT∗
The RRT∗ developed by Karaman and Frazzoli is an incremental sampling-based adaptation of the RRT
algorithm proposed in Section 4.6 [62]. The proposed algorithm inherits the probabilistic completeness and
exponential decay of probability of failure from the RRT. Additionally the adaptations made ensure that
the paths determined now are asymptotically optimal. The RRT and RRT∗ have the same Build phase
(see Algorithm 3) they only diﬀer with respect to the Extend phases. The RRT∗ adapts its extend phase
to ensure asymptotic optimality. This is accomplished by attempting to connect a new vertex to all states
within a predeﬁned radius, selecting the optimal connection, instead of a single connection (as with the RRT).
Additionally the algorithm remaps the edges of all the nearest vertices to the newly added vertex based on
their costs.
The extend phase (see Algorithm 7) starts by determining the nearest vertex (vnn) to the newly sampled
state (n) and stepping towards it based on the predeﬁned step size. The algorithm then tests all the vertices
within a certain range and determines the one that contains the minimum cost, from the initial state qinit.
This cost is determined using the function C(v), which determines the cost of the unique path from qinit to
v. The new vertex is then linked via an edge to the lowest costing vertex (see Figure 4.7a). If this is not
possible the next lowest costing vertex is linked, until a connection is made or all the vertices in the range
have been tested.
The basic RRT method undergoes further adaptations during the second section of the Extend algorithm
where the graph is reshaped to ensure that all connections in the tree are optimal. The reshaping of the tree
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Algorithm 7 RRT∗ - Extend Phase, adapted from Karman and Frazzoli [62]
Input
T (V,E)→ a tree structure populated with vertices and edges
n→ the vertex to be added to the tree
1: vnn ← nearest neighbour to n, where vnn ∈ V
2: v′ ← the state a step size from vnn, towards the random sample n
3: if τ(vnn, v
′) is conﬂict-free then
4: V ← V ∪ v′
5: vmin ← vnn
6: Vnear ← nearest vertices within a predeﬁned range of V ′ | Vnear ⊂ V
7: for each vnear ∈ Vnear do
8: if τ(vnear, v
′) is conﬂict-free then
9: c← C(vnear) + c(τ(vnear, v′))
10: if c < C(vmin) + c(τ(vmin, v
′)) then
11: vmin ← vnear
12: E ← E ∪ (vmin, v′)
13: for each vnear ∈ (Vnear \ vmin) do . This implies that vnear is an element of Vnear excluding vmin
14: if τ(v′, vnear) is conﬂict-free and C(vnear) > C(v′) + c(τ(v′, vnear)) then
15: vstem ← the vertex in V that connects to vnear
16: E ← E \ (vstem, vnear)
17: E ← E ∪ (v′, vnear)
18: T = (V,E)
19:
20: return [∅, T ]
is accomplished by ﬁrst determining the current cost of all the vertices within range of the v′ represented
by: C(vnear) | vnear ∈ Vnear, where Vnear is a set of all the vertices within the range of v′. This is shown
graphically as the blue path in Figure 4.7b. Then these costs are compared to the cost from qinit via v′ to
vnear (see the red path in Figure 4.7c) described by: C(v′) + C(τ(v′, vnear)), where τ denotes a path and
C(τ(e)) is the cost of the path described by the edge e. If the new cost is less, then the edge to vnear is
remapped via v′.
A graphical representation of this reshaping process is shown in Figure 4.7. The process starts once a ﬁnal
path to v′, the red path in Figure 4.7a, has been determined. Then all the paths in range, the grey circles,
are identiﬁed as part of Vnear. The paths to each vertex in Vnear are identiﬁed; the blue path in Figure 4.7b
represents one such path. Finally the cost of the blue path is compared to the red path in Figure 4.7c and
the tree is remapped according to the lowest costing path.
4.7.6 Discussion of Incremental Sampling
The development of incremental sampling techniques stemmed from the desire to create a probabilistically
complete, single query, real-time path planner [62]. Of the algorithms described above the, RRT and RRT∗
can be considered as the most desirable with regard to this aim. Diﬀerent incremental sampling approaches
can have many favourable characteristics, some of which are described below.
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Figure 4.7: Reshaping process of the RRT∗, where all paths within range (the grey circle) are tested and the
best costing paths are identiﬁed and remapped
1. The generation of dynamically viable paths. Incremental sampling methods can be implemented using
a tree structure, which makes them applicable to non-holonomic hosts. Additionally the tree structure
simpliﬁes conﬂict detection, without sampling in time, due the generation of unique paths to each
vertex.
2. On-line implementation of some methods is possible due to their computational eﬃciency, allowing
for real or near real-time execution. This makes the systems capable of handling static and dynamic
environments.
3. Some incremental sampling algorithms, like the RRT∗, have been proven to be asymptotically optimal
[62]. This is a very attractive attribute, especially with regard to path planning and conﬂict resolution.
It implies that the resolution paths found will strive towards an optimal solution.
An incremental sampling approach is a fast and eﬀective adaptation of the general sampling methods that
possess many favourable attributes with regard to conﬂict resolution and path planning. This makes them
an attractive selection for a potential conﬂict resolution system.
4.8 Summary
Sampling-based path planning techniques show numerous desirable characteristics when applied as conﬂict
resolution systems. The probabilistic completeness of the algorithm coupled with the fast execution times
promote the fast generation of safe resolution paths. The diﬀerent sampling-based methods each contain
numerous advantageous characteristics; of these, the RRT∗ algorithm is the most favourable. This algorithm
has been proven to be asymptotically optimal, ensuring that the algorithm strives to derive an optimal
solution. Additionally RRT methods have successfully been applied as kinodynamic path planners. This
implies that the algorithm can cater for dynamically constrained vehicles. The algorithm's ability to derive
fast resolution paths, while also striving towards an optimal path, ensures that it adheres to both the primary
and secondary requirements stated in the problem statement. This makes the RRT∗ algorithm a promising
method for application as a conﬂict resolution system.
53
Stellenbosch University  https://scholar.sun.ac.za
Chapter 5
System Implementation
5.1 Overview
The algorithm described in this chapter has been developed to function as a conﬂict resolution system for an
aircraft in an airport environment. The primary aim of the system is to, as quickly as possible, determine
a conﬂict-free path that avoids the conﬂict region and reaches a desired goal state. Once this has been
achieved, optimisation of the path, based on a predeﬁned cost function, can be attempted. In Chapter 3 we
described in depth the challenges that arise due to the application of the algorithm to an aircraft in an airport
environment. When implementing it as a decentralised system on an aircraft (as described in Section 2.1.3 for
details) certain requirements have to be satisﬁed. The system has to perform the desired path calculations at
real-time or near real-time to ensure that it can eﬀectively handle short term collisions. Therefore a reliable,
computationally eﬀective algorithm is required. Furthermore, the dynamic constraints of the aircraft restrict
the potential path calculations. The determined resolution paths have to be diﬀerentially realisable to ensure
that they are indeed ﬂyable. This requires a dynamically constrained resolution algorithm (see Section 3.1).
The airport scenario adds computational complexity, because it requires that the system cater for both
dynamic and static obstacles in a relatively cluttered environment. Descriptions of these requirements and
potential complications are discussed in depth in Chapter 3.
We have identiﬁed sampling-based techniques as the best ﬁt family of resolution methods based on these
requirements. Sampling-based techniques have been proven to be computationally eﬃcient as well as probab-
ilistically complete (see Section 2.3.2.1). These attributes make it very attractive. In Chapter 4 we reviewed
some potential sampling-based algorithms, namely the PRM, RRT and Incremental Sampling. The former
two algorithms are very eﬀective but do not ensure an optimal solution as the number of samples tends
towards inﬁnity (is described in Section 4.7). Finally the Incremental Sampling techniques have many fa-
vourable characteristics, especially the RRT∗, described in Section 4.7. This algorithm has been proven to
be probabilistically complete as well as asymptotically optimal.
In the sections below we discuss our implementation of an adapted RRT∗. We start by highlighting the
assumptions and design choices made due to the practicalities that arise when applying the algorithm to
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a real world aircraft environment, in Section 5.2. Then we move on to the description and algorithmic
implementation of the adapted RRT∗, in Section 5.3. This section describes the adaptations made to the RRT
and RRT∗ algorithms described in Sections 4.6 and 4.7. The adapted RRT∗ algorithm makes use of numerous
internal subsystems to ensure that the ﬁnal path determined is dynamically feasible as well as optimal. The
LPM module discussed in Section 5.6 generates paths that adhere to the diﬀerential constraints of the aircraft,
thereby ensuring that all paths determined by the resolution system are ﬂyable. The optimisation of a path
is performed based on some predetermined cost function. A description of what a cost function entails as
well as the calculation of the diﬀerent cost functions applied to the system can be found in Section 5.7. We
conclude the chapter with descriptions of the diﬀerent search optimisation techniques used to improve the
computational eﬃciency of the algorithm in Section 5.8.
5.2 Practical Application to an Aircraft
The implementation of a path planner as a conﬂict resolution system for an aircraft requires real-time or near
real-time computation. The proposed resolution system issues a resolution advisory to the pilot. However if
no action is taken to follow the resolution path the system is capable of controlling the aircraft, in order to
execute the required manoeuvres. In an attempt to achieve this computational eﬃciency we have made some
assumptions and design choices, based on the practical aspects of an aircraft and the expected application of
the system. These choices simplify the resolution problem and promote faster execution times.
5.2.1 Assumptions and Design Choices
It is assumed that a conﬂict detection module is available for use by the conﬂict resolution system. The ap-
plication of the system to uncertain environments requires the application of a probabilistic conﬂict detection
module that will handle all uncertainty (see Section 3.2.3 for justiﬁcation of this assumption). Additionally
we assume that the detection module will execute quickly and eﬀectively, while still providing reliable out-
puts regarding the probability of conﬂict. All outputs provided by the detection module will be trusted and
regarded as the truth. The simulation module used by the conﬂict detector (see Section 5.4) is expected to
accurately predict the mean trajectory of the desired path based on an accurate model of the host aircraft.
We also assume that the aircraft will follow the proposed resolution path accurately, or at least with an
error equivalent to the uncertainty assumed by the conﬂict detection module. Therefore all RAs supplied
are expected to be accurately adhered to by the pilot. We assume that the aircraft is equipped with the
required control system (see Section 3.1.4) to accurately track any dynamically realisable path proposed by
the system. This path proposed to the pilot is the path determined by the resolution system after it has been
simulated forward in time, ensuring that the path ﬂown coincides with the path tested for conﬂict.
An important assumption made with regard to the functionality of the resolution module is that the aircraft
maintains a constant speed. This assumption vastly simpliﬁes the development of dynamically realisable
paths, as well as the ability to predict the time at each vertex or waypoint. The assumption is made on the
basis that we have developed a short term resolution system (see Section 2.1.3), and therefore large changes
in speed are not expected.
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We made a design decision to decouple the vertical and horizontal resolution systems. This implies that a
resolution path cannot contain both vertical and horizontal manoeuvres. Therefore the vertical and horizontal
resolution systems are run separately, but in parallel. The partitioning of the resolution system into separate
vertical and horizontal path searches imposes a constraint that the initial state qinit and the goal state qgoal
must be at the same altitude. If not, an alternative coupled LPM module will have to be developed to cater
for climbing or descending ﬂight plan. The decoupling of the domains simpliﬁes the implementation of the
LPM, promoting faster computation. Additionally the decoupled system results in resolution advisories that
are easier for the human pilot to execute. Unfortunately the decoupled system also vastly reduces the search
space and therefore scenarios may arise where the system could fail to ﬁnd a path.
Finally we deﬁne the selection of the goal and initial states. The initial state of the system will be selected
as the current location at the time that a conﬂict is detected. When implemented practically the initial state
should be placed at least 5 seconds into the future along the current ﬂight plan, to ensure that the pilot has
suﬃcient time to react to an RA. This is based on the reaction time allowed by TCAS in Section 2.2.2. Two
selection methods for the goal state have been identiﬁed. When a ﬂight plan is available the goal state will
be placed in the future along the ﬂight plan, while in a controlled airport environment it is assumed that the
ATC will designate a safe goal state. The goal states must be placed within the same horizontal plane as
the initial states. This is to ensure that the dynamics of the aircraft are adhered to, as the decoupling of the
LPM requires this assumption to apply horizontal resolution.
5.2.2 Axis Redeﬁnition
The application of the system to real world scenarios requires the deﬁnition of a relevant frame of reference
for algorithmic functionality. We have deﬁned an XYZ-axis system that can be calculated from the inertial
axis system described in Section 3.1. We made use of
 XY
Z
 = Ψax
 XIYI
ZI
 , (5.1)
where Ψax is a rotation matrix to rotate XYZ-axis onto the current trajectory in inertial coordinates. The
rotation matrix Ψax is deﬁned as:
Ψax =
 cosψgt sinψgt 0− sinψgt cosψgt 0
0 0 1
 , (5.2)
where ψgt is the ground track heading angle between qinit and qgoal at the time the resolution module is
activated. The rotation equates to rotating the XYZ-axis so that the X-axis corresponds to the current
ground track trajectory of the aircraft, as shown in Figure 5.1. The Y-axis direction then represents the cross
track error direction, and the Z-axis remains the down axis in inertial coordinates.
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Figure 5.1: Rotation of the horizontal axis from inertial to XYZ coordinates
5.3 Adapted RRT∗
The algorithm proposed in this section is an adaptation of the RRT and RRT∗ algorithms (described in
Sections 4.6 and 4.7). The original algorithms have many favourable attributes, especially with regard to an
aerospace application. We have adapted them in order to further improve on their eﬀectiveness and eﬃciency
as an aircraft conﬂict resolution system. The changes made to the original RRT and RRT∗ are listed below.
1. A new sorting method that connects the newly sampled states to the tree.
2. The step size originally used in the RRT [64] algorithm has been removed, favouring a direct sample
connection method [10],
3. Finally, the RRT∗ algorithm can improve the paths in the tree, by reordering the vertices after each new
sample is connected. This functionality has been removed to allow the application of a probabilistic
conﬂict detection module. If any changes occur along a previously tested path, the probability of
conﬂict along those paths has to be recalculated. This implies that after each reordering process the
paths changed will have to be rechecked for conﬂict, which is a redundant and computationally expensive
process [7].
Two important characteristics of the general RRT and RRT∗ algorithms that have to be inherited by the
adapted RRT∗ algorithm in order to ensure that an optimal path can be found are probabilistic completeness
and asymptotic optimality. The asymptotic optimality of an algorithm can be assumed if it adheres to the
following requirements [62].
1. An additive cost function is used. This implies that for all paths the sum of the cost of each individual
path is equivalent to the cost of their combined path.
2. The cost function implemented is continuous, therefore all paths in close proximity have similar costs.
3. The obstacle spacing is such that there exists some space around the optimal path that allows for
convergence.
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These assumptions are adhered to by the adapted RRT∗ algorithm, therefore the algorithm inherits the
RRT∗'s asymptotic optimality [62]. This implies that the adapted RRT∗ will strive towards an optimal
solution as the number of samples tend towards inﬁnity. However, asymptotic optimality does not mean that
a path will be found as the number of samples tend towards inﬁnity. In order to ensure this the algorithm
has to be probabilistically complete. The changes made to the RRT to produce the RRT∗ are similar
to the changes made to the RRT∗ to produce the adapted RRT∗, therefore we assume that the adapted
RRT∗ will inherit the probabilistic completeness from the RRT∗. The tests applied to the adapted RRT∗ in
Section 6.2.2 empirically support this assumption, however additional research is required in order to prove
it. Search optimisation techniques are applied in an attempt to improve the computational eﬃciency of the
path calculations. The adapted algorithm does not make use of the RRT∗'s remapping function, but does
use a cost-based sorting function to ensure that, if the sampled state can be added to the tree, then the most
optimal path connection is made. The tree structure T is rooted at qinit and functions as a general RRT or
RRT∗ tree.
5.3.1 Algorithm
Adaptations were made to the Build, Connect and Extend Phases of the RRT and RRT∗ algorithms. The
Build and Connect phases explained in Section 4.6, Algorithms 3 and 5 have been merged to form a single
Build and Connect Phase seen in Algorithm 8.
During this phase the states are incrementally sampled and connected to the tree T using the Extend phase
in Algorithm 9. If a sampled state is successfully added to T then the algorithm attempts to connect the
sample to the goal state qgoal. A successful goal state connection invokes the search optimisation function
that selects the lowest costing path to goal. This process continues until a predeﬁned termination criterion
is achieved. Generally this is when the desired number of samples nS has been reached. Finally the optimal
path to goal P is extracted from the tree and returned.
The Extend Phase of the RRT∗ (Algorithm 7) has been adapted by removing the remapping functionality
and adding a cost sorting function, as shown in Algorithm 9. The aim of the Extend phase is to determine
an optimal connection between the newly sampled state v′ and a state in V . This is accomplished by ﬁrst
identifying a set of all the dynamically ﬂyable edges E′ between the states in V and v′ using the LPM motion
planner described in Section 5.6. E′ is then sorted in ascending order based on the cost from the root of the
tree to the newly sampled state v′ via each edge in E′. Finally the algorithm iterates through each edge until
a conﬂict-free path is found. The path found describes the optimal conﬂict-free, ﬂyable path from the root
of the tree to the newly sampled state.
Once this path has been determined the algorithm returns the connecting edge emin. If no conﬂict-free edge
is determined the algorithm returns an empty set. This implies that no ﬂyable conﬂict-free path was found
from any state in V to the newly sampled state.
5.3.1.1 Parallel Execution
The decoupling of the vertical and horizontal domain requires the development of two search trees. If a
solution only exists in one domain, it becomes ineﬃcient to create the trees sequentially. Therefore the
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Algorithm 8 Adapted RRT∗ - Build and Connect Phase
Input
qinit → the root of the tree
qgoal → the goal or ﬁnal state desired
1: V ← qinit
2: E ← ∅
3: T ← (Vinit, Einit)
4: for i = 1 to nS do
5: n← sampleState()
6: e′ ← extendRRT∗(V, n)
7: if e′ /∈ E and e′ 6= ∅ then
8: E ← E ∪ e′
9: V ← V ∪ n
10: T ← (V,E)
11: e′ ← extendRRT∗(n, qgoal)
12: if e′ 6= ∅ then
13: V ← V ∪ qgoal
14: E ← E ∪ e′
15: E′ ← E ∪ e′
16: T ← optimiseTree(V,E, e′)
17: P ← ﬁnalPath(T )
18: return P
adapted RRT∗ is modiﬁed so that it builds the search trees in parallel, as seen in Algorithm 10.
The horizontal and vertical domains are represented by the two tree structures T (1) and T (2). The adaptedRRT∗
function essentially executes lines 5-11 of Algorithm 8, returning the updated tree (T (j)) and the edge that
connects to the goal state (egoal) if one is found. Algorithm 10 is implemented to ensure that during each
iteration a single vertex is added to both search trees, allowing the parallel growth of each tree. When a path
to the goal state is determined in either domain (vertical or horizontal), the search optimisation functions
are called (see Section 5.8). These search optimisation techniques (optimiseTree) determine the optimal
search trees in both domains. The implementation of parallel execution allows the the application of cross
dimensional optimisation, described in Section 5.8.4.
5.4 Interaction Between CD&R systems
The interaction between the diﬀerent modules within the CD&R system is important to understand. This
section describes how the two systems interact within the currently developed architecture. The conﬂict
detection module is used within the extend phase (Algorithm 9) to determine whether the path described by
an edge is conﬂict-free. This interaction is depicted in the form of a ﬂow diagram in Figure 5.2. The conﬂict
resolution module is activated (Begin) when the outer loop conﬂict detection system predicts a conﬂict along
the current trajectory. The resolution module makes use of Algorithms 8 and 9 to determine a safe path.
A safe path is determined by ﬁrst populating a search tree with edges and vertices. Before each edge is
added to the tree it must be checked for conﬂict. This is achieved by sending the path segment described
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Algorithm 9 Adapted RRT∗ - Extend Phase
Input
V → a set of all the vertices to be connected
v′ → the vertex to be added to the tree
1: E′ ← LPM(V, v′) . Returns a set of all the edges from V to v′
2: if E′ 6= ∅ then
3: Esort ← sort(E′)
4: emin ← select shortest path in Esort
5: for i = 1 to |Esort| do
6: if emin is conﬂict-free then
7: return emin
8: else
9: emin ← next shortest path in Esort
10: return ∅
Algorithm 10 Adapted RRT∗ - Parallel Execution
Input
qinit → the root of the tree
qgoal → the goal or ﬁnal state desired
1: for j = 1 to 2 do
2: V (j)← qinit
3: E(j)← ∅
4: T (j)← (V (j), E(j))
5: for i = 1 to nS do
6: for j = 1→ 2 do
7: (T (j), egoal)←adaptedRRT∗(T (j), qgoal)
8: if egoal 6= ∅ then
9: V (j)← V (j) ∪ qgoal
10: E(j)← E(j) ∪ egoal
11: T ← optimiseTree(V,E, egoal)
12: P ← ﬁnalPath(T )
13: return P
by an edge to the conﬂict detector. The path segment can either be encoded as a set of manoeuvres or
an array of sampled vertices or waypoints indexed in time, depending on the requirements of the detection
module. The detection module makes use of an environment and aircraft model to extract and predict the
current and future states of the system. These simulation models utilise the aircraft dynamics in conjunction
with the desired ideal path proposed by the resolution module to determine the simulated mean trajectory
of the aircraft as well as its predicted standard deviations. This information is fed to the conﬂict detection
module and used to determine whether a conﬂict will occur along the path segment. The detection module
then returns either a binary or probabilistic chance of conﬂict. The proposed external probabilistic detection
module will return the PDF or Cumulative Density Function (CDF). The resolution module will then make
use of some threshold to determine whether the path segment is indeed conﬂict-free as seen in Figure 5.2.
This process is continued until a predeﬁned termination criterion is reached. Then the ﬁnal path is proposed.
If the ﬁnal path is conﬂict-free, the ﬂight plan is updated and an RA is issued. If not, then the resolution
module is reactivated and the entire process is repeated until a safe path is found.
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Figure 5.2: A ﬂow diagram depicting the internal interaction between the conﬂict resolution and detection
modules
5.5 Bounding the Conﬁguration Space
The conﬁguration space of an aircraft is an inﬁnitely large region, restricted only by the diﬀerential capabilities
of the aircraft. Additionally the C-space is made up of uncountably many states, making it computationally
impractical to attempt to sample the entire C-space. Therefore we require a method of limiting the C-space.
This means that the sampler only samples a bounded subset of the entire C-space.
For the purposes of path planning, an aircraft can be modelled using 6 states (x, y, z, θ, ψ, φ), three coordinate
and three attitude parameters. We add an additional time state to the system, in order to implement dynamic
conﬂict detection (see Section 4.4). Therefore we have a 7 dimensional C-space. In order to reduce this we
have made the following practical simpliﬁcations. The control of the attitude parameters is managed by the
LPM function. Due to the non-holonomic characteristics of the host, the attitude parameters of the system
can be determined from the path taken to each state (see Section 3.3). Therefore we do not require the
sampling of the attitude characteristics. The system will determine the ﬁnal attitude parameters of the state
once the path to the state has been calculated. This reduces the computational complexity of the sampler,
because a complex sampling strategy is not required to sample the attitudes eﬀectively.
The states are further reduced by not sampling the time domain. This is done to reduce the computational
complexity of both the LPM and the sampler. Sampling in time is used in conjunction with the conﬂict
detection module to help solve for dynamic environments. Additionally it helps determine paths for systems
where a safe path only exists over a certain time period. The use of a tree structure helps remove the need for
sampling in time with regard to the conﬂict detection module, as each vertex has a unique path from the root.
This means that the time to each vertex can be determined based on these unique paths. The nature of an
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aircraft scenario implies that an `open door problem' will never practically occur during short-term conﬂict
resolution. The sampling of the time domain can result in complications for the LPM function. If sampling
in time is implemented, then in order to successfully connect each state, the host will have to adapt its speed
accordingly. Apart from speed changes being the most ineﬃcient resolution method, it also implies that the
LPM function will have to cater for changes in speed and manage the upper and lower thresholds. This is
simple when considering a single straight and level manoeuvre, but can become complex when combined with
climb, descent and banking manoeuvres. Finally, changes in speed to ensure that the arrival time at each
vertex is adhered to, can be fuel ineﬃcient.
The sampler proposed in this chapter will therefore only sample the position parameters of the aircraft and
make use of the tree structure and a more complex LPM to determine the additional attitude and time
parameters at each vertex.
5.5.1 Sampling the C-Space
The coordinate based C-space can be described as any location that the aircraft can possibly reach. This
means that this state space is still represented by an uncountable number of states. Therefore practical
implementation requires the reduction of this coordinate C-space. The limited C-space aims to incorporate
all states that could possibly yield a favourable result. Additional functionality can be added to ensure that
all states sampled are indeed dynamically reachable (see Section 5.8.2) [7].
Determining the sample space size can be crucial to the eﬃciency and eﬀectiveness of the resolution system.
The selection of a too large sampling region can reduce the eﬃciency of the algorithm and unnecessarily
increase the computation time. Alternatively, restricting the sampling region too much can result in no path
being found. We require an eﬀective method to select the sampling region size that ensures that a path
will be found, without unnecessary computation. An eﬀective approach that makes use of a constant speed
assumption or maximum speed constraint is the use of an ellipsoidal sampling region [14]. The size of the
ellipsoid is determined as a function of some constant speed. This constant speed can be derived from the
maximum aircraft speed or a constant speed model can be assumed. The sample region can be based on
either, but for the purpose of this application we assume a constant speed model.
5.5.1.1 Elliptical Sampling Region
The selection of an elliptical sampling region is based on its desirable distance characteristics. The straight-
line distance between the foci of an ellipse via any point on the ellipse's boundary remains constant, therefore
the straight-line distance between foci and any point within the ellipse is less than this constant value. This
ensures that no samples are generated that will result in a path length larger than the maximum constant
value deﬁned by the boundary of the ellipse. The derivation of the ellipsoidal sampling region requires the
placement of the initial and ﬁnal states on the foci of the ellipsoid. Additionally the vertical and horizontal
generation of the sampling region is decoupled (see Section 5.2) to simplify the LPM calculations as well
as the sampling methods. The resultant sample spaces can be represented as two elliptical regions. The
boundaries of these regions are deﬁned based on the dynamic capabilities of the aircraft. The maximum
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Figure 5.3: Construction of the elliptical sampling region using a constant speed constraint
constant distance is the distance between the two foci via any point on the boundary of the ellipse and can
be determined, from Figure 5.3, as:
2c+ 2(a− c) = 2a, (5.3)
where a denotes the semi-major axis of the ellipse and c is the distance from the foci to the end of the ellipse.
Equation 5.3 shows that the distance h in Figure 5.3 is equal to the semi-major axis a. This constraint on
the maximum distance allows the selection of either the semi-minor or semi-major axis and the calculation
of the other based on Equations 5.4 and 5.5.
a =
√
b2 + F 2 (5.4)
=
√
b2 + |qgoal − qinit|2 (5.5)
Equation 5.5 allows us to calculate the spatial dimensions of the ellipse by selecting either axis a or b. The
selection of the semi-minor axis for the decoupled sampling regions can be problematic. For the decoupled
vertical sampling region we determine the maximum climb height of the aircraft, as a function of the focal
length F and the dynamic constraints of the aircraft, and set it as the semi-minor axis. The dynamic
constraints of an aircraft limit the vertical sampling region, but there are no constraints limiting the horizontal
sampling region. To ensure that a failure to determine a path is not due to an underestimated sampling region
size, we selected a very large horizontal semi-major axis b = 2F . We assume that the implementation of a
dynamic sampling region (see Section 5.8.3 for details) will reduce the computational ineﬃciency caused by
the large horizontal sampling region.
5.5.1.2 Uniform Sampling
Now that the sampling region size has been determined, we can generate the randomly sampled states within.
The coordinate sampler makes use of a uniform sampling strategy (see Section 4.3). Uniform sampling has
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been chosen due to its simple implementation while still retaining a favourable density characteristic (see
Section 4.3). The generation of uniform samples within an ellipse is achieved by applying a transformation
to uniformly distributed samples generated within a unit circle.
One method to sample within a circle is to make use of uniformly distributed polar coordinates (r, α). This
method unfortunately does not produce uniformly distributed samples, and making use of this sampling
strategy will result in the clustering of samples around the origin. In order to achieve a truly uniform PDF
within a circle we have to weight the radius r towards the perimeter of the circle [77]. The reason for this
becomes clear if we look at an arbitrary wedge deﬁned by (α, dα). If we wish to have a uniform distribution
more samples have to be taken further from the centre. The weighting of r is accomplished by making use
of the
√
r in the parametric equations:
nc =
[
xs
ys
]
=
[
xs
zs
]
=
[ √
r cosα√
r sinα
]
, (5.6)
where
r = U [0 : 1] (5.7)
α = U [0 : 2pi]. (5.8)
In Equation 5.6 nc is a randomly sampled coordinate within the unit circle. Note that the generation of the
samples for the ys and zs are equivalent. This is due to the decoupling of the system.
The points generated by Equation 5.6 will be uniformly distributed within a unit circle. In order to transform
these to an elliptical sampling region we have to apply a transformation matrix that transforms the unit circle
to an ellipse. This is accomplished by applying a 2 × 2 reformation matrix Td that is diagonally populated
by the appropriate major or minor axis of the ellipse. Finally the elliptical sampling region must be (1)
translated by an oﬀset sq, thereby placing the foci of the ellipse at qinit and qgoal, and (2) rotated by Ψs to
ensure that the orientation of the sampling region lies between the qinit and qgoal. The transformed uniformly
sampled state n, which lies within the predeﬁned elliptical sampling region between the initial and goal states,
is described by:
n = Ψs[Tdnc + sq]. (5.9)
We made use of Equations 5.6 and 5.9 to generate multiple samples within an elliptical shape.
5.6 Local Planning Method
A local planning method (LPM) is required to determine whether a sample state is dynamically realisable.
If it is the LPM determines the dynamically feasible path that connects a vertex in the tree to the newly
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sample state. An LPM is essential for the application of a sampling-based path planner to dynamically
constrained vehicle. The development of a kinodynamic motion planner requires that the system cater for
the dynamic or non-holonomic constraints of the vehicle. The application of a path planning algorithm to an
under-actuated, non-holonomic system requires the generation of a viable action space. Both under-actuated
and non-holonomic constraints can be derived from the generalised equation of motion for the aircraft [56]:
q˙ = f(q, u), (5.10)
where q ∈ C is the state of the aircraft, q˙ is the time derivative of q and u ∈ U . The sets C and U deﬁne
the conﬁguration or state space, and control space of the aircraft, respectively. The system can be deﬁned
as under-actuated if the dimensions of C are larger than U , implying that the system contains fewer control
inputs than physical states [56]. To simplify the management of such a system we have to deﬁne an action
or manoeuvre space, where a manoeuvre deﬁnes any controlled change in the vehicle's state that adheres to
the diﬀerential constraints of that vehicle. By deﬁning an action space we are able to decode the required
path into a set of dynamically realisable manoeuvres.
5.6.1 Action Space
The action or manoeuvre space encodes all the relevant dynamic constraints of the vehicle into a lower
dimensional state spaceM [7]. The manoeuvre space can be deﬁned as:
M = C × CM, (5.11)
where CM is a set of all the viable manoeuvres [78]. Each of the manoeuvres in CM comprises an action and
a corresponding completion time. The manoeuvre spaceM in Equation 5.11 is deﬁned as a set of states that
are made up of both C-space (MC ⊆ C) and manoeuvre (Mm ⊆ CM) components. WhereMC is the C-space
components and MM is the manoeuvre components of the manoeuvres space. These C-space components
represent all the positions and orientations that the aircraft can attain, while the manoeuvres refer to a set of
straight, ascend, descend or turning commands. The advantages of implementing an action space are listed
below [7].
1. The physical limitations and dynamic constraints of the aircraft are encoded into each manoeuvre,
thereby removing the need to check if each path is ﬂyable.
2. The mean and covariance of each path can be propagated oﬀ-line and stored, to reduce computation
time as on-line propagation is not required.
3. The application of the manoeuvre space to the path planning problem completely abstracts the execu-
tion and calculation of each manoeuvre from the path planner, vastly simplifying its complexity.
Unfortunately it is very diﬃcult to determine a set of manoeuvres that can describe the full dynamic cap-
abilities of a vehicle, while still retaining a relatively low dimensional manoeuvre space. Therefore the
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implementation of an action space can reduce the complexity of the system, but also reduces the manoeuv-
rability of the aircraft. This does not necessarily imply that the aircraft's ability to reach the required states
is impaired. This makes the selection of eﬀective action space manoeuvres very important to ensure that
the simpliﬁcation does not aﬀect the reachability of the path planner. Sections 5.6.2 and 5.6.3 describe the
selection the of practical manoeuvres that will be used to synthesise the horizontal and vertical resolution
trajectories for the aircraft.
5.6.2 Horizontal LPM
The horizontal domain is deﬁned as the xy-plane, described in Section 5.2, placed at the current altitude of
the aircraft. This deﬁnition of the horizontal plane requires the selection of initial and goal states at the same
altitude to ensure that a horizontal solution is dynamically possible. Within this plane the manoeuvring of
an aircraft resembles that of a moving car. Its inputs are comprised of speed (thrust) and turning (bank
angle) commands. Generally a yaw control loop is used to give bank angle commands based on the current
yaw angle error, but this can result in undesirable transients. Therefore the outer-loop is discarded and a
bank angle command is directly used to produce a yaw rate that steers the aircraft to the required heading
angle. The thrust command is controlled to ensure a constant speed is maintained throughout the turning
manoeuvres.
There exist two promising methods to generate manoeuvres similar to those of a moving car, namely: Dubins
curves [79] and Reeds-Shepp curves. A major diﬀerence between the two methods is that Reeds-Shepp curves
allow for a negative speed (reversing), while Dubins curves determine paths using only positive velocities [10].
Therefore we model the aircraft as a Dubins car and made use of Dubins curves to determine the required path
manoeuvres for the horizontal plane. Dubin showed that a path between any two states can be achieved by
the Dubins car model using three manoeuvres [79]. Where a manoeuvre describes a single predeﬁned action
over a certain time period, a continuous combination of manoeuvres is referred to as a manoeuvre sequence,
and a set of these manoeuvre sequences is described as a manoeuvre set. Each of these manoeuvres makes use
of a constant reference command (left, right or straight) and an execution time tm [10]. The resultant Dubins
curves are a sequence of circular path segments (the turns) and straight segments as seen in Figure 5.4. The
dynamically realisable path between the two states v1 and v2 is described by three manoeuvres: a right turn
Rγ(t), straight segment Sd(t) and a left turn Lβ(t) in Figure 5.4a, while Figure 5.4b shows how the two states
are connected using three turning manoeuvres: Rγ(t), Lα(t), Rβ(t). Here the angles (γ, α, β) ∈ [0, 2pi) denote
the required change in heading angle for the turns, t deﬁnes the time required to execute each manoeuvre
and the d ≥ 0 deﬁnes the distance travelled by the straight segments.
The transition from a turning to a straight manoeuvre occurs at the tangent point between the straight
line and the turning circle. This is required to ensure that the manoeuvre sequence remains geometrically
continuous. See Section 5.6.4 for the practical complications of geometrically ideal manoeuvre sequences.
The constant speed assumption required for the implementation of Dubins curves results in a direct propor-
tionality between distance and time. Therefore we can determine the exact time required to execute each
manoeuvre from its corresponding distance. We already have the straight segment distance d. All that is
required is the calculation of the turning arcs' distances. This can be determined from the required angles
(γ, α, β) and the radius of the turning circles.
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Figure 5.4: Typical Dubins curve determined between two states q1 and q2, adapted from LaValle [10]
Curve Radii
In order to determine the required radii of the turning circles we have look at the aircraft's dynamic con-
straints in the horizontal plane. The horizontal dynamics of an aircraft are limited by thrust and bank angle
constraints. These limitations can be translated to a dynamically constrained minimum turning radius rmin,
deﬁned as a function of the magnitude of the current velocity V¯ and maximum bank angle of the aircraft
φmax. By selecting the minimum turning radius we attempt to ensure maximum manoeuvrability of the
aircraft, while maintaining a constant altitude. The function used to determine rmin, assuming no wind
disturbance [13] is shown below:
rmin =
V¯ 2
g tanφmax
, (5.12)
where g is the Earth's gravitational force at the location of the aircraft. Another method of determining
rmin is by limiting the angular rate of the aircraft. The radius of the turn is therefore determined by a set
maximum rate of turn ωmax, as shown in Equation 5.14.
ωmax =
V¯
rmin
(5.13)
rmin =
V¯
ωmax
(5.14)
Either of these methods can be implemented to function as the constraint limiter in the LPM module. By
using these limited bank angle commands we can determine the required Dubins curves between any two
states in the horizontal plane. The two Dubins Curve methods used in the generation of the paths for the
conﬂict detection module proposed in this thesis are discussed below. The application of these methods is
deﬁned by the dimension of the Manoeuvre Space in which they are applied. When generating the tree
structure for the adapted RRT∗, the LPM functionality can be divided into two separate motion planners:
one that connects newly sampled states to the tree and another that connects sampled states to the goal
state. The diﬀerences between the two motion planners are in the composition of the ﬁnal states, where
the ﬁnal state represents the state to which the LPM connects. When a new sample is added to the tree,
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contains only position parameters, and no constraints are placed on the attitude parameters. This is due
to the nature of the sampling method used by the adapted RRT∗ algorithm (see Section 5.5.1 for details).
Due to the lack of a goal heading, the required LPM can be simpliﬁed to connect the initial state to a set
of deﬁned coordinates, with any convenient heading. This simpliﬁed LPM implementation is described in
Section 5.6.2.1, while the general Dubins curves used to connect to the desired goal state, comprised of a set
of desired coordinates as well as a desired heading, are described in Section 5.6.2.2.
5.6.2.1 Two-Manoeuvre Horizontal LPM for Connecting to Intermediate States
The motion planner described in this section is required to connect a state (position and heading) q to a
position s, where q is a vertex in the tree and s is the position of the newly sampled state. This reduces
the complexity of the motion planning problem by removing the heading condition. This simpliﬁed motion
planner can be implemented using a two dimensional (2D) manoeuvre spaceM2, implying that in order to
successfully connect q and s we require only two manoeuvres: a turning segment and a straight segment.
This reduced manoeuvre set is depicted in Table 5.1. The reduction in the manoeuvre set is visible when
looking at Table 5.2. A set of these manoeuvres is required to implement the general Dubins Curves inM3.
Table 5.1: The simpliﬁed manoeuvre set required to connect any two states (excluding the ﬁnal states
heading) in the two dimensional (2D) horizontal space, depicting the 2 possible manoeuvre sequences
Manoeuvres
Sequence Type
1 Rγ(t1) Sd(t2)
2 Lγ(t1) Sd(t2)
The 2D Dubins curve, as seen in Figure 5.5, makes use of a single turning and straight manoeuvre to connect
q and s. The LPM always makes use of an initial turning manoeuvre. Each manoeuvre is deﬁned as either
right, left or straight (R,L or S), as seen in Table 5.1 and is executed for t seconds. Once the path to s
has been determined we can derive the heading at this coordinate from the calculated path. Therefore the
velocity vector at s is derived from the manoeuvres generated by the LPM. Using this, the entire sampled
state (position and attitude parameters) is determined.
Rγ
q
γ
s
Sd
d
Figure 5.5: Two manouevre Dubins curve determined between two states v1 and v2
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Path Calculation
The calculation of the required manoeuvre sequence between an arbitrary state q and position s, starts by ﬁrst
determining the two turning circles. This is accomplished by placing two circles, centred at O1 and O2 with
a radius of rmin, perpendicular to the initial state velocity vector, as seen in Figure 5.6a. These two circles
represent all the possible turns, at the set bank angle, that can be executed to reach the desired coordinate
s. After the generation of the turning circles we have to determine all the required straight segments. These
straight segments can be determined by ﬁnding all the straight lines that are tangential to each circle and
pass through the desired ﬁnal coordinate. This is geometrically represented in Figure 5.6b when regarding a
single circle. The tangent points (Ot1 ,Ot2) are calculated by ﬁrst placing a circle at the coordinate s with a
radius of |O,s|. From this it is possible to determine the two intersection points between the circles at O and
s. These points correspond to the required tangent points.
q
s
O1
O2
rmin
(a) Placing two circles perpendicular to the ini-
tial velocity vector at q
rmin
O
s
|Ov2|
Ot1
Ot2
(b) Tangent calculation between an arbitrary
circle at O, with a radius of rmin, and a point
s
Figure 5.6: Typical Dubins curve determined between a state q and coordinate s, adapted from LaValle [10]
The calculation of all the manoeuvre sequences between the two states yields 4 possible solutions. Of these,
only two are dynamically realisable. The incorrect manoeuvre sequences are removed by comparing the
rotational vectors. In order for a sequence of manoeuvres to be dynamically realisable. its rotational vector
has to be the same as the current rotational vector of the initial state. These rotational vectors are determined
by making use of the cross product rule:
a× b = |a||b| sin(α), (5.15)
where a,b represent arbitrary vectors and α is the angle between them. We determine the rotational vector
of each manoeuvre sequence and compare them to the rotational vector of the initial state about each circle,
thereby identifying the dynamically realisable paths and removing the others. Before calculating the possible
resolution paths a test is conducted to determine whether s lies on either O1 or O2. If true, the rotation is
determined and the ﬁnal straight distance is set to zero.
After determining the dynamically realisable paths from q to s we select the shortest path and determine the
required angle γ and corresponding execution times t1, t2. This results in a dynamically ﬂyable path segment
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from q to s that can be described using one of the manoeuvre sequences in Table 5.1. Finally we calculate
the heading angle for the ﬁnal state s from the selected manoeuvre sequence.
5.6.2.2 Three-Manoeuvre Horizontal LPM for Connecting to the Goal State
The 2D Dubins curve is viable as a methods to connect sampled states when populating the search tree, but
in order to accurately connect to the goal state of the system we require a more complex method. This is due
to the added heading parameter present at the goal state. In order to ensure that the goal state is reached
perfectly (position and heading) we require the more advanced LPM method. The general Dubins curve
method is capable of achieving this by connecting two arbitrary states: q1 and q2 perfectly, where q2 , qgoal,
using three manoeuvres. This method, illustrated by Figure 5.4, is more complex and computationally
expensive, but is only executed when a goal state connection is attempted. As described in Section 5.6.2
we require a more complex manoeuvre space to ensure that both the coordinates and heading of the goal
state are accurately achieved. The increased manoeuvre space results in a larger manoeuvre set to accurately
represent all the possible paths that connect any two states, as seen in Table 5.2.
Table 5.2: The manoeuvre set required to connect any two states exactly in a 2D horizontal space, depicting
the 6 possible manoeuvre sequences, adapted from LaValle [10] and Cowley [14]
Manoeuvres
Sequence Type
1 Rγ(t1) S(t2) Lβ(t3)
2 Rγ(t1) S(t2) Rβ(t3)
3 Lγ(t1) S(t2) Lβ(t3)
4 Lγ(t1) S(t2) Rβ(t3)
5 Rγ(t1) Lα(t2) Rβ(t3)
6 Lγ(t1) Rα(t2) Lβ(t3)
The calculation of the required circular turns and tangential straight path segments becomes more complex
due to the additional dimension.
Path Calculation
The calculation of the general Dubins curve manoeuvres requires the grouping of the possible sequences,
described in Table 5.2. Two groups are deﬁned based on the second manoeuvre in the sequence. One group
contains the straight segment manoeuvres and the other a turn. These groups can therefore be deﬁned as
either [TST ] or [TTT ], where T refers to a turn manoeuvre and S depicts a straight manoeuvre.
The generation of the [TST ] manoeuvre sequence is similar to the method described in Section 5.6.2.1. We
start by placing four circles as seen in Figure 5.7 perpendicular to the initial and goal states' respective
velocity vectors. The dotted lines, in Figure 5.7, between the circles represent all possible straight line
connections that have to be tested. In Section 5.6.2.1 there are 4 straight manoeuvre connections, while for
the general Dubins curve implementation the possible straight manoeuvre connections amount to 16. The
increased dimension size results in an exponential increase in the calculations, excluding the additional [TTT ]
computation that is also required.
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q1
O1
O2
rmin
rmin
O′2
O′1
q2
Figure 5.7: Placing four circles perpendicular to the velocity vecotors of q1 and q2
All the possible smooth connection points between the straight and turning manoeuvres translate to the
tangent points between each circle pair. Figure 5.8a graphically represents an arbitrary congruent1 circle
pair centred at O and O′. In order to calculate the tangent lines we have to identify some characteristics
that arise when dealing with a congruent circle pair. The tangent line pairs can be divided into the outer
tangent lines and the inner tangent lines. The point of intersection between the inner tangent lines is known
as the internal similitude centre, while the point of intersection between the outer tangent lines is the outer
similitude centre. When dealing with congruent circles there exists no outer similitude centre, because the
outer tangent lines are parallel to each other as well as to the line OO′. Therefore the intersection point of
the outer tangent lines corresponds to the points perpendicular OO′ on the edge of the circles.
The inner tangent lines' intersection points can be determined by making use of the inner similitude centre.
The inner similitude centre for congruent circles corresponds to the halfway point of OO′. Therefore we
have to determine tangent lines between each circle and the inner similitude centre. This corresponds to the
calculation of the tangent lines between each circle and a point, as in Section 5.6.2.1. Using those methods
we can determine all the tangent lines and their intersection points. The ﬂyable straight manoeuvres are
identiﬁed by comparing the rotations of the tangents, as in Section 5.6.2.1.
The calculation of the [TTT ] manoeuvre sets, as seen in Figure 5.8b, is enabled when |OO′| ≤ 4rmin. This
ensures that the tangent circles A,A′ can exist. If the initial and goal states are within range the circles with
equivalent rotational vectors are selected. In order to implement a [TTT ] manoeuvre sequence, each turn has
to have an opposite rotational vector, about their centre, to ensure a dynamically realisable path (see Figure
5.4b). Once the centres of these tangent circle pairs have been determined we can calculate the intersection
points (Ot,O′t). Thereafter the rotation of the tangent circle is set to the opposite of initial and goal circles.
Finally we determine the arc angle between the Ot and O′t based on the set rotation of the circle.
Now that the entire manoeuvre set between the two states has been determined, we select the shortest path
as the desired manoeuvre sequence to be implemented. The mathematical calculations required to determine
the tangent points that intersect the turning circles are supplied in Appendix B.
1Congruent circles are any circles that have the same radius, area and circumference.
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(a) The geometric representation required to de-
termine all possible tangent lines between two
circles centered at O and O′, with a radius of
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(b) Determine the tangent circles' centers (A,
A′) from the intersection between two circles
with a radius of 2rmin placed at O and O
′
Figure 5.8: Typical Dubins curve determined between two states v1 and v2, adapted from LaValle [10]
5.6.3 Vertical LPM
The vertical domain is deﬁned as the xz-plane at the current horizontal position of the aircraft. The vertical
resolution LPM ensures that the dynamic constraints pertaining to all vertical manoeuvres are adhered to.
These translate to constraints on the climb rate h˙ and ﬂight path angle θ, discussed in Section 3.1.4.
The implementation of a vertical LPM module requires the development of a set of possible climb rates and
ﬂight path angles. This set must ensure that all the constraints that pertain to vertical manoeuvres are not
violated. In order to simplify development of these manoeuvre sets we have made a few assumptions. As
with the horizontal LPM (see Section 5.6.2) we assume that the velocity of the aircraft remains constant for
the entire resolution process. This ensures that we can predict the ﬁnal state's arrival time accurately, from
the connecting manoeuvre sequence. An additional assumption is made that the velocity vector at each state
represents straight and level ﬂight, as seen in Figure 5.9. This means that all vertical LPM calculations are
determined from a straight and level ﬂight position. Alternatively it implies that we assume that the aircraft
is dynamically capable of inverting its current ﬂight path angle θ, therefore allowing the system to command
a descent while an ascent is in progress.
q1
q2
θ1
q3
θ2
Figure 5.9: Vertical manoeuvre squences connecting states q1, q2 and q3
These assumptions allow the development of manoeuvre sets that trace the path shown in Figure 5.9, where θ
represents the climb or descent angle required. The LPM aims to connect the two states q1 and q2 by making
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use of an initial climb or descent manoeuvre, followed by a straight and level ﬂight. This implementation
of the LPM results in the manoeuvre set depicted in Table 5.3, where Aθ(t) refers to the altitude shift at a
ﬂight path angle of θ.
Table 5.3: The manoeuvre set used to connect two states in the 2D vertical space
Manoeuvres
Sequence Type
1 Aθ(t1) Sd(t2)
2 −Aθ(t1) Sd(t2)
Climb Rate Selection
The selection of realistic climb rates is of paramount importance to the eﬀectiveness of the resolution module
as well as the LPM. The selection of conservative climb rates could negatively aﬀect the resolution algorithm's
ability to ﬁnd a path. Alternatively large climb rates could aﬀect the pilot's or autopilot's ability to follow the
path and additionally negate the assumptions required to implement the vertical LPM. We selected two sets
of climb and descent rates based on an approximation of the current TCAS climb and steep climb advisories
(see Section 2.2.2 for details). These translate to a basic climb and descent rate of 1500 ft/min and a steep
climb and descent rate of 2500 ft/min.
Path Calculations
The calculation of the vertical manoeuvre set makes use of the climb and descent rates deﬁned above to
determine the required manoeuvre sequence. This is accomplished by determining the required climb or
descent angle θ between the states q1 and q2 by making use of Equation 5.16.
θ = arcsin
h˙
V¯
(5.16)
Using this angle in conjunction with the change in altitude we can determine the distance travelled during the
altitude manoeuvre. Alternatively we can determine the time required to implement the climb manoeuvre
by making use of:
tAθ =
∆z
h˙
, (5.17)
where ∆z refers to the change in altitude between q1 and q2. From either method we can derive the required
time and distance of Aθ as well as the coordinates after the execution of the manoeuvre. Using the interme-
diate coordinate (after the initial climb or descent) and the ﬁnal state we can derive the straight and level
manoeuvre required to connect them. The ﬁnal manoeuvre sequences can connect two vertically separated
states using a dynamically realisable path (assuming the selection of accurate climb rates), if one exists.
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5.6.4 Practical Implications
The horizontal and vertical LPM functions described above generate geometrically perfect manoeuvre se-
quences between two desired states. The use of geometrically ideal manoeuvres vastly simpliﬁes the LPM
module, since the manoeuvre sets can be determined from predeﬁned geometric formulas. This simple im-
plementation of the LPM makes it a computationally attractive motion planning method.
The paths determined by these sequences are geometrically ideal and therefore it is practically impossible for
the aircraft to exactly traverse the path. However, Dubin showed that the manoeuvre sequences are feasible in
terms of reachability [79]. Assuming eﬃcient cross track and altitude control (see Section 3.1.2) we can expect
an aircraft to reach the desired trajectory. Therefore accurate steady state (after a long time) tracking of the
horizontal manoeuvres can be assumed, while the altitude shifts Aθ are expected to be tracked with an oﬀset.
Additionally, deviations from the path are to be expected at the transition points, resulting in an overshoot
of the predicted path segment. However, these transients and oﬀsets cause negligibly small deviations and
can be neglected except for conﬂict prediction. Therefore the algorithm assumes that a simulation model
(see Section 5.4) will be implemented by the conﬂict detection system to accurately determine the mean path
traversed by the aircraft. The transients expected at the transition points as well as any oﬀsets should be
encapsulated by the simulation module's path prediction, thereby reducing the uncertainty of the aircraft
state about these points. Ultimately we expect all states to be reached accurately and that the states can
be reached by a dynamically realisable path. We do concede that the exact path ﬂown may not perfectly
coincide with the geometrically perfect manoeuvre sequence; however, this should not aﬀect the integrity of
the system given the implementation of an accurate simulation model.
5.7 Path Optimisation
The implementation of an optimal conﬂict resolution algorithm requires some deﬁnition of what can be
considered an optimal solution. The deﬁnition of an optimal solution can be expressed by minimising a cost
function C, that can be represented by:
C(m) ,
∫ t1
t0
f(m(δ))dδ (5.18)
where δ is the integration variable and m(·) represents the desired manoeuvre applied over the time interval
[t0, t1] [7]. Using this cost function it is possible to determine the cost of the entire manoeuvre sequence.
The cumulative cost function C can be used to determine the cost of each manoeuvre and summed to
determine the manoeuvre sequence cost. The formulation of f determines the optimisation criteria. Numerous
diﬀerent methods have been proposed to construct the cost function based on time, energy, path length and
fuel consumption [7, 80]. Each method deﬁnes a unique optimisation criterion and thereby promotes the
construction of diﬀerent paths. Some cost functions include the probability of conﬂict as an optimisation
criterion, when implemented with a probabilistic conﬂict detector [81]. In order for a conﬂict resolution
system to function reliably the probability of conﬂict must be a non-negotiable safety requirement [7]. This
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is achieved by applying a ﬁxed threshold, which determines whether a path is indeed conﬂict-free. Therefore
a cost function is only applied to paths deemed conﬂict-free.
We have identiﬁed three cost functions that have been tested using the adapted RRT∗ algorithm. These
include distance, energy and time integral of path deviation (path deviation), explained in Sections 5.7.1,
5.7.2 and 5.7.3. The expected behaviour and optimal solutions of the selected cost functions are shortly
discussed in Section 6.2.1.
5.7.1 Distance Cost Function
The distance-based cost function is based on the Euclidean distance of the path, therefore the system will
attempt to determine the shortest path to the goal state when applying this cost function. The implementa-
tion of the distance-based cost function is simpliﬁed by the constant speed assumption, resulting in a direct
relationship between time and distance. This relationship implies that each manoeuvre's distance can be
determined from its execution time and the constant speed of the aircraft, where execution time is deﬁned
from the starting time t0 to the ending time t1 of each manoeuvre. The relationship is given by:
Cdist =
∫ t1
t0
f(V¯ δ)dδ = V¯∆t, (5.19)
where ∆t = t1 − t0. Once the cost of each manoeuvre is calculated, due to the additive nature of the cost
function, we can determine the total cost of the manoeuvre sequence as the summation of the individual
manoeuvre costs.
5.7.2 Energy Cost Function
The energy-based additive cost function makes use of the energy calculations for an aircraft, using equations
provided by Anderson [82] and Yechout [11], to determine the costs of each manoeuvre. In order to calculate
the energy required to execute each manoeuvre sequence, we have to determine the required power for each
manoeuvre. Therefore each unique manoeuvre is identiﬁed and their corresponding power requirement is
determined. The diﬀerent manoeuvres are identiﬁed below along with their corresponding power calculations.
5.7.2.1 Power of Straight and level ﬂight
The straight manoeuvre S(t) can be described as straight and level ﬂight, where straight and level ﬂight
implies that the aircraft is operating in complete equilibrium. This means that all the forces are balanced
and all rates (heading and climb) are zero. Mathematically a ﬂight segment is deﬁned as being straight and
level when
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T = D (5.20)
L = W, (5.21)
where the forces are thrust (T), drag (D), lift (L) and weight (W). The lift and drag forces can be mod-
elled using equations containing the aerodynamic coeﬃcients of the aircraft. These coeﬃcients describe the
aerodynamic characteristics of a speciﬁc aircraft and can be considered independent of the ﬂying speed of
the aircraft [5]. The two coeﬃcients that inﬂuence the calculation of the lift and drag forces are CD and
CL, the drag and lift coeﬃcients, respectively. The relationship between the forces and their corresponding
coeﬃcients is described by:
L =
1
2
ρV¯ 2SCL (5.22)
D =
1
2
ρV¯ 2SCD, (5.23)
where ρ is the current air pressure and S is the area of the wing. A relationship between the drag and lift
coeﬃcients, shown in Equation 5.24, can be calculated based on the physical characteristics of the aircraft
as well as the environmental conditions.
CD = CD0 +
C2L
pieAR
(5.24)
In Equation 5.24, CD0 is the parasitic drag, e is the Oswald eﬃciency factor and AR is the aspect ratio of
the wing (length squared over wing area). The parasitic drag is a combination of the form drag, skin friction
and interference drag. The Oswald eﬃciency factor is determined empirically through wind-tunnel tests and
represents the distribution and variation of pressure drag with lift [11]. From Equations 5.21, 5.22, 5.23 and
5.24 it is possible to derive an equation for the drag induced during straight and level ﬂight in the form of
[11, 82]:
D =
1
2
ρV¯ 2SCD0 +
W2
1
2ρV¯
2S
(
1
pieA
)
(5.25)
By making use of Equations 5.20 and 5.25 we can determine the required thrust to ensure that the aircraft
maintains straight and level ﬂight. The deﬁnition of the power required to execute an aircraft manoeuvre
can be described as a function of the required thrust and current speed, as seen in Equation 5.26.
Preq = TreqV¯ (5.26)
= DV¯ (5.27)
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By substituting the thrust for the induced drag at V¯ , we can determine the required thrust from Equation
5.25. This yields the straight and level power equation:
Ps&l =
1
2
ρV¯ 3SCD0 +
W2
1
2ρV¯ S
(
1
pieA
)
(5.28)
at a speciﬁc constant speed V¯ and air pressure ρ. This equation enables the calculation of the power required
for any straight and level ﬂight segment.
5.7.2.2 Power of Constant Climb or Descent
An increase in the power above the straight and level power requirement will result in acceleration. This
acceleration can represent either an increase in the aircraft kinetic or potential energy. Figure 5.10 represents
the forces during a climbing manoeuvre.
TL
W
D
θ
h˙
XI -axis
Figure 5.10: Forces for an aircraft during a climbing manoeuvre, adapted from Yechout [11]
From Figure 5.10 it is possible to derive the balanced force equations as a function of the ﬂight path angle θ:
L−W cos θ = W
g
V¯
dθ
dt
(5.29)
T−D−W sin θ = W
g
dV¯
dt
, (5.30)
where V¯ dθ
dt is the normal acceleration and
dV¯
dt is the acceleration tangential to the ﬂight path of the aircraft.
Any vertical change executed by an aircraft can be expressed in terms of a rate of climb or climb rate h˙:
h˙ =
dh
dt
= V¯ sin θ. (5.31)
From Equations 5.30 and 5.31 we can derive a general ﬂight path angle independent equation for the rate of
climb:
h˙ = V¯
(
T−D
W
)
− V¯
g
dV¯
dt
(5.32)
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Equation 5.32 is further simpliﬁed by applying the constant speed assumption. The assumption implies no
change in speed and therefore the second term of Equation 5.32 becomes zero, Vg
dV
dt = 0. Additionally this
assumption results in a constant rate of climb. Finally we can determine the power required to implement a
constant climb rate. The required power can be determine from Equations 5.26, 5.27 and 5.32:
h˙ = V¯
(
T−D
W
)
(5.33)
=
Pavail − Preq
W
(5.34)
From Equation 5.34 we can determine the additional power required to execute a constant rate of climb:
Ph˙ = h˙W (5.35)
The total power required to execute a constant climb is determined as the sum of the straight and level
power Ps&l and the required constant climb power Ph˙. Alternatively the power of a constant descent can
be calculated as the diﬀerence between Ps&l and Ph˙. Therefore we make use of the constant climb power to
determine the power required for both ascent and descent manoeuvres
5.7.2.3 Power of Constant Turn
The constant turn manoeuvre is deﬁned by a set turning radius based on the current speed and the dynamic
constraints of the aircraft. In order to execute this manoeuvre, we have to apply a bank angle command.
Additionally we have to increase the angle of attack and thrust to ensure that the aircraft maintains a
constant speed and altitude. Failure to apply the additional thrust and angle of attack commands will result
in a loss of altitude or stall the aircraft. The increased thrust command will result in an increase in the power
requirements of the aircraft. The aircraft shown in Figure 5.11 is performing a constant level turn. In order
φ
Horizon
L
W
Fh
Fv
Figure 5.11: Forces actiong on an aircraft during a constant level turn manoeuvre, adapted from Yechout
[11]
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to ensure a constant altitude, the velocity vector of the aircraft must act only in the horizontal plane [11].
Therefore, as with straight and level ﬂight, the total vertical forces F on the aircraft must remain zero, as in
Equation 5.37.
∑
Fv = L cosφ−W = 0 (5.36)
∴W = L cosφ (5.37)
These equations lead us to deﬁned the term load-factor η, derived from Equation 3.1 in Section 3.1.4.
η =
L
W
=
1
cosφ
(5.38)
The load factor of an aircraft is generally deﬁned in terms of the g-force (gs) that the aircraft is pulling [11].
The relationship between the load factor of a generic aircraft and the bank angle, while maintaining a level
turn, is shown in Equation 5.38. Now we determine the sum of the forces in the horizontal plane. These
forces can be determined using the centripetal force, about a circle with a constant radius, and Pythagorean
principles applied to the forces in Figure 5.11. Resulting in:
∑
Fh =
mV¯ 2
r
=
WV¯ 2
gr
=
√
L2 −W2 = W
√
η2 − 1 (5.39)
V¯ 2
gr
=
√
η2 − 1, (5.40)
where m is the mass of the aircraft. From these equations we can determine the load factor of the aircraft at
a speciﬁc speed V¯ and turning radius r, as seen in Equation 5.42.
r =
V¯ 2
g
√
η2 − 1 (5.41)
∴ η =
√(
V¯ 2
gr
)2
+ 1 (5.42)
From the load factor determined above we can derive the total power required to execute the turn. Filippone
states that the power required for a constant banked turn grows with a factor of η3/2 given a constant weight
[83]. The relationship, in Equation 5.43, can be used to determine the power required in a turn as a function
of the straight and level power of the aircraft and the manoeuvre induced load factor.
Pturn = η
3/2Ps&l (5.43)
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5.7.2.4 Energy Calculations
The power calculations described above determine the power required to execute each of the manoeuvres used
to implement a complete manoeuvre sequence. The power of each manoeuvre can be used in conjunction
with the manoeuvre execution time to determine the energy required to execute each manoeuvre sequence,
using:
E = Pt. (5.44)
By determining the energy required for each manoeuvre we are capable of selecting the manoeuvre sequences
that expend a minimal amount of energy between the initial and ﬁnal states.
5.7.3 Path Deviation Cost Function
The distance and energy cost functions are both aﬀected by ﬂight time and therefore the distance of the
path, resulting in similar attributes between the optimal paths. The path deviation-based cost function is an
attempt to implement an alternative method that does not have a large correlation to the path distance. The
path deviation-based cost function aims to remain on the current path as long as possible. This is achieved
by minimising the time integral of the perpendicular path deviation. Thereby aiming to determine a path the
smallest perpendicular deviation from the nominal path, for the shortest time. To the author's knowledge
this method is unique in its implementation in the context of a path planning cost function. The method
applies a cost to the time deviated from the nominal path (straight) between the initial and goal states.
This nominal path is deﬁned at zero perpendicular deviation, therefore it lies on the d⊥ = 0 axis. The cost
function determines the path deviation using:
Cdev =
∫ t1
t0
f(d⊥, δ) dδ, (5.45)
where f(·) is a function of the perpendicular distance (d⊥) from the straight path and time. The perpendicular
distance is deﬁned as the distance deviated from the original path.
The method makes use of the diﬀerent manoeuvres and determines their equivalent perpendicular distance
function. This is used in conjunction with the execution times to determine the accumulative path deviation-
based cost for each manoeuvre sequence.
5.7.3.1 Vertical Cost Function Calculation
The path deviation-based cost function applied to the vertical domain is described by:
f(d⊥, δ) =
∣∣∣∣∆d⊥∆t δ + d⊥c
∣∣∣∣ , (5.46)
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where ∆d⊥ = d⊥1−d⊥0 , ∆t = t1−t0 and d⊥C is the perpendicular distance at t = 0. This can be represented
by the four ﬁgures shown in Figure 5.12. All manoeuvres in the negative plane are reﬂected into the positive
domain. Each manoeuvre shown in Figure 5.12 has a starting and ﬁnal deviation (d⊥0 , d⊥1) executed over
the time interval of [t0, t1].
Figure 5.12c intersects the d⊥-axis at a crossing time denoted by tc, while the straight ﬂight segment's
deviation is denoted by d⊥s = d⊥1 = d⊥0 . The dotted lines, in Figure 5.12c, depict the trajectories of the
climb or descent manoeuvres that have to be reﬂected into the positive domain, since d⊥ has to remain
positive.
t0 t1
d⊥1
d⊥0
t
d⊥
(a) Constant Climb
t0 t1
d⊥0
d⊥1
t
d⊥
(b) Constant Descent
t0 t1
d⊥0
d⊥1
t
d⊥
tc
(c) Constant or Descent across the straight path
t0 t1
d⊥s
t
d⊥
(d) Straight and level ﬂight
Figure 5.12: Representative path deviation-based function for the diﬀerent vertical and horizontal manoeuvres
The path deviation of the diﬀerent vertical manoeuvres shown in Figure 5.12 is equivalent to the area under
each manoeuvre. By shifting the time axis by t0 we can place the start of each manoeuvre at time = 0. This
results in Equation 5.47:
Cdev =
∫ ∆t
0
f(d⊥, δ) dδ =
∫ ∆t
0
∣∣∣∣∆d⊥∆t δ + d⊥0
∣∣∣∣ dδ. (5.47)
This equation allows the calculation of the path deviation for the three scenarios shown in Figures 5.12a,
5.12b and 5.12d. An alternative calculation is required for manoeuvres that cross the d⊥ = 0 axis.
The path deviation of the manoeuvre in Figure 5.12c is represented by the area under the solid line. Therefore
we have to determine the area under both triangles. This is achieved by manipulating the ∆d⊥ and ∆t of
Equation 5.47 and applying them to both triangles in Figure 5.12c as seen in:
81
Stellenbosch University  https://scholar.sun.ac.za
Cdev =
∫ ∆t1
0
∆d⊥1
∆t1
δ + d⊥0 dδ
+
∫ ∆t2
0
∆d⊥2
∆t2
δ dδ,
(5.48)
where
∆t1 = tc − t0 (5.49)
∆t2 = t1 − tc (5.50)
∆d⊥1 = d⊥c − d⊥0 = −d⊥0 (5.51)
∆d⊥2 = d⊥1 − d⊥c = d⊥1 . (5.52)
Equations 5.51 and 5.52 can be reduced because d⊥c = 0 will always hold true. We note from Figure 5.12c
that Equation 5.48 is valid for both climb and descent manoeuvres, crossing the d⊥ axis. Using Equations
5.47 and 5.48 we are capable of determining the time integral of path deviation for all of the possible vertical
manoeuvres. Each individual manoeuvre's path deviation cost can be summed to determine the cost of an
entire manoeuvre sequence.
5.7.3.2 Horizontal Cost Function Calculation
The calculation of the horizontal path deviation results in a total of 7 diﬀerent manoeuvre transformations.
Due to the nature of the horizontal manoeuvres all the possible deviations shown in Figure 5.12 exist, as well
those seen in Figure 5.14. An additional calculation applies to the turning manoeuvres. Their derivation
requires the application of the transformation function in Equation 5.53, resulting in the transformation seen
below:
fH(d⊥, δ) = |r sinωδ + d⊥O | |δ1δ0 , (5.53)
where r represents the radius of the turn, ω denotes the rate of turn deﬁned as radiansδ1−δ0 , δ depicts the execution
time within the interval [δ0, δ1] and d⊥O is the perpendicular distance to the centre of the circle.
The path deviation cost can therefore be determined as the area under the sinusoidal segment between t0
and t1, as seen in Equation 5.54:
Cdev =
∫ t1s
t0
fH(d⊥, δ) dδ =
∫ t1
t0
|r sinωδ + d⊥O | dδ. (5.54)
This integral can be complex to derive, therefore we require a simpliﬁed method. We have identiﬁed the three
diﬀerent manoeuvre conditions that aﬀect this area in Figure 5.14. By accurately identifying and solving
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Figure 5.13: Transformation of a circular turn to the perpendicular deviation versus time domain, where
φ = ωδ
these manoeuvres we can derive a simple solution for Equation 5.53 that can be applied to any of the possible
horizontal manoeuvres.
Figures 5.14a and 5.14b represent all the manoeuvres that do not intersect with the d⊥axis. Individually
Figure 5.14a represents any manoeuvre that occurs in the positive plane, while Figure 5.14b occurs in the
negative plane (dotted line). Finally Figure 5.14c depicts all manoeuvres that cross the d⊥axis. The cost of
these manoeuvres is generally more complex and require additional computation. Note that the formulation
of Equation 5.53 requires that the absolute value of each sinusoidal manoeuvre must be determined, therefore
all manoeuvres in the negative plane (dotted lines), shown in Figures 5.14b and 5.14c, are reﬂected into the
positive domain. If a simple solution to each of the individual manoeuvre conditions, described above, can be
determined, coupled with their activation criteria, we can solve for each possible solution of Equation 5.53.
The cost of manoeuvres or manoeuvre segments that do not cross the d⊥axis, deﬁned by r sinωδ+ d⊥0 6= 0
for all δ within [δ0, δ1], can be determined using Equation 5.55.
∫ δ1
δ0
|r sinωδ + d⊥O | dδ =

∫ δ1
δ0
r sinωδ + d⊥O dδ if r sinωδ + d⊥0 > 0∫ δ1
δ0
−r sinωδ + |d⊥O | dδ if r sinωδ + d⊥0 < 0
(5.55)
The cases where a crossing occurs require a combination of the two conditions shown in Equation 5.55,
resulting in:
∫ δf
δi
|r sinωδ + d⊥O | dδ =
∫
T1
r sinωδ + d⊥O dδ +
∫
T2
−r sinωδ + |d⊥O | dδ, (5.56)
where T1 is a set of all intervals in the positive domain deﬁned by r sinωδ + d⊥0 > 0, while T2 represents all
intervals in the negative domain, r sinωδ + d⊥0 < 0, within the interval [δi, δf ]. The path deviation cost can
be determined for each manoeuvre sequence by adding the individual costs of each manoeuvre.
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Figure 5.14: Representative path-deivation function for the additional horizontal manoeuvres
5.8 Search Optimisation Techniques
The implementation of an eﬀective conﬂict resolution system requires real-time or near real-time execution.
This section describes methods used to optimise the computational eﬃciency of the algorithm. These methods
attempt to reduce the computational complexities that arise when dealing with a vast sampling space and
therefore a large tree structure. Of the diﬀerent functions required to develop a conﬂict-free, dynamically
feasible path the conﬂict detection module and the LPM have been identiﬁed as the most computationally
expensive. Of these, conﬂict detection can be considered the major bottleneck of the system [64]. Additionally
the computation time required is proportional to the size and resolution of the sampling space [84, 85]. These
factors have to be taken into account when attempting a real world application of the resolution algorithm. In
an attempt to reduce the computational complexity of the algorithm, by minimising the number of function
calls (calls to the modules described above), we have identiﬁed three techniques: Pruning, Rejection Sampling
and a Dynamic Sampling Region. These search optimisation techniques are called when the algorithm has
successfully determined a path to goal. This current path to goal's distance and cost is used by the search
optimisation techniques to promote a fast convergence to an optimal solution.
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5.8.1 Pruning
Pruning as deﬁned in this section aims to reduce the computational complexity of the algorithm by reducing
the number of vertices and edges in the tree structure. This reduction is achieved by removing the non-
optimal vertices or pruning the tree. The main aim of the pruning functions is to avoid wasting time on low
quality paths. This is achieved by reducing the size of the tree, thereby reducing the number of LPM and
conﬂict detector calls. The implementation of the pruning function is important, because the adapted RRT∗
algorithm has a worst case LPM and conﬂict detector complexity of O(nS !), where nS is the total number of
samples. The pruning functions are only executed when a new path to the goal state has been determined.
Once this path is found, the cost and distance to goal are used to successfully remove all vertices that cannot
yield a more optimal path. The most basic form of pruning is cost-based node removal. Here the cost of the
goal path is compared to the costs of each vertex in the tree. If a vertex possesses a higher cost, it is removed
from the tree.
A more complex pruning implementation is the Projected Optimal path removal. This pruning method
attempts to determine the optimal path, regardless of conﬂict or dynamic constraints, between each vertex
in the tree and the goal state. The cost of these optimal paths is determined and combined with the current
cost at each vertex. The resultant cost to goal is the lowest cost that can possibly be achieved from each
vertex in the tree. These minimum costs are compared to the current goal path cost. If they exceed it they
are pruned from the tree. This ensures that all the vertices left in the tree could at least theoretically promote
a more optimal path and all vertices that could never yield an optimal path are removed. The projected
optimal path removal function has been applied to the distance-based cost function only, using a straight
line connection to goal method. The computation of the optimal paths to goal for the other cost functions is
complex and no eﬃcient method of goal path connection has been found.
5.8.2 Rejection Sampling
Rejection techniques were introduced by Kalos and Whitlock. They involve applying certain tests to the
randomly sampled states, before allowing the continuation of the system [86]. Rejection sampling, as im-
plemented in this system, is used in conjunction with the dynamic constraints of the aircraft to reduce
unnecessary computation by removing non-ﬂyable samples early. The aim of rejection sampling is to remove
all samples that can be geometrically identiﬁed to not adhere to the dynamic constraints of the aircraft
during the sampling process. This ensures that these samples can be removed early and no computation time
is wasted on them. Rejection sampling should only remove samples that will deﬁnitely be rejected by the
LPM. The implementation of rejection sampling requires the generation of a geometric shape that eﬀectively
describes the dynamic constraints of the aircraft. Therefore rejection sampling is applied only to the vertical
sampling region, as theoretically any two states in the horizontal plane can be connected using the horizontal
LPM, while the vertical constraints on the aircraft can eﬀectively be represented geometrically.
Vertical Sampling Region
The sampling region, as deﬁned in Section 5.5.1, has an elliptical form as seen in Figure 5.3. The rejection
sampling region for the vertical domain is deﬁned by the maximum climb and descent rates described by the
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vertical LPM, discussed in Section 5.6.3. These rates are used to determine a rhombus-like acceptance zone
that is applied to the elliptical sampling region and used to identify all dynamically realisable paths from the
initial to the goal state as seen in Figure 5.15.
a
h˙
F
qinit qgoal
h
V¯
θR
b
Figure 5.15: Graphical representation of the vertical acceptance zone in grey
The generation of the acceptance zone is determined by calculating the required acceptance angle θR from
the maximum climb rate and the current speed of the aircraft. The acceptance angle is used in conjunction
with the Euler distance between qinit and qgoal to produce the rhombus shaped acceptance zone in Figure
5.15. The generation of the acceptance zone is determined oﬀ-line to reduce computation time. The sampling
process is adapted to sample states within the elliptical sampling region, and then test whether the sampled
state should be rejected. If a state is accepted, in other words sampled within the acceptance zone (grey
rhombus in Figure 5.15), then the algorithm continues. If not, the algorithm generates a new sample within
the sample space. This process continues until a state is successfully sampled. Rejection sampling may have a
low eﬃciency caused by rejecting many samples before one is accepted [86]. Therefore in order to implement
an eﬀective rejection sampler we must ensure that the acceptance and sample regions are constructed in
such a fashion that more samples are accepted than rejected. We calculated that the worst case probability
of rejection will always be lower than the probability of acceptance, given that θR ≤ 31.75◦. Appendix C
contains the mathematical calculations required to support this statement.
5.8.3 Dynamic Sampling Region  Sample Space Reduction
The implementation of a dynamic sampling region implies that the boundary of the elliptical sampling region,
discussed in Section 5.5.1, can be adapted. This attribute can be utilised to improve the rate of optimal path
discovery, thereby reducing the time required to reach an optimal path. This algorithm aims to improve the
optimal path convergence rate, by reducing the search space based on the current optimal path's cost.
The dynamic sampling region makes use of a method of sample space reduction, reducing the size of the
sampling region based on the distance of the current path to goal. Note from Section 5.5.1 that a favourable
attribute of the elliptical sampling region is that we can deﬁne a constant maximum distance to the goal
state via any sample within the space. This allows the implementation of a dynamic sampling region that
reduces the sampling space as a function of the current path to goal distance.
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Calculation of the New Sampling Region
The dynamically reduced sampling region's bounds are described as a function of the current path to goal
distance Pd. Assume that an arbitrary path P has been determined to the goal state, with a path distance
of Pd, as seen in Figure 5.16.
a
b
F
c
qinit qgoal
cR
Pd
aR
bR
Figure 5.16: Elliptical Reduction applied based on the path to goal distance PR
We can determine the new reduced semi major axis aR using:
Pd = 2(cR + F ) (5.57)
= 2aR. (5.58)
Once aR is determined we make use of Equation 5.5 to determine the reduced semi-minor axis. This allows
the redeﬁnition of the sampling region after each new path to goal has been found.
5.8.4 Cross Dimensional Optimisation
Cross Dimensional Optimisation refers to the application of all the optimisation functions to both horizontal
and vertical search trees once a path to goal has been determined, regardless of which tree contains the path.
This implies that if a path to goal is found in the horizontal domain, both the horizontal and the vertical
trees are optimised.
This functionality ensures that both the search trees strive to determine an optimal solution together. This is
especially advantageous with regard to the implementation of a dynamic sample space (see Section 5.8.3) due
to the nature of the diﬀerent sampling regions. The horizontal sampling space is much larger than the vertical
sampling region, due to the dynamic constraints of an aircraft (see Section 5.5.1). Therefore if a vertical path
is found to the goal state, the horizontal sampling region is vastly reduced ensuring that no computation time
is wasted on less optimal paths. This reduces the trade-oﬀ between the large horizontal search space and its
optimal path convergence rate. By implementing the cross coupling of the search optimisation functions we
enable the collective advance towards an optimal solution in both the horizontal and vertical domains.
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5.9 Collaborative Resolution
The adapted RRT∗ as described in this section determines a conﬂict-free path to the goal state. The devel-
opment of the algorithm assumes that it is only functional on the host aircraft, while all obstacle aircraft
maintain their current trajectory or ﬂight path. However, if the conﬂict resolution system is used by all
aircraft in the environment, it vastly increases the complexity of the problem and potential complications
can arise. If accurate information about the movement of all aircraft is available, and each aircraft is given
a turn to resolve its conﬂict, the number of conﬂicts will reduce after each turn until, after all aircraft but
the last one has had a turn, all conﬂicts will have been resolved. The resultant resolution, however, will not
necessarily be globally optimal, since pairwise optimisation does not necessarily lead to global optimisation.
However, this methods can be very time consuming and the application of additional logic to the algorithm
could yield faster ﬁnal path calculations. A potential complication that could arise is that all aircraft de-
termine a resolution path at the same instant and therefore do not consider the new paths generated by the
other aircraft when resolving the conﬂict. This problem is not handled or tested in this thesis. However we
have provided some potential methods of dealing with this resolution problem.
1. A random starting time: the algorithm waits a random number of seconds before activating the res-
olution algorithm. This should cause the diﬀerent aircraft to resolve the conﬂict at diﬀerent times,
therefore the system can receive the updated ﬂight paths of the other aircraft before resolving the
predicted conﬂict.
2. A designated resolution aircraft: assuming that communication between the aircraft is possible the
diﬀerent systems could designate a single resolution aircraft to resolve the conﬂict, while all others
remain on their current ﬂight paths.
3. Updating the ﬂight path while resolving the conﬂict: while the resolution system determines new paths
the system can update the current ﬂight path of the aircraft. This constantly updated ﬂight path can
be broadcast to all obstacle aircraft and vice versa, thereby ensuring that all the resolution systems
have the updated ﬂight paths.
Finally a thorough test of the adapted RRT∗ algorithm is required to determine whether additions have to
be made and what eﬀect these additions have on the path calculations.
5.10 Summary
This chapter described the development of a conﬂict resolution system based on an adapted RRT∗ path
planning algorithm and supporting functions, which include algorithms to implement local planning methods,
cost functions for path optimisation, and search optimisation techniques. The adapted RRT∗ algorithm builds
a tree structure rooted at a predeﬁned initial state. During each iteration the algorithm samples a new point
in space, within the sampling region, and attempts to connect it to the tree. If the connection is successful,
meaning a ﬂyable conﬂict-free path exists to the newly sampled state, the algorithm attempts to connect
the sample to the goal state. After each successful goal state connection, numerous search optimisation
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techniques are applied that adapt the sampling region, prune the tree and ensure that only the optimal
path to the goal state is stored. When the algorithm's termination criteria are achieved, the best path to
goal is returned. The algorithm's ability to derive this path to goal and ensure that it is optimal, ﬂyable
and conﬂict-free requires the application of diﬀerent subsystems. The LPM module ensures that all paths
derived are dynamically realisable, while a nominal conﬂict detection module is used to test for conﬂict.
Search optimisation techniques are used to reduce the LPM and collision detector calls and promote faster
convergence to an optimal solution. The development of each of these functions was described in this chapter
as well as the assumptions and design choices required to derive the ﬁnal conﬂict resolution system.
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Chapter 6
Simulation and Results
The simulation of the algorithm aims to test the functionality of the adapted RRT∗ in static and dynamic
environments. The algorithm is applied to four test scenarios; the generic two aircraft scenario, terrain only
scenario, a two aircraft with terrain scenario and a multiple aircraft with terrain scenario. In each simulation
the cost functions based on distance, energy and path deviation (described in Section 5.7) are applied. A
statistical analysis of the paths generated by the algorithm is determined to test:
1. the ability to determine an initial conﬂict-free ﬂyable path to the goal state,
2. the convergence rate of the algorithm towards an optimal solution,
3. the computational eﬃciency of the optimisation techniques,
4. and the integrity of the parallel generation of the search trees.
These tests aim to determine the applicability of the proposed algorithm as a path planner and ultimately
as a potential conﬂict resolution system.
6.1 Simulation Setup
The algorithm was simulated using MATLAB 7.6.0 (R2008a) on a Windows 7 computer. The algorithm was
applied using a Simulink model of the aircraft depicted in Figure 3.3. Each simulation was tested using a
predeﬁned initial and goal state, in the same horizontal plane. The simulations were set up to ensure that
a conﬂict will occur between these states and that the goal state shall remain conﬂict-free. The applied
system made use of a nominal conﬂict detection method described in Section 2.1.2. The simulations were
applied assuming that the proposed conﬂict resolution system is only functional on the host aircraft (H),
while all obstacle aircraft (O) remain on their predicted trajectories. An estimation of the optimal solution
is determined through application of a 10 000 iteration (IS) simulation. During one iteration the algorithm
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samples a point each in the horizontal and the vertical domain, therefore one iteration corresponds to two
sampled points. The estimated optimal solution is assumed to be optimal due to the asymptotic optimality
of the adapted RRT∗; the validity of this assumption is discussed in Section 6.2.1. A statistical representation
of the expected behaviour of the algorithm was determined through the use of 1000 simulations.
6.1.1 Generic Two Aircraft
The generic two aircraft scenario is a dynamic conﬂict example, generally used as a benchmark for conﬂict
avoidance tests. The scenario, illustrated in Figure 6.1, occurs between two aircraft with perpendicular
intersecting trajectories or ﬂight plans. A conﬂict is detected T seconds in the future, where T is the look
ahead time of the system. This scenario was selected to test the ability of the conﬂict resolution system in a
relatively simple dynamic environment.
H
O
Figure 6.1: Generic two aircraft conﬂict scenario
6.1.1.1 Paths Generated
The adapted RRT∗ was applied to the generic two aircraft scenario and the paths generated when applying
each of the cost functions are depicted by Figures 6.2, 6.3 and 6.4. These ﬁgures show the progression of the
developed path at diﬀerent time instances. The system is activated when a conﬂict is predicted 60 seconds in
advance and a resolution path is determined. The obstacle aircraft is represented by the red sphere, while the
paths ﬂown by the host and obstacle aircraft are shown by the blue and red lines respectively. The spherical
obstacle aircraft is depicted as a ﬂattened ellipse in most of the ﬁgures. This is because the dimensions of
the axes are not equal and the x-axis is generally much longer than both the y- and z-axis.
Figure 6.2 shows the development of a horizontal resolution path, each of the sub-ﬁgures show how the path
avoids the oncoming obstacle aircraft (red sphere). The host aircraft avoids the obstacle by a very small
distance, showing that the distance-based cost function determined a near optimal solution. In Figure 6.2d
it is possible to see the exact resolution path determined by the algorithm.
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Figure 6.2: The paths generated, at diﬀerent time instances, for the generic two aircraft scenario when
applying the distance-based cost function for 100 algorithm iterations
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Figure 6.3: The paths generated, at diﬀerent time instances, for the generic two aircraft scenario when
applying the energy-based cost function at 100 iterations
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Figure 6.4: The paths generated, at diﬀerent time instances, for the generic two aircraft scenario when
applying the path deviation-based cost function at 100 iterations
The application of the energy-based cost function to the generic two aircraft scenario is depicted in Figure
6.3. This resulted in a vertical resolution path as expected, because the extra energy required for a climbing
manoeuvre is equal to the energy saved during an equivalent descending manoeuvre. This implies that less
energy is generally required to execute vertical resolution (see Section 6.2.1 for details). The path deviation-
based cost function depicted in Figure 6.4 shows how the algorithm attempts to deviate from the intended
trajectory as late as possible and return as soon as it can. From the simulation results for the three cost
functions, it is clear that the distance- and energy-based cost functions determine paths that are easier for a
pilot to follow, as these paths consist of only a few manoeuvres. The resolution path generated by the path
deviation-based cost function consists of multiple manoeuvres and post-processing is required to simplify this
path.
6.1.2 Terrain Only
The terrain only scenario tests the algorithm's ability to derive a conﬂict-free path in a static environment.
The simulation is set up so that if the host aircraft remains on its current trajectory a collision with a
mountainous terrain will occur (illustrated in Figure 6.5). For this test the mountainous terrain is set up
so that vertical resolution is encouraged. This is accomplished by ensuring that the height of the mountain,
relative to the aircraft, is less than its relative width. This ensures that vertical resolution is preferred, at
least for the distance-based cost function.
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HTerrain
Figure 6.5: Terrain only conﬂict scenario
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Figure 6.6: The complete paths generated for the terrain only scenario at 100 iterations
The paths generated during a 100 iteration simulation of the terrain only scenario are depicted in Figure
6.6. Each of the resolution paths determine a solution that avoids the conﬂict region (grey area). The paths
generated by the distance- and energy-based cost functions seem to make use of less manoeuvres, while the
path deviation-based cost function exhibits a unexpected climb above the mountain as seen in Figure 6.6c.
This climb is required so that the system can descend to the original path earlier. This is because it is not
possible for the path to connect to the goal state immediately from the sample before the climb. However,
the sample at the end of the climb and straight segments can connect to the goal state, thereby resulting in
the least deviation from the nominal path.
6.1.3 Two Aircraft with Terrain
The single aircraft with terrain scenario aims to test the performance of the algorithm in an environment
that contains both static and dynamic obstacles. This scenario is set up by making use of the mountainous
terrain in the terrain only scenario, with the addition of an obstacle aircraft ﬂying above the mountain as
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shown in Figure 6.7. The dimensions of the mountainous terrain, as described above, ensure that the optimal
resolution path is to ﬂy over the mountain, but in this scenario such a path will result in a conﬂict with an
obstacle aircraft. This forces the algorithm to derive a horizontal solution, as it is the only safe path that
avoids both the terrain and aircraft.
H
Terrain
O
Figure 6.7: Two aircraft with terrain conﬂict scenario
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Figure 6.8: The complete paths generated for the two aircraft with terrain scenario at 100 iterations
6.1.3.1 Paths Generated
The paths generated for the two aircraft with terrain scenario all resulted in horizontal manoeuvres, due to
the obstacle aircraft ﬂying above the mountain. It is clear from Figure 6.6 that the optimal path without
the obstacle aircraft was a vertical manoeuvre over the terrain. However, as seen in Figure 6.8, no vertical
resolution was possible due to the presence of the obstacle aircraft and all the simulations determined a
horizontal path regardless of the applied cost function. Figure 6.8 shows that all the paths generated by
the algorithm are simple to follow, consisting of only a few manoeuvres. The characteristics of the diﬀerent
cost functions are exhibited in the paths generated. The distance-based cost function, shown in Figure
6.8a, attempted a straight connection to the goal state after passing the mountain, thereby minimising the
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distance travelled. The energy-based cost function made use of as little turning manoeuvres as possible to
reduce the energy consumed during a turn, as seen in Figure 6.8b. Finally the path deviation-based cost
function, depicted in Figure 6.8c, determined a path that hugs the mountainside in order to reduce the
distance deviated from the nominal path.
6.1.4 Multiple Aircraft with Terrain
The multiple aircraft with terrain scenario makes use of the same set up that was used in the two aircraft
with terrain scenario, with the addition of three obstacle aircraft (as seen in Figure 6.9). This scenario tests
the performance of the algorithm in a cluttered dynamic environment containing static terrain. This scenario
is used as a representation of a cluttered, dynamic airport environment.
East
North
-Down
H
O
Figure 6.9: Multiple aircraft with terrain conﬂict scenario. The obstacle aircraft are depicted in red, while
the host aircraft is in blue.
6.1.4.1 Paths Generated
The paths generated during the multiple aircraft with terrain scenario are similar to those determined during
the two aircraft with terrain simulations. This is due to the similarity between the scenarios. However as seen
in Figure 6.10c the path determine when applying the path deviation-based cost function required additional
manoeuvres to avoid the obstacle aircraft North of the mountain.
6.2 Results
This section discusses the statistical interpretation of the results obtained from the simulations. The algorithm
derives a search tree for each scenario; representations of the trees calculated are given in Figure 6.11. The
ﬁgure depicts the search tree calculated in the horizontal (Figure 6.11a) and vertical (Figure 6.11b) domains
for the terrain only scenario. Here the algorithms attempts to avoid a static mountainous terrain. The search
trees are comprised of red edges and blue vertices. The calculated paths to the goal state are shown in blue,
while all vertices removed from the trees by the numerous search optimisation techniques are in green.
96
Stellenbosch University  https://scholar.sun.ac.za
0 1
2 3
4 5
-1500
0
1500
-1600
-800
-200
×104x-axis (m)
y-axis (m)
z
-a
x
is
(
m
)
(a) Distance-Based
0 1
2 3
4 5
-1500
0
1500
-1600
-800
-200
×104x-axis (m)
y-axis (m)
z
-a
x
is
(
m
)
(b) Energy-Based
0 1
2 3
4 5
-1500
0
1500
-1600
-800
-200
×104x-axis (m)
y-axis (m)
z
-a
x
is
(
m
)
(c) Path Deviation-Based
Figure 6.10: The complete paths generated for the mulitple aircraft with terrain scenario at 100 iterations
The search trees obtained above are created by randomly sampling the search space. Figure 6.12 is a
graphical representation of the samples generated in the vertical domain. The ﬁgure depicts the random
samples (blue), as well as the reduction in the dynamic sampling space size (red). Figure 6.12 shows that
the samples generated by the algorithm are concentrated within the optimal sampling region and that this
optimal sampling region is obtained within a few samples.
The sections that follow analyse the ability of the algorithm to determine an initial path to the goal state,
while also looking into the convergence rate of the algorithm towards an optimal solution. Additionally
an analysis of the diﬀerent search optimisation techniques applied to the system as well as the inﬂuence of
sequential and parallel development of the search trees are described. The algorithm's ability to determine
a path in real or near real-time was not analysed. This is because the algorithm could not be tested on the
expected implementation platform. A timing analysis in MATLAB on a Windows computer is impractical
since MATLAB is a high-level interpreted language, which is very ineﬃcient with regard to computation
time. An eﬀective timing analysis requires the application of the proposed conﬂict resolution system in
conjunction with the external conﬂict detection module on a representative aircraft computer system using
the appropriate coding language. Unfortunately this was not possible and therefore no timing analyses were
conducted. However the relative reduction in function calls were analysed, where applicable.
6.2.1 Simulated Optimal Cost
The asymptotic optimality of the adapted RRT∗ ensures that as the number of samples increases the paths
generated will converge towards an optimal path. However, this does not ensure that a simulation with
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Figure 6.11: Graphical representation of the search tree's calculated to traverse the terrain only scenario
IS = 10000 is an accurate representation of the optimal solution, where IS represents the number of iterations.
This section evaluates the accuracy of this representation, by calculating the optimal path cost mathematically
and comparing it to the simulated optimal cost. The optimal costs are calculated for the generic two aircraft
scenario, as a geometric representation of the optimal paths is simple to derive for this scenario. A discussion
on how these geometrically optimal paths are calculated is given below.
The distance-based cost function aims to minimise the path distance travelled between the initial and goal
state. Therefore, the expected optimal result derived by the algorithm is a horizontal path that makes use of
the smallest angle required to avoid the predicted conﬂict and return to the goal state. This geometrically
optimal resolution path is depicted in Figure 6.13a.
The energy-based cost function strives towards a path that requires the minimal amount of energy to execute.
The formulation of the energy-based cost function derives the standard straight and level energy required and
adds all the additional energy used when executing a turning or climbing manoeuvre. A descent manoeuvre,
however, makes use of less energy than straight and level ﬂight. The amount of energy saved during a
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Figure 6.13: Geometric representations of the optimal path for each of the cost functions, applied to the
generic two aircraft scenario. The scale has been adapted for representation purposes.
descent is equal to the additional energy required to ascend at the same rate. This implies that ascending
and descending manoeuvres can collectively be viewed as a straight and level ﬂight manoeuvre, if the climb
and descent rates are equivalent. The optimal energy-based path for the generic two aircraft scenario is
therefore vertical resolution that results in the shortest path distance or time, as shown in Figure 6.13b.
The path deviation-based cost function aims to remain on the current path as long as possible. The optimal
path can be deﬁned as the solution with the minimal time integral of the path deviation, or with the smallest
deviation from the original path, for the shortest time. The expected optimal solution is therefore one that
makes use of the steepest climb and descent rates as late as possible, resulting in the resolution path depicted
in Figure 6.13c.
The simulated costs, at IS = 10000, were compared to the geometrically calculated optimal costs. The
deviations between them are depicted in Table 6.1. The distance and energy-based simulations exhibited
near-optimal solutions with very slight deviations from the geometrically optimal costs. However, a maximum
deviation of 10.8204 % was recorded when applying the path deviation-based cost function. This deviation
is relatively large and implies that a larger number of samples is required to obtain an optimal solution
for the path deviation-based cost function. When looking at the distance and energy-based cost functions,
the selected number of samples resulted in a path that can be considered an accurate representation of the
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Table 6.1: Deviation of the simulated optimal solution at IS = 10000 from the geometrically calculated
optimal cost, for the generic two aricraft scenario.
Simulated cost's deviation from
Cost Function geometrically calculated path cost
Distance 0.0038 %
Energy 0.000002 %
Path Deviation 10.82 %
optimal solution. Due to the negligibly small deviations for both the distance and energy-based cost functions,
IS = 10000 was selected as the optimal path representation for all the cost functions, to ensure uniformity
between the tests. The slow convergence rate of the path deviation-based cost function is discussed in Section
6.2.3. The simulated cost for 10000 iterations will be used as if it were the optimal cost, and will be referred
to as such for the remainder of this chapter.
6.2.2 First Path Calculations
The primary requirement for any conﬂict resolution system is the fast calculation of a diﬀerentially realisable,
conﬂict-free path to the goal state of the system. The aim of the adapted RRT∗ algorithm is to determine
this initial path to goal within as few samples as possible. The number of samples required to determine
the initial path to goal for each scenario over the 1000 simulations is shown in Table 6.2. The table shows
the maximum and mean (n¯) number of samples required to determine the initial path to goal. Additionally
the standard deviation (σn) of the number of samples required to determine the initial path to goal is also
shown.
The mean number of samples required to generate an initial path to the goal state remains constant for
each scenario. This shows that the number of samples required to ﬁnd the ﬁrst path to the goal state is
independent of the cost function used to optimise the path. The selection of a cost function will therefore
not impede the algorithm's ability to obtain an initial safe path. This statement is bolstered by the similar
standard deviations within each scenario.
The type of cost function may not aﬀect the initial path to goal calculations, but there does exist a relationship
between the number of samples required to ﬁnd the ﬁrst path and the speciﬁc conﬂict scenario. Table 6.2
shows that as the complexity of the scenario increases, the maximum number of samples required increases.
However, the increase in the mean number of samples remains very small, with a diﬀerence of only 0.813
between the maximum and minimum mean number of samples across all simulations. Although the maximum
number of samples required to ﬁnd the ﬁrst path does increase as the complexity of the conﬂict scenario
increases, the maximum number of samples required remains below 7 for 99.7% of the simulation runs (3σ
band), for all conﬂict scenarios considered.
The generation of an initial path within a few samples for all test scenarios is very important to ensure that
a conﬂict resolution system is viable. The results depicted in Table 6.2 show that the adapted RRT∗ adheres
to this requirement, deriving initial paths to the goal state quickly and eﬃciently.
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Table 6.2: Statistical results depicting the samples required to calculate the ﬁrst path to goal, determined
from 1000 simulations at 100 iterations for each scenario.
Cost Function Number of Samples (n)
Generic Two Aircraft Max n¯ σn
Distance 3 1.072 0.321
Energy 3 1.059 0.282
Path Deviation 6 1.081 0.356
Terrain Only
Distance 8 1.61 1.167
Energy 8 1.597 1.142
Path Deviation 9 1.658 1.192
Two Aircraft, with Terrain
Distance 17 1.848 1.658
Energy 11 1.872 1.524
Path Deviation 13 1.822 1.54
Multiple Aircraft, with Terrain
Distance 9 1.66 1.828
Energy 11 1.673 1.256
Path Deviation 9 1.644 1.242
6.2.3 Convergence to an Optimal Path
The secondary aim of the adapted RRT∗ algorithm presented in this thesis is to utilise the remaining execution
time, after an initial path to the goal state has been determined, to strive towards an optimal solution. This
section analyses the algorithm's ability to obtain optimal solutions by looking at the average optimal costs
achieved as well as cost function's convergence rate towards an optimal solution.
The relationship between the mean path costs, at IS = 100, and the optimal solution c∗ is depicted in Table
6.3. This data is derived from histograms of the optimal path costs achieved over a large number of diﬀerent
simulation runs, for all three cost functions, and in all four conﬂict scenarios. The histograms for the generic
two aircraft scenario are shown in Figure 6.14. The histograms for the other three conﬂict scenarios are
similar, and can be found in Appendix D. The percentage diﬀerence between the mean costs (c¯) calculated
during each of the 1000 simulations and the optimal cost is shown in the table. The percentage standard
deviation σ% from c¯ is also supplied. Figure 6.15 depicts the percentage decrease from the optimal path cost
as the number of samples increases. All test scenarios resulted in interchangeable graphs exhibiting a similar
general shape or trend. The generic two aircraft scenario's results shown in Figure 6.15, were selected as a
general representation of the cost trends for all the simulations. The median cost at each sample is depicted
in blue, while the 68th, 95th and 99.7th percentiles are also given. The graph depicts an exponential-like
decay in cost tending towards the optimal cost c∗, at 0%. The graphs depicted in the ﬁgure are substantiated
by Table 6.3 as the graphs decay towards the expected average costs for each simulation.
Table 6.3 shows that the distance and energy-based cost functions exhibit similar average ﬁnal cost charac-
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Figure 6.14: Histograms of the optimal path cost pdf, for the generic two aircraft scenario at IS = 100,
normalised as a persentage from the optimal solution determined at IS = 10000.
teristics, converging towards near-optimal solutions within 100 iterations. The deviation for both these cost
functions at 100 iterations is negligibly small for all practical implementations. The convergence rate of these
two cost functions can be considered fast enough that a practically optimal solution is reached within 100
iterations. This is substantiated by Figures 6.15a and 6.15b.
The path deviation-based cost function exhibits a slower convergence rate, shown in Table 6.3. When com-
paring Figures 6.15c and 6.15d it is clear that the algorithm still converges towards an optimal solution,
but at a reduced rate. The slow convergence rate could be attributed to the search optimisation techniques,
especially the application of the dynamic sampling space. The distance and energy-based cost functions are
directly coupled with time (or distance) (see Equations 5.19 and 5.44). Additionally the dynamic sampling
region is reduced based on the path distance (i.e. time), therefore it has is a strong connection to the dis-
tance and energy-based cost functions. The application of the dynamic sampling region therefore improves
the convergence rates of the distance and energy-based cost functions, while having little inﬂuence on the
time-deviation cost function. The application of specialised cost function based search optimisation tech-
niques, should improve the convergence rate of the algorithm. The various search optimisation techniques
are analysed in Section 6.2.4.
The cost convergence graphs, seen in Figure 6.15, allow the calculation of the algorithmic decay rate to
an optimal solution. This enables the estimation of the maximum number of samples required to ensure
near-optimal path calculations, for each speciﬁc cost function.
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Table 6.3: Statistical results depicting optimal path characteristics, determined from 1000 simulations at 100
iterations for each scenario.
Cost Function Average Cost ( c¯ )
Generic Two Aircraft % of c∗ σ%
Distance 100.003 0.00128
Energy 100.0005 0.00052
Path Deviation 270.432 22.751
Terrain only
Distance 100.0029 0.003
Energy 100.003 0.0032
Path Deviation 124.41 9.531
Two Aircraft, with Terrain
Distance 100.07 0.045
Energy 100.223 0.147
Path Deviation 184.951 19.779
Multiple Aircraft, with Terrain
Distance 100.254 37.257
Energy 102.049 12.829
Path Deviation 428.573 29.151
6.2.4 Search Optimisation Techniques
The search optimisation techniques introduced in Section 5.8 aim to reduce the computation time of the
algorithm, by reducing the number of conﬂict detector and LPM calls required to obtain a solution. The
major bottleneck for all path planning systems can be considered to be the conﬂict detection module [64].
Due to this bottleneck we make use of the number of conﬂict detection module calls as a measure of the
computational eﬃciency or computational complexity of the algorithm. This implies that in order for the
search optimisation function to eﬀectively reduce the algorithmic execution time it must minimise the number
of conﬂict detection module calls. To test this, the algorithm has been applied to each scenario with and
without the search optimisation techniques. In order to make a fair comparison of their computational
eﬃciencies, the path planning algorithms with and without search optimisation are both executed until they
reach the same ﬁxed predetermined path cost. This termination cost was determined from the average
cost percentages of the optimal solution at 10 iterations in Table D.1, Appendix D for each simulation,
thus the two systems will both yield an equally optimal path. The termination cost at 10 iterations was
selected, because some simulations without the search optimisation techniques required up to 700% more
samples as seen in Table 6.4, resulting in very long execution times. A comparison between the number of
conﬂict detection module calls will therefore provide a measure of the eﬀectiveness of the search optimisation
techniques applied. The results determined from the aforementioned tests are depicted in Table 6.4.
The table depicts the percentage diﬀerence for each simulation and cost function between the system applied
with and without the optimisation techniques. It can be noted that each simulation without search optim-
isation required more samples to reach the termination path cost. Additionally each of these simulations
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Figure 6.15: Statistical cost convergence of the median cost for the generic two aircraft scenario over 1000
simulations
required more LPM function calls with a minimum average increase in LPM calls of approximately 100%
across all simulations. The conﬂict detector calls used to represent the time required for each simulation
varied with each scenario and cost function. A maximum average increase in conﬂict detection calls, ap-
proximately 430%, was recorded during the generic two aircraft scenario, when applying a distance-based
cost function, while all simulations required more conﬂict detector function calls, although these did vary
dramatically. These results give a clear indication that the application of the search optimisation techniques
reduced the computational complexity for each simulation. The tests showed that the application of these
techniques, regardless of the cost function or scenario, improve the eﬃciency of the algorithm, promoting the
faster generation of more optimal paths. The eﬀect of the search optimisation techniques is more pronounced
in simpler scenarios, where a conﬂict is predicted for a single instant as seen in the generic two aircraft simu-
lation. It is clear that the computational beneﬁt provided by the search optimisation techniques are scenario
and cost function dependent and that the complexity of the scenario aﬀects the ability of these techniques.
However, the cause of these diﬀerences is not clear.
An analysis of the standard deviations for each scenario and cost functions showed that when the search
optimisation techniques are applied, the variance of the total execution time is smaller. This ensures that
the expected computation time when applying the search optimisation techniques can be estimated more
accurately. Overall the application of the search optimisation techniques depicted a reduction in all function
calls. This ensures faster execution times as well as increased conﬁdence in the expected completion time.
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Table 6.4: Statistical results depicting the eﬀect of the search optimisation techniques on the ﬁnal path
calculations, determined from 1000 simulations. Each simulation was terminated when the desired path cost
was reached. The table shows the percentage diﬀerence in the required samples and function calls when no
search optimisation techniques are applied.
Cost Function % Diﬀerence in Function Calls
Generic Two Aircraft
% diﬀerence
in IS LPM
Conﬂict
Detector
Distance 733.471 14785.445 432.192
Energy 119.422 425.959 29.612
Path Deviation 136.835 734.477 50.016
Terrain Only
Distance 55.865 220.689 44.916
Energy 58.206 173.905 46.372
Path Deviation 65.542 316.797 60.823
Two Aircraft, with Terrain
Distance 20.507 97.668 20.289
Energy 36.808 127.541 37.502
Path Deviation 74.057 368.214 86.213
Multiple Aircraft, with Terrain
Distance 20.507 97.667 20.289
Energy 36.808 127.541 37.502
Path Deviation 368.214 96.614 86.213
6.2.5 Sequential versus Parallel Path Calculation
This section veriﬁes the validity of the assumption that the parallel development of the search trees, de-
scribed in Section 5.3.1.1, is more eﬃcient than sequential execution. Each scenario is tested by sequentially
determining a vertical and horizontal path and selecting the optimal solution. This solution is compared to
the parallel implementation of the adapted RRT∗. The results of these simulations are depicted in Table
6.5. The table shows the relationship between the parallel and sequential execution's average ﬁnal costs and
function calls. These are depicted as the percentage diﬀerence between the average sequential and parallel
execution results.
All three simulations show that both parallel and sequential execution strive towards the same optimal
solution, with a maximum deviation in cost of less than 1.051%. Sequential execution generally required
more LPM function calls, with a maximum increase of 96.7%. The parallel execution of the search trees
promoted fewer function calls with respect to both the LPM and the conﬂict detection module. As the
complexity of the scenarios increases the eﬀect of parallel and sequential execution on the function calls
and samples required reduces, as seen in the multiple aircraft with terrain. Generally sequential resolution
required more conﬂict detection module calls, barring the distance-based generic two aircraft simulation. In
all other simulations the parallel development of the trees resulted in a reduction in the number conﬂict
detection module calls. This scenario, however, resulted in ≈ 13% fewer conﬂict detection module calls when
sequential resolution was applied. A possible reason for the reduced conﬂict detector calls when executing
the algorithm sequentially could be caused by cross dimensional optimisation (seen in Section 5.8.4) applied
during the parallel implementation. The geometry of the scenario and cost function strongly promotes a
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Table 6.5: Statistical results highlighting the diﬀerence between sequential and parallel development of the
search trees, determined from 1000 simulations at 100 iterations for each scenario.
Cost Function % Diﬀerence in Function Calls
Generic Two Aircraft
% Diﬀerence
in cost LPM
Conﬂict
Detector
Distance 0.00013 15.608 -12.938
Energy 0.00001 41.72 10.162
Path Deviation 1.05 35.3547 35.355
Terrain Only
Distance -0.00006 39.444 7.216
Energy -0.0002 53.98 8.433
Path Deviation -0.129 83.084 15.544
Two Aircraft, with Terrain
Distance -0.004 -0.752 1.156
Energy -0.0077 0.194 -0.151
Path Deviation 0.275 0.69 0.956
Multiple Aircraft, with Terrain
Distance 0.0001 59.22 5.849
Energy 0.0001 62.33 2.85
Path Deviation 0.592 96.614 11.205
horizontal path; this could potentially result in such a large reduction in the vertical sample space that all
sampled states will result in a conﬂict, thereby increasing the conﬂict detection module calls dramatically.
Further tests are required to determine whether this is indeed the case. If it is, it could be remedied by only
connecting each newly sampled state to vertices in the tree within a predeﬁned spherical region around the
sample. This ensures that the size of the tree and a high probability of conﬂict to that sample do not result
in a bottleneck for the system. This connection method was implemented by Karaman and Frazzoli in the
original RRT∗ [62].
All the aircraft with terrain simulations resulted in similar costs, and function calls. However no vertical
resolution path could be calculated within 100 iterations. The application of sequential resolution resulted in
the algorithm spending unnecessary time attempting to derive a vertical solution, while a feasible horizontal
path could easily be calculated. The computation times required to obtain the ﬁnal path for both sequential
and parallel implementations can be considered equal, but the order in which the sequential resolution system
searches the C-space can aﬀect the algorithm's ability to derive an initial path quickly. Both parallel and
sequential executions resulted in equivalent optimal path calculations.
The results depicted in Table 6.5 show that parallel execution can generally be considered a more com-
putationally eﬃcient implementation of the adapted RRT∗ algorithm. However, scenarios do arise where
sequential resolution can be considered equally or even more eﬃcient, as seen with the distance-based, gen-
eric two aircraft scenario. Finally, the main advantage of the parallel development of the search trees is the
fast derivation of an initial path to goal, regardless of the geometry of the environment. This can not be
guaranteed when executing the searches sequentially, as the search order will aﬀect the initial path calculation.
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6.2.6 Paths Generated
The paths generated by the adapted RRT∗ are generally comprised of a few vertices or way-points. This
is due to the convergence of the paths towards an optimal solution. The selected cost functions promote
simple optimal paths consisting of two or three manoeuvres, ensuring that the algorithm strives to determine
simple paths. This makes it easy for the pilot to follow the proposed resolution paths. Examples of the
paths generated by the algorithm are depicted in Figures 6.2, 6.3, 6.4, 6.6, 6.8 and 6.10. The simplicity of
the paths obtained when applying the distance and energy-based cost functions once again show that these
methods strive towards an optimal solution at a higher rate. The path deviation-based cost function generally
determines more complicated paths consisting of multiple manoeuvres, this can be reduced by applying a post
processing function that linearises the proposed paths. Overall the paths derived by the algorithm are simple
to follow and resolve the predicted conﬂict. The paths developed do not exhibit unexpected manoeuvres and
seem similar to resolution paths that we expect a human pilot to derive when faced with equivalent conﬂict
scenarios.
6.3 Summary
The adapted RRT∗ was applied to multiple simulations, consisting of 4 diﬀerent conﬂict scenarios of increasing
complexity. In all the simulations a safe path to the goal state was determined, showing that the algorithm
can safely determine a feasible resolution path in diﬀerent situations. These initial paths to the goal state
were determined quickly requiring 7 samples to reach the goal state during 99.7% of the simulations (3σ
band). The fast calculation of an initial path to the goal state is very important for the application of the
system as a conﬂict resolution module. The algorithms convergence rate was also analysed to ensure that the
system converges towards an optimal solution. The results obtained were from these tests showed that the
algorithm exhibits and exponential-like decay towards an optimal solution as the number of samples increases.
A high convergence rate was observed when applying the distance- and energy-based cost functions, with
the algorithm converging to a practically optimal solution well before a 100 samples. The application of the
path deviation-based cost function exhibited a slower rate of convergence and further study is required to
determine the exact cause of this.
Finally the eﬀects of the diﬀerent optimisation techniques and development of the search trees were analysed.
It was determined that the application of the search optimisation techniques resulted in a overall reduction
in the LPM and conﬂict detection module calls, across all simulations. Therefore, the application of the
search optimisation techniques improved the computational eﬃciency of the algorithm. The development
of the search trees were also analysed, to determine whether the horizontal and vertical search trees should
be created sequentially or in parallel. A conclusion was reached that although both methods resulted in
equivalent ﬁnal path costs, the development of the trees in parallel ensured that the algorithms ability to
derive an initial path to the goal was not eﬀected by the geometry of the scenario.
The adapted RRT∗ algorithm determined safe near optimal solutions during most of the simulations, showing
that the application of the algorithm as a conﬂict resolution system is possible. However, additional tests
are required to ensure the robustness and determine the cause of certain unexpected results. Finally it is
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important to note that the algorithm determined simple paths, consisting of a few resolution manoeuvres.
Thereby making it possible for a human pilot to track the desired resolution paths.
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Chapter 7
Conclusions
7.1 Conclusions
The development of a reliable conﬂict avoidance system is of paramount importance as the current demand for
air travel increases. Increasingly congested airspaces are to be expected in the future, especially surrounding
airports. This increase in air travel could result in an increased probability of conﬂict scenarios. The
development of a conﬂict resolution system that is capable of handling multiple intruders and terrain within
an airport environment is required to ensure that potential conﬂicts are safely avoided. This thesis aimed to
develop a conﬂict resolution system for an aircraft that can:
1. primarily determine a safe ﬂyable path as fast as possible,
2. while additionally utilising any remaining computation time to optimise this path.
Each section in this document explains the development of this system. Justiﬁcation for the new system
was determined early, when analysing existing resolution systems. These systems exhibited a few limitations
that the proposed system aimed to remedy. A thorough review of the existing research in the ﬁeld of path
planning and conﬂict resolution resulted in the selection of sampling-based algorithms, due to their fast
execution times and probabilistic completeness. Numerous sampling-based algorithms exist; we selected the
RRT∗ algorithm developed by Karaman and Frazzoli [62]. The RRT∗ algorithm derives a path to the goal
state quickly and additionally has been proven to be asymptotically optimal. This ensures that the algorithm
will strive towards an optimal solution. The tree structure utilised by the RRT∗ simpliﬁes the application
of the algorithm to dynamically constrained vehicles as well as dynamic environments. To ensure that the
paths derived by the system lie within the host aircraft's envelope of operation, an representative model of
the aircraft was derived. The application of the system to a dynamic environment required the modelling
of all obstacle aircraft and terrain. Finally changes were made to the RRT∗ algorithm that resulted in the
adapted RRT∗ proposed in this thesis.
The adapted RRT∗ is a sampling-based motion planning algorithm that has been adapted for the application
as a conﬂict resolution system. The original RRT∗ exhibited numerous favourable characteristics, including
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probabilistic completeness and asymptotic optimality. The proposed algorithm makes use of these charac-
teristics in conjunction with some additional adaptations to ensure that the algorithm functions eﬀectively
when applied as a conﬂict resolution system. The additional adaptations applied to the algorithm include
the development of an aircraft speciﬁc LPM module, the application of an eﬀective sampling system and the
utilisation of numerous search optimisation techniques. Diﬀerent LPM functions were developed speciﬁcally
for the application of the system to an aircraft. This ensured the calculation of dynamically realisable paths in
both the horizontal and vertical domains. A dynamic elliptical sampling region in conjunction with rejection
sampling guaranteed that the samples generated would promote optimal path calculations, while remaining
dynamically realisable. The numerous search optimisation techniques applied to the algorithm reduced the
computation time of the system, by limiting the number of function calls through the application of diﬀerent
pruning functions.
The ﬁnal system was subjected to various statistical tests to determine whether the adapted RRT∗ algorithm
achieved the aims set forth in the problem statement. The algorithm was tested on numerous conﬂict
scenarios, including: the generic two aircraft scenario, a terrain only scenario, a two aircraft with terrain
scenario and a multiple aircraft with terrain scenario. Three cost functions based on distance, energy and
path deviation were applied during each scenario. These tests were conducted to evaluate the algorithm's
performance when applied to dynamic and static environments varying in complexity. In all the scenarios
considered the algorithm derived an initial path to the goal state quickly and within few samples. Additionally
the geometry of the scenario did not aﬀect the algorithm's ability to quickly derive an initial path, given that
a path exists to the goal state. The convergence rate of the algorithm was tested, and both the distance and
energy-based cost functions exhibited a high convergence rate to an optimal solution. These cost functions
converged to an optimal path within a hundred samples. However, the path deviation method converged to
an optimal solution at a slower rate.
Overall the algorithm performed well in all statistical tests applied, and achieved the goals set out in the
problem statement. Some unexpected results were recorded, such as the slow convergence rate when applying
the path deviation cost function, but this can be attributed to the lack of representative search optimisa-
tion techniques. However, additional tests still have to be performed to determine the exact cause. The
development of a cost function based sampling region and search optimisation functions should improve the
convergence rates and reduce the conﬂict detection module calls for both the energy and path deviation-based
cost functions. The positive results exhibited by the fast initial path calculations coupled with high optimal
cost convergence rates show that the application of the algorithm as an aircraft resolution system is viable;
however, further tests are required in more complex environments to verify the robustness and safety of the
algorithm.
7.2 Future Work
The proposed algorithm developed during the course of this thesis achieves the goals stated in the problem
statement. However, additional adaptations can be made that could potentially improve the proposed system.
These improvements and adaptations are listed below.
1. LPM module
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(a) The addition of more manoeuvres, potentially through the application of a lookup table, can vastly
increase the algorithm's ability to determine more optimal paths. The application of additional
manoeuvres allows the algorithm to determine dynamically realisable paths to more states within
the sampling region, thereby increasing the algorithm's reachability within the search space.
(b) The expansion of the decoupled LPM to a three dimensional system, that is capable of deriving
paths consisting of consecutive horizontal and vertical manoeuvres, allows the development of
complex paths and ensures that all possible manoeuvre combinations are used to resolve for a
conﬂict. This will increase the size of the search region dramatically, potentially improving the
algorithm's capability of deriving paths in very complex scenarios.
(c) The development of an LPM that is capable of handling a constant acceleration assumption will
increase the complexity of the developed system. However, this would allow the LPM to plan
manoeuvres that are more representative of the aircraft's dynamic constraints as the acceleration
of the aircraft has to be taken into account when determining whether paths are indeed ﬂyable.
(d) Creating a manoeuvre set, consisting of manoeuvres that are derived based on the applied cost
function. Adapting the development of the manoeuvres to promote an optimal path between two
states, based on the applied cost function, could increase the convergence rate of the algorithm
and ensure that optimal solutions are determined quickly.
2. Sampling Region
(a) The application of a three dimensional sampling region required to implement expanded LPM
module described above. This ensures that the entire ﬂyable space is utilised when deriving a
resolution path.
(b) The eﬀect of sampling in time could be researched and results compared to the algorithm tested
in this thesis.
(c) The derivation of a cost function speciﬁc sampling region. This implies the development of a
sampling region shape derived for each speciﬁc cost function applied.
3. The proposed conﬂict resolution algorithm should be integrated with a probabilistic conﬂict detection
algorithm and their combined operation, performance and computational load should be tested experi-
mentally and the results should be analysed. The use of a probabilistic detection module will allow the
application of the system to uncertain environments.
4. Adapted RRT∗: When connecting a newly sampled state to the search tree the algorithm could make
use of a set connection radius, resulting in a spherical LPM connection range around each newly sampled
state. This set maximum connection range could reduce the eﬀect that the size of the tree has on the
computational complexity of the algorithm. This method was used in the RRT∗, proposed by Karaman
and Frazzoli [62]. The application of it to the algorithm could vastly reduce the number of LPM and
conﬂict detection module calls, thereby increasing the computation speed of the algorithm.
5. Search Optimisation Techniques: The currently developed search optimisation techniques were created
for the distance-based cost function. However, the methods did show positive results when applied to
the energy and path deviation-based cost functions. The application of cost function speciﬁc search
optimisation techniques should yield better results and the development of these methods could further
improve the eﬀectiveness of the system.
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6. A combined cost function should be investigated. The individual cost functions each have their own
favourable attributes. A combination of these cost functions could exploit these attributes and produce
better optimal paths.
7. Additional Tests
(a) The current tests assumed that the algorithm is active on only the host aircraft. A test can be
conducted to determine the validity of the algorithm if the system is active on all aircraft in the
environment.
(b) A highly cluttered environment can be tested to ensure that the algorithm is robust.
(c) Tests have to be done to explain the slow cost convergence rate of the path deviation-based cost
function.
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Appendix A
Search Algorithms
In order to extract the optimal path determined by the sampling-based algorithm, we require a method to
search through the graphs generated. This can be accomplished by applying any form of search algorithm to
the graph structure created. Application of a search algorithm to the path planning problem requires that
it is systematic [10]. Being systematic means that the search algorithm will visit each reachable vertex in
a ﬁnite graph. This enables it to declare whether a solution exists within a certain ﬁnite time. Essentially,
if it can be ensured that the algorithm does not cycle through previously visited vertices, thereby removing
redundant exploration, the algorithm can be considered to be systematic.
Most search algorithms can be grouped into forward, backward and bidirectional searches. The most common
is the forward search which contains: the breadth ﬁrst search, depth ﬁrst search, Dijkstra's algorithm, A-star,
best-ﬁrst search and iterative deepening. The diﬀerence between the groups is in the method of searching.
The forward search method will start at the initial vertex and search towards the goal. The backward search
does the exact opposite, starting at the goal and moving back towards the initial vertex. Bidirectional
searches from the start at both goal and initial vertices and moves towards each other and ultimately link in
the centre. Of all the search algorithms listed above, we have identiﬁed two promising candidates: Dijkstra's
algorithm and the A-star search. These algorithms determine the optimum path eﬃciently regardless of the
shape of the graph, while remaining systematic [10].
A.1 Dijkstra's Algorithm
The Dijkstra search [87] algorithm determines the optimum path for single source graphs. This method of
search algorithm can be considered to be a special form of dynamic programming. Here follows an explanation
by LaValle of the execution and functioning of the algorithm [10].
A prerequisite for the implementation of a sorting algorithm in general is that each edge, e ∈ E, is associated
with an execution cost. This cost can be determined through any predeﬁned arbitrary positive function f+(e)
(see Section 5.7 on the diﬀerent cost functions used). The state space representation of this cost function can
113
Stellenbosch University  https://scholar.sun.ac.za
be represented as f+(v, u), where u is the manoeuvre or action executed from state v. The algorithm makes
use of a priority queue (Q) to sort the edges using the following cost to come formula C : V → [0,∞], where
v ∈ V . This allows for faster computation when searching through the graph. For each state in the graph
there exists an optimal cost to come value C∗(v). This cost is obtained by comparing all possible cumulative
path costs to that state and selecting the path that results in the lowest cost.
The algorithm starts at C∗(vI) = 0, where state v0 = qinit. Any state linked to v0 through an edge is
selected and its cost is determined: C(v′) = C∗(v) + f+(e), where e is the edge from v to v′. Note that C(v′)
represents the best cost to come so far and not the optimal cost. If the priority queue Q already contains a
cost for v′, then a check is made to determine which cost is lower. The lower cost is selected and the priority
queue is updated and reordered. When all the paths have been tested to state v it is removed from Q and
then C(v) becomes C∗(v). This process is applied to all the states in the graph to determine the optimal
cost to each individual state. From this the cost to the ﬁnal state can be determined and the optimal path
extracted.
A.2 A-star
The Dijkstra algorithm can be classiﬁed as a special case of the A-star search [9]. The A-star search determines
the optimal path in exactly the same fashion as the Dijkstra search, explained above. The main diﬀerence
is in the method used to sort the priority queue Q [10]. This method attempts to apply a certain heuristic
underestimate of the cost to go in order to reduce the number of states visited before an optimal path is
found. The heuristic underestimate must be as close to the optimal cost as possible, but must ensure that
it does not exceed the optimal cost. The queue is therefore sorted by C∗(v′) + Cˆ∗(v′), where Cˆ∗(v) is the
underestimated optimal path for all v ∈ V . The Dijkstra algorithm is the special case where the heuristic
underestimate is selected as Cˆ∗(v) = 0 for all states in V . The eﬃciency and eﬀectiveness of the A-star
search is closely coupled to the selection of the heuristic underestimate. Where bad estimates result in slower
execution times and possibly suboptimal paths, it can be complicated to determine an optimal heuristic
estimate and overestimation is always potential problem.
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Appendix B
Calculation of Dubins Curves
The calculations required to determine the viable Dubins curves for all implementations described in Section
5.6.2 can be reduced to the calculation of the intersection points between two circles. Assume that we have
two arbitrary circles, in the two dimensional horizontal space, centred at O1 = (a, b) and O2 = (c, d), as seen
in Figure B.1.
O1
r1
O2
(a, b)
(c, d)
r2
Figure B.1: Two arbitrary intersecting circles
The two circles depicted in Figure B.1 can be represented by:
(x− a)2 + (y − b)2 = r21 (B.1)
(x− c)2 + (y − d)2 = r22, (B.2)
where r1 and r2 represent the radii of the two circles. Now all that is required is solving the simultaneous
equations between the two circles and determining their corresponding intersection points. The resultant
formulae for the x-coordinate is:
x =
−B ±√B2 − 4AC
2A
, (B.3)
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where
A =
(
c− a
d− b
)2
+ 1 (B.4)
B =
(c− a) [(c− a)2 + (d− b)2 + r22 − r21]
(d− b)2 (B.5)
C =
[
(c− a)2 + (d− b)2 + r22 − r21
2(d− b)
]
− r21. (B.6)
From Equation B.3 and B.1 we can determine the required x-coordinate and the corresponding y-coordinate.
Now the intersection points between a tangent line touching the circle O1 and passing through position (c, d)
has been determined. This calculation can be used to determine the intersection points for all the Dubins
curve methods used.
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Appendix C
Probability of Rejection Calculations
The rhombus shaped acceptance zone determined for the vertical LPM in Section 5.8.2 requires, for eﬃcient
execution, that the probability of accepting a sample is larger than rejecting it. This probability can be
determined by determining the chance of sampling within the acceptance zone versus the probability of
sampling outside it, assuming an elliptical sampling region. These probabilities are directly proportional to
the areas of the corresponding zones, due to the application of a uniform sampling strategy. Therefore we
have to determine the area of the acceptance rhombus as well as the area of the rejection zone.
The area of the acceptance rhombus remains constant throughout the conﬂict resolution algorithm's func-
tioning, while the elliptical sampling region is dynamically adapted (see Section 5.8.3). The probability of
rejection will be a maximum when the rejection zone's area is the largest, therefore the original sampling size
is used to determine the worst case rejection probability.
a
F
qinit qgoal
h
θR
b
Figure C.1: The rejection and acceptance zones within an elliptical sampling region
The areas of the ellipse and rhombus (Aellip, Arhom), depicted in Figure C.1, can be described by:
Aellip = piab (C.1)
Arhom =
d1d2
2
= 2bF,
(C.2)
117
Stellenbosch University  https://scholar.sun.ac.za
where d1, d2 are the diagonals of the rhombus and therefore translate to d1 = 2b and d2 = 2F . We also know
from Equation 5.4 that F =
√
a2 − b2.
Eﬃcient rejection sampling requires that the acceptance zone (Arhom) always remains larger than the rejection
zone (Aellip −Arhom), therefore:
Aellip −Arhom ≤ Arhom
Aellip ≤ 2Arhom
piab ≤ 4bF
(C.3)
By substituting the formulation of F from Equation 5.4 in and solving for b/a we determined:
pia
4
≤
√
a2 − b2
b2 ≤ a2
(
1−
(pi
4
)2)
∴ b
a
≤
√
1−
(pi
4
)2
≤ 0.61899
(C.4)
Equation C.4 depicts the required ratio between the minor and major axes of the ellipse to ensure that the
acceptance region is statistically favoured. From this we can determine the required ﬂight path angle θ that
will ensure that the acceptance region is favoured:
θR = arctan
b
a
(C.5)
∴ θR ≤ arctan 0.61899 (C.6)
≤ 31.75713◦ (C.7)
Equation C.7 states that as long as the maximum climb rate of the aircraft does not result in a ﬂight path
angle greater than 31.75713◦ then rejection sampling will always have a larger probability of accepting a
sample.
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Appendix D
Results Data
This section contains all additional data and ﬁgures relevant to the Simulations and Results chapter.
Table D.1: Statistical results depicting optimal path characteristics, determined from 1000 simulations at 10
iterations for each scenario.
Cost Function Average Cost ( c¯ )
Generic Two Aircraft % of c∗ σ%
Distance 100.01097 0.00572
Energy 100.00637 0.00652
Path Deviation 666.8372 34.5147
Terrain only
Distance 100.3071 4.4007
Energy 100.531 5.3018
Path Deviation 286.4881 122.52
Two Aircraft, with Terrain
Distance 102.8431 13.3933
Energy 104.9057 15.4234
Path Deviation 753.3647 76.8459
Multiple Aircraft, with Terrain
Distance 107.6388 314.116
Energy 111.5303 208.734
Path Deviation 2255.8105 69.509
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(d) Single Aircraft with Terrain  Distance-Based
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(e) Single Aircraft with Terrain  Energy-Based
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(g) Multiple Aircraft with Terrain  Distance-Based
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(i) Multiple Aircraft with Terrain  Path Deviation-Based
Figure D.1: Histograms of the optimal path cost PDF, for the all scenarios at IS = 100, normalised as a
percentage from the optimal solution determined at IS = 10000.
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