Abstract. Let V (Λ i ) (resp., V (−Λ j )) be a fundamental integrable highest (resp., lowest) weight module of U q ( sl 2 ). The tensor product
Introduction
For each fixed integer m and i ∈ {0, 1}, let us consider sequences p = (P n,l ) n≥0 n−2l=m of functions P n,l = P n,l (X 1 , . . . , X l |z 1 , . . . , z n ) satisfying the following conditions for all n, l:
(i) P n,l is a polynomial in X 1 , . . . , X l which is skew-symmetric when l > 1, (ii) P n,l is a symmetric Laurent polynomial in z 1 , . . . , z n , (iii) deg Xa P n,l ≤ n − 1, (iv) P n+2,l+1 (X 1 , . . . , X l , z −1 |z 1 , . . . , z n , z, −z)
(1 − X 2 a z 2 ) · P n,l (X 1 , . . . , X l |z 1 , . . . , z n ).
Such sequences naturally arise in the form factor bootstrap approach to massive integrable models of quantum field theory [21] . Form factors are sequences of matrix elements of local fields taken between the vacuum and the asymptotic states. They are typically given by certain integrals involving polynomials P n,l of the type mentioned above, wherein α a = − log X a are the integration variables and β j = log z j are the rapidity variables of asymptotic particles. More specifically, the sequences p satisfying (i)-(iv) appear in the sine-Gordon and the SU(2) invariant Thirring models, and are called '∞-cycles' of weight m in [9] . The conditions (i)-(iii), along with (iv), which was originally proposed in [19] (see [9] in the present form with i = 0), ensure the locality of the fields. Denote by Z skew(i,j) C
[m] the space of all ∞-cycles of weight m with m ≡ i − j mod 2. It was shown in [9] 1 that the space Z [m] admits an action of the quantum affine algebra U √ −1 ( sl 2 ) with the parameter q = √ −1. It was conjectured further that Z skew(i,j) C is isomorphic to the tensor product module V √ −1 (Λ i ) ⊗ V √ −1 (−Λ j ) (with a proper completion, see below) of integrable modules of level 1 and level −1, respectively. The purpose of this paper is to clarify the representation theoretical origin of ∞-cycles, and to supply a proof of the above conjecture.
Though only the case q = √ −1 is relevant to form factors, analogs of ∞-cycles exist also for generic q. In the below we outline their construction. Let U q = U q ( sl 2 ) be the quantum affine algebra over K = C(q), and let U ′ q be the subalgebra with the scaling element being dropped. For i, j = 0, 1, let V (Λ i ) (resp., V (−Λ j )) be the integrable highest weight (resp., lowest weight) module with highest weight Λ i (resp., −Λ j ) and highest weight vector v i (resp., lowest weight vectorv −j ). Let further v n ∈ V (−Λ j ) (n ≡ j mod 2) be an extremal vector obtained fromv −j ∈ V (−Λ j ) by the braid group action corresponding to the translation element (s 0 s 1 ) −(n+j)/2 of the Weyl group. In the tensor product V (Λ i ) ⊗ V (−Λ j ), the submodules For 0 ≤ l ≤ n, let F n,l denote the space of symmetric polynomials P (X 1 , . . . , X l ), with coefficients in K[z ±1 1 , . . . , z
±1
n ], such that deg Xa P ≤ n − 1 for each a and P | X 1 =q −2 X 2 =z −1 j = 0 for each j = 1, . . . , n when l > 1. 1 In [9] , the space Z skew(0,j) C was denoted by Z (j) .
Let F n = ⊕ n l=0 F n,l . It is known [22] that there is an embedding of the tensor product of evaluation modules
which is K[z 1 , . . . , z n ]-linear. The subspace (V z 1 ⊗ · · · ⊗ V zn ) m of sl 2 -weight m is mapped to F n,l where n − 2l = m. Let C n : (V z 1 ⊗ · · · ⊗ V zn ) ∧ → F n be the extension of C n where F n = F n ⊗ K[z 1 /z 2 ,...,z n−1 /zn] K[[z 1 /z 2 , . . . , z n−1 /z n ]]. This is an isomorphism. Analogous isomorphisms hold also for modules over the integral form U A ⊂ U q (where A = C[q, q −1 ]). It turns out that the image of ϕ n = C n • ψ n is contained in the S n -invariant subspace F Sn n of F n (without completion). Here the symmetric group S n acts on F n by the permutation of the variables z 1 . . . , z n . The image of the map
F
Sn n is contained in the subspace defined as follows. Denote by Z (i,j) [m] the space of all sequences p = (P n,l ) n≥0 n−2l=m of polynomials P n,l ∈ F Sn n,l , satisfying the property:
(iv) ′ P n+2,l+1 (X 1 , . . . , X l , z −1 |z 1 , . . . , z n , z, q 2 z) = z −n−1+i l a=1 (1 − q −2 X a z)(1 − q 2 X a z) · P n,l (X 1 , . . . , X l |z 1 , . . . , z n ).
We set Z 
. By a simple transformation, the specialization of (the integral form of) Z (i,j) to q = √ −1 is mapped injectively to the space of ∞-cycles Z skew(i,j) C
. From this follows the conjectured isomorphism in the original setting.
Quite generally, it is known [1] for an arbitrary quantized affine algebra that the tensor product of highest and lowest modules with total level zero admits a filtration with a property similar to (1.2) . However each filter is in general not generated by tensor products of extremal vectors. It would be interesting to study their structure. In particular the filtration on the tensor product induces a filtration on the lowest weight module. In the case of sl 2 we give a conjecture on the character of the associated graded space for the latter (see (3.25) ).
The text is organized as follows. In Section 2, we give a brief review on extremal weight modules and set up the notation. We then introduce the filtration (1.1) of the tensor product of level 1 highest and level −1 lowest modules, and prove the isomorphism (1.2). In Section 3, we discuss the polynomial realization of the tensor product V (Λ i ) ⊗ V (−Λ j ) and the associated graded spaces of the filtration {F (i,j) n
}.
The main results are stated in Theorem 3.7 and Theorem 3.9.
For the reader's convenience, we summarize in Appendix some basic facts concerning crystal and global basis of extremal weight modules used in the text. We also give a brief account of the filtration of the tensor product modules V (ξ)⊗V (−η) for general quantum affine algebras.
Filtration by extremal vectors
2.1. Notation. First we fix our notation concerning quantum affine algebra U q ( sl 2 ). Set I = {0, 1}. Let P = ZΛ 0 ⊕ ZΛ 1 ⊕ Zδ be the weight lattice for sl 2 , P * = Zh 0 ⊕ Zh 1 ⊕ Zd its dual lattice and P + = {λ ∈ P | λ, h i ≥ 0 (i ∈ I)}. The quantum affine algebra U q = U q ( sl 2 ) is the algebra over K = C(q) generated by e i , f i (i ∈ I) and q h (h ∈ P * ), under the defining relations
e j e (r)
Here
, and for an element x ∈ U q , we denote by
. The element C := t 0 t 1 is central, and D := q d is the scaling element. We will use the coproduct ∆(e i ) = e i ⊗ t
We denote by W the Weyl group for sl 2 . We say that a U q -module M is integrable if the action of e i , f i (i ∈ I) is locally nilpotent and
For u ∈ M µ we write wt u = µ, Du = q deg u u. We will consider the specialization at q = √ −1. For this purpose, we need the integral form of U q . We set A = C[q, q −1 ]. Let U A be the A-subalgebra of U q generated by e
(i ∈ I, r ∈ Z ≥0 ) and q h (h ∈ P * ). For ǫ ∈ C\{0}, the specialization U ǫ is the C-algebra U A /U A (q − ǫ). We denote by U + q (resp., U − q ) the subalgebra of U q generated by e i (i ∈ I) (resp., f i (i ∈ I)).
We denote by U ≥0 q the subalgebra of U q generated by e i , q h (i ∈ I, h ∈ P * ) and f 1 , and by U
≥0
A the A-subalgebra generated by e (r)
i , q h and f (r) 1
for i ∈ I, h ∈ P * , r ∈ Z ≥0 . Likewise, we define U ≤0 q and U
≤0
A by changing e i (or e 
We call it the specialization of M A at q = ǫ. If there is no fear of confusion, we abbreviate (M A ) ǫ to M ǫ . When we specialize a U q -module M to q = ǫ, we must first choose an A-lattice of M which is stable under the action of U A . Then, the specialization M ǫ admits a U ǫ -action and we obtain a U ǫ -module. We note that different A-lattices may lead to non-isomorphic U ǫ -modules.
Let M be an integrable U q -module. Consider the bi-grading of M = ⊕ a,n∈Z M a,n , where M a,n = {u ∈ M | Du = q a u, t 1 u = q n u}. We define its character by
If M is a bi-graded C-vector space (resp., a bi-graded free A-module) we define its character by (2.2) replacing the dimension over K by the dimension over C (resp., the rank over A). If M A is an A-lattice of M, the characters ch v,z M, ch v,z M A , ch v,z M ǫ are all equal. We note that the character is well-defined only if each subspace M a,n is finite-dimensional (or of finite rank). In fact, U q -modules we consider in this paper do not necessarily satisfy this property, e.g., V (2(Λ 1 −Λ 0 )) given in the next section.
Extremal weight modules.
We recall the notion of extremal weight modules over U q , introduced in [11] for general quantized enveloping algebras. Let λ ∈ P . In the present case of affine type algebras, the extremal weight module V (λ) is characterized as the universal integrable U q -module with the following defining relations:
We define an A-lattice of V (λ) by V A (λ) = U A u λ . We denote its specialization to q = ǫ ∈ C\{0} by V ǫ (λ).
The extremal weight module V (λ) has a family of extremal vectors S w u λ indexed by w ∈ W . They are defined by S id u λ = u λ and
For w ∈ W , we have V (λ) = U q S w u λ . There is a canonical isomorphism
sending u wλ to S w u λ .
If λ ∈ P + , V (λ) = U q u λ is the integrable highest weight module with highest weight λ and highest weight vector u λ . Similarly, V (−λ) = U q u −λ is the integrable lowest weight module with lowest weight −λ and lowest weight vector u −λ . The following result [15] is basic in our study. Proposition 2.1. Let λ, µ ∈ P + and ǫ ∈ C\{0}. The tensor products In this paper, we specifically consider the U q -modules V (Λ i ) and V (−Λ i ) where i = 0, 1. Let v i :=u Λ i ∈ V (Λ i ) be the highest weight vector, and v −i :=u −Λ i ∈ V (−Λ i ) the lowest weight vector. For n ∈ Z such that n ≡ i mod 2, consider the extremal vectors
We shall deal also with level 0 weights λ = n(
The degree d in V (λ + mδ) and that in V (λ) differs by m. From the structure of the modules, which we will describe below, it is easy to see that there exists an isomorphism as U q -modules between V (λ+mδ) and V (λ) if and only if m ≡ 0 mod n.
Define further an action of U ′ q on V z by the rule that it commutes with the multiplication by z, and
We identify them also, by the identification v ⊗n + = u n(Λ 1 −Λ 0 ) . Denoting by S n the symmetric group on n letters, we have 
The U q -module V (λ) with λ = n(Λ 1 − Λ 0 ) is also characterized as the universal integrable module U q u λ satisfying the following properties.
qmodules. Namely, we set
Hereafter we fix i, j ∈ I and consider the tensor product V (Λ i ) ⊗ V (−Λ j ). For n ≥ 0 such that n ≡ i − j mod 2, we set
. This defines a decreasing filtration by U qsubmodules
Similarly, we set F
A proof is given in Appendix. Now we state one of the main results in this paper. Theorem 2.3. We have an isomorphism of U ′ q -modules
The proof is based on the following two propositions.
We show Proposition 2.4 in Sections 2.5-2.6, and Proposition 2.5 in Section 2.7. Assuming them, let us prove Theorem 2.3.
n+2 is generated by a vector u := v i ⊗ v n−i of weight λ + ((n − i) 2 − j)/4 · δ, and the weight spaces are restricted as in Proposition 2.4. From the characterization (2.13), (2.14) of extremal weight modules V (λ), we have a surjection of U
Since wt ψ n (v i ⊗ v n+2−i ) + Zδ does not appear in the weights of V (λ), we havẽ ψ n (F (i,j) n+2 ) = 0. Hence we have also a surjection F
The mappings (2.15) and (2.16) exchange the cyclic vector u λ ∈ V (λ) and the cyclic vector u ∈ F
n+2 . These maps are therefore U ′ q -isomorphisms. The statement about the degree follows from (2.9) and (2.10).
Proposition 2.6. The isomorphism φ n in Theorem 2.3 induces the following isomorphisms:
The following result is a consequence of Theorem 2.3. We use a result in [14] in the proof. Proposition 2.7.
Proof. we show that
The inclusion ⊃ is clear. In order to show the other inclusion, we apply Corollary 3.2 in [14] by setting
See Corollary 3.10 for the character of (2.17) . From the proof of Proposition 2.7 we have also
2.5. Vertex operator realization. To show Proposition 2.4, we utilize the realization of the modules V (Λ i ), V (−Λ j ) in terms of vertex operators. For that purpose, consider the Drinfeld generators of
They are related to the Chevalley generators by
(r) and b n . We shall work with the generating series
We introduce the grading on
Define the action of U q on V ′ (Λ i ) by
where u ∈ V ′ (Λ i ) is assumed to be homogeneous.
We will need also the realization of level −1 modules. Set
and
For i = 0, 1 and m ∈ Z with m ≡ i mod 2, we set
The following lemma shows that, up to a non-zero scalar multiple, they are extremal vectors in V (Λ i ) and V (−Λ i ), respectively.
Lemma 2.10. The following relations hold for m ≥ 0.
Proof. From (2.26), it is straightforward to verify that
We may replace this expression by its symmetrization with respect to z 1 , . . . , z m . Using
we find the first formula of Lemma. The other ones are obtained similarly.
2.6. Proof of Proposition 2.4. Proposition 2.4 will follow if we show the following formula:
Proposition 2.11.
Proof. For the calculation, we use the following formulas proved in [2] . Let U +,0 q (resp., U −,0 q ) be the subalgebra generated by e i and q h (resp., f i and q h ) with i ∈ I, h ∈ P * . Denote by N + ≥0 (resp.,
) the linear span of the elements x
From these we find that
for i = 0, 1 and u ∈ V (−Λ j ). On the other hand, we have for m ≥ 0
Eq. (2.31) follows from these relations. Calculating similarly, we find
Acting with
where we have used
which follow from Lemma 2.10. Combining these relations we arrive at (2.32).
The proof of Proposition 2.4 is now complete.
Intertwining operators.
In this section we show Proposition 2.5.
Consider the intertwiner of U q -modules of the form
We choose the normalization Ψ −,0 v 0 = v 1 , Ψ +,0 v 1 = v 0 . For more details concerning Ψ(z), we refer to [7] , Chapter 6. Denote by
Iterating (2.33), we obtain a U ′ q -linear map
where
Here we have set n = 2l + i − j, and (z; p)
. We have included the scalar factor ρ (i,j) n (z 1 , . . . , z n ), so that the normalization condition
holds. This has the effect of shifting degrees as
Proposition 2.5 is a consequence of (2.38) below. (Note thatψ n in Proposition 2.5 is the restriction of ψ n to F
Proposition 2.12. We have
Proof. Since V n(Λ 0 − Λ 1 ) is generated by v ⊗n + , the assertion (2.38) is clear from (2.36). The assertion (2.39) follows from the fact that ψ n (v 0 ⊗ v n+2 ) = 0, which is obvious from consideration of weights. To see (2.40), because of the cyclicity of
As before, let n = 2l + i − j. From [7] , eq.(9.8) and p.116, we have
. ). (2.43)
Here t = 0 for the upper sign and 1 for the lower sign. In the right hand side, there is no pole at 1 − z k /z k+1 = 0. It follows that a ǫ 1 ,...,ǫn (z 1 , . . . , z n ) are Laurent polynomials in q, z 1 , . . . , z n . Expanding the right hand side of (2.41) into a Laurent series in z 1 , . . . , z n , we see that all coefficients are Laurent polynomials in q.
Functional model
3.1. The space F n . In this and the next subsections, we introduce various spaces of polynomials used to give a realization of the tensor product V (Λ i ) ⊗ V (−Λ j ). As before, we set K = C(q), A = C[q, q −1 ]. For 0 ≤ l ≤ n, let F n,l be the space of polynomials P (X 1 , . . . , X l ) with coefficients in K[z P is symmetric in X 1 , . . . , X l ,
We set
We will write (3.4) also as w
. . , z n ), where ǫ 1 , . . . , ǫ n ∈ {+, −} are related to M via M = {j | ǫ j = −}. The polynomials (3.4) arise naturally in the framework of the quantum inverse scattering method (see (C.1) and (C.2) in [8] ). We have the transformation property
We assign a degree to an element P ∈ F n by setting
Similarly, we define the completion F A,n .
We have
. . , X l ) with #M = l constitutes a free basis of F A,n,l over
Proof. Let P n,l be the set of partitions λ = (λ 1 , . . . , λ l ) satisfying λ 1 ≤ n − 1. Consider an element of A n [X 1 , . . . , X l ] of the form
where m λ is the monomial symmetric polynomial corresponding to λ. The condition (3.3) is equivalent to a set of linear relations for the coefficients c λ ∈ A n . The linear relations are defined over A[z
Let d n,l be the dimension of the space of solutions (c λ ) λ∈P n,l where c λ belongs to the quotient field of A n . If we specialize the relation (3.3) to q = √ −1, it is equivalent to
This is because P n,l X 1 =X,X 2 =−X is a polynomial in X of degree at most 2(n − 1) and has 2n zeroes ±z Let f ∈ F A,n,l be written as
We show that c M ∈ A n . Suppose that J ⊂ {1, . . . , n} is a maximum element in {M; c M = 0}. We have f (z
) ∈ A n , and moreover, w (n)
jn ) is invertible in A n . Therefore, we have c J ∈ A n . Applying the same argument to f − c J w
, and proceeding inductively, we see that c M ∈ A n for all M.
The following result can be extracted from [22] and Propositions C.1, C.2 in [8] . There the symmetric group S n acts on F n by the permutation of variables z 1 , . . . , z n . n ], and DP = q d P , where d = deg P is given by (3.6), and t 1 acts on F n,l by the multiplication of q n−2l . The action preserves the S n -invariant subspace:
(ii) There exists an injective morphism of U q -modules given by
Explicit formulas for the action on F n can be found in [8] , Proposition C.1. By Lemma 3.1, the morphism C n can be extended to an isomorphism between the completions.
Denote by ϕ n := C n • ψ n the composition
F n,l has the only non-zero component for l = (n − m)/2. We denote it by P u⊗v n,l = P u⊗v n,l (X 1 , . . . , X l |z 1 , . . . , z n ) . Explicitly we have
Proposition 3.3. For i, j ∈ {0, 1} and n ≥ 0 with n = 2l + i − j, we have
Proof. The right hand side of (3.12) belongs to F n . From Lemma 3.1, we can therefore write
where c ǫ 1 ,...,ǫn are some rational functions in q, z 1 , . . . , z n . We are to show the relation
in (3.13), we find that only the term with ǫ 1 = · · · = ǫ l = −, ǫ l+1 = · · · = ǫ n = + contributes. Comparing the result with the matrix element (2.42), we obtain (3.14) for ǫ 1 = · · · = ǫ l = −. The general case follows from this, since both sides of (3.14) share the same transformation property under the exchange of (z k , ǫ k ) and (z k+1 , ǫ k+1 ).
In general, the image of ϕ n has the following properties.
The induced map ϕ n :
be as above. We have
Here n = 2l + i − j, ν = −5l + i + j − 2 for n even, and ν = −5l + i + j − 1 otherwise.
Proof. By Proposition 3.3, we have
We have (3.15) by (2.39). Moreover the composition
coincides with C n which is injective. Hence ϕ n is also injective, and we have (ii). Let us show (3.16) . It is enough to verify it assuming that q is a complex number with |q| < 1. In this case, the intertwiners satisfy the properties ( [7] , eq.(6.40), with v ∈ V (Λ j )):
It is easy to verify the relations
..,ǫn (X 1 , . . . , X l |z 1 , . . . , z n ). Specializing (3.11) to X l+1 = z −1 , z n+1 = z, z n+2 = q 2 z, and using these relations along with (2.35), we obtain (3.16).
The spaces Z
(i,j) and W n . Proposition 3.4 motivates us to consider the subspace
, consisting of all sequences of polynomials (P n,l ) n≥0 n−2l=m such that P n+2,l+1 and P n,l are related by (3.16). (3.17)
The space Z (i,j) is a U q -module by the componentwise action.
Define also a filtration of Z (i,j) by setting
n . By Proposition 3.4 (ii) and Proposition 2.2, ϕ is injective. Our goal is to show that, after an appropriate completion of V (Λ i ) ⊗ V (−Λ j ), the mapping ϕ becomes an isomorphism (see Theorem 3.7 below).
For that purpose, let us introduce the following spaces. Let W n,l denote the subspace of F Sn n,l consisting of elements P such that
We set W n := ⊕ n l=0 W n,l , and similarly for W A,n , W ≥0 n , W ≥0 A,n . From the explicit action (see [8] , Proposition C.1) we have
The first map given by Proposition 2.5 shifts the degree by +s, and the second map ϕ by −s, where s = ((n − i) 2 − j)/4. Hence the composition is U q -linear. By Proposition 3.4 (ii), there are also injective canonical maps
The composition of (3.20) and (3.21)
coincides with the restriction to V (n(
of the map C n defined in (3.10).
Proposition 3.5. Let 1 n be the unit of F n,0 . We have
We defer the proof of Proposition 3.5 to the next subsection. Proof. The map (3.22) is injective because so is C n . Proposition 3.5 shows that it is also surjective.
Define the completed tensor product with respect to the filtration {F
is an isomorphism. Hence we arrive at the following result, which provides a 'functional realization' of the (completed) tensor product of level 1 and level −1 integrable modules.
Theorem 3.7. We have an isomorphism
3.3.
Relation with ∞-cycles. In [9] , sequences similar to the elements of Z
have been considered under the name '∞-cycles'. The latter are closely related to the specialization of the former at q = √ −1. The aim of this subsection is to clarify the connection between these objects.
First we recall the definitions given in [8, 9] 4 . Let F skew C,n,l be the space of polynomials P (X 1 , . . . , X l ) with coefficients in C[z P is skew-symmetric in X 1 , . . . , X l (it is an empty condition when l = 0, 1),
We denote by F skew,Sn C,n,l the S n -invariant subspace of F skew C,n,l . Let W skew C,n,l denote the subspace of F skew,Sn C,n,l consisting of elements P such that
and Z skew(0,j) C defined below are denoted in [8, 9] by F n,l , W n,l , W n,l and Z (j) , respectively.
Let further Z skew(i,j) C
[m] denote the space of sequences (P n,l ) n−2l=m ∈ n≥0 n−2l=m F skew C,n,l , satisfying the conditions
admit an action of U √ −1 (see [8, 9] ). As noted in (3.8), we have an embedding of
where c n,l ∈ C\{0}. We can choose c n,l so that we have a map
and that when composed with the morphism
the following are valid.
Here we used the wedge product notation
The following result was proved in [8, 9] .
Let us finish the proof of Proposition 3.5.
Proof of Proposition 3.5. In order to show the equality U ≥0 q 1 n = W ≥0 n , it is enough to show the equality of their characters. We have an inclusion of the A-modules
A,n . They are free A-modules because both of them are A-submodules of the free A-module A[z 1 , . . . , z n ][X 1 , . . . , X l ]. Using Proposition 3.8, we have
Here the first inequality follows from the surjective map (U
1 n , and the last inequality follows from the injective map (W
induced by (3.23). In particular, we have ch U
Arguing similarly as in the previous subsection, we obtain the following isomorphism conjectured in [9] . Theorem 3.9.
Characters. In what follows we use the standard symbol (v) n :=
The character of W skew≥0 C,n,l was computed by Nakayashiki [18] . From the results of the previous subsection, we conclude that W ≥0 n has the same character: Corollary 3.10. We have
In particular, taking the sum over n we obtain the known character formula of the integrable sl 2 -modules of level −1 [16] :
is the graded character of the fusion product of n copies of 2-dimensional irreducible sl 2 -modules, see, e.g., (2.11) in [6] . In this paper we considered the filtration of the tensor product of the level 1 and −1 modules. The graded space associated with the induced filtration (2.18) of V (−Λ j ) has the character (3.25). It is known that similar filtrations of tensor products exist in a very general setting, see [1] and Section A.2. In general, however, the subspaces defining the filtration are not generated by tensor products of extremal vectors. In the case of integrable sl 2 -modules of level −k, the following fermionic formula is known (the formula (2.14) in [6] in the limit N → ∞):
Here K (k) j,(n,0,...,0) (v) denotes the level restricted Kostka polynomial for sl 2 , see e.g. (2.9) in [6] . We conjecture that the right hand side gives the character of the associated graded space of the induced filtration mentioned above.
Appendix A. Crystal and global bases A.1. Summary of known facts. In this subsection, we briefly summarize some of the basic definitions and results on crystal and global bases which are relevant to the main text. We also give proofs of Propositions 2.2 and 2.6 at the end. Since our application in this paper is limited to the case of U q ( sl 2 ), we do not spare time to prepare the notation for the general case. However, most of the statements are valid for arbitrary quantum affine algebras under suitable modifications.
Let R be a subring of K. We use R = A, A 0 or A ∞ , where A 0 (resp., A ∞ ) is the ring of rational functions in q which are regular at q = 0 (resp., q = ∞). Let V be a vector space over
Let V be an integrable U q -module. In particular, V has a weight space decomposition, V = ⊕ λ∈P V λ . The operatorsf i andẽ i are defined as usual (see (2.2.2) in [11] ). A crystal base of a U q -module V is a pair (L(V ), B(V )) of an A 0 -lattice L(V ) and a basis B(V ) of the C-vector space L(V )/qL(V ) satisfying the following conditions:ẽ
is an isomorphism. We denote by G the inverse map of this isomorphism. Suppose that (L 0 , B) is a crystal base of V . The basis {G(b) | b ∈ B} of V is called a global basis. We have V = ⊕ b∈B KG(b) and V A = ⊕ b∈B AG(b).
There is an involution of U q called the bar involution:
An extremal module V (λ) (λ ∈ P ) admits a bar involution such that u λ = u λ . We take V A (λ) = U A u λ as its A-lattice. There exists a crystal base (L(λ), B(λ)) of V (λ) such that the triple (L(λ), L(λ), V A (λ)) is balanced. The construction is as follows.
First, suppose that λ ∈ P + . We define
Similarly, we can construct the crystal and global bases for V (λ) when λ ∈ P − . By abuse of notation we use u λ ∈ B(λ).
If λ, µ ∈ P + , we have an embedding
Now, consider the tensor product V (λ) ⊗ V (−µ) where λ, µ ∈ P + . The vector u λ ⊗ u −µ is a cyclic vector of V (λ) ⊗ V (−µ). In fact, we have
There exists a unique bar involution of V (λ)⊗V (−µ) such that u λ ⊗ u −µ = u λ ⊗u −µ . In general, u ⊗ v is not equal to u ⊗ v. However, we have
In general, it is not true that
Let λ ∈ P , and write it as λ = ξ − η where ξ, η ∈ P + . We have a surjection
The crystal base (L(λ), B(λ)) and the global base G(b) (b ∈ B(λ)) are independent of the choice of ξ, η ∈ P + such that λ = ξ − η. In fact, they are obtained from a universal object called the modified quantized enveloping algebra. The modified quantized enveloping algebraŨ q is
For any ξ, η ∈ P + such that λ = ξ − η, we denote by Φ ξ,η : U q a λ → V (ξ) ⊗ V (−η) the U q -linear mapping which sends a λ to u ξ ⊗ u −η .
Proposition A.4. There exists a unique A 0 -latticeL λ of U q a λ and a unique basis B λ ofL λ /qL λ (λ ∈ P ) satisfying the following properties.
(iv) The setB λ has a structure of crystal such that B(ξ)⊗B(−η)⊔{0} ⊂B λ ⊔{0}
is an embedding which commutes with the action ofẽ i ,f i (i ∈ I). (v) The setB λ is equal to the inductive limit lim − → ξ,η→∞
we use the dominance ordering in P + in taking the limit.
We write B λ for B(U q a λ ).
Let µ ∈ P . Suppose that −wµ ∈ P + for some w ∈ W . Namely, the weight µ is an extremal weight in the weight space of the lowest weight module V (wµ). We identify, V (µ) ≃ V (wµ), B(µ) ≃ B(wµ), and the extremal vector S w −1 u wµ ∈ V (wµ) with u µ ∈ V (µ). Proposition A.7. Suppose that µ = ξ − η where ξ, η ∈ P + . There exists an embedding of crystals
Let λ ∈ P + and µ ∈ P . By Proposition A.3, the tensor product V (λ) ⊗ V (µ) has the global base G(b) where b ∈ B(λ) ⊗ B(µ). Consider the submodule
Proposition A.8. There exists a subset B λ,µ of B(λ) ⊗ B(µ) such that
The set B λ,µ ⊔ {0} is invariant byf i ,ẽ i .
This proposition follows from
Lemma A.9.
[12] Let M be an integrable module with a crystal base (L(M), B(M)) and a bar involution. Let
Then, we have
Here we give proofs of Propositions 2.2 and 2.6.
Proof of Proposition 2.2. We take λ = Λ i and µ = µ n = wt v −(n−i) where n ≡ i − j mod 2 in Proposition A.8. Let us prove that
We take ξ, η as in Proposition A.7. Then, we have B(µ) ⊂ B(ξ) ⊗ B(−η). We can choose ξ, η in such a way that if h i , λ = 0 then h i , ξ = 0. Note that if h i , ξ = 0 we havef i u ξ = 0. Therefore, from the tensor product rule forf i (see [10] , (2.4.3)), we havef
By Lemma A.9, we know that B λ,µ is obtained from u λ ⊗ B + µ by applyingf i 's. We have
We have Suppose that b 1 ⊗ b 2 ∈ B λ,µn . Let us show that the actions ofẽ i 's bring
we have an i such thatẽ i b 1 = 0. By the tensor product rule, we see that there exists an l > 0 such that
Since B(λ) is connected, the assertion follows from this. Now, we have u λ ⊗ b 2 ∈ B λ,µn for all n. By (A.25) we have b 2 ∈ B µn for all n. Since ∩ n B µn = {0}, we have the assertion (2.2).
Proof of Proposition 2.6. We prove the first isomorphism. The second isomorphism then follows. It suffices to prove
Using the notation in the proof of Proposition 2.2, we have
The assertion is clear from these equalities.
A.2. Filtration on V (ξ) ⊗ V (−η). In the previous subsection, we prepared basic definitions and results which are used in the main text in the construction of the filtration of the tensor product of level 1 and level −1 U q ( sl 2 )-modules. The submodules which constitute the filtration in this case are generated by single vectors of the form v i ⊗ v n−i , and these vectors v n , v n are the extremal vectors. In a more general situation, i.e., V (ξ) ⊗ V (η) where ξ, η ∈ P for affine quantum algebras other than U q ( sl 2 ) and/or level k of ξ, −η is greater than 1, the existence of similar filtrations was proved in [1] . In the below, we briefly state the construction.
Let B(∞) be the crystal of U − q [10] . It has a unique element u ∞ which has weight zero, and is given in the form The weight of u −∞ is zero and ϕ i (b) = max{n |f n i b = 0} ≥ 0. Let λ ∈ P . We denote by T λ the crystal consisting of a single element t λ such that
We have an isomorphism of crystals
The right hand side has a decomposition into the crystals B(ζ) (ζ ∈ P ). The decomposition is appropriately described by introducing the star crystal structure on B(Ũ q ) = ⊔ λ∈P B(U q a λ ). Let * be an anti-involution of U q given by
We define * onŨ q by a * λ = a −λ . It induces involutions of B(∞), B(−∞) and B(Ũ q ), which we also denote by * . We have
We define crystal structures on B(∞), B(−∞) and B(Ũ q ) bỹ
We call the actions ofẽ * i andf * i the star crystal actions. They commute with the original crystal actionsẽ j andf j . We have the structure of bi-crystal on B(∞), B(−∞) and B(Ũ q ). We have wt * (b) = wt (b * ). In particular, wt * (U q a λ ) = −λ. or equivalently, wt * (b 1 ⊗ t λ ⊗ b 2 ) = −λ. See [13] for other useful formulas of the star crystal actions on B(Ũ q ).
Let g = sl 2 , and denote the simple root by α = 2̟. It is easy to see that we have decompositions 
In general, we have the decomposition in the sl 2 case.
B(Ũ q (sl 2 )) = ⊔ ∞ n=0 B(n̟) × B(−n̟), where we have the identification u ∞ ⊗ t n̟ ⊗ u −∞ = (u n̟ , u −n̟ ).
The decomposition of the bi-crystal B(Ũ q (g)) in the general case of quantum affine algebras was conjectured in [13] , and proved in [1] . We denote by B 0 (λ) the connected component of B(λ) which contains u λ . There is an action of W on Since h i , wt * (b) + ε * i (b) = ϕ * i (b), the condition ε i (b * ) ≤ ξ i is equivalent to ϕ i (b * ) ≤ η i . Let λ, λ ′ ∈ P be of level zero, we consider a partial ordering λ ≥ λ ′ if and only if cl(λ − λ ′ ) ∈ i∈I\{0} Z ≥0 α i . Here cl(λ) ∈ P/Zδ is the classical part of λ. We fix a total ordering for λ, λ ′ ∈ P which is a refinement of the partial ordering. We denote it also by ≥.
We fix a set of representatives P (0) + ⊂ {λ ∈ P | c, λ = 0} with respect to the action of the Weyl group W in such a way that for any λ ∈ P + 0 , we have cl(λ) ∈ i∈I\{0} Q ≥0 α i . We denote the isotropy subgroup of λ by W λ . Define a filtration F is isomorphic to a direct sum of copies of V (λ).
For g = sl 2 , we have an explicit description of B 0 (−λ) −ζ by using "paths". See [17] . Note that the isotropy subgroup W λ is trivial in this case. It is enough to consider the following two cases.
Case 1: λ = 0 and ζ = 0. Case 2: λ = n(Λ 1 − Λ 0 ) + mδ (n > 0), |ξ 1 − η 1 | ≤ n and ξ 1 − η 1 ≡ n mod 2. Case 1 is trivial. In Case 2, we embed
We have the identification
In this identification, an element b = z 
