Abstract--Given an eventually disconjugate second-order self-adjoint difference equation A(c~A ~n) + an~n+X = 0, where c~ ~ 0 and is not assumed to be positive, this paper studies the eventual disconjugacy of the perturbed difference equation A(cnAyn) + (an + .fn)Yn+l = 0. Analogous to a theorem of Willett for corresponding differential equations, a necessary and sufficient condition for eventual disconjugacy in terms of a convergent sequence of averaged sums of .fn is obtained. (~) 
INTRODUCTION
We are concerned with the disconjugacy of the second-order self-adjoint difference equation
A(CaAyn) + (an + fn)Yn+x = O,
n ~ O, (1.1) which is regarded as a perturbation of the equation A(caA n) + an n+l = 0, n > 0,
(1.2)
where A is the forward difference operator, Ayn = Yn+l -Yn, ca, an, and fn are sequences of real numbers with an ¢ 0, in particular, ca is not assumed to be positive. Suppose that (1.2) is eventually disconjugate and ~n is a principal solution of (1.2) (we will give definitions of disconjugacy and principal solutions in Section 2). Then, we will show later that the change of variable Yn = ~nXn reduces (1.1) to the self-adjoint difference equation (1.3) where rn = cannOn+l, Pn = fn~2+l, and rn > 0 for all sufficiently large n. We will also show that eventual disconjugacy of (1.1) is equivalent to nonoscillation of (1.3), and will thus study (1.1) via (1.3).
A(rnAxn) + pnxn+l = O, n > O,
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(r(t)x')' + p(t)x = O, t >_ O, (1.4)
where r(t) > 0 for t _> 0. In the case where r(t) = 1 and P(t) = f~°p(s)ds exists and is finite, Wong [1] introduces a hierarchy of Riccati integral equations and characterizes nonoscillation of (1.4) in terms of the existence of solutions of these Riccati equations. He shows that the Riccati integral equation of the second or higher level is particularly useful in the study of (1.4) when the function p(t) is allowed to oscillate. Wong's results were later extended by Willett [2] , using a weighted averaging method. Willett [3] also uses the second level Riccati integral equation of (1.4) to obtain a sequence of weighted integral tests which is necessary and sufficient for (1.4) to be nonoscillatory. Eliason and St. Mary [4] and St. Mary [5] extend some of these results further to the self-adjoint matrix differential equation
where U(t) and q(t) are n x n matrices and q(t) is Hermitian.
For the difference equation (1.3), in a simpler case where rn = 1, Chen and Erbe [6] establish the Pdccati equation of the second level, by virtue of which Chen [7] obtains explicit expressions of nonoscillatory solutions in terms of the coefficient Pn. A recent paper [8] extends these results to the case where rn is bounded by two positive numbers and then studies the approximation of solutions of a second-order Poincard difference equation whose unperturbed equation has a double characteristic root.
However, in many important applications, the coefficient r is not constant nor bounded. The purpose of this paper is to construct the second level Riccati equation for (1.3) where the sequence r is allowed to be unbounded above and/or below (i.e., liminfn--.oorn = 0), and then give a necessary and sufficient condition for eventual disconjugacy of (1.1) in terms of coefficients in (1.1) alone, which is a discrete version of a theorem of Willett [3] for nonoscillation of (1.4).
We will give some notations and preliminary results in the next section. The second level Riccati equation of (1.3) will be formulated in Section 3, and a discrete analogue of Willett's theorem will be established in Section 4.
NOTATIONS AND PRELIMINARY LEMMAS
In this paper, an empty sum will be treated as 0 and an empty product as 1. Sequences will sometimes be denoted by single letters, say, f = {fn}n~=o and g = {gn}~=o. Similarly, the sequence {fn/gn}~=o will be denoted by f/g, {f2)~= 0 by f2, etc. For simplicity, we will write n-1 f 6 C if the limit of ~k=O fk as n ~ oo exists and is finite. For future reference we list two formulas involving the forward difference operator A, the latter of which is due to Abel A(/ng.) = I.+lag. + g.aA, For terminology, see [10] for scalar difference equations, [9, 11] for matrix difference equations, and [12, p. 355 ] for differential equations.
As a special case of a result of Ahlbrandt and Hooker [9, Theorem 4.1] where self-adjoint matrix difference equations are studied, it is shown that if (1.2) is eventually disconjugate, then there exist a principal solution {n which is essentially unique (up to constant multiples) and nonprincipal solutions Yn; any solution linearly independent of f, is nonprincipal; {n/~?n -* 0 as n -* oo. See also [10] in the case ~ > 0.
Suppose that (1.2) is eventually disconjugate and f, is a principal solution such that (2. 3) (cf. [13, 14] ), and hence, either all solutions are oscillatory or all nontrivial solutions are nonoscillatory. Accordingly, (1.3) is called oscillatory or nonoscillatory. For oscillation theory of linear and nonlinear difference equations the interested reader is referred to [15, 16] .
Clearly, for (1.1) or (1.2), eventual disconjugacy does not imply nonoscillation, while these two notations are equivalent for (1.3). Since
we see that eventual disconjugacy of (1.1) is equivalent to nonoscillation of (1.3). Hence, all the above-mentioned conclusions concerning principal and nonprincipal solutions are available to (1.3) when (1.3) is nonoscillatory. Moreover, by (2.7), a solution Yn of (1.1) is principal if and only if xn = Yn/~n is a principal solution of (1.3) where ~n is a principal solution of (1.2). Therefore, we will study (1.1) through (1.3) in this way even when cn is positive.
Without loss of generality, throughout the rest of the paper we will assume that rn > 0 for n > 0 and n-1 1
Suppose that (1.3) is nonoscillatory and x is a nonoscillatory solution satisfying XnXn+l > O, for n _> N for some N _> 0. Let un = rnAxn/Xn. Then, from (2.1) and (1.3),
Since rnXn+l/Xn ----Un + rn, we are led to the Riccati difference equation
We will state some known results on nonoscillation of (1. 
9).
We next introduce a '~eighted averaging" method which was originally introduced by Coles and Willett in the study of the differential equations (cf. [2] then the convergence of the averaged sum of pn, namely,
is equivalent to its half-boundedness Then (1.3) has a nonoscillatory solution x, x0 = 1, and xn = 1-I~=0(2 j + 1)/2J for 2 k _< n _< Replacing n by k in (3.2) and then multiplying (3.2) by rk/(qk(rk --Pk)), from (3.6), we have where G(k, n) is the Green function of (3.3) and
THE SECOND LEVEL RICCATI EQUATION
If Pn is "small" enough, then we might expect that the summation in (3.8) converges and Vm/qm --* 0 as m --* co, and hence, we might have We observe that equations (2.14) and (3.10) are of the same type, and we will call the latter the second level Riecati equation of (1.3). The second level Riccati equation of (1.3) is a discrete version of the second-order iterated Riccati integral equation for the differential equation (1.4) (with r(t) = 1) in [1] . A similar term, the second level Riccati integral equation, is used by St. Mary in [5] for the corresponding matrix differential equation (1.5) .
In what follows, we always assume that Pn C n-1 = -~k=0 Pk and C is a certain constant such that (3.4) holds, and hence, we can define the sequence q --{qn}n=N by (3.5). If (2.11) and (2.13) hold and (1.3) is nonoscillatory, then C is the constant in (2.12). If p E C, we then have Pn oo "~ Ek=n Pk.
We will need the following result of [18] . For the convenience of reference, we will give a sketch of its proof in the Appendix. (ii) Suppose that gp2 E C, -P is defined by (3.12), and there exists a sequence Vn satisfying inequality (3.14). If we put which implies (2.10) and hence nonoscillation of (1.3) by Lemma 2.1. The proof of Theorem 3.2 is complete. 1 Theorem 3.2 is a generalization of Theorem 3.2 in [6] where rn -1. We note that the solution un of the Riccati equation (2.14) may not be of the same sign nor go to zero as we showed in Example 1. However, in contrast to solutions un of (2.14), solutions of the second level Riccati equation (3.13) are nonnegative and tend to zero as n -~ oo. Therefore, it is possibly easier to establish existence results of solutions for (3.13) than for (2.14).
DISCRETE ANALOGUE OF WILLETT"S THEOREM
Suppose that Pn satisfies (3.4) for some N > 0 and that Pn is defined by (3.12) as a convergent In contrast to Lemma 2.2 and Theorem 3.2 which link the nonoscillation of (1.3) with the existence of real solutions of certain types of Riccati equations on a half-line, Theorem 4.1 provides a necessary and sufficient condition for nonoscillation of (1.3) only in terms of the coefficients r and p of (1.3). We also note that this condition is basically a type of "integral" condition which contains weighted sums but not individual values of the coefficients explicitly. Other types of testable conditions for nonoscillation can be found in literature. For instance, [21] obtains a necessary and sufficient condition for nonoscillation of (1.3) in terms of existence of a sequence defined by continued fractions of the coefficients of (1.3). See also the references cited in [21] .
Finally, we draw from Theorem 4.1 some nonoscillation and oscillation criteria which are easier to verify. PROOF. Suppose that (4.4) holds. It is easy to verify that vn = 2Pn satisfies (3.14) for n _> N, and then the nonoscillation of (1.3) follows from Theorem 3.2. Thus, the arbitrary nonoscillatory solution x is a principal solution. This contradicts the existence of nonprincipal solutions and asserts the validity of (3.11). |
