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ON NONEQUIVALENCE OF REGULAR BOUNDARY
POINTS FOR SECOND-ORDER ELLIPTIC OPERATORS
N.V. KRYLOV AND TIMUR YASTRZHEMBSKIY
Abstract. In this paper we present examples of nondivergence form
second order elliptic operators with continuous coefficients such that
L has an irregular boundary point that is regular for the Laplacian.
Also for any eigenvalue spread < 1 of the matrix of the coefficients we
provide an example of operator with discontinuous coefficients that has
regular boundary points nonequivalent to Laplacian’s (we give examples
for each direction of nonequivalence). All examples are constructed for
each dimension starting with 3.
1. Introduction
Let d ≥ 2 be an integer and let Rd be a Euclidean space of points x =
(x1, . . . , xd). We consider operators L of the form
L = aij(x)
∂2
∂xi∂xj
(1.1)
where a(x) = (aij(x)) is a symmetric matrix-valued Borel measurable func-
tion on Rd such that
θ|ξ|2 ≤ aij(x)ξiξj ≤ θ−1|ξ|2
for some constant θ > 0 and all x, ξ ∈ Rd. Let κ1(x) and κ2(x) be the
smallest and the biggest eigenvalues of a(x). We introduce a quantity κ
describing the eigenvalue spread of a as follows:
κ(x) =
κ1(x)
κ2(x)
.
Given a domain G ⊂ Rd, under appropriate assumptions on a one can
define the notion of regular points relative to L and G (see Section 2 for
the definition). We write L↔ ∆ if the regular boundary points of L and ∆
coincide (for any G). We write L 6→ ∆ if L has a regular boundary point
that is irregular for the Laplace operator and ∆ 6→ L if it is the other way
around.
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The characterization of regular boundary points is an important prob-
lem in the theory of elliptic equations and it has attracted a number of
researchers. In case L = ∆ this problem was solved by N. Wiener and the
answer is given in the form of the so-called Wiener’s test which involves
the sum of certain capacities [21]. Observe that sometimes de la Valle´e
Poussin’s criterion (see Exercise 7.6.7 and Remark 7.6.8 in [12]), valid for
operators with continuous coefficients is more useful (cf. [8]). Wiener’s result
has been generalized in [2] for operators (1.1) with continuous coefficients,
where Wiener’s type criterion is given for the regularity of points. No new
results are obtained as to when the regular points for the operator and the
Laplacian coincide.
The application of Wiener’s test in general appears to be a nontrivial
problem (see Section 7.11 in [6] for some examples) and it is worth mention-
ing that sometimes one can prove that a certain point is regular or irregular
by more elementary means. To prove that a boundary point is regular rela-
tive to ∆ one can use barriers (see, for example, Section 7.6 in [12] for Ho¨lder
continuous a). In another direction to prove that a point is irregular relative
to ∆ one can construct a Dirichlet problem and a (perhaps, generalized) so-
lution that fails to converge to its boundary data at that point. Such an
example was constructed by H. Lebesgue [15] in 1913 before the discovery
of the famous Wiener’s test by N. Wiener [21] in 1924. A different example,
having some similarities with the example in [15], was given in 1925 by P.S.
Urysohn [20] who apparently was unaware of [15]. These techniques also
work for operators (1.1) if the coefficients are regular enough.
In the general case of operators (1.1) several authors proved that, under
certain conditions on the coefficients a, the regular boundary points for
L and the Laplacian coincide. O.A. Oleinik [19] showed this under the
assumption that a is C3+α. R.M. Herve´ [5] proved the claim for operators L
with Ho¨lder continuous (which she calls Lipschitz continuous) coefficients.
Significant improvement was done in [9], where it was shown that it suffices
to require a to be uniformly Dini continuous. Later a somewhat weaker
condition was discovered by Yu.A. Alkhutov (see [1]). In the same paper he
also gave an example of operator (1.1) with discontinuous coefficients such
that L↔ ∆.
However, it seems that the uniform Dini condition cannot be significantly
relaxed. In particular, in [16] K. Miller constructed examples of ∆ 6→ L for
any κ ∈ [0.5, 1) and L 6→ ∆ for any κ ∈ (0, 1) if d = 3. In all examples the
coefficients are continuous everywhere except the origin. E.M. Landis [13]
gave a more elementary example of ∆ 6→ L for d = 3 and any κ < 1 and
the coefficients a discontinuous at the origin. However, in other dimensions
there was only partial progress. In the same article [16] K. Miller provided
examples of L 6→ ∆ for any κ close to 1 if d = 2 and examples of L 6→ ∆ for
any κ ∈ (0, 1d−2) if d ≥ 4.
It turned out that L ↔ ∆ also does not hold in the class of operators L
with continuous coefficients. In [17] K. Miller gave a simple example of L 6→
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∆ with continuous a for any d ≥ 2. To the best of the authors’ knowledge,
ours are the first examples of operators L with continuous coefficients such
that ∆ 6→ L. We give these examples for any d ≥ 3.
In this article we are also going to construct examples of ∆ 6→ L and L 6→
∆ with coefficients discontinuous at the origin for any κ < 1 and any d ≥ 3.
An important feature of this article is that our proofs avoid any advanced
analogues of the Wiener’s criterion for operators (1.1). We use barriers to
prove that a point is regular relative to L. In case ∆ 6→ L we construct
a generalized solution of the Dirichlet problem that is discontinuous at a
single boundary point.
Our examples were inspired by Lebesgue’s construction of an irregular
point relative to ∆. It has to be pointed out that our examples also have
some similarities with Landis’s ones mentioned above. In particular, we es-
sentially use the so-called s-potentials introduced in [15] arriving at them by
combination of probabilistic and PDE ideas which are outlined in Section 7.
2. Generalities about regular points
Let G be a bounded domain in Rd and B(G) be the space of bounded
Borel measurable functions. Take δ ∈ (0, 1). We restrict our attention
to the operators (1.1) with coefficients of class Cδloc(G). Take a domain
G′ ⊂ G¯′ ⊂ G. Suppose that G′ ∈ C2+δ. By the Ho¨lder-space theory of
linear elliptic equations, for any f ∈ Cδ(G¯′), there exists a unique solution
u ∈ C2+δ(G¯′) of the equation Lu = −f in G′ with zero boundary condition
on ∂G′. We set
R(G′)f = u.
Then, let Gn, n = 1, 2, ..., be a sequence of subdomains of class C
2+δ such
that Gn ⊂ Gn+1 ⊂ G¯n+1 ⊂ G, G = ∪nGn. For f ∈ Cδloc(G) ∩ B(G) and
x ∈ G define
R(G)f(x) = lim
n→∞
R(Gn)f(x). (2.1)
This definition coincides with Definition 7.2.2 of [12]. We will borrow a few
facts as well from Chapter 7 of that book. It has to be said, however, that
in Chapter 7 of [12] the coefficients of L are supposed to be of class Cδ(Rd)
rather than Cδloc(G). The reader will easily check that what we are going to
use is proved word for word in the same way as in [12] using only that the
coefficients of L are in Cδloc(G). Part of what is below can also be obtained
from Remark 1.5.1 and Section 1.8 in [14].
We know from [12] that the limit in (2.1) exists, does not depend on
the choice of Gn, and defines an operator satisfying |R(G)f | ≤ R(G)|f | ≤
N sup |f |, where the constant N is independent of f .
Interior estimates show that, for any domains G′ ⊂ G¯′ ⊂ G′′ ⊂ G¯′′ ⊂ G
there exists a constant N such that
‖R(G)f‖C2+δ(G¯′) ≤ N‖f‖Cδ(G¯′′) +N sup
G
|f |.
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We also know that LR(G)f = −f in G if f ∈ Cδloc(G) ∩B(G).
According to Definition 7.4.1 of [12] a point p ∈ ∂G is called regular
(relative to L and G) if
lim
G∋x→p
R(G)1(x) = 0. (2.2)
Otherwise p is an irregular point. Observe that if G′ ⊂ G, p ∈ ∂G′ ∩ ∂G,
and p is regular relative to L,G, then it is also regular relative to L,G′. This
follows from the fact that R(G′)1 ≤ R(G)1.
It turns out (Theorem 7.4.7 of [12]) that, for any c > 0, a point p is
regular relative to L,G if and only if it is regular relative to L,G ∩ Bc(p),
where we use the notation
Br(p) = {x ∈ Rd : |x− p| < r}, Br = Br(0).
According to Definition 7.3.2 of [12], if g ∈ C2+δ(G¯) and x ∈ G,
pi(G)g(x) := g(x) +R(G)(Lg)(x). (2.3)
Obviously, pi(G)g ∈ C2+δloc (G) and Lpi(G)g = 0 in G. By the interior esti-
mates for L-harmonic functions, for any domain G′ ⊂ G¯′ ⊂ G there exists a
constant N such that for any g ∈ C2+δ(G¯)
‖pi(G)g‖C2+δ(G¯′) ≤ lim
n→∞
‖pi(Gn)g‖C2+δ(G¯′) ≤ N lim
n→∞
sup
∂Gn
|g| ≤ N sup
∂G
|g|.
The inequality between the extreme terms allows one in [12] to uniquely
extend pi(G) by continuity to g ∈ C(∂G) and obtain an operator pi(G) such
that, for any g ∈ C(∂G), we have pi(G)g ∈ C2+δloc (G), Lpi(G)g = 0 in G, and
0 ≤ pi(G)g ≤ 1 in G if 0 ≤ g ≤ 1 on ∂G.
By Exercise 7.4.12 of [12], a point p ∈ ∂G is regular if and only if
lim
G∋x→p
pi(G)g(x) = g(p) (2.4)
for any continuous g given on ∂G. The fact that the regularity implies (2.4)
for g ∈ C2+δ(G¯) follows from definition (2.3) and the fact that |R(G)(Lg)| ≤
R(G)1 sup |Lg|. In the general case one uses uniform approximations of g by
polynomials and the fact that |pi(G)g − pi(G)q| ≤ sup |g − q|. The opposite
implication follows if one applies definition (2.3) to g = |x−p|2 and observes
that Lg ≥ 2dθ and R(G)(Lg) ≥ 2dθR(G)1 ≥ 0.
According to Theorem 7.6.4 of [12] a point p ∈ ∂G is regular if, for an
r > 0 and Gr := G ∩Br(p), there exists a function w (called a barrier at p)
such that
Lw ≤ 0 in Gr, inf
x∈Gr\Gρ
w(x) > 0 ∀ρ ∈ (0, r), lim
G∋x→p
w(x) = 0.
We are also going to use the following.
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Lemma 2.1. Let p ∈ ∂G and u,w ∈ C2+δ(G¯\Bε(p)) for any ε > 0. Suppose
that u,w ≥ 0, Lu,Lw ≤ 0 in G,
β := lim
x∈∂G
x→p
u(x) > lim
x∈G
x→p
u(x) =: α,
lim
G∋x→p
w(x) =∞.
Then p is an irregular point relative to L,G.
Proof. Take γ ∈ (α, β) and ε, η > 0. By definition, for x ∈ G \ B¯ε(p),
u(x) + ηw(x) = −R(G \ B¯ε(p))(Lu+ ηLw) + pi(G \ B¯ε(p))(u+ ηw)(x)
≥ pi(G \ B¯ε(p))[(u + ηw) ∧ γ](x).
We set [(u + ηw) ∧ γ](p) = γ and then (u + ηw) ∧ γ becomes a continuous
function in G¯. By sending ε ↓ 0 and using Exercise 7.3.5 from Chapter 7 of
[12], we obtain for x ∈ G that
u(x) + ηw(x) ≥ pi(G)[(u + ηw) ∧ γ](x)
For y ∈ ∂G, y 6= p define g(y) = u(y) ∧ γ and set g(p) = γ. Then g is a
continuous function on ∂G and (u + ηw) ∧ γ ≥ g on ∂G. It follows that
u(x) + ηw(x) ≥ pi(G)g(x) in G and, since η > 0 is arbitrary,
u(x) ≥ pi(G)g(x), α ≥ lim
x∈G
x→p
pi(G)g(x), g(p) = γ > α ≥ lim
x∈G
x→p
pi(G)g(x),
the latter showing that p is not regular. The lemma is proved. 
Remark 2.2. Here we present an example of an irregular relative to ∆ bound-
ary point which is due to H. Lebesgue [15]. The goal of this presentation
is to make the reader familiar with some techniques used below in more
complicated situations. In case d = 3, Lebesgue proved the existence of a
domain for which the origin is not regular relative to ∆. P.S. Urysohn ([20])
showed that this holds for G defined below if r(x1) < exp(−3/x1).
For d = 3, H. Lebesgue considers
u(x1, r) =
∫ 1
0
t
[(t− x1)2 + r2]1/2
dt, r = (x22 + x
2
3)
1/2. (2.5)
It is easy to see that u is a harmonic function on R3 except the interval [0, 1]
on the x1-axis. The argument of H. Lebesgue is that the origin lies on the
boundary of the domain between the closures of the level sets u = 1/2 and
u = 2 and is irregular, since u(0+, 0, 0) = 1 6= 2, in light of Lemma 2.1 in
which one takes w = 1/|x|.
One can extract some more information about irregular surfaces in this
example. For 0 < x1 ≤ 1/2 we have
u(x1, r) = u1(x1, r) + u2(x1, r),
where
u2(x1, r) :=
∫ 1
2x1
t
[(t− x1)2 + r2]1/2
dt→ 1
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as (x1, r) → 0 by the dominated convergence theorem (in the integrand
t− x1 ≥ (1/2)t and the integrand is less than 2), and
u1(x1, r) :=
∫ 2x1
0
t
[(t− x1)2 + r2]1/2
dt = rψ(x1/r),
where
ψ(y) := y
∫ y
−y
1
(s2 + 1)1/2
ds
and the equality is obtained by the change of variables t = x1 + rs and the
observation that s/(s2+1)1/2 is odd and its integral over a symmetric interval
is zero. By using L’Hospital’s rule one easily checks that ψ(t) − 2t ln t =
[ψ(t)/t − 2 ln t]/(1/t) → 0 as t → ∞. Also x1 lnx1 → 0 as x1 ↓ 0, so that
x1 ln(x1/r)− x1 ln(1/r)→ 0 and
u(x1, r)− [1 + 2x1 ln(1/r)]→ 0. (2.6)
if x1/r →∞ and x1 ↓ 0.
Now take ε ∈ (0, 1) and define
r(x1) = e
−ε/x1 , φ(x1) := u(x1, r(x1)), x1 > 0. (2.7)
By (2.6) we have φ(0+) = 1 + 2ε.
Next, define r(0) = 0 and consider
G = B1 \ {x : (x22 + x23)1/2 ≤ r(x1), x1 ≥ 0}.
It turns out that the origin is an irregular point of ∂G, no matter how small
ε > 0 is. This follows at once from Lemma 2.1 if one takes w = 1/|x| and
notes that u(0+, 0, 0) = 1 < 1 + ε.
The above argument is simpler than the one in [20], yielding a more gen-
eral result, and shorter than the one in L. Helms’s elaboration of H. Lebesgue’s
original argument (see 4.4.11 in [4]), based on calculating u(x1, r) explicitly.
The surface
{x : (x22 + x23)1/2 = e−ε/x1 , x1 ≥ 0}
is called the Lebesgue spine.
Remark 2.3. It turns out that the origin is an irregular point for the Lapla-
cian even in a smaller domain
G′ = G ∩ (−G) = B1 \ {x : (x22 + x23)1/2 ≤ e−ε/|x1|}.
This easily follows from Wiener’s test and the fact that the origin is irregular
relative to G. This is also proved in Remark 7.1.
3. Main results
Let d ≥ 3. We represent points x ∈ Rd as x = (x1, x′), where x′ =
(x2, x3, . . . , xd) ∈ Rd−1.
Let c > 0 be a number and let r ∈ C([0, c]) be a nonnegative function
such that r(0) = 0. We say that the surface
|x′| = r(x1), x1 ∈ [0, c], (3.1)
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is regular relative to L if the origin is regular relative to L,G, where
G = Bc \ {x ∈ Rd : |x′| ≤ r(x1), x1 ∈ [0, c]}. (3.2)
Remember that, according to the definitions in Section 2, to talk about
regular points of G we need the coefficient L to belong to Cδloc(G) for some
δ ∈ (0, 1).
We are going to consider functions u(x1, r), x1 ∈ R, r ∈ R+ = [0,∞).
When it makes sense, denote
ux1 =
∂u
∂x1
, ur =
∂u
∂r
, ux1x1 =
∂2u
∂x1∂x1
, urr =
∂2u
∂r∂r
.
Let λ(x) be any positive bounded function on Rd and aλ(x) be a (d−1)×
(d− 1) matrix-valued function with the following entries:
aijλ (x) = λ(x)δ
ij + (1− λ(x))xixj|x′|2 , i, j = 2, . . . , d, x
′ 6= 0, (3.3)
aijλ (x) = δ
ij , i, j = 2, . . . , d, x′ = 0.
Next, we define the d× d matrix-valued a˜λ as follows
a˜1jλ (x) = δ
1j , a˜i1λ = δ
i1, i, j = 1, . . . , d,
a˜ijλ (x) = a
ij
λ (x), i, j = 2, . . . , d. (3.4)
Note that, for x′, z′ ∈ Rd−1 \ {0} and (z′, x′) = 0 we have
aλ(x)x
′ = x′, aλ(x)z
′ = λ(x)z′.
This implies that, if x′ 6= 0, the matrix aλ(x) has (at least) one eigenvalue
equal to 1 and the remaining d− 2 eigenvalues are equal to λ(x).
Let Lλ be the operator (1.1) with coefficients a˜λ. Then it is a uniformly
elliptic operator with bounded coefficients. Also note that, if x′ 6= 0, we
have κ(x) = λ(x) for λ(x) ≤ 1 and κ(x) = 1/λ(x) for λ(x) > 1.
Remark 3.1. Even if λ ∈ C∞(Rd), the coefficients of Lλ might fail to be
infinitely differentiable but they still belong to C∞loc(R
d \ {x′ = 0}). Fur-
thermore, if λ ∈ C∞loc(Rd \ {x′ = 0}) and λ is continuous at the origin and
λ(0) = 1, then aλ ∈ C∞loc(Rd \ {x′ = 0}) and aλ is continuous at the origin.
In particular, it is continuous in the closure of G′ defined in (3.6) below for
any continuous increasing function r(t), t ∈ [0, c] such that r(t) > 0 for t > 0
and r(0) = 0.
Let u be a sufficiently smooth function such that, for a function
v(x1, r), x1 ∈ R, r ∈ R+ = [0,∞),
we have u(x) = v(x1, |x′|). Then by what was said about the eigenvalues of
the matrix aλ(x), for x
′ 6= 0 and r = |x′|, we have
Lλu(x) = vx1x1 + vrr + λ(x)
d− 2
r
vr. (3.5)
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Let us state the main results of this article. The first two theorems show
that
∆ 6→ L.
Theorem 3.2. For any ε ∈ (0, 1) and λ(x) ≡ 1/ε, there exists a domain of
type
G′ = Bc \ {x : |x′| ≤ r(|x1|)}, (3.6)
where r is a continuous function on [0, c] with r(t) > 0 for t > 0 and
r(0) = 0, for which the origin is regular for ∆ and not regular for Lλ.
Obviously, the coefficients of Lλ are infinitely differentiable in G¯
′ \ {0} and
κ = ε away from the x1-axis.
Remark 3.3. By what was said right after (2.2), if the origin is regular
relative to L,G, where G is taken from (3.2), then it is also regular relative
to L,G′ (this fact can be also easily explained in case L = ∆ by using
Wiener’s test since the complement of G′ is larger than that of G). In the
proof of Theorem 3.2 a smooth function r will be chosen so that the origin
is regular relative to ∆, G. It is also regular relative to ∆, G′ by the above.
Observe further that one can find a smooth function ζ(x) with values in
[ε, 1] given in Rd \ {0} such that it equals ε on an open set containing the
interval [−c, 0) of the x1-axis and ζ(x) = 1 in G′. Then, for ν(x) = ζ(x)/ε
and the operator Lν , the origin is still an irregular point of ∂G
′, since Lν =
Lλ in G
′, which implies (see Section 2) that the origin is also an irregular
point relative to Lν , G. Finally, notice that for the operator Lν we have
κ ≥ ε, and the coefficients of Lν have only one point of discontinuity in G¯.
The coefficients of Lλ are discontinuous in G¯
′ in Theorem 3.2. Here is a
stronger result the proof of which is more involved.
Theorem 3.4. There is a continuous function λ(x) > 0 and a domain G′
of type (3.6), where r is a continuous function on [0, c] with r(t) > 0 for
t > 0 and r(0) = 0, such that the origin is regular relative to ∆, G′ and
irregular relative to Lλ, G
′. Moreover, the coefficients of Lλ are infinitely
differentiable in G¯′ \ {0} and continuous in G¯′.
Remark 3.5. The example which we use to prove Theorem 3.4 has many
similarities with what was used in the past. In particular, Urysohn [20] used
a function which is the sum of the Newtonian potentials. Landis in Section 4
of [13] used the sum of s-potentials to show that for d = 3, generally, ∆ 6→ L.
We consider d ≥ 3 and use integrals, that are easier to analyze, instead
of the sums. In Landis’s construction the operator L has discontinuous
coefficients. Novruzov [18] considered domains of type (3.6) again when
d = 3 and tried to push further Landis’s construction to get an operator
with continuous coefficients showing that ∆ 6→ L. He deals with sums of
potentials of variable singularity, as we do with integrals instead of the sums.
His idea, which we also adopt here, is to first construct a function and then
find an equation which the function satisfies. However, numerous rather
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inexplicable erroneous statements in [18], which were never commented on,
corrected, or substantiated in later publications, do not allow one to accept
his claimed statements as true facts. Furthermore, in the example in [18]
the origin is not only irregular relative to L but also irregular relative to
∆. Still in [7] the authors refer to the example in [18] as a valid example
showing that ∆ 6→ L with L having continuous coefficients.
Here is a result showing that Lλ 6→ ∆.
Theorem 3.6. For any ε ∈ (0, 1) and λ(x) ≡ ε, there exists a domain G′ of
type (3.6), where r is a continuous function on [0, c] with r(t) > 0 for t > 0
and r(0) = 0 such that the origin is regular relative to Lλ, G
′ and irregular
relative to ∆, G′. Moreover, the coefficients of Lλ are infinitely differentiable
in G¯′ \ {0} and κ = ε away from the x1-axis.
In comparison with Miller’s examples from [16] and [17] of L 6→ ∆, for
any d ≥ 3 (and not only for d = 3 as in [16]) , we present a domain G such
that the interior of G¯ is G.
4. Auxiliary results
Take and fix constants b ∈ (−∞, 0], c ∈ (0,∞).
Lemma 4.1. Let µ be a continuous function on [b, c] and β and ν be contin-
uous functions on [b, c]\{0} such that ν(t) is bounded, ν(t) > 1 and β(t) > 0
on [b, c] \ {0}, and∫ c
b
β(t) dt <∞,
∫ c
b
β(t)|t|−ν(t) dt =∞. (4.1)
If x 6∈ [b, c] or r > 0 set
k1(x, r) =
∫ c
b
µ(t)β(t)
[(t− x)2 + r2]ν(t)/2 dt,
k2(x, r) =
∫ c
b
β(t)
[(t− x)2 + r2]ν(t)/2 dt,
ω(x, r) =
k1(x, r)
k2(x, r)
.
If x ∈ [b, c] set
ω(x, 0) = µ(x).
Then ω(x, r) is a continuous function on R× R+.
Proof. Clearly, we only need to show the continuity on the segment [b, c] of
the x-axis. Observe that owing to Fatou’s lemma, (4.1), and the fact that
ν > 1 and β > 0 on [b, c] \ {0}, for any x0 ∈ [b, c] we have
lim
r↓0,
x→x0
k2(x, r) =∞. (4.2)
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Furthermore, if δ(ε) is the modulus of continuity of µ, then from
k1(x, r) = µ(x0)k2(x, r) +
∫ c
b
(µ(t)− µ(x0))β(t)
[(t− x)2 + r2]ν(t)/2 dt
and the estimates |µ(t) − µ(x0)| ≤ δ(ε) if |t − x0| ≤ ε and |µ(t) − µ(x0)| ≤
2 sup |µ| we see that
|k1(x, r)− µ(x0)k2(x, r)| ≤ δ(ε)k2(x, r) + 2 sup |µ|
∫ c
b
β(t)
εν(t)
dt,
where the last integral is finite for any ε > 0 since ν is bounded. Now our
assertion follows in light of (4.2). The lemma is proved. 
Remark 4.2. Obviously, if µ ≥ ν, where ν is a number, then ω ≥ ν.
Lemma 4.3. Let µ and h be nonnegative functions on [b, c] such µh is not
identically equal to zero, µ is bounded, and∫ c
b
|t|µ(t)h(t) dt <∞. (4.3)
For x ∈ R, r ≥ 0 introduce
u(x, r) =
∫ c
b
|t|µ(t)h(t)
[(t− x)2 + r2]µ(t)/2 dt. (4.4)
Then the equation
uxx(x, r) + urr(x, r) +
ω(x, r)
r
ur = 0 (4.5)
holds in R×R+ apart from the interval [b, c] on the x-axis, where ω(x, r) is
taken from Lemma 4.1 with β(t) = µ(t)tµ(t)h(t), and ν(t) = µ(t) + 2.
Proof. Observe that, for any constant µ > 0, the function
υ(x, r) =
1
(x2 + r2)µ/2
satisfies
υx = −µ x
(x2 + r2)1+µ/2
, υr = −µ r
(x2 + r2)1+µ/2
,
υxx = −µ 1
(x2 + r2)1+µ/2
+ µ(2 + µ)
x2
(x2 + r2)2+µ/2
,
υrr = −µ 1
(x2 + r2)1+µ/2
+ µ(2 + µ)
r2
(x2 + r2)2+µ/2
,
υxx + υrr = −µ
r
υr.
It follows that
uxx + urr =
∫ c
b
µ2(t)|t|µ(t)h(t)
[(t− x)2 + r2]1+µ(t)/2 dt,
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and, since
ur = −r
∫ c
b
µ(t)|t|µ(t)h(t)
[(t− x)2 + r2]1+µ(t)/2 dt,
we have
uxx + urr = −ω(x, r)
r
ur,
and the lemma is proved. 
Remark 4.4. Assume the notation and conditions of Lemma 4.1 and Lemma
4.3. Assume that c < 1, b = −c and µ and h are even functions. Also
assume that h(t) is decreasing, µ(t) and tµ(t)h(t) are increasing functions on
the interval (0, c]. Let
ψ(t, x, r) =
β(t)
[(t− x)2 + r2]ν(t)/2 .
Recall that ω(x, 0) = µ(x) on [b, c]. This implies that if a function µ is not
Dini continuous at 0, then so is ω(x, r) at (0, 0). We claim that under the
same assumption on µ(t) the function ω(x, r) is even not Dini continuous in
a domain
D = {(x, r) : r2 + x2 < c2, r > r(|x|)},
where r(t) is any continuous increasing function on [0, c] such that 0 < r(t) <
t for t > 0 and r(0) = 0. Moreover, the Dini continuity fails again at the
point (0, 0).
To prove the claim observe that
k2(x, r) =
∫ c
−c
ψ(t, x, r) dt
is an even function in x hence we will only consider the case x > 0. We have
|k1(x, r)− µ(0)k2(x, r)| ≥ (µ(x/2) − µ(0))
(∫ −x/2
−c
+
∫ c
x/2
)
ψ(t) dt. (4.6)
Take any (x, r) ∈ D and note that [(t−x)2+r2]ν(t) is a decreasing function
in t on the interval (0, x]. This follows from the fact that (t − x)2 + r2 is
a decreasing function of the argument t on [0, x] and (t − x)2 + r2 < 1,
∀t ∈ [0, x], and the function ν is increasing on (0, c].
This combined with the fact that β is increasing on the interval (0, c]
imply that ψ(t, x, r) is an increasing function in t on (0, x]. Therefore,∫ x
x/2
ψ(t, x, r) dt ≥
∫ x/2
0
ψ(t, x, r) dt. (4.7)
Next, using the substitution t = −s and our assumption that β and ν are
even functions we conclude that∫ x/2
0
ψ(t, x, r) dt =
∫ 0
−x/2
β(s)
[(s + x)2 + r2]ν(s)/2
ds ≥
∫ 0
−x/2
ψ(t, x, r) dt.
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By this and (4.7) we get that
2
∫ x
x/2
ψ(t, x, r) ≥
∫ x/2
−x/2
ψ(t, x, r) dt.
The latter implies that
3
(∫ −x/2
−c
+
∫ c
x/2
)
ψ(t, x, r) dt ≥ k2(x, r).
Therefore, the right hand side of (4.6) is greater than (µ(x/2)−µ(0))k2(x, r)/3
and, thus,
|ω(x, r)− ω(0, 0)| ≥ (µ(x/2) − µ(0))/3. (4.8)
If ω(x, r) were Dini continuous in D, then there would exist a continuous
increasing function φ(t), t ∈ [0, c], such that φ(0) = 0,
sup
(x,r)∈D
|ω(x, r)− ω(0, 0)| ≤ φ(
√
x2 + r2),
∫ c
0
φ(t)/t dt <∞.
Then using the fact that D contains a part of the line r = x and (4.8) we
obtain∫ c
0
φ(
√
2t)/t dt ≥
∫ c
0
|ω(x, x)−ω(0, 0)| dx/x ≥ 1
3
∫ c
0
µ(x/2) − µ(0)
x
dx =∞.
Thus, such φ does not exist and the claim is proved.
Lemma 4.5. Let µ and h be nonnegative functions on [b, c], let µ be nonde-
creasing on (0, c], and let h be nonincreasing on (0, c] such that µ(x) > 1 on
(0, c] and condition (4.3) is satisfied. Let r(x) be a function on (0, c] such
that (1/2)x ≥ r(x) > 0 for small x and
lim
x↓0
(µ(x)− 1) ln(r(x)/x) < 0, (4.9)
lim
x↓0
r(x)(x/r(x))µ(x)h(2x)
1
µ(x) − 1 =∞. (4.10)
Take u from (4.4). Then
lim
x↓0
u(x, r(x)) =∞. (4.11)
Proof. For 0 ≤ r ≤ x we have
u(x, r) ≥
∫ 2x
x+r
tµ(t)h(t)
[(t− x)2 + r2]µ(t)/2 dt ≥ h(2x)
∫ 2x
x+r
tµ(t)
[(t− x)2 + r2]µ(t)/2 dt,
where in the second inequality we used the fact that h is a decreasing func-
tion. We make the substitution t = x+ sr and observe that for s ≥ 0
(x/r + s)µ(t) ≥ (x/r)µ(t)
and, for 1 ≤ s ≤ x/r, (recall that r ≤ x)
x/r
(s2 + 1)1/2
≥ 1/
√
2,
[
x/r
(s2 + 1)1/2
]µ(t)
≥ δ
[
x/r
(s2 + 1)1/2
]µ(x)
,
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where δ = 2−µ(c)/2, and the last inequality holds since µ(t) is an increasing
function. In addition note that, for s ≥ 1, we have
s2 + 1 ≤ 2s2, (s2 + 1)µ(x)/2 ≤ 2µ(x)/2sµ(x) ≤ δ−1sµ(x).
Then for 0 ≤ r ≤ x we obtain
u(x, r) ≥ rh(2x)
∫ x/r
1
[
x/r
(s2 + 1)1/2
]µ(t(s))
ds
≥ δr(x/r)µ(x)h(2x)
∫ x/r
1
1
(s2 + 1)µ(x)/2
ds
≥ δ2r(x/r)µ(x)h(2x)
∫ x/r
1
1
sµ(x)
ds
= δ2r(x/r)µ(x)h(2x)
1
µ(x) − 1[1− (r/x)
µ(x)−1].
Now our assertion follows easily. 
To prove Theorem 3.6 we need the following.
Lemma 4.6. Let b = −c, γ ∈ (1,∞), µ(t) ≡ µ ∈ [1, d− 2),
h(t) = |t|−1| ln |t||−γ
and take u(x, r) from (4.4). For x small enough split u(x, r) into two parts
u1(x, r) and u2(x, r), where the first one is the integral from −2|x| to 2|x|.
Then
(i) For small enough x 6= 0 and r 6= 0 we have
u1(x, r) ≤ N | ln |x||−γ(|x|/r)µ−1 if µ > 1,
u1(x, r) ≤ N | ln |x||−γ ln(|x|/r) if µ = 1 and 2r ≤ |x|,
where N is independent of x and r. Also u2(x, r)→ u(0, 0) <∞ as (x, r)→
0.
(ii) If r(x) = r(|x|) = o(|x|) as x → 0 and r(x) is differentiable and
|r′(x)| ≤ 1, then
lim
x→0
x| lnx|γ [u2(x, r(x))]′ =: ρ ∈ (−∞, 0). (4.12)
Proof. Since u(x, r) is an even function in x may concentrate on x > 0.
(i) First, let µ > 1. By the substitution t = x + sr and the facts that
xµ−1| ln x|−γ is an increasing function for small x > 0 and (s2+1)−µ/2 is an
integrable function we obtain
u1(x, r) ≤ (2x)µ−1| ln(2x)|−γ
∫ 2x
−2x
dt
[(t− x)2 + r2]µ/2
≤ Nxµ−1| ln x|−γ r1−µ
∫ ∞
−∞
ds
[s2 + 1]µ/2
.
14 N.V. KRYLOV AND TIMUR YASTRZHEMBSKIY
If µ = 1, then
u1(x, r) ≤ | ln(2x)|−γ
∫ 2x
−2x
dt
[(t− x)2 + r2]1/2
≤ N | ln x|−γ
∫ x/r
−x/r
ds
[s2 + 1]1/2
≤ N | lnx|−γ
(
2 +
∫
1≤|s|≤x/r
ds
|s|
)
≤ N | lnx|−γ ln(x/r).
The dominated convergence theorem implies the second claim in (i) since,
for |t| ≥ 2x we have |t− x| ≥ (1/2)|t| and the integrand in the expression of
u2(x, r), written as the integral over [−c, c], is dominated by 2µh(t), which
is integrable.
(ii) First, observe that, as is easy to see, we may assume that c < 1. Next,
we have
[u2(x, r(x))]
′ = − 2
µ xµ−1
[x2 + r2(2x)]µ/2| ln(2x)|γ
− 2
µ xµ−1
[9x2 + r2(2x)]µ/2| ln(2x)|γ + g(x), (4.13)
where
g(x) = µ
(∫ c
2x
+
∫ −2x
−c
) |t|µ−1
| ln |t||γ
(t− x)− r(x)r′(x)
[(t− x)2 + r2(x)]1+µ/2 dt. (4.14)
Obviously, the sum of the first two terms on the right in (4.13) multiplied
by x| lnx|γ tends to −2µ(1 + 1/3µ).
Next, we multiply the first term on the right-hand side of (4.14) by
x| lnx|γ and make the change of variables t = xs so that the resulting
expression equals
µ
∫ ∞
2
| lnx|γ
| ln s+ lnx|γ
sµ−1[s− 1− r(x)r′(x)/x]
[(s − 1)2 + (r(x)/x)2]µ/2+1 Is≤c/x ds.
On the set s ∈ (2, c/x) we have ln s+lnx ≤ ln c, | ln s+lnx| ≥ | ln c| (c < 1),
and
| ln x|γ
| ln s+ lnx|γ =
| ln s+ lnx− ln s|γ
| ln s+ lnx|γ ≤ N +N
| ln s|γ
| ln s+ lnx|γ ≤ N +N | ln s|
γ .
One can make a similar argument about the second term on (4.14). Hence
by the dominated convergence theorem
lim
x↓0
x| ln x|γg(x) = µ
∫ ∞
2
sµ−1
(s − 1)µ+1 ds− µ
∫ −2
−∞
|s|µ−1
|s− 1|µ+1 ds
Observe that
µ
∫ ∞
2
sµ−1
(s− 1)µ+1 ds = −
∫ ∞
2
sµ−1 d(s − 1)−µ
= 2µ−1 + (µ − 1)
∫ ∞
2
(1− s−1)−µs−2 ds
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= 2µ−1 + 2µ−1 − 1 = 2µ − 1.
This combined with the above result concerning the first two terms on the
right in (4.13) proves (4.12). The lemma is proved. 
5. Proof of Theorems 3.2 and 3.4
Proof of Theorem 3.2. Case d = 3. Take b = −1, c = 1, introduce
µ ≡ 1/ε, h ≡ 1, and take u(x, r) from (4.4), so that
u(x, r) =
∫ 1
−1
|t|1/ε
[(t− x)2 + r2]1/(2ε) dt, (5.1)
which is quite similar to (2.5).
Then we have (4.5) outside the interval [−1, 1] of the x-axis with
ω(x, r) =
1
ε
= λ,
so that according to (3.5) the function v(x) = u(x1, |x′|) satisfies Lλv = 0
in R3 outside the interval [−1, 1] of the x1-axis.
Observe that, if r(x) = xη, for an η > 0, then the limit in (4.10) equals
ε
1− ε limx↓0 x
η(1−1/ε)+1/ε,
which is infinite if η > 1/(1 − ε). Also in that case (4.9) is satisfied so that
by Lemma 4.5
lim
|x′|=r(x1)
x1↓0
v(x) =∞.
and owing to the symmetry of v with respect to x1
lim
|x′|=r(x1)
x1→0
v(x) =∞. (5.2)
However, by the monotone convergence theorem
lim
|x′|↓0
v(0, x′) = 2. (5.3)
By Lemma 2.1 with w(x) = 1/|x|, for which Lλw ≤ 0, since λ > 1, the
origin is irregular relative to Lλ, G
′, where G′ is defined by (3.6).
On the other hand, by the criterion due to K. Itoˆ and H. McKean (see
Section 7.11 in [6]; in their examples, however, there is an error, see the last
line on page 259), the origin is a regular relative to ∆ boundary point for
the surface |x′| = r(x1), x1 ∈ (0, 1], because∫
0
dx
x| ln[r(x)/x]| = (η − 1)
−1
∫
0
dx
x| lnx| =∞.
Now we get the assertion of the theorem by the first part of Remark 3.3.
Case d ≥ 4. Introduce
µ(t) = (d− 2)/ε, h(2t) = |t|−1| ln |t||−α,
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where α ∈ (1,∞), and take u(x, r) from (4.4) with b = −c and c > 0 so
small that h is a decreasing function on (0, c]. Then we have (4.5) outside
the interval [−c, c] of the x-axis with
ω(x, r) =
d− 2
ε
= λ(d− 2),
so that, according to (3.5), the function v(x) = u(x1, |x′|) satisfies Lλv = 0
in Rd outside the interval [−c, c] of the x1-axis.
For
r(x) = x| ln x|−η,
where η = 1/(d − 3), the limit in (4.10) equals
ε
d− 2− ε limx↓0 | lnx|
η((d−2)/ε−1)−α ,
which is infinite if
(d− 3)α < (d− 2)/ε − 1. (5.4)
The set of α > 1 satisfying (5.4) is nonempty since ε ∈ (0, 1). We pick
any such α. Also observe that (4.9) is satisfied. In that case (5.2) holds.
On the other hand, by the monotone convergence theorem
lim
|x′|↓0
v(0, x′) = v(0, 0) = u(0, 0) <∞.
Then by lemma 2.1 with w(x) = |x|−(d−2) the origin is irregular relative to
Lλ, G
′, where G′ is defined by (3.6).
At the same time, by the criterion due to K. Itoˆ and H. McKean (see
Section 7.11 in [6]) the origin is a regular relative to ∆ boundary point for
the surface |x′| = r(x1), x1 ∈ [0, 1/2], because∫
0
(
r(x)
x
)d−3 dx
x
= −
∫
0
| lnx|−1d| ln x| =∞.
We finish the proof of the theorem as in the case of d = 3. 
Remark 5.1. In [13] E.M. Landis constructed a similar example for d = 3
by means of the potential∫ b
a
1
[(t− x1)2 + r2]ν/2
dt,
where 0 ≤ a ≤ b, also used in [20]. In [13], [18], and [20] the solutions are
given by weighted sums of those potentials.
Proof of Theorem 3.4. Case d = 3. Introduce
µ(t) = 1 + (ln | ln |t||)−1, h ≡ 1, r(t) = |t|1+| ln | ln |t||.
Notice that for sufficiently small c > 0 and b = −c the conditions of Lemma
4.3 are satisfied and the conditions of Lemma 4.1 are satisfied with
β(t) = µ(t)|t|µ(t)h(t), ν(t) = µ(t) + 2. (5.5)
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It follows that u introduced by (4.4) satisfies equation (4.5) in R×R+ apart
from the interval [−c, c] on the x-axis, where ω is defined in Lemma 4.1 with
the above µ, β, ν, and this ω is a continuous function.
Then v(x) = u(x1, |x′|) satisfies Lλv = 0 in R3 apart from the interval
[−c, c] on the x1-axis, where λ(x) = ω(x1, |x′|) is a continuous function and
λ(0) = ω(0, 0) = µ(0) = 1, so that by Remark 3.1 the coefficients of Lλ are
continuous in the closure of G′, where G′ is defined by (3.6). In that case,
of course, the coefficients of Lλ are smooth in G¯
′ \ {0}.
Then observe that the expression under the limit sign in (4.10) equals
ln | lnx| and, thus, (4.10) holds true. Also
(µ(x)− 1) ln(r(x)/x) = lnx→ −∞ (5.6)
as x ↓ 0. Therefore (4.9) is satisfied as well.
Hence by Lemma 4.5 equations (4.11) and (5.2) hold again. Furthermore,
since v(x) is even with respect to x1, we again have (5.2).
On the other hand, by the monotone convergence theorem
lim
|x′|↓0
v(0, x′) = lim
r↓0
u(0, r) = 2c <∞.
By Remark 4.2 we have ω ≥ 1, so that λ ≥ 1 and Lλw ≤ 0 for w = 1/|x|.
Therefore, by Lemma 2.1, with w defined as above, the origin is not regular
relative to Lλ , G
′.
The fact that the origin is regular for ∆, G′ again follows from Section
7.11 of [6] (and Remark 3.3) since∫
0
dx
x| ln[r(x)/x]| =
∫
0
d lnx
| ln x|(ln | lnx|) =∞.
This proves the theorem in case d = 3.
Case d ≥ 4. This time take a number γ > 1 and define
µ(t) = d− 2 + γ(d− 3)ln ln | ln |t||
ln | ln |t|| , (5.7)
h(2t) = |t|−1| ln |t||−1(ln | ln |t||)−2,
r(x) = |x| | ln |x||−1/(d−3)(ln | ln |x||)−1/(d−3).
Observe that one can choose c > 0 so small that for b = −c the assertions
made in case d = 3 before (5.6) are still valid with thus defined µ, h, r, and
λ(x) = (d − 2)−1ω(x1, |x′|) in place of those µ, h, r, and λ introduced in
case d = 3. Also note that (4.9) holds because this time µ(t) does not even
go to 1 as t ↓ 0.
Let
φ(t) = γ(d− 3)ln ln | ln t|
ln | ln t| , g(x) = ln | lnx|.
Then observe that, for x > 0 we have
r(x)(x/r(x))µ(x)h(2x) = | ln x|φ(x)/(d−3)(ln | lnx|)−1+φ/(d−3) (5.8)
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= [g(x)]γ−1+γ(ln g(x))/g(x) →∞
as x ↓ 0 which yields (4.10), (4.11), and (5.2).
On the other hand, by the monotone convergence theorem
lim
|x′|↓0
v(0, x′) = lim
r↓0
u(0, r) = u(0, 0) =
∫ c
−c
h(t) dt <∞.
This and Lemma 2.1 with w = 1/|x|d−2, which satisfies Lλw ≤ 0 since λ ≥ 1,
shows that the origin is not regular relative to Lλ, G
′.
We finish the proof by observing that∫
0
(
r(x)
x
)d−3 dx
x
=
∫
0
d lnx
| lnx| ln | lnx| =∞,
so that the fact that the origin is regular relative to ∆, G′ again follows from
[6] and Remark 3.3. The theorem is proved. 
Remark 5.2. Observe that in Theorem 3.4 µ is not Dini continuous at 0
and r(t) ∈ (0, t), ∀t > 0, in both cases. Hence, it follows by Remark 4.4
(see (4.8)) that the modulus of continuity φ of the coefficients of the corre-
sponding differential operator does not satisfy the uniform Dini condition in
the domain G′ from the proof of Theorem 3.4. However, φ misses the Dini
condition by quite much. It even misses, albeit barely, the condition∫
0
φ(r)
r| ln r| dr <∞. (5.9)
The proof of Theorem 3.4 shows that if (5.9) (which is weaker than the
Dini condition) is violated, then it may happen that ∆ 6→ L. We could not
construct an example of an operator L such that (5.9) holds but ∆ 6→ L. In
this connection a natural question arises:
Is it true that, if condition (5.9) is satisfied, then all points regular relative
to ∆ are also regular relative to L?
6. Proof of Theorem 3.6.
Proof of Theorem 3.6 Case d ≥ 3 and ε < 1/(d − 2). Set λ ≡ ε and
observe that (3.5) and easy computations show that the function v(x) =
|x′|1−ε(d−2) satisfies Lλv = 0 outside of the x1-axis.
This v is a barrier relative to Lλ at the origin for any domain, whose
closure intersects the x1-axis only at the origin. It follows that the origin is
regular relative to Lλ and G
′ defined by (3.6), where r(t) is any continuous
function on [0, c) for some c > 0 and, moreover, r(t) > 0 for t > 0 and
r(0) = 0. We take r(x1) = e
−ε/x1 and, by what was said in Remark 2.3, the
origin is irregular relative to ∆ and G′.
Case d ≥ 4 and ε ∈ (1/(d − 2), 1). Take u(x, r) from Lemma 4.6 with
µ = ε(d − 2). Then we have (4.5) outside the interval [−c, c] of the x1-axis
with ω(x, r) = ε(d − 2) = λ(d− 2), so that according to (3.5) the function
v(x) = u(x1, |x′|)
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satisfies Lλv = 0 in R
d outside the interval [−c, c] of the x1-axis.
Let η ∈ (0, 1) be such that
η(µ − 1) < 1, η(d− 3) > 1.
Notice that the set of such η is nonempty because 1/(µ − 1) > 1/(d − 3)
since d− 3 > ε(d − 2)− 1. Set
r(t) = |t| | ln |t| |−η , (6.1)
and let G′ be the domain defined by (3.6).
We claim that v(0)− v(x) is a barrier relative to Lλ, G′ (see Section 2 for
the definition of a barrier). In order to prove the claim, take u1(x, r) and
u2(x, r) from Lemma 4.6 and observe that
v(0)− v(x) = u(0, 0) − u2(x1, |x′|)− u1(x1, |x′|). (6.2)
By Lemma 4.6 (i) in G′ we have
u1(x1, |x′|) ≤ u1(x1, r(x1)) ≤ N(|x1|/r(x1))µ−1| ln |x1||−γ
= N | ln |x1||η(µ−1)−γ → 0
as x1 → 0 (recall that γ ∈ (1,∞)). Also by Lemma 4.6 (i) u2(x1, |x′|) →
u(0, 0) as x → 0. It follows that v(x) ∈ C(G¯′) and that to prove the claim
it suffices to show the following:
lim
x1↓0
u(0, 0) − u2(x1, r(x1))
u1(x1, r(x1))
> 1. (6.3)
By Lemma 4.6 (i) it suffices to prove (6.3) with N | ln |x1||η(µ−1)−γ in place
of u1(x1, r(x1)). After this we use the L’Hospital’s rule to observe that
lim
x1↓0
u(0, 0) − u2(x1, r(x1))
| lnx1|η(µ−1)−γ
=
−1
γ − η(µ− 1) limx1↓0
x1| lnx1|γ [u2(x1, r(x1))]′
| lnx1|η(µ−1)−1
,
where the last limit does exist and equals ∞ in light of Lemma 4.6 (ii).
Thus, with our claim being proved, by what is said before Lemma 2.1,
the origin is a regular boundary point relative to Lλ, G
′.
By the criterion from [6] (see Section 7.11) and Remark 3.3 the origin is
an irregular boundary point relative to ∆, G′ because∫
0
(
r(t)
t
)d−3 dt
t
=
∫
0
dt
t| ln t|η(d−3) <∞
since by our choice of η we have η(d − 3) > 1.
Case d ≥ 4 and ε = 1/(d − 2). Take u(x, r) from Lemma 4.6 with
µ = ε(d − 2) = 1 and γ ∈ (1, 2). We have (4.5) outside the interval [−c, c]
of the x1-axis with ω(x, r) = 1, so that according to (3.5) the function
v(x) = u(x1, |x′|) satisfies Lλv = 0 in Rd outside the interval [−c, c] of the
x1-axis.
Take any η > 0 and let a function r(t) and a domain G′ be defined by
(6.1) and (3.6), respectively. Take u1(x1, r) and u2(x1, r) from Lemma 4.6
and observe that (6.2) holds.
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By Lemma 4.6 (i) in G′ we have
u1(x1, |x′|) ≤ u1(x1, r(x1)) ≤ N | ln |x1||−γ ln | ln |x1||η
≤ N | ln |x1||−γ/2 → 0 (6.4)
as x1 → 0. We also have u2(x1, |x′|) → u(0, 0) as x → 0 by Lemma 4.6 (i).
This and (6.4) imply that v ∈ C(G¯′). In order to prove that v(0)− v(x) is a
barrier at the origin relative to Lλ, G
′ it suffices to show that (6.3) holds. As
in the previous case thanks to (6.4) we may replace the denominator with
N | ln |x1||−γ/2. Next, by L’Hospital’s rule we have
lim
x1↓0
u(0, 0) − u2(x1, r(x1))
| ln x1|−γ/2
=
−1
γ/2
lim
x1↓0
x1| ln x1|γ/2+1[u2(x1, r(x1))]′
where the last expression equals ∞ due to Lemma 4.6 (ii) and our choice of
γ ∈ (1, 2). This proves (6.3) and hence v(0)− v(x) is a barrier at the origin
relative to Lλ, G
′. Thus, the origin is regular relative to Lλ, G
′.
Now we take η > 1/(d − 3). We know from the previous case that for
such η the origin is irregular relative to ∆, G′. This finishes the proof. 
7. Comments on some underlying ideas
Let a(x) be a d × d symmetric matrix valued Borel measurable function
on Rd which is bounded and uniformly nondegenerate. Let Ω be the set of
continuous Rd-valued functions ω = ω(t) on [0,∞). For ω ∈ Ω introduce
xt(ω) = ωt and let Nt be the σ-field of subsets of Ω generated by the sets
{ω : xs(ω) ∈ Γ} for s running through [0, t] and Γ running through the set of
Borel subsets of Rd. By N∞ we denote the σ-field of subsets of Ω generated
by the sets {ω : xs(ω) ∈ Γ} for s <∞. As is known from Theorem 3 of [10],
for any x ∈ Rd there exists a probability measure Px on {Ω, N∞} such that
X = (xt,∞, Nt, Px) is a strong Markov process and X = (xt,∞, Nt+, Px)
is a Markov process (in the terminology of [3]) such that for any twice
continuously differentiable function u(x) on Rd with compact support and
any x ∈ Rd and t ≥ 0 we have
u(x) = Exu(xt)− Ex
∫ t
0
Lu(xt) dt.
This property and the Markov property imply that
u(xt)−
∫ t
0
Lu(xt) dt
is a martingale relative to (Nt, Px) for any x and this combined with the
strong Markov property easily shows that, for any bounded domain G ⊂ Rd,
u ∈ C2(G¯), and x ∈ G, we have
u(x) = Exu(xτG)− Ex
∫ τG
0
Lu(xt) dt, (7.1)
where
τG = inf{t ≥ 0 : xt 6∈ G}.
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In light of this, naturally, for any bounded domain G, Borel bounded g on
∂G and f on G the function
Exg(xτG)− Ex
∫ τG
0
f(xt) dt
is called a probabilistic solution of the equation Lu = −f in G with the
Dirichlet boundary condition g. We are interested in the case where f = 0
and the main issue for us is whether for a p ∈ ∂G and any continuous g it
holds that
lim
x∈G
x→p
Exg(xτG) = g(p).
If it holds indeed, p is called a regular point.
If the coefficients of L are in Cδ(G¯), G ∈ C2+δ, f ∈ Cδ(G¯), and g ∈
C2+δ(∂G), the equation Lu = −f in G with boundary condition g has a
unique solution u ∈ C2+δ(G¯), which owing to what was said about (7.1)
implies that the probabilistic solution coincides with u. In particular,
R(G)f(x) = Ex
∫ τG
0
f(xt) dt.
This and the fact that τGn → τG as n → ∞ if the domains Gn ↑ G implies
that the notions of regular points introduced here and in Section 2 agree if
the coefficients of L are in Cδloc(G).
In a subsequent paper we will show that X is a strong Feller process
(see Section 13.1 in [3] for the definition) and therefore, owing to [8], p is a
regular point if and only if
Pp{τ ′G = 0} = 1,
where
τ ′G = inf{t > 0 : xt 6∈ G}.
One knows from Blumenthal’s 0-1 law that Pp{τ ′G = 0} is either zero or one.
Remark 7.1. Take G and G′ from (3.2) and (3.6), respectively. Then the
origin is regular with respect to ∆, G if and only if it is regular relative to
∆, G′.
Indeed, in one way this follows from the fact that G′ ⊂ G (see Section
2). In the opposite direction, if the origin is not regular relative to ∆, G,
then τG > 0 (P0-a.s.), owing to symmetry, τ−G > 0 (P0-a.s.), and hence
τG′ = τG∧ τ−G > 0 (P0-a.s.), so that the origin is irregular relative to ∆, G′.
Now we can explain the idea behind our examples. Denote by ∆d the
Laplacian in Rd. Itoˆ and McKean in [6] characterized r(x) for which the
origin is ∆d, Gd-regular with Gd = G defined in (3.2). One sees that for
d = 3 and d = 4 the classes of r(x) yielding regularity of the origin for ∆d, Gd
are quite different. Since everything is invariant with respect to rotations
about the x1-axis, it was natural to figure out what is the difference between
the Laplacians in d = 3 and d = 4 in the coordinates x1, r (r = |x′|). It
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turns out that in d = 4 one has the extra term (1/r)Dru, so that the x
′-
component of the corresponding Markov process is pushed away from the
origin harder than in the case of the three-dimensional Laplacian. One
gets such an additional term for d = 3 as well if one replaces the (two-
dimensional) Laplacian with respect to x′ with an operator built from the
matrix a(x′) with one eigenvalue 1 corresponding to the eigenvector x′/|x′|
and the other eigenvalue equal to 2 and corresponding to the eigenvector
orthogonal to x′/|x′|. Then, we recall that for ∆4 the function 1/|x|2 is
harmonic and from the start instead of the 3d Laplacian we take Lλ with
λ = 2 in R3. By the above argument we conclude that the function
u(x1, |x′|) =
∫ 1
0
t2
(t− x1)2 + |x′|2 dt, x ∈ R
3,
satisfies Lλu = 0 if x1 6∈ [0, 1] or x′ 6= 0. It follows that for any function
r(x1), x1 ∈ [0, 2], such that r(0) = r(2) = 0 and r(x1) > 0 for x1 ∈ (0, 2),
we have
u(x1, |x′|) = v(x1, |x′|)
in
D3 = R
3 \ {x : x1 ∈ [0, 2], |x′| ≤ r(x1)},
where v = v(x1,
√
x22 + x
2
3 + x
2
4) is the solution of ∆4v = 0 in
D4 = R
4 \ {x : x1 ∈ [0, 2], |x′| ≤ r(x1)}
with the boundary data v(x1, |x′|) = u(x1, |x′|) on ∂D4. By Section 7.11 in
[6], if ∫
0
dx
x[x/r(x)]
<∞ and
∫
0
dx
x| ln[x/r(x)]| =∞,
then the origin is regular relative to ∆3,D3 and is not regular relative to
∆4,D4, in which case the limit
lim
x1↓0
v(x1, r(x1)) = lim
x1↓0
u(x1, r(x1))
if it exists, most likely is different from v(0) = u(0) = 1, and, if this is true,
we have a definite proof that the origin is not regular relative to Lλ,D3 from
the point of view of Markov processes. Observe that the coefficients of Lλ
are discontinuous inside D3 and there is no PDE theory or regular points
for operators whose coefficients are discontinuous inside domains.
More generally, we know from Section 3 how to build an operator in x′
variables for d = 3 whose radial part is urr + (λ/r)ur. It corresponds to the
Laplacian in, so to speak, λ+1-dimensional space. When we add the second
order derivative with respect to x1 and obtain Lλ, we are dealing with the
Laplacian in λ+ 2-dimensional space, where 1/|x|λ is a harmonic function.
This leads to the guess that the direct analogue of (2.5):
vλ(x) :=
∫ 1
0
tλ
[(t− x1)2 + |x′|2]λ/2
dt, x ∈ R3,
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is an Lλ-harmonic function and if λ > 1, so that λ+ 2 > 3, then we expect
the same conclusions to hold as in the case of λ = 2. These were our starting
ideas.
One more relevant comment is that, since the operators Lλ have discon-
tinuous coefficients for which there is no PDE theory of regular points, we
avoided using the above, somewhat incomplete, probabilistic arguments in
order to attract readers not familiar with the theory of Markov processes.
This led to considering G′ in place of G and introducing u by (5.1) rather
than using the above vλ.
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