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Summary 
In this thesis, the digital writing practices of two 2nd year undergraduates are examined in terms 
of the functions and structures of their revision activity.  
Using systemic functional linguistics as an underlying framework, the project takes a first step 
toward to a dynamic description of written text in functional terms. To date, research into 
dynamic descriptions of language (i.e. the logogenesis, or unfolding of meaning in a text) has been 
almost entirely based upon data related to the spoken mode. Furthermore, research into revision 
activity has tended to ignore the functionality or meaning inherent in such revisions. The existing 
research has, instead, primarily focused on cognitive processes (for e.g., pause times) or which 
language structures, such as parts of speech, are more frequently involved in revisions that 
others. Ultimately, this thesis works toward providing a dynamic description of the language 
functions and revisions involved in revision activity in two student writers.  
To do this, it makes use of software called keystroke logging to record how two writers compose 
four academic essays on their computers. Such technology allows us to model the unfolding of a 
written text in much the same way as a tape recording allows researchers to model the unfolding 
of a speech. By examining how these writers revise text in light of academic expectations (a 
'valued' configuration of field, tenor, and mode register variables present in language choices) 
and digital mediation (computer afforded composing practices), the thesis shows how certain 
language functions and structures may play a key role when it comes to shaping an academic 
essay. In this light, this thesis takes a first step to providing a dynamic description of what is usually 
analysed solely in synoptic terms, by showing how we can analyse written text as process (an 
evolving entity) rather than just a product (a static entity). Because of this, a new model of analysis 
– a combination of keystroke data and functional systemics – is proposed, which can provide an 
additional perspective to the already existing methods of examining writer behaviour by looking 
at meaning making practices in revision activity.  
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Chapter 1 Introduction 
1.1 Overview 
In the past two decades, computers, and the innovations they have spawned (particularly the 
internet), have transformed how we interact (e.g. social networking), do commerce (e.g. online 
auctions), stay informed (e.g. RSS feeds), and, most significantly for this thesis, how we search 
for, access, and present information. These advancements have (and are) changing the way we 
produce, disseminate and consume texts. One particular sphere where this has become evident 
is the world of student writing, where students now have the means to travel between physical 
and virtual worlds, pushing and pulling information through spatial and acoustic environments 
they both partake in and (co)construct. Oblinger and Oblinger (2005) posit that this ‘net’ 
generation build understanding by drawing on multiple sources, leading to non-linear thought 
processes based on visualizations. Although, Oblinger and Oblinger’s treatise is premised on 
Western adolescents—Eastern students may prefer different modes of learning depending on 
their socio-cultural heritage—their view is applicable to this thesis because here we will only be 
examining Western (L1 English) students. However, the traditional view of 'literacy' privileges 
alphabetic forms, words, and their sequences—a document-centric view that promotes a start-
to-finish view of knowledge transmission. This is somewhat at odds with the increasing 
prominence of digital text, where what constitutes a 'page' is radically transformed via hyperlinks, 
hypertext, and 'live' information (Kress, 2003, p.3). Moreover, as Trupe (2002) convincingly 
argues, digitally composed text(s) draw on new ways of writing, where single mode genres are 
fast becoming obsolete; hence, the recent interest in multimodal or hybrid-based views on text 
(cf. Domingo, Jewitt, & Kress, 2015). Ultimately, modern-day writers seem to be immersed in the 
'mediated multimodal genre system' (Prior, 2009). 
This shift toward a multimodal, dynamic workspace has spurred renewed interest in the concept 
of 'literacy', and has unknown implications for our understanding of how students' compose texts. 
For example, initial investigations point to growing instability within genre systems, where modes 
of meaning-making are made and remade in a matter of months (Bowen & Whithaus, 2013; 
Domingo et al., 2015). For example, in this multimodal, dynamic workspace, students can 
represent themselves (and their knowledge) in a myriad of ways, ranging from the more 
traditional words on a page approach (common in most essays), to embedded charts, images, 
sounds, and hyperlinks (typical in PowerPoint presentations, for example), and the ability to use 
motion, zoom, and spatial arrangements to set up links between ideas/content (e.g., Prezi). In 
such dynamic workspaces, ideas and the relationships between them may be more 
representative of the producer's actual thought patterns, which will probably, more often than 
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not, be non-sequentially organized (which can be limiting factor in writing). For example, whilst 
the ability to copy, paste, and cross-reference information endows digital text with increasing 
fluidity and temporariness, the new modes of meaning-making (some of which were listed above) 
draw much more heavily on visualizations and projected (or guided) physical  movements, which 
seemingly mirror more closely the elasticity with which we hold ideas in memory (Olive & 
Passerault, 2012). In writing, though, these networks of non-linear thought patterns need to be 
transformed into linear, sequential arrangements, where the affordances listed above get 
reduced to the organization of text and 'pointers' within that text that tell us (the reader) where 
to look for such connections and related ideas/content. In writing, then, the writer is effectively 
reorganizing a collection of 'floating' ideas/content into an unfolding collection of words. It is in 
this transformative process that we find a sequence of interactions between the writer and their 
text, or as Prior (2009) puts it:  
'the composed utterance has a history where a sequence of interactions and 
possibly a series of externalized inscriptions have been organized around the project 
of a final text/performance.' (p.27) 
This history is particularly rich if we take into account computer mediated composition, where 
the writer can interact with and manipulate unfolding text using digital applications (drawing 
packages, spreadsheets, etc.), digital sources (worldwide web), and more traditional note-taking 
techniques (digital and/or pen-and-paper). It is perhaps unsurprising, then, that a great deal of a 
writer's time can be spent searching for, and switching between, multiple sources, making use of 
‘old’ text in the pursuit of ‘new’ (e.g., Leijten, Van Waes, Schriver, & Hayes, 2014; Swarts, 2010). 
However, in the majority of writing research, text is perceived as equivalent to speech, as if it was 
conceived of and realized in a single instance, rather than the product of hours, days, weeks, 
perhaps even years of agonizing deliberation, reflection, revision, re-organization, and finally 
production. As Prior (2009) highlights: 
'Even in some of the richest theoretical and empirical work, there remains a 
tendency to freeze writing [...] to see writing as a noun rather than a verb.' (p.22) 
For example, although O'Donnell (2013), and others (e.g., Coffin & Donohue, 2012), frequently 
highlight that Systemic Functional Linguistics (henceforth SFL) has the potential to examine 
written text as process (dynamic descriptions of paradigmatic choice), SFL research into text as 
process has concentrated almost exclusively on speech1 (e.g., O'Donnell, 1999; Ventola, 1987; 
Yang, 2010). Furthermore, most linguistic-based research into writing has been decidedly 
retrospective, focusing on synoptic descriptions of syntagmatic realizations (no doubt due to the 
                                                          
1 O'Donnell (2013) rightly notes that investigations into speech are fundamentally different from writing 
because you cannot change a previous utterance. However, you can rephrase something you have just 
said, much like you can revise what you have just written. 
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difficulty of analysing paradigmatic choice as it unfolds (cf. Ventola, 1987)). This is especially 
evident in Australian ‘Genre Theory’ (cf. Chapter 4), where an academic text is seen as ‘a staged, 
goal-oriented social process realised through register’ (Martin, 1992, p.505). Similarly, in writing 
process research, the notion of written text is also centred on the conception of a finished 
product, only the primary focus here is on the cognitive processes involved in writing (cf. Chapter 
2). Therefore, this study takes up the challenge of studying the language of written text as process 
by examining what academic writing in the digital sphere has come to represent. More 
specifically, the thesis focuses on how two student writers shape the linguistic features (or 
meaning-making potential) of their texts in real-time. It does this by assuming that unfolding 
language choices in written text can be examined in part by exploring how students revise text in 
terms of choices at the morpheme level and above (i.e. the rank units related to 
lexicogrammatical choice, which will be outline in Chapter 5, §5.2.2.3). I have limited my 
examination to two participants because: (a) the current state of automatic analysis of linguistic 
features during the writing process is limited, resulting in the need for extensive manual coding; 
(b) there is no established methodology with which to examine the function of writer's revisions, 
and (c) because of (a) and (b) a limited sample means that I can provide a thick description of an 
hitherto unexamined area, allowing for both methodology and theory to be explored more fully. 
1.2 Research questions and the underlying motifs used to address them 
To explore this previously unrealized thread of research into written text as process, this thesis 
subsumes a number of underlying motifs (or themes), which are reflected in three sets of 
research questions (RQs): 
1. Development of 
how students 
write: 
a. What practices do students use when digitally composing text? 
b. When (sequentially) and where (within the clause) are these practices 
employed?  
c. Which practices (if any) are relatively stable, and which appear to change 
over time?   
d. Do 'good' writers converge on similar practices?   
2. Development of 
what students 
write: 
a. What are the key linguistic features of 2nd year undergraduate revisions? 
b. Are these features comparable between/within different writers? 
c. Are these features comparable to those of more experienced writers?  
3. Product/process 
relationship(s)  
Is there a relationship between how a person writes and the perceived 
quality of their text(s)? I.e. does the process affect the product? 
These three sets of RQs are broad in scope and cover more than one theoretical concern or thread 
of research. Because of this, I have organized the thesis into three separate, yet complementary 
areas of investigation (the study's three underlying motifs), each of which reflects one of the three 
RQs listed above, and each of which will have its own literature review chapter and discussion 
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chapter (cf. §1.3). Naturally, there will be some overlap in certain chapters, but where this occurs, 
I have attempted to outline these commonalties and interconnections as clearly as possible.  
Before introducing these three underlying motifs, I should make it clear that this study takes the 
view of ‘discourse as genre’ (Bhatia, 2004, p.20), where the primary concerns are the linguistic, 
socio-cognitive, and ethnographic view of texts, which can be broadly related to three conceptual 
spaces: (i) text, (ii) context, and (iii) society/culture, where analysis moves from context to text in 
7 steps (Bhatia, 2004, pp.153-182): 
1. The text is placed in its given situational context (identify genre). 
2. Existing research on the genre is surveyed (literature review). 
3. Goals and relations of genre to readers/writers is explored. 
4. Primary corpus is collected (product and process data). 
5. The context surrounding production/reception is investigated (research site). 
6. Texts are analysed for linguistic features (data analysis and discussion). 
7. Informal feedback from participants is used to inform analysis (member reflections). 
Following these steps provides a ‘thick’ description of the text, context, and persons involved. 
Therefore, using this overarching assumption as the thesis's base, I present the following three 
underlying motifs (explained in the following subsections) as a first step toward addressing the 
three sets of RQs outlined above. Following this, these three motifs (and their accompanying RQs) 
will be picked up in §1.3, where I outline their relevance to the organization of the thesis in terms 
of their contribution to each chapter. 
1.2.1 How students write 
The first theme of the thesis sets out to address the question of 'how' students write. To do this 
I make use of keystroke logging software to capture the writing activity of two students as they 
composed 4 essays as part of their undergraduate assessment (more will be said of this 
technology later): one student produced three essays over two months, the other student 
produced one essay over two weeks. Using data collected via keystroke logging software, I 
explore what these student writers did when digitally composing text, such as their normal text 
production (non-interrupted bursts of activity), their 'focus events' (sources and the programs 
they consulted/used outside of MS Word), and their revision activity in terms of the when and 
where of revision 'types' (set out in Chapter 5, §5.6).  
1.2.2 What students write 
The second theme of the thesis sets out to address the question of 'what' student write. To do 
this, I use an experimental mixed methods approach, which combines keystroke logging data with 
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a traditional text linguistic analysis (SFL based). This approach allowed me to build up a dynamic 
description of text as it unfolded. This is a departure from the normal practice of analysing a 
finished text (a synoptic description), as we shall attempt to reveal (and examine) the language 
choices a writer makes as he/she writes, and not just those that are visible in the final draft. This 
means examining deletions and insertions as they occur in the process of text construction, 
particularly in terms of how they contribute to the language functions/structures of each text. 
Specifically, we will look at the realization of unfolding choice in terms of SFL's views on language 
function, rank, and systemic choice (explained more fully in Chapter 5). 
1.2.3 Product-process relationships 
Finally, in an effort to be 'appliable' (Halliday, 2009), the third theme of the thesis aims to examine 
the product in relation to the process. More specifically, it will attempt to examine if the process 
of text construction can be linked to its finished 'quality' in any way, and, if so, are there any 
theoretical benefits to be gained from such an endeavour? Studies in this vein are very rare, no 
doubt due to the complexity involved in drawing such connections (as we shall see in the next 
chapter). Therefore, this final theme is more exploratory and takes a somewhat subsidiary role to 
the other two themes; as a consequence of this, the final RQ is much broader in scope and less 
specific in its aims. Nonetheless, it is an important endeavour, and is one that will run implicitly 
throughout the thesis, as well as being explicitly covered in the Chapter 8.  
1.3 Organisation and contribution of thesis 
As already noted, the three central motifs outlined above broadly inform the three sets of RQs 
that provide the underlying aims of this thesis. Therefore, in organizing the thesis I have chosen 
to give each motif its own literature review chapter. Accordingly, Chapters 2, 3 and 4 cover the 
literature related to each of the motifs in turn. Although, these three chapters appear as separate 
entities, they are in fact connected in that they cover: (a) motif number 1: what writers 'do' 
(Chapter 2); (b) motif number 2: what academic writers produce (Chapter 3); and (c) motif 
number 3: what academic writing 'does' (Chapter 4). More specifically, these 3 chapters explore 
the main theories and research behind what writers generally do (in terms of underlying cognitive 
process), what academic writers are expected to produce (typical linguistic features of 'model' 
academic texts), and how academic texts come to be situated within larger socio-historical 
contexts as genres and genre families (how academic texts relate to each other and their 
audiences). As such, these three chapters are necessarily broad in scope, and address literature 
in several disciplines: cognitive psychology, linguistics, rhetoric, and social-realist education. This 
interdisciplinary focus is warranted due to the integrated nature of writing and writing 
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development. Because the literature in these fields is extensive and broad in scope, in order to 
draw connections between the three literature review chapters, I have chosen to adopt the view 
that writing involves a complex interplay of five types of knowledge (Hyland, 2011, p.31): 
1. Content knowledge: (Re)appropriating/positioning knowledge in terms of dialogism 
(Hyland, 2005, 2008; Tang, 2009) and heteroglossia (Biber, 2006; Hood, 2010; Scott & 
Turner, 2009); 
2. Contextual knowledge: Awareness of activity systems (Bazerman, 2013), and wider 
societal/cultural expectations (Martin & Rose, 2008); 
3. Genre knowledge: Knowledge of generic conventions and depth and breadth of genre 
networks (Nesi & Gardner, 2012; Tardy, 2009); 
4. System knowledge: Learning how to use uncommonsense linguistic repertoires (Christie, 
2012; Martin, 2007); 
5. Process knowledge: Movement from intra- to inter-level concerns (Kellogg, 2008), in 
combination with learning-through-writing (Galbraith, 2009). 
By using these five types of knowledge, I hope to situate the contents of each review chapter (2, 
3, and 4) in relation to each other, and to the field in general, creating a kind of overarching theme 
that informs the rest of the thesis, its findings, discussions and, ultimately, its conclusions.  
In relation to the five knowledge types outlined above, then, item 1 (content knowledge) is 
somewhat taken for granted in this thesis, because both writers have average grades that 
subsume their level of content knowledge to be high (both average over 70% in their studies). To 
cover items 2-5, however, I make a distinction between the writer (process knowledge covered 
in Chapter 2), the text (system knowledge covered in Chapter 3), and the socio-historical context 
behind writing (genre theory covered in Chapter 4). The ordering of these chapters reflects 
somewhat the order of the RQs outlined above, and the discussion chapters that follow. I.e. the 
ordering in no way reflects the importance of one strand of research over another, it is simply a 
means to simplify the organization of the thesis as much as possible in light of a complex 'research 
problem'.  
Chapter 5 outlines the methodology used to address this 'research problem'. Its organization 
attempts to align with Tracy's (2013, p.230) eight 'big tent' criteria of excellence in qualitative 
research by addressing the following concerns: research design, sampling selection, research site, 
data collection, validity and reliability, data analysis, researcher bias and assumptions, and ethical 
considerations. Although these concerns are presented as discrete components (or sections), the 
chapter repeatedly highlights how they are parts of an integrated whole. Furthermore, the 
methodology represents a contribution to both writing research and linguistics as it combines 
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two separate yet complementary methods/frameworks: keystroke logging and text linguistic 
analysis (based firmly in SFL). 
Chapters 6, 7, and 8 present both the results and the discussion of each set of results in relation 
to each of the three RQs. I.e. rather than include a chapter entitled results, I have chosen to 
incorporate the relevant results alongside their accompanying discussion(s) so as to address each 
of the main RQs (or motifs) in turn within a self-contained chapter. Accordingly, Chapter 6 
concerns itself with how the two student participants write, and, thus, primarily relates, and 
contributes, to the research covered in Chapter 2. It seeks to answer RQ 1. How students write? 
Chapter 7 concerns itself with the development of linguistic features found in text and, thus, 
primarily reflects upon, and contributes to, the work covered in Chapters 3 and 4; it seeks to 
answer RQ2. What do students write? Chapter 8 is exploratory, in that it covers the unfolding of 
language in written text—it deals with what SFL refers to as the 'logogenetic time frame' (covered 
in Chapter 3). This area is severely under researched and, thus, the work contained in this chapter 
contributes to the work covered in Chapters 2, 3, and 4 by exploring a perspective of writing that 
has not yet been undertaken—the unfolding of language choices in written text as it is being 
produced. It seeks to explore RQ3. Product/process relationships. 
Chapter 9 is the conclusion chapter. It brings together the previous chapters and outlines in more 
detail the overall contributions of the thesis to the three main strands of research covered by the 
RQs and the literature review. In broad terms, these were research into revision activity, SFL 
studies into written text, and research into student writing in general. It also outlines the major 
findings of the thesis, its limitations, and suggests areas for future research, whilst also reflecting 
on the state of current research. 
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Chapter 2  Process knowledge: What writers do 
Introduction 
This chapter focuses on cognitively oriented research into writing, which conceptualizes writing 
as involving various interrelated processes of differing complexity. Thus whilst Chapter 3 will 
examine connections between features of writing (products), and Chapter 4 will examine 
connections between writing activities (genre theory), this chapter will examine connections 
between cognitive processes, focusing on three key recursive processes that are central to 
process-based research: Planning, translating, and reviewing/revising. However, because process 
research is extensive (Pritchard & Honeycutt, 2006; Smagorinsky, 2006), this chapter restricts 
itself to the following aims: Section 2.1 gives an overview how writing processes are 
conceptualised in this paradigm; section 2.2 considers what this paradigm contributes to 
discussions of high-level writing tasks (e.g., academic essays); section 2.3 examines what research 
into process-product relations has discovered; section 2.4 considers the current state of 
Keystroke logging (KSL) research with regard to the linguistics of writing. In relation to these four 
points (or sections), I will attempt to show that (i) while writing process research has made a 
significant contribution to understanding the main activities related to writing, there is still much 
to be done with regard to social and affective factors; (ii) in their current formulation, process 
models cannot fully account for argumentative texts because they underspecify the translation 
process; (iii) in investigating product-process relationships, process research is slowly moving 
toward a more dynamic and multidimensional view of writing; (iv) KSL research tends to focus on 
the language of writing in terms of parts of speech rather than meaning. 
2.1 Process models 
To summarise and evaluate every process model would be a monumental task (cf. Alamargot & 
Chanquoy, 2001, for a book length treatment). Therefore, this section focuses on key 
contributions, starting with Hayes and Flower's (1980) first, and arguably most influential, box-
and-arrow type model. At the outset I acknowledge that many process models (or frameworks) 
are purposely underspecified, and are meant to be modified and augmented in line with 
emergent findings (Hayes, 2012). Therefore, any criticisms should be seen as areas for future 
research, rather than outright flaws.  
Hayes and Flower’s 1980 model was based on an information-processing approach, and grew out 
of the findings of one writer's verbal protocols. It provided a framework (or language of 
description) for investigating the cognitive processes involved in writing, and in so doing, it moved 
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research away from a view of writing as a product, and re-envisioned it as a problem solving, non-
linear, exploratory, and goal driven endeavour. Hayes and Flower postulated that writing was 
made up of a number of cognitively driven, recursive activities, centring around: planning, 
formulating (translating), and revising. Being recursive, these processes interact with and/or 
interrupt each other at any time; i.e., whilst the labels suggest temporal sequencing, processes 
occur and reoccur in complex patterns. This model is reconceptualised in figure 2.1, incorporating 
Hayes (1996) and more modern terminology:  
Figure 2.1: The Hayes-Flower model of the writing process (1980) 
This model contained 3 core modules: task environment, cognitive writing processes, and writer's 
long-term memory (LTM). The task environment incorporates factors that affect the writing task, 
including goals and text produced so far. The writer’s LTM contains knowledge about topic, 
audience, and genre. The cognitive module incorporates planning, text generation (originally 
termed 'translating'), and revising, which are all embedded within a 'Monitor'. In most writing 
models (this one included), planning incorporates 3 sub-processes: (1) generating ideas from 
sources; (2) selecting and evaluating these ideas in line with a topic; (3), organizing these ideas in 
relation to the text's goal, audience, and generic expectations (cf. Chapter 4). Text generation, 
meanwhile, facilitates the transformation of ideas into language, and revision involves the 
evaluation of the resulting text and any resulting transformations in terms of spelling, stylistics, 
etc. Revision, then, relies on a writer's interaction with text, with studies showing that students 
with higher working memory spans are generally better revisers than students with lower working 
memory spans (Piolat, Roussey, Olive, & Amada, 2004). The 'Monitor' represents (albeit implicitly) 
what is now commonly called 'the central executive'. Consequently, this initial model suffered the 
same 'homunculus' problem that befalls Baddeley and Hitch's model of working memory1 (Olive, 
2012), and while Hayes (2012) makes the following claim, the monitor still seems to represent a 
                                                          
1 If one process controls the functioning of other processes, what controls that one process?  
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magical 'black-box'2: 
'The monitor represented the writer’s predisposition to sequence the writing 
processes in a particular way. It was not intended to control how those processes 
were carried out.' (p.373) 
During the 80s, researchers refined and added to this conception of writing by focusing on 
reviewing/revising 3 . This research highlighted how novice writers typically focused on local 
revisions, whereas experienced writers made more global level revisions (Flower, Hayes, Carey, 
Schriver, & Stratman, 1986; Sommers, 1980). Local revisions are minor changes, either at, or 
below, the sentence level, and thus typically involve lexical choices, corrections to grammar, 
spelling, etc. Global revisions are major changes, made at the clausal, paragraph, or discourse 
level, and thus typically involve the manipulation of information. Much of this research, however, 
was either premised on writing as a top-down process, or imposed an artificial separation 
between drafting and revising for experimental purposes. Proponents of dual-processing models, 
such as Galbraith and Torrance (2004, pp.64-65), for example, would link revision strategies to 
the writer's preferred writing style, and would class revisions made by writers who prefer top-
down strategies as 'reactive', in that revisions seek to bring the text in line with initial expectations 
(i.e. meeting pre-established goals), and thus would be unrelated to developing understanding 
and would often negatively affect text quality. Writers who prefer bottom-up approaches, on the 
other hand, would primarily make 'proactive' revisions, leading to increased understanding, but 
may not affect text quality (Baaijen, Galbraith, & de Glopper, 2014). This complex interaction 
between revision and writing styles is highlighted by Wallace et al. (1996) and Midgette, Haria, 
and MacArthur (2008), who show how very brief instruction (8 and 2 minutes, respectively) can 
lead to more substantive, macro-level revisions. However, while such findings suggest that less 
experienced writers lack evaluative criteria for what they write (Hayes, 2004), and who they write 
for (MacArthur, 2013), it may be that such instruction is limited in terms of transfer/future uptake 
as it may not be generalizable to other situations (cf.Adams, Simmons, Willis, & Pawling, 2010). 
In another key model, Bereiter and Scardamalia (1987) argue that at least two process models 
are needed to account for the differences between novice (knowledge-telling) and skilled 
(knowledge-transforming) writers: knowledge-telling writers generate text in response to an 
association (usually prior text or an assignment prompt) in a list-like fashion, where elaboration 
mainly involves formal features (spelling, etc.). In this ‘stage’, writers transform ideas into text 
under constraints of topic and genre—it is using writing to 'tell'. knowledge-transforming writers, 
                                                          
2 Discussions of a monitor/central executive are rare, even in present studies (cf. Olive, 2012). 
3 Perhaps because of this focus on text modification activities, the processes responsible for translating 
ideas into language remains underspecified, both with respect to how letters, words, phrases, etc., are 
generated and transposed in real-time (however, see Berninger & Swanson, 1994). 
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on the other hand, generate text in response to a problem (usually self-generated), where 
elaboration involves not only formal features, but also meaning—this elaboration is typically 
achieved by iteratively attending to the text (Lindgren, Leijten, & Van Waes, 2011). The 
knowledge-transforming stage, then, as per the Hayes-Flower model, frames writing as a top-
down, problem solving process, but it conceptualizes expert writing as the ability to formulate 
and solve problems in terms of two spaces: content (topical) and rhetorical (organizational) space, 
as per figure 2.2: 
Figure 2.2: Bereiter and Scardamalia's Knowledge-transforming model (1987, p.12) 
In this model, knowledge-transforming is a dialogue between content and rhetoric, where writers 
shape text in light of an overarching problem, emerging text, discourse, and topic: experienced 
writers negotiate goals, contexts, and actions in relation to themselves and what they know—it 
is using writing to 'recontextualise knowledge'. Numerous studies support these fundamental 
tenets (C. Beauvais, Olive, & Passerault, 2011; L. Beauvais, Favart, Passerault, & Beauvais, 2014), 
where the consensus is that writers resort to knowledge-telling alone because of one (or more) 
of five key reasons (Alamargot & Fayol, 2009; Hayes, 2012; Torrance & Galbraith, 2006): (1) 
underdeveloped language, (2) inefficient writing strategies, (3) lack of topic knowledge, (4) 
underspecified goals, and/or (5) lack of motivation. However, in relation to argumentative 
writing, Coirier, Andriessen, and Chanquoy (1999) suggest that: 
'two perspectives are playing a role: problem solving/topic structure, and 
argumentation structure. Experts can solve the dissonance between these 
perspectives [...]. Non-experts rely mostly on topic structure.' (p.14) 
It could also be argued, then, that in constructing argumentative texts, a knowledge-transforming 
stage would need an additional 'pragmatic/interpersonal space', which could interact with the 
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other two spaces in light of restructuring a text (and its contents) toward different goals, points 
of view, or perspectives. Highlighting that in such texts the points made are sometimes less 
important than how they are made (Hyland, 2012; Smagorinsky, Daigle, O'Donnell-Allen, & 
Bynum, 2010). Consequently, one could say that the knowledge-transforming model appears to 
privilege cohesion over coherence. Furthermore, although Bereiter and Scardamalia (1987) 
illustrate that knowledge-transforming is only evident in more experienced writers 
(postgraduates), they fail to explain how one moves from knowledge-telling to knowledge-
transforming or, therefore, what occurs between these phases (Hayes, 2011)4. Thirdly, as with 
the Hayes-Flower (1980) model, the distinction between novice and expert belies the fact that 
writing is field specific, where novices in one field may be experts in another, and vice-versa; i.e. 
these models explicated a large portion of context, focusing on cognition, to the behest of 
situational and interactional concerns.  
During the 90s, process research shifted toward memory and writing. It further incorporated 
Baddeley's (2003) model of working memory and in The science of writing: Theories, methods, 
individual differences, and applications, three new(er) models were proposed: 
Firstly, Kellogg (1996; elaborated in 2001) drew on Bereiter and Scardamalia's (1987) model and 
previous research to produce a speculative model of how writers mature to become experts, 
moving from knowledge-transforming to 'knowledge-crafting'. Kellogg based his thesis on the 
logical assumption that experienced writers are able to hold three distinct representations of text 
in WM: knowledge conveyed by the text, the author's representation of that knowledge, and the 
author's judgement on how that text will be received (virtual reader's perspective). Experienced 
writers are believed to be able to juggle cognitive processes with higher-level concerns of 
content, rhetoric, and audience awareness because they have developed automatized routines 
that prevent overloading the central executive. Regardless of which view of WM one assumes5, 
two basic mechanisms appear to reduce cognitive demands: (1) automatizing task information 
(e.g., increasing topic knowledge) or task demands (e.g., using generic templates); (2) using 
compensating strategies to consciously reduce the load on non-essential activities (e.g. ignoring 
spelling mistakes). Mechanisms for reducing constraints, then, can top-down (outlining, 
conceptual maps) or bottom-up (freewriting6, extensive revising). Kellogg (2008) also suggests 
that demand can be reduced by: (1) maturation of the central executive with age; (2) committing 
                                                          
4 Hayes is currently working on an intermediary stage: 'knowledge-structuring'. 
5 Studies into WM constraints typically assume: (1) Dual-task interference (a capacity theory of writing), 
which posits that when an individual is engaged in two or more tasks, the performance on one, or both 
tasks will reduce (McCutchen, 2000; Olive, 2012), or (2) a componential view of writing, which believes 
there are limits to how much information we can store in any one component of memory (Kellogg, 1996).  
6 Freewriting delays revising and editing until after the first draft (a dual-draft approach); see Elbow (2012) 
for a significant publication from the originator of 'freewriting'. 
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disciplinary knowledge to LTM; (3) automatizing some aspect of planning, revising, or generating. 
Similarly, Torrance and Galbraith (2006) suggest: (1) automatizing low-level skills; (2) developing 
compensatory strategies to reduce parallel processing; (3) minimizing on-line planning by making 
notes/outlines.  
In the same book (The science of writing: Theories, methods, individual differences, and 
applications), Hayes (1996) focused on the sub-processes related to revision, cognition and affect, 
and reformulated his original model, as per figure 2.3.   
Figure 2.3: Hayes' new(er) model of the writing process (1996, p.4) 
The major changes in this model are the increased attention to WM, addition of visuospatial 
sketchpad, integration of motivation/affect, and the reconfiguration of cognitive processes so 
that text interpretation becomes more central. These changes aimed to account for internal 
predispositions to writing, language ability, and social/physical influences. However, while the 
model sees the task environment as essential, it is left underspecified, as is text production and 
motivation/affect. Some of these issues are carried forward to Hayes (2012): 
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Figure 2.4: Hayes' latest model of the writing process (2012, p.371) 
In its newest incarnation, Hayes' (2012) process level is split into writing processes and task 
environment. Writing processes are internal activities that a writer uses to compose his/her 
message, and include ‘proposer’ (non-verbal idea generation), ‘translator’ (transforms proposals 
into language), ‘transcriber’ (transforms the ‘translation’ into text), and ‘evaluator’ (assesses the 
output from the previous processes). Planning and revising (reviewing), then, are no longer 
separate processes in separate modules, but become 'a special application of the writing model' 
(p.376). In other words, the iterative nature of specialized activities (planning, summarizing, etc.) 
is now reconceptualised 'as declarative knowledge in LTM (as a stored plan or task scheme)' 
(p.375). In this view, activities that once reflected discrete cognitive processes are 
reconceptualised as parts of task schemas, which can be modified via instruction/experience. By 
placing the task environment and writing processes at the same level, this model also attempts 
to attend to how outside influences (physical, social, and cultural) may impact writing7. However, 
despite these improvements, the model still suffers from simplistic labelling, and much is left 
implicit in its description. For example, it is unclear as to how metalinguistic and metastrategic 
knowledge (presumably housed at the Resource Level) comes to be shaped by: (i) the eco-social 
elements of genre and intertextuality (presumably housed at the Control Level), and (ii) semiotic 
and material mediation (presumably housed at the Process Level). This is perhaps unsurprising 
given that there is little research into the role of metalinguistic knowledge in writing (Myhill, 2012, 
                                                          
7 For example, research has frequently shown how the medium of transcription (typed vs. written) can 
effect text quality (Connelly, Gee, & Walsh, 2007).  
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p.253), or how eco-social demands (e.g., genre) link to writing processes. Furthermore, it is 
unclear how such a model would cope with the generation and maintenance of argumentative 
texts (texts with particulate patterns of meaning, cf. §3.3). As per other process models, there 
also appears to be little explicit discussion of how the organization of text may be constrained by 
the topic itself; for example, the chronological ordering of facts, or the logical relations between 
them, may impose constraints on the writer as to how they order ideas. Furthermore, in 
constructing argumentative text, the translator would be responsible for taking a complex 
multidimensional argument (represented in the mind of a writer as networked propositions and 
concepts) and transforming this gestalt representation into linearly segmented text. This process 
would involve the manipulation of complex lexicogrammar (cf. §3.3), anaphora (§3.4), and 
information structures (§3.5) to achieve rhetorical and pragmatic goals that align themselves with 
the audience and purpose of a text. Although such concerns are given theoretical status in Hayes' 
models (cf. the various labels used), they are rarely discussed—language, for example, is 
considered mainly in terms of syntax and lexis, with little mention of function (cf. Coirier et al., 
1999, pp.16-18, for similar sentiments). Finally, with regards to the Control Level, although Hayes 
(2012) adds social and affective influences (e.g., Collaborators & Critics), motivation remains a 
blanket term for a whole host of variables. Consequently, the model still does not account for 
motivation in terms of its underlying constructs of self-efficacy, self-regulation, beliefs, etc. 
However, this lack of detailed attention to motivation may be an epiphenomenon of the research 
designs used in such paradigms: process research, for example, frequently uses experimental 
designs that call for texts to be produced for no other reason than providing data, while socio-
constructivist research collects text(s) produced in authentic settings. It could be said, then, that 
much process research negates the need to look at motivation, while much socio-constructivist 
research takes motivation for granted8.  
Ultimately, while Hayes continues to update his model in line with current theorising, any model 
embedded in such a strong cognitive account of writing will inevitably be concerned with 
production rather than communication: writing as a skill rather than writing as a meaning-
potential. For example, Leijten et al. (2014), in their case study of one professional writer 
spanning five writing episodes spread over four days, clearly illustrate how a complex writing task 
(business proposal) draws upon multiple sources (old and new) in the construction of a 
communicative and strategic goal. Using a combination of KSL, interviews, and online 
observations, they observed how one writer oriented to the reader (prospective client) by using 
external sources to retrieve content, structure and formulate text, design visuals and layout, and 
                                                          
8 Academic literacies, for example, state that motivation (or lack thereof) to write is closely linked to a 
writer's self-belief in their ability to write, how they self-regulate cognition, affect, behaviour, and their 
environment, and to their underlying motive for writing (Hidi & Boscolo, 2007; Lea & Street, 1998).  
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provide additional warrant for claims. Using writing to construct new meaning from old is a form 
of discourse synthetic approach: ‘Readers become writers, creating new texts by selecting, 
organizing and connecting content from source texts’ (Spivey & King, 1989, p.7). Such an 
approach reflects a movement from knowledge-telling to knowledge-transforming (writing as a 
constructive process). However, the professional writer in Leijten, Van Waes, et al.’s (2014) study 
also assumed the reader’s point of view. This additional ‘developmental stage’ can be situated in 
relation to both Bereiter and Scardamalia (1987) and Kellogg (1996, 2008):  
 
 
 
 
 
 
 
 
Figure 2.5: Macro-stages in the cognitive development of writing skill (Kellogg, 2008, p.4) 
Drawing parallels between high-level writing and the development of other high-level 
skills/abilities, such as playing chess or the violin, Kellogg (2008) suggests a developmental 
pathway for writing proficiency (as portrayed in figure 2.5), where writers move from knowledge-
telling to knowledge-crafting after, on average, ten years of practice. In this view, a writer moves 
from intra- to inter-level concerns aided by cognitive maturity, disciplinary knowledge, and 
writing practice.  However, although Kellogg's (2008) logic appears sound, it could be argued that 
some highly-skilled abilities are only mastered by those with a propensity for such talents.  
In conclusion, as Alamargot and Chanquoy (2001, p.21) note, most models subsume a number of 
cognitive components that are: (a) constrained by WM, (b) draw on 3 core activities (planning, 
formulating, and revising), and (c) controlled by a central management unit. Furthermore, writing 
expertise appears to stem from practice/maturity, which probably explains why the field as a 
whole sees writing as a 'skill' to be learnt (cf. the ubiquitous use of 'learning-to-write' in Manchón 
(2012) and Torrance et al. (2012); i.e. many process models assume a top-down approach to 
content integration, where block and arrow diagrams, whilst useful from a research design 
perspective, underrepresent and overlook the start-stop nature of composition. Fundamentally, 
any number of influential factors—changing task representations, human-transcription interface 
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problems, gestation periods between drafts, (Daneman & Stainton, 1993), etc.—can dynamically 
alter the trajectory and quality of writing. Consequently, because writing is portrayed as an event, 
involving strategic and deliberate plan-translate-revise cycles in the pursuit of solving a 'problem', 
many models also assume text generation to be somewhat passive, and are thus too general and 
holistic in terms of the interpersonal and textual functions of language9. Furthermore, many 
models see text generation in terms of form (syntax and lexis), and this in turn negates the 
meaning-making potential of writing and side-lines rhetorical and pragmatic goals—aspects of 
language that are crucial to argumentative texts because it is the vehicle through which 
multidimensional structures (e.g., topics, arguments, and referents) are mapped onto linear 
sequences (Coirier et al., 1999).  
2.2 Toward an integrated view of writing 
Many of the models introduced above are based on writing as a problem solving activity. 
Consequently, they often carry an implicit assumption that writing is unidirectional—a process 
that begins in the mind and culminates in a text. However, more recent research views writing as 
both a problem solving endeavour (top-down) and a constructive process (bottom-up) (Galbraith, 
2009a). This more modern view highlights the dialogic potential of writing, and thus accords more 
closely with view of writing assumed in this thesis—hence the inclusion of this section at this 
juncture. In this dialogic view of writing, writer and text, internal and external thought work 
together to advance text and the knowledge and ability of a writer. For example, in process 
research, there is the oft cited remark that writers typically adopt one of two polarised writing 
styles. These are deemed 'planners' and 'revisers': planners prefer to have a clear idea as to what 
they are writing before they start, and tend to write fewer drafts than revisers; revisers use 
writing to clarify their understanding, and tend to produce more drafts than planners. Torrance, 
Thomas, and Robinson (1994), however, intersect these two styles with an intermediary style 
deemed 'mixed strategy', which brings together the primarily top-down process of planning and 
the primarily bottom-up process of revision. Similar research premised on the existence of a cline 
of writing styles also reflects the duality of top-down/bottom-up processing (Kieft, Rijlaarsdam, 
& Van den Bergh, 2008). Perhaps the most well-known explication of this comes from Galbraith 
(1999, 2009a), and his research on self-monitoring. Galbraith posits a knowledge-constituting 
process, which aims to incorporate the emergence of knowledge that can occur during writing. 
This model draws heavily on the fact that text production is a major component of text generation 
(cf. Berninger & Swanson, 1994; Chenoweth & Hayes, 2001), and that text generation involves 
                                                          
9 This problem is typically acknowledged in terms of 'pragmatics', but in keeping with the SFL basis of this 
thesis, I have decided to highlight the specific nature of these underspecifications. 
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the internal formulation of a linguistic message before transcription. Galbraith (2009a) 
convincingly argues that because writing enables reflection and revision, some writers use this 
production window to re-contextualise what they already know: i.e. internal (semantic intent) 
and external (instantiated thought) work together, renegotiating knowledge/ideas, where  
'progressive refinement of thought is achieved in the text itself, and involves 
successive dispositional responses to emerging propositions rather than a 
progressive redefinition of rhetorical constraints.' (p.62) 
This dual-process approach incorporates explicit (knowledge-transforming) and implicit 
(knowledge-crafting) writing systems, where text quality is impacted by explicit organizing 
processes (top-down strategies) and implicit, dispositionally-guided text production processes 
(bottom-up strategies): 
'A top-down strategy prioritizes the explicit organizing process, focusing initially on 
establishing the global structure of the text and then on using this to control text 
production. A bottom-up strategy prioritizes the dispositionally-guided text 
production process, focusing initially on producing text that captures the writer's 
understanding and then on revising this to produce rhetorically appropriate 
organization.' (Baaijen et al., 2014, p.83) 
The idea of re-contextualised knowledge through language (an unpacking and repacking of 
ideas/knowledge) is gaining ground in social realist literature (e.g. Maton, 2013b), where such a 
mechanism, if used correctly, could be a key enabler of accumulative knowledge building. For 
example, Scardamalia and Bereiter's (2006) Knowledge Building approach, focuses on developing 
the content space through the dialogic potential of writing. They posit that investigations through 
writing can lead to changing goals, new sources of material, and audience feedback (i.e. their 
work draws heavily on scaffolded learning (Vygotsky, 2012)). Another advocate of this potential 
for writing to learn is McCutchen (2011), who argues that 'writing expertise depends on the 
development of two necessary (but not sufficient) components' (p.61): (i) fluent language 
generation, and (ii) field specific knowledge. McCutchen argues that by developing these two 
components, writers can shift attentional resources from short-term to long-term WM, as per 
figure 2.6: 
Figure 2.6: Interdependence of language, knowledge and 
memory during writing (McCutchen, 2011, p.52) 
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However, although linguistic skills and knowledge relevant to writing can be broadly related to 
the development of genre expertise (cf. §4.3) and disciplinary knowledge (Langer, 2011), an 
increase in genre and disciplinary knowledge stretches beyond mere lexical and syntactic choice. 
For example, increased familiarity with a topic (top-down knowledge) can lead to increased 
attention to text structure and the distribution of meanings within that structure (bottom-up 
concerns), resulting in better quality texts. This is reflected in McCutchen, Francis, and Kerr (1997) 
research, where they asked students to detect and correct form (misspellings) and meaning 
(disruptions in chronological sequencing) in two texts that differed in topic familiarity. Their 
results indicated that in texts where topic knowledge was less familiar, writers mostly attended 
to surface-level errors. Whereas in texts where topic knowledge was more familiar, writers 
attended to surface-level errors first, and then attended to higher-level concerns of discourse 
structure and paragraph organisation. The conclusion being that writers cannot revise for 
meaning if they do not understand what they are reading. However, research that looks into the 
effects of topic knowledge (top-down knowledge) on writing argumentative texts suggests that 
depth and breadth of knowledge alone are not systematically linked to improved argumentation 
(Coirier et al., 1999). Research such as this suggests that in order to construct more complex texts, 
such as those calling for sound, credible arguments, a writer must have at their disposal both 
sufficient topic knowledge and linguistic skills, which accords with McCutchen's views above.  
Ultimately, a writer's aptitude appears to be tied to his/her ability to recall appropriate topic 
knowledge, rhetorical strategies, and linguistic registers, all of which stem from an increased 
awareness of, exposure to, and experience with language/writing in general (Alamargot & 
Chanquoy, 2001; Kellogg, 2008; Manchón, 2009)10. This dynamic complexity is reflected in the 
modularised nature of writing research, where various factors are born out in terms of isolated 
objects of study: disciplinary knowledge (McCutchen, 2011; McCutchen et al., 1997; Scardamalia 
& Bereiter, 2006), experience and audience awareness (Lindgren et al., 2011), maturation of WM 
(Kellogg, 2008), metacognitive awareness (Negretti, 2012), linguistic skills (Alamargot & Fayol, 
2009; McCutchen, 2011), etc. However, because of the top-down bias of most of this research, 
top-down strategies have received far more empirical support. For instance, many process 
approaches revolve around planning, where writers establish goals and then select and organise 
content to transcribe; thus whilst process models recognize recursive activities, in practice such 
processes are researched/taught in sequential terms. An alternative approach is where a writer 
simply writes. This approach is exemplified in 'freewriting', where writers produce an initial draft 
with minimal or no revision. Only when the first draft is complete do they then evaluate it, using 
                                                          
10 Manchón and de Larios (2007, p.575) suggest that practice rather than proficiency may be the key to 
advanced mastery of writing, which clearly supports the notion of writing as situated social practice (Prior, 
2006). 
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what they deem valuable to inform the next draft. Research provides evidence that writers 
typically lean toward one of these two approaches, reflecting a broad distinction between 
planners/high self-monitors and free-writers/low self-monitors (Galbraith, 2009b; Levy & 
Ransdell, 1996; Torrance, Thomas, & Robinson, 2000). However, there is little research comparing 
the benefits of either approach.  
This section has attempted to highlight that writing is not only a problem-solving activity, but that 
it is also a constructive one, where meaning is formulated, given form, and transformed on the 
page and in the mind (Galbraith, 2009a). This distinction appears to mirror the broad distinction 
between explicit (top-down) and implicit (bottom-up) mechanisms, and, although such 
mechanisms rarely work in isolation, this appears to have become the dominant view in process 
research, as two intersecting (and thus equally valid) perspectives have seemingly diverged into 
two disparate paradigms. 
2.3 Research into process-product relationships 
The previous sections have highlighted that writing process research tends to focus on what 
writers do (processes), and thus it often takes for granted what writers produce (Rijlaarsdam & 
Van den Bergh, 2012). One reason for this may be that task demands are often ill-defined in terms 
of ambiguous, multiple goals, such as texts need to be 'informative', 'easy to understand', 
'cohesive', etc. Similarly, defining 'text quality’ is problematic, and as such many seemingly 
conclusive results are, in fact, clouded by methodological efficacy11 (cf. Schoonen, 2005).  
Furthermore, until recently, most writing process research centred on a conception of text that 
is very different from those that we now produce—modern texts are rarely handwritten, mono-
modal, or produced in one sitting by one person. Another problem when considering process-
product relationships is that many studies employ a single-task design (e.g. de Larios, Manchón, 
& Murphy, 2006), which, as Meuffels and Van den Bergh (2005) illustrate, can result in 
overestimating individual differences; i.e. single-task designs cannot tell us if the task is causing 
variation, or if the writer is just having a bad day. To reliably estimate an individual's writing habits, 
for example, Rijlaarsdam and Van den Bergh (2012, p.580) suggest sampling at least 4 essay like 
texts or 14 short functional texts. However, most studies into student writing focus on short texts 
produced in one sitting, which are ecologically less valid (Bazerman, 2008; MacArthur, Graham, 
& Fitzgerald, 2006). Furthermore, very few studies take into account writer variables such as 
                                                          
11  For example, McNamara, Kintsch, Songer, and Kintsch (1996) show how a reader's subject-matter 
knowledge can affect judgements of text cohesiveness, because readers that are more knowledgeable 
about a topic can fill in the blanks between seemingly disconnected referents (cf. also McNamara, 2013).  
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L1/L2 writing proficiency (Van Weijen, 2009), beliefs about writing (Baaijen et al., 2014), or writing 
styles12 (Galbraith, 2009b; Tillema, Van den Bergh, Rijlaarsdam, & Sanders, 2011). Consequently, 
while variations in text quality are commonly found in within-task, different writer designs, 
between-task, same writer findings are less conclusive. Moreover, amongst the few studies that 
investigate process-product relationships, their focus has been somewhat limited, ranging from 
the effects of a single cognitive activity (de Larios, Marin, & Murphy, 2001; Jones & Tetroe, 1987; 
Stevenson, Schoonen, & de Glopper, 2006), proficiency or metacognition on text quality 
(Schoonen et al., 2003; Stevenson, 2005), to how the writing process as a whole affects some 
isolated aspect of text quality, such as accuracy or syntactic complexity (Ellis & Yuan, 2004, 2005).  
Research into the influence of planning (Manchón & de Larios, 2007), formulating (de Larios et 
al., 2006), and revising (Stevenson et al., 2006) on text quality has shown that the effects of 
planning on text quality is more significant at the start of writing, whereas the effects of revising 
on text quality increases toward the end of writing (de Larios et al., 2006; Rijlaarsdam & Van den 
Bergh, 2006). It is mostly when activities are employed outside their typical distributional pattern, 
that they negatively affect text quality (Breetvelt, Van den Bergh, & Rijlaarsdam, 1994; Van den 
Bergh & Rijlaarsdam, 2001). As Rijlaarsdam and Van den Bergh  (2006) state: 
'If the moment an activity is employed is left out of the analysis, hardly any relation 
can be found between cognitive activities on one hand and text quality on the other.' 
(p.42) 
In this temporal approach, individuation essentially becomes a function of when and where in the 
writing process a cognitive activity is employed (Leijten & Van Waes, 2006; Van Weijen, 2009). 
For instance, research into planning outside the task environment (i.e. pre-task planning) shows 
that it is not the amount of time devoted to planning that counts, but how and when that planning 
is used (Hayes & Gradwohl Nash, 1996). However, Rijlaarsdam and Van den Bergh (2006) also 
posit that 'combinations of cognitive activities behave as functional relations' (p.46), where the 
functions of activities relate to where and in what order they occur during writing. This leads them 
to suggest that combinations rather than single activities should be considered as units of 
analysis. This idea is supported by a number of studies showing how the order of activities, and 
the combinations in which they occur, can have significant effects on text quality (de Larios, 
Manchón, Murphy, & Marín, 2008, p.44; Van den Bergh & Rijlaarsdam, 2007). Drawing on an 
extensive research program, Rijlaarsdam and Van den Bergh (2006), for example, illustrate how 
a combination of 're-reading already constructed text' and 'generating new text' facilitates an 
increase in text quality when it occurs in the second half of a composing task, but inhibits text 
                                                          
12 Although on the surface these studies appear to be different in focus, they both relate to the distinction 
made earlier between top-down and bottom-up approaches to writing. 
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quality when they occur together in the first half. These results draw parallels with those of 
Breetvelt et al. (1996), and highlight how reading plays an integral role in successful writing, 
particularly rereading one's own text.  
Rereading invokes planning, revising, and text generation (Hayes, 1996), yet rereading is also key 
to evaluating and integrating new sources of information. Consequently, this skill has proved to 
be particularly relevant when it comes to the quality of students' writing and the revision 
strategies they employ (Hayes, 2004; McCutchen et al., 1997). For example, to build a critical 
argument, one must be able to understand a critical argument. Therefore, becoming a critical 
writer goes hand-in-hand with becoming a critical reader. However, critical understanding is an 
ability that develops much later than some writing abilities (Larson, Britt, & Larson, 2004). 
However, when it comes to the effects of reading ability on academic writing, we know relatively 
little (Deane et al., 2008, p.30). 
Furthermore, the relation between combinatorial activities and text quality is not always the 
same for all writers. Rijlaarsdam and Van den Bergh (2006) suggest that this variation may be due 
to topic knowledge: 
'Perhaps this difference in functional relations between these activities is mediated 
by topic knowledge; if one knows enough about a topic, one does not need to 
consult the assignment to come up with ideas.' (p.49)  
Although topic knowledge is a known predictor of text quality (McCutchen, 1986), Rijlaarsdam 
and Van den Bergh (2006) also predict that a complex interplay of activities, affective factors, task 
environment, etc., are called into play at different times, and at differing levels of intergratedness. 
Such a complex interplay was suggested by Flower and Hayes (1981) over 30 years ago: 
'The composing process has an episodic pattern of its own which is not dictated by 
the patterns of the text. Writers appear to work in composing "episodes" or units of 
concentration which are organized around a goal or plan. Understanding the overall 
architecture of these episodes and the logic which begins and ends them will, we 
think, tell us a great deal about how writers combine planning and text production.' 
(p.242) 
If writers do shift from one schema to another in line with their current goal and stage in text 
construction, then if a writer chooses an inappropriate goal, or misplaces their 'sense' of a text, 
this could result in using a schema that reduces text quality. Therefore, whilst research into 
individual writing activities (e.g. planning) is important, it is essential not to lose sight of the fact 
that these activities interact in complex ways that rely upon the time at which an activity occurs, 
its combination with certain proficiencies, and its sequencing in relation to other activities (de 
Larios, Murphy, & Marin, 2002, p.44; Deane et al., 2008, p.31).  
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Overall, then, temporal based research represents a movement toward a more dynamic 
representation of writing, where some of the more implicit (and previously underrepresented) 
processes are taken into account. Such research suggest that there are dynamic patterns/trends 
in the allocation of resources during the writing process, which clearly emphasize the importance 
of time as a proxy variable in the writing process (Van den Bergh & Rijlaarsdam, 2007). However, 
it may also be the case that individuals possess specific combinations of activities, larger 
functional units (more combined processes), or favour different combinations in specific 
situations, possibly due to experience and/or cognitive ability. For instance, there is some 
empirical support that writers exhibit a certain stability in their transitions between writing 
processes. Levy and Ransdell (1996) deemed this stability 'writing signatures'13 . In an early 
experimental study, they used an improvised screen capture technique to investigate the writing 
habits of 10 undergraduates over 10 weeks. They recorded the undergraduates as they composed 
one text per week, on different topics, under a 40 minute time limit and following a broad rubric 
of writing for 'a sophisticated national publication'. They mapped writing processes (planning, 
translating, reviewing, and revising) at 1 second intervals using EventLog14, and used concurrent 
verbal protocols to disambiguate planning and reviewing. However, the 10 week time span is a 
relatively short period of time in relation to the development of a complex skill. For example, it is 
doubtful how much the habits of an advanced chess player would change in the same amount of 
time/practice. Furthermore, it could be argued that it was inevitable that translating (text 
generation) would be the dominant process when a 40 minute time limit was imposed. 
Consequently, it is questionable how much 'stability' would remain if writing longer texts, 
different text-types, or over multiple composing episodes, and as evidenced by Van Waes and 
Schellens (2003), the writing mode has a significant effect on how a writer writes (Levy and 
Ransdell only studied computer composition). Nevertheless, they provided clear evidence of little 
within-writer variability over the ten weeks. 
Some within-writer invariance was also found by Torrance, Thomas, and Robinson (2000) in their 
self-reported study of writing strategies from 322 UK undergraduates (715 essays were sampled). 
Using cluster analysis, they identified 4 distinct writing strategies: minimal-drafting, outline-and-
develop, detailed-planning, and think-then-do. In their longitudinal sample (n=48), 41 students 
used a single strategy for, on average, 69% of essay writing (these students produced 5–9 essays 
each, over 3 years). The other 7 students used a mixture of two strategies that accounted for 88% 
of their essay writing. Taken together, their results suggest that while students may have 
                                                          
13  Writing signatures 'are distinctively different between individuals. And like cursive signatures, they 
exhibit small unsystematic differences within individuals across time' (p.158).  
14 EventLog records how long a keyboard key is depressed. Keys are assigned to events. When an event is 
observed, the analyst holds down the corresponding key for as long as the event continues. 
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preferred writing strategies (or 'signatures'), they are also not immune to switching between 
strategies if the need arises. Whilst there is little investigation of this in the literature, movement 
between strategies could be due to any number of interrelated factors (changing task demands, 
motivation, etc.). Furthermore, in relation to strategy use and text quality, Torrance et al. admit 
that their results are less than conclusive, and whilst they provide evidence that 'detailed-
planning' and 'think-then-do' strategies resulted in slightly better quality texts overall, they also 
admit that correlations between strategy use and performance may be an epiphenomenon of a 
number of interrelated factors, such as the writer's knowledge of the topic, their motivation to 
write, time constraints, and their perception of the task. 
Other research has highlighted the role of outlining on text quality. Until recently, it was well 
accepted that creating an outline had a positive effect on text quality (Kellogg, 1994). However, 
research by Baaijen et al. (2014) indicates that two additional variables may interact with the 
effectiveness of outlining in relation to academic writing. Firstly, certain text-types may not 
benefit from outlining, such as texts that call for complex, particulate patterns, which rely heavily 
on topic knowledge for cohesiveness and cohesion. Furthermore, if a writer is learning the topic 
as she/he is writing (as is often the case with student writers), then outlining may hinder the text's 
potential to develop alongside the writer's understanding. In other words, imposing a text 
structure may confine a writer to a certain line of thought, and if they cannot follow that line of 
thought, then the text’s overall quality may suffer. This has clear implications for texts that call 
for Aristotelian topoi realised via particulate patternings, such as the academic Essay, which I will 
introduce in Chapter 4. Fundamentally, texts that call for Aristotelian topoi (or unfolding 
arguments and their accompanying warrants) often call for a collection of rhetorical 
spaces/schemes that are not easily realized via linear sequences of text. For example, a writer 
may use the projection of objectivity or 'voice' 15  (a form of ethos), to appeal to a reader's 
emotions or viewpoint (a form of pathos) via a collection of propositions that are interspersed 
throughout a text, which, in turn, are given warrant by logical appeals and empirical evidence 
(logos). Realizing the complex connections between these rhetorical strategies of pathos, ethos, 
and logos—what I referred to earlier as particulate patternings—relies upon an elastic composing 
space, because a slight change in any one of these strategies means a reorganization of the other 
two. Although Baaijen at al. provide speculative evidence of this in their study, they fail to 
explicitly make the connection between the increased complexity of the text the writer is being 
asked to produce (in organizational terms) and the effects of outlining  (cf. also C. Beauvais et al., 
2011, p.424). Secondly, in a somewhat related manner, outlining may only benefit writers who 
prefer top-down strategies (i.e. a teaching to aptitudes approach, cf. Kieft et al., 2008). For 
                                                          
15 The linguistic realization of which will be covered in Chapter3, §3.7. 
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example, Baaijen et al. (2014, p.90) found that high-transactional writers—those who prefer 
bottom-up, spontaneous text production, and see writing as primarily heteroglossic (high-
transmissional)—produced significantly poorer quality texts when they spent five minutes 
producing an outline prior to writing. Conversely, low-transactional writers—those who prefer 
top-down, high-level problem solving processes, and see writing as primarily about summarising 
content (low-transmissional)—produced significantly better quality texts when using an outline. 
However, because of the nature of the task demands 16  used by Baaijen et al., it would be 
interesting to see their study replicated with a 'writing from sources' argumentative task. In such 
a scenario the effects of outlining should be more pronounced, as low-transactional writers 
should have a clear disadvantage in terms of producing texts that call for multiple points of view 
on an unfolding argument, whereas high-transactional writers should be hampered in their ability 
to develop the necessary understanding in such a situation.  
The effect of revision on text quality is another contested area in process research. Fitzgerald 
(1987) highlights how global revisions made by novice writers can negatively affect higher level 
rhetorical functions (e.g. discourse organisation and flow), as they focus on surface level 
corrections rather than connections between stretches of text. Similarly, Flower et al. (1986) 
show how novice writers prefer a Detect/Rewrite strategy, while experienced writers prefer a 
Diagnose/Revise strategy. Their findings illustrate that diagnostic skills, particularly the ability to 
plan ahead, are key for successful revision. Here, past writing experiences may allow experienced 
writers to implement 'a rapid interplay of conscious and automatic processes' (p.48), which aid 
in the successful implementation of more complex globally-oriented revisions. Campbell, Smith, 
and Brooker (1998) also found that early undergraduates focused on form (spelling, punctuation 
and verb agreement) rather than meaning (semantic inconsistencies), as did Hacker, Plumb, 
Butterfield, Quathamer and Heineken (1994). Similarly, Piolat, Roussey, Olive, and Amada (2004) 
note how many students lack the ability to revise for improved coherence. Levy and Ransdell 
(1996), however, observed that the higher rated essays in their experiments were associated with 
40% more reviewing and revision time. Yet they also admit that measures of text quality were 
relativistic and holistic. Overall, as Rijlaarsdam, Couzijn, and Van den Bergh (2004) note, 'revision 
in itself is not the decisive factor of text quality' (p.190), and, as evidenced in Galbraith and 
Torrance (2004), it may well be that 'poor' planners compensate with stronger revision skills, 
whereas 'good' planners may not need strong revision skills. 
In conclusion, then, as Van Weijen (2009, pp.79-81) rightly notes, generalizing across process 
studies is inherently difficult, as studies vary considerably in sample size, methodology, number 
                                                          
16 Writers were asked to compose a journalistic piece calling for personal opinion. 
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of tasks, task demands, conceptual focus (product, process, or product-process), design 
(between/within group), measures of text quality, and whether or not they take the temporal 
aspect of writing into account. However, although contradictory findings seemingly weaken 
existing cognitive writing models—lending support to the fact that 'writing is a rich amalgam of 
elements of which cognition is only one' (Hyland, 2011, p.20)—this short review has highlighted 
that the absence of a fully developed model of writing may be an epiphenomenon of the 
methodology used in its investigation; i.e. think-aloud protocols force a writer to verbalize actions 
in terms of one activity at a time, when in reality many higher functions (e.g. generating and 
translating ideas) are parallel and subconscious. Therefore, research is now moving away from 
univariate analysis and toward multivariate analysis; here attempts are made to relate 
combinations of activities to larger units of analysis (e.g. schemas). This move toward a 
hierarchically structured view of writing, where composition occurs along a phase space 
trajectory, not only supports Hayes' (2012) recursive schemas, but may also make for more 
reliable predictors of text quality (Rijlaarsdam & Van den Bergh, 1996, pp.112-115; Van Weijen, 
2009, pp.113-134). Consequently, we see increasingly complex methodologies used to collect 
and analyse data, including keystroke logging software, which is the focus of the next section. 
2.4 Keystroke logging research 
Keystroke logging software (KSL) has become an increasingly popular means to collect data on 
writers' habits. KSL records a user's inputs on a computer (e.g. key presses), and logs these inputs 
against a time stamp (Lindgren & Sullivan, 2006). The majority of KSL research so far has 
concentrated on the cognitive processes outlined above that can be linked to pause-related or 
revision-based activity (cf. Abdel Latif, 2008). In pause related research, for example, the 
assumption is that writing draws on the same cognitive capacities as speech. Such research 
repeatedly shows a significant correlation between pauses and whole language units such as 
between words or syllables, where intra-units pauses occur (e.g. intra-syllable) these tend to be 
confined to individuals who show some kind of language impairment (Wengelin, 2007), thus 
supporting the underlying assumption that writing does draw on some of the same capacities as 
speech. Consequently, the majority of its findings relate to the cognitive aspects of revising, whilst 
language based investigations focus on simple linguistic structures, such as the frequencies with 
which parts of speech occur (Leijten, Macken, Hoste, Van Horenbeeck, & Van Waes, 2012; 
Sullivan & Lindgren, 2006), pause lengths between language units as an indicator of language 
impairment (Leijten, Engelborghs, et al., 2014), or how writers consult and use sources (Leijten, 
Van Waes, et al., 2014). 
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The importance of KSL to linguistic-based analysis is that it can provide insights into the when and 
where of text production. This means that research can be expanded into other areas of writing 
besides those covered above. The most significant for this thesis is the ability to examine the 
unfolding of language features/functions/meanings in written text in real-time, in a similar 
manner to that adopted by linguists who examine unfolding speech via transcripts (e.g., 
conversation analysts17). However, there is very little research that has focused on the unfolding 
of meaning within written text, let alone focussed on the unfolding of larger discourse units (texts) 
in terms of the co-textual and contextual variables that make up an instance of a specific genre 
(i.e. the register variables of field, tenor, and mode). One tentative approach, however, was taken 
by O'Donnell (2013), who used KSL to test how well three discourse semantic structures 
commonly used within SFL research: Thematic Progression (Danes, 1974), Generic Structure 
Potential (Hasan, 1978), and Rhetorical Structure Theory (Mann & Thompson, 1988) could model 
the organization of text as it unfolded. O'Donnell's (2013) primary assumption was that at least 
one (or possibly all) of these rhetorically based frameworks could provide valuable insights into 
how written text was an evolving process (dynamic view) rather than a creationary product 
(synoptic view). Although O'Donnell's study was admittedly exploratory, and involved relatively 
short texts (less than 500 words each) that were structurally simple (15 were descriptive and 1 
was a narrative), and elicited from volunteers via an online webpage (increasing writer variability), 
it highlighted how meaning (or choice) could be modelled in an unfolding (or dynamic) text. 
Although, he concluded that RST was the most applicable approach in relation to the one 
narrative text, he had to modify it to account for the non-linearity of real-time composition. 
Fundamentally, RST views text as synoptic, where interdependency relations are modelled in 
terms of a head (nucleus) and its dependents (satellites). This makes it difficult (and very 
cumbersome) to use RST where the analysis is incremental and interdependencies are often 
changing—i.e. because text is constantly being moved around, added, or removed during 
revision, links between spans of text are also constantly shifting, being deleted, and/or added. To 
account for the fact that RST is designed for use on finished (or synoptic) texts, O'Donnell had to 
modify it to incorporate multi-nuclei and additional schemas, with right branching bias. This right 
branching bias allowed him to include 'temporary' satellites (i.e. those that were added, removed 
or moved during revision activity) by attaching them to the corresponding nucleus as composition 
unfolded. As this one study illustrates, then, analysing text as process can be very complex and 
quite messy. Consequently, research seeking to analyse unfolding written text in any terms other 
than syntax or morphology lacks a firm theoretical framework upon which analysis can draw. 
                                                          
17 The process of writing could be seen as having a conversation with oneself (or the text produced so far), 
whereas the linguistic analysis of written texts primarily focuses on how the text itself is sequenced--as 
opposed to how the writer wrote the text.  
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Subsequently, a large proportion of this thesis is dedicated to developing and testing such an 
approach (particularly, chapters 5 and 8) 
In terms of examining the language of revisions, Lindgren and Sullivan (2006), attempted to 
outline a taxonomy of revision types, defined as precontextual (low-level): 
'revisions at the point of transcription [...] that occur when the writer notices and 
decides something that has just been or is in the process of being transcribed needs 
adjusting.' (p.161) 
and contextual (high-level): 
'revisions that are undertaken when writers move away from the point of 
transcription to insert new text or to delete, substitute, or rearrange already written 
text.' (p.171) 
However, whilst coding revisions according to the leading edge of text (what they assume to be 
the writer's immediate focus) seems logical, their terminology suggests a demarcation between 
planning/reviewing (precontextual) and realization/transcription (contextual), and does not allow 
for the kind of movement a writer is making; i.e. is the writer moving forwards or backwards, and 
how far from the point of inscription are they moving? Subsequently, this thesis suggests an 
alternative approach based on spatial location, direction of movement, and temporal sequencing. 
This is outlined in Chapter 5, §5.6. 
2.5 Summary 
This chapter has focused on writing through a cognitive psychology perspective. It showed how 
process research initially perceived writing as a problem-solving activity, premised on the 
attainment of expert-like practices. It then moved on to outline more recent research, where 
writing is also viewed as a constructive process that helps create new meanings, connections, and 
ideas on the page and in the writer. This chapter also showed how the interaction between 
cognitive activities related to writing is fundamentally constrained by 'cold' cognition (attention, 
cognitive processes, and memory) and 'warm' cognition (affects, emotion, motivation, etc.), and 
the relationships between these and writing modes, lexicogrammatical conventions, 
writing/reading strategies, and individual preferences for how to write. Moreover, it has indicated 
how memory resources are, in turn, constrained by topic knowledge, linguistic proficiency, and 
situational knowledge (e.g. audience awareness and genre expectations).  
However, this chapter has also shown how cognitive models explicate many societal and 
contextual concerns, and thus fail to explicitly address the varying demands placed upon writers 
in different settings. However, it was also suggested that these omissions may be an 
epiphenomenon of the research design itself, as most process studies (and models) focus on 
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single writing episodes, and do not take in to account contemporary views on composition, where 
writers frequently switch between documents (old and new), whilst also searching for, reading, 
and drawing on multiple (re)sources (e.g., Leijten, Van Waes, et al., 2014). In other words, a lot 
of writing is done 'mentally' during gestation periods and via intuitive processes, and draws 
heavily on intertextuality (both materially and semiotically, as shall be argued in the following 
chapters). Nonetheless, while it is easy to criticize such models on the grounds of 'methodological 
solipsism', they have proved invaluable because: (1) they provide a common language (or 
framework) for discussion; (2) they often include explicit predictions that can be (and have been) 
subsequently tested; (3) because of (1) and (2) they have encouraged debate that has 
incrementally advanced the field as a whole.  
In conclusion, it appears that more research needs to be carried out on: (a) how the text produced 
so far influences writing in terms of its contribution to cohesion, idea generation, external 
coherence, and revision strategies 18 ;(b) teasing apart how different motivational aspects 
(motives, self-efficacy, and self-regulation) influence the writing process, particularly during 
periods of prolonged gestation (Hidi & Boscolo, 2007); (c) drawing together interdisciplinary 
threads, particularly psychological views on cognition, linguistic views on meaning-making 
(Byrnes, 2013), and affectual views on individual differences; (d) the role of 'content', particularly 
how genre knowledge can shape writing; and (e) how multidimensional structures (e.g., 
elaborated argumentative texts) are linearized through linguistic structuration. This last point is 
particularly relevant here, because writing process models implicitly assume a one-to-one 
mapping of thought to text. Whilst this holds true for some text-types, such as narratives, which 
can be primarily structured in terms of linearity (causality, chronology, sequencing, etc.), many 
essays rely on complex interdependencies set up within the text. For example, in terms of 
argumentative essays, it appears that depth and breadth of topic knowledge is just as important 
as how that knowledge is represented (Maton, 2013a). These interdependencies are realized in 
the linguistic structures introduced in the next chapter (Chapter 3), which include inter-sentential 
organizers, thematic relations, metaphorizations, etc., all of which enable a writer's thoughts 
(ideas) and corresponding referential domains (e.g. opinions and beliefs) to be phased into a 
seemingly linear representation that serves a particular function, usually that which falls within a 
particular genre, realizing registerial patterns such as those introduced in Chapter 4.  
 
  
                                                          
18 Such research could benefit from eye-and-pen or eye-and KSL tracking methods. 
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CHAPTER 3  System knowledge: What writers write 
Introduction 
The previous chapter introduced us to the first motif of this thesis, which was 'what writers do'. 
This chapter focused on the actions of the writer, and primarily focused on the three key recursive 
processes central to process-based research: planning, translating, and reviewing/revising. The 
current chapter, however, moves us away from research into the connections between cognitive 
processes (a cognitive psychology perspective on writing), and takes us into the realm of 
connections between features of written texts (a text linguistic perspective on writing). This 
chapter, then, introduces us to the second motif of the thesis, which is 'what academic writers 
produce'. More specifically, it is here that we will examine what student writers are often 
expected to produce by examining research into Academic English. Accordingly, we will start by 
defining what 'Academic English' actually means. 
Academic English (AE) is variably defined as a variety, register, or style of English used in school. 
Developmentally, it reflects a move from congruent, dynamic (instantial) language to 
incongruent, synoptic (systemic) language (Halliday & Martin, 1993; Kopple, 2002). In synoptic 
language, things (participants in SFL terms) are foregrounded, and actions (processes) are 
backgrounded. A gradual preference for synoptic language over dynamic language in scientific 
writing is said to reverberate across all three time frames related to semantic change, or what 
Halliday and Matthiessen (1999) term 'semogenesis', as shown in figure 3.1: 
 
 
 
 
 
Figure 3.1: Relation between semogenic processes (Halliday & 
Matthiessen, 1999, p.18) 
Phylogenesis is the expansion of the language system in the species (Halliday & Martin, 1993); 
ontogenesis is the development of the language system in the individual (Christie, 2010); 
logogenesis is the instantiation of the language system in text (Klein & Unsworth, 2014)1. This 
chapter deals with research covering the phylogenetic and ontogenetic time frames, as it is from 
these environments that the expectations of AE are derived; i.e. whilst the thesis concerns itself 
                                                          
1 This may be clearer if one (re)consults the 'cline of instantiation' (see figure 3.3, §3.1 below).  
Provides environment for 
 Logogenesis (unfolding)                ontogenesis (growth)         Phylogenesis (evolution) 
Provides material for 
Expansion Development Instantiation 
31 
 
with the logogenetic time frame, at this juncture I introduce how written AE is perceived (and 
arguably valued) within academia.  
In linguistic terms, written AE is often recognized and defined in relation to the syndrome of 
features (or patterns of co-occurrence) it often displays. These typified patterns of co-occurrence 
are more commonly referred to as ‘registers’. Register is a key concept in studying language 
variation, yet exact definitions, as per definitions of genre (cf. §4.1), are somewhat varied. 
Consequently, in the first section (§3.1), I attempt to situate register holistically, as both a 
quantitative and qualitative measure of variation, using it as a primary backdrop against which, 
for presentation purposes, I outline the kind of system knowledge (or linguistic repertoires) that 
academic writers are often expected to (re)produce. This knowledge is represented in the form 
of seven sections (§3.2–3.8). Whilst these sections are presented linearly, their order in no way 
represents the importance of one section over another, instead the contents of each section act 
synergistically, in different measures, and to different degrees in different contexts, in order to 
give text an academic 'flavouring' or registerial 'feel'. Moreover, although specific disciplines and 
text-types foreground these features in different ways, I focus here on features related to the 
'undergraduate Essay' (cf. §4.5), which, for the most part, is categorized as 'general academic 
prose' (Nesi & Gardner, 2012). Consequently, in examining written AE in such a way, I am not 
promoting a deficit model of student writing. I am merely contextualising development in terms 
of movement toward a different registerial variation that arose in light of achieving functional 
goals and social purposes (Halliday & Martin, 1993, p.68). 
3.1 Academic writing as registerial variation 
In different contexts, people speak/write in different ways. These ways of speaking/writing are 
both reflective of and constitutive of the contextual features surrounding an interaction. For 
example, the setting surrounding an exchange, the people we are addressing, the subject matter 
we are covering, all have an impact on the language we use. Halliday (1978) notes how the term 
'register' was first used by Reid (1956) to describe such variation in language use, and he 
subsequently adopted (and adapted) it as a central concept in his theory of language (SFL). 
However, as Lukin et al. (2011) note, because Halliday's view of language is multidimensional, so 
too must be his take on register. For example, in 1978 Halliday defined register as 'the clustering 
of semantic features according to situation type’ (p.68, 111, 123). This definition places register 
within semantics, and perhaps explains why it is sometimes labelled ‘semantic sub-potential’ in 
SFL diagrams (e.g., figure 3.3: Cline of instantiation). In later writings, Halliday (2011) defined 
register as ‘the resetting of the probabilities in some region or regions of the lexicogrammar’ 
(p.57). Halliday's idiosyncratic use of the terms semantics and lexicogrammar in relation to 
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register, then, reflects the fact that register cuts across all language strata (Halliday, 2005 [1995], 
p.253ff), and thus both definitions are strictly true. In simpler terms, we can say that within SFL 
register variation is observable at the level of 'Language internal: Content', whereas register as a 
construct (or higher level abstraction) can be found at the level of ('Language external'), as shown 
in figure 3.2 below. This view of register as ineffable, or varying according to perspective, reflects 
the arguments put forth by Matthiessen (2015) that register can be a key means to bring theory 
(language external) and description (language internal) together. 
 Figure 3.2: SFL’s stratified view of language 
However, as Lemke (1999) rightly states, register does not appear to cover all contingencies: 
‘Register can give us the grounds for the typology of texts, but not for their typical 
topographies […] Something else is needed to map out the sequential phases or 
stages of texts on various scales, including the changes in register potential in each 
phase.’  
Fundamentally, because Halliday’s register is systemic (potential), it covers simultaneous (holistic) 
contingencies, as opposed to sequential ones; i.e. it is necessarily based on paradigmatic choice 
because it needs to cover all four language functions. Martin (1992) deals with this tension 
between typography and topography by modelling 'Language external: Context' as a double 
layering of semiotic patterns represented by genre and register (figure 3.2 above and §4.1 for 
more detail). In Martin's eyes, the fundamental difference between genre and register appears 
to be realization, with genres being in a direct dialectal relationship with culture, and register 
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being in a dialectical relationship with situation. This effectively means genre becomes the yin 
(topographical) to register's yang (typographical)2. However, in practice, research has construed 
this relationship primarily in terms of structure; i.e. genres are seen to have recognizable stages 
(or 'scripts'), denoting a beginning, middle, and end, whereas registers do not: genre is 
construed/activated by prototypical registerial patterns, and register is construed/activated by 
language patterns (realized in the content plane of language). Hence, the quote: ‘genre is a 
pattern of register patterns, just as register variables are a pattern of linguistic ones’ (Martin & 
Rose, 2007, p.308). In this study, the use of keystroke logging can capture the unfolding of each 
essay's typographical features, but for their topography I have drawn on existing research into 
academic genres (cf. Chapter 4, particularly §4.5).  
Consequently, it is in examining the unfolding of typographical features that register becomes a 
useful perspective, particularly if we consider the view espoused by scholars such as Biber, 
Conrad, Martin, Rose, and others (e.g., Bhatia, 2004; Hyland, 2002), where register appears to be 
associated with ‘the grammatical dimension of genre [where] the characterisation of registers is 
only probabilistic’ (Van Dijk, 2008, pp.151-152). In other words, being the manifestation of 
meaning, lexicogrammar (the grammatical dimension of genre) can be ‘measured’ in much the 
same way that matter can be measured in terms of mass, density, etc. It is perhaps unsurprising, 
then, that larger corpus-based studies of register variation tend to ‘shunt’ its operationalization 
into the lexicogrammatical strata of the content plane (much like Martin implicitly does). This 
'shunting' may be intentional, or it may be an epiphenomenon of researchers' attempts to 
decrease subjectivity and increase replicability. Nevertheless, it appears to be beneficial in many 
ways: For example,  semantic variation is much more difficult to measure, as not all processes of 
meaning are realized in words and structures3; for example, value systems, morals, and aesthetics 
‘cannot be reduced to bytes of information; (Halliday, 2005, p.71). 
Ultimately, regardless of which perspective on register one assumes, the core notion of Halliday's 
view of register as relativistic and frequency based remains. Consequently, it seems safe to 
assume a positioning of register (and genre) as per that of SFL's cline of instantiation:  
                                                          
2 Although, see Hasan’s (1995) contrasting view of genre as axial: system-structure. 
3 Chapter 8 of this thesis, for example, proves this point to some degree. 
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Figure 3.3: SFL's cline of instantiation4 (Halliday & Matthiessen, 2013, p.28) 
SFL's cline of instantiation (figure 3.3 above) embodies a complementarity of angles, where one's 
perspective shifts from language as system to language in use; I.e. language as a system-text 
continuum rather than a mechanism for the production/reception of texts (cf. Saussure's 
langue/parole). From the system end of the cline, where phylogenesis occurs, a register appears 
as a sub-potential (or sub-system), whilst from the instance end, where logogenesis occurs, a 
register appears as one of many recognizable text-types1 (Halliday, 2005 [1995], p.248). 
However, by limiting register to the lexicogrammatical level, as Biber and others do, it is perhaps 
easier to see how it is a useful construct when attempting to explicate linguistic features that 
arise from a text’s perceived function; i.e. such a view allows us to separate the ideal (genre) from 
the real (text), where what is frequently called a ‘text-type’ is, in reality, the coming together of 
genre and register. Following this view of register, then, features of written AE are often 
demarcated into quantifiable dimensions (e.g., Biber, 2006) or qualitative categories (e.g., 
Schleppegrell, 2004b). Quantitative studies typically count features assigned to certain 
dimensions/categories, and one long standing (and popular) methodology in this respect is 
Douglas Biber’s Multidimensional analysis (§3.2 below). Qualitative studies, on the other hand, 
typically examine linguistic features in relation to one (or more) of the following broad categories: 
                                                          
4 Genre is placed under semantic sub-potential by Martin and Rose (2007, p.310). 
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(1) Lexicogrammatical intricacy, (2) use of grammatical metaphor (congruent/incongruent 
realizations), (3) tightly knit structures, (4) lexical density, (5) appropriate ‘voice’, and (6) use of 
formulaic sequences. It is the coming together of these six broad language features in certain 
combinations/frequencies that gives 'well-polished' academic text the impression of lexical 
precision, informational density, explicit organization, and clear stance. These six features will be 
covered in sections 3.3 to 3.8, respectively. 
3.2 Multidimensional Analysis and the undergraduate Essay 
Multidimensional analysis (MDA) provides a bottom-up subsidiary to the top-down discourse 
analytic approach of many SFL qualitative studies. Put simply, whereas SFL studies use field, tenor, 
and mode to mediate between context and language (modelling register as the explication of 
system probabilities (Matthiessen, 2006)), MDA uses ‘Dimensions’ to mediate between situation 
and language, and thus aims to reveal the relative distribution of linguistic parameters (or 
dimensions) in text: it ‘permits comparisons of multiple registers along a relatively small number 
of underlying dimensions of variation’ (Biber & Conrad, 2009, p.216). These dimensions are made 
up of groups of co-occurring linguistic features (‘factors’), where both positive and negative 
features make up a dimension5. For example, 3rd person pronouns, past tense verbs, mental and 
verbal processes, and animate nouns are seen as positively contributing to narration; whereas 
concrete technical nouns (and their quantifiers) are seen as negative contributors to narration 
(Biber & Conrad, 2009, p.228).  
From a multidimensional viewpoint, registers differ with regard to how a number of key 
dimensions are distributed across communicative/situational contexts. These dimensions emerge 
from a corpus-based factor analysis (a statistical approach used to reduce a large number of 
linguistic features to a relatively small number of groupings or 'dimensions'). These groupings are 
then analysed for their functional purpose and given an appropriate label. Such an approach 
allows the analyst to compare and contrast texts in terms of a multidimensional space, with 
dimensions given ‘scores’ along a cline that represent more or less of a particular communicative 
function. Scores for each dimension are calculated by adding up all the positive features related 
to that dimension and then subtracting all the negative features related to that dimension (i.e. 
feature counts). Scores are also normalized (per 1000 words) and standardized for comparison 
across texts, collections of texts, or 'established' registers.  
In Nesi and Gardner's (2012) study of UK university writing (also covered in Chapter 4), Douglas 
Biber was employed to use his MDA on their data. He scored the 'Essay' genre as follows: 
                                                          
5 Positive and negative reflect high and low frequencies, and are thus mathematical rather than evaluative. 
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Dimension 1: Involved versus informational. This dimension differentiates between face-to-face 
conversation (+35) and academic prose (-15). Low (negative) scores reflect densely packed and 
precise informational content. The Essay scored -14.33, reflecting text with a relatively high 
number of complex nominal groups (NGrps) and a high type-token ratio. 
Dimension 2: Narrative versus non-narrative. This dimension differentiates between romance 
fiction (+7) and academic prose (-2). High (positive) scores reflect the presence of features 
denoting narration (past tense verbs, perfect aspect, third person pronouns etc.). The Essay 
scored -2.48. 
Dimension 3: Elaborated versus situation dependent. This dimension differentiates between 
official documents (+7) and radio broadcasts (-9). Low (negative) scores reflect elaborate and 
specific language. The Essay genre scored -6.2 (academic prose=-6), representing a relatively high 
occurrence of Wh-relative clauses, nominalizations, time and place adverbials, and locatives. 
Dimension 4: Persuasive. This dimension differentiates between editorials (+3) and broadcasts (-
4). Positive features include infinitives (hope to prove), suasive verbs (e.g., insist, command), 
modals (except obligation), and conditional subordination. As Nesi and Gardner (2012, p.46) note, 
the Essay scored the same as academic textbooks (-1.8), which suggests that students realise 
arguments differently from expert writers, possibly by emulating those texts they are most often 
exposed to (cf. Chapter 4, §4.3 for more on this). 
Dimension 5: Abstract and impersonal versus non-impersonal. This dimension differentiates 
between academic prose (+6) and telephone conversation (-4). The Essay scored 5.96, reflecting 
abstract and impersonal language that includes conjunctions, passives, and post-
nominal/adverbial clauses.  
Overall, the Essay fell at ‘the mid-point of student writing on the informational (first), persuasive 
(fourth) and impersonal (fifth) dimensions’ (Nesi & Gardner, 2012, p.120). In terms of elaboration 
(third dimension), the Essay was more elaborate than other academic genres, whilst in terms of 
narration (second dimension), it showed less narrative features than general academic prose. 
Ultimately, then, MDA can help locate a text's characteristics in relation to genres and/or other 
texts, giving insights into how different functional orientations (reflected in lexicogrammatical 
patterns) are construed/activated by different situational characteristics. However, such an 
analysis is highly involved, and while Biber uses a computer program to automate some of this 
process, this program is not available to other researchers. Furthermore, although there are 
examples of what linguistic features fall under what dimensions, a full list of the features used by 
Biber is not readily available, and whilst some of the features (such as those listed above) are 
                                                          
6 In their study Nesi and Gardner reversed the polarity of this dimension for ease of comprehension. 
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relatively objective, and are thus straight forward to code, there are other features (particularly 
stance markers (cf. §3.7 below)) that are more dependent on subjective interpretations. 
Moreover, as with most corpus linguistic approaches there is a privileging of alphabetic literacy, 
and thus MDA does not take into account contributions from other semiotic modalities. Finally, 
as many scholars argue (Gardner & Nesi, 2013; Hunston, 2013), to make sense of the complex 
patterns provided by such analyses we need a complex theory of language, such as SFL, which 
affords a systematic way to examine language choices. What exactly this theory of language can 
offer will be explicated in Chapter 5, §5.2.2. For the time being, however, we will move on to 
examine what the complex lexicogrammatical patterns hinted at above actually represent. 
3.3 Lexicogrammatical intricacy  
As indicated by Biber's findings (above), academic writing is seen to be informationally dense, and 
as we shall see in the following sections (particularly §3.7), this density is often engendered in 
complex NGrp (Participant) structures. However, such wordings not only increase informational 
density, but they also provide a textual function, linking entities within and across texts (McCabe 
& Gallagher, 2008).  
In a stratified view of language this duality reflects the distinction between 'the potential to refer, 
and the potential to expand' (Ravelli, 2004, p.132). Whittaker et al. (2011), for example, in a 4 
year study of 12-16 year old Spanish students learning English through Content and Language 
Integrated Learning (CLIL), focused on the NGrp's potential to act as referent (information 
management via recoverability) and carrier of semantic density (register appropriateness through 
pre-/post-modification). Their results showed greater textual cohesion in later texts (15/16yr. 
olds) due to a slight increase in co-textual referents (endophora) and NGrp complexity, and a 
decrease in contextual reference (exophora). However, their findings were limited as students 
only had 20 minutes to complete their task, resulting in texts of only 105-238 words. 
Nevertheless, their findings illustrate how writers can exploit the NGrp to fine tune how we 
introduce (presenting reference) or track (presuming reference) an entity in a text (Martin, 1992).  
A great deal of similar research7 shows how by manipulating NGrps (Participant structures), a 
writer can 'freeze' reality, construing dynamic events as static entities, and turning abstractions 
into seemingly concrete things that can be conceptualised and analysed (Christie, 2012; Halliday, 
1998; Halliday & Martin, 1993). Such NGrp complexity in terms of semantic density (e.g. 
nominalizations such as those examined by Martin (1991)) and the number of elements present 
                                                          
7 Corpus-based studies, for instance, frequently cite noun modification as a significant feature of written 
AE: Biber et al. (1999, p.578), for example, found that 60% of nouns were pre- or post-modified.  
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(i.e. increased pre- and post-modification as measured by Biber (2006)) is clearly engendered by 
writing's affordances to plan, revise, and edit text, with studies showing strong correlations 
between the number of complex NGrps per clause and written complexity (Lu, 2011), and the 
number of complex NGrps per Theme and text quality (McNamara, Crossley, & McCarthy, 2010).  
3.4 Grammatical metaphor 
As mentioned above, informationally dense text often makes use of abstract/technical lexis 
contained within NGrps (Halliday & Martin, 1993). It is these kinds of wordings that function to 
reconstrue logical relations (e.g. relational clauses), events (processes), and qualities 
(circumstances) into things (nouns) that can be quantified and evaluated (e.g., fluctuation).  
When elements are reconstrued in such a manner, they are said to be incongruently realized. 
Halliday (1998) coined the term grammatical metaphor (henceforth GM) to account for this 
process. Perhaps the simplest definition of GM comes via comparison with the more traditional 
concept of lexical metaphor. Looked at from above, and drawing on Saussure's (1916) 
signified/signifier bifurcation, Halliday (1998, p.191) sees lexical metaphor as involving a 
departure from congruent (or most frequent) meaning, while GM involves a departure from 
congruent (or most frequent) realization: lexical metaphor=same signifier (realization), different 
signified (meaning), GM=different signifier (realization), similar signified (meaning). For example, 
the congruent (most frequent) realization of a Thing is a noun, and for an Event it is a verb. If GM 
is the reconstrual of congruent meaning into a new form, then an example of an incongruently 
realized event/happening (congruently a verb) would be a thing (congruently a noun). 
Martin (2013) equates this transformative process to stratal tension between lexicogrammar and 
discourse semantics, where 'grammatical metaphor affects the coding relation between 
semantics and grammar' (p.27), as per figure 3.4: 
Figure 3.4: Grammatical metaphor as stratal tension (Martin, 2007, p.53) 
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In figure 3.4, happenings (processes), circumstances (qualities), and logical relations (e.g., 
conjunctions) are transformed into things (nouns) through a stratal 'shift' more commonly known 
as 'nominalization'. Here, we get reconstruals such as the verb 'submit' becoming the noun 
'submission' (Martin, 1991). 
However, although nominalization is the most frequent kind of GM, GM occurs across all ranks 
and metafunctions. For example, GM also takes figures at the level of discourse semantics 
(clauses) and condenses, distils, and reconstrues them into constituents within  lower ranks (e.g. 
NGrps) (Halliday & Matthiessen, 1999). Being able to manipulate meaning in such a way affords 
the writer a considerable amount of semantic energy, 'transforming the flux of experience into 
configurations of semiotic classes' (Halliday, 1998, p.197).  
One of SFLs' most important contributions in this respect has been to illuminate the role of GM 
in advanced writing (Simon-Vandenbergen, Taverniers, & Ravelli, 2003). For example, GM is seen 
as a key contributor to the NGrp's ability to expand and distil information, enabling referential 
chains to be constructed and maintained, which in turn enables information within a text to move 
from one phase to the next, as discussed above (Christie & Derewianka, 2008; Halliday, 1993, 
1998). Textually, then, GM can provide anaphoric reconstruals, taking previously stated 
information and repackaging it into a compact referent (semantically speaking), which can then 
be used to maintain the Given^New status preferred in language (Fries, 1992, 2002). 
Interpersonally, GM allows evaluative elements to be added as pre-modifiers, creating multiple 
meanings within the NGrp.  
However, GM is often said to promote a loss of information, introducing ambiguity, uncertainty, 
and abstraction because it can take detailed meanings (e.g. fully constructed clauses) and 
condense them down into smaller units (e.g. NGrps) where some of the original meaning is made 
implicit (Halliday, 1998, pp.169-171; Halliday & Matthiessen, 1999, p.230). Consequently, 
extracting the implicit meanings and relations embedded in GM often requires the reader to be 
part of the specific discourse community from whence that GM evolved. In numerous articles 
connecting SFL with social realism, for example, Martin (2007) even suggests that GM is the 
fundamental 'social semiotic nub of institutionalized learning' (p.55), and, in essence, it is GM that 
symbolises the successful transition from common-sense (horizontal) discourse to uncommon-
sense (vertical) discourse: 'From a functional linguistic perspective, if no grammatical metaphor, 
then no verticality' (p.54). However, while Martin's view (and others) perhaps places too much 
emphasis on GM—for example, many L2 students make minimal use of GM yet still pass English 
universities courses (Liardét, 2013)—the agnation of GM (interpersonal, ideational, and textual 
GMs) throughout the entire semiotic system makes it an ideal and challenging candidate for 
examining advanced writing. Consequently, studies have moved beyond the traditional focus of 
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L1 English students (Christie, 2010; Christie & Derewianka, 2008), and expanded their scope to 
give a clearer picture of what GM actually does. These include studies on EFL learners (Liardét, 
2013), ESL learners (Schleppegrell, 2004a), German as a FL 8  (Byrnes, 2009). Liardét (2013) 
undertook a cross-sectional study of 6 Chinese English majors enrolled in years 1 and 4 at a 
Chinese university. Although she only analysed 3 texts from each year, she augmented her 
analysis by including learner errors in form, yet her overall findings indicated that all forms of GM 
were significantly underused by all her subjects. Similarly, Schleppegrell (2004a) examined lab 
reports produced by three L2 writers and one L1 writer (3rd/4th year undergraduates). Her 
analysis also indicated that her L2 writers made less use of GMs than the L1 writer did, resulting 
in reports that were deemed wordy, informal, and at times difficult to follow (pp.180-181). 
However, through wider usage of GMs (interpersonal, ideational, and textual) the L1 writer 
achieved a level of technicality, authoritativeness, and cohesiveness that was more valued by the 
same assessors9. Ultimately, as Thompson (2009) aptly illustrates, increasing repertoires of GM 
(particularly those serving a cohesive function) can result in better received academic texts, but 
student writers can still achieve their intended goals without full mastery of GM.  
3.5 Tightly knit structures 
When text is seen as discourse (language achieving a specific purpose) rather than isolated 
structures, linguistic patterns are said to 'point to contexts beyond the page, implying a range of 
social constraints and choices' (Hyland, 2011, p.23)10. It is in operationalizing these meanings in 
terms of text structure, linking meaning to wording, that SFL has made a major contribution to 
studies of academic writing (Devrim, 2015). Take, for example, a text concerning the transmission 
of historical knowledge. This would typically take the form of an Exposition and follow a 
progressive pattern (Coffin, 2006), where a topic is introduced, expounded, and then expanded 
upon in a logical sequence. In this kind of patterning, text progresses from something 
presupposed (Given) to something introduced (New), where its thematic progression (periodic 
meaning) is relatively stable 11 . Alternatively, in a text concerning rhetorical persuasion and 
argumentation, grammatical patterning is likely to be more complex, as meanings are dispersed 
prosodically as well as periodically, reflecting increased abstraction as interpretations and 
evaluations become things, participants are effaced, and dynamic happenings become static 
                                                          
8 Byrnes (2009) study was interventionist and involved explicit instruction, so it is not discussed here.  
9 For example, through textual metaphors the L1 writer manipulated what came first in the clause by 
condensing previous text and linking it to what came next. This enabled him to switch from non-specific to 
specific reference, allowing him topic elaboration whilst maintaining texture. 
10 This is the view that subsumes many strands of genre theory (cf. §4.1), where organizational expectations 
are reflected in typified patterns inherent in text-types.  
11 Lexical cohesion in such text is achieved via referential chains, which link information between clauses. 
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events (cf. Coffin, 2006).  
In terms of the structuring of student essays at the macro-level, it is said that most essays follow 
a three part structure of Intro^Argument(s)^Conclusion (Nesi & Gardner, 2012, p.97). In terms of 
Exposition and Discussion (the two genres examined in this thesis) this structuring is relabelled as 
Thesis^Evidence^Restate_thesis and Issue^Alternative_Argument(s)^Final_Position .  
At the micro-level of text structuring (within paragraphs/stages), information is said to be 
organised via referential relations, which are typically identified and elaborated within the text 
because additional information and recourse to the writer are not always available. However, 
research is somewhat divided as to the role of explicit referential markers as predictors of text 
quality: for example, studies that manually code linguistic features show strong correlations 
between explicit cohesive markers and text quality (Uccelli, Dobbs, & Scott, 2013); while studies 
that use less subjective, automated coding procedures suggest that overall coherence is a better 
predictor of writing quality than the inclusion of cohesive markers (McNamara et al., 2010). 
Ultimately, as will be argued in the next chapter, a complex interplay between the presentation 
of knowledge (the writer's perspective) and reception of knowledge (the reader's perspective) 
makes studying the notions of cohesion and coherence in complex texts difficult. 
3.6 Lexical density  
By age 13, students are regularly exposed to dense informational texts (Schleppegrell, 2006, 
p.51). This density is engendered by the previously listed features, which condense key 
information into language structures (i.e. metaphorisation, embedded clauses, NGrp complexity, 
etc.). To put a figure on the this density, studies use a measure called 'lexical density', which gives 
the proportion of nouns, verbs, adjectives, and some adverbs in a text. It is calculated in one of 
three ways: 
Lexical density 
(LD) = 
𝑂𝑝𝑒𝑛 𝑐𝑙𝑎𝑠𝑠 𝑤𝑜𝑟𝑑𝑠 
𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑤𝑜𝑟𝑑𝑠
 x 100 (Ure, 1971) 
𝑂𝑝𝑒𝑛 𝑐𝑙𝑎𝑠𝑠 𝑤𝑜𝑟𝑑𝑠
𝐶𝑙𝑜𝑠𝑒𝑑 𝑐𝑙𝑎𝑠𝑠 𝑤𝑜𝑟𝑑𝑠
  (Ure & Ellis, 1977) 
𝑁𝑜.𝑜𝑓 𝑙𝑒𝑥𝑖𝑐𝑎𝑙 𝑖𝑡𝑒𝑚𝑠
𝑁𝑜.𝑜𝑓 𝑟𝑎𝑛𝑘𝑖𝑛𝑔 𝑐𝑙𝑎𝑢𝑠𝑒𝑠
  (Halliday, 1985; Halliday & Martin, 1993, p.76) 
Table 3.1: Ways of calculating lexical density 
Despite the subtle differences in these formulas, research repeatedly shows that lexical density 
is highest in formal written language. Fundamentally, this increased density reflects key 
information embedded and/or condensed within the textual peaks of a clause (i.e. elaborated 
participants). When meanings are 'lexicalised' in such a fashion (as explained in §3.4), the 
opposition between spoken and written text, in its broadest sense, can be seen as clausal 
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(dynamic/unpacked) versus nominal (static/packed). However, measures of lexical density do not 
take into account the frequency of items in the language as a whole. As Halliday (2009) states 'in 
some sense, at least, using items of very low frequency increases the complexity of the text' 
(p.76); studies into more successful writers, for example, frequently indicate that higher rated 
essays use more infrequent, more ambiguous, and fewer concrete words, which seem to increase 
with exposure to schooling (Crossley, Weston, Sullivan, & McNamara, 2011). Furthermore, many 
studies show that, taken together, lexical diversity and syntactic complexity are better predictors 
of text quality (Beers & Nagy, 2009; McNamara et al., 2010; Uccelli et al., 2013), while other 
researchers, notably Ventola (1996, pp.187-188), maintain that measures of lexical density do 
not always reflect 'good' academic writing, as writers need to be able to pack (condense) and 
unpack (diffuse) information for readers (cf. also Martin, 2013; Maton, 2013).  
Ultimately, although such measures are quick and easy, there are a number of other factors that 
need to be considered when examining the 'complexity' or 'density' of language within text.  
3.7 Appropriate 'voice' 
'Voice', and the accompanying term 'stance', are defined (and used) in a number of ways. For 
example, some researchers use the term 'stance' (Biber, 2006; Hyland, 2005b), others prefer 
'appraisal' (Martin & White, 2005), 'evaluation' (Hunston & Thompson, 1999), or 'footing' 
(Goffman, 1981). Likewise, 'voice' has been called 'personal stamp' (Elbow, 1994), 'idiolect' 
(Coulthard, 2008), 'signature/key' (Martin & White, 2005), and 'key' (Hood, 2004, 2010)12. One of 
the main researchers into academic voice in writing, Ken Hyland (2012b), defines the terms as 
follows: 
'I understand stance to refer to a writer's rhetorically expressed attitude to the 
propositions in a text and voice as his or her attitude to a given community.' (p.134, 
italics in original)  
From Hyland's perspective, stance orients to topic (more writer-oriented), whilst voice orients to 
context (more reader-oriented). Similarly, Matsuda (2001) sees voice as:  
'the amalgamative effect of the use of discursive and non-discursive features that 
language users choose, deliberately or otherwise, from socially available yet ever-
changing repertoires; it is the overall impression.' (p.40) 
Voice, then, is often seen as the gestalt impression a reader gets. Stance, meanwhile, appears to 
be linked to the status and value of information, and is evident in features such as attitude 
markers (interesting), boosters (very), hedges (possibly), self-mention (pronominals), and 
                                                          
12 In SFL voice is instantiated at the level of register and stance/appraisal is instantiated at the level of text. 
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engagement markers (forms of address, questions, etc.) (Hyland, 2005b). However, for reasons 
of consistency (and personal orientation), here I turn to a somewhat speculative formulation. 
Namely, there are three overlapping sides13 to 'voice' in writing, and that these reflect the basic 
distinction between dialogism (reader-writer interaction), heteroglossia (interaction with other 
voices), and intertextuality (interaction with other texts). I have attempted to overlay these 
interactions onto Bazerman/Aristotle's (2004) communicative triangle (also introduced in §4.2): 
 
 
 
 
 
 
 
Figure 3.5: Voice and communicative stance in academic writing 
In figure 3.5, I have 'pulled out' heteroglossic and dialogic positionings to more clearly represent 
their trajectories (shown on the right hand side). Intertextuality occurs at the intersection of these 
positionings, where reader/writer/topic positionings pass through 'literature/knowledge'. In this 
way, voice as a metaphorical construct can be seen as the sum of the interactions along each side 
of the triangle, all of which are subject to intertextual forces. Stance (interactional resources), 
meanwhile, can be seen as the position(s) taken between the reader/writer and the topic, and 
thus primarily represents heteroglossic concerns. Audience awareness (interactive resources) can 
be seen as the positionings taken up between the reader and writer, which primarily represent 
dialogic concerns. From this point of view, the three sides of the triangle represent individual 
areas of investigation (as explicated below). Furthermore, by suggesting such a view, I hope to 
highlight that voice in writing, and all forms of stance (interactional, subjective/positioning, and 
evaluative) are ultimately 'filtered' through the lens of existent literature (or 'knowledge'), and 
that both concepts relate to a positioning of communal versus personal versus dialogical. I.e., this 
view recognizes that voice can be examined in three separate, yet interrelated ways: as an effect 
on the reader, a role taken on by the author, and an empowering tool to signal membership within 
a discourse community. Such a view also highlights the problems associated with examining voice, 
as it represents a medley of opposing forces: 'competing claims of self-assertion and self-
                                                          
13 In SFL terms, these would primarily concern textual, logical, and interpersonal meanings. 
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effacement, individual creativity and institutional authority, personal commitments and 
community expectations' (Cameron, 2012, p.249). These forces, broadly speaking, draw on the 
full spectrum of metafunctional meanings (ideational, interpersonal, and textual)14, and thus 
constitutes a field of research that covers many angles of the same phenomenon. 
Dialogism 
The first 'side' to voice is dialogism, which in writing primarily involves features that are more 
traditionally associated with textual (or interactive) moves. Research in this area concerns the 
connections made between textual structures and the information contained in text, as well as 
the features that seek to draw the reader into the text. The main function of such moves is to 
help the reader navigate the text and its propositional content by signalling Given/New 
information, highlighting topic shifts, elevating objectives, etc.  
From a corpus linguistic perspective, these moves are researched in terms of ‘interactive 
metadiscourse’ (Hyland, 2005a) or 'discourse organizers' (Biber, 2006). Hyland (2005a) cites five 
broad subcategories: frame markers (one reason, firstly), transition markers (therefore, however), 
endophoric markers (see figure x), evidentials (Smith states), and code glosses (for example, i.e.). 
Such features assist in 'the creation of coherent, reader-friendly prose while conveying the 
writer’s audience-sensitivity and relationship to the message' (Hyland, 2007, p.266). In other 
words, these features contribute to an author's voice by helping to construct and maintain 
relationships with readers. However, much of this work has been done on texts produced by 
experienced or professional writers, and thus many of the features listed are often missing in low-
level student writing (Nesi & Gardner, 2012; Uccelli et al., 2013). Aull and Lancaster (2014), for 
example, found that many of the code glosses and adversative/contrast connectors15 present in 
4th year undergraduate and early postgraduate texts (n=615) were absent, or very infrequent in 
texts written by pre-enrolment students (n=4032)16. 
Furthermore, corpus linguistic approaches, such as that of Hyland and Biber which primarily rely 
on ‘countable’ features, can miss many of the features that contribute to a text’s dialogic appeal. 
For example, relations between stretches of text can be signalled by means other than linguistic 
markers. For example, because of SFL’s increased focus on the semantics of text, it has the ability 
to uncover implicit dialogic contributions. Broadly speaking, SFL research focuses on 
textual/logical (interactive) moves in terms of two basic structures: inter-sentence structure—
investigated in terms of logicosemantic links (Martin, 1992), rhetorical structure theory (Mann & 
                                                          
14 Whilst I acknowledge that other aspects can contribute to academic stance (wording of essay prompts, 
explicit advice/feedback, cultural norms, etc.), I limit my focus here to textual evidence. 
15 These are treated under the functional category of 'counter-expectancy' by Martin and White (2005). 
16 For example, they found that one type of code gloss, 'reduction' (a type of reformulation strategy), was 
almost twice as popular in the more experienced writer's texts (p.165). 
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Thompson, 1988), and thematic progression (Berry, 2013); and (2) intra-sentence structure–
investigated in terms of Theme^Rheme choices and/or marked/unmarked conflations of theme, 
information, and reference (Moore, 2012).  
Heteroglossia 
Heteroglossia, the second 'side' to voice in writing, involves those features of language that are 
more traditionally associated with interpersonal (or interactional) moves. Most frequently 
referred to under the broad label of 'stance' (Biber, 2006; Hyland, 2005b), such features have also 
been examined under the rubrics of ‘interactional metadiscourse’ (Hyland, 2005a), 'appraisal' 
(Martin & White, 2005), 'evaluation' (Hunston & Thompson, 1999), and 'footing' (Goffman, 1981). 
Appraisal theory, for example, builds on the traditional concepts of affect and epistemic modality, 
but also encompasses attitude, engagement, and graduation. 
The majority of this research operates on the basis that stance is instantiated with regard to two 
independent axis (Gray & Biber, 2012): one interpersonal and epistemic, which ranges from 
feelings and attitudes about knowledge (affect) to the status of knowledge (evidentiality), and 
one linguistic, which ranges from lexis to grammar, as shown in figure 3.6: 
  
 
Figure 3.6: Axis by which stance is typically analysed (Gray & Biber, 2012, p.19) 
In relation to the first axis (Affect-to-Evidentiality), affect broadly refers to the value (attitudinal 
stance) of knowledge, or the 'feelings, moods, dispositions, and attitudes associated with persons 
and/or situations' (Ochs & Schieffelin, 1989, p.16). Evidentiality, on the other hand, broadly refers 
to the status (epistemic stance) of knowledge (Chafe & Nichols, 1986).  
Academic writing is said to draw considerably more on evidentiality than affect in portraying 
appropriate 'stance' (Gray & Biber, 2012, p.19). More specifically, epistemic markers that are 
typically cautious and delimited, yet retain an air of assertion, are frequently cited as being the 
most valued forms of stance amongst community members (Aull & Lancaster, 2014; Uccelli et al., 
2013). This is reflected in research that focuses on the distinction between deontic projections of 
obligation, necessity, disapproval (e.g., x should not exceed y), and epistemic projections of 
degrees of certainty or belief (e.g., it may be that). Reilly, Baruch, Jisa, and Berman (2002) go as 
far as to suggest that students show a developmental path from deontic to increasingly epistemic 
views on knowledge. However, their findings are limited by their decidedly homogenous sample 
(middle-classed adolescents).  
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Nevertheless, other researchers frequently remark how experience with academic writing leads 
to a decrease in deontic markers (boosters) and an increase in epistemic markers (hedges) (Aull 
& Lancaster, 2014; Hyland, 2005b). Simply put, research suggests that writers assume a more 
distanced stance through prolonged exposure to academia, reflecting movement toward a 
community's preferred way of presenting knowledge. For example, in a study of 51 students, 
Uccelli et al. (2013) found that the use of epistemic hedges significantly correlated (p<.01) with 
the perceived quality of students' essays. However, they only sampled one text-type and only 21 
essays featured epistemic markers. Still, such research clearly illustrates how research into voice 
and stance in written AE focuses on phenomena that falls near the evidentiality end of this axis. 
This is because 'overt stance expressions are relatively rare in academic writing' (Gray & Biber, 
2012, p.24).  
Furthermore, until recently most studies into stance have focused on the introduction section of 
research articles, as this is seen as a prime site to construct authorial positioning and identity 
(Hood, 2010). Consequently, research into how undergraduates construct stance is relatively 
rare. Yet, despite these limitations, there appears to be some specialized stance structures that 
are highly valued in academic writing, some of which I introduce here in relation to the second 
axis (Lexis-to-Grammar).  
Drawing on the metaphor of field, wave, and particle frequently used within SFL (Halliday, 1979), 
stance markers can be realized prosodically (field-like) as interpersonal elements, such as 
adjectives, adverbs, and other modifiers (Biber, 2006; Hood, 2004; Hyland, 2005b; Lancaster, 
2014), periodically (wave-like) as textual structures within Theme-Rheme (A. Hewings, 2004; 
Hyland, 2012a; North, 2005), or iteratively (particle-like) via logical relations such as hypotactic or 
paratactic expansion and projection (cf. Chapter 7, §7.2.4 and Chapter 8, §8.3), logicosemantic 
links (Martin, 2007), compliment clauses (Biber, 2006), or rhetorical relations.  
Prosodic realizations, such as hedges or boosters, are distinguishable interpersonal elements that 
are spread throughout a clause. Hedges are often embedded within the verbal group, where they 
decrease epistemic commitment by means of evidential verbs (appears/seems), verbal/mental 
processes (suggest/believe), modals (may/might), approximate adverbs (possibly/feasibly), or 
minimizers (almost/essentially) (Aull & Lancaster, 2014, p.160)17. Boosters, on the other hand, 
serve to increase epistemic commitment, with the most common being amplifying/intensifying 
adverbs (entirely/obviously). However, research into these features has not examined 'the extent 
to which stance is expressed lexically (through evaluative choices) in academic writing' (Gray & 
Biber, 2012, p.27). This leaves open the question of how much stance in writing is realized 
                                                          
17 Biber (2006, chp 5) indicates that modal verbs are the most frequent stance device in all academic 
registers, whilst 'stance adverbs' are the third most frequent. 
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implicitly. Thus, whilst large corpus based studies have revealed interesting patterns, more 
qualitative studies are needed. 
Periodic realizations of stance most commonly appear as extraposed complement clauses (Biber 
et al., 1999, p.674). A clear example of their use and distribution can be seen in Hewings and 
Hewings (2002) study of 'thematized comments' (G. Thompson, 2004, p.152). In this study the 
authors aptly illustrate how students use formulaic-like constructions (cf. the next section for 
more detail) to balance depersonalization and evaluative stance, obscuring the true source of 
appraisal. Similarly, Schleppegrell (2004a, introduced above) shows how assessors favoured the 
more objective projections (e.g. it is obvious that...) produced by one L1 writer as opposed to the 
more subjective projections of L2 writers (e.g. I believe that...).  
Whilst the research above has investigated voice from the perspective of textual evidence, other 
research has investigated voice from the reader's perspective (Matsuda & Tardy, 2007). This 
research argues that any judgement on a text's voice/stance is ultimately ascribed by the reader. 
For example, Matsuda and Jeffery (2012) see voice as 'a metaphorical concept capturing the 
sense of author identity that comes through when readers interact with texts' (p.151). They 
conclude that 'if the rubrics include voice in their criteria, they will increase the likelihood of 
teachers and students valuing voice as an important concept' (p.153). Similarly, Matsuda and 
Tardy's (2007) exploratory study of a simulated blind peer review showed how holistic 
conceptions of voice are often gleaned from whole texts, rather than any particular feature or 
group of features. Consequently, they conclude that 
'the impressions that a reader forms of an author - or more specifically, the aspects 
of identity that a reader attends to - are unlikely to be static across readers or tasks' 
(p.44). 
Conversely, Hood (2004) sees voice in terms of registerial 'keys' , which she defines as: 
'the ways in which patterns of evaluative resources construct positional roles 
associated with given registerial genres. It is these registerial keys in discourse that 
in SFL research are sometimes referred to as voices. From the perspective of 
instantiation, then, voice is more or less synonymous with key' (Hood, 2012, p.56). 
In her research on introductions to academic papers (2004), she identifies three different keys: 
observer, critic, and participant. Each 'key' is associated with a different configuration and range 
of options with regard to choices in APPRAISAL. This view, then, once again highlights how holistic 
concepts such as 'voice' and 'register' are often framed as probabilistic patterns inherent in texts. 
Intertextuality 
Intertextuality in written AE is most visible/explicit in citation practices. As Groom (2000) argues, 
successful argumentation calls for the writer's voice to be the most dominant and, thus, whilst 
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other voices must be acknowledged, they should be subordinated by, and thus subordinate to, 
the writer's subjectivity. Paul Thompson (2012) believes that this tension can be seen in the 
interplay between 'averral' and 'attribution', where averral identifies (and identifies with) the 
author, and takes the form of self-mention, self-reference, etc., while attribution acknowledges 
(and identifies) a contribution from a third party (typically via citation). However, as Hyland 
(2005a) notes, these functions rarely occur in isolation, and, therefore, 'it is not entirely clear how 
far either the analyst or the reader can determine which function may be intended' (p.33). This 
makes it difficult to assign exact labels to features found in texts. However, citation practices are 
repeatedly cited as an important attribute in 'good quality' texts. Wingate's (2012) study of 1st 
year linguistics majors, for example, found that 70% of high scoring essays received comments 
on good use of sources.  
3.8 Lexical 'bundles' 
This final section takes a brief foray into the increasing interest in the role of multi-word 
sequences in written AE. Referred to as 'clusters' (Hyland, 2008a; Nesi & Gardner, 2012), 'n-
grams' (Stubbs, 2007), 'lexical bundles' (Biber et al., 1999; Chen & Baker, 2010; Hyland, 2008b; 
Pérez-Llantada, 2014), and more, these sequences include constructions such as it should be 
noted that and in what follows I will. In terms of studying written AE the frequency of these 
bundles reflects the lexicogrammatical intricacy of NGrps explained above. For example, Biber 
(2006, p.137) claims that 70% of bundles in academic prose either involve NGrp expressions or 
bridge across prepositional phrases. Similarly, Pérez-Llantada (2014, p.87) reports 60% and 71% 
of L1 and L2 writers' bundles, respectively, involved NGrps; Cortes (2004, p.400) also reports a 
figure of 60% for L1 writers. This research suggests that a large proportion of bundles in written 
AE provide a referential function, increasing/decreasing specificity or adding time/place/text 
deixis (cf. Biber, 2006, table 6.2, pp.159-160). For example, 70% of the 4-word bundles in Biber 
et al. (1999, pp.997-1025) follow one of three syntagms: (i) prepositional_phrase+of (typically 
'in^NGrp^of'), e.g., in the context of; (ii) NGrp+of (typically 'the^noun^of^the/a), e.g., the 
development of the; and (iii) anticipatory 'it' projections, e.g., it was found that. Such 
constructions also dominated the most frequent bundles found by Hyland (2008a, 2008b), and 
Chen and Baker (2010, p.35). Essentially, many bundles in written AE are part of nominal or 
prepositional based constructions that seemingly correspond to fixed frames or 'phrase-frames' 
(Stubbs, 2007). 
A brief review of the literature illuminates five main reasons behind the perceived importance of 
these 'bundles' (Coxhead & Byrd, 2007; Hyland, 2008b). Firstly, through repeated use, they can 
become part of a writer's repertoire, providing ready-made 'chunks' of writing to insert into text. 
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Secondly, much as idioms do for speech, they can be seen as markers of fluent, native-like 
language, and thus also contribute to legitimising writing in light of disciplinary membership. 
Thirdly, they provide a kind of pragmatic ‘head’ or discoursal frame, signposting what follows in 
terms of logical relations (as a result of), interpersonal projections (it is important to note that), 
clause-complexing (the extent to which), and even HyperNews (this clearly shows that) (Nesi & 
Gardner, 2012, pp.110-111). Finally, from a psycholinguistic viewpoint, such constructions have 
'a processing advantage over creatively generated language' (Conklin & Schmitt, 2008), freeing 
up cognitive resources for other aspects of the writing process18.  
The use of such bundles, however, appears to vary across genres, groups, and possibly experience 
(Hyland, 2012a). For example, Hyland (2008a) in his study of a 3.5 million word corpus of 
academic articles and thesis by L2 writers in Hong Kong, indicates that formulaic expressions (his 
terminology) were more prevalent in student writing, with discourse organizing bundles being 
the most frequent19. However, his findings do not take into account the possibility of outside 
influence; i.e. academic articles are frequently submitted to third parties (often native speakers) 
for editing/reviewing. In a study drawing on the same data, Hyland (2008b) also posits a cline of 
bundle usage, where the relative frequency of ‘research-oriented’ bundles was lower in PhD 
thesis than MA thesis, while the relative frequency of ‘text-oriented’ and ‘participant-oriented’ 
bundles was higher in PhD thesis. While this finding is interesting, Hyland makes no reference to 
how he dealt with multifunctional bundles. For example, it should be noted that… could be classed 
as ‘text-oriented’ (pointing the reader to 'New' information) and/or ‘participant-oriented’ 
(nudging the reader toward increasingly deontic views). Furthermore, many of his bundles 
include the same three core words; for example, one list includes the other hand, on the other 
hand, and on the other hand the (2008b, p.7); i.e. there appears to be little concern for 
overlapping word-units.  
Moreover, the identification of such 'bundles' is based on a rather low (and arbitrary) frequency 
threshold of 10-40 times per million words (Leedham, 2011, p.153), and as such they appear to 
be relatively rare in AE. Consequently, to increase validity many of the researchers noted above 
include string length (usually 4-words), nature of the sequence (language function), and its 
distribution across texts (usually 5 or more texts in the same register). However, it can be argued 
that many of these 'bundles' are not strictly formulaic by Wray's (2002) definition, as they are 
closer to extended collocations than formulaic phrases because they are neither idiomatic nor, 
                                                          
18 Consequently, the recent interest in academic formula lists (akin to academic word lists) is perhaps 
unsurprising (e.g. Simpson-Vlach & Ellis, 2010).  
19 Their rate only fell below 50% amongst MA students (p.54). 
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typically, whole grammatical units20. Yet, as Hyland, Biber, and others argue, such collocations 
'are a key way of shaping text meanings and contributing to our sense of distinctiveness in a 
register' (Hyland, 2012a, p.152). Thus, whilst Wray (2002, p.31) rightly posits that frequency alone 
does not equate to pre-fabrication, Biber (and others) hypothesize (somewhat unfalteringly) that 
most lexical bundles are, in fact, stored as whole units on the basis that they consistently function 
as a single unit, providing one of three primary discourse functions, which, incidentally, mirror 
SFL’s three metafunctions (interpersonal, textual, and ideational). These discourse functions are 
stance expressions, discourse organizers, and referential expressions, respectively (Biber, 2006, 
pp.139-146). Thus, whereas SFL focuses on paradigmatic choice, research into lexical bundles (a 
phraseological approach) foregrounds the syntagm (collocational meaning), providing a 
complimentary perspective to both the qualitative research outlined above and research into 
formulaic language in general.  
Ultimately, because these 'bundles' are increasingly seen as important to realizing academic 
writing, they have been noted here as a complementarity to the lexicogrammatical bias of most 
register based studies. However, it should be noted that all of the above studies are based on 
examining finished (synoptic) texts. By using keystroke logging, for example, such collocations can 
be examined with respect to the writing process (dynamic texts), and proposals that such 
collocations are stored as whole units may be given extra credence by examining if they are 
produced in a single burst, or whether there are long pauses within them, or even a gradual build-
up of such collocations through revision rounds. Whilst this thesis, will not directly examine such 
phenomenon, it is a significant area for further research, and the findings presented in chapters 
7 and 8 may be of some use for researchers interested in this field.   
3.9 Summary 
This chapter has looked at writing in terms of what it is that academic writers produce. 
Consequently, the above sections have focused on research into finished academic texts. This 
research is extensive, and has shown that 'model' academic texts (usually those produced by 
experienced writers) often show discernible linguistic patterns that can be modelled in terms of 
registerial variation.  
Moreover, from the vast amount of findings into NGrp complexity, and the frequent comment 
that academic writing engenders 'lexicalization' through its nominal (synoptic) nature, we can say 
that written AE primarily reflects movement within the overall language system from: (a) one 
                                                          
20 As was suggested to me by Gerard O'Grady, a bridge between these two approaches may be that of Gries 
and Stefenowitsch's work on collocational analysis (cf. Gries & Stefanowitsch, 2010, for a brief introduction 
to their approach). 
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rank scale to another (e.g. downranked figures), (b) congruent to incongruent mappings (§3.4), 
and (c) univariate (logical) structures to multivariate (complex) structures (e.g. clause 
subordination to NGrp expansion). The result of this 'lexicalization' is discourse that is highly 
'semioticized', where higher value is placed on meaning in relation to material knowledge21 
(Fairclough, Jessop, & Sayer, 2003).  
However, this chapter has also shown that many of the linguistic features found in such 'model' 
texts are conspicuously absent from student writing, yet this does not affect the students' ability 
to create a text that is acceptable in the eyes of academia. It is more likely, therefore, that the 
expectations we have of student writing is fundamentally different from the expectations we have 
of 'expert' writing, as noted by several authors (Nesi & Gardner, 2012). Consequently, it is perhaps 
unwise to measure student texts against 'model' texts, and instead we should focus on what it is 
that 'good' student writers produce in comparison to their peers. It is in this light that the function 
of a text takes precedence; i.e. does a text accomplish what it sets out to do in terms of putting 
across a strong argument, describing a point of view, reporting on a study, etc. This is what the 
literature reviewed in the next chapter seeks to do. More specifically, the next chapter looks at 
how writing is not just a general skill (Chapter 2) or a pattern of linguistic features (this chapter), 
but is also a socially, culturally, and historically situated activity. Accordingly, the next chapter 
uses the notion of 'genre' as a sensitizing concept to ground the discussion in a socio-
cultural/purposive view of writing, where the focus will be on academic genres, particularly the 
'undergraduate essay'. 
 
  
                                                          
21 The relative semiotic weight of discourse is highest in horizontal discourses (e.g. the Humanities), where 
knowledge is more relativistic.  
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Chapter 4 Sociocultural knowledge: What texts do 
Introduction  
This chapter deals with what texts 'do'. In other words, it frames writing not as a general skill 
(Chapter 2), or a collection of language features (Chapter 3), but as a socially, culturally, and 
historically situated activity, where certain genres (particularly those explicated in §4.4) have 
evolved to perform specific functions in specific contexts. More specifically, this chapter 
introduces a view of writing that takes into account how the cognitive processes covered in 
Chapter 2, and the linguistic features introduced in Chapter 3, are socially and historically 
situated, where certain ways of thinking (and writing) are mediated by societal and cultural 
concerns that have emerged in local discourse communities1 over time. Those subscribing to this 
view assume either a socio-cultural view, which sees writing as situated, emergent, improvised, 
and mediated by social conventions, practices, and other texts (Prior, 2006), or a socio-purposive 
view, which sees writing as functionally oriented to specific situational exchanges, which are 
reflected in, and constitutive of, rhetorical ‘moves/stages’ and lexicogrammatical patterns (Biber, 
2006; Swales, 1990).  
Common to both perspectives is the concept of ‘genre’, which is an inherently complex, yet 
ultimately useful construct when dealing with literacy (Lee, 2001). Consequently, this chapter 
uses genre as a sensitizing concept, grounding the discussion firmly within a socio-
historical/purposive frame as a means to situate the texts produced by the two writers in this 
study. Accordingly, the chapter covers the following concerns: section 4.1 gives a brief overview 
of the term ‘genre’ and the closely related term ‘register’ (introduced in the last chapter), and 
how they are variably defined in different research paradigms. Following this, section 4.2 outlines 
how genre is operationalised in research and introduces some of the key concepts underlying its 
use. Section 4.3 briefly covers how genre knowledge/expertise is thought to develop, and section 
4.4 narrows the focus to academic genres. The final section (§4.5) ends the chapter by giving an 
overview of the ‘undergraduate essay’.  
4.1 Genre and register 
To the lay person, genre is a means to classify texts according to content (e.g. science-fiction), 
form (novel), style (humorous), purpose (entertainment), etc. In sociolinguistics, stylistics, and 
discourse analysis, genre is somewhat more ineffable, yet it remains important to analysts, 
                                                          
1 Discourse communities are socio-rhetorical networks that emerge in the pursuit of shared goals. 
However, because it is a contested term (cf. Hyland, 2009), this study adopts SFL's 'context of culture' and 
'context of situation', which allows a finer gradation of ideologies and practices. 
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teachers, and students because it helps situate particular texts amongst a sea of other texts, 
providing a much needed comparative function. However, because the concept is somewhat 
fuzzy, its usage varies across paradigms and pedagogic approaches. The underlying assumption, 
though, is that genre is a form of cultural capital: a product of social practice that has evolved in 
response to valued ways of achieving recurrent goals, and thus mediates between context and 
text, giving meaning to socially recognized, typified situations, actions, and meaningful events; 
i.e. genres are not actual texts, but assist us in making sense of past, present, and future social 
activities, communicative events, and stabilized-for-now meanings. For example, let us consider 
four popular approaches to genre. 
In New Rhetoric (NR), genres are 'typified rhetorical actions based in recurrent situations' (Miller, 
1984, p.159); i.e. genre as situated/social action (cf. Bazerman, 2013; Devitt, 2004). In English for 
Specific Purposes (ESP), genre is 'a class of communicative events; the members of which share 
some set of communicative purposes' (Swales, 1990, p.58); i.e. genre as communicative 
competence2 (cf. Bhatia, 1993; Hyland, 2006). For the Australian Systemic-Functional school ('the 
Sydney School'), genre is 'a staged, goal-oriented social process realised through register’ (Martin, 
1992, p.505); i.e. genre as social process that is construed/activated by the structural 
arrangement of text in functional terms (cf. Christie, 2012; Martin, 2009; Martin & Rose, 2008). 
Through these definitions, we see how NR’s initial concern was unpacking the complex 
relationship between texts and contexts, focusing on how genres evolve and cluster together to 
form sets, systems, and networks (Bazerman, 1994). ESP’s initial concern was unpacking the 
formal and functional features of genres that arose in given situations, which is particularly 
evident in Swales' (1990) 'moves' analysis, and focuses on the interaction between genre, 
communicative purpose, and discourse community, while, the ‘Sydney school’ leans more toward 
the social than the practical (communicative) purposes of texts. Here, genre is primarily a means 
to investigate and model textual structure (Martin, 2009), where the underlying aim is 
empowerment via the notion of 'choice', particularly through ‘the sequential unfolding of text as 
process’ (Martin, 1992, p.506). . In a somewhat simplistic, yet important, map making exercise, 
Hyon (1996) attributes these differences to each approach's target audience: NR focused on L1 
undergraduate writing, ESP on EFL/EAP students, and the Sydney School on (disadvantaged) L1 
and ESL students. Hyon’s paper also highlights (somewhat implicitly and simplistically) the initial 
orientation of each tradition toward 'texts' (SFL), 'contexts and process' (NR), and a subtle mixture 
of the two (ESP). A fourth approach is the Brazilian based didactic method (Bawarshi & Reiff, 
2010, p.177), which draws on Bakhtinian and Vygotskian concepts. In other words, it explicitly 
                                                          
2 Although Swales has changed his view on genre to one of ‘metaphor’ rather than ‘definition’ (Swales, 
2009), most work within ESP continues in this vain. 
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addresses some of the weaknesses of earlier approaches by bringing context and text together 
through mixed-methods (Johns, 2011).  
By synthesising these four views on genre (Bazerman, 2013; Khalifa & Weir, 2009; Martin & Rose, 
2008), a basic metaphorical hierarchy can be derived:  
 Level Type of Knowledge 
Top-down        Context 
World General 
Culture and Society Roles and relations 
 Genre  Intertextuality; typified functions, actions, 
structures, and stages.  Situation Pragmatic 
Content 
Text Macro-meaning 
Grammar 
Lexis 
Micro-meaning 
Clause (complex) 
 Group 
 Word 
Bottom-up   Expression 
Morpheme 
Phonology/graphology Sounds/letters 
Figure 4.1: Basic elements of comprehending language 
Here, genre is positioned between a person's Cultural and Societal knowledge (overall meaning-
making system) and their situational knowledge. This hierarchy shows how each element can be 
approached from the top-down, bottom-up, or a combination of both, and reflects how genres 
vary according to communicative purpose, contextual circumstances, activities/events they are 
part of, the relationships between those using the genre, and the previous knowledge of those 
involved. In terms of the underlying paradigm of this thesis (i.e. social constructionism) such 
perspectives can also be represented via SFL's ‘cline of instantiation’:  
 
Figure 4.2: SFL's cline of instantiation (Halliday & Matthiessen, 2013, p.28)3  
                                                          
3 Genre is placed under semantic sub-potential by Martin and Rose (2007, p.310) 
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From the system end of this cline, genres appear categorical, whole, and thus ideal. From the 
instance end, however, some genres appear to ‘transcend particular networks of social practice’ 
(Fairclough, 2003, p.68), and thus appear to operate ‘above’ other genres, at a superordinate 
‘level’ of abstraction (cf. also Martin & Rose, 2008; Swales, 1990). To overcome such difficulties 
regarding perspectival understandings, I concur with Van Dijk (2008, p.149), in that some genres 
are best defined in terms of contextual features (e.g. news reports), whilst others are best defined 
in terms of discoursal features (e.g. narratives); i.e. discoursal (or ‘discursive’) genres are those 
that transcend societal and cultural networks, and thus represent superordinate, macro-genres 
or ‘modes of thought’.  
For the initial reasons outlined in Chapter 3, §3.1, this study aligns itself with Martin's approach 
to genre within the SFL framework. This approach was also chosen because it subsumes many of 
the 'transcendental' genres that are seen as key to academic discourse (cf. §4.4 for more detail). 
As a means to contextualise and situate this view (i.e. Martin's), table 4.1 lists the various 
terminology used across approaches/researchers: 
 
Martin (1992) 
(Macro)genres 
Fairclough (2003) 
Pre-genres 
Swales (1990) 
Pre-genres 
Smith (2003) 
Discourse modes 
Bhatia (2004) 
Generic values 
Argument   ✔ ✔  ✔ ✔ 
Description ✔ ✔  ✔ ✔ 
Exposition ✔    ✔ 
Evaluation     ✔ 
Information    ✔  
Instruction ✔    ✔ 
Narrative ✔ ✔ ✔ ✔ ✔ 
Persuasion     ✔ 
Procedures ✔     
Recounts ✔     
Reports ✔   ✔ ✔ 
Conversation  ✔ ✔   
Table 4.1: Discursive genres (or ‘modes of thought’) 
4.2 Operationalizing genre 
Any study adopting a rhetorical view of genre (as does this one) will at some point refer to the 
fact that recurrent situations draw on recurrent text-types, and that each of these text-types only 
has meaning in relation to other text-types. This phenomenon refers to the somewhat ubiquitous 
concept of ‘intertextuality’4. As Lemke (1999) puts it: 
‘Genres are social semiotic formations, that is, they are social constructions, the 
products of conventional social meaning-making practices that belong to a 
                                                          
4 Coined by Kristeva (1980), intertextuality aimed to blend Saussurean and Bakhtinian ideas in service of a 
new semiotics; it aimed to capture the idea that no text is original, unique, or isolated, but always relational.  
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community's system of intertextuality'. 
Somewhat appropriately, however, considering that it refers to a dynamic and unstable view of 
knowledge/text, the term 'intertextuality' has been (re)adapted and (re)defined in numerous 
ways (cf. Allen, 2000). However, in keeping with the notion of 'voice' in academic writing that was 
established in §3.7, we will once more draw on the Bakhtin’s notions of ‘dialogism’ and 
‘heteroglossia’, which Kristeva herself makes frequent use of in her work. 
Bakhtin (1981, pp.279-280) posited that for any utterance (text) 'its beginning is preceded by the 
utterance of others, and its end is followed by the responsive utterance of others' (p.71); i.e. all 
utterances (texts) are ‘double-voiced’ and thus dialogic. Heteroglossia, meanwhile, is the ability 
of language to contain both one’s own voice, and the voice of others; i.e. Heteroglossia is 
principally a tension between the 'same' (collective practices) and the 'different' (contextual 
regulations): every text 'serves as a point where centrifugal as well as centripetal forces are 
brought to bear' (p.272); i.e. all utterances are torn between 'reproduction' and 'transformation'5.  
In essence, then, every text is a mosaic of dialogism (addressivity/responsivity) and heteroglossia 
(construction/reconstruction), where this mosaic is, in turn, embedded in an intertextual system. 
Furthermore, from discussions surrounding Bakhtin’s work (Bazerman, 2004; Prior, 2009), 
dialogism and heteroglossia are seen to occur between system (potential) and instance (text), 
realizing a double mediating relation of opposing forces. As Bazerman (2004) states: 
‘The audience and author knowledge of the subject is built on prior texts; the 
audience knowledge and orientation is based on their reading; and the author's 
authority, resources, interests, and current stance grow out of engagement with the 
literature.' (p.61)  
Bazerman represents this interaction by means of Aristotle's communicative triangle:  
 
 
 
 
 
 
 
Figure 4.3: Bazerman’s (2004) communicative pyramid 
However, recent theorising has also acknowledged the role of writer identity (Dressen-
                                                          
5 Similar sentiments are echoed by Adam’s (2001, p.38) ‘identity’ versus ‘difference’ and Bronckart’s (2006) 
‘adoption’ versus ‘adaptation’.  
literature 
reader writer 
subject 
matter 
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Hammouda, 2008), where Bourdieu’s (1984) notion of ‘habitus’ (a productivity) is called upon to 
provide a socially structured explanation for the unconscious uptake of disciplinary frames of 
knowing. In this view, genres are also seen as habitations and habits: sites of social/rhetorical 
action and typified ways of socially/rhetorically acting (Bazerman, 1997); i.e. genres are socially 
embedded and socially constructive (conventional and innovative), and thus do not constrain 
meaning, but provide the potential for meaning to be construed in a normalized manner. 
‘Genres are not just forms. Genres are forms of life, ways of being. They are frames 
of social action. They are environments for learning. They are locations within which 
meaning is constructed.’ (Bazerman, 1997, p.19)  
This view, then, highlights how any classification of a text as an instance of genre will be 
necessarily fuzzy and flexible, as generic practices and their instantiations are ultimately a coming 
together of language system and social system. Consequently, this explains why some definitions 
lean toward the system end, privileging language (Paltridge, 2006, p.84), whilst others lean 
toward the societal end, privileging activity or purpose (Martin, 1992; Swales, 1990, p.58). This 
thesis shares the view of Martin and Swales6, who believe that the key function of a genre largely 
guides the realization of its features; i.e. structure, lexicogrammar, layout, etc., are more likely to 
be designed according to a text's overall function. In this way, it is more useful to start with a 
text's function/purpose and examine how its features support that function.  
4.3 Development of genre expertise 
Studies into the development of genre expertise typically examine either practice or instructional 
effects. This dichotomy is frequently complemented by a bifurcation of L1 and L2 writers. 
Although these categories are practical from a research design perspective, they make it more 
difficult to draw conclusions as to how writers develop genre expertise. Tardy (2006), however, 
provides a useful general overview with her detailed synthesis of 60 empirical studies, while 
Bawarshi and Reiff (2010, Chp 6), and Tardy (2009), give a detailed overview of genre 
development in relation to academic settings. In what follows I attempt to synthesize these 
accounts, using six of Tardy's (2006) subheadings, whilst adding 'audience awareness' and 
updates where needed.  
Dimensions of genre knowledge 
Genre knowledge is a multifaceted construct, which Tardy (2009) sees as encompassing four 
overlapping knowledge 'types': 
                                                          
6 However, in agreement with Biber and Conrad (2009), I also recognise that situational characteristics 
outside social/communicative purpose can have a bearing on some text features. 
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Nascent 
knowledge 
Nascent 
knowledge 
 
 
 
 
 
 
 
  
 
Figure 4.4: Integration of genre knowledge 
Although, this model is admittedly heuristic, it provides a useful overview of knowledge 'types'. 
Three of which will be covered here, whilst the fourth, process knowledge, refers to the kinds of 
processes we have already covered in Chapter 2. Rhetorical knowledge ‘captures an 
understanding of the genre’s intended purposes and an awareness of the dynamics of persuasion 
within a socio-rhetorical context’ (Tardy, 2009, p.21). Formal knowledge refers to the 
lexicogrammatical and structural conventions of a genre, as well as the modes and media through 
which meaning is transmitted. However, within formal knowledge a clear distinction can be made 
between discourse organization (stages/moves) and lexicogrammatical patterns (registers), 
highlighting just one alternative configuration amongst many.  ‘Subject-matter knowledge’ refers 
to content or topic knowledge. However, Biber and Conrad (2009) make the sweeping statement: 
‘topical [subject-matter] differences are not influential for determining grammatical 
differences. Rather the pervasive grammatical characterisation of a register are 
mostly determined by the physical situational context and the communicative 
purpose.’ (p.46) 
Yet research repeatedly shows that subject-matter knowledge is a strong predictor of text quality 
(Chuy, Scardamalia, & Bereiter, 2011). However, it is also argued that lack of subject-matter 
knowledge can be compensated for by an increase in other knowledge types. For example, 
Smagorinsky et al. (2010) illustrate how a student created the impression of subject-matter 
knowledge via a kind of rhetorical chutzpah—empty propositions given a patina of 'bullshit'7 
through fancy titles, lexis, and complex discourse structures. This ability to demonstrate 
disciplinary membership through formal and rhetorical knowledge, regardless of subject-matter 
knowledge (content), lies at the heart of debates surrounding the 'secret English' of academia 
                                                          
7 Smagorinsky et al. use the term 'bullshit', or some derivative of it, 166 times in their article. Hence, my 
decision to include it here in quotations 
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(Martin, Wignell, Eggins, & Rothery, 1986). I.e. are students successful because they master 
disciplinary knowledge, or do some merely combine minimal knowledge with acceptable forms 
of writing?  
Moreover, subject-matter knowledge and working memory are intricately linked, and both are 
strong predictors of text quality. Hence, it may well be that their respective impacts vary across 
genres. For example, subject-matter knowledge may have a stronger effect on the reception of 
Expositions than Discussions, as Expositions are relatively simple in terms of overall generic 
structure (information is typically sequentially ordered), and thus for those reading/assessing 
such texts the content will be easier to extract. Discussions, on the other hand, make greater use 
of cohesive ties and links that span longer stretches of text (unconventional grammatical 
patterns), which place more demands on working memory (both for producer and receiver), and 
thus subject-matter may be harder to extract. 
Genre experience and practice 
'Good' writers are said to be able to draw upon familiar, already learnt genres when encountering 
new genres, which they can subsequently use to bootstrap themselves into new rhetorical 
situations. For example, to adapt to the rhetorical conventions of an academic genre, a writer 
may move away from the features of less suited genres and adopt increasingly more complex 
syntax, lexical diversity, and infrequent wordings (Crossley, Weston, Sullivan, & McNamara, 
2011). However, it is also said that prior genre knowledge can stifle genre development as some 
writers stick to previously learned, often less complex genres (particularly narratives). 
Furthermore, it is difficult to disassociate increased subject-matter knowledge and writing 
strategies from increased genre knowledge, as a complex symbiosis exists between the three. 
Ultimately, as outlined in Chapter 2, where increased practice was shown to be a strong predictor 
of writing expertise, increased practice in writing a genre alongside relevant content is perhaps 
the only known way a writer is sure to develop genre expertise.  
Textual interactions 
Textual interactions with peers and experts, whether electronically or face-to-face, can provide 
the student with important insights into the thought processes and activities of a target 
community. Soliday (2005), for example, examined what genres science students were asked to 
produce, how knowledge about these genres was conveyed to them, how they responded to 
these genre requirements, and how the teacher judged their papers in response to his genre 
knowledge. Soliday's findings showed that implicit genre knowledge was conveyed through 
lectures, class discussion, and assignment readings, whereas explicit genre knowledge was gained 
through course documents, assignment sheets, and model texts. However, some students 
displayed individual preferences with respect to integrating prior genre knowledge. Thus, while 
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Soliday’s findings point to the impact of both implicit and explicit genre exposure, some of her 
results also suggest that integration of genre knowledge depends on individual preferences. Such 
findings coincide with Tardy's (2006, p.84) views that textual interactions are not always equally 
beneficial, as participating in such interactions is highly individualized.  
Textual modelling 
As highlighted above, textual interactions are a key contributor to genre development. 
Fundamentally, as teacher feedback is infrequent and often non-standardised, often a student's 
only recourse to academic conventions is through other texts. Here intertextuality may assist in 
creating a problem space, where writing can be scaffolded in relation to other texts. This is 
otherwise known as 'textual modelling'. Essentially, as students are exposed to more and more 
disciplinary texts, they build implicit knowledge with regard to the expected formal and rhetorical 
features of such texts. From this tacit knowledge, students may implicitly or explicitly 'borrow' 
elements for their own writing (e.g., see §2.1 on discourse synthesis, pp. 15-16) Similar 
sentiments are echoed in process research, with scholars theorising that genre familiarity can 
provide the writer with an organized schema in long-term memory (Olive, Favart, Beauvais, & 
Beauvais, 2009), and that these schemas can reduce certain planning and revising loads, aiding 
the development of writing through a 'pedagogy of osmosis'. Tachino (2012, p.459), for example, 
provides an example of how this may occur through the use of two intermediary genres: one that 
contributes content, another that contributes form, as shown in table 4.2 (here genre A acts as 
an intermediary to assist the writer in taking up content/form from B into C8): 
Uptake of content: Uptake of form: 
Genre A Genre A 
(press release) (composition textbook) 
Genres B  Genre C Genres B  Genre C 
(corporate genres) (news articles) (scholarly genres) (Classroom essays) 
Table 4.2: Two types of uptake via intermediary genres 
Although NR scholars argue that such 'borrowing' can lead to reduced creativity and critical 
thinking, this has not been empirically tested (Tardy, 2006, p.90). Furthermore, it may be that the 
fluid, temporary, and multimodal composition of many electronic texts may engender an increase 
in such 'borrowing' (Kress, 2003)9.  
  
                                                          
8 Tachino goes on to illustrate (via a single case study) how manifestations of primary and secondary 
intermediaries are theoretically and methodologically useful in light of knowledge mobilization (movement 
from psychological research to judicial reform). 
9 The use of academic 'bundles' (as outlined in §3.8) is another means whereby writers may 'bootstrap' 
themselves into a new genre—in this instance it is one way whereby students can construct an 'academic 
voice' (Ivanic, 1998) through the use of interpersonal projections e.g. it should be noted that).  
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Feedback and instruction 
Only a handful of studies have examined the effects of explicitly discussing genre knowledge, 
conventions, and expectations.  As Tardy (2006, p.86) explains, this contention may lie in how 
studies define and operationalise 'explicit' feedback/instruction, where conclusions regarding 
associated benefits are often speculative, and based on the absence of instruction rather than its 
inclusion. Consequently, research is still divided as to the broader issue of feedback/instruction. 
Wardle (2004), however, explored the effects of peer feedback on 26 intermediate college 
writers. Using a combination of interviews, observations, and peer critiques, Wardle found that 
many students acquired genre knowledge through group work, despite there being no explicit 
feedback during such interactions. Overall, Wardle concludes that 'genre knowledge may at least 
partially be gained through participating in the work of creating a new genre with the help of a 
community of supporting peers' (p.101).  
Transferability and conflict 
As Devitt's (2007) study on first year composition shows, many undergraduates have an initial 
awareness of genre constraints—a kind of broad schema for academic writing. However, in many 
cases these schemas are implicitly drawn upon. and can often lead to conflicting expectations 
between students and assessors: for example, expectations can change between tasks as 
students move from professor to professor, giving rise to what are deemed inappropriate texts 
on the basis of individual/disciplinary differences (Prior, 1998). In one study, for example, North 
(2005a) found a significant difference between the average scores obtained by students with 
different backgrounds when they were asked to write an art history essay, with students from a 
‘soft’ science background scored significantly higher (77.3%) than those with a ‘hard’ science 
background (66.9%)10. North (2005b) also found significant differences in the use of contextual 
frames (interpersonal, textual, and marked Themes) between the same two groups, where 
students from the ‘soft’ sciences used significantly more elaborated themes (t=2.865, p<.006) to 
contextualise information at the end of clauses (p.440). This finding illustrates how writers with 
different backgrounds orient to dialogic and heteroglossic concerns, differently, where ‘soft’ 
science students seemingly using thematic prominence to a greater effect to inject disciplinary 
voice (citations) and subjective positioning. However, as Tardy (2006) notes, operationalizing 
transferability in research is inherently difficult because many transfers are implicit. Mitchell and 
Andrews (1994), for example, investigated what successful and less-successful students did as 
they moved from simple genres (historical narratives) to more complex genres (historical 
analysis). By examining how the students produced increasingly complex assignments, they 
                                                          
10 I.e. those already ‘socialized’ in horizontal discourses (e.g., art history) knew what expectations to fulfil.  
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concluded that genre performance is tied to disciplinary knowledge and, as such, genre 
conventions cannot be taught separately from content and meaning; i.e. generic form cannot 
precede function, as the two develop in tandem. This finding supports Devitt's (2007, p.222) 
approach to genre, which states that whilst previously learnt genres can be applied to new 
disciplinary knowledge, new genres must develop alongside the knowledge that requires them. 
Successful writers, then, are more likely to be those who can flexibly manipulate previous genre 
knowledge whilst also incorporating new topic knowledge (cf. also Loudermilk, 2007, p.202).  
Individual styles and identities 
Individual styles and identities are commonplace in writing, with some students embracing their 
academic identity, whilst others reject it (Tardy, 2005). However, as Tardy (2006, p.88) notes, the 
degree of individuality is sometimes questionable, as many investigations examine only one or 
two writers without recourse to other members of the same discourse community. Therefore, 
whilst some writers clearly feel the need to retain their individuality, many findings are weakened 
by small sample sizes and /or insufficient contextual data.  
Ultimately, research suggest that identity and genre expertise go hand-in-hand (Schryer & Spoel, 
2005), where disciplinary identity embodies both unstated meanings (symbolic genres) and 
stated meanings (materialized genres) (Dressen-Hammouda, 2008; Morton, 2009). Disciplinary 
identity, therefore, may be inextricably linked to knowledge and acceptance of disciplinary frames 
(embodied semiotic resources that exist in specialized networks), which are a key component in 
realizing specialized meanings such as those reflected in genres (Devitt, 2004; Roth, 2004).   
Audience awareness 
One of the main differences between writing and speech is that the audience is often absent 
during writing. Consequently, a skilled writer must construct a suitable representation of their 
(virtual) audience, to which they can appropriately shape and build text. For example, in writing 
a Discussion, a key audience-related skill is the ability to assess what counterpoints may be made, 
and how much (and what kind of) evidence should be given to counter such claims (Deane et al., 
2008, p.18). Conversely, in writing an Exposition, a key audience-related skill is knowing what 
needs to be made explicit and what can be left implicit. For example, McNamara et al. (1996) 
show how readers with high levels of subject-matter knowledge draw more from texts with 
greater implicit links than if the same text was made more explicit but contained less implicit 
information. Similar research (Crossley et al., 2011; McNamara, Crossley, & McCarthy, 2010) 
indicates that as writers mature the coherence of their texts lay not in the presence of explicit 
linguistic markers (i.e. cohesive features such as anaphoric reference), but in their absence. Once 
again, these studies show that the three most predictive indices of perceived quality are syntactic 
complexity, lexical diversity, and less frequent words, where the notion of coherence is tied to 
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reader knowledge and skill. However, in terms of student writers, who may be less experienced 
in the disciplinary expectations of their field, they may judge their audiences' expectations solely 
on what they know about the person's social standing, institutional role, or through their (the 
audiences') engagement with the topic; for example, an impression of a teacher's viewpoint may 
stem from how they present it in lectures. 
Ultimately, in terms of essay writing, a writer's sensitivity to the audience's needs appears to exist 
along two-axis: (i) awareness of who the audience is and what they know, and (ii) the ability to 
adjust content and presentation in line with the text’s purpose. In this light, relative measures of 
text coherence may very well be a function of epistemic stance toward the reader; i.e. what may 
be perfectly cohesive and coherent to one reader may be perfectly incohesive and/or incoherent 
to another reader (McNamara, 2013).  
4.4 Undergraduate text-types and genre families 
One of the main arguments levelled at genre theory is that the mutability and diversity which 
characterise language use makes it impossible to catalogue and describe every single recurrent 
event in terms of genre. Fundamentally, in many instances, genre and genre systems are implicitly 
presented as stable, and objectively observable11. However, as Paltridge (1997) demonstrates, 
not all texts can be associated with a genre based on linguistic and structural patterns alone, as 
context and interactional frames can override typified language forms12. Moreover, much genre-
based research/pedagogy privileges alphabetic literacy (cf. Kress, 2003), which backgrounds the 
meaning-making potential of other semiotic modes13, such as figures, illustrations, equations, 
page layout, and even colour14. Ultimately, though, research continues to show that there is a 
great deal of predictability and stability in how texts are shaped toward a particular 
communicative act, and it is this predictability that is valuable to pedagogy (Martin & Rose, 2008; 
Nesi & Gardner, 2012; Woodward-Kron, 2004). 
With regard to this 'predictability' in undergraduate writing, a number of scholars have produced 
taxonomies of genre families. Coffin et al (2003), for example, suggest the following: 
 
 
 
                                                          
11  Cf. the proliferation of generic labels such as Recounts, Expositions, etc.  
12 Research such as this reflects the inherent tension in SFL between Halliday's view of register as tightly 
bound to mode, and Martin's view of register as tightly bound to genre (functional tenor).  
13 As Leedham (2011) shows ‘visuals and lists are viable alternative means of presenting information’, and 
can help students avoid pitfalls associated with managing macro-level discourse concerns via text alone. 
14 Cf. Lemke (1998) for an interesting discussion regarding other modes of expression. 
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 Sciences Social Sciences Humanities/Arts Applied Disciplines 
Ty
p
ic
al
 
d
is
ci
p
lin
es
 Physics, chemistry, 
biology, geology 
Sociology, 
geography, 
politics, 
psychology, media 
studies 
English, history, 
languages, classics, 
fine art, nursing, 
religious studies 
Philosophy, music, 
engineering, 
business studies, 
health and social 
welfare 
Ty
p
ic
al
 t
ex
t-
ty
p
es
 
Essays, lab. reports, 
project proposals and 
reports, fieldwork 
notes, dissertations 
Essays, project 
reports, fieldwork 
notes, 
dissertations 
Essays, critical 
analysis, translations, 
projects 
Essays, case studies, 
projects, 
dissertations 
Table 4.3: A categorization of written texts and their disciplines (Coffin et al., 2003, p.46) 
In the UK, Nesi and Gardner (2013; 2012) propose a similar classification system, drawing on 
genre theory (particularly, Martin, 1992; Swales, 1990), corpus linguistics (Biber, 1988), and 
ethnography. In this long-term study (launched in 2004), Nesi and Gardner systematically 
sampled a range of student texts across levels and disciplines, which they subsequently used to 
construct a corpus of British Academic Written English (BAWE). The BAWE covers 4 British 
universities, and incorporates 2858 assignments written by over 1000 students, spanning 30 
subject areas and 4 levels of study. It is particularly relevant to this study as the majority of texts 
were composed on computer.  
Nesi and Gardner categorized their findings according to a 4x4 matrix of discipline (Arts and 
Humanities, Social Sciences, Life Sciences, and Physical Sciences), and level (1st, 2nd, 3rd year 
undergraduate, and postgraduate). This allowed them to examine the distribution of texts across 
disciplines and levels by recursively grouping, regrouping, and ultimately defining texts with 
similar social purpose and staging into genres, and then genre families on the basis of family 
resemblance and differentiating criteria. This delicate balance of co-textual and contextual 
analyses resulted in a robust and empirical classification of student texts based on 2761 
assignments averaging 2300 words each. Their final categorisation resulted in 'five broad social 
purposes and thirteen genre families' (Nesi & Gardner, 2012, p.256).  
Despite the exclusion of some text-types (e.g. exams, presentations), and the rather homogenous 
sampling of others (some examples were collected from just one university and one department), 
their resultant corpus is arguably the most representative example of good/high standard student 
writing across developmental stages and disciplinary fields. Moreover, although their project was 
admittedly a framework to stimulate further, more detailed research into academic genres, a 
cursory glance at their results, in combination with Coffin et al.'s (2003) taxonomy, demonstrates 
the diversity of texts found at university, and clearly brings into question the usefulness of 
'generalized' academic writing (cf. Tribble, 2009, for a recent critique): 
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Table 4.4: Distribution of genre families (from Gardner & Nesi, 2013, p.46) 
Table 4.4 shows that the ‘Essay’ was the most frequent genre family across disciplines and levels 
in Nesi and Gardner's research, accounting for over 40% (1237) of all assignments in 24 disciplines 
where 50 or more assignments were collected (Nesi & Gardner, 2012, p.43). Discussion and 
Exposition were by far the most frequently realized genre, whereas Challenges were the rarest15. 
These findings support the oft cited remark that the ‘Essay’ is the most common undergraduate 
writing task (e.g. Hyland, 2009, p.130; Paltridge, 2004).  
However, Nesi and Gardner found that the Essay was significantly more prevalent in the 'soft' 
sciences, with Arts and Humanities averaging 83% overall (91% at level 1 dropping to 61% at level 
4), and the Social Sciences averaging 56% (Nesi & Gardner, 2012, p.50), as shown in figure 4.5:  
 
Figure 4.5: Distribution of genre families across disciplines (from Gardner & Nesi, 2013, p.46) 
                                                          
15 Probably because undergraduates mainly reproduce established knowledge rather than oppose it. 
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When compared to the figures for the 'hard' sciences (Life = 18%, Physical Sciences = 10%), the 
Essay clearly holds greater value amongst the ‘soft’ sciences. Perhaps this explains why writing in 
the humanities and social sciences (disciplines that engender horizontal knowledge structures, 
such as those briefly covered in Chapter 3, §3.4 (cf. also Martin, 2007)) is seen as more challenging 
for novice L2 writers (Chang & Schleppegrell, 2011, p.143). In essence, the knowledge contained 
within an Essay 'give[s] greater importance to explicit interpretation' (Hyland, 2006, p.240), as 
evidenced by Hyland (2005, pp.186-187), who found 75% of all interactional markers (features of 
author visibility) occurred in the humanities and social sciences16.  
Nesi and Gardner (2012) place six genres within the Essay genre family, which serve the common 
social purpose of 'developing powers of informed and independent reasoning' (p.98):  
Genre family: Essay 
Social Purpose: to demonstrate/develop the ability to construct a coherent argument and 
employ critical thinking skills 
Genre family stages: Introduction^Arguments^Conclusion 
Genres: Genre stages 
Challenge Challenge^Evidence^Thesis 
Commentary Text(s)^Introduction^Comments^Summary 
Consequential State^Ensuing Factors^Summary Thesis 
Discussion Issue^Alternative Arguments^Final Position 
Exposition Thesis^Evidence^Restate Thesis 
Factorial State^Contributory factors^Summary thesis 
Table 4.5 Genre family: Essay (Nesi & Gardner, 2012, p.98) 
Within SFL, the Discussion is seen as the most complex genre because it draws upon both 
Exposition and Challenge, and calls for informed choices to be made about which points of view 
to take (Martin & Rose, 2008). Therefore, despite the above taxonomy suggesting discrete 
genres, SFL theorists still recognise considerable overlap and hybridity between genres, 
particularly within genre families.  
However, it could also be argued that the above classification is a somewhat simplistic view based 
firmly in structure. As was outlined in §3.7, students are also expected to manipulate multiple 
sources and disciplinary voices. These intertextual concerns make for more complex realizations 
of genre than that subsumed in the table above. Consequently, while Nesi and Gardner's research 
is substantial and empirically sound, it could be argued that the scale of their project (and its 
necessary complexity) obscures the inherent complexity of genre systems. Therefore, whilst this 
research is incredibly valuable, and indirectly contributes to the interdisciplinary dialogue 
between social-realism and SFL17, for the rest of this thesis, I will use the terms 'Essay', 
'Discussion', and ‘Exposition’ loosely. 
                                                          
16 Such findings support Maton's (2013) argument that these disciplines engender 'knower structures'.  
17 This dialogue highlights how the representation (and reproduction) of knowledge varies between 
disciplines. 
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4.5 The undergraduate 'Essay' 
Essay writing is high-stakes, and has been described as the 'genre par excellence for assessment 
in the academy' (Andrews, 2010, pp.158-163). Those who take a critical stance on academic 
literacy even make an explicit link between academic acceptance and the Essay's importance by 
referring to academic writing as 'essayist literacy' (e.g. Lillis, 2001). This view sees academia as 
construing the relationship between texts as more important than the relationship between the 
producers of text, which is a direct consequence of the underlying aim of academic writing: to 
convey logical implications based on empirical 'truths'. From the student's viewpoint, they find 
themselves embroiled in a 'complex negotiation between individuality and authority, message 
and code, their own words and the words of others' (Bazerman, 2004, p.60). From a departmental 
viewpoint, the essay is a form of quality control, a way to measure and judge student performance 
both internally (within the institution) and externally (within the wider educational system). From 
a critical viewpoint, the essay is discoursal, a hybrid of 'communicative' and 'strategic' (Fairclough, 
2003)—communicative in that it aims at transmitting knowledge from student to assessor, 
strategic in that it aims for accreditation18. From a pedagogical viewpoint, the essay is a 
mechanism by which teachers attempt to move a student from knowledge-telling to knowledge-
transforming (cf. Chapter 2). It does this by asking students to draw together relevant research, 
critically evaluate it, and then recontextualise it in appropriate ideational and interpersonal terms 
(Hyland, 2009, p.132; Woodward-Kron, 2002). From an analytical viewpoint, the essay functions 
as a cultural artefact: an emergent record of how students draw from and combine semiotic and 
material artefacts to respond to the demands of a perceived situation. However, the position a 
student takes is usually based on sources drawn from the literature rather than their own 
empirical research. Yet, as a text that crosses disciplinary divides, the essay has no concrete, 
substantive identity (Freedman, 1993). Therefore, while research has tried to uncover its generic 
structure (e.g. Henry & Roseberry, 1997), this has proved inherently difficult for a number of 
reasons.  
Firstly, many students are unsure as to what it is they are writing, let alone how to write it (Hyland, 
2009, p.131). Lillis (2001, p.58), for example, sees the essay as 'an enactment of the institutional 
practice of mystery', where student-tutor expectations frequently collide. Similarly, Woodward-
Kron (2002) shows how the quintessential expectation of a 'good' essay (that it be 'critical') is 
steeped in misunderstandings. By combining ethnography and a genre/linguistic analysis (SFL-
based), Woodward-Kron investigated the relationship between description and critical analysis in 
                                                          
18 The ratio between communicative and strategic may also be dependent on how the student 
conceptualizes a task, which, in turn, is intrinsically tied to their ability, identity, and affective factors (e.g., 
motivation).  
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20 high scoring essays (approximately 2000 words each) written by teacher trainees enrolled at 
an Australian university. Essays were classified as either Exposition or Discussion, and further 
unpacked to reveal their micro-genres, generic structuring, and clausal-level choices in 
Transitivity. Woodward-Kron concludes that micro-genres were a key means by which 'students 
review and build knowledge of the field within an expository structure' (p.132). However, in many 
essays, these sequences also implicitly supported argumentative stages within larger macro-
structures19, where, in making links between knowledge, some students made use of Exemplums, 
linking theory to real-world experience, whilst others chose to initiate a new schematic stage by 
embedding additional structures via Implication (n=17/20). Although, the results revealed no 
discernible pattern at the micro-level, this variation at the macro-level supported Woodward-
Kron's hypothesis that critical analysis, as realized in writing, is complex and multifaceted, and 
much more than just a transferable skill. Fundamentally, Woodward-Kron's approach illustrates 
that critical analysis is embedded in social and disciplinary expectations, which, when combined 
with individual writing preferences and knowledge, can lead to it being realized in any number of 
ways. Some of the differences in these realizations will be explored later on in this thesis in 
relation to the unfolding of writing practices (Chapter 6) and meaning-making practices (Chapters 
7 and 8) with regard to the two student writers involved in this study.  
Secondly, research into writing has shown that it takes a considerable amount of time to become 
fluent in writing complex genres because they typically call upon a wide range of 
lexicogrammatical repertoires and complex schematic staging (Kellogg, 2008). However, 
undergraduate study usually spans just three years, and encompasses widely different levels of 
student ability and development20; moreover, the discourse community that is home to 
undergraduate essays can be highly unstable as student (and staff) turnover is high and rapid. 
Such instability clearly contributes to a high degree of structural and stylistic variability. 
Furthermore, when we add the occluded nature of the Essay, where students often have only 
their previous essays to draw on (Nesi & Gardner, 2012, pp.257-258), we have a genre that is, by 
necessity, a hybrid one, constructed by fragmenting together various other genres that are only 
indirectly relevant to a student's needs. This hybridity, whilst also being reflected in macro-level 
structuring (as per Woodward-Kron's 2002 findings (above)), is also reflected in the 
lexicogrammatical features that are instantiated in different text-types. This mixing of features 
will be explored to varying degrees in the upcoming chapters (particularly Chapter 7). 
Thirdly, as shown in Chapter 3, a well-rounded academic text is characterized as containing lexis 
                                                          
19 Although she gives no evidence to support this claim, the reader can safely infer that clarifying concepts 
is a necessary step in supporting any argument that follows. 
20 Even high scoring students showed great variation in generic staging and structuring (cf. Woodward-
Kron, 2002). 
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that is abstract and dense, where discourse participants are linked via extensive use of relational 
processes, and clauses are embedded with interpersonal modality and objective evaluation, all 
of which calls for a high-level of language mastery. Moreover, while an Essay may be hierarchically 
structured, containing a beginning, middle, and end--much like a Narrative (Martin & Rose, 2008, 
pp.118-124)--an essay may also contain particulate (non-constrained) orderings of conclusions, 
generalizations, arguments, and even mini-narratives (as when giving personal examples); any of 
which may not follow a chronological sequence. In other words, because the function of an essay 
is to inform and explicate a point of view, its construction calls upon a higher level of cognitive 
development than that of a Narrative, for example, because ideas, information, critical 
evaluations, etc., all need to be linked in a coherent, clear and persuasive manner, which calls 
upon an implicit hierarchy of cognitive and linguistic demands (Olive et al., 2009). Consequently, 
as an analytic text, it is often one of the last genres encountered during schooling and, therefore, 
it is perhaps not surprising that differences between groups of writers are most clearly seen in its 
realization (Berman & Verhoeven, 2002, p.19; Liardét, 2013; Martín-Úriz & Murcia-Bielsa, 2008). 
It seems, therefore, that the more cognitively demanding a genre is, the more likely it appears to 
engender variation. Deane et al. (2008, p.17), for example, see these genre demands as differing 
along four broad dimensions: (1) text organisation, which is primarily a function of topic 
knowledge and working memory constraints; (2) sensitivity to audience expectations and existing 
knowledge; (3) textual resources, such as appropriate lexicogrammatical choices and logico-
semantic links; and (4) critical thinking and reasoning, which primarily involves seeing and 
understanding connections between ideas and theories. Cognitively, then, genres can be seen to 
range from relatively stable, consciously learned templates, to complex, particulate patterns that 
reflect unconscious choices. These differing demands draw on cognitive resources in varying 
ways, and reflect the increasing/decreasing complexity of different writing tasks as trade-offs are 
made between memory constraints, writing activities, and writer goals. These trade-offs are 
outlined in a sophisticated account by Coirier et al. (1999), who examine the processes writers go 
through when constructing an effective Discussion. They postulate eight social/discursive 
elements are key to creating an effective Discussion, and that the interaction amongst these 
elements leads to a complex, hierarchical web of interconnected warrants, points of view, and 
subject-matter inclusion. They convincingly argue that in attempting to realize this reconciliation 
of values, voices, and knowledge, the writer is torn between a dynamic, multi-dimensional 
thought pattern, and the linear, sequential nature of writing. This view also highlights the 
importance of working memory, because as writers are challenged to hold and manipulate these 
complex thought patterns in memory, the ability to keep emerging text sequentially organised 
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relies heavily on advanced linguistic skills21. Some of these differences in realizational patterns 
will be explored in upcoming chapters, where we will look at how the non-sequential thought 
patterns of the two writers involved in this study are instantiated in unfolding text. 
Finally, many studies into academic writing (cf. Chapter 3) predominantly focus on published 
research articles or textbooks, where the examined texts are designed to instruct, explain, or 
persuade (e.g. Biber, 2006; Chang & Schleppegrell, 2011). These are, of course, different social 
purposes from those of a student essay. Firstly, this appears problematic when we consider that 
student work is aimed at demonstrating the acquisition of acquired knowledge and its critical 
evaluation (Gardner & Nesi, 2013)22. Secondly, this focus on easily accessible texts (thesis and 
publications being in the public domain) neglects the fact that students are asked to emulate 
occluded or pedagogical genres; i.e. genres that 'are written to be assessed and discarded; 
published examples are rare' (Nesi & Gardner, 2012, p.257). Fundamentally, exemplars of essays 
are not readily available in the same manner as published works and, consequently, students are 
left to fashion their texts after less than ideal models. Thirdly, published texts, and even 
thesis/dissertations, are highly edited and often go through a rigorous process of peer review, 
making them somewhat antipodal to the products of individual students. And, although recent 
research has started to examine undergraduate and postgraduate coursework in isolation, these 
studies are either based on small corpuses23, limited to specific disciplinary fields (Chang & 
Schleppegrell, 2011; Loudermilk, 2007; North, 2005a; Swain, 2007; Woodward-Kron, 2002), or 
focus on thesis or dissertations (Hood, 2004; Lee & Chen, 2009). This thesis takes a different view 
as it explores how two student writers (re)negotiate their own ideas of what constitutes an essay 
in light of what they deem acceptable, particularly with respect to the unfolding language 
features of their own texts. 
4.6 Summary 
This chapter introduced the research surrounding the production/reception of written texts in 
socio-cultural/purposive terms. Subsequently, it used the notion of genre as a backdrop to 
illustrate how academic texts are immersed in social and cultural networks of recursive activities, 
text-types, and discourse communities.  
Section 4.1 introduced the various ways in which genre is seen (and researched) in four of the 
most popular research/teaching paradigms. It was argued that regardless of which view of genre 
                                                          
21 This complex patterning, for example, is reflected in Biber's multidimensional analysis of the BAWE (§3.2). 
22 I.e. studies of academic writing/genres are often based on texts that undergraduates rarely produce. 
23 No doubt due to the painstaking process of manually coding data at the micro-level combined with the 
inherent variability of developing writers (a clear exception being Hinkel (2002)). 
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one assumes, the underlying premise remains the same: genre as a mediating concept that lies 
between culture/society and the reception/production of text, and it is this mediating function 
that assists us in making sense of 'stabilized-for-now' activities and events. 
Section 4.2 outlined how genre can be operationalized (implicitly and explicitly) in terms of three 
key concepts: heteroglossia, dialogism, and intertextuality. These three theoretical concerns 
were also introduced in Chapter 3 in relation to 'voice' in academic writing. However, in this 
section we also saw how can be applied to another holistic phenomena, that of genre. We also 
saw how genre expertise can be modularised into overlapping knowledge 'types': rhetorical, 
formal, subject-matter, and process knowledge, which combine and interact in complex ways. 
Section 4.3 gave a very brief overview of how genre expertise is thought to develop/emerge. It 
considered how the main contributing factors to increasing genre expertise were exposure, 
practice, implicit/explicit interactions and feedback from other individuals/texts. However, it was 
also noted that these factors can be affected by individual preference, styles, and identities, as 
well as the writer's ability to construct a 'virtual reader'—the ability to distance oneself from one's 
text and see it through the eyes of an intended recipient. 
Section 4.4 showed how research has revealed the extent of predictability and stability in 
academic texts, and that it is this predictability/stability which makes genre theory so attractive 
to researchers/educators. However, this section also showed that whilst the Essay is by far the 
most prevalent of genres that undergraduates are expected to produce, its distribution, and that 
of other genres, is highly unstable across disciplines and study levels. This finding brings into 
question the usefulness of 'general academic writing' courses by highlighting how specific 
disciplines/levels call for highly specialized and diversified writing. 
In section 4.5 we saw how the Essay performed many functions for students, departments, 
researchers, critical theorists, teachers, institutions, and society in general. Furthermore, it was 
argued that because the Essay has no concrete, substantive identity, it is often steeped in 
mystery, differing expectations, is highly complex, fluid, and cognitively demanding. Yet despite 
this hidden complexity, much research/pedagogy projects the Essay as something stable and 
attainable on the basis of research into published 'model' texts, which actually bear little 
resemblance to those of actual students' texts. 
The next chapter takes what has been presented so far (Chapters 1-4) and moves us into the 
realm of research design. In other words, the next chapter presents the methodology and 
framework that informs the upcoming analysis, discussions, and conclusions that follow.  
72 
 
Chapter 5 Methodology 
Introduction 
This chapter introduces the methodology and theoretical framework that informs the analysis 
and discussion chapters that follow it. Given the multifaceted nature of the area under study (as 
evidenced in the previous chapters), it was advantageous to adopt a multi-layered approach to 
data collection and analysis. Consequently, whilst I acknowledge that no one piece of research is 
able to cover every ‘angle’ of a phenomenon, this chapter outlines a mixed methods approach 
that balances depth and breadth of coverage, and (where possible) aligns itself with Tracy's (2013, 
p.230) eight 'big tent' criteria of excellence in qualitative research. These eight criteria stipulate 
that qualitative research should have resonance, cover a worthy topic, make a significant 
contribution, and be rigorously rich, sincere, credible, ethical, and meaningfully coherent. As well 
as these eight guiding tenets, this chapter also takes into account the following concerns and 
constraints in order to increase the study's overall validity:  
1. The research ‘problem’ (Chapter 1), which was outlined as a set of three research questions:  
1. a. What practices do students use when digitally composing text? 
b. When and where during the writing process are these practices employed?  
c. Which practices (if any) are relatively stable, and which appear to change over time?   
d. Do 'good' writers converge on similar practices?   
2. a. What are the key linguistic features of 2nd year undergraduate essays? 
b. Are these features comparable between/within different writers? 
c. Are these features comparable to those of more experienced writers?  
3. Is there a relationship between how a person writes and the perceived quality of their 
text(s)? I.e. does the process affect the product? 
2. The epistemological context of this thesis, which draws heavily on an interpretive (social 
constructionist) paradigm (Systemic Functional Linguistics). Here, the main purpose is to 
describe, interpret, and understand practices that are context-bound yet cross multiple 
realities (Tracy, 2013, pp.40-41). Consequently, a number of assumptions/beliefs are held by 
myself, which are made visible where possible in both this chapter and subsequent ones. 
3. The scope of the project, which was primarily restricted by the amount of data that could 
be analysed, and the amount of appropriate data that the researcher had access to (cf. §5.2.3 
below) Moreover, the automatic analysis of linguistic features via keystroke logging is 
restricted to parts of speech, and as such the coding of revisions in functional terms relies on 
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a significant amount of manual intervention1. 
Decisions surrounding these concerns, and their alignment with Tracy's eight criteria, are realized 
here in the form of this ‘methodology’ chapter, which, for maximum transparency, I introduce 
graphically in the form of an idealised flow chart (figure 5.1). This flow chart reflects the chapter's 
organization in terms of its central mechanisms (section headings), analytical steps (subheadings), 
and the interactions between them and other concerns.  
 
Figure 5.1: Interactions amongst the sections/concerns of this chapter 
In figure 5.1, the 'Research Problem' is the overarching concern, and thus encapsulates all other 
decisions/concerns. Within this 'Research Problem' are the eight sections that make up this 
chapter. Connecting these sections (or boxes) in the above chart are flow lines/arrows. These 
flow lines denote how each section is connected to, and thus informs/refines other sections. To 
the centre and left of the diagram we have sections that are typically found in most research 
studies (design, data collection, etc.). On the right we have ethical considerations and the 
researcher's bias and assumptions. These two sections are key concerns when it comes to the 
interpretation and presentation of data, and thus they are presented here as an interface (or 
segue) to the upcoming discussion and conclusion chapters (the two document boxes in the 
                                                          
1 For example, isolating, coding, and analysing one dataset took this researcher, on average, 120 hours of 
work. Consequently, the decision was made to sample three datasets from one writer, and one dataset 
from another writer. This enabled both within and across participant observations to be made. 
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bottom right hand corner). Each of these sections (or boxes) will be explicated in the following 
sections, beginning with §5.1: Ethical considerations.  
5.1 Ethical considerations 
5.1.1 Procedural ethics 
Before participants were approached to take part in the project, the proposed design was granted 
ethical approval by the researcher's university's ethics board. After suitable participants were 
recruited (cf. § 5.3 for sampling procedure) they were given an information sheet (Appendix 1: 
Participant information sheet) and completed a consent form and statement of intent (Appendix 
2: Participant consent form) before any data collection commenced. This form acknowledged that 
they understood the purpose of the study, their role in it, and that data was to be stored 
anonymously and confidentially (in electronic form) for up to 10 yrs. Furthermore, it also 
stipulated that data was to be made freely available for research only (as per ESRC mandates2). 
Participants were also informed that they could at any time access, discuss, or delete their data 
before it was transferred to me.  
5.1.2 Situational ethics 
Because of the nature of KSL, there were certain risks that needed to be assessed and overcome. 
These primarily related to the collection of sensitive information (passwords and login details) 
and privacy issues (monitoring personal emails, chats, etc.). Therefore, before collecting data, I 
made a list of ethical problems and pragmatic issues that could arise (Appendix 3: Assessment of 
ethical concerns). After discussing these issues with departmental colleagues, it was decided that 
the nature of the initial data collection method 3  could lead to sensitive information being 
collected (e.g. bank login details). Furthermore, there was also the potential that the software 
could be misused (e.g. participants could potentially lend their computer to others and covertly 
record internet activity). Therefore, I contacted the Inputlog research team at the University of 
Antwerp, and asked if they could modify the program so that it only recorded keystrokes within 
MS Word. They agreed to this proposal, and the subsequent modification was undertaken by a 
programmer on their research team4.  
                                                          
2 See: www.esrc.ac.uk/_images/Research_Data_Policy_2010_tcm8-4595.pdf. 
3 I.e. using the original version of Inputlog that is freely available to researchers. 
4 This work was funded through an ESRC Research Support Training Grant (RTSG no.#).   
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5.1.3 Relational ethics 
In recompense, I provided participants with a debriefing form at each data collection point 
(Appendix 4: Participant debriefing form). This form provided an opportunity for them to reflect 
on their involvement, ask further questions, and/or seek additional information. This also 
provided me with an opportunity to share my research with them in a strategic and open way. At 
the end of the study I also provided each participant with informal feedback via a face-to-face 
meeting on how they could improve their writing. 
5.2 Research design 
The research design draws on a mixed-methods approach that was chosen for pragmatic rather 
than paradigmatic reasons: I.e. commensurable methods/approaches are brought together in 
light of a 'research problem’, rather than as a stance toward a particular epistemological debate 
(cf. Teddlie & Tashakkori, 2012). Drawing on keystroke logging software called Inputlog (Leijten 
& Van Waes, 2013) and a socio-semiotic theory of language (Systemic Functional Linguistics), the 
design aims to explore and understand how two successful 2nd year undergraduates compose 
academic texts via digital means. To accomplish this, the design moves from discovery (data 
recording and coding (discovery) to quantification (corpus analysis (quantification) to explication 
(discourse analysis (explication) and, finally, to discussion (revelation). This sequential application 
of methods is known to work well for highly conventionalized texts such as the undergraduate 
essay (Nesi & Gardner, 2012).  
5.2.1 The role of Keystroke logging 
In terms of revision mechanics, the study draws on Keystroke logging (KSL) software called 
'Inputlog'5. Inputlog is computer software designed to run on Windows (Leijten & Van Waes, 
2013); it records inputs made by a user (e.g., key presses), and logs these inputs against a time 
stamp. This study uses Inputlog to examine the frequencies of revisions, their position within the 
text, the writers' movements between points of interest (focus events), and the language features 
they attend to when they compose text and draw on digital sources. By using such software, data 
collection can be unobtrusive, non-reactive6, and detailed. Such a data collection method, then, 
can improve ecological validity because we can collect data on a subject's habits in a naturalised 
setting, such as at their home, in a library, or wherever they would normally work on a computer. 
                                                          
5 Inputlog is freely available to researchers via: http://www.Inputlog.net/ 
6 There is no need for an observer to be present. 
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However, because this data primarily reflects externalised processes there are no recourse to the 
thoughts of the writer, before, during, or after text production. Consequently, it is popular to use 
additional data collection methods in combination with KSL, such as think aloud protocols, eye 
and pen tracking, video observations, post-task interviews, etc. (cf. Torrance et al., 2012, for a 
collection of studies). However, it was thought that any additional layering of data may have 
distracted from the main aim of providing a linguistic-based analysis of revision activity. 
Furthermore, as outlined in §2.4,  research seeking to analyse unfolding written text in any terms 
other than syntax or morphology lacks a firm theoretical framework upon which analysis can 
draw. Consequently, the decision to not include any additional data collection methods was also 
a pragmatic one that aimed to narrow the focus of any design. However, as with any data 
collection method, there are limitations to using KSL. Yet, rather than discuss these here, I have 
chosen to include them under the overall study's limitations in Chapter 9, §9.3. 
Furthermore, while a number of KSL programs are available (cf. Van Waes, Leijten, Wengelin, & 
Lindgren, 2012), I chose Inputlog because: (1) It logs processes within MS Windows (including 
applications accessed); (2) it functions with MS Word (the most popular word processor); (3) it is 
being continually developed and is increasingly; (4) its detailed level of recording means that a 
number of perspectives can be explored (cf. Leijten & Van Waes, 2013); and (5) Inputlog can 
generate analysis files that can help 'reconstruct' the process aspect of written text; i.e. it can 
help to transform a 'synoptic text' to a 'dynamic text', as outlined in §5.7.2. 
5.2.2 The role of linguistic theory 
In terms of text analysis, this study draws on Systemic Functional Linguistics (or SFL). Although I 
could have chosen any number of analytical frameworks—as do others when examining academic 
writing (e.g. Ken Hyland, Douglas Biber, etc.)—SFL offers, as will be shown, a more robust and 
adaptable framework within which to draw connections between products and processes, and is 
thus more commensurable with my research aims. More specifically, SFL privileges the 
relationship between language form and (con)textual meaning, encompasses explicit analytical 
constructs that allow this relationship to be projected on to developmental sequences at all levels 
of structure; it is also a (strong) theory about language as social process and a detailed descriptive 
framework that allows the systematic and detailed recording of language patterns, such as those 
outlined on Chapter 3 and 4.  
SFL is a social-constructivist view of language that sees grammar as semogenic: 'a system that 
creates meaning' (Halliday, 2009, p.60). Its overarching principle is the concept of meaning 
potential, where language is a meaning-making resource rather than a set of rules. This meaning-
making potential is said to stem from (or be reflected in) five hierarchies and four 
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complementarities, along which researchers/theorists may align themselves depending upon 
their particular concern(s) or focus. These hierarchies and complementarities are described in 
numerous publications (Halliday & Matthiessen, 2013; Halliday & Webster, 2014), yet  they all 
draw on the five key tenets that underlie SFL's views on language. Therefore, rather than replicate 
these discussions here, we will instead focus on these five key tenets, beginning with the 
metafunctional organization of language.   
5.2.2.1 Metafunctions 
SFL sees language as a semiotic system that is organized metafunctionally. This belief is based on 
the idea that language has evolved four simultaneous functions with which to: (1) Construe 
experience or our naturalized reality (language as representation), (2) construe logical relations 
between entities, figures, or meanings (language as iteration), and (3) enact personal and social 
relationships (language as exchange). These functions are called the experiential, logical, and 
interpersonal, respectively. Language, however, has also evolved a fourth function. The purpose 
of this metafunction is to map the experiential (language as reflection), logical (language as 
iteration), and interpersonal (language as action) functions on to one another and on to the 
context in which language is being used. This fourth function is called the textual metafunction. 
In very basic terms, the textual metafunction has evolved 'in response to the needs of dialogue 
and narrative' (Halliday, 1975, p.58), such that '[t]he speaker can put any spin (interpersonal) on 
any topic (experiential) at any discursive moment (textual)—and keep the story going along 
indefinitely (logical)' (Halliday, 2009, p.72).  
5.2.2.2 Realization 
The 2nd tenet concerns text and social context, which are said to be dialogically tied via realization 
across abstract layers (or strata) of language. This two way dialogue both construes and activates 
the level above/below. Realization is thus a chain of redundancy, as information at lower levels is 
inherently present in upper levels, albeit at a more gestalt level of detail. SFL’s stratification of 
language builds on Hjelmslev's classic conception of realisation by incorporating additional strata 
to account for what is seen as 'natural' (non-conventional) and 'arbitrary' (conventional) 
relationships within and between content and expression planes, as per figure 5.2: 
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Realization 
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Figure 5.2: SFL's stratification of language 
The 'highest' or most abstract layer is context. SFL models context as a connotative semiotic 
system, whilst language (the content plane) is denotative—it is expressive of context. The strata 
referred to as 'register' is often defined as the manifestation of skewed probabilities in the 
content plane that arise in given contexts (cf. Chapter 3 for more detail), whereas the content 
plane is said to consist of layers of wordings (lexicogrammar) and discourse (semantics). It is in 
the content plane, then, that written language is realized both grammatically and semantically, 
and it is within this plane that the analysis in the following chapters focuses on. More specifically, 
the majority of the analysis is situated at the lexicogrammatical layer. 
5.2.2.3 Rank scale 
The 3rd tenet concerns constituency (or the unit of analysis). Constituency is associated to the 
2nd tenet (realization) via a rank scale. This relationship is portrayed in table 5.1: 
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 2nd tenet: Stratification 
(layer) 
3rd tenet: Rank scale 
(constituency) 
Co
nte
nt 
Semantics text 
Lexicogrammar 
     (grammar & lexis) 
clause 
phrase / group 
word 
morpheme 
Ex
pr
es
sio
n 
(1) Phonology  
tone group 
foot 
syllable 
phoneme 
phone 
(2) Graphology  
Sentence 
sub-sentence 
word (written) 
letter 
Table 5.1. Constituency (or rank scale of analysis) 
In table 5.1 we have the content and expression planes of language in the left column (the smaller 
two circles7 from figure 5.2). The (1) and (2) next to phonology and graphology denote the two 
main physical manifestations of language that are typically examined in SFL research8. The right 
column lists the corresponding unit of analysis (or rank scale) by which either content (meaning) 
or expression (phonology/graphology) can be construed/activated. In this thesis we are 
concerned with meaning (or language functions), and therefore, we will be looking at rank level 
units within the content plane, rather than concerning ourselves with graphological realizations 
(e.g. sentences), which is the focus of much writing process research. 
The most extensive unit of meaning is situated at the upper edge of the semantic stratum, and is 
called the 'text'. The most extensive unit of wording is situated at the upper edge of the 
lexicogrammatical stratum, and is called the clause (Halliday & Matthiessen, 2013, p.660). Texts 
(situated at the semantic stratum) are seen as meaning-making potentials, activated by cognition 
and context, which construes/activates the socio-semiotic environment (context) for those 
involved. A text can be made up of any number of units below it. For example, a single word such 
as 'hello' construes a 'text'—it has meaning-making potential for those involved in a given context. 
In this thesis, we are primarily concerned with lexicogrammar, and as such the units of analysis 
are situated alongside it in table 5.1: clause-complex~clause~group/phrase~word~ morpheme. 
  
                                                          
7 The realisation circles reduce in size so as to reflect the fact that the unit of analysis reduces in size; i.e. 
higher level patterns are constitutive of lower level patterns. 
8 There are other means of expressing language, such as sign language, for example, but here focus on the 
two main forms analysed in SFL research. 
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register 
Realization 
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Language external: 
contextual strata 
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Textual 
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tenor 
field 
Ideational 
metafunction 
Interpersonal 
metafunction 
Realization 
(activation) 
Language internal: content & expression 
strata 
Genre & 
Register 
Discourse 
semantics 
Lexico-
grammar 
Phonology/ 
Graphology 
5.2.2.4 Agnation 
The 4th tenet of SFL is metafunctional agnation, which means that language patterns (or meanings) 
inherent in one layer of language rebound in the other layers of language. However to account 
for what is seen as a natural relation between the organization of language and the organization 
of social context, SFL uses the concept of 'register' as a mediating function between the socio-
semiotic environment and the individual. We have already discussed the concept of registerial 
variation in Chapters 3 and 4. In terms of agnation, though, SFL uses register to model the socio-
semiotic environment through agnate patterns of three social (register) variables: field, tenor and 
mode, each of which are closely associated with one of the three metafunctional strands of 
language (Halliday, 1978). In this thesis, however, I also draw on the 'Sydney school' view of 
context9, which integrates more fully with the phenomenon under study (Martin & Rose, 2007, 
2008). This view draws heavily on Martin's work (1992) in that it stratifies context into genre and 
register (cf. Chapter 4). Figure 5.3 is a reproduction of figure 5.2 (above) that incorporates this 
additional 'layer' of 'genre' and the three register variables and their corresponding 
metafunctional agnation: 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3: Social context and meaning realized through metafunctional strata 
                                                          
9 I refer the reader to more detailed examinations of the concept of 'register' in other works (Hasan, 1995).  
 
81 
 
If we take the variable field10 as an example, this is portrayed in figure 5.3 as primarily being 
associated with, or representative of, the ideational metafunction. I.e. field primarily concerns 
the construal of experience (naturalized reality or 'clause as representation'). The register variable 
tenor, meanwhile, is portrayed as being agnate with the interpersonal metafunction—it mainly 
concerns the relationship between a text’s producer and its recipient (social reality or 'clause as 
exchange'). Finally, mode is said to be agnate with the textual metafunction—the symbolic 
configuration of rhetorical structures (semiotic reality or 'clause as message'). These relationships 
are summarised in table 5.211: 
Register Variable Metafunction 'Construal of reality' 
Tenor Interpersonal social 
Mode Textual semiotic 
Field Ideational (logical, experiential) events 
Table 5.2: Metafunctional agnation (Martin, 1992) 
5.2.2.5 Paradigmatic choice 
The 5th tenet relates most closely to language as a resource for meaning-making, comprising a set 
of potentials to mean. These sets of potentials, or options, make up systems, and it is within these 
systems that we find the potential for systemic choice. The 5th tenet, then, is SFL’s organizing 
concept of paradigmatic choice, which is represented as a set of lexicogrammatical or semantic 
systems. As Halliday (2009) notes: 
'A system, then, is a set of features which stand in contrast with each other in a 
specified environment—of which one will be chosen whenever the environmental 
conditions obtain.' (p.65) 
An example of a basic system given by Halliday (2009) is POLARITY, which consists of two features 
in an either/or relationship of 'positive' or 'negative'. Figure 5.4 depicts POLARITY in diagrammatic 
form; it also shows two further properties: (1) each feature's realization (indicated by the 
downward facing arrow), and (2) their relative probabilities, which are predicted within SFL to be 
either equal or skewed (in this instance polarity in English is a skewed system, biased toward 
                                                          
10  In discourse semantics, field is interpreted as 'a set of activity sequences oriented to some global 
institutional purpose, alongside the taxonomies of participants involved in these sequences (organised by 
both classification and composition)' (Martin, 2013, p.24). 
11 This view is somewhat more simplified than that of other genre theorists (e.g. Bazerman). For e.g., Martin 
states that through genre, 'the principles for relating social processes to each other have to do with 
texture—the ways in which field, mode and tenor variables are phased together in text' (1997, p.12).  
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positive, as indicated by the 0.9: 
Figure 5.4: The system of POLARITY (from Halliday, 2009, p.65) 
In the system of POLARITY, the entry condition is "major clause". The arrowhead next to this entry 
condition indicates movement from left to right into the system of POLARITY (denoted by the 
label 'POLARITY' above the line). This movement from left to right symbolizes the process aspect 
of systems. If the entry condition is met (i.e. if the clause is "major") 'then select either positive 
or negative (stated procedurally), or every major clause is either positive or negative (stated 
descriptively)' (Halliday, 2009, p.65). This principle of paradigmatic choice means the analyst 
describes the system and not the realization (syntagmatic choice):  
'[w]e do not describe “negative”, or “negation” [...] we describe POLARITY. We do not 
describe “passive”; we describe VOICE. We do not describe the “definite article”; we 
describe the system of NOMINAL DEIXIS [i.e. DETERMINATION]. And so on.' (Halliday, 
2009, p.66). 
In other words, in examining writing as it unfolds we are looking not at the sequence of words 
being produced, but at the possible12 language choices (or systems) that the writer is making, and 
how they contribute meaning to the unfolding text.  
Although, this introduction to SFL has been necessarily brief, there are additional elements that 
will be introduced as the need arises. To summarise what we have covered so far, though, we can 
say that SFL sees text as 'organised internally as patterns of logical, experiential, interpersonal 
and textual meaning' (Halliday & Matthiessen, 2013, p.43), where a 'person's personalised 
meaning potential is thus the aggregate of those registerial meaning potentials that he or she has 
mastered' (Matthiessen, 2009, p.219). Here, the ability of language to simultaneously map 
different meanings onto the same structure is explained in reference to a dimensionally based 
view of the architecture of language, where abstract hierarchies (or strata in SFL terms) are 
organized according to the principle of realization (construal vs. activation): From above 
(movement down through the strata), realization is said to 'activate' the level below, thus 
semantics activates (is realized by) lexicogrammar. From below (movement up through the 
strata), realization is said to 'construe' the level above, thus lexicogrammar construes semantics. 
This dialogic, two-way realizational relationship is the foundation by which language is both social 
                                                          
12 These language choices are, of course, somewhat constrained by the sequence of words that surrounds 
them, otherwise there is the potential for a string of nonsensical language to be produced.  
83 
 
semiotic (downwards activation) and socially dependent (upwards construal).  
5.3 Sampling selection 
5.3.1 Participants 
Participants were two 2nd year, female undergraduates aged 19 years old. They were recruited 
via word of mouth, targeted emails, advertisements on campus, classroom visits, etc. In an 
attempt to control for genre and subject-matter knowledge, I screened participants for a 'high' 
achievement level (avg. grade of +65% in previous essays), and sampled only undergraduate 
'Essays' in the field of linguistics. Participants were also screened for language impairment(s) (e.g. 
dyslexia) and the use of a computer that ran Windows. Several other participants took part in the 
data collection part of the research, but their datasets were either incomplete (i.e. they had 
missing writing sessions--IDFX files), or they did not receive a final grade of over 65% for their 
essay. Consequently, this study only examines the data from the two writers who provided a full 
record of their activity, and met the above requirements. 
I limited my examination to two UK undergraduates for three reasons: (i) Using students from 
one country (and the same L1) should reduce variability, especially when both students come 
from state run education systems; (ii) UK undergraduates are the largest demographic of students 
in UK universities; (iii) Being a recent undergraduate, this gave me access to, and insider 
knowledge of, the context surrounding the research; and (iv) choosing to examine two writers 
rather than one, opened up the possibility that different writing 'signatures' (cf. §2.3) and writers' 
practices could be studied. 
5.3.2 Raw Data 
To provide a credible and significant contribution, it was important to use naturally occurring, 
learner output as primary data13. Thus, being able to use undergraduates' actual essays (and what 
they did while composing them) was of utmost importance. Although students produce many 
texts at university, only one genre-family was selected for analysis (the Essay). This was based on 
the Essay being both a high-stakes genre and the most frequently produced text-type across 
study-levels and disciplines (cf. §4.3). Ultimately the choice to focus on one distinctive, frequent, 
and highly valued piece of writing was a form of purposive (or criterion based) sampling14. 
                                                          
13 I see learner output as the best measure of language development/ability. 
14 Purposive sampling is non-random, small, and provides theoretically grounded ‘rich’ data. 
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Two types of data were collected and organized according to participant and chronology: 
5.3.2.1 Product data (type 1): Finished texts and grades 
This data represented the students' final draft(s) of each essay—i.e. the actual essay(s) that they 
handed in for assessment—and took the form of MS Word Document files. Four essays were 
deemed suitable for analysis as they received grades over 70%15, and their accompanying KSL 
files were the most complete and appropriate16. This approach aimed to (1) combat problems 
related to assessing text quality (de Larios, Murphy, & Marin, 2002; Schoonen, 2005; Van Weijen, 
2009, p.109), because the subjects' actual grades were used as a measure of writer ability (it was 
also thought that higher-rated essays would encompass the expected linguistic features, as per 
Gardner and Nesi’s assumptions (2013)), and (2) address the ethical issues surrounding 
inappropriate data collection (cf. §5.8).  
All four essays were approximately 1600 words (not including references). Three were collected 
from one participant (JD), and one essay from another participant (BB). To maintain anonymity 
and as a means to match the essays with their corresponding Inputlog datasets, these were 
labelled as 'JD1: Essay', 'JD2: Essay', 'JD3: Essay', and 'BB: Essay' (cf. Appendix 5: Finished essays).  
5.3.2.2 Process data (type 2): Writing episodes 
This data represented each student's interactions with their computer as they composed their 
essays, and consisted of Inputlog recordings containing detailed timestamp information about 
keystrokes and mouse movements made within MS Word, and focus events (programs used, 
websites visited, etc.). These recordings took the form of 28 .idfx files, or 56 hours 18 minutes of 
computer based activity, of which 11 hours 40 minutes was spent within MS Word. These .idfx 
files were anonymised as per the product data (above) and used to generate other file types (.xml, 
.txt files, etc.) using Inputlog's various analyses functions17. For example, via its ‘source analysis’ 
function, Inputlog provides data on users’ application habits (or ‘focus events’), such as the time, 
frequency, and duration spent in a program/webpage. This makes it possible to chart what 
programs/sources writers use, seek out, consult, and how long/often they do so.  
5.3.2.3 Matching up data types 
Inputlog recorded the composition of each essay in individual folders, and labelled the resultant 
IDFX files chronologically; for example, the very first writing session by JD was labelled 'JD_1'. 
However, in some instances the participant would start/stop the recording process without 
                                                          
15 Essays were independently rated according to Cardiff University's analytic scoring rubric. 
16 I.e. these sets of KSL files were mostly uncorrupted and contained no personal information . 
17 Screenshots can be seen in Appendix 6, whilst the full list of files used is contained on the appendix CD.  
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typing anything (probably due to an error in the program not opening their Word Document). In 
such instances, these datasets were empty and discarded. For full transparency, the corpus of 
raw data used and subsequently analysed (coded data) can be seen in Appendix 6: Sampling 
matrix of data. 
5.4 Research site 
In this study the research ‘site’ (contextual boundary) was both material and abstract.  
5.4.1 Material site 
The physical space surrounding text production comprised a large university in the UK. Both 
participants were enrolled fulltime on an English Language studies degree. The task environment 
varied: Sometimes the participants worked on their essays at the university (in the library or 
canteen), but mostly they worked at home, in isolation. Both participants used laptops with 15" 
screens, and both reported that they always worked on a desk/table rather than on their laps. 
Neither participant printed off copies of their work until the final draft (they both preferred to 
edit/write directly on the computer). Participants had at their disposal material artefacts such as 
digital and printed texts in the form of textbooks, articles, etc., which they used to augment the 
content of their essays in terms of quotes, ideas, opinions, etc.  
5.4.2 Semiotic site 
The abstract space surrounding writing is often overlooked in research. The largest (yet most 
implicit) space is that of language, which in this study is primarily engendered in a triadic exchange 
between the writer, their own text, and the content of other texts (most visible in reference lists 
and digital sources revealed via KSL data). The abstract space, then, is the meaning-making 
potential afforded by a complex interplay of topic knowledge, linguistic repertoires, 
heteroglossia, dialogism, and the logogenesis of text—any of which may be manifested physically 
(printed text) or virtually (digital world). 
Symbolic artefacts (abstract mediating tools) may or may not be immediately recognizable as 
mediating the writer's thoughts and actions, yet they still provide a functional contribution to the 
writing process. These include the myriad of semiotic signs present in model texts (generic 
layouts18, technical lexis, etc.), and the re-contextualisation of knowledge through the unfolding 
                                                          
18 For e.g., BB'spossessed knowledge of the layout of an Exposition as evidenced by her use of section 
headings before she had even begun adding content.  
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of the students' own text (Galbraith, 2009).  
5.5 Data collection 
5.5.1 Product data 
Completed essays and their grades were stored in a password protected folder on a dedicated 
file storage server on the internet. The files were also backed up on a secure memory stick.  
5.5.2 Process data 
During an initial meeting with each participant, the functionality of Inputlog was explained and 
participants were told that it would record their computer-based activities when, and only when, 
they set it to record. And only then would it record what they typed within MS Word and the time 
spent in various windows (aka focus events). I gave each participant an information sheet 
(Appendix 1), and written instructions on how to use Inputlog (Appendix 7). Once they had read 
and understood the information and instruction sheets 19, I installed a modified version20  of 
Inputlog on their computers. This enabled me to collect data without having to be present, and 
allowed the participants to work on their essays whenever and wherever they pleased. 
Participants were instructed to start Inputlog before opening their essays. Once Inputlog started 
they selected the 'record previous file' option and clicked 'Record'; this procedure opened their 
document (Wordlog.docx) from within Inputlog. At the end of each recording session they saved 
this document and selected 'Stop Recording' on Inputlog's user interface. This action generated 
an IDFX file for that particular writing session, which was stored in a folder created by Inputlog on 
the participants' computers. Upon each essay's completion, these folders were transferred to me 
via a USB memory stick during a face-to-face meeting with each participant.  
5.6 Validity and reliability  
Validity and reliability go hand-in-hand with credibility, and all three depend on the likelihood, 
trustworthiness, and verisimilitude of findings. Credibility comes through replicability, accuracy, 
and consistency. In qualitative studies, credibility can be enhanced through thick description, 
crystallization, multivocality, member reflections, and transparency (Tracy, 2013, p.235).  
                                                          
19 Participants were repeatedly afforded opportunities to ask questions. 
20 For ethical reasons (cf. §5.1) Inputlog was modified was altered so that it only recorded keystrokes within 
an MS Word document labelled 'Wordlog.docx'. 
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Thick description refers to my task, as a researcher, to provide a full enough account of 
participants' social actions (or behaviours), so that I may credibly assign rational purpose 
(motivation) and intentionality to these actions (Geertz, 1973). As Ponterotto (2006) puts it, thick 
description is the root of the tree, thick interpretation its trunk, and thick meaning its branches. 
It is my aim to successfully bring these three strands together to give you (the reader) a stronger 
sense of verisimilitude as you progress through this thesis, showing you the complex specificity 
and circumstances surrounding the data so that you may draw your own conclusions, which will 
hopefully align somewhat with mine.  
Crystallization is a metaphor for reticulation of data, and in the words of Richardson (2000)  
'combines symmetry and substance with an infinite variety of shapes, substances, 
transmutations, multidimensionalities, and angles of approach. [...] What we see 
depends upon our angle of repose.' (p.934) 
Accordingly, this study brings together a quartet of 'angles': Participant perspectives 
(multivocality via teacher, student, researcher standpoints21), research methods (quantitative, 
qualitative, ethnographic), data collection (a bricolage of process, product, and contextual 
information), and multi-perspective analyses (top-down and bottom-up). The purpose of 
crystallization, then, is not to corroborate or converge findings, but to shed light on different 
aspects of the same phenomena—a complementarity of angles oriented to discovery rather than 
predetermined outcomes.  
Member reflections include member checks, validations, and verifications. They bring insider 
perspectives to bear on a phenomena, and are thus a powerful methodological tool in 
interpretive research (Tracy, 2013, p.238). In this study I use member reflections to not only check 
the interpretation of data, but also to elaborate on previously overlooked themes. This was 
primarily achieved through informal meetings/emails with the participants. 
Transparency is marked by disclosure of the study’s challenges, unexpected twists and turns, and 
revelations of the ways research foci transformed over time. Transparency also means that credit 
is given in terms of acknowledgements to participants, funding sources, and supportive 
colleagues. Firstly, the research was part of an ESRC Doctoral Candidature program that provided 
full funding for this particular 'research problem'. Consequently, the focus of the thesis was 
somewhat rigidly set from the outset, and thus, whilst the design changed throughout the course 
of the research22, the initial set of research questions and main focal points did not. Secondly, my 
                                                          
21 These are assessed grades/feedback, participants' data, and my assumptions/views (cf. section 5.7). 
22 Primarily due to ethical reasons and the quantity of the data provided by Inputlog. 
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insider perspective23 meant easier entry into the field of study, increased understanding of the 
participants' task(s), and gave me a head start in understanding written Academic English, and 
how some writers compose on computers.  
5.7  Data analysis 
The data analysis was inductive, in that it looked for and described observable patterns, rather 
than testing hypotheses or drawing deductions. Furthermore, whilst my perspective was 
primarily emic, the analysis was decidedly ‘iterative’ (as opposed to ‘grounded’) in that it 
‘alternates between emic, or emergent, readings of the data and an etic use of existing models, 
explanations and theories’ (Tracy, 2013, p.184). This decision was based on the belief that 
researchers are neither fully insider (emic) nor outsider (etic), but are temporarily and 
precariously positioned, where space, time, and context all contribute to the fluidity of 
perspective (Eppley, 2006). 
5.7.1 Product analysis  
Text analysis moved from quantification to explication to revelation. In this view, text linguistics 
(bottom-up perspective) was used in tandem with discourse analysis (top-down perspective). This 
analytic approach was primarily informed by SFL, drawing on functional grammar (Halliday & 
Matthiessen, 2013), discourse semantics (Martin & Rose, 2007), and indirectly register and genre 
theory (Martin & Rose, 2008). As Halliday (2009) states: 
'[To] contextualize a problem — and ourselves in relation to it — [...] means taking 
up a descriptive stance — or rather, moving among a number of different stances, 
to achieve a “trinocular” perspective on various dimensions.' (p.79) 
Accordingly, the analysis maps metafunctions (ideational, interpersonal, and textual) across 
strata (graphology, lexicogrammar, and discourse semantics), with context modelled as the 
stratification of register and genre (as per Martin, 1992). As Tracy (2013) eloquently states: 
‘theories serve as sensitizing concepts that help direct attention to meaningful data 
[…] they provide guidance and potential organizational frameworks.’ (p.50)  
Consequently, the linguistic analysis aimed to reveal the transformations that text, and the 
language contained within them, went through as these two students integrated new levels and 
forms of understanding concerning the texts they produce and consume.  
                                                          
23 Having recently completed a similar degree at a university close by, and as a current PG student in the 
same department as both participants, I clearly had insider knowledge that other researchers may not have. 
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The first step in this process was to code the finished essays in terms of a thematic analysis, 
resulting in a set of 'synoptic texts' (Appendix 8).  
In line with most functionalists24, I examine Theme at the level of the T-unit: An 'independent 
conjoinable clause complex’ (Fries, 1995, p.49). This approach is founded on the notion that the 
progression of text stems from the ‘thematic structure of independent clauses’ (Halliday, 1994, 
p.61). Accordingly, paratactic clauses are analysed separately for Theme, while hypotactic clauses 
are analysed for one Theme only25: Clause-complexes were delimited as follows: 
1. Each text was divided into T-units (roman numerals denoted paratactic relations). 
2. The main verbal group (Process) was identified. 
3. The main Process and any associated Participant(s) were demarcated (the main process 
marked the beginning of the Rheme).  
4. Other elements were assigned component functions according to the view below.  
To be clear from the outset, this thesis does not adopt the view of Theme espoused in IFG4 
(2013). Instead, it agrees with a number of scholars (e.g. Berry, 1995; Enkvist, 1987; Fawcett, 
2003) in that it includes everything up to, and including, the Subject as part of THEME (as per 
Halliday's (1967, p.219) initial position). The rationale behind this decision is based on the belief 
that when examining aspects of theme in complex written texts (i.e. academic essays), thematic 
choices are best seen as realizing two threads of meaning: Subject theme positions a text in 
relation to its participants (typically functioning to help maintain a topic), whilst other themes 
function as ‘circumstantial frameworks’ (Downing, 1991) or ‘Contextual Frames’ (Davies, 1997), 
positioning a text's purpose in relation to context and co-text. Moreover, a maximal approach to 
theme makes results cross-comparable, as minimal Theme (i.e. Halliday's current view) can be 
drawn out if need be.  
Secondly, I have chosen to include a Rheme/N-Rheme divide based on the assumptions of Fries 
(2002, p.125) that: (1) efficiently written text should be sequenced to take into account the same 
cognitive resources as speech, and (2) the best place to highlight information—typically that 
which we present as 'New' in speech—is at the end of a clause, because the last major 'item' we 
read tends to be the most salient piece of information we carry with us (often referred to as the 
'end-weight' principle). Ultimately, this approach attempts to address the following concerns: (1) 
that 'the process lies inbetween the peaks of textual prominence' (Matthiessen, 1995a, p.516) 
and, as such, it is often overlooked when analysing THEME/RHEME choices; (2) thematic and 
                                                          
24 The notable exception being Matthiessen (1995a, 1995b).  
25 This approach also accounts for the placement of fronted dependent clauses as Theme.  
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information structures are inherently continuous, as illustrated in figure 5.5: 
Figure 5.5: Information flow in the English clause (Halliday, 1994, figure 9-6) 
And (3), mapping grammatical constituents onto functional elements (particularly ones that carry 
discourse semantic prominence) is intrinsically problematic (cf. Martin, 1995). 
In terms of THEME/RHEME choices, then, each T-unit was partitioned into four component parts, 
split between the point of departure and the development of the clause26. This arrangement is 
shown in figure 5.6, which displays 2 T-units, or 4 independent clauses: 
T-unit 
Point of departure: THEME  Development of clause: RHEME Theme selection 
Theme Subject Theme Rheme N-Rheme text Int. Prog M/U 
1   Research has looked at  
how it has an affect on our daily 
interactions  with family and 
friends. 
  HT  
2i Although  there  are many aspects of politeness, + - EC - 
2ii   I am  particularly  
interested in looking at face-
threatening acts - - - - 
2iii and how they are mitigated. + -  - 
Figure 5.6. Coding system for textual analysis 
The point of departure represents choices in THEME, which are realized in two functional 'slots': 
(i) Theme, which can be occupied by Interpersonal/textual/marked themes. Interpersonal themes 
included modal and mood marking elements, grammatical metaphors in the form of it-clauses 
followed by extraposed subjects (Martin, 1995, p.244; Thompson, 2004), and projecting clauses 
that conveyed an element of opinion, as per Davies (1997) and Martin and Rose (2007). Textual 
themes incorporated conjunctive, structural, or continuative elements. Marked themes were any 
ideational element that was not congruent with the grammatical Subject, including if clauses, 
circumstantial adjuncts, and fronted dependent clauses. And (ii) Subject Theme, which is occupied 
by the Participant tied to the main process27 (cf. Appendix 9 for the classification criteria of each 
                                                          
26 The systemic selection of experiential, interpersonal, textual, and/or marked theme within the Theme 
component is noted on the right-hand side of the table: Realizations were either present (+) or absent (-). 
Thematic progression (prog) was signified via block arrows, as per Berry (1995).  
27 Hence this element may be ellipsed in some instances. 
(Given  ) New 
Theme (Rheme) 
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type). The development of the clause represents choices in RHEME, which also has two functional 
'slots': (i) Rheme, which is where the verbal group denoting the main process is realized, and N-
Rheme, which are those elements that proceed the main verbal group, and are believed to be 
that which the writer portrays as most 'newsworthy' (Fries, 2002). The retrospective arrows 
accompanying RHEME indicate that informational prominence is continuous, not discrete; 
conversely, a prospective arrow accompanies THEME.  
5.7.2 Process analysis 
To prepare the raw data for analysis, the IDFX files were first filtered for unwanted noise. Activities 
were considered noise when they did not directly or indirectly relate to the main task of 
composing. For example, if a participant took a break to browse a social website, this was recoded 
as 'downtime', and was coded as such. Typos, spelling mistakes, and false starts were omitted 
from analysis; only amendments made at the morpheme level and above were included.  
I then used the synoptic texts generated from the product analysis (§5.7.1 above) as a starting 
point from which to isolate writing activity; i.e. to reveal the logogenesis of each text, I started 
with the synoptic texts and used KSL data to fill in the 'blanks'. Specifically, I used Inputlog's 
'Analyze' function to generate the following analysis files for each IDFX file: Linear analyses, 
Revision matrix, and S-notation (Kollberg, 1998). This resulted in XML based text files that gave 
detailed information on mouse movements and keys pressed (linear analysis) deletions and 
insertions made (revision matrix), and locations in the text where amendments were made (S-
notation). In combination with Inputlog's playback facility and the synoptic texts, these files 
allowed me to (re)construct a detailed picture of what each writer did as they composed their 
essay(s), filling in linguistic realizations that were absent from the synoptic texts. Screenshots of 
this montage of sources can be seen in Appendix 10.  
During my (re)construction of each text, I categorized revisions according to time (sequence), 
place (movement within the text), rank (constituent level realization), language function 
(experiential, logical, interpersonal, and/or textual), lexicogrammatical system (e.g. MOOD, 
CLASSIFICATION, etc.) and, where relevant, semantic type (i.e. expansion/projection, which will be 
explained as the need arises). 
5.7.2.1 Coding revisions for time and place 
Temporally, revisions were numbered chronologically: Revision 1 was the first revision a writer 
made, revision 2 the next, and so on. Movement away from the leading edge (cursor position) 
was signified by standard numbers within braces. For example, {23} signalled that the writer 
moved away from this position in the text and made revision number 23. The corresponding 
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revision (i.e. revision 23) was signified by a matching superscript number 23{revision}—the content 
of the revision being contained within braces. This allowed me to code revisions as follows: 
1. Forward progressions (FP): Revisions made within the functional component currently being 
realised. Revision 116 below exemplifies an FP as the revision remains within the N-Rheme: 
T-unit Theme Subject Theme Rheme N-Rheme 
54  She  also found a contrast 
116{in turn-taking}FP{116} in pupils 'talking 
out of turn' (2004:292). 
 
2. Commutative progressions (CP): Revisions made within the currently being realised clause but 
across component boundaries28. Revision 95 below exemplifies this as the revision crosses over 
from Rheme to Subject Theme:  
T-unit Theme Subject Theme Rheme N-Rheme 
8 By using social media,  
95{it  
    it 
uses |  
gives}CP  
a sense of relating to the whole the 
population.  
3. Forward revisions (INSA): Revisions made at some location in advance of the cursor’s (leading 
edge) last known position, but outside the currently being realised clause. Revision 227 below 
exemplifies this, as the cursor position prior to this was at T-unit 26. 
T-unit Theme Subject Theme Rheme N-Rheme 
38 Traditionally, the mother will care for and attend to 
her own child, establishing a close 
227{mother-child}INSA bond. 
 
4. Backward revisions (INSB): Revisions made at some location before the cursor’s last known 
position, but outside the currently being realized clause. I.e. these are the opposite of INSAs. 
A catch all category of insertions (INS) was also used for revisions that occurred when no data 
was available for the cursor’s last known position. This was primarily due to KSL data that was for 
some unknown reason corrupted in terms of positional data.  
The revision type was signified by subscript letters after the braces. For example, if the revision 
was a forward progression, FP would be placed in subscript after the revision: 23{revision}FP. The 
inclusion of revision information resulted in a set of 'dynamic texts' (cf. Appendix 11: Dynamic 
texts). Revision types will be further explained in the next chapter, alongside detailed examples. 
5.7.2.2 Coding revisions for language choices 
In order to increase the robustness of the coding scheme, I made use of the various 
lexicogrammatical systems expounded in IFG4. By cross referencing a revisions rank level 
realization and its function, I could pinpoint which lexicogrammatical system it involved29.   
                                                          
28 For example, movement from Theme to Rheme within the same T-unit was coded CP. 
29 Some revisions had more than one function as will be shown in the following chapters.  
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For example, consider revision 82 from BB's dataset: 
T-unit Content 
21iv and helped ensure the continued use of 
82{vernacular}FP {82} English 83{at times}FP {83} 
during times it was greatly threatened, such as during the Norman Conquest.  
Example 5.1: Revision 82 from BB 
In this example, revision 82 deletes the adjective 'vernacular'. In terms of rank, this revision 
directly affects the nominal group 'the continued use of vernacular English'. In functional terms, 
it is experiential because it orients to field (or the construal of reality)—it provided further 
information about what kind of English the writer was referring to, rather than a personal 
judgement on something. In terms of systemic choice, we can cross reference this revision's rank 
(nominal group) and function (experiential) and see that it concerns one of the systems located 
in the corresponding square, as shown in figure 5.7:   
Rank Class Logical Experiential Interpersonal Textual (cohesive) 
Clause  
 
     
group / 
phrase 
nominal  
THING TYPE, 
NUMERATION, 
CLASSIFICATION 
EPITHESIS & 
QUALIFICATION 
   
verbal     
adv.      
prep.      
word       
info. unit       
tone 
group     
  
  
complexes simplexes 
Figure 5.7: Function-rank matrix 
Upon closer examination, we see that this adjective was functioning as an Epithet30, modifying 
'English' and, thus, representing a choice in EPITHESIS. 
The revision number (sequence), location (T-unit and functional component), content, linguistic 
analysis (rank, function, systemic choice), and type were extracted from the dynamic texts and 
entered into a 'Revision analysis matrix' for each dataset. An example of how one revision would 
be isolated in this fashion is shown below: 
                                                          
30 'vernacular' being descriptive rather than categorizing, which would represent a choice in CLASSIFICATION. 
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Rev T-
unit  Content  Description Loc Type  Rank Function  System 
131 54 
As well as 
building on 
Goffman's 
work,  
Adds ‘As well as ...' = ~minor 
TRANSITIVITY: +[Circumstance ((non-
finite clause): extending: 
accompaniment: additive], and = 
~THEME SELECTION: +[marked 
Theme ((fronted dep. Clause)] 
T INSA 
Phrase Exp. (+) minor Trans. 
Clause Text. (+) Theme 
Example 5.2: Creating a revision analysis matrix (master spreadsheet) 
In the above example, revision 131 is extracted from JD1's dynamic text and entered into a 
'Revision analysis matrix': The 1st column of the matrix lists the revision number, the 2nd column 
lists the T-unit where the revision took place, the 3rd column contains the revision's content, the 
4th column the linguistic description (qualitative analysis), and so on. This matrix took the form of 
an excel spreadsheet, and was the basis from which revision data was quantified and further 
explored as part of an MS Excel Workbook entitled 'Revision Table (JD1)' for this particular dataset 
(cf. Appendix CD).  
Identically laid out Workbooks were created for each of the three remaining datasets and labelled 
'Revision Table (JD2)', 'Revision Table (JD3)', and 'Revision Table (BB)'. These Workbooks 
contained the analysis, findings, and graphs that informed the three discussion chapters that 
follow this chapter. For example, to explore metafunctional choice in revision activity, a 
spreadsheet called 'Metafunction matrix' was created in each Workbook. This spreadsheet 
isolated revision activity in terms of its functional contribution to each text (column 8 of the 
Revision analysis matrix above, labelled 'Function'), and looked at the overall number of functions 
added or removed (explored in §7.1), as well as the unfolding of functions (a running total, as 
explored in §8.1).   
5.8 Researcher bias and assumptions  
The desired perspective of the researcher is inductive and emic, in that I believe understandings 
should emerge from the field of study (Tracy, 2013, p.21). However, there are a number of 
personal factors that not only drove me to conduct this research, but also impacted on my 
understanding of undergraduate writing. These are as follows: 
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Firstly, being a recent undergraduate31, I had a number of preconceptions regarding academic 
writing. These included: 
1. Essay writing is solitary and altruistic—students do not typically share how or what they 
write. 
2. To get a good grade you must: 
i. Show evidence of targeted, wide, reading (primarily reflected in a references list).  
ii. Use clear signposting throughout, making your ideas visible and easy to follow. 
iii. Identify weakness in your work and justify why they were not addressed. 
Secondly, because linguistics was not my first degree32, I am acutely aware of the differing 
expectations (most of them implicit) across disciplinary fields, leading to the following 
assumptions: 
1. Academic writing primarily develops through a pedagogy of osmosis. 
2. This osmosis is primarily engendered through textual borrowing, discourse synthesis, and 
exposure to 'model' texts. 
3. Practice makes perfect—the more you write disciplinary texts, the better you get at it. 
Summary 
This methodology chapter outlined how this thesis examined an underlying 'Research Problem' 
(cf. Chapter 1). It did so using Tracy's (2013) eight 'big tent' criteria of excellence in qualitative 
research as guiding tenets, so as to increase the study's resonance, contribution, richness, 
transparency, credibility, as well as its procedural, situational, and relational ethics. Accordingly, 
the chapter introduced the underlying assumptions, decisions, and theoretical framework that 
informed the research design, sampling selection, and the collection, handling, and analysis of 
the data. The results of which are presented and discussed in the following three chapters.  
Chapter 6 moves us away from theory (Chapters 2-4) and design (this chapter), and begins our 
investigation of the 'Research Problem'. More specifically, it investigates the first set of RQs, 
which centre on the theme of 'how students write'. It is here that we begin the presentation and 
discussion of the data by contextualizing and quantifying it in terms of the mechanics of writing. 
I.e. we will examine these students' writing 'practices', the when and where of their revisions, and 
the types of revisions they used.  
 
 
                                                          
31 I graduated in 2012 with a degree in Language studies and TEFL. 
32 I spent 10 yrs. working as an engineer. 
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Chapter 6 How students write 
Introduction 
The broad theme underlying this chapter is 'how the two students in this study wrote their 
essays'. It is here that we will explore the first set of research questions set out in Chapter 1, 
which were: 
1(a). What 'practices' do students use when digitally composing text? 
1(b). When (sequentially) and where (within the clause) are these practices employed?  
1(c). Which practices (if any) are relatively stable, and which appear to change over time?   
1(d). Do 'good' writers converge on similar practices?   
These four questions are addressed separately in the following four sections: section 6.1 focuses 
on what 'practices' the two students used when digitally composing text. The term 'practices' 
refers to how text was added or removed from a document, and includes both normal typing 
(non-interrupted bursts of activity) and revision activity (movement away from the leading edge). 
It is in this section that we will see how the writing process of these two writers was spread out 
over a number of sessions/days, where revision types (FPs, CPs, INSAs, etc.) were used in varying 
frequencies. Section 6.2 focuses on when and where revisions occurred. The discussion(s) in this 
second section, then, revolves around the sequencing (temporal placement) and location (spatial 
placement) of revisions. It is here that we will see how certain revisions types are more likely to 
occur at the start of composing (FPs), whilst others exhibit little patterning (INSBs and CPs). We 
will also see how the majority of revisions came toward the end of clauses, within the functional 
slot of N-Rheme. Section 6.3 explores if certain revision types are more likely to be employed at 
the start/middle/finish of composing and, if so, why? This section, then, builds on the findings of 
§6.2 by examining stability and instability in each dataset and each writer in an effort to address 
RQ 1(c). The final section (6.4) considers if any of the 'practices' discussed so far (i.e. normal 
production and revision activity) show any signs of 'stability' across writing sessions, across 
writers, or across texts, and, if so, what are the implications of such 'stability'? This section 
confirms the findings of the previous sections by providing more evidence that the two writers 
go about writing in two fundamentally different ways. 
6.1 The evolution of digital text 
In this section we examine JD and BB's writing practices in terms of normal production practices 
(i.e. where typing was uninterrupted and no movement away from the leading edge occurred),  
and revision types (as outline in Chapter 5, §5.7.2). This section, then, attempts to answer RQ 
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1(a): What practices (e.g., revision types) do students use when digitally composing text? And it 
is organised as follows: each dataset is given its own sub-section, which begins with a general 
overview of compositional activity (e.g., duration of each writing episode, time spent typing, no. 
of words typed, revisions made, etc.). Each sub-section then moves on to consider the frequency 
of revision types, and explores why some types are more frequent than others.  
6.1.1 JD's first essay 
Overview 
JD's first essay was 'How are face-threatening acts mitigated in interactions between 
friends/family?' It was produced in 7 sessions, spread over 13 days. Table 6.1 summarizes its 
construction: 
Session 
(IDFX) Date 
Time spent on 
computer 
Time spent 
typing 
Duration% 
Cumulative 
Duration% 
Sessions 
Words 
typed 
Functional 
revisions 
1 (1) 11/03/2015 01:54:53 00:42:31 22.55 22.55 994 52 
2 (2) 12/03/2015 02:38:14 00:34:23 31.06 53.61 598 63 
3 (5) 12/03/2015 01:31:42 00:20:50 18.00 71.61 476 37 
4 (6) 12/03/2015 00:25:47 00:05:17 5.06 76.68 120 14 
5 (7) 13/03/2015 01:10:13 00:13:27 13.78 90.46 314 52 
6 (9) 13/03/2015 00:18:09 00:00:41 3.56 94.02 8 2 
7 (18) 24/03/2015 00:30:27 00:01:40 5.98 100.00 32 12 
Total  08:29:25 01:58:49 100.00  2542 232 
Table 6.1. General overview of document construction (JD1) 
Table 6.1 shows that this essay was constructed (or written) in 8hrs 29 mins (total time spent on 
computer), with 1hr 58 mins spent typing in MS Word. These figures represent only the time the 
student spent on the computer, and does not reflect time they may have spent researching the 
subject matter, looking for material sources (e.g. books), etc.  
We can see from table 6.1 that the majority of text (2068 words, 81% of the total word count) 
was added in the first three writing sessions, which amounted to 71.6% of the total time spent 
working on the essay. During these first three sessions, 158 functional revisions were made 
(functional revisions are changes made to the text at the morpheme level or above). 
Compositional activity then tapered off, with JD typing just 474 more words and making 74 
functional revisions in the remaining 4 sessions. The majority of this essay's content, then, 
appears to have been added over the first two days (four writing sessions). 
Moving away from text production, figure 6.1 below is a network graph of how JD's time was 
distributed amongst different activities, or 'focus events'. The circles represent events 
(windows/programs) and the lines connecting them represent movement between them. The 
size of the circles is relative, and represents the time spent within each focus event—the larger 
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the circle the more time spent on that event. Similarly, the thickness of the lines connecting the 
events represents the number of times JD switched between events—the thicker the line the 
more movement between the events. 
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Figure 6.1 shows how the majority of JD's time was spent working on the Essay and a 'Transcript' 
(JD's main source of supporting evidence). Figure 6.1 also shows how JD used ancillary sources, 
such as the University's online module forum ('Thread: politeness coursework'), an 'Online 
dictionary', 'Cardiff Library search', 'Google', etc. What is perhaps most surprising here is that JD 
appears to do little in the way of online 'downtime' on her laptop (Leijten, Van Waes, Schriver, & 
Hayes, 2014), such as accessing social networking sites, emailing, etc.1 (as a stark comparison we 
will consider BB's events in §6.1.4, and discuss reasons as to why this may be in §6.4.2). 
Ultimately, whilst we cannot definitively say what kind of writer JD is from this brief section, it 
gives us valuable insights into how she wrote this essay. These insights will become clearer after 
we have considered the other three datasets in later subsections. 
Revision types 
As a reminder from Chapter 5, the revision types used in this thesis are: Forward Progressions 
(FPs), Commutative Progressions (CPs), Backward Insertions (INSB), and Forward Insertions 
(INSA). If it was impossible to classify a revision as one of these types (e.g. if it was impossible to 
tell where the cursor's previous position lay), then it was labelled Insertion (INS).  
Table 6.2 shows the distribution of these revision types in JD1: 
Session 
(IDFX) 
FPs CPs INSAs INSBs INSBs Total Count % Count % Count % Count % Count % 
1 (1) 30 57.69 3 5.77 15 28.85 4 7.69 0 0 52 
2 (2) 18 28.57 12 19.05 25 39.68 7 11.11 1 1.59 63 
3 (5) 7 18.92 5 13.51 18 48.65 7 18.92 0 0 37 
4 (6) 5 35.71 4 28.57 3 21.43 1 7.14 1 7.14 14 
5 (7) 11 21.15 8 15.38 24 46.15 5 9.62 4 7.69 52 
6 (9) 1 50.00 0 0.00 0 0.00 0 0.00 1 50 2 
7 (18) 0 0.00 0 0.00 10 83.33 1 8.33 1 8.33 12 
Total 72 31.03 32 13.79 95 40.95 25 10.78 8 3.45 232 
Table 6.2: Frequency of revisions types (JD1) 
Table 6.2 shows that in JD1, JD made a total of 232 functional revisions , of which INSAs were the 
most frequent (n=95), followed by FPs (n=72), CPs (n=32), and then INSBs (n=25).  
INSAs are revisions made in advance of the cursor's last known position, but outside of the 
currently being realised T-unit. I.e. they can only occur in text that has already been written and, 
as such, they typically reflect revising whilst reading. For example, consider example 6.1, which 
shows two INSAs2:  
                                                          
1 As we will discuss later on, although such 'downtime' may have taken place on a smartphone, or tablet, 
this still does not distract from the fact that JD spent half as long working on her computer as BB did. 
2 For the following example, and all that follow, I have stripped out any revisions that came before or after 
the revision(s) we are analysing. 
101 
 
 Content 
T-unit Theme Subject Theme Rheme N-Rheme 
22i It could be argued that 
J's need to be 
admired is particularly promminent here  
22ii as she  would be seeking 
some sort of acceptance from her father 239{. | , 
wanting to know that he is proud of her {240}}INSA 
 
27i  N ,although doesn't say much, 
tries to 
defend 
himself by explaining who he was impersonating, 
by using the term 'mun' 
27ii   240{which  is Welsh slang for 'man' {241}}INSA often used for emphasis 
Example 6.1: Two forward revisions (INSAs) 
If we recall from Chapter 5, §5.6.2, the content of a revision is contained within braces, where 
red strike through indicates a deletion, and blue font indicates an insertion. Superscript numbers 
(239) denote the sequential ordering of the revision, subscript letters (INSA) denote the revision 
type, and normal sized letters within braces denote the point where the writer moved away from 
the cursor's position (leading edge) to make a revision. With this in mind, revision 239 in T-unit 
22ii (above) deletes a full stop (.) and inserts an elaborating circumstance (, wanting to know...). 
Once this revision is complete, JD then makes revision 2403 in T-unit 27ii, which is 10 clauses 
forward. These two revisions mark the beginning of a cluster of 6 INSAs, which seemingly 
represent JD proofreading/editing the final draft of her essay (i.e. they occur in session 7). 
Evidence of this comes from the time lapses and cursor positions between the revisions. For 
example, JD makes revision 239 at time stamp 24:02:44 (cf. Appendix CD: Linear analysis file, 
JD_20150324_18_LA). Six seconds then pass, during which JD selects text with the mouse before 
pressing the [BACK] key 31 times, deleting the hypotactic elaborating clause (revision 240). More 
shall be said about INSAs and proofreading later on. 
FPs, which were the second most frequent revision type (n=73, 31.5% of all revisions made) occur 
within the functional component currently being realised: i.e. Theme, Subject Theme, Rheme, or 
N-Rheme. Example 6.2 should clarify this: 
 Content 
T-unit Theme S. Theme Rheme N-Rheme 
23ii  he  doesn't  15i{really}FP{15i}respond other than laughing and mocking his accent. 
Example 6.2: Forward Progression (FP) from JD1 
In example 6.2, JD types 'he doesn't really', but upon reaching {15i} goes back and makes revision 
15i, deleting 'really'. JD then continues on typing ('respond other...'). This revision, then, does not 
move outside the N-Rheme (a single functional component) and is, thus, classed as an FP.  
The third most frequent revision type was CPs (n=33, 14.2%). CPs are revisions that occur within 
                                                          
3 This revision deletes a hypotactic elaborating clause, 'which is....'. 
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the currently being realised clause but cross component boundaries (they can reflect backward 
or forward movement). Example 6.3 illustrates this:  
 Content 
T-unit Theme Subject Theme Rheme N-Rheme 
33i  A 75{n order or}CP command is threatening to the hearer, J 's negative face, {75} 
Example 6.3: Commutative Progression (CP) from JD1 
In example 6.3, upon reaching position {73}, JS moves back to the Subject Theme to make revision 
75. This revision adds an additional Subject/Participant ('order') that is set up in a paratactic 
extending relation ('or') with the original Subject/Participant ('command').         
Finally, the least frequent revision type was INSBs, or backward revision movements (n=25, 
108%). INSBs are revisions that reflect backward movement across clauses; i.e. as opposed to 
CPs, these revisions take the writer's focus away from the current clause and result in 
additions/deletions/amendments in a section of previous text that may not be directly related to 
the writer's current focal point. Consequently, as per INSAs (forward insertions), they can revise 
text that was written minutes, hours, or even days before, as per example 6.4: 
 Content 
T-unit Theme Subject Theme Rheme N-Rheme 
43  Examples of ways to do this 229{in my data}INSB 
are justification or hesitations. 
 
46 
226{However,{227}} 
Brown and Levinson 
227{also {228}}FP argue that 
generic forms such as 
'mate', 'buddy', 'pal' 
help to 
soften 
face-threatening acts. 
47 
They 228{also 
{229}}INSA state that 
these in-group markers, 
when used to address 
children, 
'turn a command into a request' making 
less of an imposition on the hearer 
Example 6.4: Backward revision (INSB) from JD1 
In this example, revision 229 in T-unit 43 is an INSB that deletes 'in my data'. Prior to this, JD made 
9 INSAs and 2 FPs, reflecting forward movement through the text. This indicates that JD was 
probably proofreading and making small additions along the way (revisions 226, 227, and 228 
above exemplify this). Revision 229, however, involves backward movement across 4 T-units. The 
contents of the revision—the deletion of a circumstance of enhancement (location: place)—
seems to be motivated by the content of T-units 46 and 47 (the ideas of 'Brown and Levinson'), 
as well as T-unit 42 (the ideas of 'Holmes and Stubbe'). More specifically, in making revision 229, 
JD changes the propositional content of T-unit 43 by making the Subject (Identified/Token in an 
'intensive identifying' clause) non-specific and much broader, so that it now refers to a non-
identified set of examples that are left unattributed. This unidentified set of examples is now 
implicitly linked to established research (Brown & Levinson, Holmes & Stubbe) via its positioning 
amongst co-text that centres on outside voices. 
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6.1.2 JD's second essay 
Overview 
JD's 2nd essay was 'Argue for or against the claim that there are cultural differences in early 
language socialization that might affect a child's chances of success at school'. Table 6.3 
summarises its construction: 
Session 
(IDFX) Date 
Time spent on 
computer 
Time spent 
typing 
Duration% 
Cumulative 
Duration% 
Sessions 
Words 
typed 
Functional 
revisions 
1 (11) 19/03/2015 08:37:50 01:30:12 63.40 63.40 1644 119 
2 (13) 20/03/2015 01:34:46 00:21:41 11.60 75.00 403 41 
3 (14) 20/03/2015 00:53:50 00:09:26 6.59 81.59 181 47 
4 (15) 23/03/2015 01:16:37 00:10:11 9.38 90.97 175 60 
5 (17) 24/03/2015 01:13:43 00:09:59 9.03 100.00 132 24 
Total  13:36:46 02:21:29 100.00  2535 291 
Table 6.3: General overview of document construction (JD2) 
Table 6.3 shows that this essay took 13hrs 36 mins to construct, with 2hrs 21 mins spent adding 
text. Furthermore, we see that most of the words typed (2047 words, 80.7%) was added in the 
first two sessions, during which 160 functional revisions were made. These first two sessions also 
amounted to 75% of the total time spent on the essay. Once more, then, we see that JD seems 
to have added most of the essay's content in the first two (consecutive days) of writing. 
Revision types 
Table 6.4 gives the distribution of revision types in JD2: 
Session 
(IDFX) 
FPs CPs INSAs INSBs INS Total 
Count % Count % Count % Count % Count % Count 
1 (11) 62 52.10 33 27.73 18 15.13 6 5.04 0 0.00 119 
2 (13) 23 56.10 4 9.76 9 21.95 4 9.76 1 2.44 41 
3 (14) 7 14.89 6 12.77 26 55.32 7 14.89 1 2.13 47 
4 (15) 11 18.64 6 10.17 36 61.02 5 8.47 1 1.69 59 
5 (17) 6 24.00 2 8.00 7 28.00 9 36.00 1 4.00 25 
Total 109 37.46 51 17.53 96 32.99 31 10.65 4 1.37 291 
Table 6.4: Frequency of revisions types (JD2) 
Table 6.4 shows that JD made 291 revisions, with FPs being the most frequent (n=109, 37.5%), 
followed by INSAs (n=96, 33%), CPs (n=51, 17.5%), and then INSBs (n=31, 10.7%). It is interesting 
to note that these figures are similar to the frequencies found in JD1, where FPs accounted for 
31.5% of all revision types, INSAs=40.1%, CPs=14.2%, and INSBs=10.8%. At first glance, then, it 
appears that JD uses FPs and INSAs more frequently than CPs and INSBs when constructing texts 
of similar length.  
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6.1.3 JD's third essay 
Overview 
JD's 3rd essay was 'Using 3-5 images from any genre to illustrate your arguments, discuss the 
commonplace notion that 'an image is worth a thousand words' in persuasive communication'. 
Table 6.5 summarises its construction: 
Session 
(IDFX) Date 
Time spent on 
computer 
Time spent 
typing 
Duration% 
Cumulative 
Duration% 
Sessions 
Words 
typed 
Functional 
revisions 
1 (19) 22/04/2015 00:47:02 00:15:32 6.50 6.50 231 16 
2 (20) 23/04/2015 06:44:19 01:46:41 55.92 62.42 1653 133 
3 (21) 27/04/2015 00:15:31 00:01:32 2.15 64.57 39 8 
4 (22) 27/04/2015 01:18:28 00:06:57 10.85 75.42 93 15 
5 (23) 28/04/2015 01:13:35 00:09:04 10.18 85.60 214 43 
6 (24) 29/04/2015 01:03:47 00:09:22 8.82 94.42 135 12 
7 (27) 29/04/2015 00:40:21 00:03:22 5.58 100.00 43 6 
Total  12:03:03 02:32:30 100  2408 233 
Table 6.5: General overview of document construction (JD3) 
Table 6.5 shows that this essay took 12hrs 3mins to construct, with 2hrs 32mins spent typing in 
MS Word. Furthermore, most of the words typed (1384 words, or 71%) were in the first two 
days/sessions of writing, with 149 functional revisions being made.  
Overall, then, from these initial findings we could tentatively say that JD appears to be pretty 
consistent in how she spends time constructing an essay: on average, JD spends a total of 2hrs 
17mins (SD=17mins) typing each essay, where 70-80% of the total number of words typed occurs 
in the first two consecutive days.  
Revision types 
Table 6.6 gives the distribution of revision types in JD3: 
Session 
(IDFX) 
FPs CPs INSAs INSBs INS Total 
Count % Count % Count % Count % Count % Count 
1 (19) 7 43.75 6 37.50 2 12.50 1 6.25 0 0.00 16 
2 (20) 65 47.10 18 13.04 36 26.09 17 12.32 2 1.45 138 
3 (21) 3 42.86 0 0.00 1 14.29 0 0.00 3 42.86 7 
4 (22) 4 28.57 2 14.29 3 21.43 2 14.29 3 21.43 14 
5 (23) 11 25.00 3 6.82 12 27.27 3 6.82 15 34.09 44 
6 (24) 1 8.33 1 8.33 4 33.33 2 16.67 4 33.33 12 
7 (27) 0 0.00 0 0.00 1 14.29 1 14.29 5 71.43 7 
Total 91 38.24 30 12.61 59 24.79 26 10.92 32 13.45 238 
Table 6.6: Frequency of revisions types (JD3) 
Table 6.6 shows that JD made 238 revisions during the construction of this essay, of which FPs 
were the most frequent (n=91, 38.2%). However, unlike JD's previous datasets, where INSAs were 
a close second, here we find a much lower figure for INSAs (n=59, 24.8%). This reduced figure is 
somewhat accounted for by the increased number of INSs (n=32, 13.5%), which were the result 
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of coding issues surrounding corrupted data4. CPs and INSBs, meanwhile, were at a comparable 
level to JD's other datasets, with figures of n=30 (12.6%) and n=26 (10.9%) respectively. With 
regard to three of the four revision types, then, it appears that JD has an almost distinguishable 
pattern with regard to the overall frequencies of revision types when composing texts of similar 
length. Rather than discuss this here, this will be left for §6.4.2, where we will explore stability 
within JD's writing practices in pursuit of answers to RQ 1(d). 
6.1.4 BB's essay 
Overview 
The title for BB's essay was 'What can we learn from the Anglo-Saxon Chronicle about the 
development of the English language?' Table 6.7 summarizes its construction: 
Session 
(IDFX) Date 
Time spent on 
computer 
Time spent 
typing 
Duration% 
Cumulative 
Duration% 
Sessions 
Words 
typed 
Functional 
revisions 
1 (7) 08/04/15 4:19:04 1:00:06 20.75 20.75 667 33 
2 (8) 09/04/15 3:11:08 0:30:46 15.31 36.05 369 15 
3 (9) 13/04/15 3:24:57 0:46:09 16.41 52.46 323 14 
4 (10/11) 14/04/15 4:05:32 0:46:13 19.66 72.12 524 19 
5 (33) 15/04/15 5:00:53 1:31:54 24.09 96.22 215 3 
6 (35) 16/04/15 0:47:14 0:11:13 3.78 100.00 152 1 
Total  20:48:48 04:46:21 100.00  2250 85 
Table 6.7. General overview of document construction (BB) 
Table 6.7 shows us that, unlike JD, BB's writing activity was more spread out, and with the 
exception of the last session, which primarily involved adding a reference list, she spent, on 
average, 4hrs (SD=43mins) per session on the computer. Furthermore, BB spent a total of 20hrs 
48mins with the document open, and 4hrs 46mins typing (considerably more time than JD spent 
on any of her essays). We also see that the majority of BB's text was added in the first 4 sessions 
(1883 words, 83.7% of the total word count), which were spread out over four days. However, 
within each session BB spent considerably more time outside MS Word than JD did. More 
specifically, most of her non-essay related time was spent on social websites (Facebook) and 
other forms of 'downtime'. Figure 6.2 on the next page, for example, is a network graph of BB's 
'focus events'. The numerous focus events (solid circles) show how BB regularly broke away from 
working on her essay (green circles) to browse the internet, use Facebook, etc. (blue circles). This 
form of voluntary downtime5 can be considered a kind of meta-knowledge related to a writer’s 
own sense of motivational limits; consequently, such downtime can be used to reduce boredom 
and maintain interest (Leijten et al., 2014, p.331). More shall be said of this in §6.4. 
                                                          
4 This limitation is further discussed in Chapter 9, §9.3.  
5 Involuntary downtime can be socially or environmentally driven, such as when taking a phone call or piece 
of equipment malfunctions. 
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 Revision types 
Table 6.8 shows the distribution of revision types in BB: 
Session 
(IDFX) 
FPs CPs INSAs INSBs INS Total 
Count % Count % Count % Count % Count % Count 
1 (7) 30 90.91 1 3.03 0 0.00 2 6.06 0 0.00 33 
2 (8) 12 80.00 1 6.67 1 6.67 1 6.67 0 0.00 15 
3 (9) 12 85.71 1 7.14 0 0.00 1 7.14 0 0.00 14 
4 (10/11) 16 88.89 0 0.00 1 5.56 1 5.56 0 0.00 18 
5 (33) 0 0.00 0 0.00 3 100.00 0 0.00 0 0.00 3 
6 (35) 1 100.00 0 0.00 0 0.00 0 0.00 0 0.00 1 
Total 71 84.52 3 3.57 5 5.95 5 5.95 0 0.00 84 
Table 6.8: Frequency of revisions types (BB) 
Table 6.8 shows that BB made just 84 revisions in total, and that a large proportion of these 
involved FPs (n=71, 84.5%). At first glance, then, BB's low number of revisions in combination with 
her preference for FPs seems to suggest that she does very little in the way of reflective revising; 
i.e. she very rarely edits beyond the immediate focus of what she is currently typing. This suggests 
that BB either plans extensively before typing and/or simply does not see the need for redrafting 
previously written text. This will be discussed further in §6.4.2.  
Section summary 
In this section we have examined writing in terms of how these two writers added/removed text 
from their essays. The main aim of here was to answer RQ 1(a). What practices (e.g. revision 
types) do students use when digitally composing text? 
In the first instance, we examined each writer's overall activity, and saw how both writers spread 
their activity over multiple writing sessions, which lasted anything from 8mins (JD1, session 6) to 
8hrs 37 mins (JD2, session 1). We also saw how the writing process as a whole was spread across 
a number of days, ranging from 5 (JD2) to 13 days (JD1) depending on the text/writer. 
Furthermore, the data seemed to reflect two writers that went about their task(s) in 
fundamentally different ways: JD spent less time working on the computer, where the majority 
of her focus was directly associated with the task at hand (i.e. composing an essay), and most of 
her writing took place over the first two (consecutive) days. BB, on the other hand, spent almost 
twice as long on her computer (20hrs, 48mins), spread her writing over more days, where a large 
proportion of her time was spent on activities not directly related to her essay (social websites, 
online shopping, etc.).  
In the second instance, we saw a clear contrast between the writers in terms of the frequency 
with which they revised, and their use of revision types. Firstly, JD revised more frequently than 
BB, with an average number of revisions (n=252, SD=33.8) much higher than BB's (n=85). 
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Secondly, JD made more use of CPs, INSAs, and INSBs than BB, and showed an almost discernible 
pattern with regards to the use of three of the revision types. BB, meanwhile, relied almost 
exclusively on FPs (84.5% of all revisions), which suggests that she goes about essay writing in a 
fundamentally different way to that of JD. This initial difference between the two writers may 
reflect the basic distinction between free-writers/low-self monitors (JD) and planners/high-self 
monitors (BB) as discussed in §2.2. These issues, and more, will be explored in the next section, 
where we will consider the when and where of revision types. 
6.2 The when and where of revisions 
This section examines revision with respect to time (when) and space (where). It explores if some 
revisions types are more likely to be employed at the start/middle/finish of composing than 
others, and if some revision types are more likely to fall within one part of a T-unit than another. 
Ultimately, this section addresses RQ 1(b): 'When (sequentially) and where (within the clause) are 
these practices employed?' 
The section is organised as follows: firstly, we will examine what happens at the start of the 
writing process (§6.2.1); specifically, what occurs when JD and BB start composing an essay 
(sessions 1 and 2) and what occurs at the start of each writing session. We will then move on to 
consider the middle of the writing process (the middle session(s) of each dataset) as well as the 
middle of each writing session (§6.2.2). Thirdly, we will explore the end of the writing process (the 
last two writing sessions of each dataset) and the ends of each writing session (§6.2.3). Finally, 
we will look at revisions in terms of their placement within the functional components of Theme, 
Subject Theme, Rheme, and N-Rheme (§6.2.4).  
6.2.1 The start of the writing process 
Firstly, FPs seem to be more frequent at the start of the writing process, regardless of the writer 
or the text6. For example, table 6.9 shows the frequency of FPs in each dataset alongside the 
percentage of revision types in each session that were FPs (the total percentages along the 
bottom rows are averages across all the sessions within each dataset). The far right columns 
display the total number of FPs in each session, the average percentage of revisions that were 
FPs and the standard deviations of these percentages:   
  
                                                          
6 NB. Although session 6 for BB shows 100%, she only made one revision in this session. 
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Session JD1 JD2 JD3 BB TOTALS Count % Count % Count % Count % Count M % SD % 
1 30 57.69 62 52.10 7 43.75 30 90.91 129 61.11 20.67 
2 18 28.57 23 56.10 66 47.83 12 80.00 119 53.12 21.31 
3 7 18.92 7 14.89 3 37.50 12 85.71 29 39.26 32.50 
4 5 35.71 11 18.64 4 25.00 16 88.89 36 42.06 32.00 
5 11 21.15 6 24.00 11 25.00 0 0 28 17.54 11.81 
6 1 50.00   1 8.33 3 52.78 3 52.78 45.90 
7 0 0.00   0 0.00 0 0 0 0 0 
Total 71 32.41 109 37.46 92 38.17 341 49.22 341 49.22 22.88 
Table 6.9: Distribution of FPs in each dataset 
Although, we see a great deal of variation in the number of FPs and their averages, table 6.9 
shows that the number of FPs was, on average, highest in the first two writing sessions of every 
dataset7. As further evidence of this consider the unfolding of revision types in the first session of 
each dataset in figure 6.3, which shows four graphs representing the first writing sessions in each 
of the datasets. The graphs show a frequency count on the y-axis and the revision number on the 
x-axis. Each coloured line represents one revision type8: 
  
  
Figure 6.3: The unfolding of revision types in session 1 for each dataset 
In all four graphs, FPs show a steady increase as revision unfolds in session 1 of each dataset. This 
pattern is also evident in session 2 of each dataset bar JD2, where INSAs take a slight lead (cf. 
Appendix 12: The unfolding of revision types). In relation to these two writers, then, FPs seem to 
                                                          
7 Session 6 and 7 had very low frequency counts in all datasets, so they were not examined here. 
8 INS are not included in these graphs. 
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play a key role in the early stages of writing, where the majority of content/text is being added.  
However, it could be argued that the increased frequency of FPs at the start of writing is 
somewhat unsurprising considering that: (1) these writers may be using writing as part of the 
learning process, and (2) the majority of each essay's content was added in the first few sessions 
(cf. §6.1.1).  However, as should be evident from §6.1.4 and table 6.9 above, FPs are the most 
frequent revision type in all of BB's dataset, and therefore, their increased importance at the start 
of writing can only be said to be true for JD. Moreover, there may be a combination of factors 
contributing to the increased use of FPs during the initial stages of writing besides just the 
addition of content. Prime amongst which may be the nature of FPs, as we shall now consider. 
FPs occur in the immediate vicinity of the leading edge, where mistakes are probably easier to 
spot, and are, therefore, the revision type that is least likely to distract from the writing process. 
Fundamentally, because FPs occur within close proximity to the currently being realised 
constituent structure, they are perhaps cognitively simpler to process whilst also limiting their 
impact on other structures within the clause. For example, whereas an FP would be used to revise 
a participant or a process, a CP, INSA, or INSB is more likely to be used to revise larger spans of 
text—spans that stretched across constituent boundaries and thus typically had multivariate 
functions/meanings. In other words, a CP, INSA, or INSB has more potential to alter two or more 
functions/meanings because they cross component boundaries; FPs, on the other hand, are 
restricted in this potential and, therefore, are more likely to alter just one function/meaning. For 
instance, contrast examples 6.5 and 6.6: 
 Content 
T-unit Theme S. Theme Rheme N-Rheme 
15 
This image is trying to 
show the audience that, 
again,  
anyone  can have  
a sexually transmitted disease, and that it is 
impossible to know who does have one, 
implying practising safe sex is 128{the only way 
forward | extremely important}FP. 
Example 6.5: Forward Progression (FP) from JD3 
In this example of an FP, revision 128 replaces a nominal group (NGrp), 'the only way forward', 
with an adjectival group ('extremely important'). Linguistically, this revision involves selections in 
five lexicogrammatical systems: DETERMINATION, EPITHESIS, THING TYPE, QUALIFICATION, and 
ASSESSMENT, three functions: textual, experiential, and interpersonal, but just one rank level: the 
group (specifically a NGrp). Effectively, this revision only changes interpersonal meaning because 
the propositional content (experiential) remains the same, as does the specificity of the 
circumstantial attribute (textual).  
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Contrast this with the following CP: 
 Content 
T-unit Theme Subject Theme Rheme N-Rheme 
8 By using social media,  
95{it  
    it 
uses |  
gives}CP  
a sense of relating to the whole the 
population.  
Example 6.6: Commutative Progression (CP) from JD3 
In this example, revision 95 deletes 'it uses' and adds 'By using social media, it gives'. Although 
this revision involves three lexicogrammatical systems: EVENT TYPE, MINOR TRANSITIVITY, and 
THEME, and two functions: textual and experiential, it involves three ranks: verbal group, 
prepositional phrase, and clause, and two functional components 9 : Theme and Rheme. 
Consequently, it has a much greater impact on the clause than the FP in example 6.5: firstly, we 
have the addition of a fronted dependent clause ('By using social media') as marked Theme 
(THEME); secondly, this marked Theme enhances the clause via a circumstance of manner: means 
(MINOR TRANSITIVITY) (IFG4, p.313); thirdly, the change in process/verb (EVENT TYPE) alters the 
type of clause from an elaborating relation between the Subject and its Object (via the operating 
verb 'use') to an extending relation (via the possessing verb 'gives').  
Ultimately, then, because FPs typically involve group or word level constituents, it is perhaps 
unsurprising that they are so prominent when it comes to the start of the writing process, because 
it is during this stage of writing that a writer is primarily concerned with adding 'content'. 
Furthermore, FPs occur near the leading edge, which is where the writer's main focus is when 
they are typing. Consequently, this is perhaps why we see a great deal of variation in relation to 
the deployment of the other revision types (CPs, INSAs, and INSBs) at the start of the writing 
process and at that start of each session.  
6.2.2 The middle of the writing process 
Continuing our focus on FPs from the previous section, if we look at the writing process as a whole 
(i.e. all the sessional data combined for each dataset), there seems to be a slight trend in JD's use 
of FPs (and INSAs) in the middle of the writing process. For example, consider figures 6.4 and 6.5, 
which represent the unfolding of revision types in JD1 and JD2: 
                                                          
9 The substituted 'it' remains the same and refers to the same entity. Hence it is not coded as a change. 
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Figure 6.4: The unfolding of revision types in JD1 
 
Figure 6.5: The unfolding of revision types in JD2 
Both graphs show that FPs level off at about the midway point (session 3 in both instances), whilst 
INSAs start to increase at around the same time. Although, it is difficult to tell if this increase in 
INSAs was repeated in JD3 due to data corruption issues, which will be discussed later, there is a 
similar levelling off of FPs after the midway point. This initially suggests that the same thing may 
also be occurring in JD3 (cf. Appendix 12: The unfolding of revision types). Further evidence of this 
can be seen if we look at the frequency of FPs in each of JD's datasets, as show in figure 6.6: 
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Figure 6.6: Percentage of revisions in each session that were FPs (JD) 
Figure 6.6 illustrates how the percentage of revisions that are FPs fall from an average of 51.2% 
(SD=7%) in session 1 to an average of 23.4% (SD=2%) in session 5, with a marked dip in their 
occurrence around session 3 (from an average 44% to 25.6%). If we recall from §6.1, FPs reflect 
online revising, and typically occur when text is first being added, such as during an initial draft. 
INSAs, meanwhile, seem to be more representative of revising whilst reading (e.g. proofreading), 
and as such, we would expect to see a rise in their overall usage as the text evolved, and this 
appears to be the case, as evidenced by figure 6.7:  
 
Figure 6.7: Percentage of revisions in each session that were INSAs (JD) 
Figure 6.7 shows the distribution of INSAs in the first 5 sessions of JD's datasets. It shows a slight 
rise in the average number of INSAs at around session 3 (where FPs start to decrease)10. This 
suggests that once the majority of text has been added we see less of a potential for FPs to occur, 
but more of a potential for INSAs/INS to occur.  
                                                          
10 This drop may have been more pronounced if not for the issues surrounding JD3's dataset. 
114 
 
Whilst JD appears to show a decrease in the use of FPs as her text evolves, BB's dataset shows a 
different story: FPs are the most frequent revision type in nearly all her sessions (the only 
exception being session 5, which involved only INSAs). As already discussed above, BB's 
preference for FPs, in combination with her low level of revision activity, suggests that she is the 
kind of writer who rarely redrafts, and instead prefers to write once and leave the text as it is. 
This heavy reliance on FPs results in a somewhat linear revision profile, as shown in figure 6.8: 
 
Figure 6.8: The unfolding of revision types in BB 
Figure 6.8 clearly shows how BB rarely revises beyond the immediate vicinity of the leading edge, 
as evidenced by her reliance on FPs in every writing session but the last one. 
With regard to JD's use of CPs and INSBs, there appears to be no discernible patterning in terms 
of their use over time. In fact, we see much wider variation in the frequency and distribution of 
their use in comparison to FPs and INSAs. This variation may be due to the increased cognitive 
demands of CPs and INSBs in terms of their reliance on a writer's 'text sense' (cf. §6.3.1) and/or 
their increased potential/tendency to realize multifunctional meanings (cf. §6.2.1), or it may 
simply be due to the amount of text visible on the screen (also discussed in §6.3.1). Either way, 
these two revision types were both the least frequent and most variable. It may already be 
evident, then, that if there is any commonality to be found within JD's writing sessions, it would 
involve FPs and/or INSAs. We have already concluded that FPs are more important/frequent at 
the beginning of the writing process, and that CPs and INSBs vary widely in their usage. However, 
there is a great deal of variation in terms of when INSAs start to be used within individual writing 
sessions. Take the following graphs in figure 6.9, for example (cf. Appendix 12: The unfolding of 
revision types for all the sessions in each dataset):  
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Figure 6.9: Frequency of revisions types in the middle session of each dataset 
The graphs above show a great deal of variation in the middle sessions of each dataset. This may 
be because individual sessions vary with respect to number of revisions made, amount of words 
typed, time spent typing, etc. Ultimately, this increased variability in affective factors meant that 
it was extremely difficult (and perhaps unwise) to examine what happened in individual sessions 
between the time revision had begun and the time revision tapered off.   
Overall, though, we can tentatively say that FPs decrease and INSAs increase around the middle 
of JD's writing process, which coincides with the view that she revises previously written drafts as 
her work evolves. However, in terms of the other revision types there is a great deal of variation 
in the middle of her writing process as a whole, and in each individual session. Consequently, it is 
difficult to say which practices, if any, play a key role in this part of the writing process.  
6.2.3 The end of the writing process 
Table 6.10 and figure 6.10 show how INSAs are most frequent in the penultimate/last session of 
each dataset:  
 JD1 JD2 JD3 BB 
 Count % Count % Count % Count % 
Penultimate session11 24 46.15 36 61.02 4 33.33 3 100.00 
Last session 10 83.33 7 28.00 1 14.29 0 0.00 
 Table 6.10: Percentage of revision types that were INSAs 
                                                          
11 I have omitted session 6 for JD1 as this only involved one revision in total. 
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Figure 6.10: Percentage of revisions that are INSAs in each dataset 
Although BB's figure of 100% in session 5 is somewhat questionable, given that she made only 5 
INSAs in the whole dataset, and the penultimate session accounted for 3 of these, the data 
suggests that both writers made increased use of INSAs toward the end of the writing process. 
As we saw in example 6.1 (§6.1.1), INSAs appear to reflect proofreading, so to further 
contextualise this hypothesis let us consider the following examples:  
 Content 
T-unit Theme Subject Theme Rheme N-Rheme 
22i It could be argued that 
J's need to be 
admired 
is particularly promminent here  
22ii as she  would be seeking 
some sort of acceptance from her father 239{. | 
, wanting to know that he is proud of her}INSA 
Example 6.7: INSA from JD1, session 7 
In this example, revision 239 was the second revision of the session. The first revision was made 
in T-unit 16iv, 6 T-units back. After this first revision approximately 1min 30 secs elapsed before 
JD made revision 23912. This time lapse is probably the result of JD reading through the text 
between T-unit 16 and 22 because the cursor remained at revision 238 for the duration of this 
time lapse, and JD did not leave MS Word. After this, JD then makes another INSA (revision 240), 
which we have already examined in example 6.1 (§6.1.1).  
The next example is from JD2, session 4: 
 Content 
T-unit Theme Subject Theme Rheme N-Rheme 
38 Traditionally, the mother will care for and attend to 
her own child, establishing a 
close 227{mother-child}INSA bond. 
Example 6.8: INSA from JD2, session 4 
                                                          
12 Revision 239 inserts a non-finite elaborating clause, which is set up in apposition (expository relation) 
with the contents of 22ii's N-Rheme.  
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Prior to this example, revision 226 was made in T-unit 26. The cursor was then moved several 
times with the mouse, and after 2 mins 45 secs, JD selected 'mother-child' and then pressed the 
[BACK] key, thus deleting the two words and realizing revision 227. Again these actions seem to 
portray someone reading through a text and making alterations as they do so.  
The final example is from JD3's penultimate session: 
 Content 
T-unit Theme Subject Theme Rheme N-Rheme 
27i  three 
225{of the}INSA images I 
have chosen to discuss are all static photographs  
Example 6.9: INSA from JD3, session 6 
In this example, revision 225 came approximately 1 min 11 secs after the previous revision, which 
was also an INSA (time stamp=07:01:28 of LogFile JD_23.idx). Again between these two revisions 
we have forward movement of the cursor, indicating that JD was moving forwards through the 
text (probably reading it as she went).  
Ultimately, we could go on examining examples similar to those above. However, what appears 
to be common to the majority of them is that the cursor never moves backwards and that INSAs 
tend to occur in 'clusters'. This supports the hypothesis that INSAs primarily reflect proofreading 
practices. 
In terms of the other revision types, there appears to be no discernible patterning with regard to 
the end of the writing process. Whilst we see a drop in the use of FPs for JD, this was indirectly 
explored above in §6.2.1, where we discussed the start of the writing process.  
6.2.4 The 'where' of revisions 
As a reminder from Chapter 5, each clause was partitioned into 4 'slots' where choices in 
THEME/RHEME were realized (Appendix 9: Coding thematic choices and thematic progressions). 
This split the clauses within each synoptic text between the 'point of departure' and the 
'development of a clause', as per figure 6.11:  
Point of departure: THEME  Development of clause: RHEME 
Theme Subject Theme Rheme N-Rheme 
Figure 6.11: The partitioning of a T-unit in terms of THEME/RHEME components 
The point of departure represents choices in THEME, realized as Theme (interpersonal, textual, 
and/or marked Theme), and/or Subject Theme (Participant tied to the main Process). The 
development of the clause represents choices in RHEME, realized as Rheme (the verbal group 
associated with the main Process), and N-Rheme, which is where we find the information (in 
writing) that would be deemed most 'newsworthy' (Fries, 2002).  
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If we look at the overall frequencies of where revisions were made in each dataset, an interesting 
pattern arises, as shown in figure 6.12: 
 
Figure 6.12: The distribution of revisions in terms of their realization in THEME/RHEME components 
Figure 6.12 clearly shows how revisions made within the N-Rheme were by far the most common 
in all four datasets (n=386, M=51.5%, SD=7.7%), followed by revisions within Theme (n=165, 
M=19.6%, SD=5.5%), Subject Theme (n=130, M=16.4%, SD=2.3%), and finally Rheme (n=103, 
M=12.4%, SD=3.6%). 
Fries (2002) believes that the overall patterning of content within the N-Rheme is representative 
of 'the goals of the text' (p.126). If we are to follow this logic, we could say that the N-Rheme is 
the most likely site where the text's purpose, and by association, its content are elaborated upon, 
reflecting the point(s) of a text by placing them in a salient position to highlight significant 
information (in the writer's mind anyway). The N-Rheme, then, is an indicator as to where we 
(the reader) are being taken. In this respect, it makes sense that in constructing a text that carries 
a message—in this case a writer's point of view or argument—that revision activity would most 
likely fall in that part of the clause which develops that message (i.e. the N-Rheme). Consider 
example 6.10: 
 Content 
T-unit Theme Subject Theme Rheme N-Rheme 
54  She  also found a contrast 
116{in turn-taking}FP{116} in pupils 'talking 
out of turn' (2004:292). 
Example 6.10: N-Rheme based revision (JD2) 
In this example, revision 116 deletes the prepositional phrase 'in turn taking'. This phrase qualified 
the NGrp 'a contrast' by providing a projecting circumstance of matter; i.e. it answers the question 
'what contrast?' by providing the answer 'in turn taking' ['with respect to'] (IFG, p.314). JD then 
types 'in pupils...' changing the focus from 'a contrast in turn-taking' to 'a contrast in pupils...' 
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Similarly, consider example 6.11: 
 Content 
T-unit Theme S. Theme Rheme N-Rheme 
10i  They describe  
face 8{as something that is associated with{9}}FP{8} 10{9{in 
terms of {9i}}FP | emotion }CP10{9} as 'something that 11{can 
be}FP{11} is emotionally invested {12} 
Example 6.11: N-Rheme based revision (JD1) 
Example 6.11 contains four revisions13: three that alter propositional content (8, 9, and 10), and 
one that increases the epistemic certainty that this proposition is true (i.e. revision 11 concerns 
MODALITY).  
Turning to Theme and Subject Theme revisions, we have already seen that these were less 
frequent than N-Rheme revisions at 19.6% and 16.4%, respectively. THEME is the means by which 
thematic function is realised in English. It is where 'a clause has meaning as a message, a quantum 
of information' (IFG4, p.83). As already noted, Themes (textual, interpersonal, or 
experiential/marked Themes) that come before the Subject Theme (unmarked Theme) are said 
to orient the message to the surrounding context/co-text. Consider example 6.12: 
 Content 
T-unit Theme S. Theme Rheme N-Rheme 
33 
72{As well as looking at the 
differences in class,}CP 
research in 
this area 
has also 
looked at 
the differences between {72} collectivist 
and individualistic countries. 
34 
 Ochs 
(1997:430) 
looked at the differences between typical American 
mothers and traditional caregiving in 
Samoan families. 
Example 6.12: Theme based revision 
In this example, revision 72 adds 'as well as....', which equals a choice in two lexicogrammatical 
systems, only one of which we shall consider here, that of THEME14. In this instance, 'as well as...' 
represents a selection in THEME of +[marked Theme (fronted dependent clause)]. In textual 
terms, this addition orients T-unit 33 to the surrounding text by providing a 'contextual frame': T-
unit 33 is the start of a new paragraph, so this marked Theme also provides an explicit segue to 
the previous paragraph by summing up what we (the reader) have just been reading (something 
concerning differences in class), and by pointing out that we are now going to be told something 
in addition to this (what other research in this area has looked at).   
                                                          
13 I have chosen this example to show the level of revision that often takes place within the N-Rheme 
14 The following chapters explore systemic choice in more detail, so our focus here shall be much simpler.  
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With respect to Subject Theme revisions (n=130, M=16.4%, SD=2.3%), by its very definition, a 
Subject Theme (if present) will contain a major Participant, and the identity of this Participant, as 
we shall also see in §7.2.3, can be non-recoverable (presenting) or recoverable (presuming) 
(Martin, 1992, pp.136-140). The concept of recoverability is an assumption made on the part of 
the writer. He/she is, in essence, saying that you (the reader) can recover (or track) the identity 
of a (presumed) participant via one of a variety of sources, the basis of which are laid out below: 
Figure 6.13: Participant tracking in English (Martin and Rose, 2007, p.183) 
The Subject Theme is said to be typically stable throughout a short text, reflecting a text's (or a 
section of text's) thematic progression (Daneš, 1974) or Method of Development (Fries, 2002). 
Thematic progression is a patterning of themes which progress the text forward in one of four 
ways: constant Theme (), linear Theme (), Theme return (), or derived Theme ()15. These 
progressions make use of cohesive devices such as semantic inference and paraphrasing (Nwogu 
& Bloor, 1991), pronouns, lexical repetition, ellipses, substitution, etc. (Halliday & Hasan, 1976). 
In other words, if a text (or a section of a text) has a Method of Development the kinds of referents 
used to develop this are typically presuming (recoverable). 
If we look at the Subject Themes and their revisions in each of the datasets (Appendix 13: List of 
Subject Theme revisions), in the majority of cases we see that the Participant contained within 
the Subject Theme is typically introduced (presented) at the start of a paragraph. This paragraph 
will then typically have some form of thematic progression that relies upon the kinds of cohesive 
devices just mentioned (pronouns, substitutions, etc.). Only when there is a change in direction 
in the discourse, signalled by a new topic, do we see more complex structures being used as a 
means to (re)introduce non-recoverable (presenting) entities within Subject Themes. These 
presenting entities then become the basis for a new series of thematic progressions. For example, 
consider table 6.11 (Ellipsed Themes are inserted between square brackets []):  
 
 
 
                                                          
15 See Appendix 9 for a full description of each of these.  
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T-unit Content of Subject Theme Thematic progression 
1 Research  
2i there  Existential clause 
2ii I  
2iii they  
3 I  
4i Brown and Levinson  
4ii their names [=Brown and Levinson]  Substitute 
5 I  
6i I  
6ii they   
6iii [=they]  Ellipsed 
6ivX 6{which  
7i The participants  
7ii 58{participants  
8i the father 60{in the family{61}}INSA  
8ii the mother  
8ii the daughter  
   
Table 6.11: Subject Themes and their revision activity in paragraph 1, JD1 
This table shows how the majority of Subject Themes in this paragraph are simple constituents 
such as pronouns ('I', 'they'), specific NGrps ('their names', 'The participants', 'the mother'), or 
proper nouns16 (Brown and Levinson). It is only when there is a break in thematic progression 
(usually brought about by a change in topic/focus) do we see more complex structures being 
used; i.e. note how revision 60 in T-unit 8i is used to fine-tune the Subject Theme (presenting 
referent), which subsequently signals the start of a new topic. In these rare instances where 
Subject Themes contained more complex constituents, revisions often occurred in syndromes (cf. 
Appendix 11: JD2's Dynamic text, T-unit 2ii and 25 for clear examples of this). These multiple 
revisions seemed to indirectly serve the textual function by increasing the specificity of the 'topic' 
or focus of a clause by adding increased meanings that made the identity of the Subject Theme 
very explicit (cf. §7.3.1 for a more detailed discussion).  
Ultimately, most of the Subject Themes in all four datasets were simple constituents that 
represented participants in terms of presumed referents (e.g. 'he', 'it', they, etc.) or specific NGrps 
(e.g. 'the mother', Brown and Levinson', etc.). This finding accords with previous research, which 
shows that we are more likely to find presumed (trackable) referents within Theme/Subject 
Theme than Rheme/N-Rheme (Moore, 2012), as they are often the result of the writer setting up 
some form progression from one clause to the next. Consequently, Subject Themes often take on 
much simpler, condensed forms. Perhaps as a consequence of this, the potential for revision 
activity involving Subject Themes was lessened—simpler structures meant simpler meanings, 
                                                          
16 Proper nouns are fully specific so they negate the need for determiners. 
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making them easier for readers to comprehend, and thus they did not need extensive revision. 
Overall, then, it appears to be the case that Themes (textual/interpersonal/marked), which 
represent the 'writer angle', were used to introduce the clause's first major participant, the 
Subject Theme (if there was one) by organising mode (the clause's purpose), narrowing field (the 
clause's topic), and serving tenor (the writer's stance). Rhemes and N-Rhemes, on the other hand, 
which represent the ‘reader angle’, were used to expand ideational meaning and develop 
appraisal by looking back (the Rheme usually links back to the first major participant), drawing 
together previous meaning(s) (those contained with Theme) to elaborate upon field (introducing 
new information, typically via the major Participant in the N-Rheme) and, thus, ultimately 
realizing the clause's purpose. These two peaks of textual prominence, then, reflect the oft cited 
remark that Theme and Rheme can be likened to the movement of waves of informational 
prominence, where Subject Themes and N-Rhemes represent the 'peaks' of the clause as 
message. 
And even if we add the figures together for THEME and then RHEME revisions, we would still see 
that the majority of revisions took place within the 'development of the clause' (RHEME=489, 
64%), as opposed to the 'point of departure' of the clause (THEME=295, 36%). Consequently, we 
can say with some confidence that both writers appear to be more concerned with the 'reader 
angle' than the 'writer angle' when it comes to revising their essays. 
Section summary 
In this section we looked at revisions in relation to time (when) and space (where) in pursuit of 
answers to RQ 1(b): When and where during the writing process are these practices employed? 
In terms of 'when' revisions occurred, we explored the deployment of FPs, CPS, INSAs, and INSBs 
at the start, middle, and end of the writing process as a whole, and in individual writing sessions. 
We saw that FPs and INSAs are employed strategically at different stages of the writing process. 
However, we also saw a great deal of variation in how JD made use of CPs and INSBs. Moreover, 
the evidence presented in this section added to the hypothesis that the two writers drafted their 
essays in two fundamentally different ways: JD drafts and redrafts, using INSAs to much greater 
effect to edit existing text in revision rounds that affected spans of text beyond the immediate 
vicinity of what she had just typed. BB, on the other hand, preferred to revise online, using FPs to 
a much greater extent and, thus, rarely edited outside the currently being realized functional 
component. However, we also saw that both writers proofread final drafts, as evidenced by the 
increased occurrence of INSAs in the last two sessions. 
In terms of 'where' revisions occurred within the clause, we saw how the majority of both writers' 
revisions fell within the N-Rheme. We discussed how the structuring and presentation of Theme 
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and N-Rheme are likened to the movement of waves, where Subject Theme and N-Rheme 
represent the peaks of the clause as message (Martin & Rose, 2007, p.188). In this view, text is 
organized periodically, so that we are constantly reminded of where we have been and where we 
are going. In terms of these two writers, the majority of their revisions fell within that part of the 
clause which represents the 'reader angle'; i.e., both writers extensively revised the part of the 
clause that represents where we (the reader) are going (or being taken to). This is perhaps to be 
expected of 'good' writers, because we would assume that they would probably take on the role 
of a reader at some point, and what would be most salient to the reader (the end of a clause) 
should also be most salient to the 'writer come reader'.    
In the next section we build upon the findings of this section and the last by exploring the 
commonalities and differences between the writers and their four texts. 
6.3 Stability and instability of writing practices 
This section brings together the previous findings in terms of 'stability' and 'instability' in an 
attempt to explore RQ 1(c): 'Which practices (if any) are relatively stable, and which appear to 
change over time?' i.e. how do the 'practices' of these two students change (if at all) during the 
course of an essay's construction? 
6.3.1 Stable practices 
The first 'commonality' we will consider is that INSBs were the lowest denominator in all four 
datasets, with overall ratios of 10.8% (JD1), 10.65% (JD2), 10.4% (JD3), and 5.8% (BB). 
Furthermore, with the exception of session 5 for JD2, there was very little variation in the number 
of INSBs used in each session, as shown in figure 6.14: 
 
Figure 6.14: Percentage of revisions in each session that were INSBs 
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The main reason for such low figures may be due to the spatial location of INSBs. As discussed in 
Chapter 2, reading plays a central role in revision because writers need to build an adequate 
representation in memory of content, stance, intended goal, and the spatial arrangement of 
information in a text in order to revise efficiently. Regardless of the underlying function or 
structure of an INSB (or any kind of backward revision), what is important to note is that these 
kinds of movements rely on a writer to notice a 'mistake' in a section of text that comes before 
the text they are currently realizing. This 'noticing' relies on two sources: (i) the writer's memory 
of what they have already written—a representation of the text's 'sense' as stored in the writer's 
mind; and (ii) the amount of previously typed text displayed on the computer screen at any given 
time, which is dependent on the size of the screen and the amount of scrolling down that has 
occurred. By consulting these two sources a writer may realize that what they have typed, are 
about to type, or have just read, does not coincide with something they have previously written 
and, thus, they move backwards in the text to make the necessary change.  The key point is that 
backward moving revisions rely on a representation of text that is either held in the writer's 
memory or displayed on the screen. Haas and Hayes (1986), for example, show that building a 
successful representation of a text's 'sense' is tied to the kind of representation a writer is 
exposed to. In their study, exposure to two pages at once resulted in a better representation of 
a text in the reader's mind than one page at a time. In other words, the more text we can see the 
better the overall 'sense' we get of where to find information within that text. In the present 
study, the students composed their essays on laptops, where the page layout presented them 
with less than a single page on 15" screens. Consequently, as they typed they would need to scroll 
down, which would move previously written text upwards and out of view. This kind of scrolling 
movement has relatively little effect on the realization of FPs, CPs and INSAs, but it limits visual 
exposure to text that lies before the leading edge, which is the source of material for many INSBs. 
It is perhaps unsurprising, then, that of the INSBs we see in all four datasets most of them occur 
within close proximity to the leading edge; i.e. it was very rare to see the writer move backwards 
more than two or three T-units when making an INSB. Consequently, the frequency of INSBs may 
well be an epiphenomenon of the medium of composition: a small computer screen, as well as 
the writer's capacity to store information in memory.  
The second commonality is that FPs were primarily used by both writers to make minor changes 
at the phrase or group level. However, the criteria by which FPs are classified means that they are 
somewhat necessarily confined to isolated units (i.e. one functional component). This means that 
FPs typically incorporate fewer constituent elements than other revision types (as discussed 
above). If an FP was to involve a unit larger than a phrase (i.e. a clause) that unit would have to 
be downranked (embedded), otherwise the revision would cross a component boundary; for 
example, in the following T-unit from JD1, the N-Rheme contains a downranked clause that 
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functions as an Identifier in an intensive, identifying relational clause:  
  Content 
T-unit Theme Subject Theme Rheme N-Rheme 
8i  Early language socialization 
5{means | is}FP{5} 
where we learn the norms about language 
use,  
Example 6.13: A Downranked clause functioning at the group level 
However, even though such downranked units provide the potential for FPs to involve multiple 
constituents, there were no instances of FPs in any of the datasets that involved alterations to 
meanings above the phrase level17.  
6.3.2 Unstable practices 
In examining the datasets, we see a great deal of variation between the number of revisions made 
and the number of words typed in each session. For example, JD1's ratios remained relatively flat 
(5-11%) through sessions 1-4 and then steadily climbed through sessions 5-7, ending up at 37.5% 
in the final session. JD2's ratios steadily rose through sessions 1-3 (7-26%), peaked at session 4 
(34%), and then fell to 18% in the final session. JD3's ratios, on the other hand, show somewhat 
of a rise and fall patterning, which seemingly mirrors itself on either side of session 4. Finally, 
although BB's ratios remained relatively low in all of her sessions—due to the decreased level of 
her revision activity in general—they do show a steady decrease throughout the writing process. 
Overall, though, revision activity as a percentage of words typed showed great variation. 
Secondly, there appeared to be no discernible patterning with regard to CPs, both with respect 
to the writing process as a whole and in each individual writing session, as shown in figure 6.15 
below, which displays the percentage of revisions that were CPs in each session for each dataset: 
 
Figure 6.15: Percentage of revisions in each session that were CPs 
                                                          
17 Most of these phrase level revisions involved Qualifiers; i.e. NGrp post-modification. 
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As already discussed, CPs reflect backward/forward movement within a currently being realised 
clause, but, unlike FPs, they cross component boundaries. On the basis of such classification 
criteria, one might expect that CPs would manifest themselves in choices that engender 
movement between functional components at the clausal level (i.e. choices in TRANSITIVITY, 
THEME, etc.). However, in all 4 datasets there was a great deal of variation in terms of clausal level 
systems and CPs; for example, THEME (JD1=1/33, JD2=1/51, JD3=1/29), INFORMATION FOCUS 
(JD1=6/33, JD2=4/51, JD3=0/29), TAXIS (JD1=11/33, JD2=9/51, JD3=6/29), etc. This variation also 
extends into systems at the lower ranks (e.g. EVENT TYPE: JD1=6/33, JD2=4/51, JD3=10/29). CPs, 
then, seem to have no specific purpose or regularity, and thus can be said to be unpredictable in 
terms of both frequency and purpose. 
Thirdly, there was no patterning in how writers used external activities besides those directly 
involved with writing. It was clear from BB's dataset, for example, that she repeatedly used some 
form of 'downtime' during each writing session. For example, her focus event graph (cf. figure 
6.2) showed extensive use of internet based social media and non-essay related sources 
(shopping websites, online articles, etc.). Its inclusion in BB's dataset seemed to account for the 
extra time she spent working on her essay in comparison to JD. However, there was no one clear 
form of 'downtime' that she used. Instead her 'downtime' activities were seemingly random and 
often triggered on impulse, rather than outside stimulus (such as an incoming email). The use of 
'downtime' by JD, however, remains unanswered, as her dataset gave no indication that she took 
regular breaks from her essay.  
Section summary 
In terms of 'stability' and 'instability' in writing practices, then, this section has shown how 
inherently difficult it is to examine such concepts. Although the previous section showed some 
patterning to when and where revision types are employed, bringing these findings together 
across a dataset that varies with respect to writer, text-type, no. of writing sessions, time on task 
(both overall and in each session), etc., is inherently problematic. 
6.4 Convergence and divergence in writing practices 
This section explores if any of the practices discussed so far can be said to be 'stable' within a 
text's construction (JD1, JD2, JD3, or BB), within a single writer (JD), or between writers (JD and 
BB). In other words, it seeks to address RQ 1(d): Do 'good' writers converge on similar practices?   
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6.4.1 'Stability' within a text 
In relation to JD's datasets, and as mentioned above, FPs tend to occur first in each of JD's writing 
episodes, and INSAs tend to occur in 'bunches' within each writing episode. However, FPs are, in 
essence, something that most 'free-writers' would likely engage in during the start of a writing 
session because the other revision types cannot occur until typing has taken place.  
In relation to BB, it is clear that FPs are a constant feature across her 6 sessions. As discussed 
above, in every writing episode bar one, FPs account for 83.9% of her revisions, meaning that BB 
primarily revises as she types, and thus her attention rarely drifts away from the functional 
component currently being realized. This heavy reliance on FPs suggests two things. Firstly, BB 
carefully plans what she is going to write before she starts typing. This planning may be done on 
paper, or it may be done in her head. When asked if she used pen and paper she stated that she 
never did, instead she 'thought about each sentence before typing it': this is reflected in the 
amount of time she spent within MS Word (4hrs 46 mins), where she typically spent much longer 
pausing between sentences than JD did, and typed far fewer words (just 240 more words than 
her word limit) than JD18. Furthermore, BB's use of planning is somewhat evidenced by the fact 
that at the start of session 1, she typed four subheadings/cues: 'Intro', 'Chronicle as key point in 
initiating English literary tradition', 'Records change and variation during the time it was written', 
and 'Conclusion', under which she proceeded to enter content. These subheadings were no doubt 
inspired by the essay's rubric, and can be considered a kind of interactive metadiscourse that 
provided ‘framing information about elements of the discourse’ (Hyland, 2005, p.51). In well 
written essays, such subheadings often reflect a writer’s underlying rhetorical schema in relation 
to the text as a whole. And although BB deleted these subheadings toward the end of the writing 
process, so they are no longer found in the final draft, they clearly helped shape the sequencing 
of information in her essay (Appendix 5: Finished essay (BB)). Secondly, her reliance on FPs also 
meant that she did very little revising when rereading text, (assuming that she actually reread her 
text). Ultimately, the data suggests that BB, for this particular text anyways, assumed the role of 
a high planner/high-self monitor (Torrance, Thomas, & Robinson, 2000).  
6.4.2 'Stability' within a writer  
It is unwise to make definitive statements about the stability of writing practices for BB because 
of the limited amount of data collected. For JD, however, there is slightly more data and, 
therefore, it seems feasible that we can gather some valuable insights into possible traits/habits 
                                                          
18 JD typed, on average, 799 words more than her word limit; BB also spent considerably more time on her 
essay (21hrs) than JD did on any of hers—the longest JD spent working on any one essay was 13hrs. 
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that she may exhibit. 
Firstly, as we saw in discussions surrounding focus events, JD spent little time engaged in online 
'downtime' such as accessing online social media, websites, etc. This perhaps explains why JD 
spent less time working on her essays than BB did. However, it could be that JD refrained from 
such online 'downtime' because she knew that she was being recorded, or perhaps she used 
other electronic devices (e.g. her phone) to perform such actions. It may also be that JD walked 
away from the computer to perform physical tasks as a means to take a break, or perhaps she did 
not take any breaks whilst writing—her longest session was 2hrs 38mins19. 
Secondly, as highlighted above, JD appeared to use revision types in a somewhat distributed 
manner, as shown in figure 6.16: 
 
Figure 6.16: Distribution of revision types across JD's dataset 
Figure 6.16 shows how FPs accounted for 31% (n=73) of all revision activity in JD1, 37.5% (n=109) 
in JD2, and 38.2% (n=92) in JD3. A similar clustering emerges for CPs, which ranged from 12.6% 
to 17.5%, and INSBs, which ranged from 10.65-10.9%. INSAs and INSs, however, showed greater 
variation, which was probably due, in part, to the fact that some of JD3's data was corrupted, 
leading to an increase in revisions being coded as INS—many of these INSs could have been INSAs.  
Furthermore, JD appeared to regularly shift her focus away from the immediate vicinity of the 
leading edge as evidenced by the lower proportion of overall FPs in JD1 (33%), JD2 (36.8%), and 
JD3 (38.2%). In other words, JD either continually rereads what she has already typed, or has 
some kind of 'text sense' stored in memory that she consults whilst typing. Let us consider the 
                                                          
19 Without recording her physical actions (via a camera, for example) we will not know for sure what JD did 
in-between typing bouts and, even then, the placement of a camera could prove so intrusive that she would 
focus on the task even more stringently. And whilst the idea of incorporating post writing session 
questionnaires was considered, this was thought to be too burdensome on the already overladen 
participants. These, and other issues, will be discussed further in section 9.3: Limitations and weaknesses. 
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first of these propositions: that JD continually rereads text as she types. In JD1, JD2, and JD3, we 
see evidence that many of JD's revisions stem from rereading text, both in terms of reading text 
within the immediate vicinity of the currently being realized t-unit, and in terms of rereading 
previous drafts when she begins a new session. For example, in JD1, INSAs were the highest 
frequency revision type in sessions 2, 3, 5, and 7. This suggests that after the majority of content 
has been added in session 1, JD refined her essay through continual rounds of online revisions 
(FPs) as she added more content in combination with the fine-tuning of existent content (INSAs).  
Let us now consider the second of these propositions: that JD uses some kind of 'text sense' when 
revising. An unfolding written text is both a concrete and abstract object because it is constantly 
fluctuating between actual and intended representations. The mediating factor between these 
representations is the reader's current 'text sense'. Text sense, in its broadest conceptualisation, 
is a mental representation of the structure and meaning of an unfolding text in the writer/reader's 
mind. Subsequently, this representation includes ephemeral entities such as spatial, episodic, and 
propositional memories. Consequently, it is believed that the longer a text is (or becomes), and 
the more ideas/knowledge it incorporates, the harder it becomes to formulate a representation 
of its 'sense'20 (Haas, 1996, p.121).  
From the data, we have some evidence that JD possesses a kind of 'text sense' by the higher 
proportions of CPs and INSBs we find in her datasets (JD1=26% combined CPs and INSBs, 
JD2=29%, and JD3=22%, as compared to BB's 10% combined21). 
Thirdly, JD typed the majority of her text (+80%)22 in the first 3 sessions, as shown below:  
 Words typed in sessions 1-3 
Words typed in all 
sessions 
Product word count 
at end of session 3 
Product word count 
at end of all sessions 
JD1 2068 (81%) 2524 1702 1702 
JD2 2228 (88%) 2535 1590 1721 
JD3 1923 (80%) 2408 1782 1809 
BB 1359 (60%) 2250 1664 2010 
Table 6.12: No. of words typed (process counts) and no. of words in each text (product counts) 
Table 6.12 shows that the total number of words typed in the first 3 sessions by JD were 2068 
(JD1), 2228 (JD2), and 1923 (JD3). Although it is difficult to say what proportion of these words 
remain in the final essay because text was frequently moved around, copied and pasted, etc., JD 
appears to pack most of her writing into an intense window of activity, ranging from 6hrs 4mins 
(JD1) to 11hrs 6 mins (JD2), which is spread across two days. Over these first three sessions, then, 
                                                          
20 We can relate this back to the discussion of genre complexity and cognitive demands covered in §4.4. 
21 This does not mean that BB does not also possess a sense of her text. It could just be that many of BB's 
writing practices occur internally and do not manifest themselves on the screen as prominently as JD's do 
22 This is a percentage of total words typed and is thus not related to her essays' word limit, which were all 
exceeded in the first three writing sessions. 
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JD actually exceeds the word limits of each of her essays. After this initial burst of activity, JD then 
spent, on average, 3hrs 3 mins (SD=1hr 2mins) completing her essays, of which an average 23 
mins (SD=4mins) was spent typing, where she made between 76 (JD3) and 84 (JD2) functional 
revisions. The majority of JD's compositional activity, then, clearly took place within a short period 
of time.  
Fourthly, JD presents somewhat of a pattern in how much text she types when writing. Table 6.12 
above, shows that JD typed, on average 799 words more (SD=50.8) than each essay's final word 
count (end column). This figure is approximately 45% more than her average word limit (1753 
words, SD=73.1), and is reflected in the increased frequency of her revisions—compare JD's 
average of 253 functional revisions (SD=32.7) to BB's 85, where BB only typed 240 words more 
than her word limit.  
6.4.3 'Stability' between writers  
One interesting commonality across the datasets is that the highest frequency of INSAs occurred 
in the penultimate writing episode. As remarked earlier, INSAs seem to reflect revising whilst 
reading, and we see that JD uses INSAs at a rate of 27-39% when working on the penultimate 
draft, whilst BB used INSAs at a rate of 60%. Although BB's figure is somewhat questionable, given 
that she only made 5 INSAs, it nevertheless appears to be the case that both writers proofread 
their essays before submitting them. 
Section summary 
In this section we explored if any of the practices discussed above appeared to be 'stable' within 
a dataset (JD1, JD2, JD3, or BB), a single writer (JD), or between the writers (JD and BB). Overall, 
the findings added to the hypothesis that we have two fundamentally different types of writers 
in JD and BB. Consequently in light of the underlying RQ that informed the basis of this section—
1(d). Do 'good' writers converge on similar practices? We can conclude that these two 'good' 
writers do not necessarily have to converge on the same writing 'practices' in order to construct 
texts of comparable qualities. This finding is perhaps unsurprising given the conclusions of 
previous research into process-product relationships (cf. §2.3). However, the discussions held in 
this section will be used as evidence in the following chapters, where I will be arguing for a move 
away from studying physical practices in isolation, and suggest that we also need to examine 
semogenesis (or meaning-making practices).  
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Summary 
The underlying motif for this chapter was 'how students write'. It was here that we sought to 
explore the first set of RQs outlined in Chapter 1 and at the start of this chapter. 
Consequently, in §6.1 we explored JD's and BB's writing practices in terms of how they 
added/removed text from their essays in an effort to address RQ1 (a). We saw how both writers 
spread the task of essay writing over multiple sessions, which lasted from 8mins (JD1, session 6) 
to 8hrs 37 mins (JD2, session 1). The findings also pointed toward two writers that went about 
essay writing in two fundamentally different ways: JD appeared more focused on the task at hand, 
revised extensively (M=252, SD=33.8), and moved around the text quite a lot. BB, on the other 
hand, divided her time between the task and online 'downtime' (e.g. Facebooking), revised 
minimally (n=85), and when she did revise, her revisions were predominantly FPs (84.5%). This 
difference between the writers was said to reflect the basic distinction between free-writers/low-
self monitors (JD) and planners/high-self monitors (BB).  
In Section 6.2 we explored revision activity in relation to time (when) and space (where) in pursuit 
of answers to RQ 1(b): When and where during the writing process are these practices employed? 
Here, we saw that FPs and INSAs were employed differently at different stages of the writing 
process, with FPs showing a slight tendency to be used at the start of writing, and INSAs toward 
the end of writing, reflecting writing as discovery and writing as a reader (proofreading). However, 
we also saw a great deal of variation in how revision types were used across the writing process 
as a whole and within each writing session. In terms of 'where' revisions occurred, we saw how 
the majority of revision types fell within the N-Rheme. The Theme and N-Rheme components 
were likened to the movement of waves, where Theme and New (the focus of the N-Rheme) 
represented the peaks of the clause as message (Martin & Rose, 2007, p.188), so that a text is 
organized periodically, reminding us of where we have been and where we are going. 
Consequently, it appeared that both writers' overall revision activity was more concerned with 
where we (the reader) are going (or being taken to), than with reminding us where we have been; 
i.e. revisions primarily helped develop a text's purpose.  
In Section 6.3 we explored writing practices in terms of 'stability' and 'instability'. However this 
section proved how inherently difficult it was to examine such concepts when there are a large 
number of affective variables in place. Consequently, finding an answer to RQ1(c): 'Which 
practices (if any) are relatively stable, and which appear to change over time?' seemed impossible 
because of the nature of the data being examined. Rather than dwell on this shortfall here, this 
issue shall be taken up further in Section 9.3, where we will consider the limitations and 
weaknesses of the thesis in general. 
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In Section 6.4 we explored if any of the practices appeared to be 'stable' within a dataset (JD1, 
JD2, JD3, or BB), within a writer (JD), or between the writers (JD and BB). The overall conclusion 
was that the data once again pointed to the presence of two different types of writer. 
Consequently in light RQ 1(d). Do 'good' writers converge on similar practices? It was concluded 
that these two 'good' writers do not draw on the same composing practices in order to construct 
texts of comparable qualities.  
Ultimately, the findings of this chapter have served to introduce the overall writing characteristics 
of each dataset and each writer, and will be subsequently used to inform the following chapters, 
where we will move away from physical practices (revision types) and discuss semiotic practices 
(revision functions, ranks, and systemic choices). 
In Chapter 7, then, we move away from the 'how' of writing and consider the 'what' of writing. 
More specifically, the next chapter looks at how the revisions we have been discussing so far 
contributed to each text in terms of language choices. It is in the next chapter, then, that we will 
explore the second motif of this thesis: the development of what students write. 
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Chapter 7 What students write 
Introduction  
The underlying motif for this chapter is 'the development of what these two students wrote'. It is 
here that we will examine the second set of RQs previously outlined and replicated below:  
2(a). What are the key linguistic features of 2nd year undergraduates' revisions? 
2(b). Are these features comparable between/within different writers/texts? 
2(c). Are these features comparable to those of more experienced writers?  
In order to address these questions, this chapter is split into three sections. Each section will 
attempt to address one RQ, and thus covers the following topics:  
section 7.1 explores the linguistic features (or systemic choices) that emerge through the revision 
activity in each of the four datasets introduced in the previous chapter (JD1, JD2, JD3, and BB). In 
this section, we will see how four lexicogrammatical systems: THING TYPE, EVENT TYPE, 
DETERMINATION, and TAXIS, show up consistently in the top five choices amongst revisions in both 
writers and all four texts; we will also see how QUALIFICATION is another prime system affected 
by revision activity.  
Section 7.2 outlines which of these language features are comparable between/within writers, 
and then goes on to discuss possible reasons/benefits for why particular language functions, 
ranks, and ultimately systemic choices are more frequent than others when these two writers 
revise academic text. Here we will see how both writers utilised the grammar’s ability to construe 
experience in increasingly complex ways via THING TYPE, EVENT TYPE, and QUALIFICATION, how the 
use of the deictic element (DETERMINATION) in combination with post-modification 
(QUALIFICATION) served to decrease specificity whilst increasing information content, and how 
choices in TAXIS&LOGICO-SEMANTIC TYPE are tied to simplexes as well as complexes. Finally, section 
7.3 examines if the features found in these students' revisions are present in the texts of more 
experienced writers; i.e. we will explore to what extent these students' language choices reflect 
those features found in studies on 'model' academic texts (cf. Chapters 3 and 4). In this final 
section, we will see how many of the nominally based revisions we will have discussed in the 
previous sections contribute to the creation and modification of complex NGrps, which accords 
with the findings of existing literature that repeatedly illustrates how NGrp complexity is a key 
reflector of academic writing (Biber, 2006; Biber, Gray, & Poonpon, 2011; Parkinson & Musgrave, 
2014).  
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7.1 Linguistic choice in revision activity 
In this first section will look at overall revision activity in each of the datasets in terms of the four 
metafunctions of language as outlined in IFG4: these metafunctions are the experiential, logical, 
interpersonal, and textual. Following this, §7.1.2 will examine this same revision activity in terms 
of rank-level realizations. Finally, §7.1.3 will bring together the findings of §7.1.1 (language 
function) and §7.1.2 (language rank) in terms of a function/rank matrix. Such an analysis allows 
us to examine which lexicogrammatical systems are affected by revision activity because we can 
cross reference a revision's function with its rank level realization, resulting in a more delicate 
level of analysis in terms of systemic choice. For example, and as a reminder from §5.6.2.5, an 
experiential revision realized within a nominal group (NGrp) would fall within the corresponding 
function/rank cell where the two choices meet, and realise a selection in one of the systems listed 
in that cell1, as shown in figure 7.1 below: 
Rank Class Logical Experiential Interpersonal Textual (cohesive) 
Clause  
 
 TRANSITIVITY MOOD THEME   
Group / 
Phrase 
nominal  
THING TYPE, 
NUMERATION, 
CLASSIFICATION, 
EPITHESIS, or 
QUALIFICATION 
PERSON 
ASSESSMENT 
DETERMINATION REFERENCE, 
ELLIPSIS & 
SUBSTITUTION 
verbal  
EVENT TYPE 
ASPECT 
POLARITY 
MODALITY 
CONTRAST 
VOICE 
adverbial  CIRCUMSTANCE TYPE COMMENT TYPE   
preposition  MINOR TRANSITIVITY MINOR MOOD   
Word   DENOTATION CONNOTATION   
Info. unit  
INFO. TAXIS 
*info. unit 
complex 
  KEY INFORMATION  
  
complexes simplexes 
Figure 7.1: Using a function-rank matrix to narrow down systemic choice 
Ultimately, providing a synoptic description (summary of choices in revision activity as a whole) 
allows us to present the data in more a familiar fashion before moving on to more experimental 
representations in terms of a dynamic description in Chapter 8.  
7.1.1 Metafunctional choice 
In Chapters 1 (§1.2) and 5 (§5.6) we were introduced to SFL's view of how language is organized 
metafunctionally to construe reality (experiential function), link realities together (logical 
function), enact personal and social relationships (interpersonal function), and map these 
meanings onto one another and onto the context in which language is being used (textual 
                                                          
1 See Chapter 5, section 5.6.2.5 for a fuller description of this table. 
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function). In this section we will discuss how revision activity contributed to each of these four 
functions of language in each dataset.  
We will begin by looking at the overall level of functional realizations in each dataset's revision 
activity; i.e. we are not looking at figures for the final text (product data), but figures for text 
directly involved in revision activity (process data). As a quick comparison, figures 7.2 through 7.5 
show a breakdown of how revision activity contributed to each text in terms of the four functions:   
  
Figure 7.2: Functional choice in JD1's revisions Figure 7.3: Functional choice in JD2's revisions 
  
Figure 7.4: Functional choice in JD3's revisions Figure 7.5: Functional choice in BB's revisions 
Figures 7.2 through 7.5 show how the majority of revisions in each dataset involved experiential 
meanings, with figures ranging from 47% (n=211) in JD1 to 58.9% (n=235) in JD3, with an average 
across all four texts of 51.46% (SD=5.16%). The second most frequently involved function in 
revision activity was the textual function, which ranged from 22.8% (n=102) in JD2 to 30.5% 
(n=137) in JD1, with an average across all four datasets of 25.4% (SD=3.54%). Logical and 
interpersonal revisions, meanwhile, varied slightly in their ordering across datasets; in three of 
the four datasets, the logical function was the third most frequently involved function in revision 
activity. Table 7.1 below provides overall frequency counts (insertions and deletions) for each 
dataset and for the dataset as a whole in relation to functional choice in revision activity: 
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 JD1 JD2 JD3 BB Total 
 Count % Count % Count % Count % Count % 
Experiential 211 46.99 225 50.34 235 58.90 66 49.62 737 51.46 
Logical 58 12.92 53 11.86 49 12.28 24 18.05 184 13.78 
Interpersonal 43 9.58 67 14.99 22 5.51 10 7.52 142 9.40 
Textual 137 30.51 102 22.82 93 23.31 33 24.81 365 25.36 
Total 449 100 447 100 399 100 133 100 1428 100 
Table 7.1: Frequency of revisions in functional terms 
Table 7.1 shows that the total number of experiential revisions (n=737) is more than that of the 
other three functions combined (n=691). This increased number of experiential revisions is 
perhaps somewhat unsurprising because the experiential function mainly concerns the construal 
of experience (clause as representation), and as a piece of writing that is somewhat disconnected 
from a physical context, academic text relies heavily on an accurate representation of the writer's 
(naturalized) reality to make sense to the reader (Halliday, 1998). Furthermore, experiential 
meanings are prototypically realized through segmental structure, which 'is the simplest kind of 
structure, from which the other, more complex kinds can be derived' (Halliday & Matthiessen, 
2013, p.85) and, thus, there appears to be two possible reasons why experiential meanings are 
more prevalent than the other meanings in revision activity: (1) they are the most common kind 
of meanings called for when construing a model of experience (describing a phenomenon is 
perhaps the most important aspect of academic text as one needs to add content and provide 
evidence to base a thesis on); and (2) the kinds of structures they favour (i.e. constituency based 
ones) are perhaps easier to add/remove during revision than other structures; for example, as 
we shall see later on, the prosodic structures favoured by interpersonal meanings, and the 
culminative structures favoured by textual meanings, are often 'tied' to other functions within 
the clause. It may be the case, then, that this increased complexity in revising multiple functions 
(or the structures they represent) is so cognitively demanding that it results in them being less 
frequent, and/or it may be that the seemingly easier experiential based revisions (or the need to 
add content) draws the writer's attention away from such concerns. Alternatively, as we will 
theorise in following sections, it may just be that these other meanings are simply not called for 
in a particular text-type, and are thus less likely to be involved in revision activity. 
What is perhaps more surprising is the positioning of textual meanings in table 7.1, which shows 
us that in all four datasets, textual meanings are the second most frequently affected meanings 
when it comes to revising text and, thus, the ability to fine-tune the rhetorical structuring of a 
text—bringing together the text's other strands of meaning to create a harmonious whole in light 
of a specific context and purpose—appears to be an important aspect for these two writers when 
it comes to revising academic essays. The textual function, as we recall from Chapter 5, mainly 
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concerns the symbolic configuration of rhetorical structures. It deals with semiotic reality, or the 
'clause as message'. Consequently, it is often cited as providing an enabling function, bringing 
together ideational and interpersonal meanings and operationalizing them in a given 
environment (Halliday & Matthiessen, 1999, p.398). In other words, textual meanings create 
relevance to the context or functional purpose of a text.  
There are numerous reasons as to why revision activity may engender a preference for textual 
modifications as opposed to interpersonal or logical ones. However, perhaps key amongst them 
is the transformation from writer to reader (a shifting in mode). This transformation can induce 
the writer to make changes that reflect a realignment of the text toward its intended purpose 
(i.e. its generic expectation), making it easier for the reader to understand, follow, and, ultimately, 
accept or reject an underlying thesis (Lindgren, Leijten, & Van Waes, 2011). For instance, consider 
the following example (we have already been introduced to this example in the previous chapter): 
T-unit Content 
7 It has marked a woman's genitals with an internet map marker, frequently used on Facebook to check in to a place or destination. 
8 95{By using social media, | it uses {95} | it gives}CP a sense of relating to the whole population.  
Example 7.1: A revision that increases readability/understanding (JD3) 
In this example, part of revision 95 adds 'By using social media'. This prepositional phrase comes 
to function as a marked Theme and a Circumstance of enhancement (manner: means): it answers 
the question 'by what means does marking a woman's genitals with an internet map marker (T-
unit 7) give a sense of relating to the whole population (T-unit 8)?' Answer: by the means of social 
media. Whilst the content of T-unit 8 remains somewhat questionable, the addition of this 
marked Theme /Circumstance makes it somewhat clearer as to what the 'it' in T-unit 8 refers to—
prior to this revision the 'it' could have been assumed to refer to 'Figure 1', representing a 
constant Theme () progression as opposed to the derived theme () that appears to result 
from revision 95. 
Moving on to logical and interpersonal meanings, we see from table 7.1 that these functions 
appear to fluctuate in their ordering between texts. Logical meanings signify relations between 
complexes, and are realized via univariate, iterative structures. Typically, these involve clause 
complexing (as illustrated in §7.2.4 below), but sometimes they are also manifested as phrase or 
group complexes. The logical function, as Halliday and Matthiessen (2013) note 'makes a major 
contribution to the organization of text, serving to realize (rhetorical) sequences within 
(rhetorical) paragraphs' (p.549). However, logical meanings also contribute to the textual function 
in a number of ways: by sequencing tactic relations in a certain way a writer can (i) choose which 
element is given thematic prominence; (ii) change what he/she presents as New/Given, and (iii) 
engender choices in cohesive relations via ellipses/substitution, whereby a referent in a dominant 
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clause can be omitted/substituted in the dependent clause, creating a pattern of Subject Themes 
that moves the text forward. Consequently, a logical revision is often tied up with, or followed by, 
a revision in another function—typically these involve textual systems such as THEME, ELLIPSIS, 
etc. Consider example 7.2:  
T-unit Content 
32 
47{According to Bernstein this | This}CP would mean the literacy practices learnt by children in 
the working-class communities{47} did not prepare them well for mainstream literacy 
practices in school.  
Example 7.2: A change in logical meaning accompanied by a change in THEME (JD2) 
In this example, revision 47 deletes 'According to Bernstein'2. This revision represents three, 
possibly four, systemic choices, depending on your view of interdependency relations3. It reflects: 
(1) a change in MINOR TRANSITIVITY of -[Circumstance (non-finite hypotactic clause): angle: 
source]; (2) a change in TAXIS of -[hypotaxis (dependent clause: β)]; (3) a change in LOGICO-
SEMANTIC TYPE of -[projection: idea]; and (4) a change in THEME of -[marked Theme (fronted 
dependent clause)].  
Similarly, in example 7.3, revision 25 affects not only logical meaning, but also textual meaning: 
T-unit Content 
24i It is common to use emotion in persuasion (Lang, A. et al 2003:111) 
24ii 25{whether | as it tends to have more effect}INSA  
Example 7.3: A choice in logical meaning that engenders a choice in thematic progression (JD3) 
In this example, revision 25 deletes the hypotactic binder 'whether' and replaces it with a 
hypotactic clause (T-unit 24ii) that enhances upon the dominant clause (T-unit 24i). This 
enhancement represents a systemic choice in TAXIS&LOGICOSEMANTIC TYPE (logical meaning) of 
+[hypotactic enhancement (conjunction): causal-conditional: reason]. We see, however, that 
this revision also sets up a referential relation (textual meaning) of 'substitution'; i.e. 'it' 
substitutes for 'using emotion in persuasion'. This substitution progresses the text in terms of a 
linear Theme (the Subject Theme being an element that occurred in the previous RHEME). From 
these two examples, then, we see how a single revision can often be multi-functional.  
7.1.2 Rank scale realizations  
Whilst the previous section introduced revisions and functional choice, this section covers 
revisions and rank; i.e. what constituent structures (words, nominal groups, etc.) were involved 
in revision activity. As a quick introduction to the data, figures 7.6 to 7.9 below show a breakdown 
of each dataset in terms of the frequencies of rank-level constituents involved in revision activity: 
                                                          
2 'this' to 'This' is simply a change in orthography as a capital letter is added to signify the start of the T-unit. 
3 This is more fully explored in §7.2.4 
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Figure 7.6: Rank realizations in JD1's revisions Figure 7.7: Rank realizations in JD2's revisions 
  
Figure 7.8: Rank realizations in JD3's revisions Figure 7.9: Rank realizations in BB's revisions 
Figures 7.6 to 7.9 show that the majority of revisions involved alterations within nominal group 
(NGrp) structures. Revisions to NGrps ranged from 40.1% (n=180) in JD1 to 49.6% (n=69) in BB, 
with an average across all four datasets of 46.8% (SD=4.8%). The second most frequently involved 
rank constituent in revision activity was the verbal group (VGrp), which ranged from 11.76% 
(n=16) in BB to 15.3% (n=66) in JD2, with an average across all four texts of 13.1% (SD=1.2%). 
Table 7.2 below summarizes the above information in terms of overall frequencies and 
percentages for each dataset and for the dataset as a whole: 
 JD1 JD2 JD3 BB Total AVG 
 Count % Count % Count % Count % Count 7.17 
Clause 45 10.02 30 6.71 30 7.52 6 4.41 111 8.66 
Clause nexus 44 9.80 37 8.28 28 7.02 13 9.56 122 3.17 
Group nexus 9 2.00 9 2.01 14 3.51 7 5.15 39 0.29 
Phrase nexus 2 0.45 2 0.45 1 0.25 0 0.00 5 4.29 
Phrase 37 8.24 20 4.47 9 2.26 3 2.21 69 13.13 
Verbal group 57 12.69 65 14.54 54 13.53 16 11.76 192 46.80 
Nominal group 180 40.09 209 46.76 198 49.62 69 50.74 656 6.28 
Adverbial group 34 7.57 24 5.37 31 7.77 6 4.41 95 8.38 
Word 22 4.90 45 10.07 33 8.27 14 10.29 114 1.82 
Info. Unit 19 4.23 6 1.34 1 0.25 2 1.47 28 100.00 
Total 449 100.00 447 100.00 399 100.00 136 100.00 1431 7.17 
Table 7.2: Frequency of rank level realizations in revision based activity 
Table 7.2 shows that from a total of 1431 revisions, 656 involved the NGrp. Writers can use NGrps 
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to 'expand the amount of information in each clause, establish and maintain referential relations, 
and distill and expand information as a text evolves' (Fang, Schleppegrell, & Cox, 2006, p.252). 
These are all key elements in academic writing, and it is thus hardly surprising that NGrps would 
be high on the list of concerns for academic writers. However, what is perhaps surprising is the 
frequency with which the NGrp is involved in revision activity regardless of the writer, and 
regardless of the text-type. Possible reasons as to why this may be are discussed in §7.2. 
Second in terms of overall frequencies were revisions involving the VGrp (n=192). The VGrp is 
composed of several elements: in experiential terms, the key element is the Process, which 
represents a happening or being that is realized as a lexical choice in EVENT TYPE (the VGrp 
analogue of the NGrp's THING TYPE); as we shall see in §7.2, choices in EVENT TYPE made up the 
majority of revisions to the VGrp (n=119). In textual terms, the VGrp can be modified via 
selections in VOICE (Active/passive), CONTRAST (non-contrastive/contrastive), and ELLIPSES (non-
elliptical, elliptical). The level of overall choice in these systems was extremely low (n=4, 0, and 3, 
respectively), so they shall not be discussed further. In logical terms, the VGrp is grammaticalized 
by (SECONDARY) TENSE via logical (recursive) sequencing of modifying elements that represent 
choices in past/present/future tenses. These types of revision were slightly more frequent at 
n=15. Interpersonally, verbal modifiers concern POLARITY (n=7), FINITENESS (n=0), and MODALITY 
(n=40). The increased number of revisions involving MODALITY shall be discussed in §7.2 and §8.1. 
The figures for other rank constituents varied between datasets, but the lowest frequency in 
every dataset concerned revisions to the information unit, and group and phrase complexes. 
Group and phrase complexes are typically realized as extending relations because groups and 
phrases generally do not consist of complete 'figures' (Halliday & Matthiessen, 1999); 
fundamentally, complete 'figures' have the potential to be joined (or sequenced) in more complex 
logical relations such as 'because', 'ergo', etc. Consequently, the low frequency of logical revisions 
to group and phrase complexes is perhaps unsurprising because their potential to occur in tactic 
relations is limited by the nature of their constituency; i.e. there are far fewer resources from 
which to base revision on. Clause complexes4, however, are not as limited. Consequently, their 
potential for being involved in revision increases, and we see that their overall frequency of 
occurrence in revision activity was much higher at n=122, making them the third most frequently 
revised rank constituent (M=8.66%, SD=1.28%).  
In the next section we will take what we have learned from functional choices in revisions (§7.1.1) 
and rank level choices in revisions (§7.1.2), and combine the two to represent choice in terms of 
individual lexicogrammatical systems.  
                                                          
4 A clause complex engenders a choice in TAXIS, LOGICO-SEMANTIC TYPE and RECURSION.  
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7.1.3 Systemic choice 
In this section we will discuss how revisions contributed to the unfolding of each text in terms of 
the lexicogrammatical systems outlined in Halliday's Introduction to Functional Grammar (fourth 
edition), or IFG4 as it is sometimes referred to IFG4 (Halliday & Matthiessen, 2013).  
If we recall from the discussion of SFL's view of language outlined in Chapter 5, a choice in 
metafunctional meaning necessitates a choice in rank and vice versa—this results in what is 
referred to as a function/rank matrix. This complementarity between function and structure is 
both realized in, and construed by, a choice in a specific lexicogrammatical system. It is in this 
section that we will look at this concept of choice by exploring revision activity in terms of the 
lexicogrammatical systems of English (cf. §5.6.2.5). Ultimately, what follows is an overview of 
systemic choice in each dataset's revision activity (a synoptic description) that will be used as an 
introduction to, and evidence for, the discussion that follows (§7.2 and §7.3).  
JD1 
Table 7.3 gives an overview of revision activity in JD1 in terms of a function/rank matrix: 
  Function  
  Experiential Logical Interpersonal Textual Total 
Ra
nk
 
Clause 29  2 14 45 
Clause nexus  44   44 
Phrase nexus  2   2 
Group nexus  9   9 
Phrase 33  4  37 
Verbal group 36 3 12 6 57 
Nominal group 100  7 73 180 
Adverbial group 3  6 25 34 
Word 10  12  22 
Info. Unit    19 19 
 Total 211 58 43 137 449 
Table 7.3: Function/rank matrix for revision activity in JD1 
Table 7.3 shows that from 180 NGrp revisions, 100 involved experiential meanings, 7 
interpersonal meanings, and 73 textual meanings. A function/rank matrix, then, gives us a 
convenient way to cross reference revision choices in terms of how they contributed to meaning 
(function) and structure (rank) at the same time, resulting in a more delicate level of analysis.  
Table 7.4, then, gives a more detailed overview of how revision activity in JD1 contributed to 
meaning (function) and structure (rank) in terms of individual lexicogrammatical systems (system 
names are given at the intersections of the corresponding function/rank alongside their 
frequency counts): 
 
 
142 
 
   Function  
 
 Experiential Logical Interpersonal Textual Total 
R
a
n
k
 
Clause Transitivity 29   Mood 2 Theme 14 45 
Clause nexus   Taxis 44     44 
Phrase nexus    2     2 
Group nexus    9     9 
Phrase minor Transitivity 33   minor Mood 4   37 
Verbal group Event type 36 Tense 3 Polarity 1 Voice 3 43 
 Aspect 0   Modality 11 Substitution 1 12 
       Ellipsis 2 2 
Nominal group Thing type 42   Person 1 Determination 50 93 
 Pre-determination 2   Assessment 6 Reference 19 27 
 Numeration 10     Substitution 3 13 
 Classification 9     Ellipsis 1 10 
 Epithesis 11       11 
 Qualification 26       26 
Adverbial group Circ. Type 3   Comment 6 Conjunction 25 34 
Word Denotation 10   Connotation 12   22 
Info. Unit     Key 0 Info. Focus 19 19 
Total  211  58  43  137 449 
Table 7.4: Revision activity and systemic choice in JD1 
Table 7.4 shows that not all function/rank mergers correlate with one lexicogrammatical system, 
and that at the same rank, some lexicogrammatical systems appear to be more involved in 
revision activity than others. For example, from §7.1.1 and §7.1.2 we have already deduced that 
the majority of revisions involve experiential meanings and/or NGrps. Table 7.4 shows us that at 
this intersection of function (experiential) and rank (NGrp) the writer can make a choice in one of 
seven lexicogrammatical systems, and that of these systems, THING TYPE (n=42) is the most 
heavily involved in JD1's revision activity. Rather than go through each column and row in detail I 
have reproduced the data in figure 7.10: 
 
Figure 7.10: Distribution of revisions in terms of systemic choice (JD1) 
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Figure 7.10 shows that 10.2% (n=44) of revisions involved the system of TAXIS (rank: clause nexus, 
function: logical), 9.7% (n=42) involved THING TYPE (rank: NGrp, function: experiential), and so on. 
From table 7.5 and figure 7.10, we can see that the top 10 systems (function & rank) were: 
System (count) Function Rank 
1 Determination 50 (11.6%) Textual Nominal group 
2 Taxis 44 (10.2%) Logical Clause nexus 
3 Thing type 42 (9.7%) Experiential Nominal group 
4 Event type 36 (8.4%) Experiential Verbal group 
5 minor Transitivity 33 (7.7%) Experiential Phrase 
6 Transitivity 29 (6.7%) Experiential Clause 
7 Qualification 26 (6.0%) Experiential Nominal group 
8 Conjunction 25 (5.8%) Textual Adverbial group 
9 Info. Focus 19 (4.4%) Textual Info. Unit 
 Reference 19 (4.4%) Textual Nominal group 
Table 7.5: Top ten systems/functions/ranks affected by JD1's revisions 
 
JD2 
As per JD1, table 7.6 shows a breakdown of revisions in JD2 in terms of a function/rank matrix: 
  Function  
  Experiential Logical Interpersonal Textual Total 
Ra
nk
 
Clause 13 0 5 12 30 
Clause nexus 0 37 0 0 37 
Group nexus 0 9 0 0 9 
Phrase nexus 0 2 0 0 2 
Phrase 19 0 1 0 20 
Verbal group 40 5 19 1 65 
Nominal group 131 0 9 69 209 
Adverbial group 5 0 5 14 24 
Word 17 0 28 0 45 
Info. Unit 0 0 0 6 6 
 Total 225 53 67 102 447 
Table 7.6: Function/rank matrix for revision activity in JD2 
Once again, table 7.6 shows how revisions involving experiential meanings in the NGrp were the 
most prevalent (n=131), followed by textual meanings in the NGrp (n=69), and then experiential 
meanings in the VGrp (n=45). Once more, to explore these choices in systemic terms, table 7.7 
below gives an overview of revision activity in terms systemic choice: 
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   Function  
   Experiential Logical Interpersonal Textual Total 
R
a
n
k
 
Clause Transitivity 13 
  
Mood 5 Theme 12 30 
Clause nexus 
  
Taxis 37 
    
37 
Phrase nexus 
   
9 
    
9 
Group nexus 
   
2 
    
2 
Phrase minor Transitivity 19 
  
minor Mood 1 
  
20 
Verbal group Event type 40 Tense 5 Polarity 4 Voice 1 50 
 Aspect 0 
  
Modality 15 Substitution 0 15 
Nominal group Thing type 37   Person 1 Determination 37 75 
 Pre-determination 1   Assessment 8 Reference 26 35 
  Numeration 15     Substitution 1 16 
  Classification 9     Ellipses 5 14 
  Epithesis 18     69  18 
  Qualification 39       39 
  Post-deictic 12       12 
Adverbial group Circ. Type 5   Comment 5 Conjunction 14 24 
Word Denotation 17   Connotation 28   45 
Info. Unit     Key 0 Info. Focus 6 6 
Total  225  53  67  102 447 
Table 7.7: Revision activity and systemic choice in JD2 
Unlike JD1, table 7.7 shows that QUALIFICATION (n=39) is the most frequent nominal system 
affected by revision activity, with THING TYPE (n=37) a close second. Figure 7.11 gives a pictorial 
view of this data: 
 
Figure 7.11: Distribution of revisions in terms of systemic choice (JD2) 
Figure 7.11 shows that 9.1% of revisions involved EVENT TYPE (rank: VGrp, function: experiential), 
8.4% TAXIS (rank: clause nexus, function: logical), 8.4% DETERMINATION (rank: NGrp, function: 
textual), and so on. Subsequently, the top 10 systems involved in JD2 were: 
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System (count) Function Rank 
1. Event type 40 (9.1%) Experiential Verbal group 
2. Qualification 39 (8.9%) Experiential Nominal group 
3. Thing type 37 (8.4%) Experiential Nominal group  
Taxis  37 (8.4%) Logical Clause nexus  
Determination 37 (8.4%) Textual Nominal group 
4. Connotation 28 (6.4%) Interpersonal Word 
5. Reference 26 (5.9%) Textual Nominal group 
6. minor Trans. 19 (4.3%) Experiential Phrase 
7. Epithesis 18 (4.1%) Experiential Nominal group 
8. Denotation 17 (3.9%) Experiential Word 
Table 7.8: Top ten systems/functions/ranks affected by revision activity in JD2 
 
JD3 
Table 7.9 below shows a breakdown of revision choices in JD3 in terms of a function/rank matrix: 
  Function  
  Experiential Logical Interpersonal Textual Total 
Ra
nk
 
Clause 26  0 4 30 
Clause nexus  28   28 
Group nexus  14   14 
Phrase nexus  1   1 
Phrase 9  0 
13 
 
 9 
Verbal group 35  
10 
 
0 
 
54 
Nominal group 129  5 
 
64 198 
Adverbial group 4  3 24 31 
Word 32  1   33 
Info. Unit   0 
 
1 
 
1 
 Total 235 49 22 93 399 
Table 7.9: Function-rank matrix for revision activity in JD3 
Again, as per JD1 and JD2, table 7.9 shows revisions involving experiential meanings in the NGrp 
are the most prevalent in JD3 (n=129), followed by textual meanings in the NGrp (n=62) and 
experiential meanings in the VGrp (n=35). Table 7.10 below once again gives a detailed overview 
of revision activity in terms of systemic choice: 
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   Function  
   Experiential Logical Interpersonal Textual Total 
Ra
nk
 
Clause Transitivity 26   Mood 0 Theme 4 30 
Clause nexus   Taxis 28     28 
Phrase nexus    14     14 
Group nexus    1     1 
Phrase minor Transitivity 9   minor Mood 0   9 
Verbal group Event type 34 Tense 6 Polarity 1 Voice 0 41 
 Aspect 1   Modality 12 Substitution 0 13 
Nominal group Thing type 57   Person 1 Determination 45 103 
 Pre-determination 2   Assessment 4 Reference 16 22 
  Numeration 11     Substitution 3 14 
  Classification 11     Ellipses 0 11 
  Epithesis 14       14 
  Qualification 31       31 
  Post-deictic 3       3 
Adverbial group Circ. Type 4   Comment 3 Conjunction 24 31 
Word Denotation 32   Connotation 1   33 
Info. Unit     Key 0 Info. Focus 1 1 
Total  235  49  22  93 399 
Table 7.10: Revision activity and systemic choice in JD3 
As per JD1, THING TYPE is the most frequently involved nominal system in JD2's revision activity 
(n=56), closely followed by QUALIFICATION (n=32).  Figure 7.12 gives a pictorial view of this data:   
 
Figure 7.12: Distribution of revisions in terms of systemic choice (JD3) 
Figure 7.12 shows that 14.9% of revisions involved choices in THING TYPE (rank: NGrp, function: 
experiential), 11.8% in DETERMINATION (rank: NGrp, function: textual), 8.9% in EVENT TYPE (rank: 
VGrp, function: experiential), and so on. The top 10 systems affected by revisions in JD3 were: 
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System (count) Function Rank 
1 Thing type 57 (14.7%) Experiential Nominal group 
2 Determination 45 (11.6%) Textual Nominal group 
3 Event type 34 (8.7%) Experiential Verbal group 
4 Denotation 33 (8.5%) Experiential Word 
5 Qualification 32 (8.2%) Experiential Nominal group 
6 Taxis 28 (7.5%) Logical Clause nexus 
7 Transitivity 26 (6.7%) Experiential Clause 
8 Conjunction 24 (6.4%) Textual Adverbial group 
9 Reference 15 (4.1%) Textual Nominal group 
10 Epithesis 14 (3.6%) Experiential Nominal group 
 Taxis 14 (3.6%) Logical Group nexus 
Table 7.11: Top ten systems/functions/ranks affected by revision activity in JD3 
BB 
Finally, table 7.12 shows a breakdown of BB's revision choices via a function/rank matrix: 
  Function  
  Experiential Logical Interpersonal Textual Total 
Ra
nk
 
Clause 2  1 3 6 
Clause nexus  14   14 
Phrase nexus  0   0 
Group nexus  7   7 
Phrase 4  0  4 
Verbal group 10 3 3 0 16 
Nominal group 39  0 25 64 
Adverbial group 1  2 3 6 
Word 10  4  14 
Info. Unit    2 2 
 Total 66 24 14 33 133 
Table 7.12: Function/rank matrix for revision activity in BB 
As per JD1, JD2, and JD3, table 7.12 shows that revisions involving experiential meanings in the 
NGrp were the most prevalent (n=39), followed by textual meanings in the NGrp (n=25), and 
experiential meanings in the VGrp (n=11). Table 7.13 shows BB's revisions in terms of systemic 
choice: 
  
148 
 
   Function  
   Experiential Logical Interpersonal Textual Total 
Ra
nk
 
Clause Transitivity 2   Mood 1 Theme 3 6 
Clause nexus   Taxis 14     14 
Phrase nexus    7     7 
Group nexus    0     0 
Phrase minor Transitivity 4   minor Mood 0   4 
Verbal group Event type 9 Tense 1 Polarity 1 Voice 0 12 
 Aspect 1 Connotation 2 Modality 2 Substitution 0 4 
Nominal group Thing type 11   Person 0 Determination 21 32 
 Pre-determination 0   Assessment 0 Reference 4 4 
  Numeration 1     Substitution 0 1 
  Classification 6     Ellipses 0 6 
  Epithesis 7       7 
  Qualification 14       14 
  Post-deictic 0       0 
Adverbial group Circ. Type 1   Comment 2 Conjunction 3 6 
Word Denotation 10   Connotation 4   14 
Info. Unit     Key 0 Info. Focus 2 2 
Total  67  23  14  33 133 
Table 7.13: Revision activity and systemic choice in BB 
As per JD2, QUALIFICATION (n=14) was the most revised nominal system in BB, followed closely by 
THING TYPE (n=11). Figure 7.13 gives a pictorial view of this data:   
 
Figure 7.13: Distribution of revisions in terms of systemic choice (BB) 
Figure 7.13 shows the most frequently involved systems in BB's revisions were DETERMINATION 
(rank: NGrp, function: textual) at 16.8%, TAXIS (rank: clause nexus, function: logical), and 
QUALIFICATION (rank: NGrp, function: experiential) at 11.2%. The top 10 systems affected by 
revisions were: 
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System (count) Function Rank 
1 Determination 21 (16.8%) Textual Nominal group 
2 Qualification 14 (11.2%) Experiential Nominal group 
 Taxis 14 (11.2%) Logical Clause nexus 
3 Thing type 11 (8.8%) Experiential Nominal group 
4 Denotation (synonymy) 10 (8.0%) Experiential Word 
5 Event type 9 (7.2%) Experiential Verbal group 
6 Epithesis 7 (5.6%) Experiential Nominal group 
 Taxis 7 (5.6%) Logical Group nexus 
7 Classification 6 (4.8%) Experiential Nominal group 
8 minor Transitivity 4 (3.2%) Experiential Phrase 
 Connotation 4 (3.2%) Interpersonal Word 
 Reference 4 (3.2%) Textual Nominal group 
Table 7.14: Top ten systems/functions/ranks affected by revision activity in BB 
Now that we have presented the data in a systematic way, we are in a better position to answer 
the first RQ, which is 'what are the key linguistic features of 2nd year undergraduate revisions?’.  
Bringing together the findings presented above, we see that certain systems and, therefore, 
certain realizations, appear to be comparable between and within writers/text-types. This is 
perhaps more evident if we look at the top 5 lexicogrammatical systems affected by revisions in 
each dataset alongside their frequency counts:  
JD1 JD2 JD3 BB 
1. Determination 50 1. Event type 40 1 Thing type 56 1. Determination 21 
2. Taxis (clause) 44 2. Qualification 39 2 Determination 45 2 Qualification 14 
3. Thing type 42 3. 
 
Thing type 37 3 Event type 34 Taxis (clause) 14 
4. Event type 36 Taxis (clause) 37 4 Qualification 
Denotation 
32 3. Thing type 11 
5. minor Trans. 33 Determination 37 32 4. Denotation 10 
   4. Connotation 28 5 Taxis (clause) 28 5. Event type 9 
   5. Reference 26      
Table 7.15: Top five systems involved in revision activity 
It is evident from table 7.15 that four systems consistently show up in the top five regardless of 
the writer (JD or BB) or the text (JD1, JD2, JD3, BB). These are (in order of overall frequency): 
DETERMINATION (n=153), THING TYPE (n=146), TAXIS: clause nexus (n=123), and EVENT TYPE 
(n=119). Furthermore, in three of the four datasets, QUALIFICATION showed up in the top five, 
whereas in JD1 it ranked seventh with n=26, giving QUALIFICATION a total count of n=111, and 
thus making it the fifth most frequent system overall. Consequently, in answer to RQ 2(a). What 
are the key linguistic features of undergraduates' revisions? We can say that the key linguistic 
features when revising academic essays for these two writers appear to be items such as 
Determiners (the, their, etc.), Things (nouns), tactic relations (typically conjunctions), Processes 
(verbs), and Qualifiers (typically prepositional phrases). 
With these findings in mind, in the next section we will move on to RQ 2(b) and examine in more 
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detail what these features actually represent, and why they appear to occur so frequently in 
revision activity regardless of the writer or text. 
7.2 Key linguistic choices in revising academic essays 
This section explores the commonalities between the revision choices in both the writers and the 
texts discussed above. The focus here is to discuss possible reasons/benefits as to why these 
commonalities exist, rather than simply list such commonalities.  
As we saw from the previous section, certain systems and, therefore, certain language functions 
and their realizations, appear to be comparable between and within writers/text-types. This was 
evident from table 7.15, where four systems consistently showed up in our top five lists of system 
choices in each dataset. As a quick reminder these were: DETERMINATION (n=153), THING TYPE 
(n=146), TAXIS: clause nexus (n=123), and EVENT TYPE (n=119). We also saw how QUALIFICATION 
(n=111) was the fifth most frequently affected overall, being in the top five of three of the four 
datasets, and seventh in the fourth. Consequently, the features that these five systems represent 
will be discussed here in more detail. 
If we consider the findings of §7.1.2, it is perhaps somewhat unsurprising that three of the top 
five systems operate at the nominal rank. More specifically, it is well known from research into 
academic writing that meanings at the level of the clause ('figures') are frequently condensed, 
distilled, and repackaged into constituents at the lower levels, and that it is the NGrp where most 
of these condensed or 'down-ranked' figures are realized (Halliday & Matthiessen, 1999). In their 
volume dedicated to scientific/academic language, for example, Halliday and Martin  (1993, p.6) 
frequently refer to this realizational shift as grammatical intricacy or ‘technical’ grammar. They 
argue that grammatical intricacy is just as important as technical lexis (vocabulary) to the 
realization of written academic text: they see intricate lexis and intricate grammar as 'different 
aspects of the same semiotic process: that of evolving a technical form of discourse’ (Halliday & 
Martin, 1993, p.8). In essence, technical grammar and technical lexis work together: lexis provides 
the potential for grammar to expand in the form of new words that help signify systematic 
relations in extended taxonomies (as explained in §3.3), while grammar provides the potential for 
lexis to expand. This is most evident in the NGrp, where nominal elements are a prime site where 
technical grammar and technical lexis unfold. Moreover, as we saw in Chapter 3, NGrp complexity 
is frequently cited as one of the hallmarks of academic texts. For example, as Fang, Schleppegrell, 
and Cox (2006) note 'nominal elements can pack a lot of information into a clause through a 
variety of pre- and post-modifying elements, including adjectives, adverbs, -ed/ing participles, 
prepositional phrases, and relative clauses' (p.253). However, while it is evident that the English 
NGrp incorporates these elements sequentially, by means of four basic elements: 
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[(Determiner)*^(Modifier)*^Thing ^(Qualifier)*] 5  (Fontaine, 2012, p.48), the arrangement of 
these elements also constitutes an orbital (mono-nuclear) relation. In this mono-nuclear view of 
the NGrp, the ‘Thing’ functions as the nucleus to which the other elements are more or less 
gravitationally bound6, as shown in figure 7.14:  
 
 
 
 
Figure 7.14: Orbital (mono-nuclear) structure of experiential meaning in the NGrp 
Here the grammar provides four ‘slots’, where the meaning potential of a Participant (the ‘Thing’) 
can be modified, increasing/decreasing its specificity, description, identifiability, and so on. 
Accordingly, within these four elements there is significant leeway for a writer to manipulate 
meaning, texture, and cohesion and, it is here, incidentally, that we find the three nominal 
systems listed above (the 'Modifier' element is conspicuously absent for reasons that will become 
evident below). However, before we look at some examples, we shall say a bit more about the 
meaning potential of these four nominal elements.  
If we examine the four basic elements in figure 7.14 above in terms of semantics we can say that 
‘[t]he nominal group is organized as a move along two dimensions: the elements become 
increasingly stable in time, and increasingly complex in their taxonomy of features’ (Halliday & 
Matthiessen, 1999, p.209). Alternatively, we can say that in modifying a NGrp a writer can move 
from grammar to lexis increasing or decreasing the permanence of a Thing and its experiential 
complexity via the addition/deletion of modifiers. Both these perspectives are valuable if we 
consider how nominal elements contribute to a text: seen from above the clause, a NGrp 
construes/realizes a gestalt entity (Medium, or Agent in a figure); whilst seen from below the 
clause, the four basic elements regulate (activate/realize) the description, specificity, and 
ascription of that entity in relation to context and co-text (Halliday & Matthiessen, 1999, p.183). 
As Halliday and Matthiessen (1999) state: 
'it is in the category of the thing that the grammar captures to the greatest measure 
the complexity of the elemental phenomena of human experience.' (p.193, original 
emphasis) 
One way to capture this complexity is to examine the choices our writers make with regards to 
MODIFICATION—a logical (univariate) view of constituent structure in the NGrp—in combination 
                                                          
5 The asterisk* denotes that an element can be repeated, while the parenthesis indicates optionality. 
6 See Martin (1996) for a detailed discussion of structures and meanings. 
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with the other nominal systems—an experiential, interpersonal, and textual (multivariate) view 
of constituent structure in the NGrp. To further contextualise this view, the lexicogrammatical 
systems pertaining to the English NGrp are shown in table 7.16 (cf. §5.6.2.5 to see how these 
systems fit into the overall language system): 
 Ideational   
 Logical Experiential Interpersonal Textual 
nominal group MODIFICATION 
THING TYPE, 
NUMERATION, 
CLASSIFICATION, 
EPITHESIS & 
QUALIFICATION 
PERSON 
ASSESSMENT
7 
 
DETERMINATION 
Table 7.16: Nominal systems in English as per IFG4 (p.87) 
From this snapshot of English nominal systems we can locate the three systems as follows: THING 
TYPE is experientially based QUALIFICATION, meanwhile, is portrayed in IFG4 as both experiential 
and logical (via the broader system of MODIFICATION). The argument for this duality with regard 
to Qualifiers within IFG4 seems to be based on the fact that most Qualifiers are typically 
rankshifted units (such as prepositional phrases) that can be set up in a logicosemantic relation 
with the Thing8 (e.g., see IFG4, pp.313-314). Finally, DETERMINATION is a textually based system. 
So what possible advantages may these nominal systems (DETERMINATION, THING TYPE, and 
QUALIFICATION) afford the writer of academic text? 
7.2.1 Thing Type 
Firstly, being the semantic core of the NGrp, the Thing (selected through THING TYPE) is the 
nucleus around which the rest of the participant structure orbits. Consider example 7.3: 
T-unit Content 
41i Although a manager and its workforce 
88{relationship}CP are different in many ways to a 
parent-child relationship, {88}  
Example 7.3: Fine-tuning a NGrp through THING TYPE (JD1) 
Here we see that when 'relationship' is deleted in revision 88, another element ('workforce') 
moves from being a Classifier to being a Thing (a new head noun in a paratactic relation with 
another head noun 'manager'). In the first instance, then, this revision changes the propositional 
                                                          
7 IFG3 and 4 also include 'nominal MOOD'. However, such a system is conspicuously absent from both books. 
8 On a brief aside, to account for Modifiers as per the view of the NGrp espoused above—i.e. making a 
correlation between sequential positioning of functional elements and their corresponding paradigmatic 
systems—we would need to group the systems of NUMERATION, CLASSIFICATION, EPITHESIS, QUALIFICATION, 
and ASSESSMENT together, which appears to be what Halliday and Matthiessen (2013) denote via their use 
of MODIFICIATION for the logical meanings espoused by these elements. If we were to do this, then their 
importance in revision activity would appear to be more important than any of the other systems. However, 
in keeping with the motif of systemic choice in this section, we will limit our discussion to the three 
individual systems discussed so far (the role of MODIFICATION will be discussed in §7.3.2). 
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content of the Subject from an abstract association between how two entities interact (the 
relationship between a manager and its [sic] workforce) to two concrete entities (a manager and 
its workforce). On the face of it, this deletion seems relatively straight forward to analyse: one 
'Thing' is replaced with another 'Thing'. However, the Thing is also that element which is typically 
brought into focus (either Given or New) by taking prominence at the textual peaks of the clause. 
In example 7.3 above, what is presented as Given (the relationship) is also altered by the change 
in THING TYPE, so that the Given now becomes 'a manager and its workforce'9. Here, then, we also 
have a change in INFORMATION FOCUS.  
Perhaps this becomes clearer if we consider another example: 
T-unit Content 
33i An order or command is threatening to the hearer, J 74{'s negative face,}CP  
Example 7.4: Fine tuning a clause's textual peak (New) through THING TYPE (JD1) 
In example 7.4, revision 74 creates a new NGrp with 'face' as the Thing. In systemic terms, the 
addition of ''s' equals a change in DEIXIS of +[Specific (possessive determiner): personal, 
determinative: non-interactant: one only: conscious], whilst the addition of 'negative' equals a 
change in MODIFICATION/CLASSIFICATION of +[Classifier (adjective)]. However, the addition of this 
new Thing ('face') also changes the New within the N-Rheme from 'the hearer, J' to 'J's negative 
face'. 
Furthermore, through changes in THING TYPE a writer can manipulate a referent to make it more 
or less specific. Changes in the specification of a referent can aid the writer in building and 
maintaining reference chains that may be more or less easily followed by a reader. In example 
7.5, for instance, revision 67 increases the specificity of the NGrp serving as the New: 
T-unit Content 
21iii a listener  would need to see the pictures for 67{the | m | ir stories}INSA to make sense. 
Example 7.5: Increasing specificity through DETERMINATION & THING TYPE (JD2) 
Revision 67 deletes 'them', which is a change in REFERENCE of -[Personal reference (pronoun): 
determinative, plural], and adds 'their', which is a change in DETERMINATION of +[Deictic 
(possessive determiner): specific: personal, determinative]) and 'stories', which is change in 
THING TYPE of +[Thing (noun: plural). On the surface, this appears to be a straight forward swop 
from a pronoun to a possessive NGrp. However, the revision primarily contributes to a change in 
textual meaning (specification via DETERMINATION in combination with a new Thing); 
fundamentally, because 'them' and 'stories' refer to the same entity there is no change in 
experiential meaning, but there is a change in how the writer projects the recoverability of the 
                                                          
9 'its' was deleted in a later revision, leaving just 'a manager and workforce'. 
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referent—the writer is saying the semantic core of this referent is now a generic entity that does 
not need to be recovered—'stories' is simply a homophoric reference that can be identified with 
respect to societal/cultural knowledge. What does need to be recovered, however, is whose story 
it is—'their' being an anaphoric referent that is recoverable from the Subject of the previous 
clause.  
Ultimately, these three examples illustrate how a simple revision involving a choice in THING TYPE 
can contribute complex meanings in combination with shifts in other lexicogrammatical systems 
7.2.2 Qualification 
So what of QUALIFICATION? What does this system afford the writer in terms of revising academic 
text? Firstly, although the Qualifier is said to be the element with the least potential for increasing 
a Thing's specificity in contrast to pre-modifiers and Determiners (Halliday, 1998) , it arguably has 
much greater potential for condensing and distilling information within the NGrp. As Halliday and 
Matthiessen (2013) state: 
'With only rare exceptions, all Qualifiers are rankshifted. What this means is that 
position following the Thing is reserved for those items that, in their own structure, 
are of a rank higher than or at least equivalent to that of the nominal group.' (p.382, 
emphasis in original) 
Prepositional phrases are the most typical form of rankshifted (or embedded) Qualifiers 
(Matthiessen, 1995, p.670). Due to their potential to contain many kinds of meaning, rankshifted 
units functioning as Qualifiers can expand the Thing in terms of elaborating (reiterating relation), 
enhancing (qualifying relation), extending (additive relation), or projecting upon it (Halliday & 
Matthiessen, 2013, p.666). Consider, example 7.6, which shows an enhancing Qualifier being 
added through revision: 
T-unit Content 
7ii  and participants were aware of their right to withdraw 59{from my study.}CP 
Example 7.6: Enhancing a Thing through QUALIFICATION (JD1) 
In this example, revision 59 from JD2 adds 'from my study'. This phrase qualifies the Thing 
'withdraw', which is also part of a Qualifier. Revision 59, though, also adds further information in 
relation to the question 'where?' i.e. it provides the answer 'from my study'. In terms of systemic 
choice, it equals +[Qualifier (prepositional phrase): circumstance: enhancing: location: 
(abstract) place].  
Conversely, consider example 7.7: 
T-unit Content 
12i Bernstein also claims that the social class 
59{we are brought up in}FP has the biggest 
influence on socialization 
Example 7.7: Elaborating a Thing through QUALIFICATION (JD2) 
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In this example, revision 59 adds an embedded (down-ranked) defining clause 'we are brought 
up in'10. This qualifies 'the social class' by adding further information in relation to the question 
'what as?' It provides the answer 'in the role/shape/guise of being brought up in a specific class'. 
In terms of systemic choice, it equals +[Qualifier (emb. defining relative clause): elaboration: 
apposition: expository]11.  
Finally, example 7.8 shows an extending Qualifier being added through revision: 
T-unit Content 
41 Just as French words permeated the language, so did words from other languages 
45{in | 
with}FP whic{45}h the people of England had contact with. 
Example 7.8: Extending a Thing through QUALIFICATION (BB) 
Here we have a revision that performs more than one function. However, for our immediate 
purposes we will focus only on the contribution of 'with'. By inserting this preposition, BB creates 
a prepositional phrase that qualifies the Thing 'languages' by adding further information in 
relation to the question 'what with?' In terms of systemic choice, the revision equals +[Qualifier 
(prepositional phrase): extending: accompaniment: comitative]. 
Qualifiers can also be used to fine-tune a referent's identity. They do this by affording the writer 
a scale of gradation along which to move in terms of taxonomizing and/or describing (Fontaine, 
2012, p.57). For example, revision 41 below adds the prepositional phrase 'within these 
communities' as a Qualifier to 'literacy event'. In systemic terms this equals +[Qualifier 
(prepositional phrase): circumstance: enhancing: location: place].  
T-unit Content 
3 
Heath looked at literacy events 41{within these communities;}INS, 'occasions in which written 
language is integral to the nature of participants' interactions and their imperative process 
and interpretive processes and strategies'  
Example 7.9: Expanding upon a referent's identity through QUALIFICATION (JD2) 
In the above example, 'literacy events' functions as the Phenomenon in a process of 'looking', 
whereby the preceding NGrp ('Heath') functions as the Senser. In referential terms, adding the 
Qualifier 'within these communities' increases the specificity of the Phenomenon—JD is 
effectively telling the reader that this Phenomenon is identifiable in relation to the communities 
I have already mentioned. We know, in her mind at least, that she is referring to communities she 
has already mentioned because she chooses to use the deictic 'these' before 'communities', 
which represents a choice in DETERMINATION of +[Deictic (determiner): specific: demonstrative, 
determinative: selective: plural, near]. The key selection here is 'near', which means in the close 
                                                          
10 The omission of the structural marker 'that/which' appeared to be a consistent 'error/style' for JD. 
11 Cf. Halliday & Matthiessen (2013, p.670) for equivalency relations at other ranks.   
156 
 
co-textual vicinity12. This one example, then, shows how QUALIFICATION can fine-tune a referent's 
identity by incorporating within it a choice in DETERMINATION. DETERMINATION was the third 
nominal system we earmarked for discussion, so we shall now move on to a brief discussion of its 
potential benefit to a writer.  
7.2.3 Determination 
Within SFL, DETERMINATION 13  is the system of options for the deictic element: 'The Deictic 
element indicates whether or not some specific subset of the Thing is intended' (Halliday & 
Matthiessen, 2013, p.365). DETERMINATION makes a primary distinction between whether a Thing 
is labelled as specific in relation to the here and now of the speaker/writer, or non-specific. I.e. It 
is the opposition between 'I am talking about a particular subset of the Thing that is identifiable 
from the context/co-text, e.g., 'this table', 'that apple', 'your pen', versus 'I am talking about some 
Thing, which may or may not be identifiable from the local context/co-text', e.g. 'a table', 'an 
apple'. In other words, DETERMINATION is a textual system within the NGrp that has close ties to 
REFERENCE through its potential to set up co-textual (endophora) or contextual 
(homophora/exophora) links (the system network for DETERMINATION is shown in figure 7.15, on 
the next page). 
From the dataset (cf. DETERMINATION work sheets, Appendix CD), we see that the majority of 
revisions involved the non-selective deictics 'the' and 'a(n)'. For example, in JD1, 31 out of 50 
(62%) revisions involving DETERMINATION concerned 'the' (n=17) or 'a(n)' (n=12). Similarly, in JD2, 
24 of 37 (65%) revisions involved 'the' (n=17) and 'a(n)' (n=7), and in JD3, 30 of 45 (67%) revisions 
involved 'the' (n=15) and 'a(n)' (n=15). In BB, meanwhile, 17 of 21 revisions involving 
DETERMINATION (81%) concerned 'the'.  
The Determiners 'the' and 'a(n)' are grammatical items (closed-class words) that represent a basic 
dichotomy between specific/non-specific (definite/indefinite). They are, in essence, the structural 
items with the most and least specifying potential. For example, if a Participant/Thing is made 
specific (e.g. 'the government') it is 'being held in a location within a referential space' (Halliday 
& Matthiessen, 1999, p.133). This means that 'the government' is being marked as a recoverable 
entity (a specific government that is identifiable) via one of three sources: (1) shared knowledge 
between writer-reader (homophora: context of culture); (2) information contained elsewhere in 
a text (endophora: co-textual); or (3) perceptible sources outside a text (exophora: context of 
situation) (Halliday & Hasan, 1976).  
                                                          
12 This is a written text that is disconnected from a physical locale so it must refer to co-text. 
13 DETERMINATION is the grammatical correlate of Martin's (1992) semantic system of IDENTIFICATION. 
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This basic distinction between labelling a referent as recoverable or not has obvious implications 
for a text's cohesiveness, particularly when elements are being added/removed through revision: 
if an entity is made specific via DETERMINATION alone it must be recoverable for the reader to 
make sense of it. This means that many of the NGrps using specific deictics, such as 'the', 'his', 
etc., need to be introduced earlier in the text—they are presumed referents in the eyes of the 
reader (cf. Martin, 1992, p.140). Whereas NGrps using non-specific deictics, such as 'a(n)', 'some', 
etc., are those that are doing the introducing (the presented referent). The identity of a referent 
being further specified by other elements within the NGrp (e.g. QUALIFICATION as discussed 
above).  
In short texts with many different participants, then, we would expect to see more non-specific 
deictics than specific deictics; the assumption being that if reference chains are needed, they will 
be short. Consequently, perhaps this is why we see a decrease in the use of specific Determiners 
(e.g. 'the', 'my', 'his') and an increase in non-specific determiners (e.g. 'a(n)', 'some') through 
revision activity in all the datasets; i.e. this patterning is primarily a reflection of new participants 
being introduced as new content is added. As a case in point, consider example 7.10: 
T-unit Content 
19 Bernstein claimed that while the middle-class were likely to have access to both codes, 
19{some 
sections of}CP the working-class were {19} likely to have access only to the restricted code. 
Example 7.10: Decreasing specificity through DETERMINATION (JD2) 
In this example, revision 19 adds 'some', which is a choice in DETERMINATION of +[Deictic 
(determiner): non-specific: partial: selective] and 'sections of', which is a choice in 
MODIFICATION/NUMERATION of +[Extended Numerative (noun...'of'): measure: portion] (IFG4, 
p.395). The Determiner 'some' decreases the specificity of the NGrp 'the working-class' 
(Participant/Possessor) by referring to an indeterminate number of 'sections'.  
Example 7.11 is an even clearer illustration of how a Determiner can decrease a Participant's 
specificity: 
T-unit Content 
33i 73{The | A}INSA command is threatening to the hearer, J. 
Example 7.11: Decreasing specificity through DETERMINATION (JD1) 
In this example, revision 73 substitutes the definite article 'The' for the indefinite article 'A', 
creating a non-specific entity 'A command'. Initially, this revision appears to be slightly strange, 
because 'command' has already been introduced as a non-specific entity in T-unit 32ii ('N makes 
a command'). However, if we skip ahead to revision 75, which occurs later on in the same T-unit, 
and is shown in example 7.12 below, JD seems to have noticed this peculiarity and subsequently 
introduces a new referent 'An order', which she sets up in a paratactic extending relation with 
the original Subject/Carrier via the conjunction 'or'. 
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T-unit Content 
33i A75{n order or}CP command is threatening to the hearer, J74{'s negative face,{75}}CP 
Example 7.12: Introducing a referent through DETERMINATION (JD1) 
Ultimately, these three brief examples show how DETERMINATION can be used to fine-tune text 
in terms of locating Participants/Things in a referential space. Writers can do this by marking 
structures as either recoverable or non-recoverable from one of the three sources discussed 
above ((1) context of culture (homophora); (2) co-text (endophora); or (3) context of situation 
(exophora) (Halliday & Hasan, 1976). 
In the majority of cases, though, we see that each writer's main concern when revising NGrps for 
textual meaning was making a distinction between recoverable (presuming) and non-recoverable 
(presenting) via choices in the non-selective deictics 'the' and 'a(n)'. However, as hinted at in 
§7.2.2, when we discussed Qualifiers, and as we shall see in §7.3.1, these writers also used other 
nominal modifiers to indirectly fine-tune textual meanings by creating generic referents. These 
generic referents do not rely on DETERMINATION because they are technically bereft of a need for 
being held in a referential space—they are inherently presuming because they are shifted into 
the realm of homophora. 
7.2.4 Interdependency relations 
The next system(s) we will consider are TAXIS and LOGICO-SEMANTIC TYPE. These are collectively 
referred to in IFG4 as 'INTERDEPENDENCY' (Halliday & Matthiessen, 2013, pp.669-672). However, 
for ease of comprehension, I will use the two individual system names here. These two basic 
systems (in combination with RECURSION) determine how one unit is related to another when set 
in a complex (i.e. clause, phrase, or group nexus).  
The systems of TAXIS (degree of interdependency) and LOGICO-SEMANTIC TYPE (expanding and 
projecting relations) intersect, so that whenever two elements are set in a complex there will be 
a relation between them that is a combination of both TAXIS and LOGICO-SEMANTIC TYPE. For 
example, consider the system network for clause complexing14: 
                                                          
14 This system can be transposed at other ranks and still hold true, only the entry condition will change. 
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Figure 7.16: The systems of clause complexing (IFG4, p.438) 
In this network, TAXIS concerns a basic distinction between whether two or more units in a 
sequence are of equal status (parataxis) or not (hypotaxis). This is essentially the difference 
between whether one unit is initiating (1) and the other unit(s) are secondary/continuing (2, 3, 
etc.), or one unit is primary/dominant (α) and the other unit(s) are secondary/dependent (β). 
However, as shown above, a choice in TAXIS also requires a choice in LOGICO-SEMANTIC TYPE (and 
RECURSION). Consider example 7.13: 
T-unit  Content 
30i 1  However, she does the opposite. 
30ii +2 α and seems to almost 'side' with J, trying to defend her by pointing out that N's accent wasn't a very good one 
  xβ 41{as it was unrecognisable}INSA 
Example 7.13: Choice in TAXIS and LOGICO-SEMANTIC TYPE (JD1) 
In this example, revision 41 adds a dependent clause headed by the conjunction 'as' (i.e. because). 
This represents a choice in TAXIS of hypotaxis (β) and a choice in LOGICO-SEMANTIC TYPE of 
enhancing (x)—an interdependency relation of causal-conditional: cause: reason (IFG4, p.672). 
In most cases, tactic relations occur at the clausal level, where the grammar has evolved the 
ability to realize a 'clause nexus' (or T-unit15) as a means 'to assign different statuses to figures16 
within a sequence' (IFG4, p.441). This ability to assign different statuses and relations between 
figures is a powerful tool by which a writer can guide the rhetorical development of a text. 
Consequently, it is perhaps unsurprising that the majority of revisions involving TAXIS&LOGICO-
SEMANTIC TYPE involve clause complexing. However, because choices in TAXIS&LOGICOSEMANTIC 
                                                          
15 Cf. Chapter 5, Section 5.6.1.1, for an explanation of the T-unit. 
16 'figures are configurations consisting of elements—a process, participants and circumstances' (Halliday 
& Matthiessen, 1999, p.11) 
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TYPE can also be realized at phrase and group nexus levels, the following discussion also takes 
these into account. 
As a quick reminder, the overall frequencies (and percentages) of revisions involving TAXIS for 
each text were: JD1=55 (12.25%), JD2=48 (11.06%), JD3=43 (10.83%), BB=20 (14.7%). However, 
as highlighted above, a choice in TAXIS also necessitates a choice in LOGICO-SEMANTIC TYPE. 
Choices in LOGICO-SEMANTIC TYPE, though, are not solely connected to TAXIS because LOGICO-
SEMANTIC TYPE is technically not a lexicogrammatical system—it is a pervasive semantic system 
also manifested in simplexes (as we have already seen in relation to 
MODIFICATION&QUALIFICATION). Consequently, when we refer to LOGICO-SEMANTIC TYPE here, we 
are confining ourselves to relations present in complexes only; i.e. those where a choice in TAXIS 
is also being made17.  
Because two systemic choices are being made when realizing an interdependency relation 
(TAXIS/LOGICO-SEMANTIC TYPE), we can represent the intersection of these choices by means of a 
matrix, as per table 7.17: 
 JD1  JD2  JD3  BB 
 = + x Total  = + x Total  = + x Total  = + x Total 
hypotaxis 7 0 17 24  6 2 12 20  10 0 10 20  1 0 4 5 
parataxis 1 29 1 31  1 26 0 27  1 22 0 23  0 14 2 16 
Total 8 29 18 55  7 28 12 47  11 22 10 43  1 14 6 21 
Table 7.17: Summary of choices in interdependency relations for complexes 
Key: elaborating (=), extending (+), enhancing (x) 
Table 7.17 shows that hypotactic enhancing relations and paratactic extending relations are the 
most common types of interdependency relations involved in revision activity in each dataset18. 
However, this table is slightly misleading, because if we look at the unfolding of 
TAXIS&LOGICOSEMANTIC TYPE we see that revisions do not really contribute that much in terms of 
the overall level of such relations. Figure 7.17 below, for example, displays JD1's choices in these 
systems over the course of revision activity: 
                                                          
17 The patterning of logico-semantic types as a whole in each text will be covered in Chapter 8 (Section 8.4), 
where we will take into account other systems in addition to TAXIS—systems that have the potential to set 
up logico-semantic relations across elements within simplexes (e.g. MODIFICATION, EVENT TYPE, etc.). 
18 Hypotactic enhancement is when the dependent unit (β) embellishes upon the dominant unit (α) in terms 
of some circumstantial feature of place, time, manner, cause, or condition. Paratactic extension is when 
the continuing unit (2) expands upon the initiating unit (1) in terms of addition (positive, negative, 
adversative) or variation (replacive, subtractive, alternative).  
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Figure 7.17: Unfolding interdependency choices in revision activity (JD1) 
Figure 7.17 shows that there were 55 revisions involving interdependency relations 
(TAXIS&LOGICO-SEMANTIC TYPE), and these are plotted sequentially along the X-axis. The Y-axis 
displays a relative frequency count, which shows how each revision either contributed to (added) 
or subtracted from (deleted) the number of interdependency relations in the text. For example, 
if a revision added a hypotactic (TAXIS) relation of enhancement (LOGICO-SEMANTIC TYPE), as per 
example 7.13 above, a count of +1 would be added to the line representing this combination of 
choices. However, as we can see from figure 7.17, despite there being 55 interdependency 
revisions in JD1, the overall contribution from such revisions remained relatively low. The only 
two interdependency relations that show movement beyond ±5 are hypotactic enhancement (xβ) 
and paratactic extension (1+2). If we look at the interdependency graph for JD2 we see a 
somewhat similar situation: 
 
Figure 7.18: Unfolding interdependency choices in revision activity (JD2) 
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Figure 7.18 also shows that the only real change in interdependency relations via revision activity 
occurred in hypotactic enhancement (xβ) and paratactic extension (1+2). Only this time, both 
relations remain in negative numbers. A similar pattern emerges for JD3 and BB, where we see 
little movement in terms of the overall number of interdependency relations contributed via 
revision activity, and even then it is only hypotactic enhancement and paratactic extension that 
show any kind of movement away from the baseline (cf. Appendix 14: The unfolding of 
interdependency relations). Therefore, although the proportion of revisions involving 
interdependency relations (TAXIS&LOGICO-SEMANTIC TYPE) is relatively high, their contribution to 
the number of such relations in each text is relatively low.  
7.2.5 Event Type 
The system of EVENT TYPE concerns experiential choice in the VGrp in terms of selecting the 
Process. The Process represents a happening or being, and it is the only VGrp element realized 
via a lexical choice (IFG4, p.410). Accordingly, EVENT TYPE is said to be the verbal analogue of 
THING TYPE. Furthermore, choices in EVENT TYPE are said to be closely linked to choices in 'the 
clausal system of PROCESS TYPE19, which is concerned with distinctions among processes relating 
to configurations of process plus participants' (IFG4, p.411). Consequently, the only way to decide 
if a revision involves EVENT TYPE as opposed to PROCESS TYPE (i.e. a selection in TRANSITIVITY) is to 
look directly at the rank level constituent(s) being altered. I.e. a revision was classed as EVENT 
TYPE if it did not involve a process and its associated participants. The number of revisions 
involving EVENT TYPE in the dataset was n=119. 
Summary 
In this section we sought to answer RQ 2(b): Are these features (i.e. those discussed in §7.1) 
comparable between/within different writers/texts? In attempt to answer this question we 
explored the commonalities between writers and their datasets in terms of the top five 
lexicogrammatical systems affected by revision activity. These were: THING TYPE (n=146), 
QUALIFICATION (n=111), DETERMINATION (n=153), TAXIS: clause nexus (n=123), and EVENT TYPE 
(n=119).  
In terms of revisions involving THING TYPE, QUALIFICATION, and DETERMINATION, we saw how both 
writers utilised the grammar's ability to construe experience in increasingly complex ways, 
allowing them to pack more information into NGrps, add judgements and gradations to elements 
that typically occupy the textual peaks of a clause, and increase/decrease specificity to fine-tune 
                                                          
19  There seems to some confusion as to the terminology used in IFG4 as PROCESS TYPE is used 
interchangeably with TRANSITIVITY. I use TRANSITIVITY in my coding scheme as per IFG4, p.87. 
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cohesion. Furthermore, we saw how the potential of nominal revisions accorded with Halliday's 
view that the textual potential of modifiers are somewhat analogous to the relationship between 
Theme+Given Rheme+New, where movement from the Deictic to the Qualifier typically 
decreases specificity whilst increasing the quality (informational content) of the Thing. In more 
technical terms, we could say that these writers exhibited a clustering of systemic choices in 
revision activity that drew on the NGrp's potential as both a sequential structure and an orbital 
(mono-nuclear) structure, and, in so doing, modified their texts in a number of complex, yet 
subtle ways.  
In terms of TAXIS&LOGICO-SEMANTIC TYPE, we saw that the actual contribution of these systems20 
was relatively low. However, as we will see in Chapter 8, §8.4, these types of relations are also 
pervasive in simplexes, and it is here, in combination with their realizations in complexes, that we 
get a clearer picture of their contribution to the evolution of each text.  
In terms of revisions involving EVENT TYPE, as will be argued later on, in much the same way as 
THING TYPE has an increased pool of potential meanings to draw from—both systems involve 
choices in the two largest groups of open-class words (verbs, and nouns), the increased frequency 
of revision activity involving this system may be in part due to its greater potential to provide 
subtle gradations in choice. Moreover, as I shall also argue later on, choices in EVENT TYPE are 
closely tied to choices in TRANSITIVITY (a clausal level system), because a change in EVENT TYPE 
(Process) can also reconstrue the relationship between the entities/qualities that fall either side 
of the Process. This makes exploring the nature of revisions involving EVENT TYPE quite complex, 
and beyond the limits of the current thesis. Therefore, this area is perhaps best left for future 
research, when the focus is not so broad, and these choices can be examined in terms of both 
lexicogrammar (Process type) and semantics (logicosemantic relation it provides at the clausal 
level). 
In the next section we will compare the systemic choices outlined above with findings from 
existing studies on 'model' academic texts (cf. Chapters 3 and 4). In order for a fair comparison to 
be made it would be necessary to analyse each of the four finished texts produced by JD and BB. 
However, these kinds of comparative studies have already been done. Therefore, and because 
this thesis focuses on process rather than product, we will look at if the features found in these 
writers' revisions bare any resemblance to the typical features found in academic texts as covered 
in Chapter 3. 
  
                                                          
20 I.e. adding/removing rhetorical relations between complexes. 
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7.3 'Appropriateness' of language choices in revision activity 
As introduced in Chapter 3, §3.3, and further highlighted in §7.2 above, academic writing is often 
said to be nominal in nature. This essentially means that academic texts tend to construe reality 
as static and comprised of 'things' (both concrete and abstract) that can be quantified, measured, 
judged, and ultimately organized into taxonomies or relationships. A key mechanism for assigning 
these measures, properties, judgements, or interconnections was said to be the grammar's ability 
to modify a Thing by linking two or more elements in a syntagmatic relationship (cf. §7.2). 
Therefore, as a first port of call we will examine how revisions contributed to NGrp complexity, 
both in terms of the number of elements they added and by the kinds of elements they added.  
In §7.3.1, we will look at NGrp complexity in terms of the number of, and types of elements that 
were added via revision. We have already touched upon this above, in relation to QUALIFICATION 
(§7.2.2) and DETERMINATION (§7.2.3). However, in this instance we will look at all the nominally 
based systems with the potential to modify the Thing, including experiential (e.g. EPITHESIS) and 
interpersonal (e.g. ASSESSMENT) systems21. In §7.3.2 we will move on to look at the kinds of 
constituents contained within these revisions. For example, many scholars argue that 
grammatical metaphor (cf. §3.4) is a key enabler of academic writing and, therefore, our first port 
of call will be to see to what extent metaphorisation is present in revision activity.  
7.3.1 Nominal group complexity 
As touched upon in §7.2.2, NGrp complexity can be augmented quite substantially via 
QUALIFICATON. Specifically, a Qualifier (typically a prepositional phrase) can be used elaborate, 
extend, enhance, or project upon a Thing in many different ways; i.e. they also provide a choice 
in LOGICO-SEMANTIC TYPE. However, there are other elements that can contribute meaning to the 
NGrp, such as Numeratives, Epithets, Classifiers, and assessment modals, which also have the 
potential to provide a logicosemantic relation. In this section, then, we will examine how revisions 
to these functional elements served to increase/decrease the complexity of NGrps, with the 
assumption being that academic writing is likely to contain complex NGrps (structurally speaking), 
as per previous research findings. 
Table 7.18 displays the relative frequencies (additions and deletions) of the nominal systems 
affected by revision activity in each dataset: 
  
                                                          
21 In IFG4, these choices are grouped together under the name MODIFICATION, when in essence they are 
contributing to LOGICO-SEMANTIC TYPE. I.e. there appears to be little need for the inclusion of an additional 
system that cuts across experiential, interpersonal, and textual modifiers at the group level. 
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 JD1  JD2  JD3  BB 
System + - Count  + - Count  + - Count  + - Count 
DETERMINATION 21 29 -8  15 22 -7  22 23 -1  8 13 -5 
NUMERATION 9 1 8  7 8 -1  8 3 5  1 0 1 
EPITHESIS 5 6 -1  10 8 2  8 6 2  4 3 1 
CLASSIFICATION 4 5 -1  9 0 9  8 3 5  4 2 2 
QUALIFICATION 15 11 4  17 19 -2  20 11 9  7 6 1 
ASSESSMENT 3 3 0  6 2 4  3 1 2  0 0 0 
Total 57 55 2  64 59 5  70 47 23  24 24 0 
Table 7.18: Revisions contributing to NGrp complexity in each dataset 
Although the overall figures for nominal revisions in JD's datasets were quite similar (JD1=112, 
JD2=123, and JD3=117), table 7.18 shows that the relative contribution of these revisions to NGrp 
complexity was quite low. Specifically, these nominal revisions added very few new constituents 
to each text's overall count. For example, in JD2, nominal revisions amounted to 57 additions and 
55 deletions, resulting in just 2 nominal elements being added to the final text.  
Furthermore, in terms of contributions from individual nominal systems, we see a great deal of 
intra- and inter-text variation. For example, in JD2, choices in QUALIFICATION amounted to 17 
additions and 19 deletions, resulting in the final number of Qualifiers in the text being reduced 
by 2. Yet in JD3 (a text by the same writer) there were 20 additions and 9 deletions involving 
QUALIFICATION, resulting in an additional 11 Qualifiers being added. However, if we look at the 
contents of these revisions we see clear evidence of the level of complexity that is said to be 
typical of academic text.  
The examples below are taken from each of the datasets22. In each instance we see how the 
writer has made a choice to qualify the Thing with either a complex prepositional phrase or a 
downranked unit (cf. Appendix 15: List of revisions involving Qualifiers).  
T-unit Content 
5ii but socialization and the environment 
53{[*that] a child is brought up in}FP is also vitally 
important in shaping the child's mind. 
Example 7.14: +[Qualifier (emb: DEF. REL. CLAUSE): elaboration: apposition: expository] (JD2) 
T-unit Content 
35ii and noted that as a young child begins to walk and talk, typically, an older sibling 
78{of the 
child}CP will begin to take more responsibility for the infant.  
Example 7.15: +[Qualifier (prep. phrase): circumstance: projecting: matter] (JD2) 
T-unit Content 
11 The image of a woman straddling a man has been modified to give the man extra ten hands 99{to touch her with} FP, implying that his previous sexual partners are present in some way. 
Example 7.16: +[Qualifier (prep. phrase): circumstance: enhancing: cause: purpose] (JD3) 
                                                          
22 The last example is slightly more complex in that 'from my study' qualifies the Thing 'withdraw', which is 
part of a prepositional phrase 'to withdraw' that functions as a Qualifier to the Thing ('right'), which is itself 
part of another Qualifier, post-modifying the Epithet (Head) 'aware'.  
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T-unit Content 
3 
I will also discuss how, through persuasive communication and the notion of gaze, women 
can, and have been, sexualized 231{and shown in a submissive manner}INSB in order to convey 
warning messages about sexually transmitted diseases and the HIV AIDS virus. 
Example 7.17: +[Qualifier (prep. phrase): circumstance: enhancing: manner: quality] (JD3) 
T-unit Content 
2ii and was a history of Britain 1{starting from 1AD and dating up to the year 1154AD.}FP 
Example 7.18: +[Qualifier: (emb: DEF. REL. CLAUSE): enhancing: spatio-temporal: time] (BB) 
T-unit Content 
7ii and were aware of their right to withdraw 59{from my study}.  
Example 7.19: + [Qualifier (prep. phrase): circumstance: enhancing: location: place] (JD1) 
Matthiessen (1995, p.670) states that the origin of such contextualising Qualifiers tends to be 
endophoric (originating within the text), but in most cases revisions added or removed Qualifiers 
that were exophoric (originating outside the text). Consequently, as I will also argue later on, 
many qualifying revisions seemingly add a layer of redundancy (extra information) that create 
'overspecified' referents, or referents that include generic identifying information and/or 
information not relevant to their recoverability. I.e. within each dataset we see overspecified 
referents being created that, whilst seemingly redundant in terms of creating/maintaining 
cohesion, still appear to increase comprehension during reading23.  
Ultimately, the above examples illustrate how many nominally based revisions contributed to the 
creation and modification of complex NGrps. This finding correlates with existing literature on 
academic writing which frequently states that complex NGrps are prevalent in academic texts 
(Biber, 2006; Biber, Gray, & Poonpon, 2011; Parkinson & Musgrave, 2014). However, many of 
these complex NGrps appear to be over-specified in terms of informational content, particularly 
those involving exophora (entities originating outside the text). These referents served to 
explicitly link each text to the context of situation and, therefore, in terms of 'texture' (i.e. 
cohesion) they typically contributed to the creation of text, rather than the integration of text 
(Halliday & Hasan, 1976, p.37). 
7.3.2 Metaphorisation and rank shift 
In the previous section we discussed participants, which are constitutive of Things and their 
accompanying qualities, in terms of NGrp structures. In this section, however, we will consider 
how participants can be represented in terms of the meaning-making resources of the grammar, 
specifically nominalisation and grammatical metaphor (Martin, 1992, p.138). 
                                                          
23  This observation, incidentally, correlates with research into the cognitive benefits of maximal 
identification (Arts, Maes, Noordman, & Jansen, 2011).  
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As discussed in §3.4, grammatical metaphor (or GM) is frequently cited as a key enabler of 
academic discourse. In very basic terms, GM takes meanings at one level/constituent, such as 
figures inherent in clauses, events inherent in verbs, etc., and reconstrues/condenses/distils them 
into meanings at other levels/constituents. For example, a possessive relational clause 'john has 
an expensive piano' can be reconstrued as the NGrp 'John's expensive piano'. Such reconstruals 
give rise to the term 'incongruency' in SFL, and one key result of this incongruency is that dynamic 
processes that unfold over time (e.g. inflating) come to be represented as static entities (e.g. 
inflation). In the process, this reconstrual affords them the same potential to be modified as per 
the element they are being reconstrued as. This process is most evident in choices in THING TYPE 
(cf. §7.2.1). Fundamentally, it is within the Thing element that we find the archetypical form of 
GM: nominalization. A few examples should highlight this (the frequencies with which this 
occurred in revision activity shall be considered in table 7.18 on the next page): 
T-unit Content 
4i Brown and Levinson have 
3{contributed | had a major contribution}CP to this area of 
research{3}  
Example 7.20: Revision involving 6 choices, one of which = +[Thing (nominalization)] (JD1) 
Revision 3 above is a Participant-based revision centred on semantics rather than reference. I.e. 
it takes a figure (X contributed Y) and reconstrues part of it as an experiential configuration of 
nominal elements. This reconstrual turns a Process (contribute) into a Thing ('contribution'), 
which can then be assigned a quality of being 'major' (+[Epithet (adjective)]). This new 
Participant is then further elaborated via the existing prepositional phrase 'to this area of 
research' (a Qualifier). This revision, however, also foregrounds 'contribution' as the most 
newsworthy item in the clause, and thus transforms what was a simple statement of fact, which 
showed little of the writer's own voice, into a proposition that carries far more semantic weight.  
In the following example, revision 35 replaces a simple referent ('this') with a complex NGrp 
containing two nominalizations: 'invasion' and 'transition': 
T-unit Content 
35i Although 
35{this is | the Norman invasion and consequent transition into Modern English}FP is a 
specific example of where the Chronicle can illustrate changes in English, 
Example 7.21: Revision involving 8 choices, two of which = +[Thing (nominalization)] (BB) 
In this example, the two nominalizations are further modified by various elements (Deictic, 
Classifier, Epithet, and Qualifier) and joined in a paratactic relation of extension (addition: 
positive) to create a complex NGrp (Subject/Identified/Given) in an intensive identifying clause. 
The congruent realization of this NGrp complex would be something along the lines of: 'The 
Normans invaded England, and then the language of England became Modern English. This 
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example, then, shows how GM can be used in a participant structure to condense and distill a 
great deal of information.  
The final example involves 12 systemic choices; however, we will only consider those that involve 
the change from 'a child's background' to 'a child's early language socialization': 
T-unit Content 
79 
The studies looked at here support the claim that a child's 221{background may have already 
paved the way for his or her future | early language socialisation can affect a child's success 
at school}CP.  
Example 7.22: Revision involving 12 choices, one of which = +[Thing (nominalization)] (JD2) 
Revision 221 deletes the original Thing 'background' and replaces it with 'early language 
socialisation' (Epithet^Classifier^Thing)—the new Thing being the nominalization 'socialisation'. 
As we can see, this new NGrp contains far more information than the previous one; i.e. it is more 
informationally specific24. Consequently, as we saw in the previous section, we have another 
instance of informational specificity being increased through revision activity. 
In terms of the frequency of occurrence of GMs in revision activity, table 7.19 shows the number 
of revisions that involved both THING TYPE and GM within each dataset: 
Table 7.19: Number of revisions involving GM in each dataset 
Table 7.19 gives us the overall frequencies of revisions that involved GM in each dataset; these 
counts include changes in THING TYPE and insertions of THING TYPE. Table 7.18 indicates that 
regardless of whether GM is being added or removed, each writer has the potential to use it. 
Furthermore, although these are relatively low frequencies, it should be remembered that these 
are quite short texts, and the number of items that have the potential to become the Thing are 
thus quite low25.  
It is often said that through GM a writer gains the ability to expand their potential texturing 
resources by turning specific entities into non-specific, generic ones, which are subsequently 
easier to (re)introduce into the discourse when the need arises (cf. §3.4). However, the number 
of revisions involving GM in JD2 and BB highlight that it is not an all or nothing affair as some 
scholars argue (e.g. Martin, 2013). In fact, it may well be that the use of GM in academic 
discourse, whilst clearly discipline specific to some extent (Martin, 2007), may also be specific to 
text-type/content. 
                                                          
24 'background' could relate to anything, whereas 'early language socialization' is very specific 
25 If we hypothesize that each T-unit will have two major participants, we can see that the proportion of 
THING TYPE revisions would be relatively high, as would the proportion of GMs in JD1 and JD3. 
 JD1 JD2 JD3 BB 
No. of T-units in text 77 80 79 56 
THING TYPE revisions 42 37 56 11 
GM revisions 22 9 19 4 
170 
 
Summary 
In this chapter we focused on 'the development of what students write'. In §7.1, we explored the 
key linguistic features (or systemic choices) realized in each dataset's revision activity, and saw 
that five systems were frequently involved in revision activity, regardless of the writer or the text. 
In §7.2, we explored these five systems by considering what kinds of contributions they made to 
the unfolding of meaning(s) within a text.  In the final section (§7.3) we considered if the linguistic 
features realized via choices in these five systems were found in the texts examined by research 
into academic writing in general, and concluded that many of these revisions fine-tuned NGrp 
complexity in terms of both the structural elements present and the semantic density of NGrps, 
which accorded with the findings of research into academic writing (cf. Chapters 3 and 4). 
In the next chapter we will move away from synoptic descriptions, and explore revision activity in 
terms of dynamic description (unfolding choice). In this penultimate chapter we will once again 
look at revisions in terms of function and rank, only this time we will explore them in terms of the 
logogenetic timeframe (cf. Chapter 3); i.e. we will look at revision activity in terms of how it 
unfolded in time, examining the contribution of each revision to the unfolding of metafunctional 
meaning and the number of rank level constituents found in each text. As an exploratory 
endeavour, and as a forefront to the final chapter, we will then move away from 
lexicogrammatical choice (the primary focus of the thesis so far) and move into the realm of 
semantics. More specifically, we will look at ideational semantics in an effort to explore how a 
change in (analytical) perspective can give similar yet differing views on the same phenomenon. 
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Chapter 8 Product-process relationships 
Introduction 
Chapter 5 introduced us to SFL and its social-semiotic theory of language. In this very brief 
overview we saw how language can be organized metafunctionally to construe reality 
(experiential function), link realities together (logical function), enact personal and social 
relationships (interpersonal function), and map these meanings onto one another and onto the 
context in which language is being used (textual function). We also saw how language can be 
explored in terms of stratification (layers of language) and units of analysis (rank scale). We 
subsequently used these theoretical underpinnings in Chapter 7, where we explored revision 
activity in terms of language functions, ranks, and systemic choices (a mostly synoptic affair). The 
underlying motif for this chapter is 'product-process relationships'. Consequently, it is here that 
we will explore if a possible relationship can be discerned between a product and its process of 
creation in light of RQ 3: Is there a relationship between how a person writes and the perceived 
quality of their text(s)? This effectively means we will be moving between synoptic (product) and 
dynamic (process) descriptions. 
We have already seen in Chapter 6 that how a person writes does not necessarily equate to the 
quality of a finished product; JD and BB went about essay writing in fundamentally different ways, 
yet they both received high grades. Consequently, in this chapter, I will be arguing for a change 
in perspective by suggesting that it may be better to examine product-process relationships in 
terms of semogenesis. More specifically, if we can examine how language choices representing 
societal expectations (Chapters 3 and 4) unfold in the logogenetic time frame 1  (a decidedly 
dynamic affair), we may be in a better position to understand what it is that 'good' writers 'create'. 
In simpler terms, by exploring revisions in terms of logogenesis (the instantiation of the language 
system in text), we can examine not how writers create text, but how writers create meaning 
(semogenesis). Consequently, whilst this chapter is included in pursuit of answering a RQ, it is 
also used as a prologue to the final chapter, and its notes on further research into product-
process relationships. 
The chapter begins with §8.1, which explores the logogenesis (unfolding) of revision functions. 
This first section examines how revisions unfolded in terms of the four functional strands of 
language that we were introduced to in previous chapters. This section illustrates how 
experiential and interpersonal revisions are more likely to increase/decrease the number of 
meanings/features in a text, whilst textual and logical revisions are less likely to increase the 
                                                          
1 cf. Chapter 3, §3.1, figure 3.1. 
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overall number of features/meanings in a text.   
The second section (§8.2) explores unfolding rank choice, and looks at how revisions contributed 
to, or subtracted from, the frequency of lexicogrammatical constituents within each text in terms 
of nominal groups (NGrps), clause complexes, etc. In this section, we will see how NGrp elements 
were the key constituents involved in unfolding choice in revision activity across the four texts. 
However, we will also see how the relative contribution of these elements (their end counts) 
varied, with JD3 and BB showing increased numbers through revision activity, whilst JD1 and JD2 
remained relatively stable in terms of overall counts. 
Finally, §8.3 moves away from lexicogrammatical choice (the primary focus of the thesis so far), 
and shunts us into semantics. More specifically, this section dips into the realm of ideational 
semantics (Halliday & Matthiessen, 1999), and explores how a change in (analytical) perspective 
can give us similar, yet differing views on the same phenomenon. By focusing on logicosemantic 
type, this section illustrates how a common thread of increased experiential meanings, as shown 
in Chapter 7, can be broken down into a more delicate analysis; this analysis subsequently reveals 
much greater variation between the types of revisions made than was initially revealed by looking 
at lexicogrammatical choice alone. 
8.1 The unfolding of revision functions 
This first section explores how revision activity affected the number of functional 
meanings/features in each text by considering how each revision contributed to, or subtracted 
from, the realization of one or more of the four functions of language outlined elsewhere (e.g. 
Chapters 5 and 6). More specifically, rather than look at revision as a finished product, here we 
will examine revision as it unfolded (as a process). As per the previous chapters, each dataset will 
be introduced separately, starting with JD1. 
8.1.1 JD1 
Figure 8.1 is a line chart illustrating how revisions in JD1 contributed to, or subtracted from, the 
final text in terms of experiential, logical, interpersonal, and textual meanings. The X-axis shows 
the sequential ordering of revisions, from the first revision made through to the last revision 
made 2 . The Y-axis displays a relative frequency count, showing how each revision either 
contributed to (added) or subtracted from (deleted) the text's overall number of language 
functions. For example, if a revision added a Classifier this would equate to an experiential 
increase within the text and be counted as experiential +13.  
                                                          
2 Writing sessions are demarcated via gaps in the lines and marked accordingly as Session 1, Session 2, etc. 
3 CLASSIFICATION being an experientially based nominal system. 
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Figure 8.1: The unfolding of language functions in revision activity (JD1) 
Figure 8.1 shows a steady increase in all four language functions during the first two session as 
one would expect, because this is where the majority of composition took place (cf. Chapter 6). 
During session 3, however, the number of interpersonal and logical meanings/features level off 
somewhat, whilst experiential and textual meanings/features continue to rise. At approximately 
the start of session 5 (revision 170), experiential and textual meanings fall slightly, before 
remaining fairly stable until the text's completion. At the end of the writing process, revision 
activity has resulted in the addition of 13 textual meanings/features, 16 interpersonal 
meanings/features, 27 experiential meanings/features, and just 2 logical meanings/features. Let 
us now consider the trajectories of each of these functional revision profiles. 
In §7.1.3, our exploration of systemic choice in JD1 revealed 137 revisions involved textual 
systems (e.g. DETERMINATION, CONJUNCTION, etc.). These findings were based on a synoptic 
approach that simply counted the number of textual revisions. Figure 8.1 above, however, is 
based on a dynamic approach, and it tells us that the relative contribution of revisions to textual 
meanings/features in this text is +13; i.e. despite JD making 137 textual revisions, the overall 
number of textual meanings/features in the text increased by just 13. Consequently, if we were 
to look only at the figures from the synoptic description, we may think that augmenting textual 
meanings/features was particularly important when JD revised this text; conversely, if we were 
to look only at the relative frequency count of +13, we may think that revising for textual 
meanings was not so important when it came to editing this text. However, by combining synoptic 
and dynamic descriptions, we can see that JD, for the most part, played out a delicate balancing 
act of substituting one textually based choice for another (cf. §7.2.3 for an example of this re. 
DETERMINATION).  
Let us now consider interpersonal revisions, which are represented by the grey line in figure 8.1. 
Here, we see that revision activity made a steady contribution to the text's overall level of 
174 
 
interpersonal meanings/features, peaking at +20 (revision 153) before coming to rest at n=+16. 
However, from our findings in Chapter 7, we see that only 48 revisions (+33, -15) involved choices 
in interpersonal systems (e.g. MOOD, COMMENT). Here, then, we have a direct contrast in how JD 
used revisions to augment meanings/features (interpersonal revisions), as opposed to using 
revision to modify existing meanings/features (textual revisions). Essentially, 48 interpersonal 
revisions resulted in a final count of +16, which means that for every 3 revisions made involving 
interpersonal choices, one additional interpersonal meaning/feature was added to the text's final 
count. This gives an 'uptake ratio' of 3:14. Textual revisions, however, have an uptake ratio of 
10.5:1. To explain why the uptake of interpersonal meanings/features is higher than textual 
meanings/features, we can examine a few examples: 
T-unit Content 
3 
I am also interested in looking at the people who have had major influences in this field of 
work, namely Geoffery Leech, Erving Goffman and 22{the highly influential}INSB Penelope 
Brown and Stephen Levinson. 
Example 8.1: Fine tuning appraisal through COMMENT and ASSESSMENT (JD1) 
In example 8.1, revision 22 pre-modifies 'Penelope Brown and Stephen Levinson' via 
DETERMINATION: 'the' = +[Deictic (definite article): specific], COMMENT ('highly'): +[comment 
Adjunct (adverb): intensity: degree: high], and ASSESSMENT ('influential'): +[Attitudinal Epithet 
(adjective)] (cf. IFG4, p.376). This revision, then, adds two interpersonal meanings/features that 
make it into the final draft (a comment Adjunct and an attitudinal Epithet), and one textual 
meaning/feature.  
Overall, there were 20 insertions in JD1 similar to example 8.1 above, in that they all involved 
interpersonal systems at, or above, the group level (cf. Appendix 16: Interpersonal additions in 
JD1). However, there were also 16 deletions at, or above, the group level that involved 
interpersonal meanings/features. It would seem, then, that the increased uptake ratio of 
interpersonal meanings/features that we see in figure 8.1 above stems from revisions below the 
group level (i.e. at the word or morpheme level), and this is indeed the case. Specifically, in JD1 
there are 12 revisions involving CONNOTATION; these are word level changes involving the 
formality of lexis, as illustrated in example 8.2: 
T-unit Content 
26ii and this type of mockery is something that happens often so is 
218{taken on the chin | 
ignored}INSA 
Example 8.2: Fine-tuning registerial expectations (i.e. mode) through CONNOTATION (JD1) 
                                                          
4 Uptake ratio is the overall no. of revisions divided by the relative end count. In this instance 48/16 = 3. 
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In this example, revision 218 swaps the phrase 'taken on the chin' for 'ignored'. This revision 
appears to retain the original meaning and, hence, does not represent a change in lexical content 
(DENOTATION) but, rather, lexical register (CONNOTATION)5.  
Of the connotative 12 revisions, 7 were forward insertions or INSAs (cf. §5.7.2.1). Hence, we may 
also consider that many of the interpersonally based uptakes in JD1 could be the result of JD 
adjusting the features of the text to align with a (virtual) reader's registerial expectations; i.e. that 
academic text should not contain idioms, slang, or other informal words/phrases.  
Moving on to the logical function, figure 8.1 shows that the number of logical meanings/features 
added/removed by revision activity remained relatively stable. Specifically, we see that changes 
in logical meanings were somewhat balanced out, with deletions (e.g. between revisions 22–29) 
evened out by additions (e.g. revisions 36–43). Consequently, despite there being 55 logical 
revisions overall (TAXIS, TENSE, etc.), the number of logical meanings/features contributed by 
revision activity came to rest at +2. Combining our synoptic and dynamic descriptions, then, we 
can say that in this particular instance logical revisions were less likely to increase the overall 
number of logical meanings/features in the text.  
Finally, we have experiential revisions. Figure 8.1 shows that the augmentation of experiential 
meanings/features via revision activity was much higher than the other functions. Specifically, the 
number of experiential meanings/features in the finished text was increased by 27 through 
revision activity, which is just under twice that of its nearest rival, interpersonal 
meanings/features (n=16). However, the overall number of experiential revisions was 211, which 
as we saw in Chapter 7, §7.1.1, accounts for 47% of all revisions in JD1. This number of experiential 
augmentations in relation to the overall number of experiential revisions, then, gives us an uptake 
ratio of 7.8:1. Consequently, although the overall number of experiential revisions was very high, 
we still have a relatively high uptake ratio. Ultimately, JD appears to be using experiential revisions 
to not just fine-tune existing text, but also as a way to continually add evidence to explain how 
face threatening acts are mitigated6.  
  
                                                          
5 IFG4's view does not seem to account for formulaic units as it places CONNOTATION at the word level. 
However, it is clear from other views of language that phrases such as the one here can act as whole units 
that 'stand in' for words. In SFL terms, it could be said that they are downranked phrases acting as words. 
6 This evidence comes in the form of the writer describing their own data (transcripts). 
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8.1.2 JD2 
Figure 8.2 shows how revision activity in JD2 unfolded in terms of language functions: 
 
Figure 8.2: The unfolding of language functions in revision activity (JD2) 
As per JD1, figure 8.2 shows that the number of logical meanings affected by revision activity in 
JD2 remained somewhat stable. Specifically, although 53 revisions involved logical 
meanings/features (cf. Chapter 7), these meanings/features were somewhat evened out, with 
deletions (e.g. those in session 2) balanced out by subsequent additions (e.g. in session 4), 
resulting in a negative end figure of n=-7 (7.6:1 uptake ratio).  
In terms of textual revisions, however, we see a somewhat different pattern than in JD1. 
Specifically, in JD2, textual meanings/features remained relatively low and rarely peaked above 
zero7. This resulted in a fairly low number of textual meanings/features contributed by revision 
activity (n=-4). However, 102 textual revisions were made in total, giving an uptake ratio of 25.5:1.  
In relation to the remaining functions, we see a steady increase throughout revision activity, with 
Interpersonal and experiential meanings/features coming to rest at +33 and +25, respectively. As 
discussed above, increased experiential meanings can contribute to the descriptive power of a 
text by providing more evidence for a thesis, and/or orienting a reader toward a particular field 
or topic. The augmentation of interpersonal meanings in JD2, however, was much higher than in 
JD18, and their importance in the evolution of this particular essay becomes even more evident if 
we consider that only 75 revisions (54 additions, 21 deletions) involved interpersonal systems, 
whilst 230 revisions (127 additions, 103 deletions) involved experiential systems. These figures 
give uptake ratios of 2.3:1 and 9.6:1, respectively.  
                                                          
7 Exceptions being revisions 195–212.  
8 Over double the final count of JD1 (n=+16).  
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Consequently, interpersonal revisions appear to be more measured in JD2 in relation to the other 
functions in much the same way as they did in JD1 (JD1, if you recall, had an uptake ratio for 
interpersonal revisions of 3:1). As a first port of call, we could look to the essay's title to explain 
why this may be the case. The title was 'Argue for or against the claim that there are cultural 
differences in early language socialization that might affect a child's chances of success at school'. 
Here we have a title that calls for an argument to be constructed, and arguments typically call on 
increased interpersonal meanings via choices in ASSESSMENT, MODALITY, etc. (Nesi & Gardner, 
2012). However, if we look at the breakdown of interpersonal revisions in systemic terms, as 
shown in table 8.1, we see how, in much the same way as CONNOTATION played a key role in JD1, 
word level revisions also played a key role in the augmentation of interpersonal meanings in JD2:  
   Revision type: Addition (+) or deletion (-)  
    FP CP INSA INSB INS  
  System + - + - + - + - + - Count 
Ra
nk
 
Clause Mood  1 1 1  2     -3 
Phrase minor Mood      1     -1 
Verbal group Polarity 1  1  1  1    4 
 Modality  4 2 2 2 2  2 1  -5 
Nominal group Person  1         -1 
 Assessment 2 1 2  2 1     4 
Adverbial group Comment 2     1  1 1  1 
Word Connotation 7 1 3  12  5    26 
Info. Unit Key           0 
  Totals 12 8 9 3 17 7 6 3 2 0  
  Count 4 6 10 3 2 25 
Table 8.1: Breakdown of interpersonal revisions in JD2 
Table 8.1 highlights how choices in CONNOTATION are the most frequent type of interpersonal 
revision in JD2 (n=26). These revisions were once again used to increase the text's formality, as 
per examples 8.3 and 8.4: 
T-unit Content 
23 If a child is told that he/she is not good at a language the child may give up trying to 
225{do 
better | improve}INSA.  
Example 8.3: Fine-tuning registerial expectations (i.e. mode) through CONNOTATION (JD2) 
T-unit Content 
20 Bernstein  conducted an experiment using five year old lower working-class and middle-class children who were given pictures to create a 213{story | narrative}INSA from 
Example 8.4: Fine-tuning registerial expectations (i.e. mode) through CONNOTATION (JD2) 
Both of these examples involve INSAs and, as per JD1, INSAs were the most frequent revision type 
involving CONNOTATION in JD2: of the 28 connotative revisions in JD2, 12 were INSAs, 8 were FPs, 
5 INSBs, and 3 CPs. These figures, then, once again suggest that CONNOTATION seemingly plays a 
key role when proofreading/shaping academic text toward a registerial expectation of increased 
formality. 
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8.1.3 JD3 
Figure 8.3 shows revision activity in JD3 terms of unfolding functional choice: 
 
Figure 8.3: The unfolding of language functions in revision activity (JD3) 
Figure 8.3 shows a marked difference in how revisions contributed to functional 
meanings/features in JD3 as compared to JD1 and JD2 (as a reminder, all three datasets are from 
the same author). Once again, experiential meanings/features were increasingly augmented 
through revision activity. However, whereas experiential meanings levelled off midway through 
JD1 and JD2, in JD3, experiential meanings continued to rise, coming to rest at n=+73.  
As per the other datasets, the overall number of experiential revisions was quite high (n=235), 
but this time the uptake ratio was 3.2:1, which is considerably higher than JD's other two datasets. 
So why are experiential meanings more likely to be worked into this text than the others? Drawing 
on the essay title as the first port of call—'Using 3-5 images from any genre to illustrate your 
arguments, discuss the commonplace notion that 'an image is worth a thousand words' in 
persuasive communication'—we see that, in the first instance, as per JD's other essays, this text 
requires increased experiential meanings as a means to support an argument/thesis. In the 
second instance, though, we see that this text makes reference to '3–5 images', and it is here that 
we find the key difference between the experiential revisions in this dataset and the other two. 
Specifically, we see that JD frequently points the reader toward an image (deictic metadiscourse) 
or describes some aspect of an image (informational specificity), as per the examples below:  
T-unit Content 
20 This 234{lack of colour}CP gives the images {234} a negative impact. 
Example 8.5: Modifying a Subject via THING TYPE and QUALIFICATION (JD3)  
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Revision 234 adds a Thing ('lack'), a Qualifier ('of colour'), and a Determiner ('This''9), which 
describes an aspect of 'the images' she refers to (the Recipient in a material clause of 'giving').  
The second example illustrates a metadiscoursal deictic:  
T-unit Content 
48iX This is demonstrated in my figures, 141{particularly figure 2.}INSA 
Example 8.6: Adding an additional referent via CLASSIFICATION and THING TYPE (JD3) 
In this example, revision 141 adds an endophoric marker, 'figure 2' (Hyland, 2005) and tells the 
reader to pay 'particular' attention to it. In this case the addition of '2' tells us which figure to look 
at. Whilst many of these revisions might be classed as a form of interactive metadiscourse, 
because they primarily serve the textual function, creating referents that point to other parts of 
the document, they are also experiential because they serve a descriptive function, increasing 
the informational specificity of a referent, adding ancillary information, etc.10 Ultimately, their 
incorporation into the text goes someway to explaining why revision activity in JD3 called so 
heavily on experiential meanings/features. 
Moving on to interpersonal meanings/features. In a similar manner to JD's other datasets, 
interpersonal revisions in JD3 resulted in a final increase of +17 and a very high uptake ratio of 
1.6:1; only 27 interpersonal revisions were made in total (cf. Appendix 16: Interpersonal additions 
in JD3). A breakdown of these interpersonal revisions is shown in table 8.2: 
   Revision type addition (+) or deletion (-)  
    FP CP INSA INSB INS  
  System + - + - + - + - + - Count 
Ra
nk
 
Clause Mood       1    1 
Phrase minor Mood           0 
Verbal group Polarity 1          1 
 Modality 3 2 1  3  2  1  8 
Nominal group Person       1    1 
 Assessment 2 1   1      2 
Adverbial group Comment     1  1  1  3 
Word Connotation 1          1 
Info. Unit Key           0 
  Total 7 3 1 0 5 0 5 0 2 0  
  Count 4 1 5 5 2 17 
Table 8.2: Breakdown of interpersonal revisions in JD3 
Table 8.2 shows that the majority of interpersonal revisions in JD3 involved verbal group (VGrp) 
systems (+11, -2), particularly, MODALITY (+10, -2).  
                                                          
9 The revision takes an instance of REFERENCE (anaphora): +[Demonstrative reference (pronoun): specific: 
near] and repurposes it as DETERMINATION: +[Deictic (determiner): specific: demonstrative, 
determinative: selective: non] 
10 Cf. also revisions 54, 55, 60, 79, 82-92, 99, 104, 121, 142, 144, 146, 152, 155, 167, 170, 173, 177, 183, 
190, 202, 222, 223, 226, 227, 228, 235, 250.  
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As covered in Chapter 3, §3.7, MODALITY concerns the likelihood of a proposition or the 
desirability of a proposal, and the revisions involving MODALITY we see here mainly involved the 
addition of mood Adjuncts such as 'only', 'often', and 'commonly'. The real surprise here is that 
JD made significantly less use of CONNOTATION than in her other two datasets. There appears to 
be no logical explanation for why this may be the case. For example, we could say that the 
increased use of CONNOTATION in JD1 may be the result of JD working alongside a transcript of 
spoken language, which may have influenced her vocabulary during the initial drafting stage. 
However, JD2 saw a higher usage of CONNOTATION, yet she made no use of a transcript there11. 
We could also say that JD3 saw the lowest occurrence of INSAs across all of JD's datasets, and 
that this could reflect less effort/time proofreading, which is somewhat supported by the lower 
occurrence of overall revision activity in the second half of JD3 in comparison to the number of 
words typed (cf. §6.1, tables 6.2, 6.4, and 6.6). Ultimately, though, the low number of 
interpersonal revisions in general, in combination with the relatively small corpus (just three 
essays from the same writer), means that it is difficult to draw definitive conclusions here as to 
why MODALITY was more involved in revision activity in JD3 than in CONNOTATION.  
Moving on to the logical function, as per JD1 and JD2, logical revisions did not contribute greatly 
to the overall number of meanings/features present in the final text. Figure 8.3, for example, 
shows that the number of logical meaning/features contributed through revisions remained 
relatively low, ranging from -4 to +6. However, only 49 logical revisions were made, resulting in 
an uptake ratio of 8.2. I.e. logical revisions were somewhere between fine-tuning and 
adding/removing logical meanings. 
Finally, we have textual revisions. The final count of textual meanings/features in JD3 was +5, with 
a range of -2 to +9. Overall, there were 93 textual revisions (+49, -44), resulting in an uptake ratio 
of +18.6:1. Once more, then, we see that textual revisions are seemingly used to fine-tune, rather 
than add new meanings/features. Furthermore, it can be seen that the majority of this 'fine-
tuning' came via choices in DETERMINATION (cf. §7.2.3). 
  
                                                          
11 This essay was purely theoretical and literature based. 
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8.1.4 BB 
Figure 8.4 shows BB's revision activity in terms of unfolding functional choice: 
 
Figure 8.4: The unfolding of language functions in revision activity (BB) 
As discussed in Chapter 6, BB was primarily an online reviser, meaning that she revised as she 
wrote, and rarely went back over previously written drafts. However, despite this underlying 
difference between her revision practices and JD's, there were some similarities in terms of the 
functional choices she made. For example, as per JD, the number of logical meanings contributed 
by BB's revisions remained relatively flat, resulting in a final figure of n=+4.  
Similarly, the overall number of textual meanings/features added/removed by revision activity 
remained relatively flat, resulting in a final figure of -1. And although interpersonal meanings 
showed a slight increase during the final stages of composition (from revision 47 onwards), 
resulting in a final figure of +8, many of these were last-minute insertions of citations12.  
What is perhaps most evident from BB's functional revision profile is the increased level of 
experiential meanings. Experiential meanings rise to +18 during the first half of the writing 
process, and then remain relatively high, resulting in a final figure of n=+24. As per the increased 
experiential meanings in JD's revisions. BB's experiential revisions appear to increase the amount 
of descriptive detail in the text. And, as per JD1, it could be argued that this increased attention 
to experiential meanings may be due somewhat to the essay's title: 'What can we learn from the 
Anglo-Saxon Chronicle about the development of the English language?' Again, this is a title that 
prompts description. 
  
                                                          
12 I see these as primarily performing an interpersonal function, orienting to tenor by addressing the 
heteroglossic expectations of academic writing.  
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Section Summary 
Ultimately, although this examination into unfolding revision functions has been brief, and limited 
to only 2 writers and 4 texts, it has shown that some meanings/features appear to take 
precedence over others when it comes to revising academic text, and that these 
meanings/features may be influenced somewhat by the task's demands (i.e. essay rubric/title), 
and the text's registerial expectations. Furthermore, it has shown that some functions seem to 
be more involved in 'fine-tuning', whilst others are more involved in augmenting 
meanings/features, as illustrated in figure 8.5: 
 
Figure 8.5: Comparison of functional uptake ratios across the four datasets 
Figure 8.5 shows the uptake ratios of revision functions for each dataset. This graphical 
comparison, and the discussion that preceded it, show how revisions involving interpersonal 
meanings/features, and to a lesser extent experiential meanings/features, appear to be more 
measured. More specifically, although the number of interpersonal revisions is low, those that 
are made are more likely to contribute to the quantity of interpersonal meanings/features found 
in the final draft—as evidenced by the higher uptake ratios, ranging from 1.6:1 (JD3) to 3:1 (JD1). 
Conversely, despite experiential revisions being the most frequent in all 4 datasets, they are 
almost as likely to lead to an increase in experiential meanings/features in the text as 
interpersonal revisions are, with uptake ratios ranging from 9:1 (JD2) to 2.75:1 (BB).  
The lower uptake ratios for13  textual revisions, on the other hand, suggest that the kind of 
meanings/ features they provide are more likely to be used to fine-tune the text, as opposed to 
                                                          
13 Despite this anomaly, the similarity of many of the uptake ratios displayed in figure 8.5 seem to warrant 
further investigation with a larger dataset.  
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contribute to the overall level of meanings/features found in the final draft.  
As for logical revisions, the uptake ratios for three of the four datasets (JD2, JD3, and BB) are 
remarkably close, ranging from 7.6:1 to 8.2:1, and in isolation could be taken as indicative of some 
kind of pattern. However, the uptake ratio for JD1 is very low at 29:1, and, moreover, although 
the quantity of logical meanings/features (choices in TAXIS, TENSE, etc.) contributed through 
revision activity remained relatively low, regardless of the writer or text, grouping meanings 
according to function alone is the least delicate way to systematize choice. Therefore, in §8.3 we 
will look at unfolding choice in more delicate terms by examining systemic choice (function/rank 
correlation) and semantic types (logico-semantic relations in terms of enhancement, elaboration, 
expansion, and projection). It should then become more evident that whilst unfolding revisions 
in terms of functional choices can give us broad insights into a text's evolution, to more fully 
understand these choices we need a more delicate level of analysis. Firstly, though, we will turn 
our attention to unfolding revisions in terms of rank. 
8.2 The unfolding of revisions in terms of rank 
This section focuses on the unfolding of revisions in terms of rank units and their constituent 
elements. To do this we will employ the same format as the previous section, using line graphs as 
a way to visualise revision activity, where each line will represent one rank scale (or unit of 
analysis). The X-axis will display the sequencing of revisions, from the first revision through to the 
last revision; the Y-axis will display a relative frequency count, indicating how each revision either 
contributed to (added) or subtracted from (deleted) a rank level constituent. For example, if a 
revision added a Classifier this would equate to a nominal element being added (Rank: NGrp), and 
a count of +1 would be added to the running total for the NGrp (the yellow line). 
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8.2.1 JD1 
Figure 8.6 shows revision activity in JD1 in terms of rank level realizations. I have removed ranks 
that never fluctuated beyond ±5 to improve the graph's clarity: 
 
Figure 8.6: The unfolding of rank realizations in revision activity (JD1) 
Figure 8.6 reveals that revision activity in JD1 mostly affected the number of NGrp elements 
(yellow line) and information units (green line). In sessions 3 and 4, for example, we see revisions 
involving NGrp elements climb from +12 (revision 117) to +23 (revision 157). This figure then falls 
back down to +8 at revision 216 (the end of session 5). 
It is perhaps unsurprising that the constituent with the most movement would be the NGrp, given 
that 40.3% of revisions in JD1 involved NGrps (cf. table 7.2, §7.1.2). However, what is interesting 
to note is that the final (relative) count for NGrp additions/deletions was just +8, whereas the 
overall number of revisions involving nominal elements was 180. NGrp revisions, then, are 
seemingly being used to 'fine-tune' NGrp structures rather than simply increase or decrease the 
overall number of nominal elements in the text. Drawing on §7.2.1 (THING TYPE), §7.2.2 
(QUALIFICIATION), §7.2.3 (DETERMINATION), and §7.3.1 (NGrp complexity), there appears to be two 
benefits for a writer in terms of what these NGrp revisions achieve.  
The first concerns a decrease in the specificity of the NGrp in textual terms. Nominal elements 
that contribute textual (and sometimes cohesive) meanings are tied to in choices in REFERENCE, 
SUBSTITUTION, and DETERMINATION. As we saw in §7.2.3, DETERMINATION concerns deictics, and 
deictics can directly label a Thing as presenting (non-recoverable/non-specific) or presuming 
(recoverable/specific). From our discussion of DETERMINATION, we saw how revision activity led 
to the decrease of specific referents in JD1's essay via the deletion of 13 instances of 'the' that 
were originally attached to NGrps, and 6 additions of 'a/an' (cf. Revision Table (JD1): 
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Determination spreadsheet on Appendix CD). Overall, these revisions served to decrease the 
number of specific referents in the final draft by 19. In terms of REFERENCE, there were 13 
additions and 6 deletions. These revisions fine-tuned what were relatively small cohesive chains 
that spanned one or two T-units at the most, and had relatively little effect on the overall text's 
cohesiveness or specificity of referents. A typical example is shown below:  
T-unit Content 
48 Brown and Levinson built their theory on Goffman's work (1967)   
49i 144{Goffman | He}INSA was also interested in the notion of face  
Example 8.7: A localised instance of textual cohesion via REFERENCE (JD1) 
Revision 144 substitutes a proper noun ('Goffman') for a personal pronoun ('he'); in systemic 
terms this represents a change in THING TYPE of -[Thing (proper noun: fully specific)] and 
REFERENCE of +[personal Reference (pronoun): determinative, singular: masculine]. This kind of 
revision, where a specific Thing gets exchanged for a personal Referent, was typical in JD1. 
Whenever JD made such revisions they were confined to localised areas and, thus, it was 
relatively straight forward to ascertain a referent's original identity. Thus, whilst such a change 
does little to alter a referent's specificity, this kind of revision may have served to increase the 
ease with which a reader processes the text--the inclusion of a repeated proper noun, for 
example, may cause the reader to question if this is the same referent or not. 
The second benefit to the writer concerns the specificity of information within NGrps. A NGrp (or 
the Participant that it realizes) can be very general in terms of information, such as a single noun 
referring to a class of things (e.g., cars), or it can be very specific in terms of information, such as 
a complex NGrp referring to a detailed example of a subset of a Thing (e.g. very expensive 
business class sedan in a light blue colour with white leather seats). To compare this with nominal 
elements that perform a textual function (e.g. Determiners), we can say that whereas textually 
based modifiers exist at either side of a scale of specificity in terms of whether a Participant is 
specific or non-specific in relation to the co-text/context, the other nominal modifiers have the 
potential to situate a Participant (Thing) along a second scale of specificity, one based on a general 
class of things a Thing belongs to. For example, 'a hat' is non-specific; it denotes a member of the 
class of Things referred to as 'hat'. 'A blue hat on a table', however, whilst still non-specific in 
textual terms, is more informationally specific than 'a hat'.  
In §7.2.2, we saw clear examples of how QUALIFICATION, despite having the least specifying 
potential of all nominal elements, had the potential to 'overspecify' a Thing in informational 
terms; i.e. some Qualifiers involved in revision activity provided information that could have been 
gleaned from the co-text/context, or provided information that was unnecessary in order to 
identify a referent. We could argue, then, that such informationally laden revisions are actually 
superfluous. For example, consider the following: 
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T-unit Content 
7ii participants were aware of their right to withdraw 59{from my study.{60}}CP 
7iiiX and were given consent forms to sign before any recording took place.{59} 
8i In my transcript, the father 60{in the family}INSA is 'N',  
Example 8.8: Increased informational content via QUALIFICATION (JD1) 
In example 8.8, revision 59 adds 'from my study', realizing a choice in QUALIFICATION of +[Qualifier: 
enhancing: circumstance: location: place]. If we are to look at the surrounding co-text and the 
context of the essay (the study and its participants have already been introduced), we could argue 
that this addition adds little to the functionality of this clause and could be left out. Similarly, 
revision 60 in T-unit 8i adds another Qualifier that contributes little in terms of information that 
the reader could not have deduced from the co-text/context. There does, however, seem to be 
some benefit to this kind of informational overspecification in that it makes it undeniably clear to 
the reader as to what Thing/entity the writer is referring to and, in the process, essentially negates 
the need for a writer to decide between introducing (presenting) a new referent or tracking 
(presuming) an existent referent. Ultimately, a referent that is informationally overspecified can 
stand on its own, and does not need to be worked into a reference chain. 
EPITHESIS and CLASSIFICATION also have this potential to increase informational specificity, as 
shown in examples 8.9 and 8.10:  
T-unit Content 
34 Using a pet name, instead of her 
93{actual}INS name, or simply saying 'please', suggests  a 
close bond  
Example 8.9: Increased informational content via EPITHESIS (JD1) 
Revision 93 above adds the Epithet 'actual'. Whilst this addition emphasises the head noun under 
focus within the NGrp, it adds little to the recoverability of the Thing. 
T-unit Content 
36i In a family set-up, there doesn't seem to be much of a need for mitigating face-threatening acts 
36ii as 47{they}FP{47} all family members seem to be on the same page 
Example 8.10: Increased informational content via CLASSIFICATION (JD1) 
In the example above, revision 47 deletes a somewhat questionable anaphoric referent 'they' and 
replaces it with the NGrp 'all family members' (Determiner^Classifier^Thing). It could be argued 
that the choice to use such a participant structure instead of a simple pronoun increases the ease 
with which the reader can comprehend the clause in relation to the preceding one, because 
although the family mentioned in the previous clause is non-specific (presenting), it does not refer 
to the family under consideration in this essay. 
Let us now consider figure 8.6 in terms of revisions to the information unit; i.e. the textual system 
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of INFORMATION, which is represented by the green line in figure 8.6. When presenting 
information, we are said to partition discourse into manageable units, where one unit represents 
one piece of information. Within SFL these are called information units, and are said to be 
primarily based in speech. The basis for this belief is that information units are said to be 
encapsulated within a tone unit, where the culmination, or focal point of a unit, is signalled by 
the tonic, which is the most prominent syllable holding a major pitch change. Everything 
presented before or after the tonic is assumed by the text's producer as 'Given', and thus this 
information is less likely to be made prominent via changes in pitch or tone. However, some 
scholars14 working with written text subsume that information units are somewhat coextensive 
with clausal units, in that the (Subject) Theme is usually where we find the 'Given', or that which 
the producer relays as obtainable from co-text/context, and that the N-Rheme is usually where 
we find the 'New', or that which the producer presents as new information or most 'newsworthy 
(cf. §5.6.1.1 and §6.2.4 for further discussion). Therefore, assuming that an information unit can 
be examined in written terms, we can return to figure 8.6 and consider what revisions involving 
INFORMATION contributed.  
Figure 8.6 reveals a steady increase in the number of information units as the text evolves. In the 
first two sessions, seven revisions involving information units are made, four of which change the 
New15. In session 3, five more revisions are made, all of which alter the New16. Finally, in session 
5, four more revisions are made, three of which alter the New (revisions 197, 201, and 223). 
Overall, then, it appears that revisions involving information units are primarily used to make 
alterations to what is projected as New (n=15)17, or most 'newsworthy'18.  
As Martin (1992) notes the New typically provides an elaborating function that reflects upon the 
point(s) of a text. Consequently, through INFORMATION, JD appears to be altering what she 
projects as important. Consider example 8.11: 
T-unit Content 
4i Brown and Levinson have 3{contributed | had a major contribution}CP to this area of research{3} 
Example 8.11: Adding an Attribute which becomes the new 'New'  
In example 8.11, revision 3 deletes 'contributed' and inserts 'had a major contribution'. This 
revision changes the process from one of 'contributing' (simple past tense 'contributed') to one 
of 'possessing' (present perfect 'had'). The revision also adds the necessary Attribute for a newly 
created relational attributive clause. However, in the process of these changes we see a shift in 
                                                          
14 Fries (2002) and Moore (2012) subsume this view, as does Hood (2009, 2010, 2012), who (implicitly) 
draws on it via her use of KEY, which is the interpersonal correlate of INFORMATION.   
15 Cf. revisions 3, 5, 74, and 109 in Revision Table (JD1).xlsx sheet: Revision analysis matrix on appendix CD.  
16 Cf. revisions 128, 132, 134, 135, and 143.  
17 Although revisions can also change the Given, these were infrequent (n=4).  
18 This ties in with the findings of §6.2.4, where the majority of revisions occurred within the N-Rheme.  
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the focal point of the N-Rheme, where 'this area of research', which was the most likely candidate 
to be the New19, now becomes a Qualifier to 'a major contribution'—'a major contribution' being 
the new focal point of the N-Rheme, or the peak of 'the clause as message' that gets carried on 
in the following clause (Martin & Rose, 2007, p.188).  
Similarly, revision 109 below adds a new Phenomenon, shifting the focus from 'power 
relationships' to 'strategies': 
T-unit Content 
4i and looked at 109{strategies to deal with {110}}INSB power relationships. 
Example 8.12: Adding a Phenomenon (Ngp) which becomes the new 'New' 
These two brief examples, then, highlight how a revision can change the focus of what the writer 
presents as most Newsworthy. These revisions, however, also highlight the multifaceted nature 
of choice encountered in all four datasets. For instance, example 8.11 above involved one VGrp 
and one NGrp, but six systemic choices: a deletion and subsequent addition in EVENT TYPE 
('contributed''have had'), followed by a selection in DETERMINATION ('a'), EPITHESIS ('major'), 
THING TYPE ('contribution'), and INFORMATION: New ('this area of research''a major 
contribution'). Moreover, many of these choices in INFORMATION are tied to NGrp choices (THING 
TYPE, CLASSIFICATION, etc.), because when a new Thing is added (or displaced by another element) 
then this is also likely to alter the focus of the information unit. Given and New, of course, being 
directly related to the major participants (typically NGrps) of a clause (cf. §7.2.1 for examples). 
8.2.2 JD2 
Figure 8.7 shows how revisions in JD2 unfolded in terms of rank level realizations: 
 
Figure 8.7: The unfolding of rank realizations in revision activity (JD2) 
                                                          
19 'this area of research' being the Object of the verb phrase 'have contributed to'. 
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As per JD1, revisions in JD2 mostly affected the number of NGrp elements, and we see a similarly 
low end count of +15 even though the number of NGrp revisions totalled 209. Once again, then, 
it appears that the NGrp is not simply a place where information is added as revision unfolds. 
Instead it is the key constituent where experiential, interpersonal, and textual meanings are fine-
tuned, with revisions being used for a wide range of functions (cf. §7.3.1 for some examples). 
In terms of the other lower ranks constituents (e.g. VGrps), there appears to be little movement 
in their overall frequencies. However, from session 2 onwards there appears to be some 
movement in terms of the larger ranks, particularly the clause and clause nexus. Specifically, we 
see a marked drop in clause nexus realizations at revision 135 via deletions involving 
TAXIS/INTERDEPENDENCY (n=-21), but this then climbs slightly, resulting in a final figure of -5. What 
is perhaps more surprising, though, is the decrease in clausal level meanings/features realized via 
TRANSITIVITY (n=-11) and MOOD (n=-4)20. 
8.2.3 JD3 
Figure 8.8 shows how revision activity in JD3 unfolded in terms of rank choices: 
 
Figure 8.8: The unfolding of rank realizations in revision activity (JD3) 
Once again, figure 8.8 shows that NGrp elements displayed the greatest amount of movement 
during revision activity. Specifically, there is a steady increase in nominal elements until session 
4, where a number of deletions take place, starting with revision 166 (n=+26), and ending with 
revision 198 (n=+15). We then see more nominal elements being added, resulting in a final figure 
of n=+36.  
                                                          
20 THEME, the other clausal level system, levelled out with 6 additions and 6 deletions overall.  
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As per the graphs for JD1 and JD2, it is perhaps unsurprising that the NGrp showed the largest 
amount of movement given that 199 (49%) revisions in JD3 involved NGrp elements (cf. §7.1.2, 
table 7.2). However, what is surprising is the trajectory taken by these NGrp revisions and their 
relatively high final count of +36. If we recall from §8.1, figure 8.3 (JD3's unfolding of language 
functions in revision activity), experientially based revisions steadily increased as revision activity 
unfolded, and ended on a final count of n=+75. This initially suggests that increases in NGrp 
elements in JD3 may be tied to increases in experientially based revisions. A quick examination of 
systemic choice in JD3 (cf. table 7.10, §7.1) confirms this hypothesis. Basically, if we cross 
reference experiential revisions with NGrp revisions (i.e. if we look through the lens of a 
function/rank matrix), we see that in JD3, there were 129 experiential revisions to NGrps (+82, -
47). This means that of the 36 nominal elements added via revision activity, 35 (97.2%) had an 
experiential function. Alternatively, we could say that 35 (or 46.7%) of experiential revisions in 
JD3 involved NGrp elements. Either way, experiential meanings/features realized in NGrp 
elements played a key role in revising JD321.  
Turning to VGrp revisions, we see a steady increase in their number throughout revision activity, 
resulting in a final count of n=+12. Of these 12 additions, 4 involved EVENT TYPE, and 8 MODALITY. 
The contribution from EVENT TYPE is somewhat expected, because it was the second most 
frequently revised system in JD3 (cf. table 7.11, §7.1). Selections in MODALITY, however, represent 
much more measured choices in terms of interpersonal meanings/features.  
In the previous section it was argued that interpersonal revisions were significantly more 
measured, and the evidence for this came via their uptake ratios. In JD3, for example, 
interpersonal revisions had an uptake ratio of 1.8:1 (from 27 interpersonal revisions, 15 could be 
found in the final draft). Of these 15 additions, 5 involved citations. Consequently, choices in 
MODALITY become much more prevalent, both in terms of their contribution as a VGrp element 
and in terms of contributing interpersonal meanings/features. However, as mentioned in §8.1.3 
above, their relatively low number meant that they had little impact on the text as a whole. 
  
                                                          
21 Incidentally, the majority of the remaining 40 experiential additions came via DENOTATION (n=+32), which 
is technically neither an addition nor a deletion of a word as DENOTATION primarily represents a change in 
lexis. In this thesis, however, I have chosen to categorise them as additions because I see them as 
representing a positive (+) choice in a system. Moreover, this choice does not distract from the fact that 
nominally realized experiential meanings were a key contributor to the revision of the text. 
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8.2.4 BB 
Figure 8.9 shows how BB's revisions unfolded in terms of rank choices22: 
 
Figure 8.9: The unfolding of rank realization in revision activity (BB) 
Although the overall number of BB's revisions was low (n=85), figure 8.9 still shows that NGrp 
elements were the major focus of revision activity, only at much lower ranges than the other 
datasets. Specifically, in BB, the relative frequency of NGrp revisions ranged from -6 to +9 and 
ended on n=+7. Furthermore, figure 8.9 shows that the other ranks were rarely involved in 
revision activity. The evidence presented here, in combination with that presented in Chapter 7, 
show quite clearly how most of BB's revisions involved NGrps (n=69, 50.7%), and that the majority 
of these revisions involved DETERMINATION (n=21), QUALIFICATION (n=14), and THING TYPE (n=11). 
Section Summary 
Overall, it appears that NGrp elements were the most heavily altered structures when it came to 
these writers' revisions. This was perhaps unsurprising given the findings of the previous chapter. 
In terms of experiential meanings, these writers utilised NGrp elements to orient to field via 
choices in NUMERATION, CLASSIFICATION, EPITHESIS, and QUALIFICATION (informational specificity). 
In terms of interpersonal meanings, they used NGrp elements to orient to tenor via choices in 
PERSON, ASSESSMENT and, indirectly, COMMENT (there were many cases where adverbial groups 
acted as major participants and thus 'stood in' for NGrps). In terms of textual meanings, these 
writers utilised NGrp elements to orient to mode (specifically the readability of text) via choices 
in DETERMINATION and to a lesser extent REFERENCE23. However, they also oriented to mode via 
choices in EPITHESIS and QUALIFICATION.  
                                                          
22 I have removed ranks that ranged between -1 to +3; i.e. clause/group/phrase nexus, and info unit. 
23 CONNOTATION is a word level system, so it was not included here. 
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Ultimately, participant structures were introduced and cohesively tied into the surrounding co-
text/context via a reduction in specificity (DETERMINATION), an increase in identifiability 
(REFERENCE), and, surprisingly, an increase in informational specificity (via pre- and post-
modification). However, as discussed in §8.1, this is perhaps not the whole story, because if we 
look at how revisions contributed to the overall level of meanings/features in each text, we see 
that certain constituents are more likely to be added/removed by revision activity, whilst others 
are more likely to be altered by revision activity.  
Figure 8.10 illustrates this by showing the uptake ratios of revisions in terms of rank:  
 
Figure 8.10: Uptake ratios of rank constituents via revision activity in each text 
In figure 8.10, the lower the bars the more likely that a revision would lead to the frequency of a 
rank element in the final text being increased or decreased. For example, the uptake ratios for 
NGrps (yellow bars) show us that in JD3 (5.7:1) and BB (9.1:1), NGrp revisions are more likely to 
increase/decrease the final number of NGrp elements in the finished text than they are in JD1 
(22.5:1) or JD2 (16.1:1). And although figure 8.10 shows a great deal of variation between 
datasets, we could say that based on their frequency of occurrence in combination with their 
uptake ratios, revisions involving the clause nexus and NGrp seem to be the most important kinds 
of structural revisions in all four datasets and, therefore, the types of constituents these revisions 
affected may lend themselves well to revising academic essays. The remaining constituents, on 
the other hand, show much greater variation in terms of their frequency and uptake ratios and, 
therefore, these types of constituents may be more dependent on variables such as text-type, 
content, etc.  
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8.3 The unfolding of logicosemantic relations 
In this section we will explore revision activity in terms of ideational semantics. Specifically, we 
will look at unfolding revisions in terms of 'expansion' and 'projection'. We have already touched 
upon the three subtypes of expansion in §7.2, where we looked at some examples of Qualifiers 
(i.e. expansion within the NGrp via post-modification) and interdependency relations (complexes 
involving selections in TAXIS&LOGICO-SEMANTIC TYPE). In this section, however, expansion and 
projection are central motifs and, therefore, we will more fully define what is meant by the terms 
'elaboration' (reiteration), 'extension' (addition), 'enhancement' (qualification), and, 'projection'.  
Halliday and Matthiessen (1999) define the three subtypes of expansion as follows:  
‘(i) elaboration is a (partial) identity relation between figures: one is identified with 
another with a difference in perspective (it matters a lot; it plays an important role) 
or one is included under another as an example (it plays an important role; e.g., it 
provides the infrastructure). These are clearly related to one another: identity is the 
limiting case of inclusion and inclusion is partial identity. 
(ii) extension is an additive relation between figures: a sequence is made bigger by 
the addition of another figure. This may involve pure addition ('and': he is too young 
and he doesn't speak the language) or addition with an adversative feature ('and 
yet': he speaks the language but he is too young). As a variant of addition, we also 
have alternation (he is too young or else he is just immature). 
(iii) enhancement is a circumstantial or qualifying relation between figures: it is, in a 
sense, extension plus a circumstantial feature — 'and' + time ('and then', 'and at the 
same time', etc.), 'and’ + manner ('and in the same way', 'and likewise'), 'and' + cause 
('and therefore', etc.), etc.: it is autumn, so the leaves are turning brown.’  
(p.117, emphasis in original) 
These three subtypes of expansion are considered 'pervasive semantic types that are manifested 
throughout the grammatical system’ (IFG4, p.669); i.e. they can be found at any unit of analysis 
from the clause to the group and are, in a very broad sense, primarily logical relations because 
they rely on a sequence of interdependency relations for their realization (IFG4, pp.666-673). 
Projection, on the other hand, is a relation whereby a unit comes to function not as a direct 
representation of something, but as a representation of a representation (cf. IFG4, pp.508-548, 
for examples at the clausal level).  
In the following sub-sections we will look at how expansion and projection (that is 
expansion/projection manifested across all rank scales) unfolded in each dataset's revision 
activity. To do this we will use the same format as above: the unfolding of expansion and 
projection types will be represented as line graphs, where three of the four lines will represent 
the three subtypes of expansion and the other line will represent projection. Once again, the X-
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axis will display the sequential ordering of revisions from the first revision to the last revision, 
whilst the Y-axis will display a relative frequency count, indicating how each revision either 
contributed to (added) or subtracted from (deleted) expansion/projection. 
8.3.1 JD1 
Figure 8.11 below shows the unfolding of expansion and projection in JD1: 
 
Figure 8.11: Unfolding expansion and projection in revision activity (JD1) 
The first subtype of expansion we will cover is extension (the red line in figure 8.11). Following 
Halliday and Matthiessen's (1999) definition (above), extension typically manifests itself in terms 
of the following relations (all examples are from JD1; the revision number and lexicogrammatical 
system affected are provided in parenthesis): 
1. Addition: 'and' (28, TAXIS: parataxis), 'while' (44, TAXIS: hypotaxis), 'also' (145, CONJUNCTION).  
2. Variation: 'or' (18, TAXIS: parataxis), 'else' (69, TAXIS: hypotaxis), 'however' (46, 
CONJUNCTION).  
3. Accompaniment: 'with each other' (39, QUALIFICATION), 'among conversations' (53, MINOR 
TRANSITIVITY), 'recorded' (5, EVENT TYPE) 'without using' (82, MINOR TRANSITIVITY). 
4. Possession: 'their responses' (186, DETERMINATION), 'have contributed' (3, EVENT TYPE). 
Figure 8.11 shows that extending relations appear relatively unaffected by revision activity; i.e. 
extending relations never rise above +4 or fall below -5, and end at n=-2. In JD1, then, revisions 
do little in the way of adding to, or subtracting from the overall number of extending relations in 
the final text. For example, despite the low end count (n=-2), 64 revisions (+31, -33) involved 
extending relations. This equates to an uptake ratio 32:1; i.e. out of every 32 revisions involving 
an extending relation, the overall count of extending relations in the text was only altered by -1. 
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The second subtype of expansion is elaboration (the grey line in figure 8.11). Elaboration typically 
manifests itself in terms of the following relations (again, all examples are from JD1): 
1. Apposition: 'who...' (2, QUALIFICATION: embedding), 'which' (6, TAXIS: hypotaxis), 'for 
example' (32, CONJUNCTION).  
2. Clarification: 'Overall' (217, CONJUNCTION), 'my own data' (3, EPITHESIS).  
3. Role: 'for man' (21, QUALIFICATION), 'being the parent' (204, MINOR TRANSITIVITY), 'the 
English language' (168, CLASSIFICATION). 
Elaborating relations, then, expand upon an element in terms of providing additional information 
that further specifies or describes it, 'restating it, clarifying it, refining it, or adding a descriptive 
attribute or comment' (IFG4, p.461) .  
Within JD1, elaborating revisions, as per extending revisions, appear to be a minor motif, peaking 
at +6 (revision 73), falling to their lowest level at revision 204 (n=-7), and ending with the lowest 
relative frequency count of n=-4. Consequently, in a similar manner to extending relations (albeit 
on a smaller scale), we see from the total number of elaborating revisions (n=64) and their uptake 
ratio (16:1) that the overall number of elaborating relations within this text remain relatively 
unaffected by revision activity. 
The final subtype of expansion is enhancement. It typically manifests itself in terms of: 
1. Place: 'here' (197, CIRCUMSTANCE TYPE), 'from my study' (59, QUALIFICATION), 'in the 
programme' (32, MINOR TRANSITIVITY). 
2. Time: 'then' (64, TAXIS: parataxis), 'yet' (156, CIRCUMSTANCE TYPE), 'as previously 
mentioned' (149, CONJUNCTION), 'when' (181, QUALIFICATION) 'during this interaction' (137, 
MINOR TRANSITIVITY). 
3. Manner: 'as something...' (8, TAXIS: hypotaxis), 'by using the' (34, MINOR TRANSITIVITY), 
'on Goffman's work' (143, QUALIFICATION), 'more difficult' (54, NUMERATION). 
4. Cause: 'because' (104, TAXIS: hypotaxis), 'therefore' (24, CONJUNCTION), 'to soften' (77, 
MINOR TRANSITIVITY). 
5. Contingency: 'if... then' (101, TAXIS: hypotaxis), 'however' (72, CONJUNCTION), 'instead of' 
(80, MINOR TRANSITIVITY). 
Figure 8.11 shows that the number of enhancing relations (blue line) in JD1 increased 
considerably through revision activity. For example, despite a slight dip at the start of writing, 
enhancing relations peaked at n=+20 (revision 197) and finished at n=+16. Enhancing revisions, 
then, seem to be an important logicosemantic type when it comes to adding meanings/features 
to this text. However, before discussing the implications of this we will look at the final semantic 
type: projection. 
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As we have already noted, projection is a logicosemantic relation whereby a unit comes to 
function not as a direct representation of something, but as a representation of a representation. 
I.e. it is the projection of one element 'onto the plane of second-order, semiotic phenomena, so 
that it enters the realm of metaphenomena (meanings or wordings)' (Halliday & Matthiessen, 
1999, p.106). At the clausal level, Halliday and Matthiessen (2013) state that there are 'three 
systems involved in the differentiation of different kinds of projection' (pp.509-510). These are: 
1. The level of projection: projection of meaning (ideas) or wordings (locutions). 
2. Mode of projection: paratactic ("direct, quoted") or hypotactic ("indirect, reported"). 
3. Speech function: major proposition (information) or major proposal (goods & services)24. 
At levels below the clause, projection manifests itself in terms of: 
1. Matter (circumstantial equivalent to verbiage): 'his use of the term 'mun'' (34, 
QUALIFICATION), 'knowing the family' (166, MINOR TRANSITIVITY). 
2. Angle (related to Sayer or Senser): 'defends himself to himself' (15, QUALIFICATION) 'to 
outsiders' (167, MINOR TRANSITIVITY). 
In terms of projecting revisions in JD1 (yellow line), we see a somewhat similar pattern to that of 
enhancement, with projecting relations climbing in the first half of revision activity. However, 
unlike enhancement, projection peaks at a lower level (n=+13, revision 126) and then evens out, 
dropping slightly before finishing on n=+11. Moreover, in a similar manner to enhancement, but 
on a slightly increased scale, we see that projecting revisions are more likely to add to the final 
number of projecting relations in the final text (uptake ratio of 3.2:1). 
Overall, then, revisions involving projection are more likely to add meanings to JD1 than revisions 
involving extension and elaboration. Enhancing revisions, meanwhile, seem to be the most 
involved subtype of expansion in terms of adding meanings. In order to make sense of these 
findings, we can turn to the discussion held in §7.3.1.1. Here we discussed JD1's revisions in terms 
of functional choice, and saw how experiential meanings/features were continually added as the 
text evolved. The essay rubric/title25 was cited as one possible reason as to why this may be the 
case; i.e. the title may have cued the writer to produce a more descriptive text. Therefore, we will 
now examine a few of JD1's revisions in terms of the five typical manifestations of enhancement 
cited above to see if this may be the case, starting with enhancement of place: 
T-unit Content 
7ii and participants were aware of their right to withdraw 59{from my study}CP. 
Example 8.13: Enhancement of place through QUALIFICATION 
                                                          
24 A third option is 'projected minor', but there were no examples in the dataset. 
25 The title being 'How are face-threatening acts mitigated in interactions between friends/family?  
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We have already considered this example above (example 8.8), where revision 59 added 'from 
my study'. This prepositional phrase is part of a Qualifier (an embedded non-finite clause) that 
post-modifies 'right'. This revision, then, is a choice in MODIFICATION/QUALIFICATION of +[Qualifier 
(prep. phrase): circumstance: enhancing: location: place], and augments description in terms of 
where 'participants' may withdraw from. 
The next example concerns enhancement of time: 
T-unit Content 
53 
If this is the case or she states that for no reason, 148{as she hasn't had much opportunity to 
yet}INSB, and could be viewed as she is helping to neutralise the conversation, and ensure it is 
still light-hearted. 
Example 8.13: Enhancement of time through CIRCUMSTANCE TYPE  
Here, revision 148 adds a hypotactic enhancing clause, part of which contains the adverb 'yet'. 
This adverb is free to move around the clause26, so it forms its own adverbial group and represents 
a choice in CIRCUMSTANCE TYPE, specifically +[Circumstance type (adverb): enhancement: 
spatio-temporal: complex: terminal]. This revision, then, augments the text's descriptive power 
by telling us (the reader) that up to this point in the conversation 'H' (the person being referred to 
as 'she') has not had much input. 
The next example concerns enhancement of manner: 
T-unit Content 
28 
34{His use | by using the | of the}INSA term 'mun'  which is Welsh slang, often used for 
emphasis suggests he is trying to imply that his impression was good 
Example 8.14: Enhancement of manner through MINOR TRANSITIVITY 
In this example, revision 34 deletes what was a down-ranked clause ('His use of the') acting as a 
Carrier in an intensive attributive clause, where 'suggests' is being used incongruently as a 
relational rather than verbal process. It then adds 'by using the', creating a fronted dependent 
clause (marked Theme). In terms of enhancement, this addition represents a choice in MINOR 
TRANSTIVITY of +[Circumstance (prep. phrase): enhancing: manner: means]. This revision, then, 
enhances the description in terms of foregrounding how (the means by which) the impression 
may be said to be good.  
The next example concerns enhancement of cause: 
T-unit Content 
39X 
104{because of t | T}CPhe power relationship as it were suggests that N is able to make a 
command easier than J would be able to. 
Example 8.15: Enhancement of cause through TAXIS 
Here, part of revision 104 adds 'because'. This represents a choice in TAXIS (hypotaxis) of 
+[enhancement (conjunction): causal-conditional: cause: reason]. I.e. it takes two independent 
                                                          
26 The clause could be rewritten as 'as yet she hasn't had much opportunity to'.  
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clauses and creates a logical relation between them, where the second clause enhances the first 
in terms of a causal reason as to why the proposition of the first is likely to be true.  
The final example concerns enhancement of contingency: 
T-unit Content 
44 
91{However, as | As}FP previously mentioned {91}, because of the close family bond there is 
not much need for such devices.  
Example 8.16: Enhancement of contingency through CONJUNCTION 
In this example, revision 91 adds 'However'. This represents a choice in CONJUNCTION of 
+[conjunctive Adjunct (adverb): enhancement: causal-conditional: specific: concessive]. This 
revision, then, is used to introduce what follows as being in a contradictory relation to what was 
said previously. I.e. it enhances description by linking one piece of information with another in 
terms of a rational association. 
From these few examples, then, we see how enhancing relations can be used to augment the 
information contained within an element/clause in terms of a number of circumstantial types, 
tactic relations, cohesive links, etc. However, it cannot be said that the only reason for such 
augmentation within JD1 is the need for increased description (orientation to field). Rather, 
enhancement is used for a number of functions that involve not just experiential meanings 
(Examples 8.13 and 8.14: revisions 148 and 34, respectively), but also logical (Example 8.15: 
revision 104) and textual meanings (example 8.16: revision 91).  
Ultimately, because enhancement is repeatedly cited as being the most highly developed type of 
expansion (e.g. IFG4, p.667). It is perhaps unsurprising that it provides a wide range of functions 
that JD utilised quite effectively when revising JD1.  
We have just seen that expansion through enhancement is multifunctional, and that revisions 
involving enhancement do not just serve to increase the descriptive power of a text. But what of 
the steady increase in projecting relations through revision activity? For this essay, JD used a 
transcript of a recorded conversation to support her thesis. Consequently, she frequently used 
projecting relations to introduce what those in the transcript had said (locutions) or may have 
thought (ideas). Consider example 8.17: 
T-unit Content 
31iX This could 15ii{be implied | imply that}FP she was offended 
Example 8.17: Projection of locution (indirect, proposition) 
In this example, part of revision 15ii creates an 'indirect' (reported) projection of wording 
(locution) via the suggesting verb 'imply' combined with the binder 'that' (structural cataphoric 
marker). This is an example of projection at the clausal level. However, this revision also creates 
an interpersonal Theme or 'thematized comment' (Thompson, 2004, p.152), which objectively 
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frames the upcoming proposition that 'she was offended'27. In realizational terms, the revision 
occurs in the VGrp and, therefore, it realizes a choice in EVENT TYPE28 of +[verbal Process (verb): 
propositional: elaborated speech function] (IFG4, p.523). 
In the following example, the mode of projection (locution) is direct:  
T-unit Content 
34 Using a pet name, 81{or simply just saying 'please',}INSA suggests a close bond. 
Example 8.18: Projection of locution (direct, proposal) 
Again, as per example 8.17, this revision is multi-functional. However, our focus is on how it adds 
a projection of wording (locution) that is a 'direct' (or pseudo-direct) quote of 'please'. Basically, 
part of revision 81 concerns a choice in EVENT TYPE of +[verbal Process (verb)] realized as the 
reporting verb 'saying'. JD uses this projecting relation to introduce what someone might say as 
evidence to suggest 'a close bond'. This projecting relation, then, appears to not only add 
descriptive detail relating to the data (transcript), but also provides additional warrant (in 
combination with 'pet name') for an upcoming proposition. 
Moving away from projections of wording, example 8.19 shows a projection of meaning (idea): 
T-unit Content 
28i This suggests he 179{is trying to imply that | believes that}INSA his impression was good 
Example 8.19: Projection of idea (indirect, proposition) 
Here, revision 179 adds a projection of meaning (idea) realized as 'believes that'. This represents 
a choice in EVENT TYPE of +[Mental Process (verb): 'like' type: cognitive] (IFG4, p.274) combined 
with the binder 'that'. The resulting projection, like example 8.17, is an indirect proposition, only 
this time it is the projection of an idea, which is attributed to 'N' (the 'he' referred to in the 
example). 
The next example covers projection (matter) in the Ngp via post-modification (QUALIFICATION): 
T-unit Content 
40ii and looked at 109{strategies to deal with}INSB power relationships. 
Example 8.20: Projection of matter through QUALIFICATION 
Once again, example 8.20 illustrates a revision that is multifunctional: revision 109 actually affects 
3 lexicogrammatical systems. However, we will only focus on choices related to projection, 
namely the non-finite embedded clause 'to deal with... ', which functions as a Qualifier to the 
(new) Thing 'strategies'. In systemic terms, it represents a choice in MODIFICATION/QUALIFICATION 
of +[Qualifier (non-finite): circumstance: projection: matter]; i.e. it answers the question 'what 
                                                          
27 It also realizes a choice in THEME, but this is not the focus of this section. 
28 However, as I have argued elsewhere, the line between EVENT TYPE (VGrp) and TRANSITIVITY (clause) is 
often blurred, so I have chosen to categorize this as EVENT TYPE because it affects only the VGrp. 
200 
 
about these strategies?' by providing the answer 'these are strategies we use to contend with 
power relationships'. This projecting relation, then, is used to augment description, rather than 
quote or report on what someone else has said or thought.  
Example 8.21 is another instance of projection below the clausal level, only this time it is 
projection (angle) at the phrasal level: 
T-unit Content 
66iii although this may, again, come across as an awkward and uncomfortable situation 
167{to 
outsiders}CP, 
Example 8.21: Projection of Angle through MINOR TRANSITIVITY 
Revision 167 represents a choice in MINOR TRANSITIVITY of +[Circumstance (prepositional 
phrase): projection: angle: viewpoint]. It provides the reader with additional information as to 
whom the 'situation' may be awkward or uncomfortable to. As per example 8.20, then, this 
revision primarily adds description. 
8.3.2 JD2 
The unfolding of expansion and projection in JD2's revision is shown in figure 8.12: 
 
Figure 8.12: Unfolding expansion and projection in revision activity (JD2) 
From figure 8.12, we can already see that the patterning of expansion and projection is markedly 
different from that of JD1. The trajectories of enhancement, extension, and projection remain 
relatively flat throughout the first half of revision activity, staying within ±5 of the baseline. They 
then fall below zero and remain in negative figures until the end of the writing process, resulting 
in final counts of -5 for enhancing and extending relations, and -6 for projecting relations. 
Elaborating relations, however, continually rise, climbing above +5 at revision 52 (session 1), 
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reaching +10 at revision 71, and then peaking at +14 several times during session 4 (revisions 228, 
234, and 237), before finally settling on n=+10.  
Table 8.3 shows the uptake ratios for each subtype of expansion and projection: 
 Enhancement Extension Elaboration Projection 
Total no. of revisions 69 45 82 28 
Final relative count -5 -5 10 -6 
Uptake ratio 13.8:1 9:1 8.2:1 4.7:1 
Table 8.3: Uptake of expansion and projection in JD2's revisions 
Again we can turn to the task's demands as one possible reason as to why enhancement, 
extension, and projection remain relatively low/stable throughout JD2's revision activity. As 
discussed in §7.3.1.2, this essay29 called for increased interpersonal meanings (meanings that 
contribute to the 'clause as exchange'). However, in discussing expansion and projection we are 
primarily dealing with ideational semantics. I.e. we are dealing with meanings that primarily 
contribute to the 'clause as representation'. Looked at from this perspective, it is possible to see 
why elaborating relations may be slightly more involved in revision activity than extension, 
enhancement, or projection. Elaborating relations primarily expand upon an element, 'restating 
it, clarifying it, refining it, or adding a descriptive attribute or comment' (IFG4, p.461). In 
constructing an argument a writer has to: (1) analyse, evaluate, and present content; (2) develop 
a position (clause by clause) in relation to that content; and (3) present that position coherently 
(overall text). Elaborating relations are important attributes when it comes to all three of these 
points and, thus, we could initially surmise that increasing elaborating relations may serve a 
supporting role in providing sufficient warrant for an argument. For example, consider the 
following elaborating revisions: 
T-unit Content 
4i The restricted code 
14{assumes all speakers share understanding on a topic of 
conversation}INSB  
Example 8.22: Elaboration through TRANSITIVITY 
Revision 14 adds a new Rheme to T-unit 4i. This addition represents a choice in TRANSITIVITY. 
Specifically, it creates an intensive identifying clause (sign) via the verb 'assumes', creating an 
identifying (or equative) relation between an Identified element ('The restricted code') and its 
Identifier ('all speakers...'). This kind of extraposed complement clause is common in academic 
writing (Biber, Johansson, Leech, Conrad, & Finegan, 1999, p.674) and, in this instance, it enables 
JD to distance herself from what is effectively a definition of 'The restricted code' by using a verb 
that has judgemental connotations. This single elaborating relation, then, whilst primarily 
ideational and providing a definitional function, is also used to obscure the true source of an 
                                                          
29 'Argue for or against the claim that there are cultural differences in early language socialization that might 
affect a child's chances of success at school'.  
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appraisal, because it carries with it an interpersonal overtone, embedding a depersonalized and 
evaluative stance throughout the clause. 
Example 8.23, illustrates an elaborating revision at the group level.  
T-unit Content 
25 
Heath's 27{ethnographic}FP study on three communities in the south-eastern United States, 
each with different language socialization, {27} has shown that how children are brought up 
at home can affect on how well a child does in school  
Example 8.23: Elaboration through EPITHESIS 
Revision 27 inserts 'ethnographic'. This adjective comes to functions as an Epithet within a 
complex NGrp functioning as Subject/Actor in a process of 'showing'30. This Epithet elaborates 
upon the Subject/Actor by clarifying what kind of 'study' it was. It could be argued that the 
addition of this elaborating element adds credence to the proposition held within the N-Rheme 
by stating that Heath's research was ethnographic; i.e. JD is increasing the credibility of Heath's 
research, which, in turn, supports her upcoming argument31.  
Revision 33 below has a comparable function: 
T-unit Content 
25 
Heath's ethnographic research on three communities in south-eastern United States, each 
with 33{completely}CP different language socialization, has shown that how children are 
brought up at home can affect on how well a child does in school  
Example 8.24: Elaboration through ASSESSMENT 
Revision 33 adds 'completely' to the same NGrp we discussed above. Only this time, 'completely' 
functions as an attitudinal (or interpersonal) Epithet (IFG4, p.376) that modifies 'socialization'. 
This noun is, itself, part of a Qualifier ('each with...') that provides an extending relation to another 
Qualifier ('on three communities...'). As per example 8.23 above, this small modification provides 
a subtle supporting role to JD's unfolding argument and, as noted in many SFL publications, shows 
how interpersonal meanings are often realized prosodically (i.e. spread throughout the clause at 
the lexical level).  
Ultimately, these examples show how the addition of a single element, whilst providing a small 
contribution to the text as a whole, can play a subtle role in augmenting both experiential and 
interpersonal meanings and this, in turn, can aid the writer in constructing a particular point of 
view without injecting an explicit subjective stance.  
  
                                                          
30 The main process/verb: 'has shown' is underlined.  
31 She frequently used Heath's findings to support her propositions. 
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8.3.3 JD3 
Figure 8.13 shows how revision activity in JD3 unfolded in terms of expansion and projection: 
 
Figure 8.13: Unfolding expansion and projection in revision activity (JD3) 
Figure 8.13 shows that the number of extending relations contributed through revisions 
remained relatively low, ranging from -2 to +4, and ending on +4. Projecting revisions, meanwhile, 
showed slightly more movement, ranging from -8 to +1, and ending on +1. These low figures 
suggest that extending and projecting relations are minor motifs when it comes to revision in JD3, 
and if we look into the overall number of revisions involving extension and projection, this initial 
assumption is somewhat accurate. More specifically, there are only 25 projecting revisions (+14, 
-11) and 40 (+23, -17) extending revisions. These figures result in uptake ratios of 25:1 for 
projection and 10:1 for extension.  
If we look at enhancing and elaborating relations, however, these appear to be more prominent 
motifs. More specifically, we see that both relations steadily increase through revision activity, 
resulting in final figures of +14 for enhancement and +13 for elaboration. In terms of uptake 
ratios, there were 58 (+36, -22) enhancing revisions, and 86 (+48, -38) elaborating revisions, 
resulting in relatively high uptake ratios of 4.1:1 for enhancement and 6.6:1 for elaboration. 
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8.3.4 BB 
Figure 8.14 shows BB's revision activity in terms of expansion and projection: 
 
Figure 8.14: Unfolding expansion and projection in revision activity (BB) 
Although we saw in §8.1.4, figure 8.4, that experiential meanings in BB rose to +24, and logical 
meanings to +4, the graph for expansion and projection above shows a different picture. 
Expansion and projection are prime motifs in SFL's view of ideational semantics (Halliday & 
Matthiessen, 1999). Consequently, in order to understand why they appear to be 
underrepresented in BB's revision activity, we need to examine what BB's experiential and logical 
revisions realized. 
Firstly, 8 of BB's +25 experiential revisions involved THING TYPE (+10, -2). This system is concerned 
with distinctions amongst nouns, and relates to the numerous ways material and semiotic 'things' 
(animals, objects, abstractions, etc.) are labelled and taxonomized. Consequently, choices in 
THING TYPE do not directly contribute to expansion or projection because it is where the Thing is 
chosen, and if we recall from §6.1.3, the Thing is the nucleus (of a Participant) around which other 
(modifying) elements orbit. It is these orbiting elements that have the potential to provide 
expanding or projecting relations. Specifically, these orbiting elements have the potential to 
extend (e.g., possessive determiners), elaborate (typically Epithets/Classifiers), enhance (typically 
Numeratives), or project (e.g., Qualifiers) a relation between themselves and the Thing 
(Participant). Therefore, if we remove revisions involving THING TYPE, we can reduce the number 
of experiential revisions that have the potential to contribute to expansion/projection to +17. Ten 
of these remaining +17 experiential meanings involved DENOTATION. Choices in this system are 
realized at the word rank, and in BB these involved changes to 2 main verbs/processes, 1 post-
Deictic, 3 conjunctions, and 4 nouns/participants. All of these changes involved synonymy, where 
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a word from one word class was swopped with another word from the same word class, yet the 
same core meaning was retained (e.g. in revision 8 'commissioning' is changed for 'initiating'). 
Consequently, as per THING TYPE, DENOTATION contributes little in the way of expansion or 
projection32. Taking this into account, we can again reduce the number of experiential revisions 
with the potential to provide expanding/projecting relations to just 7. Ultimately, then, looking at 
expansion and projection from this viewpoint (i.e. from the bottom up), we can see why figure 
8.14 shows little change in terms of expansion and projection types, because there were only 11 
revisions made that at the potential to provide expanding or projecting relations.  
Section summary 
To summarise, then, examining all four datasets in terms of revisions involving logico-semantic 
types reveals a markedly different outcome to our comparisons of experiential and logical 
revisions. Fundamentally, whilst there were noticeable patterns in terms of lexicogrammatical 
choices (function/rank) that permeated between writers and their texts, when we moved the 
analysis into the semantic plane of language (ideational semantics), and focused on just the 
ideational function (experiential and logical) there was much greater variation between writers 
and their texts as evidenced in figures 8.10 through 8.13 and their corresponding uptake ratios 
as shown in figure 8.15: 
 
Figure 8.15: Uptake of expansion and projection in revision activity across all four texts 
This increased variation is no doubt due to the fact that we have increased the delicacy of our 
analysis by categorizing ideational revisions in terms of the four semantic types. This effectively 
                                                          
32 Synonymous words have the same logicosemantic relationships with the words/elements around them. 
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combined two functions (experiential and logical), whilst also conflating all the ranks—expansion 
and projection are pervasive semantic types that permeate all levels of the content plane of 
language. As Matthiessen (2015) argues, it is in investigations of expansion and projection that 
we see the greatest variation across text-types in terms of circumstances of time, manner, cause, 
etc. It is here, then, that we would be more likely to find subtle differences between Discussions 
and Expositions (both members of the 'Essay' genre family, cf. Chapter 4). For example, although 
both text-types fall within the same genre family, each one calls upon slightly different kinds of 
descriptions to be built—Discussions call more on factual information, Expositions call more on 
recounting information. 
Summary 
In this chapter we moved away from a synoptic view of revisions and explored revisions in terms 
of dynamic description (unfolding choice). Specifically, this chapter has been an attempt to 
examine 'product-process relationships' in terms of an unfolding linguistic description (i.e. an 
analysis based in the logogenetic timeframe). The aim of this exploration was to address the final 
RQ: 'Is there a relationship between how a person writes and the perceived quality of their 
text(s)? I.e. does the process affect the product?' 
In terms of unfolding lexicogrammatical choices (function and rank), there appeared to be some 
commonalities between the writers and their texts. Specifically, in §8.1 we saw that experiential 
and interpersonal revisions were more likely to increase/decrease the number of 
meanings/features in a text, and that their uptake ratios were somewhat similar across all four 
datasets. Textual and logical revisions, on the other hand, were less likely to increase/decrease 
the overall number of textual/logical meanings/features in the final text, and their uptake ratios 
showed much greater variation across datasets than experiential/interpersonal ones did.  
In §8.2, we saw how the NGrp (and its associated elements) was the key rank constituent involved 
in unfolding choice in revision activity in all four datasets. However, we saw via their uptake ratios 
that NGrp elements were more likely to be added/removed by revision activity in JD3 (5.5:1) and 
BB (9.1:1), whilst the overall number of NGrp elements in JD1 (22.5:1) and JD2 (16.1:1) remained 
relative stable. 
In §8.3 we moved away from lexicogrammatical choice and made a brief detour into semantic 
choice. Specifically we looked at unfolding revision activity in terms of ideational semantics. 
Specifically, logicosemantic types. The main aim here was to illustrate how a change in (analytical) 
perspective could give us a different, yet complementary view on the same phenomenon. 
Consequently, through our examination of unfolding revisions in terms of logicosemantic types, 
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we saw how a common thread of increased experiential meanings in revision activity, and a 
relatively low amount of movement in the number of logical meanings (cf. §7.1 and §8.1) could 
be broken down into a more delicate analysis, which showed much greater variation between 
texts. The cause of this variation could be down to the types of constituents being altered in each 
dataset, which was more fully explored in each subsection, particularly in light of BB's revisions, 
and reflects the findings of current research that indicates how circumstance types are 
distributed differently in different text-types. 
The next, and final chapter concludes this thesis by drawing together the underlying threads, 
discussions, and findings of the previous 8 chapters. It begins by summarising the thesis's overall 
contribution with regard to research into how writers revise, SFL studies into academic writing, 
and, finally, studies into student writing in general. We will then consider the study's major 
findings, its limitations with regard to these findings, avenues of interest for further research, and 
concludes with some reflections on current research alongside a brief afterthought on this thesis 
and its subject matter. 
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Chapter 9 Conclusion
Introduction 
From a theoretical viewpoint, the analysis drew on SFL's social semiotic view of language, 
particularly its underlying tenets of paradigmatic choice and the metafunctional organization of 
language. The key aim here was to move away from purely synoptic descriptions of written text 
and attempt to model written text dynamically. In so doing the purpose was to mirror research 
into the logogenesis of the spoken mode (e.g. Yang, 2010) in the written mode.  
A second theoretical motivation was to combine a field of research usually associated with 
psychology (i.e. writing processes and revision activity) with an established linguistic framework 
(SFL). This motivation aimed to bring together two separate, yet complementary perspectives, in 
a systematic and beneficial way, and thus aimed to build on the experimental work of others 
(notably, O'Donnell, 2013). The underlying purpose of this combinatory approach was to show 
that the writing process and the unfolding of written text can be studied in terms of semogenesis 
(cf. Chapter 3), or how language meanings/features evolved through revision activity. This 
motivation, then, was primarily a means to argue for an additional perspective to compliment 
studies into what writers do by also studying how writers create and shape meaning (in real time). 
As a way in to the data, we began with the mechanics of writing, or how the two students involved 
in this study created and revised text. The underlying aim here was to address the first set of 
research questions (RQs) in terms of normal text production (time spent typing, words typed, 
etc.), and revision activity in terms of time and space. Temporally, we looked at how revisions 
unfolded sequentially, both within writing sessions and across the writing process as a whole. 
Spatially, we looked at revision movement within or across functional components (or 'slots') 
related to the clause as message. Here, the analysis used the concept of 'texture', specifically the 
choices associated with thematic function (textual meaning at the clausal level), as a sensitizing 
concept, allowing revisions to be examined in terms of 'slots' where choices in THEME/RHEME 
could be realized. Ultimately, this operationalized revision movement in terms of textual 
meanings at the clausal level, and allowed revisions to be categorized as one of four types (FPs, 
CPs, INSAs, and INSBs1). 
After modelling the mechanics of writing, we then looked at revision activity in terms of its 
linguistic contribution to a text. Consequently, revisions were examined in terms of language 
metafunctions (experiential, logical, interpersonal, and textual), ranks (clause, phrase, group, 
etc.), and lexicogrammatical choices (the systems of English as espoused in IFG4). These analytical 
1 A 'catch-all' category of INSs was also used for revisions that could not be coded. 
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concerns were initially modelled synoptically in Chapter 7 (revision as a static product) and then 
dynamically in Chapter 8 (revision as an unfolding process).  
In what follows, these broad motivations, concerns, and resultant findings will be outlined in 
detail. The first section (§9.1), summarizes the contributions of this thesis to individual strands of 
research. The second section (§9.2) presents the major findings of the study in terms of the 3 
main RQs that provided the basis for each of the literature review chapters (Chapters 2-4), and 
framed the discussions that followed them (Chapters 6-8). In §9.3, I attempt an honest criticism 
of this thesis (particularly its methodology) by outlining its limitations, and providing some 
suggestions on how these may or may not be overcome. The final section (§9.4) reflects upon the 
theme of the overall thesis and considers how the approach taken in this thesis, and its findings, 
may advance the study of student writing. 
9.1 General contributions of study  
9.1.1 Research into revision activity  
Firstly, the study contributes to research into digitally constructed texts that are produced in a 
natural (non-experimental) setting (Leijten, Van Waes, Schriver, & Hayes, 2014). It did this by 
enabling the participants to record their own writing activity using keystroke logging (KSL) 
software. Hence, I was not present during any of their writing sessions, and they were free to 
choose when and where they worked on their essays. Moreover, once the program was set to 
record, it did not interfere with the students' normal writing activities or processes, such as verbal 
protocols or researcher interventions may have done. 
Secondly, by examining revisions in terms of language functions and structures, this study has 
filled a void in process research in general (Abdel Latif, 2008), whilst also taking the first step 
toward developing a methodology/framework by which to examine revision activity through the 
lens of Systemic Functional Linguistics (SFL). In this respect it brings together two major analytical 
approaches: keystroke logging and text linguistics, and adds a new level of analysis to a growing 
field of research that is constantly developing new techniques and methods for examining writing 
behaviour  (Leijten & Van Waes, 2013; Lindgren & Sullivan, 2006).  
Thirdly, by examining the locations and frequencies of revisions, it has contributed to research 
that looks into the general properties of revision activity (Galbraith & Torrance, 2004; Hayes, 
2004; Wallace et al., 1996). And by examining such properties in relation to text quality, it has 
provided further evidence that how a writer revises is not the decisive factor in determining a 
text's quality (Rijlaarsdam, Couzijn, & Van den Bergh, 2004). In a similar vein, whilst some research 
suggests that writers typically lean toward one of two approaches to writing, reflecting a broad 
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distinction between planners/high-self monitors and free-writers/low-self monitors (Galbraith, 
2009; Levy & Ransdell, 1996; Torrance, Thomas, & Robinson, 2000), there has been little research 
into the benefits of either. This study has shown that in terms of the quality of the end product 
(receiving a final grade for an essay), there may be no benefit to using either approach, because 
although JD appeared to be a free-writer/low-self monitor and BB appeared to be a planner/high-
self monitor2, they both received grades of over 70%.  
9.1.2 Research into the lexicogrammatical features of writing 
The primary contribution of this thesis into lexicogrammatical studies of writing is that it builds 
upon the extreme rarity with which the logogenesis of written text is examined (Lindgren & 
Sullivan, 2002), particularly within SFL (O'Donnell, 2013). Fundamentally, research into text as 
process (dynamic descriptions based on paradigmatic choice) has primarily focused on spoken 
conversation (e.g. O'Donnell, 1999; Ventola, 1987; Yang, 2010), whilst research into text as 
product (synoptic descriptions) has been decidedly retrospective 3 . This focus is particularly 
evident in Australian ‘Genre Theory’ (Christie, 2012a), where an Essay is seen as ‘a staged, goal-
oriented social process realised through register’ (Martin, 1992, p.505). And although some 
studies have looked at the logogenesis of meaning within written texts (Klein & Unsworth, 2014; 
Martin, 2011), they have used finished texts as the basis of their analysis. Consequently, with the 
exception of O'Donnell (2013) there has been no research into how lexicogrammatical choice 
unfolds as text is being written. This study attempted to fill this void via a pseudo-logogenetic4 
analysis of the evolution of four academic essays.  
As a secondary contribution, this thesis adds to the number of studies that examine the language 
of schooling through the lens of SFL (Achugar & Colombi, 2008; Christie & Derewianka, 2008), 
particularly those which examine academic texts from a synoptic standpoint5 (Aull & Lancaster, 
2014; Hood, 2010; Martin, 2013; Wignell, 2007). In this vein, it has provided further evidence that 
student writing is fundamentally different to that of more experienced writers, as proposed by 
many scholars (Nesi & Gardner, 2012), and that some features found in 'model' texts are not 
necessarily that important when it comes to the functionality (or reception) of student texts. For 
example, although both writers used grammatical metaphors in their texts, the level of such 
                                                          
2 The only other major difference between their datasets was the amount of time they spent working on 
their essays, but this could be accounted for by the time BB spent surfing the internet. 
3 No doubt due to the difficulty of such a detailed level of analysis (cf. Ventola, 1987). 
4 I say pseudo as it examined logogenesis in terms of how revisions shaped each text. To examine the 
logogenesis of four texts in terms of normal production would be a monumental task. For example, a total 
of 845 revisions were made across the four datasets, which equated to 1438 systemic choices. The overall 
number of words typed = 9735: if we were to make a rough estimate based on the systemic choices  present 
in 845 revision, 9735 words typed could equal somewhere in the ballpark of 16,566 systemic choices. 
5 Cf. the descriptions provided in Chapter 7 of this thesis. 
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'metaphorizations' in some datasets was so low that they seemed to have little impact on the end 
text's functionality. Conversely, NGrp complexity was shown to be an important concern when 
revising, which accords with the oft cited finding that academic writing tends to include high 
numbers of complex NGrps (cf. Chapter, particularly §3.2). 
9.1.3 Research into student writing in general 
The combination of KSL and an SFL-based analysis gave valuable insights into how revision activity 
contributed to the unfolding of meaning (or language choices) in each text. In this light, the study 
can be broadly situated within research that aims to explicate what writers do when they write 
on computers (Leijten, Van Waes, et al., 2014), how what they do contributes to meaning-making 
practices (Christie, 2012b), how material and symbolic spaces come to affect the writing process 
(Mills, 2016), how technology mediates writing (Haas, 1996), and how writers navigate new 
technologies (Stapleton, 2010, 2012). The findings also provide valuable insights for research that 
looks into how we can improve the academic writing of students (Coffin et al., 2003), particularly 
with respect to the importance of NGrps (Fang, Schleppegrell, & Cox, 2006; McCabe & Gallagher, 
2008).  
Ultimately, by examining how these two students revise for meaning (language choices) rather 
than how they revise in general (physical practices), the thesis has pointed toward the possibility 
of a new perspective into examining the writing process—one based on semogenesis through 
revisions activity. It may be that by using such an approach, we can increase our understanding 
of what student writers deem as important when (a) adding new meanings to their texts, (b) fine-
tuning existing meanings, and (c) bringing these meanings together in light of an underlying 
goal/purpose. 
9.2 Major findings 
The first major finding was perhaps the most unsurprising, in that it showed how some students 
are unlikely to compose an essay in one session but, instead, they spread out their activity over a 
number of days/weeks. These multiple sessions reflect the key point of the first quote of this 
thesis:  
'the composed utterance has a history where a sequence of interactions and 
possibly a series of externalized inscriptions have been organized around the project 
of a final text/performance.' (Prior, 2009, p.27) 
However, as we saw in §6.1, the majority of these 'externalized inscriptions' came during the first 
two writing session of each writer, where they added the majority of their content/ideas during 
two intense periods of activity that were far longer than the rest of their sessions. After this initial 
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burst of activity, text production tapered off, and the remaining sessions were used to add small 
bits of information and fine-tune existing text. Moreover, from examining their revisions, we can 
tentatively conclude that these two writers did not use revision rounds to shape their text toward 
more complex structures by replacing simple structures with more complex ones, nor did they 
solely increase the complexity of their texts by adding units such as embedded figures or 
grammatical metaphorizations. Fundamentally, it appeared that if the features cited as integral 
to academic writing (cf. Chapter 3) were present, many could be found in the initial drafts. From 
this observation, then, we can conclude that these two writers seem to have already been 
engaged with many of the expectations of academic writing from the start. However, both writers 
appeared to use certain revision functions/structures to add meanings, whilst they used other 
revision functions/structures to bring these meanings in line with the expectations of the genre 
at hand. These shall be outlined in more detail below. 
The second major finding relates to how each writer actually wrote on their computer. We saw 
how, overall, the two writers (JD and BB) seemingly reflected the two major poles of writing styles 
or 'signatures' cited in the literature (cf. §2.3 and §6.2). From the evidence provided, we saw how 
JD could possibly be classed as a free-writer/low-self monitor and BB as a planner/high-self-
monitor. However, yet further evidence based on the language of their revisions seemed to 
suggest that 'signatures' could extend beyond that of writing activities (or processes), and may 
also manifest themselves in the language structures and functions that writers attend to. 
Consequently, it was suggested that these commonalities in revising language functions, 
structures, and lexicogrammatical systems could be conceptualized as a kind of 'text-type 
signature' derived from the registerial expectations of the genre/text-type being written; i.e. in 
conjunction with 'writing signatures' (how a writer writes) there could be the possibility of 'text 
signatures' (what revisions do linguistically), which are dictated by the functional demands of a 
genre (in this instance, the academic 'Essay'). Such 'text signatures' would call for increased 
attention to certain linguistic elements as explicated in the next paragraph. Ultimately, though, 
in both instances the quality of the finished product was not affected by how a writer wrote, 
which lends evidence to the proposal of Galbraith and Torrance (2004) that 'poor' planners 
(possibly JD) may compensate by having stronger revision skills, whereas 'good' planners (possibly 
BB) may not need to develop strong revision skills. 
The third major finding was that the NGrp was the rank constituent where most revision took 
place. As noted in §3.3, and further expanded in §7.2 and §8.2, academic writing is often said to 
be nominal, which results from a writer's need to reconstrue notions, events, and dynamic 
happenings into things that can be judged, evaluated, quantified, taxonomized, etc. Furthermore, 
the NGrp typically provides the basis for where information concerning the major Participant(s) 
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of the clause can be found (major participants being those which take textual prominence in the 
Subject Theme and N-Rheme 'slots'). Moreover, it is also the structural component that has the 
most potential for encoding the four functional strands of language, whether it is textual (e.g., 
DETERMINATION), interpersonal (ASSESSMENT), experiential (QUALIFICATION, CLASSIFICATION, etc.), 
or logical (MODIFICATION). For instance, if we look at the table of lexicogrammatical systems for 
English (§5.6.2.3 and IFG4, p.87), we see that systems at the rank of the NGrp are the most 
numerous of all the function/rank correlates. It is perhaps unsurprising then, that this would be 
the key rank level constituent where writers would focus most of their attention, because it 
affords the producer of language a great deal of choice in fine-tuning meanings. 
The fourth major finding relates somewhat to the third, in that the primary site where revision 
activity took place in terms of 'the clause as message' (thematic function) was the N-Rheme.  As 
hinted at in §3.5, and expanded upon in §5.6 and §6.2.4, a key contributor to the creation of 
coherent grammatical patterning is the ability to provide the reader with cues as to whether 
information should be taken as newsworthy (New) or something already known (Given). The 
realization of such 'cues' depends heavily on the ability to project a referent as recoverable from 
the context or co-text. In the spoken mode, any potential ambiguity can be negotiated by the 
speakers involved (H. H. Clark & Wilkes-Gibbs, 1986). In the written mode, however, it is the 
writer's responsibility to provide sufficient linguistic markers, so any such ambiguity is avoided. 
However, research has shown that higher rated essays tend to include more information at the 
start of clauses6, in a sort of extended theme that not only contextualises what comes next, but 
also explicitly outlines how a clause and its participants relate to previous clauses and the content 
surrounding it (McNamara, Crossley, & McCarthy, 2010). Yet, the findings in this study show that 
in revising their essays, these two writers attended more to what came at the end of the clause 
(the N-Rheme). Consequently, it was suggested that revisions focused more on the goal(s) of the 
text, as content was elaborated upon, nominal structures were made more informationally 
dense, and that part of the clause which was likely to be more salient to the reader also became 
more salient to the writer come reviser. However, as students are no doubt learning about a topic 
as they write, it may also be the case that the N-Rheme becomes the primary means (or site of 
mediation) by which they develop their own understanding of what it is they are writing about. 
In essence, the N-Rheme may well be where new ideas are brought to the forefront not just for 
the reader, but also for the writer, who may be using this part of the clause as a means to 
visualise/realize their own thought patterns, creating a kind of dialogue with themselves via the 
medium of the screen, and the specific locale at the end of a clause. 
                                                          
6 I.e. more words before the main verb. 
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The fifth major finding was that five lexicogrammatical systems were most prominent when it 
came to revision activity. These were, in order of the most frequent first, DETERMINATION (textual, 
NGrp), THING TYPE (experiential, NGrp), TAXIS (logical, clause nexus), EVENT TYPE (experiential, 
VGrp), and QUALIFICATION & MODIFICATION7 (experiential/interpersonal & logical, NGrp). In §7.2, 
we discussed how two of these systems (DETERMINATION and QUALIFICATION) contributed to NGrp 
complexity in terms of specification and informational density. NGrp complexity is frequently 
cited as a both a key enabler of meanings in academic writing, and as a reflection of 'good' 
academic writing in general. EVENT TYPE, on the other hand, is said to be the verbal analogue of 
THING TYPE, and concerns choices involving the Process. Choices in THING TYPE and EVENT TYPE, 
then, reflect choices in nouns and verbs, respectively (i.e. open class words), and as such perhaps 
their increased inclusion in revision activity is a little unsurprising, because open class words have 
a much higher pool of potential 'candidates' or meanings that a writer can choose from, and as 
such they may lend themselves to indecisiveness on the part of a text's producer. However, 
choices in EVENT TYPE represent more than just synonymy (such as those represented by 
DENOTATION or CONNOTATION). For example, changes involving EVENT TYPE typically led to the 
relationship between the major participants being construed in a different manner. Here, then, 
we have choices at the group level (EVENT TYPE) closely tied to choices at the clausal level 
(TRANSITIVITY), as well as to choices at the semantic level (syntagmatic reconstruals of figures via 
changes in logico-semantic type). This meant that changes to the main Process were much more 
complex than say changes to THING TYPE, and as such a more delicate level of analysis would be 
needed to ascertain exactly what it was that these choices represented. Such a detailed level of 
examination was beyond the scope of this thesis, but further research in this vein would do well 
to make use of Neale's (TBP) detailed taxonomy of Process types. With such an examination, for 
example, choices in EVENT TYPE could be examined in terms of both lexicogrammar (Process type) 
and semantics (logicosemantic relation it provides at the clausal level). Here, we may see a 
tendency for the inclusion of certain processes over others as revision unfolds, such as the oft 
cited remark that academic writing makes extensive use of Relational processes (Halliday & 
Martin, 1993). In terms of TAXIS (parataxis/hypotaxis), we saw how revisions were more often 
than not used to 'fine-tune' existing text, rather than add or subtract from the overall number of 
tactic links in each text. This fine-tuning primarily involved choices in logico-semantic type8, 
particularly paratactic extension and hypotactic enhancement (cf. §8.3). However, logico-
semantic type is a pervasive semantic system rather than a lexicogrammatical one. Consequently, 
the discussion in §8.3 highlighted how a combination of perspectives, or more specifically a move 
toward a top-down perspective (Halliday, 2009) can significantly alter a study's findings. For 
                                                          
7 IN IFG4, modifiers are seen to have a dual function, as they are both experiential/interpersonal and logical. 
8 The three sub-types of expansion: enhancement, elaboration, and extension, as well as that of projection. 
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example, we saw how a shift into ideational semantics changed what was a seemingly widespread 
pattern—an increase in experiential meanings across all four datasets and a relatively stable level 
of logical meanings as revision activity unfolded—into a more delicate, and thus varied 
representation of these meanings in terms of expansion and projection.  
The sixth major finding relates to the uptake of revision functions. More specifically, it was found 
that experiential and interpersonal meanings were more likely to be added through revision 
activity, whilst the overall number of logical and textual meanings in each text was more likely to 
remain the same despite being quite considerably involved in revision activity. This difference was 
revealed in our examination of uptake ratios in §8.1, and appears to reflect the fundamental 
difference between meanings that have evolved a communicating function (experiential and 
interpersonal), and meanings that have evolved an enabling or organizing function (logical and 
textual), as explicated by Halliday (1975). Fundamentally, adding content (orienting to field) and 
presenting opinions (orienting to tenor) draws heavily on experiential and interpersonal 
meanings, respectively, and it is these meanings that contribute more to the unfolding content 
and opinion(s) of each writer's text(s). Organizing this content/opinion, though, relies on the 
textual function (orienting to mode) and the construal of logical connections (connecting figures 
in sequences). It appears to be the case, then, that the addition of new content via insertions 
(experiential and interpersonal meanings) subsequently relies upon a reorganization of the text 
and the connections within it (textual and logical meanings). 
To conclude this section, we can say that investigating revision activity in terms of semogenesis 
has revealed some interesting findings in relation to how these two writers composed their 
respective academic essays. However, it has also shown that there is a great deal of variation 
between writing sessions, and when individual lexicogrammatical choices are made. Ultimately, 
though, perhaps the two most important conclusions are: (a) it is possible to examine written text 
as a dynamic process in terms of semogenesis, and (b) such an examination highlights that it is 
not only important that we study practices (how writers write), and products (what writers 
produce), but also the language (functions and structures) that 'good' writers attend to when 
composing specific texts—i.e. choices they make in the course of semogenesis (meaning-making), 
and choices they make when they switch from text producers (writers) to text revisers (readers), 
and attend to the meanings/features found or not found in such texts. 
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9.3 Limitations and further research 
As Levy and Ransdell (1996) noted two decades ago: 
'It is generally accepted that data help shape theories, and research methods limit 
data. So an understanding of a process as complex as writing is determined at least 
as much by our methods as our data.' (p.160)  
KSL as a methodology is primarily designed to record 'translation' and 'transcription', which are 
aspects situated at the process level of Hayes' model (cf. Chapter 2). However, there are no doubt 
many more distributed processes occurring in the writer's mind. The most significant of which for 
this thesis are language choices not directly realized on the page, and the non-digital sources 
writers use when constructing texts (i.e. material interactions). Consequently, whilst KSL allows 
us to examine written language choices akin to false starts, hesitations, reconstruals (e.g., 
paraphrases), etc., there is still the possibility that a great deal of choice is internalised, confined 
to the mind of the writer (as was probably the case with BB9).  
One way to illuminate at least some of these internalized 'thoughts/actions' would be to ask 
participants to note down any deliberations as they write—a kind of 'written verbal protocol', 
which they can delete afterwards. This kind of 'hidden' note taking10 would be invaluable to the 
researcher, and although it could be said to be somewhat distracting in the same way as criticisms 
levelled at verbal protocols, and that it would still only reveal conscious/explicit thoughts/actions, 
the writer would still be engaged in the written mode, so it should be less distracting from the 
task at hand. 
Secondly, whilst KSL allows for a very fine grained analysis, this also equates to huge amounts of 
data that can be difficult to interpret, especially when looking at individual language choices. 
Consequently, preparing, coding, and manually cross-referencing this data in a robust and 
systematic manner takes a very long time and, thus, the amount of data one person can analyse 
is severely limited11. However, Inputlog (the KSL software used in this study) is being continually 
developed, particularly in terms of its automatic linguistic analysis. For example, during the course 
of this thesis (3 years) the Inputlog team have made great inroads in isolating revision activity at 
the word and phrase level (Leijten, Engelborghs, et al., 2014). Consequently, future studies may 
well be able to incorporate Inputlog's increasing functionality and combine it with an SFL-based 
                                                          
9 She confirmed in her comments that she formulated sentences in her mind before typing them.   
10  Some very experienced writers use similar strategies to enable them to continue writing when they 
encounter a problem in text production, such as a disfluency in idea generation. In a current study of one 
prolific novelist, for example, Marielle Leijten and Luuk Van Waes note how one writer does just this 
(personal communication). 
11 For instance, to turn a 'synoptic text' into a 'dynamic text' took approximately 120 hrs of data preparation, 
coding, and filtering; To then analyse this dynamic text took a further +200hrs. Consequently, it was only 
feasible for this thesis to focus on four undergraduate essays. 
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corpus tool, such as Mick O'Donnell's UAM Corpus Tool. This would greatly speed up data 
preparation and coding and allow for larger datasets to be examined in the same time scale, as 
well as for allowing the examination of revision movement in terms of other clausal-level systems 
besides THEME/RHEME (e.g., TRANSITIVITY, MOOD, etc.). 
Thirdly, because of the nature of KSL, it was difficult to recruit participants. Specifically, many of 
the students approached either thought that (a) KSL was too complicated to use, or (b) would 
record things that they did not want to be recorded. Moreover, because the program interacted 
differently with different computers12, this caused unforeseen circumstances; the main downside 
of which was that it sometimes failed to run correctly (collecting only partial information), or 
would not run at all, which led to some participants dropping out. If I were to repeat this study, I 
see two possible ways around these problems: (1) provide the students with university owned 
laptops that were already tried and tested for use with Inputlog, such as those used in some of 
the department's modules, or (2) obtain further training for the participants and myself in some 
of the more advanced features of both anti-virus programs (the cause of many problems) and 
Inputlog13.  
Another limitation was that the coding scheme for revision movement relied on tracking the 
cursor position. This decision was based on the assumption that the writer's main focal point 
would be in close proximity to the text's leading edge (last point of inscription). This assumption 
has several limitations. Firstly, whilst we can see from KSL data how long a writer takes between 
making the last inscription (leading edge) and any subsequent inscription, we cannot say for 
definite where the writer's attention lay between these movements, of if they focused for longer 
on one piece of text than another. Clearly the use of eye-tracking software would go some way 
to dealing with this limitation. However, the use of such software would have added an additional 
layering of analysis that would have been beyond the limits of a single researcher working in 
isolation. Nevertheless, as noted by numerous researchers (Olive & Passerault, 2012) studying 
writers' reading processes would undoubtedly increase our understanding of how they used their 
own text to generate new text/content and how they navigated amongst the existing ideas within 
their text. 
Any similar studies in the future may also want to try to match up the situational characteristics 
of writing sessions, so as to better contextualise the differences between them. For example, the 
surroundings, work space setting, etc., may have had an effect on how and what each writer 
wrote. Such information could be entered into MS Word by the participants at the start of each 
                                                          
12  For example, the program seemed to be quite 'glitchy' on computers that ran different anti-virus 
software. 
13 No. 1 seems the most feasible, and would ensure screen sizes, keyboard sizes, etc., were identical. 
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session, and this could then be deleted, leaving a record only in the IDFX files. Alternatively, they 
could be asked to take photographs of their workspace with their smartphones, which would 
automatically include date/time stamps. 
In terms of the linguistic analysis, there were clear limitations with regard to the level of detail (or 
delicacy) that could be covered. For instance, whilst selections in THING TYPE and EVENT TYPE were 
amongst the top five systems involved in revision activity in all datasets, it was not feasible to 
examine what these selections represented at the lexical level. For example, by examining more 
closely selections in EVENT TYPE, the analysis may have revealed interesting shifts toward a 
particular Process type14. A more fine grained analysis might also reveal interesting patterns with 
regard to the verbs and nouns involved in revision activity in terms of their frequency of 
occurrence in the English language; for example, such an analysis may show an increase in 
infrequent lexis through revision activity15, which would coincide with Halliday's remarks (Chapter 
3) that infrequent items can contribute to the overall impression of a text's complexity, with 
academic text frequently being cited as more 'complex' than other text-types/genres.  
Moreover, the similarity of some of the uptake ratios (particularly revision functions) seems to 
warrant further exploration with a larger dataset, as does the apparent importance of some rank-
level constituents over others, and the top five lexicogrammatical systems involved in revision 
activity. If these figures can be corroborated, then there are obvious pedagogical implications for 
focusing on these functions/ranks/systems for this particular genre (i.e. the 'Essay'). Furthermore, 
it would be interesting to see if the same function/rank/system(s) would be affected when 
revising different text-types within the academic genre family. For example, one would expect 
that revising a Narrative may call on increased revisions to logical connectors and 
Circumstances/Qualifiers of time and place16.  
Furthermore, as noted in Chapter 7, although studies into the cognitive benefits of maximal 
identification have revealed that the majority of overspecifications 17  do not alter the 
recoverability of referents (Arts, Maes, Noordman, & Jansen, 2011, p.371), it was clear from this 
study that both writers created (and maintained) overspecified referents through revision 
activity. These 'overspecifications' often appeared to be somewhat superfluous in light of 
identifying referents and providing information that could not have been deduced from the 
                                                          
14 In academic writing, for e.g., research shows that relational processes take precedence over other 
process types 
15 E.g., explorations into CONNOTATION revealed that the formality of lexis was most likely to be increased 
via INSAs (revisions typically representative of proofreading practices). 
16 This kind of examination can also be applied to 'phases' of text. However, this would involve intense 
manual coding of the data, as such analyses are highly involved (Rose, 2006). 
17 Their findings indicate that verticality (top/bottom) speeds up identification, which the authors attribute 
to a propensity to differentiate vertical symmetries easier than other dimensions.  
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context/co-text. However, there has been no research into how overspecified referents may 
affect the processability (or coherence) of academic texts, or if such overspecification is common 
in academic text18, making it a significant area for further investigation. 
Finally, within this study there has been an implicit Cartesian dualism at work in moving from 
external (social) to internal (individual). Social origin: individual outcome. Although this is the 
fundamental tenet of most writing research, it presents problems to the conception of writing as 
a dialogue between writer and text: firstly, although constructing an Essay on a computer is very 
much goal-oriented and tool-directed, writing is inherently non-verbal and intra-psychological19. 
Secondly, writing draws heavily on visuospatial cognition (Olive & Passerault, 2012), which would 
effectively mean that to study the full semiotic mediating potential available to a writer, we would 
need to research their visual focal points, both in terms of their unfolding texts, and the texts they 
consult. However, such an integration of perspectives would still only reveal outward behaviour, 
and, therefore, for the time being at least, we seem to be confined to studying production in the 
writer, rather than production - reception - further production, which is the true nature of writing 
as a dialogue with oneself. 
9.4 Reflections and afterthoughts 
To fully explore the logogenesis of meaning in a sufficient number of written texts as complex as 
the Essay would require a huge amount  of time and effort20, and it may well be the case that by 
the time such a study was complete, the concept of what an 'Essay' is may very well have changed. 
Consider the increasing use of voice software recognition and the ever-changing nature of word 
processing programs (e.g., the ability to integrate various 'add-ons'). This equates to a medium of 
composition that is constantly changing in subtle ways (as noted in Chapter 1). This, in turn, could 
have unforeseen results for both how texts are produced and how texts are received. Secondly, 
the current system of submitting paper copies of essays for assessment may be phased out as a 
result of not only the increasing integration of online databases, but also the increasing drive for 
environmental conservation. If essays were to become 'electronic' rather than paper based, this 
could engender a move toward an increase in the use of other modalities besides words, such as 
colours, photographs, even videos and sound, because not only would the constraining nature of 
a static piece of paper be nullified, but so too would the cost of printing out visually rich 
documents. 
                                                          
18 For e.g., NGrp complexity is a frequent occurrence in academic text, but little is said about whether this 
complexity is needed, or if it simply a means to eliminate any chance of ambiguity in a referent's identity. 
19 Writing essays for assessment is inherently altruistic (Loudermilk, 2007). 
20 Nesi and Gardner's (2012) study, for example, took over eight years and involved a full research team, 
yet it only explored texts in terms of synoptic descriptions. 
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Ultimately, because of the ever-changing nature of technology, this study is very much a product 
of its time. For example, it is now widely accepted that writing is constitutive of thinking (A. Clark, 
2008), yet what has been referred to as technologically based cognitive extension takes time to 
develop, both culturally and individually. The very earliest writing (scriptua continuum), for 
example, was simply a means to represent speech, and lacked the potential to distill, organize, 
and present information in a way that we now take for granted. As Smart (2012) highlights, in its 
earliest guise this is what the internet (and by association computers) represented: a medium 
constrained by 'the metaphors of a previous era' (p.456). However, this technology is now 
undergoing a transformation of its own, moving from a document-centric to a data-centric mode 
of information management. This move may very well engender the first step toward information 
technology becoming a true extension of mind, rather than a disconnected resource. This would, 
no doubt, once more transform how we consume and disseminate information, which could, in 
turn, fundamentally alter how we produce texts21.  
However, in terms of writing as a semogenic process, as Richard Feynman once remarked:  
'I actually did the work on the paper. [...] It’s not a record, not really. It’s working. 
You have to work on paper and this is the paper. Okay?' (Gleick, 1993, p.409)  
In other words, a text (and its contents/ideas) evolves through the writer, and the writer (and 
his/her ideas/knowledge) evolves through the text. In this light, writing truly is composed of 
histories of interactions. Interactions between what Vygotsky (2012) deemed 'inner' and 'outer' 
speech, as the writer formulates and transfers meaning (text) to the screen; interactions between 
the writer and the semiotic artefacts (both material and symbolic), as the two work in unison 
toward the construction of meaning; and interactions between the writer's current 
representation of the text, what comes next, and the intended text. All of which rely on a complex 
hybridity of cognitive ability, audience awareness, language proficiency, topic knowledge, writing 
experience, outside influence (e.g. reviewers), changing contexts, and changing environments 
from one writing episode to the next (as hinted at in Chapters 2, 3 and 4). It is in this rich hybrid 
environment of symbolic/material artefacts and implicit/explicit interactions that a writer has 
recourse to practice and, ultimately, adopt/reject new ways of organizing and integrating 
'scientific concepts' (Vygotsky, 2012, p.155), or 'uncommon sense discourse' (Bernstein, 1999). 
In the context of academia, these interactions are embedded within institutionally and culturally 
shaped exchanges, which may occur in the classroom, via textbooks, or any number of other 
means. In these exchanges, students are challenged (often implicitly) to (re)negotiate their own 
knowledge, identities, and practices to realign with those of more experienced/knowledgeable 
                                                          
21 Writing from sources or 'patch writing', for example, may well become the new norm, where intertextual 
'borrowings' become the basis for much of our writing. 
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peers (often under the lure of assessment targets (Hyland, 2013)). An intriguing question then 
becomes ‘How occluded genres [e.g. the undergraduate Essay] emerge and stabilize […] given 
that students have little access to the exemplars of the genre other than their own earlier 
attempts’ (Gardner & Nesi, 2013, p.45). Consequently, whilst this thesis has focused on revision 
practices and the language of revisions in two writers when producing a single genre, the next 
logical step would be to also focus on how students interact with and use (re)sources. Such a view 
challenges the stigma currently attached to plagiarism, and embraces what has traditionally taken 
a backseat in writing education; namely, patch writing, copy and paste routines, and textual 
borrowing. 
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Appendix 2: Participant consent form 
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Appendix 3: Assessment of ethical concerns  
 226 
 
Appendix 4: Participant debriefing form 
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Appendix 5: Finished essays 
-------------------------------------------------------------------------------------------------------------------------- 
JD Essay 1 
Title: How are face-threatening acts mitigated in interactions between friends/family? 
Rubric: Record a short interaction between your family members and transcribe some extracts 
from the recording to support your thesis.  
Essay contents:   
Research on politeness has looked at how it has an affect on our daily interactions with family 
and friends. Although there are many aspects of politeness, I am particularly interested in 
looking at face-threatening acts and how they are mitigate. I am also interested in looking at 
those who have had major influences in this field of work, namely Geoffery Leech, Erving 
Goffman and the highly influential Penelope Brown and Stephen Levinson. Brown and 
Levinson have had a major contribution to this area of research and their names are almost 
synonymous with politeness. I will be looking for examples of face-threatning acts and 
strategies to mitigate, or reduce the severity of them, by looking at naturally occuring data 
that I have collected through audio-recording a Welsh family, consisting of a mother, father 
and a daughter. I have recordings of them during mealtimes, where they sat together at the 
table to eat, and would have the television on in the background. The particiapants were given 
consent forms to sign before any recording took place and were aware of their right to 
withdraw from my study. In my transcript, the father in the family is 'N', the mother is 'H' and 
the daughter is 'J'. 
Brown and Levinson's politness theory (1987) is based on the notion on 'face'. They describe 
face as 'something that is emotionally invested' and they believe it can be either 'lost, 
maintained  or enhanced' (Brown and Levinson, 1987 in Jaworski & Coupland, 1999:321-322). 
They also define two seperate types of face, positive and negative face. Positive face is the 
idea that we have the need to be admired or liked, whereas negative face is not wanting 
others to impose on us. Brown and Levinson formulated a list of face-threatning acts with 
positive politeness, and a list of  face threatning acts with negative politness. In the data I 
collected, I found good examples of positive politeness. For example, in line 11, N jokes about 
J's degree and implies that it won't be much use to her when she is looking for a job. J doesn't 
seem to be offended by this, as she laughs it off and proceedes to mock his 'Barcelonian' 
accent, by calling it French, however this could be because she genuienly didn't know what the 
accent was. Both J and H don't seem to understand that N is referring to the character 
'Manuel' in the British sitcom 'Fawlty Towers'. N then feels that he has to explain himself to 
clear up any confusion, stating that Manuel learnt English in the programme. This indicates 
that N feels that J's degree is her simply learning a language that she is obviously already fluent 
in. By doing so, he implies that her degree is quite pointless which threatens J's positive face. It 
could be argued that J's need to be admired is particularly promminent here as she would be 
seeking some sort of acceptance from her father. Although N is insulting J, she doesn't respond 
other than laughing and mocking his accent. This could imply that she was offended and 
doesn't know how else to respond. However, this is unlikely to be the case because of the 
neuclear family set-up. They all have a close relationship with each other and this type of 
mockery is something that happens often so is ignored. N, although doesn't say much, tries to 
defend himself by explaining who he was impersonating by using the term 'mun', often used 
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for emphasis. This suggests he believes that his impression was good and it was obvious who 
he was trying to be. H, doesn't say much during this interaction, however when she does, it is 
because N has asked her to support what he has said, in line 15. However, she does the 
opposite and seems to almost 'side' with J, trying to defend her by pointing out that N's accent 
wasn't a very good one as it was unrecognisable.  Although this interaction could be 
interpreted as awkward because of N's face-threating comment, the tone of voice of all three 
is light-hearted and the laughter suggests it is only playful banter that is common in this 
household and isn't intended to be mallicious.  
Another example of a face-threatning act with positive politeness is in line 21 where N makes a 
command but juxtaposes it with a pet name for J. An order or command is threatening to the 
hearer, J's negative face, but N tries to mitigate it by using a pet name to soften his imposition. 
Using a pet name instead of her actual name, or simply just saying 'please', suggests a close 
bond between the two. It acts as an in-group identity marker, something that Brown and 
Levinson list as an FTA with positive politeness. In a family set-up, there doesn't seem to be 
much of a need for mitigating face-threatning acts as all family members seem to have a good 
understanding of each other. Also, in this instance, the parent is making the request and it 
could be argued that there is no need for the parent to be polite, because he/she is 'in charge'. 
This power relationships means there is less need for N to mitigate what he says. If J were to 
make the same command, it would be much more likely that she would need to use some 
form of mitigation.  
Holmes and Stubbe (2003) carried out research into power and politeness in the workplace, 
and looked at strategies to deal with power relationships. Although a manager and workforce 
realtionship are different in many ways to a parent-child relationship, their research can be 
useful to look at hierachy within relationships. Holmes and Stubbe state that there are certain 
strategies that can be used to make power relationships more harmonious, such as mitiagting 
directives or orders. Examples of ways to do this are justification or hesitations. However, as 
previously mentioned, because of the close bond in the family I recorded, there is less of a 
need for such devices. A manager would have to mitiagate face-threatning acts, but there is 
less need for a parent to do the same. However, Brown and Levinson argue that generic forms 
such as 'mate', 'buddy', 'pal' help to soften face-threatening acts. They state that these in-
group markers, when used to address children, 'turn a command into a request', making less of 
an imposition on the hearer.  
Brown and Levinson built their theory on Goffman's work (1967). He was also intersted in the 
notion of face and stated that there are two face-management strategies; the avoidance 
process and the corrective process. According to Goffman, 'when a face has been threatened, 
face-work must be done' (Goffman, 1987 in Jaworski & Coupland, 1999:315), whether it is by 
the one who carried out the face-threatning act, the one whose face is being threatned or by 
an observer. This could help to explain H's contribution to the conversation in line 16. As an 
observer, and as previously mentioned, she could be viewed as taking J's 'side',  by mocking N. 
If this is the case, it could be assumed that she is helping to neutralise the conversation, and 
ensure it is still lighthearted.  
Brown and Levinson also developed their theory based on Grice's maxims, as did Geoffrey 
Leech. Leech devised six interpersonal maxims that were built on Grice's co-operative principle 
(1975). Leech's maxims focused on cost and benefit to the hearer and speaker, and help to 
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explain why people continue to be polite. In line 33, N's command is an unusual one. He 
minimizes the cost on hearer's H and J, by making an offer and not allowing them to refuse. 
However, this is contradicted by the use of the expletive 'Christ sake' showing frustration. The 
frustration seems to be mirrored in H and J's responses, which are blunt and direct. There isn't 
any mitigation used, and their responses are quick. There is a break from the slightly tense 
atmosphere when, in line 43, H jokes that as soon as she has finished eating the bacon, N will 
say that he wanted to eat himself. As the topic isn't a serious one, the family move on with 
their conversation and are not at all fased by what may seem an uncomfortable situation to an 
outsider. Then in line 87, N refers back to the previous conversation about the bacon once he 
realises H has actually eaten it and declares that he did in fact actually want some. Line 87 is 
quite face-threatning to H, particularly because of the expletive 'fucking'. Although this is a 
strong word to use and suggests anger, the tone of voice isn't an angry one and although this 
may, again, come across as an awkward and uncomfortable situation to outsiders, the family 
know N isn't serious.This is shown through J's laughter; she knows he is joking. However, H's 
frustrated tone of voice suggets that she may be slightly annoyed.  
Throughout a lot of the conversation in my data, N is the main speaker. This could be 
described with a heirachal view; a view that notes N as the head of the family and therefore 
holds the floor during a considerable amount during conversation. Overall there is a lack of 
hedging in my data, although laughter is often used for mitigation. My data provided good 
examples of face-threatning acts with positive politeness that supported Brown and Levinson's 
politeness theory, as well as commands that fullfilled Leech's taxt maxim. This shows that the 
various approaches to face although may sometimes overlap, help to provide good analysis of 
face-threatening acts and mitigtion.  
Word count = 1592 
References 
Brown, P., Levinson, S. and Gumperz, J.L. (2007) Politeness: some universals in language usage. 
1st edn. United Kingdom: Cambridge University Press. 
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JD Essay 2 
Title: Argue for or against the claim that there are cultural differences in early language 
socialization that might affect a child's chances of success at school. 
Rubric: When we are socialized into language, we are socialized into literacy practices and if the 
literacy practices at home don't match those of the school, the child might be at a disadvantage. 
Drawing on Bernstein, Heath and others, argue for or against the claim that there are cultural 
differences in early language socialization that might affect a child's chances of success at school 
(this essay required a thesis statement which is the first two sentences of the essay). 
Essay contents:  
I claim that early language socialization certainly affects a child's chances of success at school. 
This is due to class and cultural differences meaning some children may find it difficult to adapt 
when mixed with other children.  
At home, children are brought up learning the norms of the culture they live in from their parents 
or caregivers. There is an aspect of nature vs. nurture; genes are fundamentally important in 
determining basic intelligence and character, but socialization and the environment a child is 
brought up in is also vitally important in shaping a child's mind. Formal education is a subset of 
socialization; school is where we learn to write for example, something that we would not learn 
without being taught, although this could be done through home-schooling. Early language 
socialization is where we learn the norms about language use, such as how and when it is 
appropriate to say please and thank you. If children receive different types of language 
socialisation at home, for whatever reason, it may affect them when they start school.  
There are basic agencies of socialization such as family, peer groups, school and, later on, work. 
According to Bernstein in Montgomery 1995, these agencies and the links between them are 
crucial. Bernstein also claims that the social class we are brought up in has the biggest influence 
on socialization but states that this is dependent on what the school subject is. He found there is 
a significant difference in children's abilities within language related subjects because of nurture's 
effect. When we compare this with subjects such as maths, there is less difference in pupil's 
abilities because maths is based on basic intelligence.  
Bernstein's speech codes are influential in looking at early language socialization. He defined the 
codes as restricted and elaborated. The restricted code assumes all speakers have a shared 
understanding on a topic of conversation. The elaborated code however is more explicit. 
Bernstein claimed that while the middle-class were likely to have access to both codes, 'some 
sections of the working-class were likely to have access only to the restricted code'. Bernstein 
conducted an experiment using five year old lower working-class and middle-class children who 
were given pictures to create a narrative from. The middle-class children were specific with what 
they were referring to in their stories, while the working-class children were vague; a listener 
would need to see the pictures for their stories to make sense. This result could mean that 
working-class children are at a disadvantage because of these codes. If a child is told that he/she 
is not good at a language or language related subjects, the child may give up trying to improve. It 
is a self-fulfilling prophecy that is difficult to overcome and is detrimental to working-class 
children.  
Heath's (1983) ethnographic research on three communities in south-eastern United States, each 
with completely different language socialization, has shown that different ways of being brought 
up at home can have an effect on how well a child does in school. The three different communities 
she looked at were a white middle-class community called Maintown, a white working-class 
community called Roadville, and a black working-class community called Trackton. Heath looked 
at literacy events within these communities; 'occasions in which written language is integral to 
the nature of participants' interactions and their interpretive processes and strategies' (Heath 
1983 in Schieffelin, Ochsand Irvine: 97). For children who are yet to start mainstream education, 
literacy events, according to Heath, are things such as cereal boxes, stop signs and most notably, 
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bedtime stories. She looked at the functions of reading for each community and in what ways 
children were encouraged by their parents or caregivers. In Roadville, she found that parents 
would encourage children to tell a story, but often interrupted to correct the child. In Trackton, 
she found that the children had creative skills in story telling but there was often little connection 
to the real world. This observation meant the literacy practices learnt by children in the working-
class communities did not prepare them well for mainstream literacy practices in school.  
As well as looking at the differences in class, research has also looked at the differences between 
collectivist and individualistic culture. Ochs in Coupland and Jaworski 1997:430 looked at the 
differences between typical middle-class Anglo-American mothers and traditional caregiving in 
non-Western, families. She focused on Samoan society and noted that as a young child begins to 
walk and talk, typically, an older sibling of the child will begin to take more responsibility for the 
infant. As the infant continues to age, it will begin to spend more time with others of a similar 
age, often extended family, where numerous mothers are likely to be present. This contrasts with 
typical American/Western society as, according to Ochs, they are typically nuclear set-ups, with 
a father, mother and children. Traditionally, the mother will care for her own child, establishing a 
close bond. However, this is not the same in Samoan society. The child will call out to the mother, 
but the mother will signal an older child to attend to the infant. This Samoan way of caregiving is 
present in many different ethnic backgrounds and is existent in many households across the 
United States. Ochs notes that once a child reaches schooling age, he or she will be mixed with 
other children that have had very different upbringings, such as the two mentioned here. Not 
only do these children have to mix with other pupils, they also taught by teachers that have been 
socialized differently to them. The children from these collectivist backgrounds may struggle to 
interact with an adult in a way that is very different from how they would do so at home.  This 
finding may stifle their abilities and restrict how well they perform in school. It could also raise 
problems for the teacher, who may not be aware of the different ways pupils may have been, and 
continue to be, socialized at home.  
Ochs gives a good example of how children from different ethnic backgrounds or cultures may be 
at a disadvantage at school. However, although she herself states 'what has been observed is not 
universal, is not a fact', it is still an assumptive view that she takes; one that all middle class Anglo-
American mothers have the same relationship with their young children. She also assumes that 
'Americans tend to live in nuclear households' which is an over-generalization. This may be more 
common in middle-class families and it is a strong notion to contrast with Samoan society, but it 
is an oversimplification nonetheless. Echoing the work done by Ochs is the comparison between 
Indian and Anglo students by Susan Phillips, in Kiesling and Paulston, 2004. She looked at 
instances where pupils were 'competing for the floor' and found that it's not something that exists 
in Indian classrooms, contrasting with Anglo pupils who feel the need to compete for the 
teacher's attention.  She also found a contrast in pupils 'talking out of turn' (2004:292). She found 
that Anglo students were more likely to answer before a teacher had finished asking a question 
or contribute a comment while the teacher was still talking. However, she found little evidence 
of this in Indian classrooms.  
Phillips found in some cases that pupils who raised their hands more in class scored higher on 
tests, although this could be due to other circumstances; we cannot assume this is purely the 
reason the students performed well in tests. It could be due to confidence or because they have 
understood the work well.  Both Ochs and Phillips give evidence to show that eastern, collectivist 
cultures are at a disadvantage in the classroom. However, there is also some evidence that means 
the research done by both contradicts each other. Phillips found that while Indian students did 
not participate or contribute as much as Anglo students in classroom discussions, they were much 
more likely to participate in one-to-one discussions with teachers.  This finding contradicts what 
Ochs found in Samoan societies; children were not given the opportunity to establish a one-to-
one bond with their mothers. Instead they were encouraged to spend time with siblings and 
extended family of a similar age, while being looked after by numerous mothers, again from 
extended family. This would make it unusual for children to be comfortable in one-to-one 
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situations that they are not familiar with. However, this outcome could be due to different 
communities within collectivist cultures. On the other hand, these two separate studies could 
offer good insight into a variety of collectivist cultures. Nevertheless, if children from different 
collectivist cultures were to attend a school containing children from individualistic cultures in 
Europe or the US for example, they may well be at a disadvantage, as they would have to adjust 
to feel at ease. Alternatively, they may not try to adjust and would feel like outsiders, limiting 
their chances of success in school.  
Historically, in the pre-modern period in Japan, 'educated 'automatically meant upper class. One 
may assume that this would mean lower classes were illiterate, but this was not the case. Through 
self-education and lending libraries, they were at no real disadvantage (Gottlieb 2005:40). Not 
going to school also meant that their literacy practices would remain the same; they would not 
have to adapt to different language practices in school.  
It is clear that differences in class and cultural background have a profound effect on a child's 
education. The studies on various collectivist cultures show that children may be at a 
disadvantage when they start mainstream education particularly when compared to 
individualistic cultures. The studies support the claim that a child's early language socialisation 
can affect a child's success at school and later on in life.   
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JD Essay 3 
Title: 'An image is worth a thousand words' in persuasive communication. 
Rubric: Using 3-5 images from any genre to illustrate your arguments, discuss the commonplace 
notion that 'an image is worth a thousand words' in persuasive communication. (I can attach the 
images if you need me to). 
Essay contents:  
I will be arguing that images can be more persuasive than words by looking at a number of sexual 
health adverts. I will look at how images can have more of an emotional effect on the viewer than 
text alone. I will also discuss how, through persuasive communication and the notion of gaze, 
women can, and have been sexualized and shown in a submissive manner in order to convey 
warning messages about sexually transmitted diseases and the HIV AIDS virus. I will do so through 
looking at three images from three different countries. I will also discuss the concept of guilt 
appeal which can suggest those who see campaigns about sexual health are reminded about the 
risks they are taking if they are having unsafe sex.     
Figure 1 was a Finnish AIDS council advertisement. It has marked a woman's genitals with an 
internet map marker, frequently used on Facebook to check in to a place or destination. By using 
social media, it relates to a large proportion of the population. Facebook is used by almost all age 
groups all over the world and this indicates that anyone, anywhere who is sexually active is 
susceptible to the disease. Figure 2 is from a HIV AIDS awareness advertising campaign. The image 
of a woman straddling a man has been adapted to give the man an extra ten hands to touch her 
with, implying that his previous sexual partners are also present in some way.  Finally, figure 3 is 
an NHS sexual health campaign designed as a scratch card. The provocative image attracts the 
viewer's attention and implies that once scratched away, more flesh would be revealed. However, 
the name of a sexually transmitted disease is revealed instead. This image is trying to show the 
audience that, again, anyone can have a sexually transmitted disease, and that it is impossible to 
know who does solely by looking at their appearance. 
There is a significant lack of colour in all three images. Figure 3 is void of colour and the only hue 
in figure 1 is the map marker, drawing even more attention to the area. Although figure 2 is in 
colour, it is very dull and the colours are very neutral. This lack of colour gives the images a 
negative impact. According to van Leeuwen (2011:2), black has connotations of severity and 
seriousness. 
Aristotle first wrote about persuasion and defined it as 'communication designed to influence 
listeners' choices' (Lester, 2002:63). Persuasion can be used to change people's attitudes, making 
them take a different standpoint. With regards to advertising, and health campaigns, the purpose 
of persuasion is to gain awareness, prompt a judgement and make the viewer of the message 
take action. It is common to use emotion in persuasion (Lang, A. et al 2003:111) as it tends to 
have more effect on those who see the advert or campaign. Jamieson (1985:103) believes that 
images are purposely crafted in a certain way in order to obtain a particular response from the 
viewer. Visual rhetoric uses images to create a meaning. All three of the images I have chosen are 
static images and are all examples of verbo-pictoral metaphor. This is where there is narrative 
alongside the image. Although the image may attract attention from the audience, particularly in 
figure 2, the narrative is important to be able to understand the intent. Without the narrative, 
there would be no metaphorical meaning.  
According to Forceville (1996), visual metaphor occurs when one visual element is compared to 
another. Figure 1 is comparing checking in on Facebook to having sexual intercourse, giving the 
impression that casual sex is common. It is intended to shock the viewer. The effect on the 
audience is vitally important as the aim of sexual health adverts is to try to persuade people to 
change their behaviour. As Hill (2004:31) notes, visual representations are more vivid than written 
representations. However, combining the two, gives an even stronger sense of vividness. Hill also 
believes that emotion has a great effect on how a viewer interprets a message. He states that 
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'the more vivid the information, the more likely it is that the information will prompt an emotional 
response from the viewer. Vivid information also seems to be more persuasive than non-vivid 
information.' (p31). 
Guilt appeals have been used in figures 1 and 2. Guilt appeal is the idea that we all have moral 
codes that may affect our behaviour. It may make us feel guilty about our past behaviour or have 
an effect on something we may be thinking of doing.  Mongeau and Stiff (2002:159) believe that 
guilt appeals are used to 'provide the audience members with a means of making up for their past 
behaviour by changing their attitudes and behaviours' (p.159). Figures 1 and 2 both have a 
message that reminds the viewer that their sexual partners have also got a history of sexual 
partners, urging them to change their behaviour, by practising safe sex. LaTour (1990) looked at 
sexual appearances and noted that some female viewers felt uncomfortable by female nudity. 
This finding could be linked to guilt appeal; female nudity could remind women of their past 
behaviour and who they have allowed to see them in the nude. There is often a stigma, 
particularly on women that is associated with the number of sexual partners one has.  
Goffman (1979) looked at how women were portrayed in advertisements, and found that they 
were often shown to be in childlike poses, which he interpreted as the stereotypical notion that 
women are submissive to men.  Furthermore, he found that women were often in a recumbent 
position, on a bed or on the floor, such as in figures 1 and 3, implying passivity. Camera angle is 
an important factor here, as in figures 1 and 3, the camera is looking down on to the women, 
suggesting subservience, supporting Goffman's argument. We often associate a high camera 
angle with power; it is a technique often used to express authority or dominance. There is a 
suggestion that the looking down is by men because of their stereotypically dominant role.  This 
is supported by Mulvey (1973) who looked at the gaze in cinematic film and found that the looking 
is the male's active role. Goffman (1979) also found that women were often smiling turning away 
and in euphoria, features that all describe figure 1. It is worth noting that in all three images, the 
models' eyes cannot be seen which shows lack of involvement. It gives a sense of distance and 
allows the viewer to partake in voyeurism; the viewer is able to look at the women in the images 
without being seen, giving them more power over the women pictured. This, again, leads back to 
the stereotypical notion that women are submissive to men. We cannot of course assume that 
only men would see such adverts. However, Goffman (1979) found that while these ads were 
actually directed at men, they also attracted women. The women being photographed would 
treat the camera like a man watching her, so female viewers would believe that is how they 
themselves look to men.   
All of the women in my images are slim and would be considered attractive in today's Western 
society. However, the idea of what the ideal female body should look like has changed over the 
years. Laneyrie-Dagen (2004:152) believes this is due to what men find attractive in the female 
body, women only feel they are attractive if men think they are. These images would be used in 
Western society without a second thought, as nudity and sex appeal is often used in advertising 
to sell products. However, in the Middle East, it would be much less common to see women's 
bodies used in this way (Toland Frith and Mueller, 2003:240). Casual sex tends to be more of a 
Western phenomenon, therefore such health campaigns may not be needed in places such as 
the Middle East 
Leventhal and Cameron (1987) looked at persuasion and health attitudes and focused a lot of 
their efforts on AIDS. They looked at the two goals of health persuasion which were prevention 
of disease and compliance with treatment. In the figures I have selected, notably 1 and 3, 
prevention is the focus. They believe that 'the goal is to prompt action' (p.221), in this case, 
persuade the viewer to ensure they are having safe sex. Figures 1 and 2 are focused on HIV, which 
can lead to AIDS, while figure 3 is focused more on other sexually transmitted diseases. Leventhal 
and Cameron also found that mass media was successful at informing those who did not know 
about the health problem or were not aware that they were at risk (p.238). Images like these 
draw attention because of their unusual or surprising techniques, and most importantly attract 
attention of those unaware that their behaviour is dangerous.  
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The three images I selected were all from sexual health campaigns from three different countries;  
Finland, the US and the UK. However they all used similar techniques to persuade the viewer that 
safe sex is vitally important.  Vividness and the use of emotion to get a response have shown to 
be very effective, as has guilt appeal. Voyeuristic gaze at the female body has also helped to 
explain why the female body is used in this way, as it helps to attract attention from both men 
and women. 
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BB Essay  
Title: What can we learn from the Anglo-Saxon Chronicle about the development of the English 
language? 
Rubric: NA 
Essay contents:  
The Anglo-Saxon Chronicle is one of the most notable Old English texts. It was commissioned by 
King Alfred the Great in around 890AD, and was a history of Britain starting from 1AD and dating 
up to the year 1154AD. Different versions of the Chronicle were held at different locations and 
recorded more specific local events. The four surviving manuscripts are the Parker Chronicle or 
Winchester Chronicle, the Worcester Chronicle, the Peterborough Chronicle (also known as the 
Laud Chronicle) and the Canterbury Epitome, which is another version of the Laud. The Chronicle 
is one of the limited sources of Old English that actually remains - the surviving Old English 
writings total just three and a half  million words (Hogg and Denison, 2006:35) - and therefore is 
a valued resource when investigating lexis, orthography, grammar, and different dialects that 
were used at the time. 
Alfred the Great is known for promoting religion and learning, and for having the personal goal 
of creating a strong national identity for his people. As part of this process, Alfred commissioned 
the translations of texts such as Bede's Ecclesiastical History of the English Nation from Latin into 
the English vernacular and translated other texts such as Boethius' Consolation of Philosophy, as 
well as initiating the Chronicle (Crystal, 2004). Prior to this, the vast majority of texts produced 
were in Latin. These Old English texts marked the beginning of the English literary tradition; "King 
Alfred was the founder of English prose" (Baugh, 1957:81). As Bragg said, "These Chronicles had 
been written in the language of the people; there was nothing like them anywhere in mainland 
Europe" (2003:42). Since Alfred ruled from Wessex - the then most powerful kingdom in Britain - 
this gave prestige to the texts he ordered, ergo the West Saxon dialect also became prestigious. 
This led to scribes using or at least incorporating many features of the West Saxon dialect in their 
writings, and so it developed into the Old English written standard (Gramley, 2012). 
Despite the prominence of the West Saxon dialect, Alfred also employed scribes from other 
regions such as Mercia to assist with the literary works he sponsored. The influence of the dialect 
of these scribes is apparent in the Chronicle in such features as the vowel "a," which is sometimes 
written as the Mercian "a" as opposed to the West Saxon "ea" as in "alle" and "ealle," or "salde" 
and "sealde" (Crystal, 2004:39). As the Anglo-Saxon Chronicle is extensive in terms of the amount 
of scribes who made contributions, the time period over which it was written, the locations it was 
written in, and in the sheer amount of text available, the text can be analysed extensively to show 
which words and linguistic features belong to which dialects, or which may just be errors. This 
knowledge of dialects can illustrate how different varieties developed or gained prestige when 
examining which features prevailed. 
The Chronicle was of particular importance as for about a century after the initiation of the Anglo-
Saxon Chronicle, there was little further work produced in the vernacular (Loyn, 1962:283). This 
means that the Chronicle is the most significant text during that period of literary inactivity - in 
terms of the English language - and so is valuable evidence of how the language may have 
changed and developed over this hundred-year period.  
In addition to prose, the Chronicle also includes, at times, poetry. The "Battle of Brunanburh," 
which appears under the year 937 (Williams, 1975), is one such poem, and the best known, 
although each version of the Chronicle contains several poems. The inclusion of poetry in this 
record of the language exemplifies the Old English poetic tradition, and the vernacular poems 
"heightened the Anglo-Saxons' sense of nationhood" and their "heroic past" (Frantzen and Niles, 
1997:6), which strengthened the importance of the language and helped ensure the continued 
use of English during times it was greatly threatened, such as during the Norman Conquest. When 
compared with other poems such as "Pearl," the progression of the structure and style of the 
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poem can be clearly seen, and the features of the Old English tradition highlighted. The following 
extract of the "Battle of Brunanburh" displays the key Old English poetry features of caesuras, 
alliteration, and no rhyming: 
Her Æþelstan cyning, eorla drihten 
beorna beahgifa, and his broðor eac, 
Eadmund æðeling, ealdorlangne tir 
geslogon æt sæcce sweorda ecgum 
ymbe Brunanburh; bordweall clufon 
Manuscript A, dated 937 (Williams, 1975:60; Jebson, 2006) 
The Peterborough Chronicle is particularly significant as it shows very clear and important 
developments of the language. The Chronicle contains entries consistently up until 1121, which 
means it continues after the Norman Conquest in 1066, an event that greatly influenced the 
language use in Britain. Additionally, in the year 1154, the Chronicle was updated to that point, 
and the language use in this section is dramatically different from the previous entries, identifying 
it as an example not of Old English but of Middle English; it is, in fact, the earliest written example 
of East Midland Middle English, which appears to be the dialect that Modern Standard English 
developed from (Crystal, 2004:117). The entries after 1121 were all written by the same scribe, 
entered on six different occasions, plus the final continuation in 1154. The differences between 
the Old English 1121 entries and the Middle English 1154 entries can be seen in the vocabulary, 
spelling and grammar used. For example, "the" changed from "se" to "þe," and the word order 
and syntax are much more "modern" than they were in Old English (Crystal, 2004:118-119). 
First Continuation (1127) 
Mcxxvii Ðis gear heald se kyng Heanri his hird æt Christesmæsse on Windlesoure. 
Þær wæs se Scotte kyng Dauid and eall ða heaued, læred and læuued, þet wæs on 
Engleland. And þær he let sweren ercebiscopes and biscopes and abbotes and eorles 
and ealle þa ðeines ða þær wæron his dohter Æðelic Englaland and Normandi to 
hande æfter hid dæi, þe ær wæs ðes Caseres wif of Sexlande 
(Burnley, 1992:68) 
Final Continuation (1154) 
Mcxxxvii Ðis gære for þe king Stephne ofer sæ to Normandi, and ther wes 
underfangen forþi ðat hi uuenden ðat he sculde ben alsuic alse the eom wes, and 
for he hadde get his tresor; ac he todeld it and scatered sotlice. Micel hadde Henri 
king gadered gold and syluer, and na god ne dide me for his saule tharof. 
(Burnley, 1992:74) 
Several differences can clearly be identified between these two extracts, including the "se" to 
"þe" change. There are many differences in orthography, such as "gear" becomes "gære", "kyng" 
becomes "king" (evolved from the earlier "cyning"). The First Continuation also retains some 
inflections ("ðes Caseres") and more Germanic word order than the Final Continuation, although 
both contain many differences from pre-Conquest Old English: for example, earlier entries start 
with "Ælfred cyning," not "king Stephne" (Burnley, 1992:76). 
Although the Norman invasion and consequent transition into Modern English is a specific 
example of where the Chronicle can illustrate changes in English, it is not the only example of 
where changes in the language can be seen - and, moreover, approximately dated. As the 
Chronicle is a historical record and approximate dates are known for the entries, this can show 
us in greater deal when change occurred. In instances such as the Norman Conquest, the 
Chronicle also records why these changes came about. An example of where change can be seen 
is in the fact that the Chronicle uses terms for Welsh and Britons synonymously (Reno, 2000). The 
term British comes from the word "Brythonic," which was used to describe the Celtic people living 
in Wales, Cornwall and Breton, so while the Welsh were British, not all of the British were Welsh. 
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This shows us that by the time the Anglo-Saxon Chronicle was written, the meanings of the words 
had changed, or at least the clear distinction between the two had disappeared. 
In the same way that French words permeated the language, so did words from other languages 
with which the people of England had contact with. Just as "abbod" (abbot) and "Sancti" (saint) 
appear in the Chronicle, in just the introduction there is "mila" (miles) and "⁊" (and), which are 
loaned from Latin. That means that as far back as 890, Latin words were being incorporated into 
the language, although the majority of them at this time seem to be proper nouns. The Anglo-
Saxon Chronicle also contains a few of the scarce examples of Norse loan words (Crystal, 
2004:70). The recording of place names in the Chronicle can illustrate the nationality or the 
language of the settlers in certain areas. Where Scandinavian place names are recorded, for 
example, it is clear that these places are where the Norse settled after invading, and this can show 
where the Norse loan words first entered the language, and therefore the spread and 
incorporation of them into the general lexicon and not just the local dialect can be tracked. This 
can show just which words prevailed, and perhaps why, as there are relatively few words of Norse 
origins in Modern English. 
In addition to French loan words from after the time of the Norman conquest, there are also 
French words found from earlier years, such as "castel", "cancelere" and "serfice" (castle, 
chancellor, and service) (Kastovsky, 2006). This shows that the two nations did have contact 
before the invasion. In fact, the King of Wessex in 1043 was Edward the Confessor, who spoke 
French due to spending a lot of time in Normandy. The influence of French rulers can be seen in 
the Chronicle, as before Edward's reign there are only thirteen instances of the word "abbod" (or 
similar variations), whereas after 1043 there can be found forty-five (Jebson, 2006). This version 
of the Chronicle (Manuscript E, Laud) goes up to the year 1154, little over a hundred years after 
the beginning of Edward's reign, whereas it starts - after the introduction and one entry for 60BC 
- with the year 1AD, which means that the frequency of the term "abbod" went from about once 
every eighty years before French rulers, to once every two years, showing that foreign rulers had 
a significant influence on Old English, and that with these rulers, English developed to incorporate 
many French terms, so much so that Modern English is believed to attribute around 40% of its 
lexicon to French. 
The Anglo-Saxon Chronicle has not survived for so many centuries to become insignificant. It can 
still show so much about what the English language was, how and why it changed and developed, 
and where it came from. It remains a highly important text due to the amount that can be learned 
from it of history, culture, and a language barely recognisable as our own, as it recorded over two 
and a half centuries of the journey the nation and the language took. 
Word count: 1626 
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Appendix 6: Sampling matrix of data 
 Raw data 
Coded data  Product data Process data 
Datasets Doc files Session IDFX file 
JD1 Finished essay (Word Document) 
1 JD_1 
Revision table (Excel Worksheet) 
Descriptive statistics (Excel Worksheet) 
Synoptic text (Word Document) 
Dynamic text (Word Document) 
2 JD_2 
3 JD_5 
4 JD_6 
5 JD_7 
6 JD_9 
7 JD_18 
 
JD2 Finished essay (Word Document) 
1 JD_11 Revision table (Excel Worksheet) 
Descriptive statistics (Excel Worksheet) 
Synoptic text (Word Document) 
Dynamic text (Word Document) 
2 JD_13 
3 JD_14 
4 JD_15 
5 JD_17 
 
JD3 Finished essay (Word Document) 
1 JD_19 
Revision table (Excel Worksheet) 
Descriptive statistics (Excel Worksheet) 
Synoptic text (Word Document) 
Dynamic text (Word Document) 
2 JD_20 
3 JD_21 
4 JD_22 
5 JD_23 
6 JD_24 
7 JD_27 
 
BB Finished essay (Word Document) 
1 BAB_7 
Revision table (Excel Worksheet) 
Descriptive statistics (Excel Worksheet) 
Synoptic text (Word Document) 
Dynamic text (Word Document) 
2 BAB_8 
3 BAB_9 
4 BAB_11 
5 BAB_33 
6 BAB_35 
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Appendix 13: List of Subject Theme revisions    
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Appendix 14: The unfolding of interdependency relations    
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Appendix 15: List of revisions involving Qualifiers 
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