ABSTRACT. Let À be weighted Bergman space on a bounded symmetric domain Ã. It has analytic continuation in the weight and for in the so-called Wallach set À still forms unitary irreducible (projective) representations of . We give the irreducible decomposition of the tensor product À ½ ª À ¾ of the representation for any two unitary weights and we find the highest weight vectors of the irreducible components. We find also certain bilinear differential intertwining operators realizing the decomposition, and they generalize the classical transvectants in invariant theory of ËÄ¾ µ. As an application we also find an generalization of the Bol's lemma.
INTRODUCTION
Let be a bounded symmetric domain in a complex space Î , and let be the group of biholomorphic automorphisms of and Ã the isotropic subgroup of ¼ ¾ . Then Ã is a symmetric space. The weighted Bergman spaces À of holomorphic functions on form unitary projective representations of and they are an important subject of study both in complex analysis and in representation theory. Those spaces have analytic continuation with respect to weight parameter and the whole set of the parameter for which we still have a unitary representation has been determined and is also called the Wallach set (some times Berezin-Wallach set); see Ü2. In the present paper we study the irreducible decomposition of the tensor product À ½ ª À ¾ for any ½ and ¾ in the Wallach set. We find the highest weight vector of each irreducible component and we find explicit intertwining operator realizing the component as space of holomorphic functions with values in the symmetric tensor power of the cotangent space. See Theorem 3.3. The weighted Bergman spaces also form part of the so called holomorphic discrete series for the group . In [19] Repka studied the tensor product decomposition for two holomorphic discrete series, and obtained a recursion formula for the highest weights of subrepresentations in the tensor product. Earlier Jakobsen and Vergne, [11] , [10] , have studied the tensor product decomposition by using the explicit realization and by using expansion along the diagonal. In this paper we will use the analytic realization of the representations and give a complete decomposition of the tensor product. We establish first an abstract decomposition by performing the expansion along the diagonal and by finding the highest weight vectors. The main technical difficulty is for the reducible parameters ½ and ¾ . Some special cases of the decomposition have been found earlier in [10] as examples of their method. However the novelty in our paper lies in that we give a fairly concrete approach.
Our idea is roughly the following: The highest weight vectors are of the form ¡ Ñ´Þ Ûµ where ¡ Ñ are the highest weight vectors in the space of polynomials on Î ; by using the explicit Ã-type structure we can then determine which ¡ Ñ´Þ Ûµ does actually appear.
Next by using some refinements of the ideas of Peetre [16] we find the explicit intertwining operators from the tensor product space to certain spaces of holomorphic functions on realizing the decomposition; they are certain bilinear differential operators generalizing the classical transvectants in the case of the unit disk in the complex plane ( [12] , [25] , [17] , [15] ). Further more by taking some limit case of the bilinear differential operator with respect to the weight parameter we prove that the differential operators È Ð½ Ð are intertwining (see Theorem 5.1). This generalizes earlier results of Shimura for the case Ð ½. To our knowledge this result for Ð ½ and Ö has not been discovered before. The intertwining and vanishing properties of those operators play an important role in the study of realization of the singular holomorphic representations; see e. g [13] , [3] .
A related problem in the expansion along the diagonal is the module property of the tensor product. The space À for above the reduction point forms also a module of Þ ½ Þ by multiplication by the coordinate functions Þ ½ Þ ; see [2] . The tensor product À ½ ª À ¾ of holomorphic functions of two variables´Þ Ûµ is then a module of Þ ½ Þ by multiplication on the first coordinate functions, so is also the quotient modulo the subspace of holomorphic functions vanishing of certain degree. In the last section we prove that roughly speaking the restriction to the diagonal gives a realization of the module as a reproducing kernel Hilbert space with a explicitly determined kernel.
As it is pointed to us by the referee, the decomposition of the tensor product can also be understood abstractly through the framework of dual pairs [8] and by using the reciprocity relationship [7] for see-saw dual pairs, at least for a classical group and for À with satisfying certain integral conditions. Indeed one may consider as one factor of a reductive dual pair´ 
So we are reduced to a problem of tensor product decomposition of compact groups.
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PRELIMINARIES
Let be an irreducible bounded symmetric domain in a complex -dimensional vector space Î . In this section we fix some notation and prove some elementary results on power series expansion of holomorphic functions.
Let ÙØ´ µ ¼ be the identity component of the group of all biholomorphic automorphisms of and Ã the isotropy subgroup of ¼. We recall the following result (see [18] . 
Proof. It follows from general considerations (see [19] We can express ª in terms of quasi-inverses in the sense of Jordan triples [14] . Recall that for Û ¾ Î and Þ ¾ Î the quasi-inverse Û Þ ¾ Î of Û with respect to Þ is defined by Õ Þ´Û µ Û Þ ´ Û Þµ ½´ Û É´ ÛµÞµ whenever it is defined. We will identify Õ Þ with a holomorphic differential form Ú ¾ Î ´Ú Õ Þ´Û µµ defined by the bilinear form on Î ¢ Î .
The following formula is essential in [16] , which can be proved simply by using the formula (JB31) in [10] . £ For the case of weighted Bergman spaces the operator Â Ñ´ ½ ¾ µ´Þµ is computed in [16] with a sketch of a proof. We provide here a refined version of that formula for all ½ and ¾ . The form´Ú É´ ÙµÚµ ´É´Úµ Ù Ùµ is quadratic in Ú and in Ù and is Ã invariant, thus it is a linear combination of the Ã-invariant polynomials Ã´¾ ¼µ´Ú Ùµ and Ã´½ ½µ´Ú Ùµ. In other words,´Ú É´ ÙµÚµ is a linear combination of the paring between È´¾ ¼µ´Ú ªÚµ and È´¾ ¼µ´Ù ªÙµ and respectively the paring between È´½ ½µ´Ú ª Úµ and È´½ ½µ´Ù ª Ùµ; namely´Ú Ú Õ Þ µ is also 
and our result follows then from Lemma 4.5.
We prove now the second part using analytic continuation. First observe that, for ½ ¾ ¾´Ö ½µ, if Ñ is such that Ñ ¼ then the formula for È Ñ ª Ñ ´Þ Û ½ Û ¾ µ becomes functions; see [21] and [1] ; in the case of the unit disk this is classical known as the Bol's lemma. Shimura proved further that the operators È ½ with ½ ½ ·¡ ¡ ¡ · , ½ Ö are also intertwining operator; see also [3] . By taking certain limit procedure we will derive the intertwining properties for all operators È Ð½ Ð on general domains and thus generalize the above results.
We recall again that the intertwining relation (4.5) is meromorphic in ½ and in ¾ , and it holds for all polynomials ½ and ¾ ; as it is a local relation so by taking the Taylor expansion for any holomorphic functions ½ and ¾ we see it holds true for all such ½ and ¾ . Moreover the actions ½´ µ, ¾´ µ and ½ · ¾ Ñ´ µ are all holomorphic functions of ½ and ¾ for fixed ¾ . This result has some other applications and we hope to pursue them in the future.
APPLICATION TO HOMOGENEOUS OPERATOR TUPLES
In [27] it is proved by an elementary method that the diagonal map ´Þ Ûµ ´Þ Þµ is a unitary operator from the subspace´À ½ ªÀ ¾ µ©Ã ½ to the space with the reproducing kernel ´Þ Ûµ ½ ¾ , namely the Schur product of two reproducing kernels, and thus giving the first component in the decomposition. In the case when both spaces are weighted Bergman spaces this then proves that the function module tensor product [5] Proof. We first observe that for any fixed Û ¾ the functions ¬ Ã´Þ Ûµ are also in the Hilbert space defined by Ã´Þ Ûµ. This is equivalent to that the linear functional ´Ûµ is a bounded linear functional, for any ½ , which can be easily proved by using Cauchy formula and the reproducing kernel property (which we omit). Performing to a direct sum of the later. It would be interesting to study further the spectral properties of those operator tuples; see e.g. [4] for related questions.
