Graphs provide a natural mathematical abstraction for systems with pairwise interactions, and thus have become a prevalent tool for the representation of systems across various scientific domains. However, as the size of relational datasets continues to grow, traditional graph-based approaches are increasingly replaced by other modeling paradigms, which enable a more flexible treatment of such datasets. A promising framework in this context is provided by graphons, which have been formally introduced as the natural limiting objects for graphs of increasing sizes. However, while the theory of graphons is already well developed, some prominent tools in network analysis still have no counterpart within the realm of graphons. In particular, node centrality measures, which have been successfully employed in various applications to reveal important nodes in a network, have so far not been defined for graphons. In this work we introduce formal definitions of centrality measures for graphons and establish their connections to centrality measures defined on finite graphs. In particular, we build on the theory of linear integral operators to define degree, eigenvector, and Katz centrality functions for graphons. We further establish concentration inequalities showing that these centrality functions are natural limits of their analogous counterparts defined on sequences of random graphs of increasing size. We discuss several strategies for computing these centrality measures, and illustrate them through a set of numerical examples.
Introduction
Many complex biological [1] , social [2] , technical [3] , and economic [4] systems can be understood more completely when interpreting them as networks, comprising many individual components which interact with each other to generate a global behavior. Mathematically, such networks are aptly represented by graphs, in which nodes are used to denote individual entities, and edges represent pairwise interactions between those nodes. Consequently, a surge of studies concerning the modeling, analysis, and design of networks have appeared in the literature, using graphs as modeling device.
As the size of the analyzed systems continues to grow, such traditional tools for network analysis have been pushed to their limit. For example, systems such as the world wide web, the brain, or social networks can consist of billions of interconnected agents, leading to various computational challenges. In this context, graphons have been suggested as an alternative framework to analyze large networks [5, 6] . While graphons have been initially proposed and investigated as limiting objects of large graphs [7] [8] [9] , they also provide a rich non-parametric modeling tool for networks of any size [10] [11] [12] . In particular, graphons encapsulate a broad class of network models including the stochastic block model [13, 14] , random dot-product graphs [15] , the infinite relational model [16] , and various others [17] . A testament of the practical utility of graphons is their rise in applied disciplines such as signal processing [18] and collaborative learning [19] .
A fundamental task in network analysis is to identify salient features of the underlying system, such as key nodes or agents in the network. As an illustration, consider the task of ranking the nodes in terms of their importance for a particular process. Prominent examples of this approach include the celebrated page-rank algorithm [20] , employed in the search of relevant sites on the web; the detection of influential agents in social networks to facilitate viral marketing campaigns [21] ; or the identification of vulnerable nodes for the attack of networked systems [22] . To identify such important agents, researchers have developed centrality measures in various contexts [23] [24] [25] [26] [27] , each of them capturing different aspects of node importance. However, for very large systems we might not be able to extract a complete and accurate graph-based network representation, e.g, due to computational or measurement constraints, or due to errors in the observed data. Although some recent approaches have considered the issue of robustness of centrality measures [28] [29] [30] [31] and their computation in dynamic graphs [32] [33] [34] , most of the developed results deal with the analysis of static deterministic graphs.
Intuitively, the relative importance of agents, as measured by the distribution of the centrality, should be impervious to the specific observed realization of a network. We formalize this intuition by extending the notion of centrality to the realm of graphons. Specifically, we show that node centrality measures computed on finite graphs of increasing size converge almost surely to the centralities of the graphon model generating those graphs. The graphon centralities may thus be seen as fundamental measures of node importance, irrespective of the specific realization of the graph at hand. Hence, one could use readily available tools for graphon estimation [11] to construct a network model from multiple (noisy) observations in order to obtain a robust estimate of the centrality profiles of all nodes in the network. A prerequisite for such a procedure is to have a consistent theory of centrality measures for graphons, which we develop in this paper.
Contributions and article structure
To the best of our knowledge, this is the first work that extends the concept of node centrality measures to graphons. Our contributions are listed below.
• We lay the theoretical foundations and develop suitable definitions for centrality measures on graphons. Specifically, by using the spectral theory of linear integral operators, we define the degree, eigenvector, and Katz centrality functions.
• We discuss analytically three different approaches to compute such centrality functions, and illustrate them numerically by using a set of three examples.
• We use results from concentration theory to show that our newly defined graphon centrality functions are natural limiting objects of centrality measures for finite graphs.
The remainder of the article is structured as follows. In Section 2 we review some preliminaries regarding graphs, graph centralities, and graphons. Subsequently, in Section 3 we define the graphon operator and use it to introduce centrality measures for graphons. Section 4 discusses how centrality measures for graphons can be effectively computed using different strategies, and provides some detailed numerical examples. Thereafter, in Section 5, we show convergence results that highlight how the proposed centrality functions naturally emerge as the limiting objects of centrality measures for finite graphs. We conclude the main body of the paper in Section 6 with a discussion about our results as well as an exploration of potential future research avenues. Some proofs are deferred to Appendix A, whereas Appendix B summarizes mathematical concepts useful for the understanding of the presented results.
Notation: The entries of a matrix X and a (column) vector x are denoted by X ij and x i , respectively; however, in some cases [X] ij and [x] i are used for clarity. The notation T stands for transpose. diag(x) is a diagonal matrix whose ith diagonal entry is x i . x denotes the ceiling function that returns the smallest integer larger than or equal to x. Sets are represented by calligraphic capital letters, and 1 B (·) denotes the indicator function over the set B. 0, 1, e i , and I refer to the all-zero vector, the all-one vector, the i-th canonical basis vector, and the identity matrix, respectively, where the dimensions should be clear from the context. The symbols v, ϕ, and λ are reserved for eigenvectors, eigenfunctions, and eigenvalues, respectively. We use blackboard bold symbols (such as L) to denote linear operators, with the exception of N and R that denote the sets of natural and real numbers, respectively.
Preliminaries
In Section 2.1 we introduce basic graph-theoretic concepts as well as the notion of node centrality measures for finite graphs, making special emphasis on the three measures studied in detail throughout the paper. A brief introduction to graphons and their relation to random graph models is given in Section 2.2.
Graphs and centrality measures
An undirected and unweighted graph G = (V, E) consists of a set V of N nodes or vertices and an edge set E of unordered pairs of elements in V. An alternative representation of such a graph is through its adjacency matrix A ∈ {0, 1} N ×N , where A ij = A ji = 1 if (i, j) ∈ E and A ij = 0 otherwise. Throughout the paper we consider simple graphs (i.e., without self-loops), so that A ii = 0 for all i.
Node centrality is a measure of the importance of a node within a graph. This importance is not based on the intrinsic nature of each node, but rather on the location that the nodes occupy within the graph. More formally, a centrality measure assigns a nonnegative centrality value to every node such that the higher the value the more central the node is. The centrality ranking imposed on the node set V is in general more relevant than the absolute centrality values. Oftentimes, this centrality ranking relies on underlying characteristics of the nodes. For instance, prolific authors with many collaborations have high centralities in co-authorship networks [35] . Thus, centrality measures can unveil fundamental roles played by nodes within the graph. Throughout the paper, we focus on three specific centrality measures, namely, the degree, eigenvector, and Katz centrality measures overviewed next; see [27] for further details.
Degree centrality is a local measure of the importance of a node within a graph. The degree centrality measure c d i of a node i is given by the number of nodes connected to i, that is,
where the vector c d collects the values of c d i for all the nodes i ∈ V.
Eigenvector centrality , just as degree centrality, depends on the neighborhood of each node. However, the centrality measure c e i of a given node i does not depend only on the number of its neighbors, but also on how important its neighbors are. The importance of its neighbors in turn depends on how important their neighbors are, and so on. In this way, a node with a few important neighbors has larger eigenvector centrality than a node with various neighbors of limited importance. This recursive definition leads to an equation of the form Ac e = λc e , from where it follows that the vector c e (collecting the values of c e i for all nodes) is an eigenvector of A. Note that since A is symmetric its eigenvalues are real and can be ordered as λ 1 ≥ λ 2 ≥ . . . ≥ λ N . Among all the possible eigenvectors, c e is defined as the principal one, that is, the eigenvector v 1 associated with the largest eigenvalue λ 1 ,
For connected graphs, the Perron-Frobenius theorem guarantees that λ 1 is a simple eigenvalue, and that we can find a unique associated (normalized) eigenvector v 1 with positive real entries, so that (2) is well defined. As will become apparent later, the √ N normalization introduced in (2) facilitates the comparison of the eigenvector centrality on a graph to the corresponding centrality measure defined on a graphon.
Katz centrality measures the importance of a given node based on the number of immediate neighbors in the graph as well as the number of two-hop neighbors, three-hop neighbors, and so on. The effect of nodes further away in the graph is discounted at each step by a factor α > 0. Accordingly, the vector of centralities c k α is computed as c k α = 1 + (αA) 1 1 + (αA) 2 1 + . . ., where indeed we are adding the number of one-hop neighbors weighted by α, the number of two-hop neighbors weighted by α 2 , and so on. By choosing α small enough, namely 0 < α < 1/λ 1 (A), the above series converges and we can write the Katz centrality compactly as
Notice that if α is close to zero, the relative weight given to neighbors further away decreases fast, and c k α is driven mainly by the one-hop neighbors just like degree centrality. In contrast, if α is close to 1/λ 1 (A), the solution to (3) is almost a scaled version of c e . Intuitively, for intermediate values of α, Katz centrality captures a hybrid notion of importance by combining degree and eigenvector centralities.
Graphons
A graphon is the limit of a convergent sequence of graphs of increasing size, that preserves certain desirable features of the graphs contained in the sequence [5] [6] [7] [8] [9] 36] . Formally, a graphon is a measurable function W :
. Intuitively, one can interpret the value W (x, y) as the probability of existence of an edge between x and y, where x and y no longer take values in a finite node set (as in classical finite graphs) but rather in the continuous interval [0, 1] . Based on this intuition, graphons also provide a natural way of generating random graphs [36, 37] . More precisely, the symmetric adjacency matrix A ∈ {0, 1} N ×N of a random graph of size N constructed from a graphon is such that for all i, j ∈ {1, . . . , N }
where u i and u j are latent variables selected uniformly at random from [0, 1] . This means that, when conditioned on the latent variables (u 1 , u 2 , . . . , u N ), the off-diagonal entries of the symmetric matrix A are independent Bernoulli random variables with success probability given by W . In this sense, the constant graphon W (x, y) = p gives rise to Erdős-Rényi random graphs with edge probability p. Analogously, a piece-wise constant graphon gives rise to stochastic block model graphs [13, 14] ; for more details see Section 4.1. Interestingly, it can be shown that the distribution of any exchangable random graph [17, 36] is characterized by a function W as discussed above [36, 38, 39] . Finally, observe that for any measure preserving map π : [0, 1] → [0, 1], the graphons W (x, y) and W π (x, y) := W (π(x), π(y)) define the same probability distribution on random graphs. A precise characterization of the equivalence classes of graphons defining the same probability distribution can be found in [6, Chapter 10] .
Extending centrality measures to graphons
Our goal here is to introduce centrality measures for graphons and discuss how this concept is related to its corresponding counterpart on finite graphs. To this end, we first define a linear integral operator associated with a graphon and study its spectral properties.
The graphon integral operator and its properties
We denote by L 2 ([0, 1]) the Hilbert function space with inner product f 1 , f 2 : 
In the next definition we introduce a linear operator that is fundamental to derive the notions of centrality for graphons.
Definition 1 (Graphon operator). For a given graphon W , we define the associated graphon operator W as the linear integral operator W :
Equivalently, one can consider (Wf )(x) = 1 0 W (y, x)f (y)dy since W (x, y) = W (y, x). We remark that from an operator theory perspective, the graphon W is the integral kernel of the linear operator W. Given the key importance of W, we review its spectral properties in the next definition and lemma, which is proven in Appendix A.
Definition 2 (Eigenvalues and eigenfunctions).
A complex number λ is an eigenvalue of the oper-
It follows from the above definition that the eigenfunctions are only defined up to a rescaling parameter. Indeed, if ϕ(x) is an eigenfunction of W with eigenvalue λ, then for any arbitrary nonzero β ∈ R the functionφ(x) := βϕ(x) is also an eigenfunction of W with the same eigenvalue λ. Hence, from now on we assume that all eigenfunctions are normalized such that ϕ = 1. Lemma 1. The graphon operator W satisfies the following properties. 
If the set of nonzero eigenvalues is infinite, then 0 is its unique accumulation point.
3. Let W k denote k consecutive applications of the operator W. Then, for any k ∈ N,
4. The maximum eigenvalue λ 1 is positive and there exists an associated eigenfunction ϕ 1 which is positive, that is,
Just as the topology of a graph is invariant with respect to relabelings or permutations of its nodes, graphons are defined only up to measure preserving transformations. We show in the next lemma that the linear operator W π associated to any such 'permutation' π (formalized via a measure preserving transformation) of a graphon W shares the same eigenvalues of W and 'permuted' eigenfunctions. Proof. From a direct computation we obtain that
The third equality used the fact that π is a measure preserving transformation and the ergodic theorem [40, Chapter 8] . For the last equality we used the fact that ϕ is an eigenfunction of W .
Notice that Lemma 2 complements the discussion at the end of Section 2.2 by showing the effect of measure preserving transformations on the spectral properties of the graphon operator.
Definitions of centrality measures for graphons
Based on the graphon operator introduced in the previous section, we can now define the centrality measures for graphons. Note that these definitions closely parallel the construction of centrality measures in finite graphs; see Section 2.1. The main difference, however, is that the linear operator defining the respective centralities is an infinite dimensional operator, rather than a finite dimensional matrix. Definition 3 (Centrality measures for graphons). Given a graphon W and its associated operator W, we define the following centrality functions:
1. Degree centrality: We define the degree centrality function c d :
2. Eigenvector centrality: For a graphon W with a simple largest eigenvalue λ 1 , let ϕ 1 be the associated positive eigenfunction (normalized so that ϕ 1 = 1). The eigenvector centrality function c e :
3. Katz centrality: Consider the linear integral operator M α where
Remark 1. Note that the Katz centrality function is well defined, since for 0 < α < 1/|||W||| the operator M α is invertible [41, Theorem 2.2]. Moreover, denoting by I the identity operator, it follows that M α = I − αW. Hence, by using a Neumann series representation and the properties of the higher order powers of W we obtain the equivalent representation
Since a graphon describes the limit of an infinite dimensional graph, there is a subtle difference in the semantics of the centrality measure compared to the finite graph setting. Specifically, in the classical setting the network consists of a finite number of nodes and thus for a graph of N nodes we obtain an N -dimensional vector with one centrality value per node. In the graphon setting, we may think of each real number x ∈ [0, 1] as corresponding to one of infinitely many nodes, and thus the centrality measure is described by a function.
Computing centrality measures on graphons
We illustrate how to compute centrality measures for graphons by studying in detail three examples. The graphons that we consider are ordered by increasing complexity of their respective eigenspaces and by the generality of the methods used in the computation of the centrality measures.
Centrality measures for stochastic block model graphons
We consider a class of piecewise constant graphons that may be seen as a generalization of a stochastic block model (SBM). Such graphons play an important role in practice, as they enable us to approximate more complicated graphons in a 'stepwise' fashion. This approximation idea has been exploited to estimate graphons from finite data [11, 42, 43] . In fact, optimal statistical rates of convergence can be achieved over smooth graphon classes [44, 45] . The SBM graphon is defined as follows
where
Let us introduce some notation that will be useful for the study of the centrality measures of W SBM . We first define the following m dimensional vector of indicator functions
enabling us to compactly rewrite our graphon as
We also define the following auxiliary matrices.
Definition 4 (Effective measure and effective connectivity matrices for SBM). Let us define the effective measure matrix Q SBM ∈ R m×m and the effective connectivity matrix E SBM ∈ R m×m for SBM graphons as follows
Notice that Q SBM is a diagonal matrix with entries collecting the sizes of each block, hence its name. Similarly, the matrix E SBM is obtained by weighting the probabilities in P by the sizes of the different blocks. In this way, the effective connectivity from a block B i to two different blocks B j and B k could be equal as a result of the latter block having twice the size (Q kk = 2Q jj ) but half the probability of edge appearance (2P ik = P ij ). Notice also that the matrix E SBM need not be symmetric. As will be seen in Section 4.2, the definitions in (12) are specific examples of more general constructions.
The following lemma relates the spectral properties of E SBM to those of the graphon operator W SBM induced by W SBM . We do not prove this lemma since it is a special case of the subsequent Lemma 4 that will be introduced in Section 4.2 and proven in Appendix A.
Lemma 3 (Spectral properties of SBM graphons). Let λ i and v i denote the eigenvalues and eigenvectors of E SBM in (12), respectively. Then, all the nonzero eigenvalues of W SBM are given by λ i and the associated eigenfunctions are of the form ϕ i (x) = 1(x) T v i .
Using the result above, we can obtain centrality measures for stochastic block model graphons (cf. Definition 3) from the spectral properties of the effective connectivity matrix.
Proposition 1 (Centrality measures for SBM graphons). Let λ i and v i denote the eigenvalues and eigenvectors of E SBM in (12), respectively. The centrality functions c d , c e , and c k α of the graphon W SBM can be computed as follows
Proof. We show here the result for eigenvector centrality while the proofs for the other two centralities are deferred to Appendix A. From Lemma 3 it follows that any multiple of the function 1(x) T v 1 is an eigenfunction associated to the largest eigenvalue of W SBM . Thus, to prove that
to c e (x) we only need to show that ϕ 1 (x) = 1. By, computing this norm explicitly we get that
where the last equality follows from the fact that Proposition 1 leverages Lemma 3 to provide specific expressions for the graphon centrality functions whenever the graphon is of the form given in (9) . We illustrate this result with an example.
Example of a stochastic block model graphon
Consider the stochastic block model graphon W SBM depicted in Fig. 1 -(a), with corresponding symmetric matrix P [cf. (9) ] as in (14) . Let us define the vector of indicator functions specific to this graphon given by 1( 
The dominant eigenvector of E SBM is v 1 ≈ [0.59, 0.28, 0.38, 0.28, 0.59] T . Furthermore, from (13) we can compute the graphon centrality functions to obtain where for illustration purposes we have specialized the Katz centrality for two specific choices of α. These three centrality functions are respectively depicted in Fig. 1 
-(b) to (d).
Firstly note that these function are piecewise constant according to the block partition {B i } m i=1 . Moreover, as expected from the functional form of W SBM in Fig. 1-(a) , blocks B 1 and B 5 are the most central as measured by any of the three studied centralities. Regarding the remaining three blocks, degree centrality deems them as equally important whereas eigenvector centrality considers B 3 to be more important than B 2 and B 4 . To understand this discrepancy, notice that in any finite realization of the graphon W SBM , most of the edges from a node that corresponds to block B 3 will go to nodes in B 1 and B 5 , which are the most central ones. On the other hand, for nodes corresponding to blocks B 2 and B 4 , most of the edges will be contained within their own block. In this way, even though nodes corresponding to blocks B 2 , B 3 , and B 4 have the same expected number of neighbors -thus, same degree centrality -the neighbors of nodes in B 3 tend to be themselves more central, entailing a higher eigenvector centrality. As expected, an intermediate situation occurs with Katz centrality, being closer to degree centrality for lower values of α (cf. α = 0.5) and closer to eigenvector centrality for larger values of this parameter (cf. α = 1.5).
A class of finite-rank graphon operators
We now consider a class of finite-rank (FR) graphons that can be written as a finite sum of products of integrable functions. Specifically, we consider graphons of the form
where we have implicitly defined the vectors of functions g(
Observe that g(x) and h(y) must be such that
and h(y) we can define the generalizations of Q SBM and E SBM introduced in Section 4.1, for this class of finite rank graphons.
Definition 5 (Effective measure and effective connectivity matrices). The effective measure matrix Q and the effective connectivity matrix E for a finite rank graphon W FR as defined in (15) are given by
The stochastic block model graphon operator introduced in (9) is a special case of the class of operators in (15) . More precisely, we recover the SBM graphon by choosing g i (x) = 1 B i (x) and h i (y) = m j=1 P ij 1 B j (y) for i, j = 1, . . . , m. It is not hard to check that the matrices defined in (12) are recovered when specializing Definition 5 to these specific g i (x) and h i (y). We may now relate the eigenfunctions of the FR graphon with the spectral properties of E, as explained in the following lemma [46] . For completeness, a proof is included in Appendix A.
Lemma 4 (Spectral properties of FR graphons). Let λ i and v i denote the eigenvalues and eigenvectors of E in (16), respectively. Then, all the nonzero eigenvalues of W FR , the graphon operator associated with (15), are given by λ i and the associated eigenfunctions are of the form
Notice that Lemma 3 follows from Lemma 4 when specializing the finite rank operator to the SBM case as explained after Definition 5. Moreover, we can leverage the result in Lemma 4 to find closed-form expressions for the centrality functions of FR graphons.
Proposition 2 (Centrality measures for FR graphons).
Let h := 1 0 h(y)dy and let v 1 be the dominant eigenvector of E in (16) . Then, the centrality functions c d , c e , and c k α of the graphon W FR can be computed as follows Proof. Degree centrality follows readily from (6)
As in Proposition 1, for c e it is sufficient to prove that c e = 1. To this end, note that
Finally, we defer the proof for c k α to Appendix A.
In the following subsection we illustrate the use of Proposition 2 for the computation of graphon centrality measures.
Example of a finite-rank graphon
Consider the smooth graphon given by
and illustrated in Fig. 2-(a) . Notice that this FR graphon can be written in the canonical form (15) by defining the vectors g(x) = [x 2 , 1/2] T and h(y) = [1/2, y 2 ] T . From (16) we then compute the relevant matrices Q, E, as well as the vector h in the statement of Proposition 2 to obtain
A simple eigenvector computation reveals that the dominant eigenvector of E is v 1 = [ √ 10/3, 2 √ 2/3] T . Now we have all the components to compute the expression in Proposition 2, and obtain 
General smooth graphons
In general, a graphon W does not have to induce a finite-rank operator as in the preceding Sections 4.1 and 4.2. However, as shown in Lemma 1, a graphon always induces a diagonalizable operator with countably many nonzero eigenvalues. In most cases, obtaining the degree centrality function is immediate since it entails the computation of an integral [cf. (6)]. On the other hand, for eigenvector and Katz centrality that depend on the spectral decomposition of W, there is no universal technique at hand. Nonetheless, a procedure that has shown to be useful in practice to obtain the eigenfunctions ϕ and corresponding eigenvalues λ of smooth graphons is to solve a set of differential equations obtained by successive differentiation, when possibile, of the eigenfunction equation in (5) , that is, by considering
for k ∈ N. In the following section we illustrate this technique on a specific smooth graphon that does not belong to the finite-rank class.
Example of a general smooth graphon
Consider the graphon W G depicted in Fig. 3 -(a) and with the following functional form
Specializing the differential equations in (18) for graphon W G we obtain
First notice that without differentiating (i.e. for k = 0) we can determine the boundary conditions ϕ(0) = ϕ(1) = 0. Moreover, by computing the second derivatives in (19) , we obtain that −ϕ(x) = λϕ (x). From the solution of this differential equation subject to the boundary conditions it follows that the eigenvalues and eigenfunctions of the operator W G are
Notice that W G has an infinite -but countable -number of nonzero eigenvalues, with an accumulation point at zero. Thus, W G cannot be written in the canonical form for finite-rank graphons (15) . Nevertheless, having obtained the eigenfunctions we can still compute the centrality measures for W G . For the degree centrality, a simple integration gives us
From (20) it follows that the principal eigenfunction is achieved when n = 1. Thus, the eigenvector centrality function [cf. 7] is given by
Finally, for the Katz centrality we leverage Remark 1 and the eigenfunction expressions in (20) to obtain
which is guaranteed to converge as long as α < 1/λ 1 = π 2 . We plot the three centrality measures in Figure 3 -(b) to (d), where we selected α = 0.9π 2 for the Katz centrality. According to all centrality measures, the most important nodes within this graphon model are those located in the center of the interval [0, 1], in line with our intuition. Likewise, nodes at the boundary have low centrality values. Note that while the ranking according to all centrality functions is consistent, unlike in the example in Section 4.2.1, here there are some subtle differences in the exact functional form. In particular, we find again that the degree centrality is a quadratic function whereas the eigenvector and Katz centralities are of sinusoidal form, that is, they include higher order terms in their polynomial expansions.
5 Convergence results -graphon centrality functions as the limit of centralities on finite graphs
In this section we demonstrate that the previously defined graphon centrality functions are not only defined analogously to the centrality measures on finite graphs, but also emerge as the limit of those centrality measures for a sequence of graphs of increasing size. Stated differently, just like the graphon provides an appropriate limiting object for a growing sequence of finite graphs, the graphon centrality functions can be seen as the appropriate limiting objects of the finite centrality measures as the size of the graphs tends to infinity. In this sense, the centralities presented here may be seen as a proper generalization of the finite setting, just like a graphon provides a generalized framework for finite graphs. As discussed further at the end of the manuscript, we believe that our work may help to pave the way for further generalizations of centrality measures and a better analytical understanding of their properties, especially on large (random) graphs. Throughout this section we will make use of the following notation. For each N ∈ N, we define a partition of [ Based on the aforementioned partition, we define the sampled graphon W N . Intuitively, this can be seen as an approximation of the graphon W by using a stochastic block model graphon with N blocks, as the one described in Section 4.1.
Definition 6 (Sampled graphons)
. Given a graphon W , for each N ∈ N we define -the 'probability' matrix P (N ) ∈ [0, 1] N ×N which is obtained by discretizing W according to an equally spaced partition of [0, 1], so that
-the sampled graphon
-the operator W N of the sampled graphon
xN , yN f (y)dy.
The matrix P (N ) ∈ [0, 1] N ×N associated with the sampled graphon W N (x, y) can be interpreted as the parameter matrix of a stochastic block model of dimension N . Consequently, one can sample symmetric (random) graphs with adjacency matrix S (N ) ∈ {0, 1} N ×N from it, which we refer to as sampled graphs.
Definition 7 (Sampled graphs).
Given the 'probability' matrix P (N ) of a sampled graphon we define -the sampled matrix S (N ) ∈ {0, 1} N ×N is the adjacency matrix of a symmetric (random) graph obtained by taking N isolated vertices i ∈ {1, . . . , N }, and adding undirected edges between vertices i and j at random with probability P (N ) ij
-the associated (random) linear operator
In general, we denote the centrality functions associated with the sampled graphon operator W N by c N (x) whereas the centrality functions associated with the operator S N are denoted bŷ c N (x). With Definitions 6 and 7 in place, we show in the next theorem that, under mild regularity conditions, the sampled graphon operator W N converges to W when N → ∞ and that the sequence of random linear operators S N converges to the graphon operator W almost surely. To this end, we will make use of the following smoothness assumption on W .
Assumption 1 (Piecewise Lipschitz graphon).
There exists a constant L and a sequence of nonoverlapping intervals I k = [α k−1 , α k ) defined by 0 = α 0 < · · · < α K+1 = 1, for a (finite) K ∈ N, such that for any i, j, any set I ij = I i × I j and pairs (x, y) ∈ I ij , (x , y ) ∈ I ij we have that
This assumption has also been used in the context of graphon estimation [11, 44] and is typically fulfilled for most of the graphons of interest.
Theorem 1 (Convergence of graphon operators). For a graphon fulfilling Assumption 1, we have that
Moreover, with probability at least 1 − 2δ
Hence lim
Proof. We prove these three statements sequentially, in order of appearance. Figure 4 . We now prove that A c N has area
Proof of (22). Let us define
To see this note that each red stripe has width at most 1/N , length 1 and there are 2K stripes in total. Formula (25) is then immediate by noticing that multiplying 1/N times 2K counts twice the intersections between different stripes. Consider now any f ∈ L 2 ([0, 1]) such that f = 1. Then we get Expression (26) follows from the Cauchy-Schwartz inequality; (27) is a consequence of f = 1 and in the last equation we split the interval [0, 1] 2 into the sets A N and A c N , as described above and illustrated in Fig. 4 .
We can now bound both terms in (28) individually. For the first term, note that all the points (x, y) in A N are such that their ceiling belongs to the same Lipschitz block. Consequently, for these points
For the second term in (28), we use (25) and the fact that |D(x, y)| ≤ 1 to get
Replacing these two terms into (28) yields W N f − Wf ≤ ρ(N ). Since this bound holds for all functions f with unit norm, we recover (22) .
Proof of (23) . From the triangle inequality we get that
We have already bounded the second term in the right hand side of (29), so we now concentrate on the first term. Note that for any f ∈ L 2 ([0, 1])
where we defined γ j :
Note that S (N )
xN j ∈ {0, 1} and P
xN j | ≤ 1. By using this fact and the Cauchy-Schwarz inequality we get
Furthermore, we can characterize the sum of squares of ξ j (f ) as follows 
. Therefore, with probability at least 1 − 2δ
Combining this last result with (30) we see that with probability at least 1 − 2δ
Substituting (31) into (29) and recalling the result in (22) , yields the desired expression.
Proof of (24) . We finally show that (23) implies almost sure convergence. We start by restating (23) as
Further, pick any γ > 0 and define the infinite sequence of events
and by Borel-Cantelli lemma there exists a positive integer N γ such that for all N ≥ N γ , the complement of E N , i.e., |||S N − W||| ≤ γ + ρ(N ), holds almost surely. To see that |||S N − W||| → 0 almost surely we follow the ensuing argument. For any given deterministic sequence {a N } ∞ N =1 the fact that for each γ > 0 there a positive integer N γ such that for all N ≥ N γ , |a N | ≤ γ + ρ(N ) implies that a N → 0. In fact for all > 0, if we set γ = /2 and N := max{N γ , N ρ } (where N ρ is the smallest N such that ρ(N ) ≤ /2) then we get that for all N > N , |||S N − W||| ≤ . Hence, we can conclude that |||S N − W||| → 0 almost surely, as wanted.
Having proved the convergence for the graphon operators in the previous theorem, we are able to show a convergence result for centrality measures of graphons with a simple dominant eigenvalue.
Assumption 2 (Simple dominant eigenvalue).
Let the eigenvalues of W be ordered such that λ 1 ≥ λ 2 ≥ λ 3 ≥ . . . and assume that λ 1 > λ 2 .
We note that the in most empirical studies degeneracy of the dominant eigenvalue is not observed, justifying the above assumption. A noteworthy exception in which a non-unique dominant eigenvalue may arise is if the graph consists of multiple components. In this case, however, one can treat each component separately. we get
Under Assumptions 1 and 2, lim
be the ordered eigenvalues and eigenfunctions of W N and W, respectively. Note that |λ
Consequently, λ 
From the facts that λ 1 = λ 2 (by Assumption 2), |λ
Given that the eigenvector centrality functions coincide with these eigenfunctions, the result follows.
(c) For Katz centrality: Take any value of α < 1/|||W|||, so that M α = I − αW is invertible and c(x
The last implication follows from the differentiability of g :
where o(·) denotes asymptotic dominance in operator norm [48, Chapter 12] . Hence, To sum up, Theorem 2 shows that, on the one hand, the centrality functions of the finite-rank operators W N and S N can be computed by simple interpolation of the centrality vectors of the corresponding finite-size graphs with adjacency matrices P (N ) and S (N ) (suitably rescaled). On the other hand, such centrality functions c N (x) andĉ N (x) become better approximations of the centrality function c(x) of the graphon W as N increases. As alluded above, the importance of this result derives from the fact that it establishes that the centrality functions here introduced are the appropriate limits to the finite centrality measures, thus validating the presented framework.
Discussion and Future Work
Over the last decade, graphs of increasing sizes have been used to analyze and study large scale systems cutting across biological, social, and engineering sciences. In all these application areas, it is becoming increasingly evident that traditional methods may be insufficient for the analysis of very large systems due to computational, storage, or measurement constraints. In such scenarios it might be convenient to model and analyze a very large system by using a graphon as it provides an elegant and flexible modeling framework which is computationally tractable. We moved in this direction in our work as we 1) introduced suitable definitions of centrality measures for graphons, 2) showed how such measures can be computed for specific classes of graphons and, most importantly, 3) proved that the standard centrality measures defined for graphs of finite size converge to our newly defined centrality measures for graphons. We believe that while the results presented in this paper are an important first step towards a systematic analysis of centralities in graphons, many questions are still unanswered within the context of these three issues.
First of all, in this paper we focused on three specific centrality measures, while many others are present in the literature. Broadly speaking, centrality measures may be divided into two classes based on whether their definition involves algebraic quantities (such us eigenvalues, eigenvectors, etc.), or graph-theoretic notions (such as path length, shortest path, etc.). The centralities that we considered belong to the former class. We believe that similar extensions, based on properties of the integral operator associated to the graphon, are possible for all the measures belonging to this category of algebraically defined centralities, an important omission in this paper being the celebrated page-rank [20] . In contrast, the definition of centrality measures based on graph-theoretic concepts, such as betweenness or closeness centrality, appears to be a more challenging task since, for example, a suitable notion of path for infinite-size networks needs to be defined first.
Second, from a computational point of view, we have provided here explicit formulas to compute the centrality measures for two classes of graphons with finite rank, and a tractable example of a graphon with an infinite number of eigenvalues. It would be valuable to identify other classes of graphons where centrality measures can be computed. Further, it would be of interest to investigate the computational efficiency of such approaches, and examine how far they can be linked to the well-developed literature of linear integral operators and their relation to differential equations.
Third, we proved that the centrality measures defined for finite-size graphs converge to the newly defined centrality measures for graphons. Whether the associated convergence rate implied in the proof of Theorem 2 is optimal, is a question that would be of further practical interest. Moreover, the result of Theorem 2 is based on the assumption that we can observe one realization of the graphon of sufficiently large size, that is, a large enough network. It remains to be investigated what similar results can be obtained if instead a number of smaller (independent) graphs are available as obtained, for instance, by repeated measurements of the same network at different time points.
Finally, there are many theoretical and empirical questions that go beyond the work presented here. On the theoretical side, one could think of extending the definitions of centralities from traditional graphons further to more complex objects, such as asymmetric, sparse [45, 49, 50] and time-varying graphons [51] . Finally, evaluating the robustness of centrality measures to noisy observations and parameter uncertainties will be an interesting subject of future work [31] . It now suffices to show that W is bounded as this is equivalent to W being continuous (see Proposition 3 in Appendix B). Define for a fixed x the function W x : y → W (x, y). The Cauchy-Schwarz inequality implies that
3. We prove this by induction. According to point 2, the statement is true for k = 1. Suppose it is true for k − 1 then
4. Let K denote the set of nonnegative functions in L 2 ([0, 1]). Clearly K is a cone since µK ⊂ K for all µ ≥ 0 and
where cl(·) denotes the closure. Now consider a graphon W (x, y) such that W (x, y)dxdy = 0. Note that W is a positive operator with respect to the cone K, that is, WK ⊂ K, it is compact and has positive spectral radius r. Therefore the Krein-Rutman Theorem (Theorem 4 in Appendix B), tells us that r is an eigenvalue of W with corresponding eigenfunction ϕ r ∈ K / ∈ {0}. The last statement λ 1 = |||W|||, follows from the fact that λ 1 = r and for compact self-adjoint operators r = |||W|||, [52, Corollary 5.3, Chapter 2].
Proof of Proposition 1
Proof. Having shown the result for eigenvector centrality in the main body of the paper, here we show the results for degree and Katz centralities. Since it does not lead to confusion, we drop the subscript SBM in Q SBM and E SBM .
From the definition of degree centrality for graphons in (6), we have that
Further notice that from (12) it follows that P ij Q jj = E ij . Thus,
The result follows by substituting this into (36) .
In order to show the result for Katz centrality we leverage Remark 1. First, we show the following expression for repeated applications of the stochastic block model graphon
We show (37) by induction. Notice that from the definition of W SBM in (9), expression (37) holds for k = 1. Suppose now that it holds for k − 1, we then have that
Leveraging the fact that 1 Bt (z)1 B l (z) = 0 for t = l and 1 B l (z)1 B l (z) = 1 B l (z), we may discard the index t to obtain that
Notice that
Moreover, from the definition of effective connectivity matrix in (12) it follows that P il Q ll = E il . Hence, we have that
Finally, using that fact that
we recover (37), as wanted. We now use (37) to compute the Katz centrality for graphons as explained in Remark 1. More specifically,
where we have used the definition of E for the last equality. By noticing that
T E k 1, we may write
By computing the geometric series ∞ k=0 α k E k = (I − αE) −1 , the result follows.
Proof of Lemma 4
Proof. Assume that v is an eigenvector of E such that Ev = λv with λ = 0. We now show that this implies that ϕ(x) = m j=1 v j g j (x) is an eigenfunction of W with eigenvalue λ. From an explicit computation of (Wϕ)(x) we have that
Recalling the definition of E from (16) , it follows that
where we used the fact that v is an eigenvector of E for the second equality.
In order to show the converse statement, let us assume that ϕ is an eigenfunction of W with associated eigenvalue λ = 0. Then, we may write that
from where it follows that
where we have implicitly defined v i := λ −1 1 0 h i (y)ϕ(y)dy. Substituting (38) into this definition yields, for all i = 1, . . . , m,
By writing the above equality in vector form we get that Ev = λv, thus completing the proof.
Proof of Proposition 2
Proof. We are left to show the Katz centrality expression in (17) . We first prove by induction that
for all finite-rank operators W FR . The equality holds trivially for k = 1. Now suppose that it holds for k − 1, we can then compute
where we used Definition 5 for the last equality. We now leverage (39) to compute c k α using the expression in Remark 1,
as we wanted to show.
A useful variant of the Davis-Kahan theorem
The following technical lemma is used to prove the convergence of the eigenvector centrality for graphons and is a consequence of the Davis-Kahan sin θ theorem [53] .
Lemma 5. Take two linear integral operators L andL, with ordered eigenvalues {λ k } k≥1 , {λ k } k≥1 . Letφ 1 , ϕ 1 be the eigenfunctions associated with the dominant eigenvaluesλ 1 and λ 1 (normalized to norm one) and suppose thatλ 1 > λ 2 . Then
Proof. The angle between two elements f, g ∈ L 2 ([0, 1]) is defined as
Consequently,
If follows that the distance between two unit length functions f and g can be bounded by
as long as |Θ(f, g)| ≤ π/2. Note that, if f and g are eigenfunctions, this last requirement is not restrictive because eigenfunctions are defined up to their sign. By applying this to the eigenfunctionŝ ϕ 1 , ϕ 1 we get
Note that {φ k } k≥1 , {ϕ k } k≥1 are orthonormal and let 2 denote the subspace of R N consisting of all sequences x = (x n ) satisfying n≥1 x 2 n < ∞. Let us further define the operators
Using these operators we see that
where the last line comes from the spectral theorem for integral operators. Hence,
Equivalently it can be proven thatL = F 0L0 F * 0 + F 1L1 F * 1 . The eigenvalue of L 0 is λ 1 , while the eigenvalues ofL 1 are {λ k } k≥2 . Sinceλ 1 > λ 2 we get that the eigenvalues {λ k } k≥2 are excluded from the interval (λ 1 − δ,λ 1 + δ) where δ =λ 1 − λ 2 > 0. By Davis-Kahan (Theorem 5 in Appendix B) we then obtain
since |||E 0 ||| = |||F * 1 ||| = 1 as E 0 and F 1 are isometries. Indeed, E * 0 E 0 = ϕ * 1 ϕ 1 = 1 and
, and therefore E 0 f = 1 and
. Overall we have proven that
where we used the reverse triangular inequalitŷ
Appendix B: Mathematical background
For completeness, we provide a self-contained review of the mathematical tools required in the proofs of our results. The subsection on bounded linear operators is a condensed overview of concepts detailed in, e.g., [52, 54, 55] . The subsection on perturbation theory introduces concepts necessary for a formal statement of the sin θ theorem of [53] in the case of compact operators.
Bounded linear operators in Hilbert space
Let us start by introducing some basic notions regarding linear operators in metric spaces.
Definition 8. Let X , Y be normed linear spaces and let L : X → Y be a linear operator.
(c) L is bounded if there exists a finite M ≥ 0 such that, for all f ∈ X ,
Note that Lf is the norm of Lf in Y, while f is the norm of f in X . Lx, y = x, L * y for all x ∈ X , y ∈ Y.
Definition 9. Let X be a Hilbert space and L ∈ B(X ).
(a) L is self-adjoint if L = L * i.e. Lx, y = x, Ly for all x, y ∈ X .
(b) L is compact if it maps the unit ball in X to a set with compact closure.
We are now ready to state the spectral theorem for compact operators. We conclude this subsection with a generalization of the Perron-Frobenius theorem to linear operators in Hilbert space. Let us first introduce some additional notions used in the statement of the result. A closed convex set K ⊂ X is called a cone if λK ⊂ K for all λ ≥ 0 and K ∩(−K) = {0}. If the set {u − v : u, v ∈ K} is dense in X , then K is called a total cone. 
Perturbation theory for compact self-adjoint operators
The natural definition of the angle between two nonzero vectors ϕ andφ in a Hilbert space X is the number Θ(ϕ,φ) = cos More generally, one can extend this definition of angle to subspaces spanned by eigenfunctions. This will be particularly useful in situations where we are interested in a compact self-adjoint operator L but we only have access to a modified operator L = L + H. Indeed, in this case one way to measure how close these operators are is to measure the angle between subspaces spanned by their eigenfunctions. Let us introduce some notation in order to formalize this. We write the subspace (eigenspace) spanned by the eigenfunctions {ϕ k } m k=1 of L by [E 0 ] := [ϕ 1 ϕ 2 . . . ϕ m ]. We denote the projector of [E 0 ] by P 0 = E 0 E * 0 = m k=1 ϕ k ϕ * k and its complementary projector by P 1 = E 1 E * 1 . Now any vector x ∈ X can be written as
where x 0 = E * 0 x and x 1 = E * 1 x. We therefore say that x is represented by
x 0 x 1 . The corresponding notation for an operator L : X → X is
where LE 0 = E 0 L 0 and LE 1 = E 1 L 1 . Similarly, we can consider the eigenspace [F 0 ] spanned by the eigenfunctions {φ k } m k=1 of L + H and write
The problem of measuring the closeness between the eigenspaces [E 0 ] = P 0 X and [F 0 ] = P 0 X can be tackled by looking at the angle between these subspaces. To do so, we can define a diagonal operator Θ 0 using the principal angles between E 0 and F 0 , i.e., cos −1 (s 1 ) . . . We are now ready to state the Davis-Kahan sin θ theorem. Note that the above theorem holds even for non-compact operators. Indeed, one might consider more general orthogonal subspaces defined through their projectors, which in turn might not be written as countable sums of the product of the elements of an orthogonal basis [53] .
