Abstract-This paper presents a hybrid approach by a combination of particle swarm optimization (PSO) and parallel simulated annealing (PSA). PSO is a population based heuristic method that sometimes traps in local maximum. To cope with this problem, we used simulated annealing. However, since SA is extremely greedy regarding the number of iterations, a parallel approach can be used to decrease total iterations. In this article, we used discrete PSO to achieve a good local maximum. Then parallel SA (PSA) is employed to escape from this locality. Study on the n-queens problem shows that PSO-PSA is promising in solving constraint satisfaction problems.
INTRODUCTION
A constraint satisfaction (CSP) is defined by a set of variables and a set of constraints. Variable has a nonempty domain of possible values. Each constraint involves some subset of the variables and specifies the allowable combination of values for the subset. A state of the problem is defined by an assignment of values to some or all variables. A complete assignment is one in which every variable is mentioned, and a solution to CSP is a complete assignment that satisfies all the constraints. Some CSP problems also require a solution that maximizes an objective function [1] .
The n-queens problem is a CSP that consists of placing n queens on an N × N chess board, so that they do not attack each other, i.e. on every row, column or diagonal, there is only one queen. Its complexity is O(n!) [2] [3] . There are many heuristics for solving n-queen problems, some of these heuristics cooperate better with some search methods than the others. The complexity of heuristic used in this paper is O(n). There are also several search strategies for n-queens problem such as Depth First Search, Beam Search, Branch and Bound, local search methods and Evolutionary algorithms (EA).
Particle Swarm Optimization (PSO) and Simulated Algorithm (SA) are well known heuristic methods that both are inspired from real phenomenon. There are many optimization problems, which have been solved with these two algorithms.
The sections of the paper are as follows: Section II reviews the basic and discrete forms of PSO. The sections III and IV review the SA algorithm and its parallel approach, respectively. In section V we described our hybrid algorithm, and section VI summarizes experimental results. Finally, conclusions and future works are presented in VII.
II. PARTICLE SWARM OPTIMIZTION

A. Basic PSO
The Particle Swarm Optimization (PSO) [Kennedy and Eberhart, 1995, Eberhart et al.,2001 ] evolved from an analogy drawn with the collective behavior of the animal displacements [4] . The system is initialized with a population of random solutions and searches for optima by updating potential solution over generation. In PSO, the potential solutions, called particles, "fly" through the problem space by following the current better performing particle [2] . The solution updating can be represented by the concept of velocity [5] . By definition, a velocity is a vector or, more precisely, an operator, which, applied to a position (solution), will give another position. It is in fact a displacement, called velocity because the time increment of the iteration is always implicitly regarded as equal to 1 [6] . Velocity of each particle can be modified (updated) by the following equation:
Where v i k is velocity of particle i at iteration k, w is weighting function, c j is weighting coefficients, rand is random number between 0 and 1, s i k is the current position of particle i at iteration k, pbest i is the best state of particle i andnbest i is the best state among the neighbors of particle i (until iteration k) [5] . A general flowchart of basic PSO is shown in Fig. 1 .
B. Discrete PSO
The basic PSO treats nonlinear optimization problem with continuous variables. However, practical engineering problems are often formulated as combinatorial optimization problems. Kennedy and Eberhart developed a discrete binary version of PSO for these problems. They proposed a model wherein the probability of an agent's (particle) deciding yes or no, true or false and 0 or 1 by the following factors:
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V3-84 The parameter v, a particle's tendency to make one or the other choice, will determine a probability threshold. If v is higher, the particle is more likely to choose 1, and lower values favor zero choice. Such a threshold requires staying in the range [0, 1]. The proper function for this feature is the sigmoid function:
Like the basic continuous version, updating formula for the binary (discrete) version of PSO can be described as follows [5] (5) where rand and ρ are random numbers in 0,1]. The entire algorithm of the binary version of PSO is almost the same as that of the basic continuous version ( Fig. 1 ) except for the above equations [5] .
III. SIMULATED ANNEALING (SA)
In statistical mechanics, a physical process called annealing is often performs in order to relax the system to a state with minimum free energy [8] . The idea to use annealing technique in order to deal with optimization problems gave rise to the simulated annealing technique. It consists in introducing a control parameter in optimization, which plays the role of temperature. The "temperature" of the system to be optimized most have the same effect as the temperature of the physical system: it must condition the number of accessible states and lead to the optimal state, if the temperature is lowered gradually in a slow and well controlled manner (as in the annealing technique) and towards a local minimum if the temperature is lowered abruptly. The flowchart of the algorithm is shown in Fig. 2 [9].
If ∆E≤0 (i.e. new state is better than the current state) the modification will be accepted, when ∆E>0 if the probability exp(-∆E⁄T) is greater than a random number drawn uniformly between 0 and 1, the modification, making the state worse, also will be accepted (Metropolis rule [9] ).
By repeatedly observing the rule of acceptance, described above, a sequence of configurations (states) is generated, which constitutes a Markov chain (in a sense that each configuration depends on only that one which immediately precedes it) [9] .
IV. PARALLEL SA (PSA)
Parallel SA algorithm can be implemented in two forms: division and clustering.
A. Division algorithm
Let np denote the number of processors in the parallel machine. A simple, effective way of parallelizing the SA algorithm consists in dividing the effort in generating the corresponding Markov chain (discussed later) over the np processors: each processor performing N k /n p trials. In order to keep the main characteristic of the SA algorithm, at each temperature level, when all processors finish processing their individual tasks, the incumbent optimal solutions are sent to the master node (nodep=0), which then selects the best one and broadcasts the results to all other processors p = 1, . . . , np -1 . The communication requirements of this algorithm are relatively small, which means that the potential for efficiency is high. The quality of the solution depends on the number of processors used in the parallel computation.
B. Clustering algorithm
In this case, in contrast with the division algorithm discussed above, the sequential nature of the SA algorithm is strictly observed, as the np processors evaluate the N k trials in a cooperative way, which means that all processors always work with the same current solution. Thus, whenever one processor accepts a new incumbent, it is communicated to all the other processors. This parallelization approach is less efficient at high-temperature levels where the frequency with which new current solutions are accepted is relatively high. The opposite happens at lower temperature levels where very few acceptances are performed and thus the algorithm presents best performance. A good alternative consists in using a hybrid division/clustering algorithm. The process is started as a division algorithm and then switches to the clustering algorithm, which is executed for lower temperature levels. The point at which the switching to the clustering algorithm occurs is based on the observed acceptance rate [11] . Here this hybrid manner is used.
V. THE HYBRID ALGORITHM (PSO-PSA)
According to the diagram of our method (Fig. 3 ), PSO and parallel SA algorithms were implemented consecutively. The objective functions of the two algorithms are the same. Diagram shows that PSO works with four particles.When PSO stopped (asa local maximum is reached),the master process of SA takes state of the best particle from PSO, and after generating the initial temperature, it performs sufficient iterations (the number of Markov chains and their lengths), gives the slaves the temperature, current state, Markov length (divided by the number of processes for the division algorithm) and a variable that shows the parallelism type (division or clustering). In the following paragraphs, the important parameters and steps of the algorithm are represented.
A. Representaiton of problem states
For adaptation between the problem and discrete PSO, states were represented by log(n)×n binary matrices for n×n chess boards. Notice that this representation is used only when we want to update the state according to formulas (4) and (5), whereas for other parts of the algorithm these state representations will be transformed to one dimensional, by using a function with a time complexity of O(n). Position of each queen in a chess board is shown in a binary matrix by representing the binary form of the rows' number in the corresponding columns. For example, the 4 4 chess board in 
B. Determining the local maximum of PSO
The algorithm traps in local maximum in PSO part when the evaluation of nbest, pbest and current state are equal for each particle for several numbers of iterations.
C. Number of particles
Since there is no analytical method to determine the number of particles in PSO accurately, different numbers were tested, and we concluded that four particles could beappropriate for the problem, because in higher particle numbers, evaluation of nbest, pbest and current state don't decrease uniformly for each particle and in lower numbers the locality was reached too early. Fig. 2 the modifications of the states in each temperature stage should be sufficient to receive the thermal equilibrium (i.e. no more move can decrease the evaluation of the state) in that temperature. After the thermal equilibrium, the temperature decreases by a coefficient (e.g. 0.99). Here the number of temperature stages (Markov chains) is a function of dimension of the problem state, and the number of possible moves in each stage (Markov length) is the product of problem'sdimension and the stage index.
D. Markov chains According to
The initial temperature, in the beginning of SA part, is generated by using the evaluation of the best state (bestEvaluation), the formula is as follows [11] : T=(0.001)×(bestEvaluation)/(-log(0.15)) (6) The coefficients are appropriate to avoid from an initial divergence of SA processes, i.e. the state doesn't go to very bad situations.
E. Steps of the hybrid algorithm
The algorithm consists of two parts (PSO and PSA). Detailed steps are as follows:
1. Generate four particles with random initial states and velocities; 2. Perform the updating procedures (according to formula 4 and 5) for each particle; 3. If the local maximum is not reached, go to 2; otherwise go to 4; 4. Select the particle with best state; 5. Start master process of SA by using the best state; 
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6. Generate the initial temperature (T0) with (6) Here, the threshold of acceptance rate is 0.0003.
VI. EXPERIMENTAL RESULTS
Parallel part of PSO-PSA algorithm is implemented by multithreading method in java and tested by chess boards for different dimensions. The results are shown in the tables, I, II, III, IV and Fig.6 . All results are the average of 10 runs of the algorithms. Table I shows the number of iterations required to achieve a good local maximum in the PSO part. (that is when the evaluations of nbest, pbest and current state are equal in 25 times). Figure 6 .Iterationsnumber of the proposed algorithm, implemented by different number of threads, for different dimensions.
From table II and III, IV we can understand that PSO-PSA is more efficient than PSA, PSO-SA, SA, especially when the number of thread increases. This efficiency is more significant in high dimensional problems. The diagram shows that by increasing the number of processes, we gain more benefits of the parallelism approach.
VII. CONCOLUSION
The n-queens problem is good for testing new heuristic algorithms and comparing them with old ones. The results show that n-queens problem can be solved with a reasonable iteration number by PSO-PSA in comparison with PSA, PSO-SA and SA by an increasingly ratio for higher dimensions. This means that when the dimension becomes larger PSO-PSA achieves to a global maximum (zero fitness evaluations here) faster.
The advantage of parallelism can be seen when thread numbers increases.
We are optimistic that this hybrid algorithm is useful for solving other CSP problems (e.g. Graph Coloring, Time Scheduling, etc.).
The algorithm has many parameters such as the number of particles, enough PSO iterations, initial temperature, length of temperature stages, decreasing rate of temperature, number of processes, acceptance rate, etc., to be adjusted. Here, these parameters are determined by statistical tests. This work (adjusting parameters) can be done more precisely by neural networks.
