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ABSTRACT 
For every formally real field F the following holds: I(F) < CC iff ud(F) < x iff Cd(F) < CC off 
e(F) < cc iff there exists i E N\(O) such that a(i) < co iff for every i E N\{O} we have that $,~(i) < 
xj iff there exists cz E C(F) such that c(F, N) < 0~. The conditions ‘F satisfies Bj’ and ‘2 < c(F, c>) < 
30 for some (1 E C(F)’ imply that the following holds: c(F, 9) < c(F) < n 5 c(F, $) + 2 5 r(F) + 2 
for all n E {I(F) = 1 + y,(l), _, i + ,3F(i), I(F) - 1 + 3~(1(F) - I), id(F).ud(F)} and for all 
,j t C(F). 
I. INTRODUCTION 
This paper will study relations between invariants of formally real fields F. We 
give the definitions of these invariants. 
(i) ([3], 2.4 and 2.9) Let i > 1. Th en i + @F(i) = sup{dim(q) 1 q E qt i -q_ 
where q+ and q- are totally positive, q is anisotropic and dim(q+) = i}. 
(ii) ([l], Section 1 and [3], 2.6) I(F) = inf{n E N 1 If q : F” + F is any totally 
positive quadratic form then D(q) = C(F)} with the convention inf 0 = 00. 
(iii) ([3], 2.3) id(F) = sup{dim(q) 1 dim(q) = 0 or q ” q_+ I -q_ where q- 
and q_ are totally positive and q is totally indefinite and anisotropic}. 
(iv) ([3], 2.2) d(F) = sup{dim(q) 1 q 1s anisotropic and q g qc I -q wit11 
q+ and q_ totally positive and dim(q+) = dim(q_)}. 
(v) ([4], 2.1 and 2.3) If Z(F) < cc then C(F) = min{m E N 1 If iu’ E C(F) and 
q : F”’ + ’ + F is a totally positive quadratic form then q E (u)<<w>> i ql for 
some a E F and for some quadratric form 41). 
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These invariants have been studied in [3], [4], [5], [6] and in [7], always under the 
assumption that Z(F) < 00. The invariant I(F) independently has been defined 
by R. Baeza in [l] and by the author in [3]. The invariant I(F) also has been 
studied in [l]. In this paper we will use the following invariant: 
(vi) c(F) = inf{m E N 1 If w E C(F) and q : Fm+l -+ F is a totally positive 
quadratic form then q g (u)<<w>> _L q1 for some a E @ and for some quadratic 
form 41) with the convention inf 8 = 00. 
Several estimates for Z(F) have been proved in Section 4 of [l] and in Section 2 
of [4]. In 2.6 we will extend these results, using new invariants c(F, a). We will 
introduce these new invariants in 2.2. In 2.9 we will prove that Z(F) < cc iff 
there exists i E N\(O) such that &(I’) < m iff ud(F) < 00 iff tid(F) < 00 iff 
c(F) < cc iff we have that /3~(1’) < cc for every i E N\(O). We also will prove 
that Z(F) < 00 iff there exists cx E C(F) such that c(F, a) < 00 iff c(F, cx) < 00 
for all a E C(F). One of the results of 2.7 is the following. Suppose that F sat- 
isfies B3 and 2 5 c(F, cx) < 00 for some Q E C(F). These conditions imply that 
c(F, CE) 5 Z(F) 5 c(F, CE) + 2. We will extend this result in Section 3. In 3.7 we 
will prove that the assumptions F satisfies B3 and 2 I c(F, cx) < 00 for some 
Q E C(F) imply that the following inequalities hold: c(F,P) < c(F) 5 n 5 
c(F,/3) + 2 5 c(F) + 2 for all IZ E {Z(F) = 1 +&(l), . . . , i + &(i), . . . , Z(F) - 
1 + &(Z(F) - l), cd(F), ud(F)} and for all p E C(F). 
Throughout this paper we will follow the notations of [S] and of [9]. F will de- 
note a formally real field. So there exists at least one ordering on F. If > denotes 
an ordering on F and if q : F” + F is a quadratic form on F, then s,(q) will 
denote the signature of q induced by >. We denote C(F) for the subgroup of k 
consisting of all sums of squares. The quadratic forms will be nonsingular. We 
will denote Fed(F) = {q E’ q+ _L -q_ where q+ and q_ are totally positive}. 
2. FIELD INVARIANTS 
One says that F satisfies B,, iff D(cp) = C(F) for all totally positive (n - l)-fold 
Pfister forms cp, see Section 5 of [2]. Equivalently, F satisfies B,, iff every Pfister 
form ((WI,. . . ,w,_t,--w,,)) with wi,. . . , w,, E C(F) is hyperbolic. We have that 
F satisfies B1 iff ((- w>> is hyperbolic for every w E C(F). We remark that for 
every n E N, n 2 2 there exists a formally real field F with I:(F) = (0) and 
c(F) = C(F) = 2 n, see [7], 3.5. And it is well known that Z:(F) = (0) implies 
that F satisfies B,,. 
Lemma 2.1. (i) Suppose that i 2 1 and that /3F(i) < m. Then we have that 
c(F) I i + /&(I’). 
(ii) If2 5 ud(F) < oo then c(F) 5 ud(F) + 1. 
Proof. (i) Denote n = i + ,DF(i). Let q s (WI,. . . , w,+ 1) be totally positive and 
let w E C(F). Let 
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PZ (-WW,,...,-WWi,Wi+,,...,Wn+,). 
This form p is isotropic so 4 @$ F(J- w is isotropic. Since q is anisotropic, we ) 
can apply [8], VII, 3.1. So q % (a)((w>>l_u for some a E C(F) and for some 
quadratic form g. This implies that c(F) 5 n. 
(ii) ud(F) 2 2 implies that ud(F) E 2N and P~(iud(F) + 1) 5 $ud(F). 
Now apply (i). 0 
Definition 2.2. Let Q E fi\ - k2. Define the following: 
(i) C(F,a) = {H E N 1 If q : F”+’ -+ F is totally positive then 
q 8 F( J( -ai)) is isotropic}. 
(ii) c(F, (_y) = inf{n E C(F, a)} with the convention inf(8) = 03. 
Remark 2.3. (i) 0 # C(F, a:) and this implies that c(F, o) > 1 for every 
W&\-i+ 
(ii) Suppose that o E @\ - >2 and Q $ C(F). This implies that there exists 
an ordering > such that (Y < 0. So this ordering extends to F( J( --a)), see [9], 3, 
1.7 and 1.10. Reciprocally, any ordering on F( J( --a)) induces an ordering on F 
satisfying a: < 0. So if q : F” + F is a totally positive quadratic form then q @I 
F( J( -a)) is totally positive and anisotropic. This implies that c(F, a) = co. 
(iii) It is obvious that c(F,/3) 5 c(F) for every p E C(F). Suppose that 2 5 
c(F) < co. Then there exist a totally positive quadratic form q : FccF) -+ F and 
an element Q: E C(F) satisfying q @ F(J(-a)) is an anisotropic quadratic 
form. So c(F) - 1 6 C(F,(Y) and c(F,cx) > c(F). This proves that c(F) = 
max{c(F, P) 1 P E W?). 
(iv) Let w E C(F), (Y E j\ - k2 and denote K = F(J(-CY.)). The quadratic 
form (1, w) @ K is isotropic iff -w E k2 iff -w E k2 U -ak’, see [8], VII, 3.4. 
Since F is formally real, we have that -w 6 k2. So (1, w) @ K is isotropic iff w E 
ap2. This proves that c(F, cx) = 1 iff a: E C(F) = fi2. And [3], 2.12 proves that 
the following holds: 
c(F, ,0) = 1 for some p E C(F) iff c(F, /3) = 1 for all /3 E C(F) iff C(F) = F2 
iff I(F) = 1 iff ud(F) = 0 iff u(F) = 0 iff tid(F) = 0 iff F satisfies B1 iff c(F) = 1. 
(v) 2 < l(F) iff c(F,a) 2 2 for all (Y E C(F) iff c(F,a) > 2 for some N E 
C(F). Suppose that 2 5 Z(F) < 03. It is obvious that pi = 0 for all i 2 I(F) 
and that pi 5 I(F) - 1 for all i E (1,. . ,1(F) - l}, see 2.14 of [3]. Finally, 
2.1(i) proves that 2 < c(F, a) < c(F) <_ i + /?~(i) for all i L 1 and for all (-Y E 
C(F). Choosing i = 1 we have that 2 5 c(F, N) 5 c(F) 5 I(F). 
(vi) I(F) = 2 implies that c(F, a) = c(F) = 2 for all ck E C(F). 
In Lemma 2.4 we will prove that F satisfies B,, + 1 if any totally positive n-fold 
Pfister form represents all elements of DF(( 1, cy)) for some Q E C(F). For 
completeness we give a corresponding statement, where ‘F satisfies A,’ has been 
defined in Section 4 of [2]. 
Lemma 2.4. Let k be anyjield and n 2 1. 
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(i) Suppose that cx E k and that any n-fold Pfisterform represents all elements 
of Dk (( 1, a)). Then the following holds: 
(1) a E E(k) and D((cw) 1 j( 1)) C D(q5) for every j 2 1 and for every 
n-fold Pfister form 4. 
(2) k satisfies A, + 1. 
(ii) Suppose that F is formally real, (Y E C(F) and that any totally positive 
n-fold Pfister form represents all elements of Dr( (1, a)). Then the following holds: 
(1) D((a) lj(l)) C D(4) f or every j 2 1 and for every totally positive 
n-fold PJister form 4. 
(2) Fsatis$es B,,, 1. 
Proof. For (Y = 1 statement (i)(l) is Theorem 1.6 of [S] Chapter XI and (ii)(2) is 
Lemma 5.2 of [2]. For any cx E k statement (i)(2) is in [2], 4.3. The proof of [8], 
XI, 1.6 can be adapted for proving (i)(l) and (ii)(l). We will give the induction 
argument in the case (ii)(l). So suppose that (ii)(l) holds for j - 1 > 1 and 
suppose that c E D((a) I j(1)). Let 4 be a totally positive n-fold Pfister form. 
We have that c = ax* + y* + a for some x, y E F and for some a E 
D(( j - l)( 1)) U (0). Suppose that ax* + a # 0. Then induction asserts that 
ax*+a E D(d). Since Q E D(4), we have that (ax)*+ cxa E D(4) so (ax)*+ cxa = 
t* + b for some t E F, b E D(c$‘) U (0). And cxc - b = ay* + t*. Suppose that 
b # 0 so b E D($‘) C C(F) and 4 z ((b))o for some (n - I)-fold totally positive 
Pfister form 0. If cxy’ + t* = 0 then ac = b E D(4) so c E D(4). Suppose that 
cry* + t* # 0. We have that ((-cxc>)d E ((-(t* + cxy*)>>((ocb(t* + cuy*)))o. The 
assumption t* + ay* E D(((cycb(t* + cxy*)>>o) implies that ((-a~>>4 is hyper- 
bolic. So ac and c are elements of D(4). q 
Lemma 2.5. Let n 2 1, cy E C(F) and c(F, CI) < 2n. Then FsatisJies B,,+ 1 
Proof. Let 4 be any totally positive n-fold Pfister form. F is formally real im- 
plies that 4 is anisotropic. And 4 @ F(J(-a)) is isotropic. This implies that 
4% (a)(l,a)l$ f 1 or some a E P and some totally positive quadratic form $1, 
see [8],VIJ, 3.1. Now a E D(4) = G($) so 4 z (1,o) _L (a)4I. So [Y, n and F sat- 
isfy the conditions of 2.4(ii) and this implies that F satisfies B,+ 1. q 
Theorem 2.6. Suppose that CI E C(F), 2 5 c(F, o) < CXI, i > 1 and 
D(2”((a,b))) = C(F) for all b E C(F). Then /3~(1) < (2’ - l)c(F,a) + 1 and 
Z(F) < (2’ - l)c(F, cy) + 2. 
Proof. Let m = (2’ - l)c(F, GE) + 2. Suppose that q : F” + F is a totally posi- 
tive quadratic form. Denote q1 E q I (2’-’ - 1)((a)) I (a). So q1 is a form in 
(2’ - l)c(F, a) -I- 2’ + 1 variables. In this situation [l], 4.3 proves that q1 N 
(a)2’- ‘((a, b)) I p for some a, b E C(F) and for some totally positive form p. 
Since D(2’- ‘(((Y, b))) = C(F) f or all b E C(F), we have that (a)2’-‘((a, 6)) 3 
2’- 1 ((a, b)), see [8], X, 1.7. We have that 
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q1 = (2’-’ - l)((ck:>>I (a!) I(1) I (b)2’-‘((cr>Ip 
So Witt’s Cancellation Theorem proves that q Y (1) i (h)2ip’((a)) J_ p, see [8], 
I, Theorem 4.2. This proves that C(F) C D(q). This implies that I(F) 5 
(2l - l)c(F, (Y) + 2. 0 
Corollary 2.7. Suppose that 2 5 c(F, GE) < o= for some Q E C(F) and that F 
satis$es B,, for some n 2 3. Then c(F, a) 5 I(F) < (2’le2 - l)c(F, n) + 2. In 
particular, the condition n = 3 implies that c(F, (1) < I(F) 5 c(F, Q) + 2. 
Remark 2.8. (i) Suppose that F satisfies B2. Then any totally positive Pfister 
form ((w>> represents all of C(F) so I(F) < 2. 
(ii) If F satisfies B1 then any form ((-w>> with w E C(F) is hyperbolic so 
C(F) = k’ and I(F) = 1. 
In the following, we will describe relations between results of this paper and of 
[l] and [4]. 
Suppose that cy E C(F), 2 5 c(F,a) < cc and 0(2’- ‘((cr,b>) = C(F) for all 
h E C(F). With the methods of [4], 2.16 we only can prove that I(F) 5 
(2’ - l)c(F, cx) + 2’. The idea of replacing q by q I (2’- ’ - 1)((a)) I ((Y) in the 
proof of 2.6 comes from the proof of 4.6 in [l]. 
We will compare statements of 2.7 and of [l], 4.6. Suppose that F satisfies the 
conditions of [I], 4.6. That is: F is formally real, u(F) < DJ and Zln+ I(F) = {0} 
for some n > 1 (we delete the case n = 0). Then [l], 4.6 proves that I(F) 5 
(2”-’ - l)tl(F) + 2”-’ + 1. Now I:“(F) = (0) implies that F is B,+ I. If 2 < 
u(F) < 00 and (Y E C(F) then 2 < c(F, CYI) < u(F) + 1. One easily sees this. using 
the method of proof of [l], 4.1. Another proof can be given by applying 2.1 (ii) 
and 2.3(iii), (iv), this leads to 2 5 c(F, CY) < c(F) 5 ud(F) + 1 5 u(Fj + 1. If 17 2 
2then2.7provesthatZ(F)<(2”-‘-l)c(F,cu)+2~(2”~’-l)(u(F)+1)+2= 
(2’- ’ - l)u(F) + 2”-’ + 1. If in addition ;3F(i) = i for i = iud(F) then 
c(F,tr) < c(F) 5 ud(F) < u(F). In this case 11 12 and 2.7 prove that I(F) 5 
(2flp’ - l)zl(F) + 2. We have that [jF(i) = i for i = 4 ud(F) in the situation 2 < 
I(F) < cxj and F satisfies B3, see [6], 2.7, 2.9 and 2.10(v). 
We study 4.9 of [l]. The conditions (I E C(F) and ~(F(&<Y)) < x 
imply that u(F(J-0)) E C(F,(Y) and ~(F,(Y) 5 ~(F(&-cY)). Suppose that 
u(F(J-(1)) 5 2” for some n 2 0. So [l], 4.9 proves that l(F) < 1 + (2” - 1)’ 
and n = 2 implies that I(F) 5 6. Now U( F( ,,- GJ)) < 2’* asserts that Zr ‘- ’ (F) == 
{0}, see [2], 6.2. This implies that F satisfies B,_I. Suppose in addition that 
c(F, 0) > 2 and n > 2. In this situation, 2.7 proves that I(F) 5 (2” ’ ~ 1) 2” + 3 < 
1 - (2” - 1)‘. In particular, n = 2 implies that I(F) < 6. 
Theorem 2.9. The,following conditions are equivalent: 
(i) There exists i E N\(O) such that OF(~) < 30. 
(ii) c(F) < o(j. 
(iii) c(F.(r) < mforallcr E C(F). 
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(iv) There exists (Y E C(F) such that c(F, cz) < 00. 
(v) 1(F) < co. 
(vi) For every i E N\(O) we have that pF(i) < 00. 
(vii) ud(F) < co. 
(viii) cd(F) < 00. 
Proof. (i) implies (ii). See 2.1(i). 
(iv) implies (v). Suppose that c(F,a) < 2” for some IZ > 1. 2.5 proves that F 
satisfies B,, + 1. Apply 2.3(iv) for the case c(F, c~) = 1, apply 2.7 for the situation 
2 5 c(F, a) < 00 and IZ 2 2 and apply 2.8 in case n = 1. 
(v) implies (vi). If l(F) = 1 then /3F(i) = 0 for all i. If 2 5 l(F) < 00 then 
pF(i) = 0 for i 2 I(F) and ,&(I’) < I(F) - 1 for 1 < i 2 Z(F) - 1. 
(vi) implies (vii). We have that I(F) = 1 + &(I), so 1(F) < 00. If l(F) = 1, 
then ud(F) = 0, see 2.3(iv). If Z(F) 2 2, then [3], 2.14(c) asserts that ud(F) < 
21(F) - 2. 
(vii) implies (i). If ud(F) < KI, then ud(F) E 22 and ,L?F( iud(F) + 1) < 
$ ud(F), see [3], 2.14. 
(v) implies (viii). If I(F) = 1 then z’id(F) = 0, see 2.3(iv). If I(F) > 2 then 
tid(F) 5 21(F) - 2, this follows from [3], 214(b). 0 
3. THEOREMS 
In this section, we extend results of [6]. Section 2 of [6] gives several theorems 
which involve the invariant C(F). We will try to replace ‘C(F)’ by ‘c(F, a) for 
some Q E C(F)‘. 
Theorem 3.1. ZfFsatisfies B3, (Y E C(F) and2 5 c(F, a) < CXJ then c(F, a) E 22. 
Proof. The proof of [6], 2.19 easily can be adapted. q 
Theorem 3.2. Let the anisotropic quadraticform q : F” -+ F satisfy: q % q+ -L-q_ 
for some totally positive quadratic forms q+, q_ with dim(q+) = i 2 1 and 
dim(q_) = j 2 1. Denotedet(q) = (-l)‘Sp’. Then thefollowingstatementshold 
(i) 6 E C(F). 
(ii) Suppose in addition that Fsatisjies B3 and that q satisfies (1) or (2). 
(1) iisoddandi+j E 4N. 
(2) i is even and i + j E 4N + 2. 
Then we have that c(F) 2 c(F, S) 2 i + j. 
Proof. (ii) Condition (1) as well condition (2) implies that n > 4. 
If j is even then j 2 2 and we denote q- g q-,2 I (w, a) 2 q-, 1 I (w), q1 3 
q+ 1 (@q-,2 1 (-w), q2 3 q+ 1 (Vq-,2 -L (-w, -0) and go 2 q+ 1 (@q-,2 In. 
So det(q2) = Sk2. 
If j is odd then we denote go E q+ I (6)q_, q- G+ q-,2 I (w) and q1 2 q2 N 
q+ _L (@q-,2 _L (-w). In this situation we have that det(q2) = (-S)fi’. 
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Assume that c(F, S) < i +j. Since i +j and c(F, 6) are even, we have that 
dim(qo) > c(F, 6) + 1. So ql @ F(J(4)) E qo 63 F(J(--6)) and qo @ F(J(-6)) 
is isotropic. 
(I) Assume moreover that q2 is anisotropic. Now q1 is anisotropic, so [8], 
VII, 3.1 proves that q1 2 (x) (1,s) I p1 for some x E p and some quadratic form 
pi of positive dimension. Since s,(ql) = dim(qi) - 2 we have that x E C(F). So 
[4], 2.12 proves that pi E Fed(F). So q2 2 (x) (1,s) I p for some p E Fed(F). We 
will prove that -C(F) E D(p). We have that det(p) = (-1)‘&‘2, so p E 12(F). 
Moreover, D(p) fl -C(F) # 0. So [6], 2.6 proves that -C(F) C D(p). This as- 
serts that q2 is isotropic. 
(II) Now suppose that q2 is isotropic. This implies the following. 
If j is odd then there exist r E D(q+) u {0}, p E D(q_,2) u {0}, v E D((w)) u 
(0) satisfying 7 f f5p - v = 0 non-trivially. 
If j is event then there exist r E D(q+) u {0}, p E D(q_,2) u {0}, v E 
D( (w, n)) U (0) satisfying T + Sp - v = 0 non-trivially. 
If p = 0 then q is isotropic. So I_L # 0 and q % (-p) (1,S) _L p2. And since p E 
C(F), we have p2 E Fed(F). As in (I) we have that E E Z2(F) and D(p2) n 
C(F) # 0. So C(F) C D(p2) and q is isotropic. 
This proves that c(F, S) 2 i +j. u 
Theorem 3.3. Suppose that F satisfies B3. Suppose in addition that j 2 1, 
,8~(j) 2 1 and j + /IF(j) = 2n + 1 for some n 2 1. Then j + /3F(j) - 1 = c(F) = 
C(F) = c(F, cx)for every cy E C(F). 
Proof. Choose Q E E(F). We have that 2 5 pF(j) + 1 5 l(F). And 2.9 proves 
that Z(F) < 0~). 
(1) Suppose that j = 1. Since 3 5 I(F) < CO, 2.3(v) proves that 2 5 
c(F,cr) 5 c(F) = C(F) 5 1(F) < CO. So 2.7 proves that c(F,cy) 5 c(F) 5 
1(F) 5 c(F, CY) + 2. Now apply 3.1 and [6], 2.19. So c(F, a) = c(F) = C(F) = 
Z(F) - 1. 
(2) Suppose that j > 2. There exists an anisotropic quadratic form q ” 
q+_ I -q_ satisfying the following. The forms q+ and q_ are totally positive, 
dim(q+) = @F(j) and dim(q_) = j. [4], 4.3 proves that -C(F) G D(q). Denote 
det(q) = (-l)jSp2, so S E C(F). We can write q E (-4ct) I q1 for some q1 E 
Fed(F) satisfying det(qt) = (-l)j-‘ak2, see [4], 2.12. And [6], 2.7 proves the 
following. If /3F(j) is odd then j + /I,(j) E 4N + 1, if pF(j) is even then 
j + ,BF( j) E 4N + 3. We can write q1 E q+, 1 I -qp, 1 for some totally positive 
quadratic forms q+, ,, q_, 1. Then we have that dim(q+, 1) = P,(j) > 1 and 
dim(q_, 1) =j - 1 > 1. So 3.2 proves that c(F) > c(F, cx) > j + p,(j) - 1 = 
2n 2 2. Now c(F, (Y) and c(F) are even and c(F, a) 5 c(F) 5 j + p,(j) = 
2n + 1, see 2.3(v). This implies that c(F) = c(F, a) = 2n. •I 
Remark 3.4. (i) Suppose that F is a formally real field and that 2 < l(F) < 03. 
We refer to [4], 3.5,. . . ,3.11 for the following description of the function 
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~~:N\{0}---,{0,1,..., Z(F)-1). 
There exists a number a(F) E N, a(F) L 1, and a strictly monotonic increasing 
function 
CXF : (1,. .,a(F)} ---) {I,. . . ,Z(F) - 1) 
such that the following holds: 
/IF(~) = a~(a(F)) = Z(F) - 1 for j E { 1,. . . , a~( l)}, if i E { 1,. . , a(F) - 1) 
then p,(j) = a~(a(F) - i) for j E {cam + 1,. . . , a~(1 + l)}, &(j) = 0 for 
j > aF(a(F)) = Z(F) - 1. 
(ii) We denote PF = [o.~(l), ok,. . . , o~(a(F))], see [6], 2.1 
(iii) Suppose that F is a formally real field and that 3 < Z(F) < co and 
a(F) > 2. The following conditions are equivalent, see [4], 4.11 (where a(F) E 
{2k(F),2W) + 1)). 
(1) cyF(i) =iforalli~ {l,...,a(F)}. 
(2) i + @F(i) = a(F) + 1 f or all i E (1,. . . , a(F)}, pi = 0 for i > 
a(F) + 1. 
(3) a(F) = Z(F) - 1. 
(iv) For each element of the following set S, an example of a field F has been 
constructed in Section 3 of [7]. Each of those fields F satisfies the condition 
1,3(F) = (0). 
S = {[3] and c(F) = 4, [l, 2,5] and c(F) = 4, [l, 2,3] and c(F) = 4, [l, 4,5] and 
c(F) = 6, [2,3,61 and c(F) = 6, [1,2,3,4,5] and c(F) = 6, [I, 2,. . . ,2n - 11, 
n 2 2 and c(F) = 2n). 
Lemma 3.5. Suppose that 3 I Z(F) < CXJ and that i + pF(i) # Z(F)for some i E 
{1,...,Z(F)-1}.ThenthereexistsjE{1,...,Z(F)-1}suchthatj+~~(j)is 
odd. 
Proof. Let F satisfy the conditions of this lemma. 
(1) Suppose in addition that a(F) = 1. So ok = Z(F) - 1 > 2 and @F(l) = 
pF(2) = Z(F) - 1. Either 1 + /3~( 1) or 2 + /3~(2) is odd. 
(2) Suppose that a(F) 2 2. Then the conditions of 3.4(iii) do not hold. 
So (iii) of 3.4 proves that cVF(t + 1) > t + 2 for some t E (0,. . . , a(F) - 1). If 
OF(~) > 2 then /~F(cw,v(~) - 1) = /~F(cIF(I)). SO one of the numbers am - 1 + 
PF(cx,v(~) - I), ok + /J,c(QF(~)) is odd. Analogously in the case cxF(t + 1) 2 
t+2forsomet> 1. 0 
Theorem 3.6. Suppose that F satisjies B3 and that one of the conditions of2.9 
holds. Then Fsatisjies either (i) or (ii) or (iii). 
(i) c(F,cu) = c(F) = Z(F) E {1,2}foraZZ~ E C(F). 
(ii) 3 _< Z(F) < cc and i+/?F(i) =Z(F)for all iE {l,...,Z(F)- I}. In this 
situation the following holds: c(F) = c(F, a) = Z(F) for some Q E C(F), Z(F) is 
evenandZ(F) E {c(F,,@,c(F,P) +2}foraZZp E C(F). 
(iii) 3 < Z(F) < co and i + /$(i) # Z(F)for some i E { 1, . . , Z(F) - 1). In this 
situation the following holds: 
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l .j+&(j) isoddforsome 1 <j < Z(F) - 1. 
. Suppose in addition that 1 5 i < I(F) - 1 and that i + PF(i) is odd. This 
implies that c(F) = c(F, 0) = i + /3F(i) - 1 for ~11 LY E C(F). 
. Let 1 5 i 5 I(F) - 1 and let i + @F(i) he even. This implies that 
i + &(i) E {c(F), c(F) + 2). 
. Suppose that 1 5 i < Z(F) - 1, i is odd and i + /IF(i) = 4n .for some 
n 2 1. Then i + fin = c(F). 
l ZJ’l < i 5 I(F) - 1, i is even and i + ,/?F(i) = 4n + 2 for some n 2 1 then 
i + flF(i) = c(F). 
Proof. (i) Suppose that I(F) E { 1: 2). In this situation, apply 2.3(iv) and (vi). 
This leads to (i). 
(ii) We consider the case 3 < 1(F) < 00 and i+ ,!3F(i) = l(F) for all i E 
(1,. . , l(F) - l}. These conditions imply that /3;(i) = i and PF(I’) + /J;(i) = 
Z(F) for all 1 5 i 5 I(F) - 1. It follows from [6], 2.7,. . ,2.10 that I(F) is even. 
Either the pair 1, p~ijF( 1) or the pair 2, /3~(2) satisfies the conditions of 3.2(ii). So 
c(F) > c(F! a) > io + /3F(iO) for some Q E C(F) and for io = 1 or io = 2. And 
2.1(i) proves that io +p~(io) > c(F). This implies that i+PF(i) = c(F) = 
r(F, a) for some N E C(F) and for every i E (1, _ _ _ , I(F) - I). Finally, let ,8 E 
C(F). Since 2 5 Z(F) < 03, we have that 2 I c(F,P) < cc, see 2.3(v). And 2.7 
proves that c(F, p) 5 l(F) 5 c(F, /I?) + 2. Moreover, 3.1 proves that c(F: il) is 
even. This implies that 1(F) E {c(F. /3)? c(F, /3) + 2). 
(iii) Suppose that 3 I Z(F) < M and that i + DF(i) # 1(F) for some i E 
{1,...,I(F)-1}.So3.5provesthatj+~~(j)oddforsomej~{1,...,I(F)-l}. 
(1) Suppose in addition that 1 < io 5 l(F) - 1 and that io + /?F(io) is odd. 
Then 3.3 proves that c(F) = c(F, CY) = io + ,OF(iO) - 1 for all a E C(F). 
(2) If 1 < i 5 Z(F) - 1, ,BF(i) _> 3 and i+DF(i) is even then either the pair 
i, @F(i) or the pair i, &(I’) - 2 satisfies the conditions of 3.2(ii). So c(F) 2 
i + @F(i) - 2. Finally, i + @F(i) 2 c(F), see 2.1(i). This implies that i + ;jF(i) E 
{c(F), c(F) + 2). 
(3) Analogously, i + p~(F(i) E {c(F),c(F) + 2) if 1 5 i 5 I(F) - I, i 2 3 and 
i + /3~(1’) is even. 
(4) Suppose that i E { 1,2}, @F(i) E { 1,2} and i + @F(i) is even. Since I(F) > 
3, we have that i = /3~(i) = 2. It follows from 2.1(i) that c(F) < 2 + /)~(2) = 4. 
And l(F) > 2 implies that c(F,/?) > 2 for all /3 E C(F). So c(F,,L?) E {2,4} and 
2 + L&(2) E {c(F),c(F) + 2). 
(5) Finally apply 3.2 for proving the last two statements of (iii). q 
Theorem 3.7. Suppose that F satisfies 83 and that one of the conditions of 2.9 
holds. In addition, suppose that 2 5 c(F, a) for some CY E C(F). Then we have that 
the jbllowing holds: c(F,,i3) < c(F) I n 5 c(F, p) + 2 < c(F) + 2 for all n E 
{ 1 + &(I), ~ i + /3F(i), . , l(F) - 1 +,&(1(F) - 1). iid(F),ud(F)} and .fhr 
ull p E C(F). 
Proof. It follows from ‘F satisfies B3’ that 4~(i) = i for i = id(F), see [61. 
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2.7,. . . ,2.10. So i + /b(i) = d(F) for some i E (1,. . . , I(F) - 1). And Cd(F) = 
max{i + ,DF(i) ( 1 < i 5 Z(F) - 1). The rest of the statements follows from 
3.6. q 
We give some examples. Up to now there is no example of a field F for which 
c(F) = c(F, a) + 2 for some (u E E(F). We recall the well-known definitions of 
u(F) and ii(F). We have that u(F) = sup{dim(q) )q is an anisotropic quadratic 
form and q is torsion}. And G(F) + 1 = inf{n E N 1 all totally isotropic quad- 
ratic forms in m > n variables are isotropic}. Using Merkurjev’s method, we 
have constructed in [7] fields F - for these fields we now will compute c(F) and 
Q’, o). 
Example I. In 3.1 of [7] the following has been proved. For every formally real 
field k there exists a formally real field F I k for which I?(F) = 6, Z:(F) = (0) 
and exactly one of the following conditions holds: 
(i) /3~ = [3], u(F) = 6. 
(ii) ,DF = [l, 2,5], u(F) = 4. 
(iii) ,f?,~ = [1,2,3], u(F) = 4, C(F) = 4. 
Each of these conditions can be obtained. 
In cases (i) and (ii), 3.3 proves that c(F) = c(F, a) = 4 for all (Y E E(F). For 
case (iii) we have that c(F) = 4, and we only know that c(F, a) E {2,4} for all 
cx E C(F). 
Example II. Theorem 3.5 of [7] proves the following: for every formally real 
field k and for any n 2 3 there exists a formally real field F > k for which 
u”(F) = 2n, Zt3(F) = (0) and either (i) or (ii) or (iii) holds: 
(i) d(F) = u(F) = id(F) = 2n, C(F) = 2n - 2. 
(ii) &l(F) = 2n, u(F) = d(F) = 2n - 2, ,0~(n - 2) = n + 2, p,~(n - 1) = n - 1, 
/3&r) = p&r + 1) = /3,(n + 2) = n - 2. 
(iii) d(F) = u(F) = id(F) = 2n - 2, C(F) = 2n - 2, PE. = [1,2,. . . ,2n - 31. 
Each of these conditions can be obtained. 
Let us consider case (i). Since c(F) = d(F) - 2, 3.7 proves that c(F) = 
c(F, a) = 2n - 2 for all (Y E C(F). In case (ii), Theorem 3.3 of this paper proves 
that C(F) = c(F, a) = 2n - 2 for all cx E E(F). For case (iii) we have that 
c(F) = 2n - 2, and we only know that c(F, a) E (2n - 4,2n - 2) for all 
o E E(F). 
Example III. Finally, Theorem 3.7 of [7] proves that for every formally real 
field k and for every n 2 2 there exists a formally real field F > k for which 
G(F) = 4n, Zt3(F) = {0}, and Z(F) = 4n - 1. 
So we have that c(F) = c(F, a) = 4n - 2 for all cy E C(F). 
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