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Abstract
Trivariate Granger causality analysis seeks to distinguish between “true” causality and “spurious”
causality results from the topology of the system. However, this analysis is sensitive both to
the choice of test criteria and the presence of noise, and this can lead to incorrect inference of
causality: either to infer causality that does not exist (spurious causality), or to fail to infer
causality that does exist (unidentified causality). Here we analyse the effects of the choice of test
criteria and the presence of noise and give general conditions under which incorrect inference is
likely to occur. By studying the test criteria (likelihood ratio, Lagrange multiplier, Rao efficient
scoring and Wald), we demonstrate that Rao efficient scoring and Wald tests are statistically
indistinguishable and that for small sample sizes they offer a the lowest likelihood of spurious
causality, with the likelihood ratio test offering the lowest likelihood of unidentified causality. We
also show the sample size at which convergence between these tests occurs. We also give empirical
results for intrinsic noise (in a variable) and extrinsic noise (between an variable and a observer),
with a varying signal-to-noise ratio for each variable, showing that for intrinsic noise a strong
dependence on the signal-to-noise ratio of the last variable exists, and for extrinsic noise no
dependence the true topology exists.
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1 Introduction
The determination of a causal topology among a collection of variables is an important issue that
must be concluded in a number of scenarios, including construction of econometric models. Failure
to correctly identify these topologies may lead to erroneous results and misleading interpretations.
Granger causality has been an important tool for investigating causal relationships within time
series data since its inception in 1969 (Granger 1969). Its definition of causality allows for relationships
between time series to be investigated without any more information than the time series data and
without the need for a perturbation to the time series (a more thorough description is given by Ding
et al. (2006)).
The classical form of Granger causality is designed to investigate strictly bivariate systems, yet in
the presence of one or more unseen variables bivariate Granger causality can lead to “spurious causal-
ity”, where a causal link is found that does not exist in reality (with the opposite being “unidentified
causality” where a causal link that exists is not found) (Ding et al. 2006).
Systems containing three known variables are referred to as trivariate; these trivariate systems
require a slightly adapted form of Granger causality to account for the possibility that pair-wise
analysis might similarly produce spurious causality, as discussed by Ding et al. (2006).
While bivariate Granger causality has seen significant use (Eichler 2012), its extension to collec-
tions of variables through the use of trivariate Granger causality has had little investigation, especially
when relating to its own limitations. In this paper we will outline potential causes of spurious and
unidentified causality which should be considered when using the trivariate Granger method. Knowl-
edge of these issues will allow better understanding of potential bias contained with the results gained
from the use of this method allowing for improved interpretations.
To further the understanding of the limitations of the trivariate Granger causality method this
paper borrows on work from two papers (Taylor (1989) and Anderson et al. (2019)) focusing on the
analysis of spurious causality occurring in the bivariate Granger method.
Test criteria have been investigated previously for the bivariate case by Taylor (1989), who notes
that a number of statistical tests exists for Granger causality that can lead to contradicting results
(for example Sims (1972), Sargent (1976), and Pierce & Haugh (1977)). Tiao & Box (1981) suggest
a more appropriate method, which has since found prominent use in analysis of Granger causality.
Though this method is widely used, there are four alternative approaches to it, since its testing of the
null hypothesis can be performed using either the likelihood ratio (LR), Lagrange multiplier (LM),
Rao efficient scoring (R), or Wald (W) testing criteria. Inspired by Taylor (1989), we will show results
comparing the different test criteria, looking at the probability of spurious or unidentified causality
occurring.
Anderson et al. (2019) have investigated the effect of “errors-in-variable” for a bivariate set-up;
this can be viewed as an investigation of how a noise term present within a time series can lead to
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spurious causality. Here we expand on this work, focusing on a trivariate system, to look at both (i)
noise terms present within a variable (which we will refer to as an “intrinsic noise”) and (ii) noise
terms present when an external observer accesses a variable’s data (which we will refer to as an
“extrinsic noise”). A selection of example cases are chosen to represent the probabilities of spurious
or unidentified causality occurring for a Granger causality test on a trivariate system when a selection
of combinations of intrinsic and extrinsic noise terms are present.
This paper is organised as follows. In Section 2 Granger causality is more fully defined and
the current approach for implementing bivariate and trivariate versions of the tests are described.
Section 3 details an investigation into the effect of test criteria on the probability of spurious and
unidentified causality, with Section 3.2 presenting an analysis of this investigation. Section 4 details
an experiment investigating and analysing the effects of both intrinsic and extrinsic noise terms on
the rate of spurious and unidentified causality. Section 5 concludes the paper.
2 Granger Causality
Granger provides a testable definition of causality, where one variable is considered to be caused by
another if the information contained in the first improves the prediction of the second (Granger 1969).
In this paper we use vector autoregression (VAR) models to express how these variables interact.
A bivariate Granger causality test (to see if variable X causes variable Y ) is undertaken by first
setting up an equation to model Y , using both Y and X as predictors. This is referred to as the
unrestricted model and is given as
yt =
imax∑
i=1
αiyt−i +
jmax∑
j=1
βjxt−j + εt, (1)
where the values for α and β are determined by an ordinary least squares fit to observed data
(Siggiridou & Kugiumtzis 2016) and imax and jmax are the “look back” of the time series. The values
of ε represent the residual error of the model (the difference between the predicted value of yt and
the actual value of yt); this is not the same as the intrinsic and extrinsic noise which will be discussed
later (ε is a modelling error, whereas the intrinsic noise is an noise in the creation of the time series,
and the extrinsic noise is a noise in the observation of the time series). The unrestricted model, in
Eq. 1, is then compared with a restricted model (where X is not used as a predictor for Y ). The
restricted model is given as
yt =
imax∑
i=1
αiyt−i + εt, (2)
An hypothesis test (discussed in greater detail by Uriel (2013)) is then performed using the following
null hypothesis
H0 : β1 = β2 = ... = βjmax = 0
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With the alternative hypothesisH1 being that the null hypothesisH0 is not true. If the null hypothesis
H0 is not rejected then it is said that there exists no Granger causality between X and Y , if the null
hypothesis is rejected it is said that there exists Granger causality between X and Y .
The topology of a bivariate system is simple, with the two variables being either causally related or
not causally related (ignoring feedback loops). The presence of a third unknown variable interacting
with this system can however lead to spurious causality between the two known variables being
inferred. This spurious causality can occur in two types of topologies, either with the unknown
variable acting as a driver or facilitating an indirect interaction, as shown in Figure 1.
Figure 1: A. A driver case, where an unknown variable, D (shown as a dashed circle), is causing both
X and Y , leading to a spurious link between them (shown as a dashed arrow). B. A indirect case,
where X causes an unknown variable I (shown as a dashed circle) that in turn causes Y , leading
to a spurious link between X and Y (shown as a dashed arrow). In B one may argue that the link
between X and Y is genuine given that the effects of X do effect Y via I, however this approach can
lead to important transformations to the data occurring within I being missed, and hence unexpected
behaviour being seen in the link between X and Y .
Having knowledge of this unknown variable does not immediately solve the problem of spurious
causality, since a bivariate analysis of the system will still incorrectly identify a link. Due to this,
when investigating trivariate systems with a bivariate approach, three types of topology will be
indistinguishable from each other, shown in Figure 2 (these are base topologies and more complex
expressions can exists which embody the same issue). It is also worth noting that even for the complete
case where the causality will be correctly inferred, the coefficients associated with the causal links are
likely to be incorrect.
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Figure 2: Trivariate topologies that under bivariate Granger causality tests may all wield results shown
in A. A - complete topology. B - driver topology, where X drives both Y and Z, and bivariate analysis
may find a link from Y to Z. C - indirect topology, where X causes Z via an intermediary Y , and
bivariate analysis may find a link from X to Z.
In this paper we present results related to two of these topologies, the driver and indirect topologies
(Figure2 B, and C respectively), and the possible issues distinguishing between them. To allow the
results between these topologies to be more readily compared, time delays will be set so that events
in Y occur one time step after those in X, and the events in Z occur two time steps after those in
X (one time step after those in Y ). This particular set up allows any Z to be created with either
the driver or indirect topology, allowing our results to not be influenced by any change in Z that
would occur by a switching between the topologies using a different time delay (e.g. if the time delay
between X and Z was one time step then a driver topology would create a Z time series one step
ahead of that created in a indirect topology).
To distinguish between these types of topologies a trivariate Granger causality test has to be
employed, and this test is performed in two steps. First all possible bivariate links should be tested
using the bivariate Granger causality test; however if this returns a complete topology, Figure2 A,
the topology may contain spurious links. Second, spurious links should be explored by running two
tests, one to see if X improves the prediction of Z and one to see if Y improves the prediction of Z.
Using the former as an example, an unrestricted model would be created in the form of
zt =
imax∑
i=1
αizt−i +
jmax∑
j=1
βjyt−j +
kmax∑
k=1
γjxt−j + εt (3)
and would be tested against the restricted model
zt =
imax∑
i=1
αizt−i +
jmax∑
j=1
βjyt−j + εt (4)
These two models are then compared using the hypotheses
H0 : γ1 = γ2 = ... = γkmax = 0
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With the alternative hypothesis being that the null hypothesis is not true. If the null hypothesis
is rejected then it is said that there is Granger causality directly between X and Z and if the null
hypothesis is not rejected then it is said that the link found between X and Z in the bivariate analysis
is spurious. This process is repeated for the link between Y and Z, with the results producing a final
topology shown in Figure 2.
3 Comparison of Test Criteria
In the decision of whether to accept or reject the null hypothesis during Granger analysis a p-value is
used (calculated by a test criterion), if this value is greater than a set significance level (α) then it is
decided to reject the null hypothesis and hence infer a causal link. For trivariate Granger analysis a
look-back of greater then one is normally required to capture information from each variable, hence
the hypothesis test to calculate the p-value must support a look-back of greater then one (multiple
hypothesis testing).
Following the work done by Taylor (1989) four classical test criteria appropriate for Granger
analysis are stated: LR, W, LM and R (as described in the introduction). These criteria are described
in detail by Judge et al. (1980), but a short intuitive description of how they are related to the
unrestricted and restricted model is give here (by following Taylor (1989)).
• The LR test looks at the ratio of the likelihood function for the restricted model and for the
unrestricted model.
• The W test uses just the unrestricted model, it then evaluates the parameters to be restricted
to create the restricted model (we use the Chi-squared distribution).
• The LM test uses only the restricted model and evaluates how relaxing the restrictions imposed
on this model improves its fit.
• The R test evaluates how far the slope vector of the restricted model deviates from the zero
vector.
Taylor states that in order to compare these test criteria one must consider both the computational
efficiency and the power characteristics of each. It should be noted that the LM test can be shown
to be dominated by the R test, due to them both having an equal power function (Taylor 1989),
and since the LM test is computationally less efficient, the LM test will not be considered for the
remainder of this paper. Therefore the set of test criteria being investigated is reduced to the LR,
W, and R tests; furthermore we use a more recent version of the R test which has improved results
for small data sets (Hermes & da Silva-Junior 2014). These test criteria can be shown to produce
statistics that have the same conditional asymptotic distributions, under an increasing number of
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data points. However for most real world examples the sample sizes will be relatively small, leading
to deviations in the numerical values calculated by these criteria. These deviations in the calculated
test statistic can lead to the test criteria inferring different causal topologies for the same significance
level. The bivariate investigation into the small sample properties of these test criteria when applied
to Granger causality, by Taylor (1989), notes that conclusions drawn may not apply to trivariate
systems, observing work by Sims (1980), and Litterman & Weiss (1985) which suggest the presence
of a third variable may influence the bivariate results.
When applying this investigation to the trivariate Granger case both the probability of spurious
causality and the probability of unidentified causality will be important to note for the comparison
between the criteria.
3.1 Test Functions
For this investigation synthetic test data was used, and for simplicity this data was generated using
simple linear models, similar to those used in Granger (1969).
Test data was generated for two types of topologies, an indirect and a driver (shown in Figure 2)
topology. For both these topologies results for the rate of occurrence of both spurious and unidenti-
fied causality can be calculated (results for the complete topology were not included since spurious
causality can not occur in the base case). These rates were generated using a Monte Carlo experiment
with 5, 000 iterations run with the following equations,
xt = U(−2, 2)
yt = 0.3× yt−1 + xt−1 +N(0, 0.1)
zt = 0.3× zt−1 + xt−2 +N(0, 0.5)
z
′
t = 0.3× z
′
t−1 + yt−1 +N(0, 0.5)
where U(a, b) is the uniform distribution, and N(µ, σ) is the normal distribution (used for the noise
term). This creates four series X, Y , Z and Z
′
, where Z is a driver topology and Z
′
is an indirect
topology.
The time series Z is defined in terms of a two time step delay for the values of X; as previously
explained, this allows for Z and Z
′
to be indistinguishable (apart from possible noise terms) if they
are created with the same X and Y time series. The noise term on both Z and Z
′
was chosen to have
a higher standard deviation then that of Y , to mask the X and Y signals and give a larger dispersion
in the Granger results.
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3.2 Results and Analysis
The first set of results shown here investigates varying the significance level (between 0 and 1) to
determine the effect on the rate of unidentified causality and spurious causality for a low number of
data points (50 data points was chosen following work by Taylor (1989)). The focus on a low number
of data points is due to the deviation in prediction between LR, W and R, which (where we use a
Chi-squared distribution with 2 degrees of freedom, and a look back of 2 time steps) is greatest at
these lower values, hence optimising these results is of the most interest. The results shown in Fig. 3
show that the best value for the significance level to optimise both the rate of unidentified causality
and the rate of spurious causality are 0.2 and 0.3 for the indirect and driver topologies respectively.
Using the significance levels which are closest to the most optimal point found for 50 data points
in Figure 3, a Monte Carlo simulation was run with a varying number of data points, to investigate
the behaviour of the three test criteria as the number of data points increased. For each sample size
tested 1, 000 independently drawn test cases were run and average to give results. These results are
shown in Figure 4, where the significance level is held constant (0.2 for the indirect topology and 0.3
for the driver topology). The significance of the results presented in Figure 4 was analysed using a
hypothesis test and a significance level of 0.1. Using this significance level it can be said that the
LR test produce results that are statically different to those produced by the W and R tests with
regard to spurious causality for sample sizes up to and including 75, and that it produces results for
unidentified causality that are statically different for only sample sizes up to and including 25 (with
the exception of the driver topology where there is a statistical significance between the LR and R
tests at a sample size of 35). This hypothesis test also showed that there is no statistical difference
between the W and R tests at any of the tested sample sizes. From these results it can be said that
the three test criteria converge for the rate of spurious causality at a sample size of around 100 and
that before this convergence is reached the R and W tests offer the lowest rate of spurious causality,
compared to the LR test. For very small sample sizes (i.e. around 25) the LR test offers a lower
rate of unidentified causality, compared to the R and W tests. These findings can be summarised as
the W and R test being interchangeable and offer the results for spurious causality, and the LR test
offering best results for unidentified causality at low sample size.
It should also be noted that the driver topology takes an increased number of data points to reach
a zero rate of unidentified causality, demonstrating that the trivariate Granger analysis is more likely
to have difficulty detecting a driver topology.
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(a) Results for indirect topology with points closest to the
ideal point of (0,0) corresponding to a significance level of
0.2.
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(b) Results for driver topology with points closest to the ideal
point of (0,0) corresponding to a significance level of 0.3.
Figure 3: Results for a Monte Carlo simulation using 5,000 iterations for indirect and driver topologies
created by varying the significance level, for a fixed number of data points (50). Labels in the plot
represent the significance level for the blue crosses (R test) with the following crosses for the green
(W test) and red (LR test) correspond to the same significance level. The ideal point is represented
in the bottom left corner as (0,0), where there is no unidentified or spurious causality.
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(b) Driver topology (significance level of 0.3). Maximum data
points 300, where the rate of unidentified causality reaches zero.
Figure 4: Results for a Monte Carlo simulation using 5,000 iterations for an indirect and driver
topology created by varying the number of data points, for a fixed significance level, 0.2 and 0.3 for
an indirect and driver topology respectively. Labels in the plot represent the number of data points,
with the number increasing down the plot. The ideal point is represented in the bottom left corner as
(0,0), where there is no unidentified or spurious causality.
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4 Sensitivity of Trivariate Granger Analysis to Noise Terms
In the previous section, test cases were generated that contained a larger noise term on the Z series
than present on the X or Y series (using a standard deviation of 0.5 opposed to 0.1). Here we
investigate how different combinations of the Signal-to-Noise ration (SNR) in the various time series
affect the ability to infer causality in a trivariate Granger analysis. Our initial investigation considers
the entire phase space, including contexts where a bivariate Granger analysis would not have inferred
causality.
We define SNR in decibels (Macmillan 1990) of the ratio of variances of signal and noise (Gray &
Neuhoff 1998) as follows:
SNR = 10 log10
(
variance of the signal (noise free)
variance of the noise
)
(5)
For this investigation we will be investigating both intrinsic and extrinsic noise terms which we
define as follows:
• Intrinsic noise - is the noise introduced within the functions used in the creation of the time
series.
• Extrinsic noise - is the noise introduced when an external observer reads the data. This noise
does not affect how the time series appear to other variables within the system (X, Y and Z
will not see this noise), but an observer (e.g. who wishes to assess causality) will see the noise.
For a trivariate system the SNR can be independently altered for each of the three present vari-
ables. Therefore comparing combinations of different SNR values will produce a three-dimensional
phase space, with each point corresponding to the either the rate of unidentified causality or the rate
of spurious causality at that particular SNR combination. For the following experiments we elected
to use a range of −40db to 40db for SNR (this allowed for extremes to be investigated).
4.1 Intrinsic Noise
For the experiment focussing on the intrinsic noise, we used a similar set up to the previous experiment
(Section 3.1), but with changes to the noise:
xt = U(−2, 2) +N(0, α)
yt = 0.3× yt−1 + xt−1 +N(0, β)
zt = 0.3× zt−1 + xt−2 +N(0, γ)
z
′
t = 0.3× z
′
t−1 + yt−1 +N(0, γ)
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Where α, β, and γ are the standard deviation of the noise terms. A “driver” system uses Z and
an “indirect” system uses Z
′
. The SNR of each time series will be given as (SNRX , SNRY , SNRZ)
which are then converted into values for (α, β, γ).
Using the results from the previous section as guides we ran two sets of experiments, one at a high
sample size (300 data points) and a low significance level (0.05), and one at a low sample size (50
data points) and a high significance level (0.3 for a driver topology, and 0.2 for an indirect topology).
In all of these experiments the W test criterion was used as it offers a lower rate of spurious causality
than the LR test criterion (the R test criterion would also have been a valid choice). These two sets
of tests were run with 500 iterations, as an increase to 5, 000 iterations had very little effect on the
main features of the graphs.
To understand the behaviour taking place within the phase space we chose to investigate a series
of planes bisecting it, first two planes were selected for very low and very high SNRZ values (−40db
and 40db respectively), these results are shown in Figure 5 for a sample size of 300 and the driver
case only, with the results for the indirect case being almost identical.
Figures 5a and 5b demonstrate a strong polarisation between the rate of unidentified causality
for a low value and high value of SNRZ . This polarisation occurs due to a shift in the behaviour
of the system along the Z axis, moving from a zero rate (Figure 5a) to a high rate (Figure 5b) of
unidentified causality. To characterise this shift four planes that follow the Z axis were plotted, these
were for both a low (−40db) and high (40db) fixed SNRY and a low (−40db) and high (40db) fixed
SNRX , shown in Figures 6 and 7 respectively.
From Figures 5c and 5d it can be seen that for the two cases presented the rate of spurious causality
remains approximately uniform and tends towards the expected theoretical value, 5%. These results,
along with investigation of other planes in the phase space (not shown here), allow us to conclude
that the rate of spurious causality is largely unaffected by the value of the SNR on any of the present
variables.
Combing the results from Figures 6 and 7 one can see the outline of a gradual transition from
relatively low rates of unidentified causality to relatively high rates of unidentified causality that takes
place through the Z axis. Figure 6 shows that the value of SNRX has little impact on this transition,
with Figure 7 demonstrating that for negative values of SNRY , SNRZ determines the transition. As
SNRY becomes positive (as illustrated in Figure 7) it alters the effect of SNRZ on the transition,
causing it to occur at higher levels of SNRZ . Though this behaviour is present in both the driver and
indirect topology, it is much more pronounced in the driver case, therefore the overall likelihood of
having unidentified causality is higher in the driver topology then in the indirect topology (assuming
that all points in the phase space are equally likely).
So far this transition has been characterised through a perimeter defined at the extreme values
(−40db and 40db), to further define this characterisation and to investigate the surface of this shift,
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(a) Rate of unidentified causality for SNRZ = 40db. (b) Rate of unidentified causality for SNRZ = −40db.
(c) Rate of spurious causality for SNRZ = 40db. (d) Rate of spurious causality for SNRZ = −40db.
Figure 5: Results for driver topology run with a sample of size of 300.
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(a) Rate of unidentified causality for
SNRY = −40db, in a driver topology.
(b) Rate of unidentified causality for
SNRY = 40db, in a driver topology.
(c) Rate of unidentified causality for
SNRY = −40db, in a indirect topology.
(d) Rate of unidentified causality for
SNRY = 40db, in a indirect topology.
Figure 6: Results for driver and indirect topology run with a sample of size of 300.
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(a) Rate of unidentified causality for
SNRX = −40db, in a driver topology.
(b) Rate of unidentified causality for
SNRX = 40db, in a driver topology.
(c) Rate of unidentified causality for
SNRX = −40db, in a indirect topology.
(d) Rate of unidentified causality for
SNRX = 40db, in a indirect topology.
Figure 7: Results for driver and indirect topology run with a sample of size of 300.
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(a) Rate of unidentified causality for
SNRZ = −15db, in a driver topology.
(b) Rate of unidentified causality for
SNRZ = −15db, in a indirect topology.
Figure 8: Results for driver and indirect topology run with a sample of size of 300.
a plane at SNRZ = −15 is shown in Figure 8.
Figure 8 demonstrates that this transition takes place approximately smoothly across the SNRX
axis and hence there is no behaviour present that would not be expected from investigation of its
extreme values (Figures 6 and 7).
The behaviour of the phase space for a smaller sample size (50) is similar, with the rate of spurious
causality being constant around the theoretical expected value (30% and 20% for a driver and indirect
topology respectively). The perimeter of the transition within the unidentified causality phase space
can be seen in Figures 9 and 10, where it can be observed that a zero rate of unidentified causality
is reached at a higher value of SNRZ (e.g compares Figures 6a and 9a), but that the comparative
rates are lower than in the 300 sample size case (this is due to the higher significance level). Though
not shown the transition takes place relatively smoothly across the SNRX axis similar to the results
shown in Figure 8.
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(a) Rate of unidentified causality for
SNRY = −40db, in a driver topology.
(b) Rate of unidentified causality for
SNRY = 40db, in a driver topology.
(c) Rate of unidentified causality for
SNRY = −40db, in a indirect topology.
(d) Rate of unidentified causality for
SNRY = 40db, in a indirect topology.
Figure 9: Results for driver and indirect topology run with a sample of size of 50.
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(a) Rate of unidentified causality for
SNRX = −40db, in a driver topology.
(b) Rate of unidentified causality for
SNRX = 40db, in a driver topology.
(c) Rate of unidentified causality for
SNRX = −40db, in a indirect topology.
(d) Rate of unidentified causality for
SNRX = 40db, in a indirect topology.
Figure 10: Results for driver and indirect topology run with a sample of size of 50.
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4.2 Extrinsic Noise
The above experiments using intrinsic noise were then repeated for a system containing extrinsic
noise. For this set-up the equations that were used for creation of the time series were the following:
x
′
t = U(−2, 2)
y
′
t = 0.3× y
′
t−1 + xt−1
z
′
t = 0.3× z
′
t−1 + xt−2
z
′′
t = 0.3× z
′′
t−1 + yt−1
These equations follow the same notation as those above, but now the extrinsic noise is added
post creation of the time series, as follows.
xt = x
′
t +N(0, α)
yt = y
′
t +N(0, β)
zt = z
′
t +N(0, γ)
z
′
t = z
′′
t +N(0, γ)
The definitions of α, β, and γ and of SNRX , SNRY , and SNRZ , are the same as for the previous
experimental set-up, with each run again being conducted using an iteration size of 500.
The phase space observations rely on an understanding of the actual underlying topology (which
would not normally be known). For the two underlying topologies (indirect and driver) the trivariate
Granger results are assessed to determine the extent to which they exhibit either spurious causality
or unidentified causality. Each of these four cases is effectively observing the probability that a
specific link is determined to be causal; Table 1 lists the key link for each case and states which
figure illustrates the relevant phase space observations (planes that contain very little variation are
not presented).
Table 1: Key links for phase space observations.
Spurious causality Unidentified causality
Driver topology Y → Z (Figure 11) X → Z (Figure 13)
Indirect topology X → Z (Figure 12) Y → Z (Figure 14)
If the key link X → Z is determined to be causal this will lead to spurious causality for the indirect
topology (Figure 12) and if it is not determined to be causal it will lead to unidentified causality for
the driver topology (Figure 13). If the key link Y → Z is determined to be causal this will lead to
spurious causality for the driver topology (Figure 11) and if it is not determined to be causal it will
lead to unidentified causality for the indirect topology (Figure 14).
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(a) Rate of spurious causality for
SNRZ = 40db, in a driver topology.
(b) Rate of spurious causality for
SNRY = 40db, in a driver topology.
(c) Rate of spurious causality for
SNRX = −40db, in a driver topology.
(d) Rate of spurious causality for
SNRX = 40db, in a driver topology.
Figure 11: Results for driver topology run with a sample of size of 300, encompassing the transition
from from a low to high rate of spurious causality.
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(a) Rate of spurious causality for
SNRZ = 40db, in a indirect topology.
(b) Rate of spurious causality for
SNRY = 40db, in a indirect topology.
(c) Rate of spurious causality for
SNRY = −40db, in a indirect topology.
(d) Rate of spurious causality for
SNRX = 40db, in a indirect topology.
Figure 12: Results for indirect topology run with a sample of size of 300, encompassing the transition
from from a low to high rate of spurious causality.
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(a) Rate of unidentified causality for
SNRZ = 40db, in a driver topology.
(b) Rate of unidentified causality for
SNRY = 40db, in a driver topology.
(c) Rate of unidentified causality for
SNRY = −40db, in a driver topology.
(d) Rate of unidentified causality for
SNRX = 40db, in a driver topology.
Figure 13: Results for driver topology run with a sample of size of 300, encompassing the transition
from from a low to high rate of unidentified causality.
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(a) Rate of unidentified causality for
SNRZ = 40db, in a indirect topology.
(b) Rate of unidentified causality for
SNRY = 40db, in a indirect topology.
(c) Rate of unidentified causality for
SNRX = −40db, in a indirect topology.
(d) Rate of unidentified causality for
SNRX = 40db, in a indirect topology.
Figure 14: Results for indirect topology run with a sample of size of 300, encompassing the transition
from from a low to high rate of unidentified causality.
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Figures 12 and 13 illustrate that the X → Z link is accepted as causal if both SNRX and SNRZ
are sufficiently high; the threshold of acceptance depends on the value of SNRY because when the
quality of the Y series is improved it reaches a point where it becomes as good a predictor as X and
hence X → Z is rejected as a casual link. For SNRY less than 0db if SNRX and SNRZ are greater
than 0db then the link will always be accepted as causal, and as SNRY is increased the threshold
value also increases. Increasing SNRX maintains X’s predictive edge over Y and hence the link is
less likely to be rejected, but SNRZ must be sufficiently high that the predictive power of X can be
seen (too much noise in Z can mask the true signal from X).
Figures 11 and 14 illustrate that the Y → Z link is accepted as causal if both SNRY and SNRZ
are sufficiently high, the threshold of acceptance being dependent on SNRX . If SNRX is less then
0db and both SNRY and SNRZ are greater then −10db then this link is accepted. Increasing SNRX
increases the threshold value. Increasing SNRY maintains Y ’s predictive edge and hence the link is
less likely to be rejected. As before, SNRZ must be sufficiently high that the predictive power of Y
can be seen (too much noise in Z can mask the true signal from Y ). Further analysis is required of
the complex behaviour illustrated in Figures 11(d) and 14(d).
Reducing the sample size to 50 produces similar behaviour to that seen with intrinsic noise, with
larger spread to the transitions and a proportional change to the rates based on the significance level.
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4.3 Analysis
This section has presented results for the sensitivity of Granger trivariate analysis to noise terms,
investigating both intrinsic and extrinsic noise. Section 4.1 and Section 4.2 demonstrate different
sensitivities to the two different types of noise.
Intrinsic noise does not impact the rate of spurious causality, leading to a constant value across
the phase space regardless of the respective SNRs and regardless of the underlying topology, but it
displays a gradual transition from high to low unidentified causality as SNRY and SNRZ increase,
with SNRY causing transition at a higher value of SNRZ for a driver topology. By contrast, extrinsic
noise produces a complex non-linear transition between low and high rates for both spurious causality
and unidentified causality across the phase space, and this transition depends not only on SNRY
and SNRZ but also on SNRX .
For intrinsic noise the transition between low and high unidientified causality differs between the
two underlying topologies, and for extrinsic noise the transitions for both spurious causality and
unidentified causality differ according to the key link that is being observed. For all cases comparison
between the low and high sample size versions shows that reducing sample size maintains the same
behaviour while making the transition more gradual and altering the values based on the significance
level.
It should also be noted that where noise makes the rate of spurious causality high and the rate
of unidentified causality low, trivariate Granger analysis is likely to return a “complete” topology.
Conversely when noise makes the rate of spurious causality low and the rate of unidentified causality
high, trivariate Granger analysis is likely to return a “null” case (with no links) that may contradict
the linkages found by bivariate Granger analysis.
5 Summary and Conclusion
Trivariate Granger analysis seeks to improve on bivariate Granger analysis through the detection of
“spurious” causal links that may for example be caused by driver and indirect topologies. Due to
the extensive use of Granger causality across many fields, and the increasing interest in multivariate
systems, understanding the limitations of Granger causality when applied to trivariate systems is of
particular significance (Eichler 2013).
Here we show that trivariate Granger analysis is itself capable of producing innacurate results and
we analyse two causes of innacuracy: the choice of test criteria, and the presence of noise. Specifically,
these aspects have been investigated with regard to how they affect the rates of occurrence of spurious
and unidentified causality, which can both occur in either a driver or indirect trivariate topology.
For the use of test criteria in Granger causality tests, we have expanded on work by Taylor (1989),
focusing on a trivariate topology. We have shown that the Wald and the Rao Efficient Scoring test
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criteria offer no statistical difference in their results, however both of these criteria offer a statistical
difference to the results produced by the likelihood ratio test criterion (up to sample sizes of 75 for
spurious causality results and 25 for unidentified causality results). These results suggest that for very
low sample sizes likelihood ratio can offer a lower rate of unidentified causality, whereas Wald and
Rao Efficient Scoring offer a lower rate of spurious causality. We also demonstrate that for a driver
topology a far higher sample size is needed to reach a zero rate of unidentified causality, compared
to an indirect topology (300 for the former and 175 for the later).
Based on work by Anderson et al. (2019) we have investigated both intrinsic and extrinsic noise
for a trivariate topology. We demonstrate that these two types of noise produce different phase spaces
for both the rate of spurious and unidentified causality, showing the importance of the noise type.
In our experiments the presence of intrinsic noise did not effect the rate of spurious causality,
with the entire phase space being approximately the theoretical value, i.e. the significance level of
the hypothesis test. For the rate of unidentified causality the phase space demonstrated a gradual
transition from high to low unidentified causality as SNRY and SNRZ increase, with SNRY causing
transition at a higher value of SNRZ for a driver topology (SNRX has no effect).
The presence of extrinsic noise in our experiments produced a complex non-linear transition
between low and high rates for both spurious causality and unidentified causality across the phase
space, and this transition depended not only on SNRY and SNRZ but also on SNRX . We have
explained how spurious causality results for the driver topology and unidentified causality results for
the indirect topology both rely on the probability of the Y → Z link being detected by the trivariate
Granger analysis as a causal link. Similarly, spurious causality results for the indirect topology and
unidentified causality results for the direct topology both rely on the probability of the X → Z link
being detected by the trivariate Granger analysis as a causal link. The behaviour for extrinsic noise
is complex, and although we have characterised the major features of the phase space we have not yet
analysed its full complexity (as displayed in Figures 11(d) and 14(d)); this is the subject of current
work, along with investigation of time-varying causal links as part of our broader research in the area
of interaction dynamics (Clack & Carlos-Sandberg 2018).
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