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Abstract
A 3-D reconstruction produced using only a single camera and Struc-
ture from Motion (SfM) is always up to scale i.e. without real world
dimensions. Real-world dimensions are necessary for many applica-
tions that require 3-D reconstruction since decisions are made based
on the accuracy of the reconstruction and the estimated camera poses.
Current solutions to the absence of scale require prior knowledge of or
access to the imaged environment in order to provide absolute scale to
a reconstruction. It is often necessary to obtain a 3-D reconstruction
of an inaccessible or unknown enviroment. This research proposes
the use of a basic SfM pipeline for 3-D reconstruction with a single
camera while augmenting the camera with a depth measurement for
each image by way of a laser point marker. The marker is identified
in the image and projected such that its location is determined as
the point with highest point density along the projection in the up
to scale reconstruction. The known distance to this point provides a
scale factor that can be applied to the up to scale reconstruction. The
results obtained show that the proposed augmentation does provide
better scale accuracy. The SfM pipeline has room for improvement
especially in terms of two-view geometry and structure estimations.
A proof of concept is achieved that may open the door to improved
algorithms for more demanding applications.
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Chapter 1
Introduction
While three-dimensional (3-D) to two-dimensional (2-D) imaging technology con-
tinues to develop, the reverse process of recovering 3-D information from 2-D
images is becoming increasingly relevant. In particular, many computer vision
applications require depth information obtained from 2-D images. These appli-
cations include:
• Autonomous vehicles: 3-D information obtained from live images of
surrounding landscapes are used to make decisions about movement and
tasks without human operation [1][2].
• Security and surveillance: systems used to detect trespassers or foreign
subjects by detecting facial and/or other features based on specific 3-D cues
[3][4][5].
• Virtual Reality: synthetic environments and objects based on reconstruc-
tions of their real-world counterparts are built and rendered in 3-D for spe-
cial effects and virtual settings [6][7][8].
• Medical imaging: the reconstruction of anatomical details and certain
medical phenomena, especially to avoid the need for invasive medical diag-
nosis [9][10].
• Commercial desktop applications: conversion of user-uploaded 2-D
images to 3-D models typically used to produce 3-D-printed manifestations
[11].
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• Vision-based robotics: simultaneous localisation and mapping (SLAM)
of autonomous robots in spaces inaccessible to humans.
The most comprehensive representation of depth information recovered from
2-D images is a 3-D reconstruction. This follows the process of retrieving and
describing the structure, spatial configuration and textural appearance of ob-
jects and environments from 2-D images, and representing them as a 3-D model.
Such a representation is central to the development of applications such as those
mentioned above.
3-D reconstruction has a number of prominent approaches to its realisation.
In nature, the human visual system (HVS) takes on a binocular approach called
stereopsis. This corresponds to stereo vision algorithms which interpret the dis-
parity between two views [12]. A backup to this approach sees the use of one
eye in determining depth by way of parallax interpretation. This is a monocu-
lar approach and corresponds to structure from motion based algorithms using
temporal image sequences [13]. These natural processes have been simulated by
using digital cameras. Developments in imaging technology means that digital
cameras are a reliable substitution for the human eye [14]. These two approaches
are thus the most common in computer vision especially when concerned with
processing information obtained from images alone. Active methods make use of
depth sensors or rangefinders which actively interfere with the objects within the
scene. This interference produces distance information used to construct depth
maps of the immediate environment. Numerical analysis is then done on these
depth maps in order to reconstruct the scene. The RGB-D sensor approach has
more recently been successful with the development of depth sensors such as the
Microsoft Kinect and the Asus Xtion Pro.
Stereo vision camera systems mimic the binocular nature of the HVS by com-
bining images from two separate cameras. Just as the brain uses the disparity
between our eyes to extract depth information, stereo vision systems make use of
stereo matching to perceive the depth of a feature-point by determining the dis-
parity between projections of the same feature-point on two images. The distance
between the cameras, called the baseline, is known and remains constant. Stereo
vision 3-D reconstruction systems produce results with real-world distances by
using the known value of this baseline. Because the baseline is a known metric,
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the real-world distance to an object can be determined using triangulation.
There are a number of problems and limitations associated with the setup of
stereo rigs, however. Baseline distance is a significant issue surrounding stereo
camera systems. Stereo rigs are normally setup to have a wider baseline since
small baselines result in inaccurate measurements of distant objects or features.
This is because the angle between the trajectories of the two cameras becomes
too small. On the other hand, having a wider baseline affects the mechanical
stability of the stereo rig since the calibration mounting can bend under certain
conditions, causing the two cameras to become uncalibrated. Finding the right
baseline thus often depends on the environment and materials available to build
a rig. Another issue with stereo systems occurs when a real-time video sequence
is required. This requires the capture time for two cameras to be simultaneous
which is not always possible even when calibrated.
Traditional active depth sensor systems make use of sonar arrays or laser
rangefinders with either triangulation or time-of-flight (ToF) intrinsic operation.
Optical triangulation devices focus a beam of light at a fixed angle onto the surface
of an object and, using the baseline distance between the laser and an optical
detector, the distance to that specific surface-point on the object is calculated.
Time-of-flight laser systems focus a beam of light onto a surface. The time taken
for the beam to return to a sensor is multiplied by the known speed at which
the light travels to obtain the distance to the surface. The distance information
produced by these active range sensing methods provide real-world distances for
3-D reconstruction.
There are a number of restrictions associated with these range finding devices.
Optical triangulation devices require both the laser transmitter and the sensor
to be in line with a surface-point meaning certain objects cannot be estimated.
Surface reflection properties may cause laser light deflection resulting in incorrect
readings at the sensor. Because these devices are single-point, they have to be
swept across an environment meaning the number of readings required to generate
a comprehensive depth map for a specific section of the environment is high.
Using these devices as a primary source of depth information is not always ideal,
however, using them sporadically may assist the accurate scaling abilities of a
system while reducing the severity of the negative effects associated with them.
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In recent years, the introduction of RGB-D sensors like the Microsoft Kinect
and Asus Xtion Pro into computer vision applications has produced new solutions
to classical problems. 3-D reconstruction and mapping is one area of computer
vision that has benefited from the ability of these devices to provide corresponding
visual and depth information. The Kinect hardware consists of an RGB camera,
an infrared (IR) projector and an IR camera. The RGB camera generates familiar
RGB images while the IR projector projects a speckled dot pattern onto the
environment as shown in Figure 1.1.
Figure 1.1: Infrared speckled-dot pattern produced with structured-light by the
Xbox Kinect
The IR camera then senses the pattern and distance is determined based on
the displacement of each dot from its original position within the pattern. These
devices obtain relatively accurate metric reconstructions because of the active
interference with the environment. They produce depth maps containing real-
world distances.
The range of scenarios and environments these systems can be deployed in is
limited by a number of factors. ToF and optical triangulation type sensors are not
as sensitive to ambient light produced by the sun because of their fine radiation
spectrum. This is not the case for structured light sensors since they are more
sensitive to illumination, meaning they are ineffective in outdoor environments
during the day or any environment containing direct sunlight. Temperature and
air draft have also been shown to have negative effects on the distance infor-
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mation obtained by RGB-D cameras [15]. The Kinect 3-D depth sensor has a
distance measuring limit of 0.8m to 3.5m making it suitable only for relatively
close quarter environments. While systems incorporating RGB-D devices have
produced noteworthy 3-D reconstructions, the constraints on the usage of these
systems warrant novel methods for the 3-D reconstruction of a broader range of
environments under demanding conditions.
A third approach is also inspired by the HVS. When only one eye is opera-
tional, the brain interprets parallax in order to infer depth information. Monoc-
ular camera systems make use of a single camera moved around an environment
or object. An image sequence is generated where each image corresponds to a
pose of the camera. By using the perceived motion of detected feature points
between image frames, the 3-D coordinates of these feature points as well as the
poses of the camera are inferred through structure from motion (SfM). Because
of the nature of SfM algorithms, there is no way to obtain real-word distances
by this method, meaning an unaugmented, monocular-based 3-D reconstruction
is generated up to scale versus having an absolute scale. This means some scale
factor must be applied to the reconstructed points so that they have real-world
coordinates, however, this scale factor is irretrievable using only single camera ge-
ometry and requires additional information about the enviroment. The use of a
single camera to generate a 3-D reconstruction eliminates many of the drawbacks
associated with stereo and active sensor systems. It reduces weight, improves ease
of integration into other system components and is less expensive as opposed to
the use of stereo cameras. Issues such as baseline distance and capture time
associated with the calibration of stereo cameras are not present. A monocular
system also performs better in harsh environments where active methods would
otherwise fail.
Because monocular camera systems do not have any sense of real-world dis-
tances, the scaling issue is most prominent in this type of system. In many
applications an up to scale reconstruction is insufficient. Metric integrity is of-
ten a requirement of 3-D reconstructions especially when real-world distances are
integral to the performance of an application. For example, poorly scaled recon-
structions in vehicle automation may be fatal in that inaccurate distances cause
the vehicle to perceive an object inaccurately, potentially causing a collision.
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1.1 Research objective
It is hypothesized that by augmenting a monucular camera system with an ac-
tive depth sensor that produces a visible marker within images, it is possible to
produce an accurately scaled 3-D reconstruction of an environment without prior
knowledge of the environment. The objective of this research is thus to prove or
disprove the hypothesis by developing an augmented SfM pipeline and evaluating
its viability according to the following outcomes:
• Outcome 1: A sparse 3-D reconstruction of a synthetic environment where
reconstructed points and camera locations are scaled such that all distances
are real-world. This will be done by augmenting the images with markers
obtained from a raytracing algorithm which simulates a visible light point
source with an associated real-world distance value.
• Outcome 2: A sparse 3-D reconstruction of a natural environment where
reconstructed points and camera locations are scaled such that all distances
are real-world. This will be done in the same way as Outcome 1.
1.2 Research methodology
The seven guidelines in following the design science methodology described by
Hevner et al. [16] will be followed in structuring the research and design process:
• Guideline 1: Any construct, model or method whose instantiation pro-
vides an understanding of the problem domain within and for which it is
developed must be the goal of the research.
• Guideline 2: The problem domain must have functional relevance in the
industry which it is defined.
• Guideline 3: Thorough evaluation and proofing must underline the in-
tegrity of the artefact being developed in terms of its quality and efficiency.
• Guideline 4: The technology that results must contribute to the growth
of the industry.
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• Guideline 5: Rigor and precision are to be practiced in every aspect of
the technology being developed.
• Guideline 6: Optimised artefact design must be searched for iteratively
in order to obtain the most refined outcome.
• Guideline 7: The outcome of the research and design artefact must be
communicated effectively for those intent on extending or commercialising
the technology.
The idea behind the methodology is to gain knowledge about a problem by
designing an artefact whose experimental output provides further understanding
of the problem space. Folowing Figure 1.2, the problem identification and solu-
tion objective steps have been introduced in Section 1.1. A literature review will
later provide insight into the current state of research of the problem space while
suggesting how the solution may provide improvements. The design and devel-
opment of simulation artefacts will be detailed after which experiments will be
setup to evaluate the artefacts in terms of effectiveness and feasibility for industry
application.
Figure 1.2: The design science methodology follows an iterative process with a
number of possible entry points for research
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1.3 Conclusion
In this chapter 3-D reconstruction was introduced and some of the computer
vision applications that require it were described. A few of the most common
implementation approaches to 3-D reconstruction were detailed as well as assessed
according to their advantages and disadvantages. The monocular camera system
approach was recognised as having potential for improvement when it comes
to upgrading up to scale reconstructions to real-world distances. The research
objective proposed the augmentation of a monocular camera system with a single-
point depth sensor as a solution to absolute scale upgrade. The design science
research methodology was outlined and stated as the research methodology of
choice. Chapter 2 is a literature review of the research into accurately scaled,
monocular based 3-D reconstruction systems. Focus is placed on how real-world
distances are achieved and used to upgrade scale. Chapter 3 provides foundational
background theory required for the implementation of the research objective to
build upon. Chapter 4 details the design and implementation of the artefacts
produced for the attainment of the research objective. Chapter 5 details the
demonstration and evaluation of the artefacts according to the proposed outcomes
by setting up a number of experiments to obtain observable results. Chapter 6
makes conclusions on findings within this research and proposes future work that
may improve on the current progress.
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Chapter 2
Accurate scale upgrade
Multiple view monocular camera systems are the focal point of this review. In an
effort to establish current state-of-the-art solutions to the monocular vision scale
problem, implementations are categorised according to methods of upgrading an
up to scale reconstruction to have real-world distances. Typical solutions include
either having prior knowledge about the test scene, incorporating alternate sensor
technology for depth perception, constraining camera motion or some combina-
tion of these. Monocular visual SLAM systems are included in the review since,
despite not always producing detailed and textured reconstructions, the maps
they produce require the same type of scale upgrade solution as required by this
work.
2.1 The basic reconstruction pipeline
A majority of the algorithms presented in this review follow the SfM approach to
monocular 3-D reconstruction and/or SLAM using the same basic pipeline. While
specific details may differ between different implementations, the core process
remains evident. Accurate scale is not an intrinsic feature of this pipeline and so
must be introduced into the pipeline as demonstrated by the techniques described
in Section 2.2. Figure 2.1 provides an outline of the 3-D reconstruction process
pipeline. A brief explanation of the pipeline will be given here while a more
detailed explanation of these steps may be found in Chapter 3.
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Figure 2.1: Generic 3-D reconstruction process pipeline
As a system setup step, camera calibration is usually done once per camera in
order to obtain the intrinsic parameters of the camera. These intrinsic parameters
are used to upgrade a typical projective reconstruction to an up to scale Euclidean
reconstruction. The first step of the reconstruction process is image acquisition.
In this step a camera is used to capture a video of the environment. In particular,
the individual image frames of the video sequence are of interest. The images may
then undergo noise removal as well as the elimination of any radial and tangential
distortion. Processing then begins either in real-time as each image is available
via a stream or as a batch process once a set of images has been acquired.
Upon having acquired images, the next step is to detect unique features within
an image and then track these features across multiple images. A number of
feature detection and tracking algorithms are available. The use of any particular
feature detection algorithm is decided upon by taking into account the enviroment
in which the system will operate as well as the required efficiency of the algorithm,
among other aspects.
Once features are detected and matched, a correspondence exists between at
least two images. This correspondence is exploited in the next step to determine
the epipolar geometry between two images. The epipolar geometry enables the de-
termination of relative rotation and translation between two camera poses. With
an initial camera pose located at the origin of a Euclidean coordinate system, the
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camera poses of subsequent camera frames are determined. Camera poses are
determined up to scale, specifically characterised by unit vectors for translation.
This means that only the direction of the camera translation is known and not
the actual distance the camera moved in that direction.
Knowing the rotation and translation direction between two cameras allows for
structure estimation via triangulation. Here, matched points are projected from
their respective camera centers outwards until the projections intersect where
the 3-D structure point would reside. Triangulating all matched points between
two views results in a segment of the final reconstruction or point cloud that is
to be achieved. When multiple segments that share common feature points are
computed, point set registration is used to stitch all segments together to form
the final point cloud.
2.2 Accurate scale acquisition and integration
Depending on the scale upgrade technique used, the reconstruction may aquire
real-world scale at different stages in the pipeline. Algorithms using prior knowl-
edge about the environment usually integrate scale into the pipeline as early as
the feature detection step. Once the known object is detected, the ratio of a sin-
gle pixel to a standard unit of length measurement (mm, cm, m) is determined.
Algorithms using augmented sensor technology typically upgrade the solution to
have absolute scale once camera pose or structure has been obtained. An inertial
measurement unit (IMU), for example, is able to measure the real-world rotation
and translation from one camera pose to another. Absolute scale transforms be-
tween camera poses result in absolutely scaled triangulation output, generating
structure points that have real-world coordinates. Similarly, algorithms that place
movement constraints on the camera provide absolute scale transforms between
camera poses, leading to solutions with absolute scale.
2.2.1 Accurate scale from prior scene knowledge
Having prior knowledge of a scene means there are objects in the scene with
known dimensions that can be used to determine an absolute scale factor. These
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objects or targets may be inserted into the environment or recognised by the
system.
Davison et al. [17] were the first to introduce monocular vision as a solu-
tion to SLAM, calling it MonoSLAM. Their visual SLAM approach uses feature
landmarks in images as input into an Extended Kalman Filter (EKF) in order
to generate a 3-D probabilistic map containing estimates of extrinsic camera pa-
rameters as well as landmark locations. MonoSLAM undergoes an initialisation
procedure where a rectangular target with known lengths placed in front of the
camera provides an initial real-world scale upon which the EKF can build.
Figure 2.2: Initialisation target with four known feature locations used to provide
absolute scale in the MonoSLAM algorithm described by Davison et al. [17]
Building on the MonoSLAM approach, Castle et al. [18] include predeter-
mined planar objects (specific images and a book) with known dimensions that
are recognised and mapped while they are visible. This improves the accuracy of
the scale upgrade since the calibration is composed of more than one element of
prior knowledge.
Rashidi et al. [19] focus on the monocular scale issue where 3-D reconstruction
of built infrastructure over and above indoor spaces is concerned. They propose
the insertion of predefined objects with known dimensions into a scene in order
to extract real-world scale. For indoor environments a letter-size page is used,
12
whereas for outdoor environments a 0.8 meter multi-coloured cube is used. The
argument for these objects is that they are relatively simple to detect and measure
when placed in built infrastructure scenes.
Figure 2.3: An example of the predefined cube with known dimensions placed in
an outdoor environment to provide absolute scale as described by Rashidi et al.
[19]
By recognising specific objects within a scene that have known dimensions,
absolute scale can be determined. This is still classified as being prior knowledge
since the objects to be recognised are often selected based on knowledge of the
environment. For example, Anati et al. [20] use the locations of clocks, trashcans,
ticket machines and payphones after they have been recognised by a camera on a
robot. Based on the known sizes of these fixed items, the robot is able to localise
itself.
Another example is that of Botterill et al. [21] who use a bag-of-words (BoW)
approach to object recognition. The dictionary of image words used to describe
an object is generated online. They propose that the use of common object
classes such as cars, bicycles, people and household objects can be recognised.
While these objects are present in many practical application environments, the
algorithm is still reliant on the presence of these objects within the environment.
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2.2.2 Accurate scale through sensor augmentation
Supplementary sensors independent of a camera can be used to achieve real-world
depth information. These include laser rangefinders, odometers and IMU devices.
Such a direct measure of depth allows visually acquired 3-D information to be
absolutely scaled.
Bok et al. [22] mount a CCD camera onto a 2-D laser rangefinder. The 2-D
laser rangefinder provides accurate distance measurements. The exact locations
of these measurements are visible in the camera images since relative motion be-
tween the two devices is assumed to be nonexistent with their respective views
being calibrated. The measured distances are then used to geometrically esti-
mate the motion of the system, after which an accurately scaled reconstruction
is generated from the conventional 3-D reconstruction pipeline.
Figure 2.4: CCD camera and 2-D laser rangefinder combination by Bok et al.
(left) and an example frame showing the 2-D laser marking visible in the image
[22]
By introducing an odometer into a visual SLAM pipeline, Eudes et al. [23]
are able to estimate absolute scale. Specifically, when estimating the translation
of a camera between two views as determined by their epipolar geometry, this
estimated translation is substituted with the actual translation of the camera
measured by the odometer sensor. This provides real-world camera displacement
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information used to accurately scale the motion of the camera as well as the
produced mapping.
Retrieving real-world camera displacement can also be achieved through the
use of an IMU as demonstrated by Nu¨tzi et al. [24] who achieve absolute scale
estimation for visual SLAM. Starting with the parallel tracking and mapping [25]
algorithm which uses an EKF, they fuse positional information determined by
acceleration measurements from the IMU in meters with positional information
determined by SLAM algorithms up to a certain scale. The mapping of the
system is thus accurate to real-world distances.
Figure 2.5: UEye Camera and Crossbow IMU combination setup by Nu¨tzi et al.
[24]
Another example of inertial sensor augmentation is described by Kneip et al.
[26]. Rather than select an initial scale factor value at random as is done in
previous implementations that use an EKF, the initial scale factor is obtained
deterministically. This leads to better convergence behaviour of a filter that
includes the scale factor as a variable to be estimated.
2.2.3 Accurate scale through camera constraints
The position and motion of the camera being used in a monocular system can be
constrained in such a manner that some parameter uniquely defines real world
depth.
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Scaramuzza et al. [27] show that neither prior knowledge of a scene nor ad-
ditional sensor technology is required to determine absolute scale in SfM when
working specifically with vehicles (cars, bikes or mobile robots). By placing the
camera at a predetermined offset to the non-steering axle of the vehicle, a nonholo-
nomic constraint is placed on the motion of the camera. Intuitively, because the
motion of the vehicle is constrained, the motion of the camera will be constrained
proportionally. This allows the extrinsic parameters of the camera (rotation and
translation) to be estimated with accurate scale, using the known distance of the
offset.
Figure 2.6: Different camera mounting configurations on a vehicle that constrains
the motion of the camera as shown by Scaramuzza et al. [27]
Song et al. [28] solve the absolute scale issue for visual SLAM in autonomous
driving by developing a ground plane estimation algorithm based on visual clues
such as vanishing points and lines. By mounting a monocular camera on top of
a vehicle, they are able to consolodate the known height of the camera above
the ground with the detected ground plane within images. Maps are then scaled
according to this consolodation.
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Figure 2.7: Ground plane determination expressed by the horizon line indicator
as described by Song et al. [28]. Distances to other vehicles are displayed
2.3 Conclusion
While the core pipeline remains common, each implementation is centered around
a particular application or environment. The requirement of prior scene knowl-
edge limits the use of a reconstruction system either to environments populated
with recognisable landmarks or environments accessible by operators to deploy
landmarks. Sensor augmentation produces a number of degrees of error. The
augmenting sensor contains an inherent degree of inaccuracy, however small or
large it may be. Synchronisation between image acquisition from the camera and
sampling of the sensor may not always be accurate. Relative positioning of the
two devices must also be taken into account in some sort of calibration proce-
dure. Systems where non-holonomic contraints are placed on camera movement
are predominantly implemented as vehicle based systems and as such are limited
to the resulting type of application.
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Chapter 3
Structure from Motion
A brief overview of the core reconstruction pipeline was presented in Chapter
2. The foundation required to build a reconstruction algorithm based on this
pipeline is presented here as a digest of relevant parts of [29].
3.1 Projective geometry and transformations
Points and lines are geometric elements substrative to 3-D space description.
Projective geometry provides a convenient description of the behaviour of these
elements in 3-D to 2-D imaging as well as necessary transformations.
Lines – A 2-D line on an image plane is expressed by the general equation
ax + by + c = 0 where the substitution of different coefficient values produces
different lines. A line defined by this equation can be represented as a vector
l = (a, b, c), however, this relation is not one-to-one. This is because (a, b, c) and
k(a, b, c) represent the same line for all k 6= 0. Two vectors differentiated only
by such a scale factor are thus equivalent when representing a line. All 3-vectors
under this equivalence relationship form an equivalence class in R2 known as a
homogeneous vector, denoted with a tilde in this text i.e. l˜.
Points – A 2-D point on an image plane can be expressed as a value pair
x = (x, y) in R2. If x lies on a line l as described above, then a homogenous vector
representation of this point is given by x˜ = (x, y, 1) since x˜l˜ = (x, y, 1)T (a, b, c) =
ax+ by+ c = 0. If a scale factor k 6= 0 is applied to x˜, (kx, ky, k)˜l = 0 still holds.
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This implies that a point can also be represented by a homogeneous vector (or
coordinate) under the same equivalence relationship that lines follow. The third
component of a homogeneous vector representing a point does not necessarily
have to be 1. The vector components can take on arbitrary values in the form
x˜ = (x˜, y˜, w˜). Here, w˜ is a scaling component such that converting a homogeneous
coordinate to an inhomogeneous coordinate in R2 is given by x = ( x˜
w˜
, y˜
w˜
).
Homogeneous 3-vectors in R3, excluding (0,0,0), form the projective plane P2
or the 2-D projective space. A beneficial characteristic of the projective space
is the duality principle governing points and lines. Since homogeneous vectors
can represent either points or lines, these vectors can be interpreted according
to requirement. For example, a homogeneous vector u that represents a point
which lies on a line represented by a homogeneous vector v, can be interpreted
as a line that passes through a point v. The use of homogeneous coordinates to
conveniently represent transformations will become evident.
The transformations of geometric elements can be classified according to a
hierachy of transformation groups, where each group is a subset of the following
group. These are:
• Translation
• Euclidean (Rigid)
• Similarity
• Affine
• Projective
Translation transformations relocate an element within the coordinate sys-
tem. Orientation, lengths, angles, parallelism and straight lines are preserved.
The general form of a translation is given by the equation x′ = x + t . Using
homgeneous coordinates, the matrix representation becomes:
x˜′ =
[
I t
0 1
]
x˜ (3.1)
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A 2-D translation has 2 degrees of freedom (dof ) in the x and y directions
which are represented by the parameters tx and ty so that t = (tx, ty) and I is
the 2 x 2 identity matrix. Similarly, a 3-D translation has 3 dof represented
by the paramters tx, ty and tz so that t = (tx, ty, tz) and I is the 3 x 3 identity
matrix. The last row is appended in order to make it possible to use homogeneous
coordinates where 0 is a zero vector in Rn.
Rigid body or Euclidean transformations rotate and relocate an element
within a coordinate system. Lengths, angles, parallelism and straight lines are
preserved. The general form of a rotation is given by the equation x′ = Rx + t .
Using homgeneous coordinates, the matrix representation of this transformation
becomes:
x˜′ =
[
R t
0 1
]
x˜ (3.2)
A 2-D rigid body transformation has 3 dof in the x and y directions as well as
the angle of rotation. These are represented by the parameters tx, ty and θ so that
t = (tx, ty) and R = [cosθ−sinθ; sinθcosθ]. A 3-D rigid body transformation has
6 dof in the x, y and z directions as well as the angles of rotation about the x,
y and z axes. The parameterisation of R is not trivial in the 3-D case, however,
there exists a number of possibilities.
Similarity transformations can relocate, rotate and scale an element within a
coordinate system. Angles, parallelism and straight lines are preserved. The gen-
eral form of a similarity is given by the equation x′ = sRx+t . Using homgeneous
coordinates, the matrix representation of this transformation becomes:
x˜′ =
[
sR t
0 1
]
x˜ (3.3)
A 2-D similarity transformation has 4 dof in the x and y directions, the angle
of rotation and the scale factor s. The rotation and translation parameters R and
t follow from 2-D Euclidean transformations. A 3-D similarity transformation has
7 dof with the added degree of freedom being the scale factor compared to a 3-D
Euclidean transformation.
Affine transformations can skew an element such that orthogonality is not
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preserved, however, parallel lines remain parallel and these lines remain straight.
The general form of an affine transformation is given by the equation x′ = Ax
where A represents an arbitrary choice of values for R, t and s. For 2-D affine
transformations, the matrix representation is:
x˜′ =
 a00 a01 a02a10 a11 a12
0 0 1
 x˜ (3.4)
For 3-D affine transformations, the matrix representation is:
x˜′ =

a00 a01 a02 a03
a10 a11 a12 a13
a23 a21 a22 a23
0 0 0 1
 x˜ (3.5)
Projective transformations only preserve straight lines. The general form
of a projective transformation is given by the equation x′ = Hx where H is a
homogeneous matrix and represents an arbitrary choice of value for the elements
of a transformation matrix. This means that a projective transformations must
be conducted with homogeneous coordinates since the last row of H may contain
arbitrary values as opposed to subset transformations where the last row is [0|1].
The respective 2-D and 3-D representations of H are:
H2D =
 h00 h01 h02h10 h11 h12
h20 h21 h22
 (3.6)
H3−D =

h00 h01 h02 h03
h10 h11 h12 h13
h20 h21 h22 h23
h30 h31 h32 h33
 (3.7)
It is evident that any 2-D transformation can be represented as a 3 x 3 matrix
and, similarly, any 3-D transformation can be represented as a 4 x 4 matrix. Rep-
resenting transformations in this way makes it possible to chain multiple trans-
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formations conveniently as well as to define the arbitrarily constrained nature of
the projective transformation. The specific group a transformation belongs to
depends on the constraints placed on elements of these matrices. As shown in
the descriptions above, a transformation subset preserves all the properties of the
transformations it precedes which is a direct result of constraining the degrees of
freedom.
3.2 Camera model
In order to represent 3-D to 2-D image formation geometrically, a camera model is
required. There are a number of camera models in existence including perspective,
orthographic, weak perspective and affine cameras.
3.2.1 The perspective camera
The most commonly used camera model in computer vision is the perspective
(or pinhole) camera model because of the accurate geometric representation it
provides. Let O be the origin of a coordinate system in R3 and let pi represent a
plane parallel to the xy-plane at z = f as shown in Figure 3.1.
O is defined as the camera center, pi as the image plane and f as the focal
length of the camera. We also declare any point on pi as a 2-D image coordinate.
If a 3-D point X = (X, Y, Z) in R3 is translated towards O , the intersection of
this translation and pi is a projection of this 3-D point onto pi and is represented
as the image coordinate x = (x, y). The line connecting X and O represents a
ray of light reflected off an object that is captured by the camera. Ratios of lines
corresponding to similar triangles show that f/Z = x/X = y/Y . Therefore, the
projected image coordinates are given by
x = f(X/Z) (3.8)
y = f(Y/Z) (3.9)
The benefit of using homogeneous coordinates for image formation charateri-
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Figure 3.1: Pinhole camera model
sation is evident here. From Section 3.1, let X˜ = (X, Y, Z, 1) be a homogeneous
vector representation of X and let x˜ = (fX, fY, Z) be the homogeneous vector
representation of the projection of X on pi. In matrix notation this is
 xy
w
 =
 f 0 0 00 f 0 0
0 0 1 0


X
Y
Z
1
 (3.10)
The 3x4 matrix in Equation 3.10 is termed the homogeneous camera projection
matrix and shall be denoted as P. We concisely redefine Equation 3.10 as:
x˜ = PX˜ (3.11)
3.2.2 Camera extrinsic parameters
The coordinate frame described in Section 3.2.1 is known as the camera frame
and represents the geometry of a single camera. If multiple cameras – or multiple
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camera poses of a single camera – are present, each one will have a separate
camera frame relative to a world frame. Any camera frame can be aligned with
the world frame through an arbitrary 3-D rigid body transformation. Relative to
the world frame, this transformation represents what is known as the pose of the
camera.
In Equation 3.10, the pose of the camera was assumed to be [I|0]. The de-
composition of the camera projection matrix in Equation 3.10 according to the
pose component becomes:
P =
 f 0 00 f 0
0 0 1

 1 0 0 00 1 0 0
0 0 1 0
 (3.12)
The camera frame of a camera with pose defined as [I|0] in this way is taken
as the world frame and is usually the first camera view. All proceeding camera
views are represented in terms of pose by R and t as introduced in Section 3.1
as a Euclidean transformation. It is also convenient to define the 3 x 3 matrix
on the left of Equation 3.12 as the calibration matrix K. The camera projection
matrix is thus represented in general form as:
P = K[R|t ] (3.13)
3.2.3 Camera intrinsic parameters
In addition to geometric properties described by the perspective camera model
are specific parameters associated with the intrinsic operation of a digital cam-
era. These are: principal point, aspect ratio, skew and distortion (be it radial
or tangential). Intrinsic parameters are described by the calibration matrix K
introduced in Section 3.2.2.
The principal point refers to the center or origin of the image plane. In
the previous Section it was assumed that the principal point is situated at the
intersection of the z-axis with the image plane. This may not always be the case
for practical cameras since the principal point may have an offset. If px and py
are the offset values of the principal point in the x and y directions respectively,
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K becomes
K =
 f 0 px0 f py
0 0 1
 (3.14)
In Equation 3.14, the assumption is made that the image plane has equal
scale along the x and y axes. For digital CCD cameras this may not always be
the case. The pixels produced by a CCD sensor may be longer in one direction
so that pixels are considered rectangle rather than square. This proportionality
is known as the aspect ratio of a camera given by mx/my where mx and my
are the number of pixels per unit distance along the x and y axes respectively.
The focal length of the camera can be expressed as having x and y components
as follows:
fx = fmx (3.15)
fy = fmy (3.16)
The camera calibration matrix can now be augmented with the componential
form of the focal length by multiplying from the left with diag(mx,my, 1) to
obtain:
K =
 f x 0 px0 f y py
0 0 1
 (3.17)
For a more general expression of the camera projection matrix, a parameter
s is added to represent the skew of the image plane. The calibration matrix can
then be denoted as:
K =
 f x s px0 f y py
0 0 1
 (3.18)
In practice however, the skew parameter is often zero since it is unlikely that
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the x and y axes of the pixel array are not perpendicular.
3.3 Feature tracking
3.3.1 The correspondence problem
The task of perceiving the motion of a world point between two or more views
is a non-trivial task and is known as the correspondence problem. This motion
may come about as the result of moving objects in a scene or, more relevent to
this study, movement of the camera. A number of contraints and assumptions
are made when attempting a solution to this ill-posed problem. By constraining
the implementation so that the distance between world points and the camera is
much larger than the distance between camera views, the following assumptions
can be made:
• The majority of identified image points will be visible in a number of views
• The regions surrounding identified points are similar for different views
• Occluded image points in consecutive views are minimised
These constraints and assumptions are reasonable in terms of the scope of
this study. Multiple-view monocular 3-D reconstruction algorithms generally use
video sequences so that the distance between image views is much smaller than
the distance from the camera to scene objects.
3.3.2 Feature detection and description
Obtaining corresponding points from one image to the next requires some de-
scription of a point such that it can be uniquely identified in consecutive images.
Unique points reduce the chance of obtaining ambiguous matches between im-
ages. Feature detection algorithms locate such key points (features) in an image
and define them as good candidates in terms of a quantitative measure of unique-
ness compared to the rest of the image. This is a local rather than global feature
detection approach. Local features are advantageous in the context of this study
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because specific point coordinates are of interest. Ideal local feature detection
algorithms are robust in terms of their invariance to scale, rotation, shifting and
brightness changes. Maintaining repeatability, accuracy, generality, efficiency and
quantity of features is also important.
3.3.3 Feature tracking
Depending on how unique the descriptions of features are in one image, the
locations of the corresponding features in the next image can be determined by
matching features with similar descriptions. This is known as feature matching
and is better suited for features with more complex and unique descriptions. An
alternative approach is to detect more basic image features such as lines and
corners in one image and then search the surrounding region in the next image
for a similar feature. This is known as feature tracking and makes the assumption
of small displacements between image frames. The chosen approach must ensure
that feature correspondences between image frames are as accurate as possible
as the resulting point locations are important to epipolar geometry estimation
between two views.
3.4 Two-view Structure from Motion
3.4.1 Epipolar geometry
The camera model described in Section 3.2 defined the pose of a camera geomet-
rically using a rigid body transformation which aligns the camera view with the
world view. An analogous transformation is used to describe the relative trans-
formation between two arbitrary camera views. Epipolar geometry is defined as
the intrinsic projective geometry between two views. It is commonly used to
constrain the parameters required to obtain a corrsepondence between the image
points of a world point in two views when the extrinsic and intrisic parameters
of the camera views are known. However, the converse can be applied such that
obtained point correspondences are used to estimate the relative transformation
between two views.
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Consider Figure 3.2 which shows the relationship between two views in terms
of a 3-D point X and its respective image points x and x′ in these two views.
Figure 3.2: The epipolar geometry between two camera views
The epipolar constraint is described geometrically in terms of:
• The epipoles: intersection point of the baseline with each image, where
the baseline is the vector from O to O ′ or vice versa. It is also described as
the image of the camera center of each camera in the other camera’s view.
• The epipolar plane: the plane given by the coplanar vectors O , O ′ and
X.
• The epipolar lines: the intersections of the epipolar plane with the image
planes.
Assuming the camera intrinsic parameters are known, the camera calibration
matrix K is removed to introduce normalised image coordinates as follows:
xˆj = K
−1
j xj (3.19)
A vector from the center of the first camera O to X is now given by:
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p = dx (3.20)
where d is the distance from the camera center to X. Applying an arbitrary
rigid body transformation to p produces the vector from the second camera
center O ′ to X as follows:
d′x′ = p′ = Rp + t = R(dx) + t (3.21)
In order to discard the t component on the right of Equation 3.21, the cross
product of t, here represented by the skew symmetric matrix [t]×, is applied on
both sides to obtain:
d′[t]×x′ = d[t]×Rx (3.22)
Applying the dot product of both sides with x′ gives:
d′x′T [t]×x′ = dx′T ([t]×R)x (3.23)
Since [t]× is cancelled out on the left side, it becomes zero so that:
x′TEx = 0 (3.24)
This is the algebraic representation of the epipolar constraint where E = [t]×R
is defined as the 3 × 3 essential matrix and contains all the two-view geometric
information relating the points x and x′. Consequently, by estimating E based
on point correspondences, the rotation and translation that forms the relative
transformation between two views can be determined.
Each point correspondence results in a linear homogeneous equation according
to the epipolar constraint defined in Equation 3.24 as follows:
xx′e00 + yx′e01 + x′e02 + xy′e10 + yy′e11 + y′e12 + xe20 + ye21 + e22 = 0 (3.25)
using homogeneous coordinates x = (x, y, 1) and x′ = (x′, y′, 1).
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Since there are nine unknown elements within the essential matrix, a minimum
of N=8 point correspondences are required to estimate it where having exactly
eight points uniquely defines the solution. However, if the point correspondences
are noisy, the system is underdetermined and thus more point correspondences
are required, resulting in an overdetermined system. For n point correspondences,
The epipolar constraint is defined as
Ae =

x’1x1 x’1y1 x’1 y’1x1 y’1y1 y’1x1 y1 1
...
...
...
...
...
...
...
x’nxn x’nyn x’n y’nxn y’nyn y’nxn yn 1
 e = 0 (3.26)
where e is the rasterised 9-vector form of the essential matrix.
The matrix A can be estimated using non-linear least squares, specifically
from the singular value decomposition (SVD) of A given by:
A = UDVT (3.27)
The solution to the unknowns of A i.e. the parameters of the essential matrix
E, is given by the last column of V in Equation 3.27. The last column of V is
the singular vector corresponding to the smallest singular value of A. This is
effectively a minimisation of the norm of Ae.
Once the essential matrix has been estimated using the 8-point algorithm
described above, the relative rotation and translation between the two views can
be determined from it. An important property of the 3 × 3 matrix E is that
two of its singular values are equal to 1 and the third is equal to zero such that
Equation 3.27 may be written as
A = Udiag(1, 1, 0)VT (3.28)
This property leads to a derivation of four possible solutions to the relative
rotation and translation as described in [29] which will not be shown here. These
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four solutions are given as:
[R|t ] = [UWVT |+ u3]or[UWVT | − u3]or[UWTVT |+ u3]or[UWTVT | − u3]
(3.29)
Determining which solution is correct is referred to as chirality and requires
triangulating a single point using the geometric information of the two views and
evaluating whether the reconstructed point is in front of both camera views since
only one solution will lead to this occurence. It is important to note here that
the translation component of the computed relative pose transformation has unit
magnitude and is thus determined up to scale.
While the 8-point algorithm provides adequate estimation of the essential
matrix, there are a number of alternate estimation procedures in existence.
3.4.2 Structure estimation
Given the camera matrices of two views and a pair of corresponding image points
on these views, a 3-D point can be estimated by means of triangulation where cor-
responding image points are back-projected such that their point of intersection
gives the estimated 3-D point. Triangulating multiple points leads to an over-
all structure estimation of the scene. The respective vectors starting from each
camera center, passing through each image point and extending to the 3-D point
do not always meet. This is due to noisy image points and inaccurate epipolar
geometry description between two views. It is then necessary to define new image
points that satisfy the epipolar constraint exactly, close to the measured image
points.
3.5 3-D Reconstruction from an image sequence
3.5.1 From Two-view to Multiple-view reconstruction
Structure obtained from two-view geometry results in the reconstruction of a
segment of a scene. Multiple two-view reconstructions can be obtained using
pairs of images at different temporal locations within a sequence. The next step
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is to register these apparently independent point clouds so that they can be
stitched into a single point set which represents the entire scene. The idea is to
determine some rotation and translation combination that transforms one 3-D
point set to another point set, where merged point sets are recursively merged
with new point sets. This is referred to as point set registration.
The steps for transforming a point set A to a point set B are as follows:
1. Normalise each point set i.e. calculate the center of mass of each point set
and translate it to the origin as follows:
XiA,normalised = X
i
A −
1
N
N∑
i=1
XiA (3.30)
XiB,normalised = X
i
B −
1
N
N∑
i=1
XiB (3.31)
where XiA and X
i
B are 3-D points in the point sets A and B respectively. N
is the number of points in each point set and should be at least 3. Since it
is possible that features may be lost or added accross image sequences and
point sets, N is a count of common features between two point sets rather
than the number of points in each point set.
2. Estimate the rotation between the normalised point sets. First, the covari-
ance matrix Σ is determined as follows:
Σ =
N∑
i=1
XiAX
i
B (3.32)
The SVD of Σ is computed and the rotation between the two point sets is
given by
R = VUT (3.33)
where SV D(Σ) = USVT .
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3. Determine the translation between the two point sets. Since the transfor-
mation is from point set A to point set B, the translation is such that A
is translated to the origin, rotated according to the estimated rotation and
then translated to the centroid of B as follows:
t = −R× 1
N
N∑
i=1
XiA +
1
N
N∑
i=1
XiB (3.34)
The point set registration algorithm described above finds a Euclidean trans-
formation between two point sets. It is then necessary to stitch the point sets
such that redundant 3-D points are eliminated and recursively merge point sets
until the final 3-D reconstruction is obtained.
3.5.2 Degenerate motion and frame selection
When using pairs of images in an image sequence to perform two-view structure
estimation, it is not always the case that consecutive image frames in the sequence
provide the best conditions for epipolar geometry estimation. This is especially
true for temporal image sequences since the total rotational and translational
motion of the camera between views is minimal. Figure 3.3 shows that when two
image views used for structure estimation are too close to each other in terms of
baseline distance they are said to not have enough parallax and so the region of
error is increased based on the point estimation error. This can also be proven
algebraically according to the property of the essential matrix, E = 0 ⇔ T = 0
which shows the requirement of sufficient translation between camera views.
It is thus necessary to select frames that provide accurate structure estimation
rather than use consecutive frames. Frames with larger baseline distance produce
smaller error, however, as the baseline increases there are fewer feature correspon-
dences as feature points are occluded or removed from view. Frames should then
be selected such that the baseline distance is wide enough while retaining a good
number of matched features between frames.
Frame selection is also important when trying to avoid degeneracies in epipo-
lar geometry estimation when assumptions of general motion and structure no
longer hold. Estimation degeneracies are classified as being either motion degen-
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Figure 3.3: The light blue regions indicate possible regions of error based on
detected feature points that are noisy. The darker blue region indicates where
triangulation of the point may occur
eracies or structure degeneracies. Motion degeneracy occurs when the camera
only rotates without any translative motion. Structure degeneracy occurs when
a majority of scene interest points are coplanar. This is apparent when projective
transformation is used over homography transformation. Both types of degener-
ate cases can be mitigated by making using of homography estimation to solve
the correspondence problem but should be avoided when attempting epipolar
geometry and structure estimation.
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Chapter 4
Augmented Structure from
Motion
As per the specified outcomes, the accurately scaled scene reconstruction algo-
rithm is designed as a simulation based on a synthetic image sequence. The per-
formance of the algorithm is incrementally improved within the scope of the work.
The resulting algorithm is then applied to a real-world environment dataset.
4.1 Simulation
Developing the algorithm as a simulation allows for core algorithmic development
without commitment to specific hardware and software to be used as part of
a final artefact or product. Observations and optimisation within simulation
development also aids in selecting the components to be used in artefact design
and implementation.
A brief description of the synthetic dataset used for algorithmic development
is provided. This aids in understanding the formulation of the depth sensor
simulation as well as the ground truth model to be used in experimentation. The
depth sensor simulation is then detailed to demonstrate how an augmented depth
marker is produced within images. The 3-D reconstruction algorithm is then
expanded upon, including the determination of accurate scale via the simulated
depth sensor.
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4.1.1 The ICL-NUIM dataset
The ICL-NUIM dataset [30] provides two synthetic scenes: the living room scene
and the office scene. The former is used for this study and is shown in Figure
4.1 through a number of sample images from the set. Being a benchmark for
RGB-D, visual odometry and SLAM algorithms, the dataset provides depth and
camera information for each visible image frame.
Figure 4.1: Sample images from the ICL-NUIM living room dataset
Depth information is presented in two different formats for separate segments
of the dataset. The first format is characterised by pixel-to-pixel mappings of
each image to a 16-bit ground truth depth map as shown in Figure 4.2. By
Figure 4.2: An image selected from the living room set with a corresponding
depth map for each point in the image
combining image plane coordinates with the corresponding depth values to create
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3-D points, a ground truth model can be generated. The second format includes
custom depth files for each image in the sequence. Processing functions are
then provided by the dataset developers to convert these files into usable depth
information. The processed data are matrices that store x, y and z coordinates
respectively. These cooridinates are the world coordinates of the ground truth
model. Generated groundtruth models are important in determining the accuracy
of the implemented reconstruction by calculating the error between individual
world points. The dataset also provides ground truth camera poses for each
frame in the set, accompanied by a camera calibration matrix with the following
intrinsic parameters:
K =
 481.20 0 319.500 -480.0 239.50
0 0 1
 (4.1)
The y-component of the focal length is negative since the dataset was generated
using a left-handed coordinate system. This allows for direct use within a right-
handed coordinate system as is the case with this work. The ICL-NUIM living
room dataset is used in this study because of the accuracy of the ground truth
models it provides and the convenient means of extracting ground truth depth
and camera information on demand.
4.1.2 Depth sensor simulation
The goal of the depth sensor simulation is to augment each image from the
dataset with a detectable depth marker as well as provide a distance measurement
corresponding to the marker using depth information obtained from the synthetic
dataset. The simulation starts with depth sensor point source placement relative
to the camera center, resulting in a direction vector which represents the heading
of the light ray. A raytracing algorithm is then used to estimate the path of the
ray and determine the real-world distance to the first point it intersects with. The
point is then projected onto the image where a visible depth marker is generated
on the image. As will be explained later, the scale estimation algorithm detects
the laserpoint in the image and uses the single-point distance information to scale
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reconstructions to real-world dimensions.
4.1.2.1 Point-source placement
The depth sensor simulation allows configurable placement of the depth sensor
point source relative to the camera center. Euclidean displacement of the point
source from the camera center is provided as a 3-dimensional normal vector of x,
y and z offset values as shown in Figure 4.3. A vector is produced that has the
same direction as the camera center.
Figure 4.3: Point source displacement from camera center
The direction of the point source vector can be configured to include angular
displacement. A 3-dimensional normal vector of roll, pitch and yaw offset values
are used to transform the directional vector of the point source to simulate such
a scenario. This is shown in Figure 4.3 as the red vector. The final direction
vector is provided as input for the raytracing algorithm.
4.1.2.2 Raytrace algorithm
Upon determination of the origin and direction of the point source, the magnitude
of the vector is increased by a predetermined step value of 0.01, which is the
resolution of the depth map values associated with the dataset images. This is
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done iteratively such that the resulting end-point of the vector is then compared
with all depth values of the image. If the z-components of both the simulated ray
path and a ground truth point are equal, this point represents the intersection of
the ray path with the ground truth model. The actual distance from the point
source to the intersecting point is taken as the z coordinate of the point. The
intersecting ground truth point is then projected back to the image to determine
the image coordinate associated with it. This is shown in Figure 4.3 by the
dashed red lines. These image coordinates are provided as input for the laserpoint
generation component of the simulation.
4.1.2.3 Image laserpoint generation
Using the image coordinates determined by the raytrace algorithm, an artificial
depth marker is superimposed onto the current image. This is achieved by draw-
ing a red dot of constant diameter on the image, where the center point of the
dot is at the input image coordinate. A rough estimation of the visible laser-
point is produced that may be detected in the reconstruction algorithm. Figure
4.4 displays a depth marker generated from a point source location that has y-
displacement from the camera center and points in the same direction as the
camera center.
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Figure 4.4: Visible laserpoint superimposed onto the current image
4.1.3 3-D scene reconstruction
Most 3-D reconstruction algorithms follow the same basic pipeline. While imple-
mentation specifics and the sequence of pipeline component execution may differ,
the core remains the same. An overview of the concepts comprising the core
pipeline was presented in Chapter 3. Building on this, the components involved
in this 3-D reconstruction algorithm are broken down in this section including
the proposed scale upgrade solution.
Figure 4.5 shows an overview of the algorithm design in terms of the fun-
damental components. The sections that follow discuss these individual compo-
nents in detail while demonstrating the flow of data and control. The two-view
approach is adopted for the sections leading up to the cumulative reconstruction
component, where the strategy for incorporating additional views is given.
4.1.3.1 Feature tracking
The first step in two-view geometry estimation between two image frames is
to detect and track features from one image to the next. This is extended to
the multiview case where features can be tracked along mulitiple images. The
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Figure 4.5: High-level reconstruction pipeline
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Kanade-Lucas-Tomasi (KLT) feature tracking algorithm is used in this work. The
KLT feature tracker is characterised by two main focuses:
1. Detection of good features for Lucas-Kanade (LK) specific tracking.
2. Tracking of these features using the LK method.
Detection of good features is the first step in the reconstruction algorithm
since the relationship between corresponding features in successive frames is to
be exploited later on. Corner features are considered good features as required by
the LK feature tracker and so the Harris feature detection algorithm is employed
to this end. The feature detection component takes in as input a specific image
from the image sequence. Harris corner features are then detected according to
some predefined minimum quality threshold. The quality threshold determines
the point density i.e. a lower quality threshold results in a denser feature point set.
Each detected feature is represented by the vector (u, v). As an example, (0, 0)
would be the top left pixel in an image in a right-handed coordinate system. The
output of the feature detection component is then a vector of image coordinates
corresponding to individual feature locations i.e. (u,v) where u = (u1, u2, ..., un)
and v = (v1, v2, ..., vn) where n is the number of features detected. A basic
overview of the feature detection component is given below.
Algorithm 1: Feature detection
Input:
Current image;
Output:
Vector of image coordinates corresponding to detected features;
Procedure:
for each pixel do
Calculate x gradient;
Calculate y gradient;
if x gradient and y gradient greater than threshold then
Add pixel coordinates to vector of detected image coordinates;
end
end
From a two-view perspective, there are only two images involved, referred
to as i and j in this text respectively. Figure 4.6 shows the detected feature
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locations marked on image i (in this example, frame 1 from the synthetic dataset).
These feature locations serve as input into the feature tracking component of the
algorithm in order to determine correspondences between candidate frames for
epipolar geometry estimation.
Figure 4.6: Detected feature point locations marked on the input image
The use of the Harris corner feature detection algorithm is warranted by its
simplicity of implementation. It is reliable for well-textured environments and
provides good features for basic feature tracking.
For each feature location detected in the current image, the LK feature tracker
processes a window region around that same location in the next image. The
corresponding feature locations in the next image are produced as output. Figure
4.7 shows the features detected in image i tracked to the next image of interest,
j. In this example j is frame 66 of the synthetic dataset. The selection of this
frame is explained in Section 4.1.3.2.
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Figure 4.7: Detected features point tracked onto the next image of interest. Green
cross markers indicate features detected in image i while red circle markers indi-
cate the corresponding feature tracked to image j (the two images are superim-
posed)
4.1.3.2 Frame selection
Frame selection is necessary to obtain an ideal baseline between image frames.
Further, because camera motion within a video sequence is not always uniform,
selecting key frames based on a constant baseline leads to poor estimation of
epipolar geometry and triangulation for certain view pairs. Frame selection must
thus be dynamic according to the movement of the camera. The solution proposed
by [31] is used in this work. The detected features of the current image are taken
as input together with the tracked features of the following image in the sequence
to form the parametric matrix A as defined in Equation 3.26 of Section 3.4.1,
where the epipolar constraint is defined as a normal equation. Taking the SVD
of A, the two smallest singular values of the SVD provide an indication of the
likelihood that the point correspondences will provide good epipolar geometry
estimation as well as a sufficient number of tracked points for said estimation.
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The RMS of these values is calculated to produce a score. If the score is greater
than or equal to a threshold value of 3, the subject frame is selected as a key
frame and the two frames are used in epipolar geometry estimation. If, however,
the score is below the threshold, features are tracked to the next image in the
sequence. The procedure is repeated until a suitable key frame is found. This
approach seeks to avoid dealing with degenerate cases altogether. Figure 4.8
shows the calculated scores for a number of frames before obtaining the next
suitable frame (in this example frame 66).
Algorithm 2: Frame Selection
Input:
Current frame coordinates;
Candidate next frame coordinates;
Output:
Next key frame in sequence with corresponding tracked feature
coordinates;
Procedure:
while next frame not found do
Load next image in sequence;
Find track locations in next image;
Build correspondence matrix A;
[U,S,V] = SV D(A);
Extract smallest singular values from S (s7 and s8);
score =
√
s7 ∗ s8;
if score is above 3 then
next frame found;
return frame number and corresponding tracks;
end
end
This implementation provides a simpler execution over more complex key
frame selection algorithms such as GRIC but still provides adequate performance
in determining reliable image baselines. As documented by [31], the choice of
threshold value is not deterministic and is chosen by experimentation. The thresh-
old value of 3 in this work yields more consistent results for longer, non-uniform
image sequences. The algorithm does not directly deal with motion and structure
degeneracies which may affect reconstruction results but still provides reliable
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Figure 4.8: Rejection of image frames as suitable for epipolar geometry estimation
before obtaining the next key frame
baseline determination. Frame selection and handling of degenerate cases has
been studied exclusively [32][33]. It is beyond the scope of this work to design
or implement the optimal solution to frame selection and so the implementation
proposed provides a middle ground between rudimentary and optimal.
4.1.3.3 Epipolar geometry
Once two frames with a reliable baseline have been established, the epipolar ge-
ometry between these views is determined. As mentioned in Section 3.4.1, the
normalised 8-point algorithm is commonly used to estimate the essential ma-
trix - an algebraic representation of the epipolar relationship between the two
views. The 8-point algorithm performs adequately in the absence of noisy fea-
ture matches, however, noisy feature matches are expected. It is thus necessary to
use more than 8 feature point matches to overdetermine Equation 3.26. By lower-
ing the quality threshold in feature detection, point density is increased allowing
additional matches between frames. This means, however, that the likelihood
of false feature matches increases, resulting in the presence of outliers. In order
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to detect and remove outliers and thus improve essential matrix estimation, the
RANSAC algorithm is used in this implementation. RANSAC [34] iteratively
searches for a model that provides the best fit to a set of data. For each itera-
tion, model parameter values are randomly selected before attempting to fit the
data to the model. After a predetermined amount of iterations, the model with
best fit based on some confidence value is selected. For this algorithm design,
the essential matrix serves as the model. The goodness of fit is measured by
determining the geometric distance between each point on the current image and
the corresponding epipolar lines defined by the essential matrix model of a par-
ticular iteration. The RANSAC algorithm allows for the exclusion of incorrectly
tracked correspondences and thus a more accurate essential matrix estimation
with strong inliers. Figure 4.9 illustrates the epipolar geometry between the two
views as represented by the epipolar lines generated from the essential matrix.
Algorithm 3: Epipolar geometry estimation
Input:
Corresponding Feature coordinates of key frames;
Output:
Estimated essential matrix with inlier points;
Procedure:
for number of iterations do
Obtain random values for the parameters of E;
Build correspondence matrix A;
[U,S,V] = SV D(A);
Last column of V is the vector form of estimated E;
end
Using RANSAC to estimate the essential matrix is a robust solution to this
problem. The removal of outliers is important to later steps of the algorithm.
Estimation of the essential matrix out of which camera extrinsics parameters are
extracted is also improved. Because of the many iterations required to reach a
strong level of confidence, RANSAC estimation coupled with a large number of
points can be slow depending on when confidence is reached. Point density is
chosen such that processing time is not too large while still improving epipolar
geometry estimation.
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Figure 4.9: The resulting epipolar lines of the best fit essential matrix displayed
on the left and right images respectively
4.1.3.4 Camera pose estimation
Posessing an estimation of the essential matrix, the relative rotation and trans-
lation - denoted here by [R|t] - between the two image views is determined as
derived in Section 3.4.1. The SVD of the essential matrix is calculated allowing
four possible solutions of [R|t] as defined by Equation 3.29. In order to determine
which of the solutions is correct, a single point from the set of tracked inlier points
is triangulated for each possible relative transformation solution. The solution
that produces the only triangulated point with a positive z component in both
view representations is returned as the relative pose between the two views. Fig-
ure 4.10 shows how a point triangulated for each of the solutions indicates which
of the resulting solutions represents the rotation and translation between the two
views. It is important to note that the translation component is determined up
to scale as characterised by unit maginitude. Camera pose estimation thus only
provides the direction of the translation.
The triangulation method used for this part of the algorithm is not sophis-
ticated since triangulation accuracy is not essential. The triangulated point will
have a positive z component in only one of the configurations irrespective of the
accuracy of the triangulation. It is also not necessary to triangulate more than
one point. Chirality determination only infers the rotation-translation solution
that is geometrically possible, it does not determine or improve the accuracy of
the intrinsic rotation and translation estimate. This is still subject to the accu-
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Algorithm 4: Camera pose estimation
Input:
Estimated essential matrix E;
Output:
Relative two-view transformation in terms of rotation and translation;
Procedure:
[U,S,V] = SV D(E);
Derive possible solutions using U, S and V;
camera matrix1 = K ∗ [I|0];
for each possible [R|t] solution do
camera matrix2 = K ∗ [R|t]solution;
Triangulate a single point with this configuration;
if z coord positive from both views then
return [R|t] solution;
end
end
racy of the essential matrix estimation. Inference of intermediate camera poses
is beyond the scope of this study.
Figure 4.10: The chirality of the solution allows for selecting the correct R,t
combination based on whether a triangulated point can be seen by both views
49
4.1.3.5 Structure estimation
Structure refers to reconstructed 3-D points and estimating it is often the last
step in a two-view, up-to-scale reconstruction. Estimation of structure is achieved
by triangulating points based on the determined relative transformation between
the two views. As introduced in Section 3.4.2, detected feature points are noisy.
This means their back-projection paths will not intersect. It is thus necessary to
find the best combination of estimates for the parameters involved. These being
the camera matrices, the detected feature locations and the epipolar geometry
between the two views. In this algorithm the Linear-Eigen method of triangula-
tion is used. The estimated points are obtained by minimising the following cost
function:
C(x,x′) = d(x, xˆ)2 + d(x′, xˆ′)2 (4.2)
where d(x, y) is the Euclidean distance between any two points x and y and xˆ
and xˆ′ are the best fit estimates of the image points subject to xˆTExˆ′.
Considering these corrected image points, the equations xˆ = PXˆ and xˆ′ = P′Xˆ
can be writtin as AXˆ = 0 where
A =

xp3T - p1T
yp3T - p2T
x
′
p3T - p’1T
y
′
p′3T - p’3T
 (4.3)
and piT are the row vectors of P. Equation 4.3 can be overdetermined by
adding multiple points to be triangulated. The solution to AXˆ = 0 is estimated
by computing the SVD of A and extracting the singular vector corresponding
to the smallest singular value of A. Figure 4.11 shows an up to scale
reconstruction of the points detected earlier. Each two-view reconstruction is
used for scale estimation as will be seen in the next section.
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Algorithm 5: Structure Estimatinon
Input:
Relative two-view transformation in terms of rotation and translation;
Output:
Triangulated two-view world points up to scale;
Procedure:
camera matrix current = [I|0];
camera matrix next = [R|t];
Build A matrix from Eq 4.3;
[U,S,V] = SVD(A);
return vector corresponding to smallest singular value;
Figure 4.11: The resulting triangulated points for all interest points
4.1.3.6 Scale integration
Up to this point, reconstructed points from two views are determined up to scale.
It is at this point in the algorithm that metric scale is integrated into the recon-
struction. As described in Section 4.1.2.3, each image contains a superimposed
marker indicating the location in the environment corresponding to a given dis-
tance measurement. The first step of the scale estimation algorithm is to detect
this point in the image according to image coordinates. Since the marker point is
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known to be red in colour, a binary threshold filter is applied to the red channel.
The center of mass within a certain regoin of the binary image is then searched
for based on an estimation of the size and shape of the depth marker, thus rep-
resenting the image location of the marker. Figure 4.12 shows the red channel
mask as well as the laserpoint detected and marked in the image.
Figure 4.12: Detection of the visible laserpoint in the current image frame
The marker image coordinates must now be mapped to the computed two-view
structure in order to produce a scale factor using the known real-world distance
to that point. It is important to note that the image coordinates of the detected
marker do not necessarily correspond to a previously detected feature point in the
image and so cannot be exactly mapped to a reconstructed point. Also, depending
on the point density around the marker location, it would not be reliable to map
the marker location to the nearest detected feature location as this feature may
be too far from the actual marker location, resulting in an inaccurate scale factor
estimate. In both cases, using a single reconstructed point to determine the two-
view scale factor is subject to the accuracy of the reconstructed point, meaning
an inaccurately reconstructed point will lead to large scale factor error. The
marker image coordinates do, however, provide a projection path or vector from
the camera center to infinity (or some large maximum depth). To determine
an estimate of where the detected laser point is in the most recent two-view
reconstruction space, the number of reconstructed points at different intervals
along the projection path are counted incrementally. This is done by counting
in one dimension along the z-direction in both the xz and yz planes. The count
(or vote) distribution along the z-direction is represented by a histogram for each
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dimension as shown in Figure 4.13. The two histograms are added together and
the interval with the maximum number of counts is taken as the up to scale depth
of the laser point. This corresponds to the fact that the laser point is traced to
the first region of dense structure. It is assumed that the marker location must
always lie within a certain region in the center of the image since the depth sensor
is fixed in relation to the camera and so only points within this region are counted,
excluding a large section of the reconstruction. This method is dependent on the
accuracy of the two-view reconstruction but since many reconstructed points are
used, the error is distributed. The estimated scale factor is then taken as the
number of meters associated with the up to scale depth as given by Equation 4.4
since we know the real-world distance to the point in meters.
scalefactor = meters/unscaled depth (4.4)
Algorithm 6: Scale integration
Input:
Augmented image with depth point marked as per simulation above;
Up to scale reconstruction of two-view points;
Output:
Scale factor as meters per unscaled depth;
Procedure:
Obtain binary thresholded mask from red channel of input image;
Find midpoint location of point mass corresponding to laser point;
v = vector from camera center to max distance;
for i := 0 to max distance do
count(i) = number of reconstructed points at v ∗ i;
end
unscaled depth = max(count);
scale factor = meters/unscaled depth
As mentioned in Section 4.1.3.5, the estimated translation between two views
has unit magnitude. By multiplying the translation vector with the determined
scale factor, the camera pose between the two views is upgraded to become a
real-world transformation. This means that the scale factor is an exact estimate
of the translation magnitude between the two camera locations. The implication
here is that if all points are triangulated using the upgraded camera pose, they
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Figure 4.13: Scale estimation using a counting principle based on density of
reconstructed points. The histogram interval size in this example is 5. The
resulting scale factor obained is 0.0576 where the corresponding ground truth
scale factor is 0.0532
will have real-world locations. This would be the same as applying the scale
factor to each reconstructed point through scalar multiplication. At this point a
two-view reconstruction with real-world distances has been computed.
4.1.3.7 Cumulative point cloud
The previous sections detailed the two-view strategy for metric reconstruction.
This section details the chaining of views to obtain a multiple view reconstruc-
tion with real-world dimensions. In addition to providing real-world scale to 3-D
points, the scale factor determined in the previous step is also used to scale the
translation vector between the two views. This means that the transformation
R,t between the two views is absolute i.e. the magnitude of the translation
vector is the actual distance that the camera moved. As mentioned before, rota-
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tion is homogenous and does not require scaling. When adding a view, the next
frame introduced earlier becomes the current frame and the new next frame is
determined by the frame selection algorithm described earlier. The two-view re-
construction process is repeated, evaluating the current frame to be at the origin
of the world coordinate system rather than at the pose determined previously.
This removes cumulative error from new two-view reconstructions. The new re-
construction is then tranformed to the world coordinate system by applying the
pose transformation of the current frame determined in the previous iteration
of the cumulative reconstruction. Because absolute displacement is being deter-
mined for every added view, it is hypothesised here that batch processes such as
bundle adjustment and point set registration are not necessary for this algorithm.
This cumulative process is repeated so long as there is a sufficient number
of features to track. After some time, many of the features detected originally
will not be visible in new camera views. It is thus necessary to redetect features
when the size of the current track of features becomes too small. For every two
views added for a particular track of feature points, there is a reconstruction of
the track points. Obtaining a single point cloud from these can be as simple
as averaging the samples of each point. This, however, does not deal well with
points that have large reconstruction error.
Algorithm 7: Cumulative point cloud
Input:
Next frame;
Output:
Multiview metric reconstruction ;
Procedure:
if next frame has sufficient number of trackable points then
Obtain metric two-view reconstruction;
Transform latest reconstruction according to current frame camera
pose;
Add transformed reconstruction to batch of reconstructions for the
same track;
Find next frame;
end
return Final metric reconstruction;
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Figure 4.14: Final metric reconstruction
4.2 Natural data evaluation
In order to assess the true performance of the proposed algorithm, it must be
applied to natural data i.e. images from a real-world environment. The CoRBS
desk dataset [35] is used in this regard. Figure 4.15 shows a few sample frames
from the set. The camera intrinsic parameters are provided by the developers as:
K =
 468.60 0 318.270 468.61 243.99
0 0 1
 (4.5)
The dataset provides ground truth data for comparison with computed recon-
structions. Depth sensor augmentation is done the same way as with the simu-
lation. The Results section explains how ground truth data from both datasets
are used to determine the accuracy of the algorithm.
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Figure 4.15: A few sample image frames from the CoRBS desk dataset
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Chapter 5
Results
Experiments are conducted on reconstructed point clouds produced via simulation
and where possible via natural data. Introduced in the previous chapter, the
ICL-NUIM dataset is used to evaluate metric reconstruction via simulation. For
natural scene reconstruction, the CoRBS desk dataset is used in a similar fashion
to the ICL-NUIM dataset as explained in Section 4.1.2.
5.1 Experiment 1: Reconstruction accuracy
The aim of this experiment is to determine the accuracy of a 3-D reconstructed
point cloud with real-world distances obtained by the reconstruction algorithm.
This is a direct measure of the performance of the algorithm in terms of accurate
structure acquisition.
The combined average geometric error between the reconstructed point cloud
and the corresponding ground truth model is calculated. Since the algorithm is
classified as a sparse reconstruction algorithm, only some fraction of the total
number of reconstructable points are reconstructed. The experiment thus finds
the ground truth world points that correspond to the reconstructed points and
calculates the geometric distance between each individual point in the respective
point sets and averages these errors. The average error is formulated as:
err =
1
n
n∑
i=1
d(xi, xˆi) (5.1)
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where xi is the reconstructed point, xˆi is the corresponding ground truth point,
n is the number of reconstructed points and
d(x,y) =
√
(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2 (5.2)
is the real-world Euclidean distance between x and y in R3 in meters. In
order to otain a measure of scale accuracy, the estimated and ground truth point
clouds are normalised to determine their scale relative to the origin. This is done
such that the center of mass of each cloud is at (0,0,0) and the mean distance
from the center is
√
2. Note, this is not the same scale which is described by
Equation 4.4 and will be referred to here as the normalisation scale. The error
between the normalisation scale of the estimated and ground truth points provides
a measure of the accuracy of scale determination by the algorithm as a whole,
albeit influenced by intrinsic reconstruction accuracy.
5.1.1 Synthetic results
Figure 5.1 shows a qualitative comparison of the reconstructed point cloud with
respect to the equivalent ground truth. It is visibly evident that the reconstructed
points are noisy, however, the desired shape can still be made out. The axes also
show the similarity in scale between the reconstruction and the ground truth.
As a quantitative evaluation of reconstruction error using Equation 5.1, Table
5.1 displays a number of error metrics. From the table we see the mean error
of a reconstructed point is 20cm. The normalisation scale for the ground truth
and estimated clouds are 2.11 and 1.94 respectively, giving a normalisation scale
error of 0.17.
Mean σ Max Min
Overall 0.197m 0.23m 1.707m 0.005m
x-direction 0.067m 0.132m 0.95m 57.46e-06m
y-direction 0.043m 0.075m 0.604m 6.168e-06m
z-direction 0.152m 0.198m 1.57m 0.0003m
Table 5.1: Absolute error metrics for a reconstructed point cloud
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Figure 5.1: a. Estimated real-world 3-D points obtained from the reconstruction
algorithm. b. Corresponding ground truth 3-D points for comparison
5.1.2 Natural results
Executing the algorithm on the CoRBS desk dataset yielded the reconstructed
point cloud as shown in Figure 5.2, with ground truth for comparison. The
reconstructed points here are also noisy, more so than the synthetic results. This
could be because of the presence of motion blur in some image frames that is not
present in the synthetic data. The shape of the reconstruction can still be made
out with the scale of the points visibly inline with the ground truth according to
the axes.
Table 5.2 displays a number of error metrics associated with the final re-
construction. The average error of a reconstructed point is about 1.7m. The
normalisation scale for the ground truth and estimated clouds are 0.997 and
1.540 respectively, giving a normalisation scale error of 0.543.
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Figure 5.2: a. Estimated real-world 3-D points obtained from the reconstruction
algorithm b. Corresponding ground truth 3-D points for comparison
Mean σ Max Min
Overall 1.6824m 0.7895m 3.8691m 0.0225m
x-direction 0.6264m 0.3407m 1.6459m 241.31e-06m
y-direction 0.3335m 0.2347m 1.2745m 0.005m
z-direction 1.5027m 0.7219m 3.616m 0.0132m
Table 5.2: Absolute error metrics for a reconstructed point cloud
5.1.3 Observations
As mentioned in the design, many of the 3-D reconstruction components are
estimated and are subject to error. The average error of a reconstructed point of
the natural dataset is higher than that of the synthetic dataset, however, both
are relatively high. Depending on application requirements, the synthetic data
error margin may be adequate. For localisation and mapping applications, for
example, this would depend on the type of environment as well as the accuracy
required. The large standard deviation and maximum error values are indicative
of outlier points within both synthetic and natural reconstructions. The presence
of outliers is emphasised in the average error as Euclidean norm is not robust
to outliers since differences are squared. Better outlier detection is thus an area
of possible improvement. Table 5.1 also presents specific error for each axis in
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R3. For the synthetic dataset, error in the y-direction is minimal compared to
the other directions. This is due to the minimal movement of the camera along
the y axis. For both datasets, error in the z-direction is larger compared to other
directions. This is expected since triangulation error is most evident in the z-
direction as shown in Figure 3.3. The normalisation scale error metrics for both
datasets are small. These metrics indicate that overall reconstruction error is
largely due to triangulation rather than scale determination error. Because all
reconstructed points - including noisy points and outliers - are used to compute
the normalisation scale, reconstruction accuracy has an effect on this evaluation
method of scale estimation. It is evident that two-view reconstruction accuracy
affects final reconstruction accuracy. The next experiment determines if and
how two-view reconstruction accuracy affects scale determination since scale is
determined for every two views.
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5.2 Experiment 2: Structure accuracy effects
The aim of this experiment is to determine how scale estimation is affected by
the accuracy of reconstructed points. Ground truth point clouds with varying
degrees of added noise will be used rather than reconstructed point clouds. The
point cloud density will remain constant. This provides a controlled method for
measuring the effects of intrinsic reconstruction error on the accuracy of scale
determination.
Figure 5.3: Ground truth point cloud with varying degrees of added noise (noise
increases from left to right) and real-world scale removed
Because scale estimation is determined per two-view reconstruction, the test
point cloud will correspond to ground truth points of two non-variable views,
these being from frames 1 and 66 respectively. From Sections 4.1.3.5 and 4.1.3.7
we know that the scale factor associated with each two-view reconstruction is
equal to the magnitude of the translation between the associated camera poses.
By normalising the translation to have a magnitude of 1, all points will scale ac-
cordingly. This produces an up to scale rendition of the ground truth point cloud.
Gaussian error is used to simulate reconstruction error since components of the
reconstruction algorithm such as feature detection and triangulation inherently
produce error that is modelled well by a normal distribution. Figure 5.3 shows
a number of noisy point clouds. By adding varying degrees of error to the up
to scale ground truth, performing the scale determination algorithm of Section
4.1.3.7 and comparing the results with the ground truth translation magnitude, it
is possible to determine the effects of structure accuracy on scale determination.
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5.2.1 Results
Figure 5.4 demonstrates the relationship betweeen structure accuracy and scale
determination accuracy.
Figure 5.4: Structure error is quantified as the Euclidean distance between noisy
points and the ground truth. Scale estimation error is quantified as the difference
between the estimated scale and the corresponding ground truth
5.2.2 Observations
A trend is evident in that as reconstruction accuracy deteriorates, the error in
the estimated scale increases. This is expected since the scale estimation algo-
rithm is dependent on the 3-D locations of reconstructed points. The avoidance
of bulk methods in the algorithm design restricts scale estimation to two-view
reconstruction. Because bulk methods such as bundle adjustment and point set
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registration do not perform as well on two-view reconstructions as they would
with multiple views, there is not much room for improvement to a two-view re-
construction. It is thus necessary to use close to optimal two-view elements such
as frame selection, epipolar geometry estimation and triangulation in order to
maintain a fair level of scale estimation accuracy. This may be a caveat of the
algorithm since optimal solutions to these problems may be difficult to implement
or require more resources. This in turn determines the point set density allowed
depending on the two-view algorithms being employed. Because the scale esti-
mation algorithm uses a voting method, point set density is an important factor.
The next experiment thus determines the extent to which the density of a point
set affects the accuracy of scale estimation.
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5.3 Experiment 3: Structure density effects
The aim of this experiment is to determine the degree to which the underlying
point set density affects scale estimation. Ground truth point clouds with varying
point cloud density will be used rather than the reconstructed point cloud. A
constant amount of Gaussian noise will be added to the ground truth point cloud.
This provides a controlled method for measuring the effects of structure density
on the accuracy of scale determination. Because the scale estimation algorithm is
performed on two-view reconstructions, the test point clouds will correspond to
ground truth points of two non-variable views. The scale estimation component
of the algorithm will be applied to point sets with varying density. Ground truth
point sets will be made up to scale as described in Experiment 5.2.
Figure 5.5: Ground truth point cloud with varying degrees of feature point density
(density increases from left to right) and real-world scale removed. Also shown
are the features detected in the image for each resulting point cloud
5.3.1 Results
Figure 5.6 shows the relationship betweeen structure density and scale determi-
nation accuracy.
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Figure 5.6: Structure density is quantified as the degree of quality associated with
a detected point. Scale estimation error is quantified as the difference between
the estimated scale and the corresponding ground truth
5.3.2 Observations
It is evident that there is a decrease in scale estimation error as structure den-
sity increases. This is expected since the amount of possible votes for any given
segment increases, resulting in a stronger consensus for the chosen pixel depth
estimate of the marker. It is also evident, however, that the maximum error ob-
served is 10.4mm with the mean error being 4.1mm. This means that even though
error gradually decreases as structure density increases, the degree to which it
does so is negligable since there is only an improvement of a few millimeters.
The implication here is that lower density structure may be used, speeding up
processing time and not having major effects on scale estimation accuracy.
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5.4 Experiment 4: Histogram resolution effects
The aim of this experiment is to determine the effects of the scale estimation his-
togram bin size (voting resolution) on the accuracy of the scale factor calculated.
Using the first two-view reconstruction obtained for the synthetic dataset, the
scale estimation step will be repeated using varying interval sizes ranging from 1
to 20.
5.4.1 Results
Figure 5.7 shows the scale estimation error associated with the use of different
bin sizes.
Figure 5.7: Histogram resolution is quantified by the size of interval bins used
along the summation direction. Scale estimation error is quantified as the differ-
ence between the estimated scale and the corresponding ground truth
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5.4.2 Observations
There is a gradual increase in scale estimation error as bin size increases, however
this increase is not trivial. It is evident that by using the histogram approach to
representing the distribution of reconstructed points, the unscaled depth value is
constricted to the bin edge values. For larger bin sizes, it means the edge value
may be some significant distance away from the actual unscaled depth value.
Furthermore, if the correct bin receives slightly less votes than an adjacent and
thus incorrect bin, the incorrect bin is chosen and the resulting unscaled depth
is off by the intrinsic bin error as well as a full bin size. It is thus clear that
the closer an edge value is to the actual unscaled depth value, the better the
estimation will be regardless of the bin size. This cannot always be guaranteed,
however, as shown in Figure 5.7 where there are large fluctuations between errors
of different bin sizes. Smaller bin sizes (higher voting resolution) should thus be
favoured.
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5.5 Experiment 5: Camera pose accuracy
The aim of this experiment is to determine the accuracy of a set of camera poses
with absolute scale obtained by the reconstruction algorithm. This is a general
measure of the localisation performance of the algorithm. Due to the frame se-
lection process, not all camera poses in the image sequence are estimated. The
experiment thus only deals with the estimated camera poses. Any camera pose
can be uniquely described by a normalized vector in R3 as a rigid-body transfor-
mation of the first camera frame vector, (0, 0, 1). This vector representation is
seen in Figure 3.1 with a focal length of 1. We can thus evaluate the accuracy
of each camera pose by taking the SSD between the vector representations of the
ground truth and estimated poses respectively according to Equation 5.1 (n is the
number of camera frames in this experiment). The unit of measurement is meters
since rotational error is being characterised by linear displacement through basic
trigonometric relationships. This will serve as a more general description of cam-
era pose error. In addition componential error will be determined i.e. how much
error is attributed to each degree of freedom of camera movement. Accumulated
drift from frame to frame will also be evaluated to distinguish it from the effects
of intrinsic two-view related error.
5.5.1 Synthetic results
Figure 5.8 shows a qualitative comparison of the estimated camera poses with
respect to the equivalent ground truth. For quantitative analysis, Table 5.3 shows
the error associated with each estimated camera pose according to frame number
as well as the mean error for any pose. Since the first camera frame is taken to
be at the origin of the world coordinate system, it will have no error. Table 5.3
demonstrates overall error, it is thus not clear how much error is translational
and how much is rotational. Table 5.4 shows the error values associated with
each component of rotation and translation as plotted in Figures 5.9 and 5.10.
Figure 5.11 shows the error that is as a result of drift associated with each
estimated camera pose. This is obtained by subtracting the relative pose error
between a frame and the frame before it from the absolute pose error of the
subject frame.
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Figure 5.8: a. Top view of the estimated real-world camera poses obtained from
the reconstruction algorithm b. Top view of the corresponding ground truth
camera poses for comparison
Frame number SSD error
66 0.0449m
75 0.0703m
81 0.0868m
86 0.0973m
91 0.1094m
96 0.1230m
Mean 0.0760m
Table 5.3: SSD error metrics for the estimated camera poses of 7 frames
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Figure 5.9: Error associated with the rigid-body transformation of each camera
frame according to the rotational components that characterise each pose
Frame
number
Rotation Translation
- x y z x y z
66 0.0029 0.0046 0.0036 0.0415 0.0045 0.0935
75 0.0016 0.0034 0.0020 0.0618 0.0006 0.1438
81 0.0024 0.0056 0.0038 0.0693 0.0038 0.1761
86 0.0026 0.0062 0.0045 0.0693 0.0049 0.2044
91 0.0010 0.0064 0.0060 0.0763 0.0080 0.2342
96 0.0017 0.0090 0.0076 0.0748 0.0072 0.2681
Table 5.4: SSD error metrics for all components of rotation and translation of
the estimated camera poses
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Figure 5.10: Error associated with the rigid-body transformation of each camera
frame according to the translational components that characterise each pose
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Figure 5.11: Drift for successive estimated camera poses
74
5.5.2 Natural results
Figure 5.12 shows a qualitative comparison of the estimated camera poses with
respect to the equivalent ground truth. For quantitative analysis, Table 5.5 shows
the error associated with each estimated camera pose according to frame number
as well as the mean error for any pose. Since the first camera frame is taken to be
at the origin of the world coordinate system, it will have no error. While Table
5.5 demonstrates overall error, Table 5.6 shows the error associated with each
component of rotation and translation as described for the synthetic dataset.
Figure 5.12: a. Top view of the estimated real-world camera poses obtained from
the reconstruction algorithm b. Top view of the corresponding ground truth
camera poses for comparison
Frame number SSD error
67 0.1006m
82 0.1362m
96 0.1692m
110 0.2029m
152 0.1465m
179 0.1025m
Mean 0.1226m
Table 5.5: SSD error metrics for the estimated camera poses of 7 frames
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Figure 5.13: Error associated with the rigid-body transformation of each camera
frame according to the rotational components that characterise each pose
Frame
number
Rotation Translation
- x y z x y z
67 0.1029 0.0883 0.0176 0.0468 0.0697 0.1352
82 0.1578 0.1375 0.0517 0.0563 0.0791 0.1371
96 0.2273 0.2122 0.0863 0.0680 0.0850 0.1402
110 0.3043 0.2758 0.1258 0.0780 0.0944 0.1406
152 0.1934 0.1684 0.0631 0.0576 0.0733 0.1391
179 0.0838 0.0746 0.0264 0.0343 0.0620 0.1365
Table 5.6: SSD error metrics for all components of rotation and translation of
the estimated camera poses
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Figure 5.14: Error associated with the rigid-body transformation of each camera
frame according to the translational components that characterise each pose
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Figure 5.15 shows the error that is as a result of drift associated with each
camera pose. This is obtained in the same way as with the synthetic results for
this experiment.
Figure 5.15: Drift for successive estimated camera poses
5.5.3 Observations
For the synthetic dataset the path that the camera traverses can be seen by
the estimated camera poses and is similar to that shown by the ground truth
poses. For the natural dataset the path that the camera traverses as seen by
the estimated camera poses is stretched out as compared to the ground truth.
This could be a result of either poor estimation of two-view characteristics or
inaccurate scale estimation, or a combination. Poor two-view estimation means
a poor relative transformation estimation between two views, be it rotational or
translational. Poor scale estimation has a larger negative bearing on translational
components since the scale factor directly represents the distance between two
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camera poses.
For both synthetic and natural results, due to the error associated with epipo-
lar geometry estimation, a relative transformation between two views contains
error. This error is expounded as more views are added since additional pose
estimates are based on previous, noisy pose estimations. It is evident that the
camera pose error increases for every successive frame. The error associated with
a frame, whether by two-view estimation error or by previous drift error, gets
transferred to the next frame. This is also seen in the drift error for estimated
frames in the synthetic and natural results that are never zero. One would expect
the drift for successive frames to be cumulative, however, the presence of large
enough two-view error may negate a percentage of the drift error. As an example,
say a frame has large translational error along the x-axis in a positive direction
due to drift, if the two-view error associated with that frame happens to exhibit
error along the x-axis in a negative direction, this will cancel out some of the drift
error and lead to a more accurate pose estimation at least as far as translation
along the x-axis is concerned. It is important to note that this is not an intended
feature of the algorithm but rather an artefact.
The componential error of the synthetic dataset pose estimations shows that
most error is associated with translation along the z-axis. As mentioned in Exper-
iment 1, triangulation error is most evident in the z-direction. It is also congruent
with the observations seen in Experiment 1 where translation along the y-axis is
much less than on the x-axis since less movement takes place in the y-direction.
This means that the applied scale factor has less of a bearing on the magnitude of
the component. The componential error of the natural dataset shows a number of
frames that have possibly degenerate configurations, leading to larger two-view
estimation error. This could be a result of poor frame selection. This would
explain the spike in rotational error especially if the transformation between the
suspect frames is largely translational.
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Chapter 6
Conclusions
The objective of this study was to ascertain the viability of augmenting a monoc-
ular camera system for 3-D reconstruction with a depth sensor that produces a
single point marker within images. The scaling issue associated with monocu-
lar camera systems for 3-D reconstruction was presented and it was hypothesised
that the real-world depth provided by the sensor would solve the issue, upgrading
up to scale reconstructions to have real-world distances.
The proposed algorithm follows a basic SfM pipeline. Features are detected
on subject images before being tracked along new frames until a suitable frame
is found. The epipolar geometry between selected frames is then estimated, al-
lowing for the estimation of the relative pose between views. The relative pose
between views means 3-D points can be constructed by means of triangulation.
These triangulated points are then used to determine the scale factor associated
with each two-view point cloud segment by incorporating the depth information
provided by the depth sensor. This is done by locating the marker within the
image and then performing a count of reconstructed points within predetermined
sections of the point cloud along the z-axis, obtaining a vote for where the marker
may be located in the world. Two-view point cloud segments are then stitched
together to form the final reconstruction of the environment.
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6.1 Overview of results
The objective of obtaining accurate scale through depth sensor augmentation
has been achieved. The use of the augmented depth information provides a
means of obtaining real-world dimensions and accurate scale without the need for
prior knowledge of the scene or pre-placed calibration objects as is done in many
monocular-based systems. Constraining the movement of the camera artefact is
also not necessary and so is not restricted to certain applications. In general, the
algorithm produces better scaled reconstructions of both synthetic and natural
environments, albeit with noisy estimated structure and camera pose.
Reconstruction accuracy results show that the overall error associated with
a reconstruction is relatively high depending on the application of the algo-
rithm. Considering that the environments described by the synthetic and natural
datasets are constrained to a few meters, the natural dataset reconstuction error
may render it unusable since it is averaged at over a meter while the synthetic
dataset reconstruction may be used in scenarios where mapping accuracy is not
as important as localisation. For example, an autonomous vehicle moving around
an indoor environment may still be able to traverse it within a buffer of a few
centimeters.
The effects of structure accuracy on scale estimation are not absent. The
results show a correlation between structure accuracy and scale estimation ac-
curacy in that as structure accuracy diminishes, so too does scale estimation
accuracy. This is expected since the scale estimation component of the algorithm
makes direct use of unfiltered two-view reconstructions. It is worth mentioning
that while there is a correlation, it is not large i.e. scale estimation error does
not increase dramatically as structure accuracy diminishes. The scale estimation
algorithm is thus still relatively robust against structure accuracy effects. While
a correlation exists for structure accuracy, it is less evident for structure density
and histogram resolution. The scale estimation algorithm is relatively robust
against these two factors, however, it may be stated that an optimal combination
of structure accuracy, structure density and histogram resolution will yield the
best results.
The scale estimation component within the reconstruction pipeline performs
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well considering the inaccuracies of many of the other components. The results
exhibit this trend in that overall error is largely because of intrinsic two-view
reconstruction error i.e. components of the pipeline that produce up to scale
two-view reconstructions and not scale estimation. However, up to scale two-
view reconstruction is important in that it determines the relative translation
and rotation between views before accurate scale is applied. This means that
even if good scale estimation better quantifies the translation magnitude, the
translation direction and rotation between the views is still dependent on the
intrinsic reconstruction performance as seen in the camera pose estimation results.
6.2 Contributions
Each component of the two-view reconstruction process offers a certain amount
inaccuracy. The feature tracking algorithm chosen presented a few caveats be-
cause of the image environment. Images of the enviroment had to be well-textured
in order to obtain higher quality features. This was not always the case since the
datasets chosen contained planar surfaces with solid textures. Another issue re-
lated to feature points was the necessity of general position as required by the
epipolar geometry estimation. Because the environment contained strong corner-
like features at planar regions within the scene, more feature points had to be
detected at other regions within the scene. This resulted in poorer quality fea-
tures being included so as to distribute the points over the scene and obtain
generality.
In terms of epipolar geometry estimation, it was seen that by placing more
importance on the generality of position of detected features yielded better results
than having better quality features that are less distributed. The poorer quality
of the features and thus correspondences still have an impact on the estimation
of the essential matrix. This is, however, mitigated by the use of the RANSAC
algorithm, which identifies poor correspondences as outliers in conjunction with
the 8-point algorithm. The approach taken in this work may be less favourable
considering the enviroment as compared with the use of SURF features and the
5-point algorithm for essential matrix estimation which performs better when
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planar surfaces are prevalent.
Frame selection has also played a role in diminishing two-view reconstruction
since degenerate cases seem to be evident between some of the frames selected
for two-view geometry estimation. This is seen in the componential error of pose
estimations for both synthetic and natural datasets where large error in either
the translational or rotational motion is seen. Another contributing factor to less
than adequate two-view reconstruction was the triangulation algorithm chosen.
While the DLT method is simpler to implement and less resource intense, a more
reliable triangulation method such as the golden standard polynomial algorithm
may perform better.
While the scale estimation algorithm produces decent results from a two-
view perspective, it is still quite dependent on the accuracy of single two-view
reconstructions and not multiple two-view reconstructions optimised by bundle
adjustment or point set registration. This is both an advantage and a disad-
vantage. The advantage lies in the fact that bundle adjustment and point set
registration can be expensive depending on the number of reconstructed points
and camera frames and so not needing to use them is beneficial. The disadvan-
tage is that both components may provide more accurate structure which leads
to better reconstruction accuracy and quality.
The research provides evidence that there is merit in using a depth sensor to
augment monocular scene reconstruction. While a few design choices may not be
the best option for certain environments, conditions or degeneracies, this work
provides a starting point for novel solutions to monocular SLAM problems with
the requirement of more detailed structure mapping.
6.3 Future work
As alluded to in previous sections, the bulk of future work can be done in im-
proving the SfM pipeline. Better feature detection and tracking methods for
determining strong interest points with general position as well as better frame
selection to mitigate degeneracies can be explored. Alternative epipolar geometry
estimation and triangulation methods can be explored to improve two-view re-
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constructions. In terms of scale estimation, it is possible that an iterative process
can be applied such that each scale estimate is improved as more scale estimates
are determined. This may justify the use of bundle adjustment in improving
overall pose and structure accuracy. Improvements to scale estimation may also
be obtained by implementing a calibration procedure to remove the error associ-
ated with the displacement between the camera center and the origin point of the
depth sensor laser light source. This is especially useful for smaller environments
where the abovementioned disparity starts affecting scale accuracy.
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