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Many-body perturbation theory within the G0W0 approximation is used to determine molecular
orbital level alignment at a liquid water/Pt(111) interface generated through ab initio molecular dy-
namics. Molecular orbital energy levels are shown to depend both on the position of H2O molecules
within the liquid relative to the surface and the details of their local bonding environment. Stan-
dard density functional theory calculations disagree qualitatively with level alignment predicted by
many-body perturbation theory.
PACS numbers: 73.30.+y, 79.60.Jv, 71.15.Mb, 31.15.A-
Platinum surfaces are well known for their superior
catalytic properties, enabling reactions ranging from the
reduction of CO2 [1] into fuels to high efficiently water-
splitting [2]. Unfortunately, platinum is not an Earth
abundant element, precluding its cost effective deploy-
ment as a grid-scale electrocatalyst. Identifying alterna-
tives to Pt would have significant consequences for ap-
plications in short term energy storage [3] and carbon
neutral fuel cycles. Developing an ab initio, microscopic
understanding of this ideal interface will aid efforts to
identify cheaper, more abundant alternatives [4, 5].
Density functional theory (DFT) is now the standard
method used to study nano-scale structures, including
liquids, bulk materials, and interfaces [6]. Unfortunately,
it has the well known limitation of inaccurate predictions
of frontier orbital energies [7]. This is not surprising, as
formally only the energy of the highest occupied molec-
ular orbital (HOMO) must be correct (it corresponds to
the 1st vertical ionization energy, IE) [8, 9]. Typical ap-
proximations to the exchange-correlation potential lack
the correct long range, -1/r asymptotic behavior (crucial
for describing electron addition/removal processes) [7],
posses no derivative discontinuity[10], and suffer from
self-interaction errors. As a result, ionization energies
are consistently underestimated, particularly in the case
of low molecular weight species [11]. Interfaces present an
additional challenge for DFT [12–14], as molecular levels
can be strongly affected by static and dynamical polar-
ization [15–19]- both forms of non-local correlation which
are not well described by typical functionals. The mis-
match of self-interaction errors between small molecules
(with highly localized electrons) and the itinerant elec-
trons present in metals make such environments partic-
ularly susceptible to erroneous bonding, hybridization,
and charge transfer.
In recent years, a powerful perturbative method has
seen wider use within in the electronic structure commu-
nity. The GW approximation expands the self-energy in
terms of the single-particle Green’s function [25] and the
screened Coulomb interaction [26], W = −1V , (where
V is the “bare” Coulomb interaction and  is the energy
dependant dielectric function). The self-energy opera-
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FIG. 1. Experimental ionization energy and work function
for gas phase water [20, 21] and the Pt(111) surface [22–24].
When a liquid is brought into contact with a surface, the
resulting energy level alignment (∆E) depends on these ener-
gies, modified by the self-consistent charge transfer and rear-
rangement (and corresponding induced dipole), hybridization,
and substrate polarization.
tor, Σˆ, is an energy dependant operator with eigenvec-
tors corresponding to addition and removal quasi-particle
states (and corresponding energy). The GW approach
has now been successfully applied to bulk metals [27, 28],
semiconductors [29], isolated molecules [30, 31], and liq-
uids [32, 33].
With increased interest in electrolysis and photocat-
alytic water splitting for applications in renewable en-
ergy, it is likely that in coming years, the number of DFT
calculations on such systems will increase substantially.
It is therefore timely to provide an accurate assessment
of this important interface using a method capable of de-
scribing the multitude of physical effects which determine
level alignment.
Obtaining an accurate description of liquid water with
ab initio methods is challenging. Recent work [34, 35]
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FIG. 2. Geometry of the liquid water/Pt(111) interface used
in ab initio molecular dynamics and G0W0 level alignment
calculations. The density at the midpoint of the (periodic)
slabs is 1 g/cc.
suggests that both quantum nuclear and non-local (i.e.
vdW) interactions play important roles determining the
structure of water at ambient conditions. Applying such
methods to a system of the size studied here is currently
intractable, and the correct treatment of transition met-
als with vdW-capable DFT is still an open question [36].
Earlier work with water[37–42] noted that simulations at
elevated temperatures (T=330-400 K) tended to cancel
errors in methods which lacked the two aforementioned
physics. For these reasons, I have elected to use an estab-
lished (DFT-PBE[43]) method to handle the geometry
(using the “trick” of higher temperature). To generate
an metal-water interfacial geometry (Fig. 2), I first re-
laxed a periodic slab (4×7×7 layers with a (111) surface)
in the absence of the liquid, holding the z-component of
the inner 3 metal layers fixed at the theoretical bulk lat-
tice constant (3.975 A˚). Next, I placed 100 deuterium
molecules in an amorphous geometry [44] in the vacuum
region. The length of the cell in the z direction was cho-
sen so that the average density in the bulk fluctuates
around 1 g/cc. After a partial geometry relaxation [45],
I equilibrated the system with a Nose-Hoover thermostat
(T=330K) for 3 ps (integration timestep was 0.27 fs) and
randomly selected a snapshot for the subsequent G0W0
calculation. I used a plane-wave basis and Brillouin Zone
sampling (2×2×1) with a Γ-point centred mesh.
For the G0W0 results, I included 18 electrons in the
valence shell of the pseudopotential, rather than the typ-
ical (for DFT calculations) approach of placing 5s and
5p in the core [46]. Given the 100 water molecules also
present, this results in a large number (2800+) of elec-
trons to consider. I used a 60 Ry cutoff in the planewave
expansion of the Kohn-Sham states.
In the implementation used here (BerkeleyGW [47]),
evaluation of both  and Σˆ involve a summation over
unoccupied states. To converge my calculations, I used
2680 empty states. This corresponds to an integration
window of ≈ 35 eV beyond the Fermi level (εFermi). To
represent , I used cutoff of 20 Ry. Smaller values can
result in false convergence behaviour [48]. The energy de-
pendence of  was treated with the Hybertsen-Louie [29]
plasmon-pole model. Achieving absolute convergence (of
level position) in a GW calculation is difficult, and several
closure techniques now exist. I elected to use the static
remainder method [49] due to its proven performance pre-
dicting ionization energies of small molecules [48]. Based
on the convergence parameters discussed above, for an
isolated water molecule, the G0W0 ionization energy is
12.0 eV (5% underestimate of experiment). As previ-
ously discussed [50], subsystem errors (molecular IE and
metal work function) carry over to the interface. Thus
the level alignment reported here likely has a similar off-
set. To achieve an IE within 1% of experiment, I find
that the isolated molecule requires a 60 Ry cutoff for
 and integration over an energy window 90 eV above
εFermi. Given that the calculations reported here already
require a substantial computing platform, (32 TB RAM),
achieving 1% accuracy using this approach is likely to be
to outside the realm of “routine calculations” for several
years.
In heterogeneous systems, where the DFT eigenval-
ues for the composite pieces suffer from varying mag-
nitudes of errors (i.e. delocalized metal states are well
described within typical DFT functionals whereas local-
ized molecular ones are not), mixing which occurs during
the DFT self-consistency cycle can be very different than
what would have occurred in the absence of such errors.
Thus quasi-particle states could be quite different than
the Kohn-Sham ones; Σˆ is unlikely to be diagonal in this
basis [51, 52]. One is then faced with two options - eval-
uate Σˆ for all KSij pair (and as a function of energy) or
find a more suitable basis in which the diagonal approx-
imation is more appropriate.
Within the unit cell, I label the molecules according to
their (z) position, i = 1...Nm, (here Nm = 100). i = 1
is the molecule closest (and likely adsorbed) to the left-
hand wall and i = Nm is next to the right hand wall.
For each molecule’s instantaneous geometry, there ex-
ist a set of “gas-phase” [50, 53] orbitals {|ιi〉} which are
eigenstates of the Hamiltonian, Hˆi. For the left-most
molecule, they satisfy: Hˆi=1|ιi=1〉 = i=1|ιi=1〉. The su-
perscript in Hˆ denotes which (single) molecular geometry
(in the gas phase) was used to define the Hamiltonian.
In this notation, 〈ιi=11b1 |Hˆi=1|ιi=11b1〉 means the (HOMO)
energy of a gas phase molecule with the geometry of
the molecule adsorbed to the left-hand wall. Since each
molecule has a different geometry (due to the environ-
ment from which they were extracted) 〈ιi=11b1 |Hˆi=1|ιi=11b1〉 6=
〈ιi=21b1 |Hˆi=2|ιi=21b1〉 6= ... 6= 〈ιi=Nm1b1 |Hˆi=Nm|ιi=Nm1b1 〉 (though
3they are of similar magnitude). Beyond evaluating Σˆ,
these orbitals form a useful set with which to construct
a projected density of states (Fig. 3), and can be used to
interpret the electronic structure of the interface. They
compare well with the complimentary approach of pro-
jecting directly onto atomic states (oxygen p states in
this case). The significant broadening (and off-diagonal
coupling) observed for the surface H2O molecule is an
indicator of bonding.
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FIG. 3. a) Electronic density of states for clean Pt(111) and
the liquid/Pt interface. b) Projected density of states for a
molecule (i = 3, see text) in the liquid close to the Pt surface.
c) Projected density of states for a molecule (i = 1) adsorbed
to the surface. By projecting onto gas phase orbitals it is
possible to identify level position and hybridization of orbitals
associated with different molecules. A projection onto the
atomic oxygen p orbitals (blue filled curve) is also included
for comparison. Depending on the local bonding environment
and interaction with the surface, the degree of hybridization
of molecular orbitals varies significantly. This can be seen in
the onsite, off-diagonal coupling between gas phase orbitals.
We are interested in the orbital energies of molecules in
the presence of the liquid and surface. Thus the relevant
Hamiltonian is that of the combined system, Hκ. The
energy offsets noted in Fig. 1 are given by ∆E(1b1)i =
〈ιi1b1|Hˆκ|ιi1b1〉 − εFermi. ∆E(3a1)i and ∆E(3a1)i are de-
fined similarly. In Fig. 4, I plot ∆E(1b1), ∆E(3a1), and
∆E(1b2) at the level of G0W0 and DFT for molecules
at various distances from the metal surface, along with
experimental UPS measurements.
Interestingly, for the case of a molecule bound to the
surface (as shown in Fig. 3c), G0W0 and DFT give es-
sentially the same value. Both sit at an energy which
corresponds (experimentally) to bound oxygen (peak as-
signment is based on the fact that oxide layers on Pt(111)
and H2O/Pt(111) both have signal here). The fact that
DFT and G0W0 give similar values (the quasi-particle
shift is small) for this species is consistent with the fact
that orbitals which are well hybridized with a surface
tend to suffer from self-interaction errors of similar mag-
nitude to those of the substrate itself - this results in a
form of error cancellation.
For the remaining molecules, several key features are
apparent. DFT severely underestimates the position of
molecular orbital level alignment compared to experi-
ment (the difference is ≈ 3-4 eV). Moreover, the position
dependence (with respect to the metal surface) for all
three orbitals is very weak. For 1b2, there is essentially
no variation (switching to a hybrid functional is unlikely
to change this [54]). For 1b1 and 3a1, the slope of ε(z)
is positive; orbitals associated with molecules near the
surface are deeper in energy than those farther away (in
the bulk). Importantly, DFT predicts dεdz which is both
smaller and of opposite sign to that of G0W0 (see Fig. 5a
for comparison). Level alignment predicted within G0W0
is in better agreement with experiment (including the rel-
ative spacing the three frontier orbitals) and dεdz is much
more physically reasonable. Ensuring the correct be-
haviour for the position dependence of electron removal
energies will be important when applying methodolo-
gies designed to consider charge transfer and rates [55],
molecular scale transport [52, 56–58], electrochemical re-
sponses to external potentials, and other excited state
processes [59].
It is important to note that despite the improvement
relative to DFT, G0W0 appears not to be in complete
agreement with experiment. Although this G0W0 cal-
culation is a significant improvement over the DFT solu-
tion, several approximations have been made which could
impact the fidelity of the result. As previously men-
tioned, subsystem errors carry over to the interface and
can affect relative alignments. Additionally, spin-orbital
coupling (known to impact structure of the d band of
metals such as Pt) is not included. As Pt is not a simple
metal, treating the frequency dependence of the dielec-
tric function through a plasmon pole model clearly leaves
room for improvement (vertex corrections may also be
necessary [60]). Indeed, the work function of Pt differs
from experiment by 7% [61] (there is however significant
spread of experimental values [24, 62, 63]) Finally, as was
noted that for the case of pure water [33], the details of
geometry (defined by the ab initio method or force field
used to describe interactions) itself can contribute to dif-
ferences in both the absolute level position and gap.
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FIG. 4. Orbital level alignment (∆E from Fig. 1 and defined
in the text) as a function of position relative to the metal sur-
face within a) G0W0, b) UPS, and c) DFT. The experimental
signal, b), is based on the difference in measurements of clean
and hydrated Pt(111). In G0W0, orbitals near the surface
are more shallow (energetically) than those in the bulk. DFT
exhibits the opposite trend (see also Fig. 5a) with respect to
position.
Given the extreme cost of treating systems like this
with G0W0, it is clear that approximate methods would
be of great use when treating similar systems. One ap-
proach may be to adapt the successful “image-charge”
model developed by Neaton et al. [15]. Note that the wa-
ter platinum interface is quite complex, however, as it in-
volves a mixture of bonding environments, and has tran-
sient species present. The application of an external elec-
tric field will surely complicate matters further [64, 65].
While developing a correction is beyond the scope of this
work, it is possible to use the results of this calculation
to determine what such a correction would look like.
In Fig. 5b, I plot the quasi-particle shift (εGW− εDFT)
for several molecules in the liquid. A correction such as
this could be applied to ground state DFT calculations
using an approach which was originally designed to deal
with transition metal oxides (DFT+Vw [66]). Such an
approach must however respect the bonding which occurs
at the surface. This can likely be accomplished through
approaches such as molecule centered sub-matrix diago-
nalization [57], or simply observing the broadening of the
oxygen p-orbital character.
In conclusion, I have shown results for the frontier or-
bital level alignment of liquid water at a Pt(111) sur-
face obtained through many-body perturbation theory in
the G0W0 approximation. The interface was generated
through ab initio molecular dynamics simulations. The
relative separation of frontier orbitals (1b1,3a1, and 1b2)
is well described within G0W0 for the isolated molecule
and the interface. In the basis of gas phase orbitals, the
diagonal-approximation holds. Any form of model self-
energy correction should depend both on the relative po-
sition of molecules with respect to the surface and their
degree of interaction with it. Level alignment within
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FIG. 5. a) Comparison of ∆E(1b1) as a function of position
within DFT and G0W0. Levels have been shifted so that the
two methods are taken relative to the value obtained for the
surface-bound molecule. The position dependence of ∆E(1b1)
in DFT is opposite to that of G0W0. b) Quasi-particle shift
(εGW− εDFT) as a function of position for the same 1b1 state
(dashed line is a guide to the eye). The magnitude of this
shift depends both on the position of the molecule within
the liquid and its local bonding environment. The rightmost
water molecule shown here is adsorbed to the surface and is
strongly coupled to it (see Fig. 3c). A molecule at a simi-
lar height above the surface (Fig. 3b), is less coupled to the
surface and has a much larger associated quasi-particle shift.
DFT is qualitatively different than G0W0 for this sys-
tem, a finding which could have important consequences
for predicting and interpreting the chemical and physical
processes which occur at this interface.
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