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Tailoring Spin Dynamics through Proximity Ef-
fects in Graphene/Transition Metal Dichalcogenide
Heterostructures†
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Since its discovery, graphene has been a promising material for spintronics: its low spin-orbit
coupling, negligible hyperfine interaction, and high electron mobility are obvious advantages for
transporting spin information over long distances. However, such outstanding transport properties
also limit the capability to engineer active spintronics, where strong spin-orbit coupling is crucial for
creating and manipulating spin currents. To this end, transition metal dichalcogenides, which have
larger spin-orbit coupling and good interface matching, appear to be highly complementary mate-
rials for enhancing the spin-dependent features of graphene while maintaining its superior charge
transport properties. In this review, we present the theoretical framework and the experiments per-
formed to detect and characterize the spin-orbit coupling and spin currents in graphene/transition
metal dichalcogenide heterostructures. Specifically, we will concentrate on recent measurements
of Hanle precession, weak antilocalization and the spin Hall effect, and provide a comprehensive
theoretical description of the interconnection between these phenomena. Finally, to complete the
perspective of graphene-based heterostructures for spintronics, other recent and less explored
systems such as graphene coupled with topological insulators will be briefly discussed.
1 Introduction
Graphene, a two dimensional carbon allotrope, has proven over
the last decade to be a truly wonder material. Despite its simple
structure and chemical composition, its use in a variety of fields
such as coatings, sensors, energy, biomedicine, photonics, and
optoelectronics has demonstrated the richness of its properties
and its potential industrial impact1. The usefulness of graphene
for spintronics has also been recognized, owing to its high elec-
tron mobility2–4, small spin-orbit coupling (SOC)5–8 and negligi-
ble hyperfine interaction9,10. All together these factors result in
coherent spin propagation over unprecedented microscopic dis-
tances11–15, proving graphene to be a suitable enabling material
for passive spin components16.
Additionally, an increasing body of evidence shows that SOC
in graphene can be enhanced through interaction with a sub-
strate or with adatoms17–28, opening a path for the implemen-
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tation of active graphene-based spintronic devices. Between
these two approaches, high-SOC substrates are preferred23–26
because they are chemically inert and electrically insulating,
and thus will have little impact on graphene’s electronic prop-
erties. Meanwhile, weak hybridization with the substrate can
enhance the SOC in the graphene layer, potentially leading to
predicted phenomena such as the spin Hall effect (SHE)29,30 or
the quantum spin Hall effect31. Experiments carried out over the
past few years have reported strong evidence of such proximity-
induced SOC enhancement in graphene when interfaced with
transition metal dichalcogenides (TMDCs), and new spin device
functionalities have been proposed19,20,23–26. Therefore, an in-
depth understanding and characterization of the properties of
graphene/TMDC heterostructures appears to be fundamental for
the field of spintronics.
The materials used in spintronics applications can be charac-
terized by three fundamental figures of merit: the spin relax-
ation time gB , the spin diffusion length _B , and the spin Hall
angle WsH. The relaxation time dictates the upper time limit
within which spin information can be transmitted and manipu-
lated, hence large gB is desired. The spin diffusion length denotes
the distance over which spin currents can propagate without los-
ing information, and must also be maximized. Both quantities
are related by the spin diffusion coefficient B , which depends
on the sample mobility and the transport regime, and is given
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in the diffusive regime by _B =
√
BgB . Finally, the spin Hall
angle, which is the figure of merit of the spin Hall Effect32, mea-
sures the efficiency of charge-to-spin conversion and vice versa.
This quantity must be maximized for practical use in data storage
or future non-charge-based information processing technologies.
These parameters are usually evaluated through three different
types of experiments: (i) measurements of Hanle precession in
lateral spin valves, (ii) measurements of the weak antilocalization
effect, and (iii) measurements of magnetic-field-modulated non-
local resistance in Hall bar geometries. Each of these approaches
yields some combination of gB , _B , and W, but the obtained values
can differ depending on the measurement technique. This has
led to some apparent contradictions when compared to the avail-
able theoretical framework, and calls for a better understanding
of these phenomena and the relationship between them in order
to move forward into practical applications.
In this review, we present a unified description of
graphene/TMDC heterostructures in the context of spintronics,
through a discussion of some of the most relevant experiments
and their relationship to recent theoretical developments. The
review is organized as follows: Section 2 starts with an intro-
duction to spin transport measurements performed in graphene
supported on silicon oxide and hexagonal boron nitride (hBN)
substrates. Additionally, we give an overview of the most rel-
evant evidence of spin-orbit coupling enhancement in graphene
and how it was determined. Both of these discussions will serve
as a baseline for understanding new results in graphene/TMDC
systems. In Section 3 we introduce the theory of spin-orbit cou-
pling and spin relaxation in graphene/TMDC heterostructures,
which will be used to interpret and analyze the measurements
discussed in the following sections. In Section 4, we discuss the
theory of Hanle precession in lateral spin valves and its extension
to anisotropic systems. We then use the theoretical framework
presented in Section 3 and the Hanle precesson theory to offer
some insights into recent experimental results. In Section 5 we
review weak antilocalization (WAL) theory, summarize the mea-
surements of WAL in graphene/TMDC heterostructures, and com-
ment on the need to consider valley-Zeeman SOC in the analysis
of these measurements. We also discuss the limits of traditional
WAL analysis in systems with very strong SOC. In Section 6 we
present a basic introduction of the spin Hall effect and we dis-
cuss the complexity of the phenomenon in graphene/TMDC het-
erostructures. Then we discuss numerical predictions of the SHE
in these systems and propose some methods for its experimental
observation. The Rashba-Edelstein effect is also briefly discussed.
The review concludes in Section 7, where we highlight the main
take-home messages and offer some perspectives for the future of
these devices, as well as for graphene interfaced with other SOC.
2 History of spin transport in graphene
2.1 Graphene on traditional substrates
Owing to its small spin-orbit coupling and hyperfine interac-
tion5–10, graphene is expected to possess long spin relaxation
times gB and lengths _B . Indeed, the first theoretical studies
predicted gB exceeding the `s range33–35, which is orders of
magnitude larger than in typical metals and semiconductors36.
These estimates were based on traditional mechanisms of spin
relaxation in metals and semiconductors, namely the Elliot-Yafet
(EY) and D’yakonov-Perel’ (DP) mechanisms. In the EY mecha-
nism37,38, an electron’s spin has a finite probability of flipping
during a scattering event, leading to a spin relaxation time that
is proportional to the momentum scattering time g? . In graphene
this relation is given as gB = (2 /_)2g? , where _ is the SOC
strength and  is the Fermi energy39. In the DP mechanism40,
SOC leads to electron spin precession and dephasing between
scattering events. When the scattering time is shorter than the
precession time, electrons tend to maintain their spin orienta-
tion, in what is known as motional narrowing. This leads to a
spin relaxation time that is inversely proportional to the momen-
tum scattering time, gB = (~/2_)2/g? , where ~ is the reduced
Planck constant. In combination with the small SOC in graphene,
these mechanisms are predicted to give very long spin relaxation
times10.
The nonlocal Hanle spin precession measurement is the typi-
cal experimental technique employed to study spin relaxation in
graphene, as it allows the extraction of both gB and _B 41–43. Early
measurements of graphene spin valves revealed gB < 1 ns11,44–50,
while the use of hBN as a substrate or protective layer, in addition
to other improvements of device quality, have yielded spin life-
times up to 12 ns12,15,51–53. Although these results already make
clean graphene a suitable platform for achieving longer coherent
spin propagation than in typical metals or semiconductors, gB re-
mains several orders of magnitude below the initial theoretical
predictions33–35, a puzzling result which remains open to discus-
sion and interpretation13,16. Indeed, this intriguing difference
between theory and experiment initially suggested that the DP
and EY mechanisms may not be fully appropriate for graphene.
As a result, different mechanisms have recently been pro-
posed to explain this discrepancy, including scattering by mag-
netic impurities in dirtier samples54–56, or the role played by
spin-pseudospin coupling in the ultraclean limit, which may be
found in hBN-encapsulated devices57–59. To determine which
mechanism is responsible for spin relaxation, experiments typi-
cally probe the dependence of gB and _B on the applied gate volt-
age, electron density, sample quality, or measurement tempera-
ture10,48. Unfortunately, it remains difficult to unambiguously
differentiate one relaxation mechanism from another, given the
complex relation between spin dynamics, disorder, and substrate-
induced spin-orbit effects13.
For this reason, recent studies have focused on the evaluation
of spin lifetime anisotropy Z , defined as the ratio of the lifetime
of spins pointing out of the graphene plane to those pointing in
the plane. Different spin relaxation mechanisms yield different
anisotropy values, making this quantity a useful probe of the
nature of the spin dynamics in a given system. For example,
the DP mechanism driven by Rashba SOC60 in disordered two-
dimensional systems yields Z = 1/242, while magnetic impuri-
ties55,56 and the spin-pseudospin coupling mechanism57,58 both
produce Z = 1. Recent measurements of graphene on SiO2 sub-
strates61,62 have revealed Z = 1. This rules out Rashba SOC as the
driver of spin relaxation mechanism in graphene, but more work
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is needed in order to discriminate between magnetic impurities
and spin-pseudospin coupling.
2.2 Enhancement of SOC in graphene
Recently, a three-order-of-magnitude enhancement of SOC was
reported in weakly hydrogenated graphene17. Subsequently, a
large number of experiments have also reported evidence of SOC
enhancement in graphene, opening a new era for graphene-based
spintronics17–20,23–26,63–68. The presence of spin-orbit coupling
in a material can be detected by measuring weak antilocalization
or the spin Hall effect, as in general these phenomena will not
exist without SOC∗. The first experimental measurements were
focused on detecting the spin Hall effect through measurements
of nonlocal resistance in a Hall bar geometry. Such measurements
indeed found large nonlocal signals, and these were attributed to
enhancement of the SOC in graphene by adatoms17,18,20. How-
ever, using this approach can be complicated given that a variety
of phenomena unrelated to spin may also lead to large nonlocal
signals27,28,70–72
In graphene/TMDC heterostructures, the initial measurements
were centered on detecting weak antilocalization, which is then
fitted to WAL theory73 to obtain the corresponding spin re-
laxation rates. Following this approach, a variety of groups
have confirmed the undeniable presence of proximity-induced
SOC19,23,24,26,63,64,67,68. SOC parameters can be indirectly eval-
uated from WAL measurements by connecting spin-orbit relax-
ation rates to spin relaxation mechanisms. However, all but
the most recent analyses have ignored the impact of valley-
Zeeman SOC, despite simulations based on density functional the-
ory (DFT) showing it to be the dominant term63,64,74,75. Finally,
it was recently proposed that a giant spin lifetime anisotropy is
a signature of proximity-induced SOC in graphene/TMDC het-
erostructures76. This effect was subsequently confirmed by two
independent groups using variations of the Hanle precession mea-
surement65,66. These measurements make it clear that TMDCs
induce a strong SOC in graphene, and that the nature of this SOC
leads to unusual features in the spin transport. In the following
section we provide the theoretical framework to understand the
nature of spin transport in these systems.
3 Theory of graphene/TMDC heterostruc-
tures
In the past two years, clear signatures of proximity-induced
SOC have been measured in graphene/TMDC heterostruc-
tures18,19,21,24,26,64. In parallel, these systems have been stud-
ied with ab initio methods63,64,74,75, which yield quite consis-
tent results: a SOC strength on the order of 1 meV, the presence
of Rashba SOC, and the appearance of a new type of SOC de-
noted valley-Zeeman SOC64, which turns out to dominate over
the other ones. These calculations also predicted that among all
the TMDCs, WS2, WSe2, MoS2, and MoSe2 are the most suit-
∗ In this regard, graphene is a special case because there can be weak antilocalizaton
due to the presence of pseudospin 69. However, this happens under very special
experimental conditions which are not the general situation.
able to be used as enabling substrates, given their imprint on the
low-energy electronic properties of graphene and the absence of
mixing with high-energy bands of the TMDC semiconductors74.
3.1 Electronic model
To capture the main features of the ab initio calculations, a tight-
binding (TB) model was developed using group theory by Gmitra
and coworkers74,77. In this model, all SOC terms allowed by
symmetry are incorporated in the graphene Hamiltonian, and by
fitting the electronic structure and spin texture to the ab initio
results, the strength of the various SOC parameters can be esti-
mated. The model is given as
 = orb + so, (1)
where the first term
orb = ~EF (^ fG :G + fH:H) + ΔfI (2)
represents the orbital part of the Hamiltonian, described by the
Dirac equation with EF the Fermi velocity, f8 the Pauli matrices
acting on the pseudospin subspace, ^ = 1(−1) for the K (K′) valley,
and Δ a mass term arising from a weak superlattice effect induced
by the TMDC74,77. The second term,
so = ' + %  +  + + / + Δ% , (3)
with
' = _' (fG BH − fH BG),
%  = 0_% fI (:G BH − :H BG),
 = _ ^fI BI ,
+ / = _+ / ^BI ,
Δ%  = 0_Δ% (:G BH − :H BG), (4)
represents the proximity-induced enhancement of SOC. The first
element is a Rashba SOC with strength _', arising from a per-
pendicular electric field. %  is a SOC that appears due to
the absence of horizontal reflection symmetry and which renor-
malizes the Fermi velocity.  is the intrinsic SOC in graphene,
which opens a topological gap 2_ at the Dirac point31. + / is
a valley-Zeeman term, which spin polarizes the bands out of the
graphene plane with opposite orientation in the K and K′ valleys,
also known as spin-valley locking. Finally, Δ%  is a second-
order Rashba term that causes a :-linear splitting of the bands,
as in traditional 2D electron gases (2DEGs) with Rashba SOC60.
Except for the PIA terms, this Hamiltonian is the same as that
considered in other works21,24,64,75. The values of these param-
eters are on the order of ∼1 meV except for the intrinsic SOC,
which remains on the order of a few tens of `eV, similar to pris-
tine graphene74.
In Fig. 1, we show a comparison between graphene with only
the typical Rashba SOC, and graphene in proximity to WS2. In
both cases the spin-orbit coupling produces very similar spin
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Fig. 1 Band structure of graphene (a) with only Rashba SOC and (b) in
proximity to WS2, where the color indicates the out-of-plane spin
component. The splitting is quite similar but due to the presence of
valley-Zeeman SOC there is a noticeable change in the spin texture,
which is shown in panel (c) for Rashba SOC and panel (d) for WS2
substrate. The insets show the spin texture at a given Fermi energy for
both cases.
splitting, but it also induces very different spin textures. For
pure Rashba SOC, the splitting is accompanied by an in-plane
spin texture associated with spin-momentum locking. For the
graphene/TMDC case, the valley-Zeeman term induces an effec-
tive out-of-plane magnetic field which tilts the spin texture in the
perpendicular direction, with opposite direction in each valley.
This difference will have major implications for the spin relax-
ation, weak antilocalization, and the spin Hall effect, as we will
show in the following sections. This result also highlights the im-
portance of the spin texture when fitting from ab initio data.
3.2 Microscopic theory of spin relaxation
When electrons propagate in a solid, the typical approximation
is to consider the spin as an inactive internal degree of free-
dom. However, in the presence of spin-orbit coupling this is
not the case, as the coupling of spin with momentum implies
that the spin now can play a role in transport and be affected
by scattering. The actual spin dynamics will depend on the
disorder profile and the nature of the spin-orbit coupling. In
graphene/TMDC heterostructures, experimental results suggest
that the relaxation mechanism occurs in the D’yakonov-Perel’
regime26,63,64,78, where the spin precession of the electrons is
interrupted by scattering events, inducing motional narrowing.
However, due to the different SOC fields, the scaling of the re-
laxation times against momentum scattering time, as well as the
relative magnitude between in-plane and out-of-plane relaxation
times, present drastic changes compared to the pristine case76.
In general, spin relaxation theory assumes the electrons belong
to a single electronic band, which is split by the effect of the SOC
field. Because of the existence of the two valleys in graphene,
the typical theory is not directly applicable, especially in the pres-
ence of intervalley scattering. This difficulty can be overcome by
performing an downfolding of the bands79, which is done by ex-
pressing  in the basis of the eigenstates of orb followed by a
projection onto the conduction and valence bands. At Fermi en-
ergies away from the Dirac point, this gives
 = >A1 +
1
2
~ ®l(C) · ®B, (5)
with ®l the spin precession frequency of the effective spin-orbit
field, whose components are
~lG = −2(0:Δ%  ± _') sin \,
~lH = 2(0:Δ%  ± _') cos \, (6)
~lI = 2^_+ / ,
where : is the wave vector magnitude and \ is the direction
of : with respect to :G . The in-plane components of ®l give a
Rashba-like spin texture, where +(−) is for the conduction (va-
lence) band. The out-of-plane component of ®l is determined by
_+ / and changes sign between valleys.
Owing to the presence of momentum scattering, each compo-
nent of ®l will fluctuate in time. If this fluctuation is uncorrelated,
then the electron will not have any memory of its previous mag-
netic field, leading to a randomization of its spin. In the sim-
plest model, the correlation time can be assumed as being the
same as the momentum scattering time. However, the presence
of the valley-Zeeman SOC means that intervalley scattering can
also enhance spin randomization, but only of the in-plane spin
component76. Based on these considerations, and assuming the





























The out-of-plane spin thus follows a typical Rashba-induced re-
laxation process, with an electron-hole asymmetric behavior that
originates from the PIA SOC. Meanwhile, because g8E > g? by
definition and typically _+ / > _', the in-plane relaxation rate is
dominated by the valley-Zeeman SOC, and converges to the typ-
ical Rashba behavior only when intervalley scattering or valley-
Zeeman SOC are absent. Experimentally, the effect of PIA has not
been observed, which could be an indication that in real systems
this effect is somehow suppressed. For that reason, we neglect it
and present the final expression for the spin lifetime anisotropy
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Fig. 2 Numerical simulations of the in-plane (blue) and out-of-plane
(red) spin lifetimes for (a) strong intervalley scattering, and (b) weak
intervalley scattering. In the inset we show the spin lifetime anisotropy
for these two cases. Reproduced from Ref. 76.

















Using DFT values of _+ / = 1.2 meV and _' = 0.56 meV for
graphene on WSe2 74, and assuming relatively strong intervalley
scattering (g8E ∼ 5g?), we obtain a spin lifetime anisotropy of
Z ≈ 20. This result is drastically different from the anisotropies
found in graphene on SiO2 or hBN substrates51,61,62, where
Z ≈ 1. Thus, a giant anisotropy should be an experimental finger-
print of SOC proximity effects induced in graphene by TMDCs.
In Fig. 2 we present a numerical simulation of spin lifetimes
in graphene on WSe2. The simulations were performed consid-
ering electron-hole puddle disorder that is characterized by the
puddle height *? and the puddle concentration =, with the pud-
dle width fixed to three lattice constants. For *? = 2.8 eV and
= = 0.1% these puddles produce strong intervalley scattering80,
which according to our theory should induce giant anisotropy.
This is indeed the case, as shown in Fig. 2(a), where we find
g⊥B = 20 − 50 ps and g
‖
B ≈ 1 ps. The open circles are the values of
gB estimated from Eq. (7), showing good agreement between the
numerical simulations and the spin dynamics model. As shown
by the dashed lines, increasing the disorder density to = = 1%
scales gB by a factor of 10, showing that the inverse relationship
between gB and g?,8E holds.
The in-plane spin relaxation rate in Eq. (7) was derived assum-
ing the motional narrowing regime, when intervalley scattering
is strong. When intervalley scattering is weak this assumption
no longer applies and the first term in the expression for 1/g ‖B
disappears, leading to Z = 1/2. Figure 2(b) shows the case for
weak intervalley scattering, where we see that the anisotropy
indeed collapses toward 1/2. The inset of Fig. 2(b) shows the
comparison between the anisotropy for weak and strong inter-
valley scattering. These results highlight the strong connection
between intervalley scattering and the in-plane spin lifetime in
graphene/TMDC heterostructures.
In this section, we presented a theoretical framework for spin
relaxation in graphene/TMDC heterostructures, and showed that
spin lifetime anisotropy is an undeniable fingerprint of proximity-
induced SOC in graphene by the TMDC. However, the typical
Hanle setup used to measure spin relaxation in graphene only
probes the in-plane spin relaxation, and gives zero information
about the out-of-plane component. Therefore, in the following
section we will review a generalized Hanle measurement that al-
lows for the detection of both the in-plane and out-of-plane spin
relaxation behavior.
4 Lateral spin valves and Hanle precession
in graphene/TMDC heterostructures
The concept behind lateral spin valves (LSV) dates back to 1985,
when Johnson and Silsbee proposed a method81 to induce a
nonequilibrium spin density in a nonmagnetic material by inject-
ing a spin-polarized charge current. The typical nonlocal LSV ex-
periment is sketched in Fig. 3, where two ferromagnets F1 and
F2 are placed on top of a nonmagnetic metal and a spin-polarized
current 0 is forced to flow from the injector at F1 to the left of the
device. This leads to the formation of a spin density accumulation
nB in the region below F1, which points parallel to the magnetiza-
tion direction. The electrically-induced spin density then propa-
gates diffusively through the material and can be detected by F2,
allowing for the determination of =B , _B , and gB .
In the presence of a magnetic field , the dynamics of the spin




= −Ω · nB + lnB × ê , (9)
where l is the Larmor precession frequency, B is the spin dif-
fusion coefficient, ê is a unit vector pointing parallel to the mag-
netic field, and Ω is a matrix representing the spin relaxation
rates. In the coordinate basis {êG , ê ‖ , ê⊥}, where the unit vec-
tors point in the propagation, magnetization, and out-of plane
directions respectively, the relaxation rate matrix has the form
Ω =

1/g ‖B 0 0
0 1/g ‖B 0
0 0 1/g⊥B
 . (10)
In the absence of magnetic field, the BTE equations are decou-
pled and the spin density parallel to the injector’s magnetization













where % is the spin injection efficiency, F is the width of the chan-
nel, and f is the conductivity. When the spin density arrives at
the detector, it is transformed into a voltage that will depend on
the relative orientation between the magnetization of 1 and 2.
To eliminate background effects, the voltage is measured with the
injector/detector magnetized in parallel (P) and antiparallel (AP)
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Fig. 3 Schematic of a LSV in the presence of a perpendicular magnetic
field. At the injector a spin-polarized charge current is injected, leading
to the formation of spin accumulation below F1 which propagates
diffusively through the channel. The out-of-plane magnetic field drives
spin precession around the perpendicular axis, giving rise to dephasing
and suppression of the non-local voltage. Courtesy of S. Valenzuela 61.
orientations. The voltage difference can be expressed as
Δ+ = %4B=
‖










where ! is the distance between F1 and F2. This measurement
thus provides a direct probe of the in-plane spin relaxation length
_
‖
B . In order to also extract the spin relaxation times, an external
magnetic field must be applied, as discussed in the next sections.
4.1 Out-of-plane magnetic field
In the presence of a perpendicular magnetic field, the spin will
precess in the plane of the material, as shown in Fig. 3. In this sit-
uation, the out-of-plane component of the spin density decouples
from the BTE equations, leading to two coupled equations that
depend on the in-plane relaxation time. Their solution yields
=
‖





%(!, C) exp−C/gB cos(lC)3C, (13)
where





denotes the probability that a spin reaches the detector at time C,
and the integral over time captures all diffusive paths that reach
the detector. The second term in the integral accounts for spin re-
laxation during this time, and the third term describes precession
induced by the magnetic field.
Equation (13) can be solved analytically, yielding an expression















where _̃ ‖B is a complex renormalization of the spin relaxation







1 + 8lg ‖B
. (16)
The applied magnetic field can therefore modulate and com-
pletely suppress the spin signal, as shown in the inset of Fig. 3.
Moreover, this modulation allows the extraction of the in-plane
relaxation time g ‖B . However, this measurement does not provide
information about the out-of-plane component.
4.2 In-plane magnetic field
In order probe the out-of-plane spin relaxation, a magnetic field
can be applied parallel to the propagation direction êx , which
allows the spin to precess out of the graphene plane. For this
case, the equation for =GB decouples from the others, leaving a
system of two equations that this time involve g ‖B and g⊥B . These




























is the matrix generalization of _−2B . The problem thus reduces to a
computation of the matrix exp(−GΛ−1). The solution is too cum-
bersome to show here; instead we present the results for some
typical experimental values in Fig. 4(a). When compared to the
Hanle curve with out-of-plane magnetic field shown in Fig. 3, one
can immediately see the impact of the spin lifetime anisotropy. At
finite in-plane magnetic fields, the spin will experience a combi-
nation of the in-plane and out-of-plane spin relaxation times. For
spin lifetime anisotropy Z > 1, the effective spin lifetime will be
enhanced compared to the pure in-plane lifetime, leading to an
enhanced nonlocal signal at finite magnetic fields. This can be
clearly seen in Fig. 4(a), where the maximum of the nonlocal sig-
nal increases with increasing Z , and is in contrast to Fig. 3, where
the nonlocal signal is maximized at  = 0.
4.3 Oblique magnetic field
An alternative approach for measuring the spin lifetime
anisotropy is to align the magnetic field perpendicular to the
transport direction, in the ê ‖ − ê⊥ plane. In the limit of large
magnetic field, the components of spin perpendicular to  will
become completely dephased, and the detector will only measure
the component parallel to the magnetic field, given by
=B ≡ nB · ê = |nB | cos V, (19)
where V is the angle between the field and ê ‖ . At finite V, the
effective spin relaxation length is a combination of the in-plane
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Fig. 4 (a) Theoretical nonlocal spin signal vs. in-plane magnetic field for
different values of spin lifetime anisotropy. (b) Normalized high-field
nonlocal voltage as a function of the oblique magnetic field angle V, for
different anisotropy values. Curves in red, blue, and green highlight the
cases Z = 11, 1, and 1/2 respectively. (c) Experimental values of the
nonlocal resistance modulated by an in-plane magnetic field,
reproduced from Ref. 65. (d) Normalized high-field nonlocal voltage as a
function of the oblique angle V for pristine graphene and graphene/WS2,
reproduced from Ref. 66. In both (c) and (d) there is a tenfold
enhancement of the anisotropy compared to graphene on SiO2 or hBN.





(cos2 V + 1
Z
sin2 V). (20)
Equations (19) and (20) enable the extraction of the spin
anisotropy by measuring the nonequilibrium spin density as a
function of V. Experimentally, the nonlocal voltage at large mag-
netic field is normalized by the value at  = 0, and has the form
+̃∞
=;


















This expression reduces to cos2 V when the spin relaxation is
isotropic. In Fig. 4(b), we show +̃∞
=;
(V, Z) as a function of cos2 V
for different values of anisotropy. For Z < 1 (Z > 1), the curve
falls below (above) the curve for Z = 1.
4.4 Hanle measurements in graphene/TMDC heterostruc-
tures
In the first experimental measurement of Hanle precession
in these systems, the nonlocal spin signal of a LSV in a
graphene/MoS2 heterostructure was shown to be tunable with
an electrical gate, exhibiting an on/off behavior that persisted
up to 200 K23. A subsequent experiment reproduced these re-
sults at room temperature, also in graphene/MoS2 25. Figure 5(a)
shows this on/off behavior for the room temperature measure-
ments, with the spin relaxation time dropping to zero at positive
gate voltages. Although it is tempting to associate this behavior
with proximity-induced spin-orbit coupling, it is in fact a spin ab-
sorption effect. As shown in Fig. 5(b), the electronic structure of
graphene/MoS2 has its Fermi level close to the MoS2 conduction
band, meaning that a positive gate voltage will induce parallel
spin conduction in both graphene and MoS2. The latter, having
SOC of the order of hundreds of meV82, produces a much faster
spin relaxation than in graphene and no spin signal will be de-
tected. On the other hand, below this threshold voltage spins
are only transported in graphene bands, where longer g ‖B and _
‖
B
are expected, and a spin signal can be measured. This theory of
spin absorption has also been supported by measurements of the
Schottky barrier between graphene and MoS2 25.
While the suppression of spin signal at positive gate voltages is
attributable to spin absorption, the magnitude of g ‖B at negative
gate voltages, with values less than 60 ps, suggests a proximity-
induced SOC in the graphene layer. This is in contrast to graphene
on SiO2 or hBN, which typically has spin relaxation times of hun-
dreds of ps to a few ns11,12,15,44–53. Comparable results were
also observed in graphene/WS2 heterostructures, where g
‖
B was
measured to be around 20 ps83. However, the spin lifetime in
the “clean” region of these devices was only around 40 ps. Thus,
while these low spin lifetimes are suggestive of enhanced SOC
in graphene, they are not experimental proof of this effect. As
discussed in Section 3.2, one of the consequences of the SOC
induced in graphene by TMDCs is an unconventional large spin
lifetime anisotropy76. Therefore, an experimental measurement
of this phenomenon would provide strong evidence of proximity-
induced SOC in graphene.
In two very recent experiments, a careful Hanle analysis was
performed on graphene/MoSe2 and graphene/WSe2 at 75 K65,
and on graphene/WS2 and graphene/MoS2 at room tempera-
ture66. The first set of measurements was performed using the in-
plane magnetic field technique described in Section 4.2, while the
room temperature results were obtained using both this technique
and oblique magnetic fields. In both experiments, the Hanle pre-
cession curves have shapes that are indicative of large spin life-
time anisotropy when the applied magnetic field allows the spins
to rotate out of the graphene plane. Analysis of the measurements
resulted in anisotropies of Z > 10 for all substrates and tempera-
tures. This is shown in Fig. 4, where the modeled curves for the
in-plane and the oblique-field Hanle measurements are shown in
panels (a) and (b), respectively, while the the corresponding mea-
surements are in panels (c) and (d).
In these measurements, the graphene/WSe2 heterostructure
shows a giant anisotropy of Z ≈ 40, in contrast to Z ≈ 11
in graphene/MoSe2. This difference is reasonable considering
that tungsten is a heavier element than molybdenum, and con-
sequently it induces a larger valley-Zeeman SOC74. On the
other hand, the measurements at room temperature of both
graphene/WS2 and graphene/MoS2 exhibit Z ≈ 10. One possi-
ble explanation for the lesser anisotropy of the WS2 heterostruc-
ture could be increased intravalley scattering due to phonons
at room temperature, although it is not clear why this would
impact WS2 more than MoS2. Another possibility is the qual-
ity of the graphene/TMDC interface. Although graphene/WS2
has theoretically the highest _+ / /_', the distance between the
graphene and the TMDC can significantly impact the induced
SOC strength21,64,74. This could also explain some of the discrep-
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Fig. 5 (a) Spin relaxation times and lengths obtained for a
graphene/MoS2 heterostructure, reproduced from Ref. 25. (b) Band
structure for graphene/MoS2 reproduced from Ref. 74. For this
heterostructure, the graphene Dirac cone lies close to the valence band
of MoS2, allowing for transport within its bulk bands for positive gate
voltage. Given the strong SOC in the TMDC, the spin relaxes
immediately after its absorption, leading to the switching behavior.
ancies between the measurements and the theoretical model76,
which predicts values of Z ranging from 20 to 200. Nevertheless,
unprecedented spin lifetime anisotropy is clearly seen at room
temperature, which is a crucial condition for implementing such
heterostructures in spintronic devices. In addition, the oblique
field measurements in sulphur-based TMDCs at different gate
voltages also showed an on/off behavior in the spin signal66, in
agreement with the aforementioned MoS2-based devices. Mean-
while, this effect was not observed in selenium-based TMDCs,
possibly due to their different band alignments74.
Finally, the modulation of the spin lifetime has recently been
measured in a double-gated graphene/WS2 heterostructure84.
The combination of a top and bottom gate allows one to main-
tain the Fermi level while tuning the electric field, which directly
controls the Rashba SOC strength74. By doing so, a fourfold mod-
ulation of g ‖B was observed as well as indications that Z < 1 in
the strong Rashba regime. Moreover, the spin relaxation mecha-
nism is predicted to be DP. Hence, these results not only support
the microscopic theory of spin relaxation presented above, but
also demonstrate an all-electric route to tune proximity effects in
graphene.
In conclusion, the Hanle experiments demonstrate that one can
tune both the proximity effects and the spin transport in graphene
by choosing the appropriate TMDC substrate. It is clear that
strong SOC is induced in graphene no matter which TMDC is uti-
lized, but also that the valley-Zeman SOC and intervalley scatter-
ing play an important role in these systems76.
5 Weak Antilocalization in graphene/TMDC
heterostructures
In addition to directly measuring the spin signal, as described
in Section 4, it is also possible to use charge transport measure-
ments to glean information about the spin relaxation mechanisms
in a material. This is done by measuring the weak localization
(WL) and weak antilocalization phenomena, which are quantum
corrections to the classical conductivity and are summarized in
Fig. 6. In a diffusive system, charge scattering leads to a random-
ized path as an electron passes through a material. Some of these
paths involve closed loops that result in backscattering, which
can be traversed in either direction, as shown in Fig. 6(a). Ow-
ing to the wave nature of electrons, these two opposite loops can
constructively interfere with one another, increasing the weight
of this backscattering path and reducing the overall conductivity
compared to the classical case85. This is weak localization, and
is illustrated in Fig. 6(b). In the presence of spin-orbit coupling,
the phase between these opposite loops switches sign, leading to
destructive interference. This reduces the weight of the backscat-
tering loop and increases the conductivity relative to the classi-
cal value86. This is the process known as WAL, and is shown in
Fig. 6(c). By applying a magnetic field, one can tune the phase
accumulated along each diffusive path, and thus alter the inter-
ference properties of the backscattering loops. This will modulate
the conductivity, and its precise dependence on magnetic field
can be used to infer the strength of the various charge and spin
relaxation mechanisms in the measured system86,87.
5.1 WAL Theory
A comprehensive description of WAL in graphene was developed
by McCann and Fal’ko73, where they derived the quantum cor-
rection to the conductivity as

















where  (I) = ln(I) + Ψ(1/2 + 1/I), Ψ is the digamma function,
20 = 1, 2G = 2H = 2I = −1, g−1 = 44/~,  is the diffu-
sion coefficient,  is the external magnetic field perpendicular
to the graphene plane, and gq is the inelastic dephasing time.
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describe the various relaxation rates in the system that
arise from symmetry breaking, and include both spin and charge
relaxation. For interference effects to occur, the electrons must






Eq. (22) contains a total of 16 terms, but is typically simpli-
fied by assuming that the intervalley scattering time, g8E , is much
smaller than the spin lifetimes. All terms containing g8E can then
be neglected, leaving
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Here, g0BH is the spin relaxation time arising from symmetry
breaking perpendicular to the graphene plane, typically associ-
ated with Rashba SOC88. Meanwhile, gBH< is the spin relaxation
time associated with SOC that maintains perpendicular symmetry,
which is usually ascribed to intrinsic, or Kane-Mele31, SOC. The
total spin relaxation time is then defined as g−1B> ≡ g−10BH + g−1BH<.
Figures 6(d) and (e) show examples of the magnetoconductiv-
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Fig. 6 Summary of WAL in diffusive materials. Panel (a) depicts charge
transport in the semiclassical regime, including a pair of backscattering
loops. Panels (b) and (c) illustrate the case in the WL and WAL regimes,
where the backscattering loops constructively or destructively interfere,
respectively. Panels (d) and (e) show magnetoconductance curves
using typical relaxation times for graphene/TMDC heterostructures.
ity and how it depends on g0BH and gBH<. The red curves show the
case for a baseline set of parameters that are typical of those mea-
sured in graphene/TMDC heterostructures: gq = 20 ps, g0BH = 10
ps, and gBH< = 1 ps. In Fig. 6(d) we vary g0BH between 5 and 20
ps, and in this range one can see that the primary effect is to scale
the height of the central WAL peak, with smaller g0BH yielding a
larger peak. In Fig. 6(e) we vary gBH< between 0.1 and 2 ps, and
find that its primary role is to adjust the slope of Δf at higher
magnetic fields, with a flat profile indicative of a small gBH<.
5.2 Measurements of WAL in graphene/TMDC heterostruc-
tures
The first measurements of WAL in a graphene/TMDC heterostruc-
ture were made in graphene on a WS2 substrate21. After av-
eraging out conductance fluctuations, the magnetoconductance
curves exhibited large WAL peaks around  = 0, indicating strong
SOC induced in graphene by the WS2 substrate. Fits to Eq. (23)
yielded gB> ≈ 2.5 − 5 ps, and g0BH was estimated to be approxi-
mately 3× larger. Although the role of valley-Zeeman SOC was
not considered, the authors noted a strong correlation between
gB> and g8E . This was attributed to spatial fluctuations of the
spin-orbit coupling strength, which were posited to simultane-
ously cause intervalley scattering and relax the spin.
The next reported measurement64 also considered a
graphene/WS2 device. In the WAL analysis, the impact of
intrinsic SOC on gBH< was assumed to be negligible, as was
the valley-Zeeman SOC. This left gq and g0BH as the only
fitting parameters in Eq. (23), from which g0BH ≈ 5 ps was
extracted. This relaxation time was found to scale inversely
with the momentum scattering time, and could also be tuned by
∼10% in either direction with a vertical electrical field. Both of
these observations are suggestive of the DP mechanism of spin
relaxation induced by Rashba SOC, with an estimated Rashba
strength of _' ≈ 0.4 meV. A follow-up work by the same group26
found similar results for graphene interfaced with WSe2 and
MoS2. Using the same analysis they found gB> ≈ 2 − 10 ps, which
scaled inversely with g? , giving _' ≈ 1.5 (0.9) meV for graphene
interfaced with WSe2 (MoS2).
An independent set of measurements of graphene/WSe2 also
concluded that spin relaxation was dominated by the traditional
DP mechanism, but considered both g0BH and gB> in the WAL
fits78. These fits yielded g0BH = 1.7− 4.5 ps and gB> = 0.9− 1.5 ps,
and by examining the relationship between gB> and g? , a Rashba
spin-orbit strength of _' ≈ 0.7 − 1 meV was extracted.
Meanwhile, a comprehensive set of WAL measurements
demonstrated the importance of eliminating classical effects from
the magnetoconductance24. At high temperatures the dephas-
ing time gq becomes very short, washing out interference effects,
and any dependence of the conductivity on the magnetic field
can be considered to arise from classical effects. In these mea-
surements, subtracting the high-temperature magnetoconductiv-
ity curves from the low-temperature curves resulted in a sharp
WAL peak and little to no upturn of Δf at higher fields; see Figs.
7(a) and (b) for an example. As shown in Fig. 6(e), this flat pro-
file of Δf is indicative of very fast spin relaxation. Indeed, fits to
WAL theory yield upper bounds of gB> ≤ 0.1 − 0.4 ps. As shown
in Fig. 7(c), this behavior is found over many devices, includ-
ing different TMDCs (MoS2, WS2, and WSe2) and a wide range
of mobilities (3000 − 110 000 cm2/V·s). Although small values of
gB> were reported, the individual values of g0BH and gBH< were
not. Finally, by analyzing Shubnikov-de Haas oscillations in bi-
layer graphene/WSe2 devices, the Rashba SOC strength was esti-
mated to be _' ≈ 10 − 15 meV, which is one order of magnitude
larger than what was found in other measurements or in ab initio
simulations24,64,74.
While all of these measurements demonstrate significant
proximity-induced SOC in graphene, the analyses do not consider
the impact of valley-Zeeman SOC. As predicted theoretically76,
and confirmed by Hanle measurements65,66, valley-Zeeman SOC
is responsible for fast relaxation of the in-plane spins and a re-
sultant giant spin lifetime anisotropy. As shown very recently, a
careful analysis of WAL measurements can reveal this behavior68.
According to the theory of McCann and Fal’ko, gBH< is determined
by both intrinsic and valley-Zeeman SOC, while g0BH is dominated
by Rashba SOC73. As discussed in Refs. 26,64,68,78, the contri-
bution of intrinsic SOC is negligible, leaving valley-Zeeman SOC
as the only contributor to gBH<. Connecting to the theory pre-
sented in Section 3.2, Eq. (7), one can then assign g0BH = 2g⊥B
and gB> = g
‖
B , which allows a determination of both _' and
_+ / . Additionally, the spin lifetime anisotropy can be estimated
as Z = g0BH/2gBH<. In recent measurements of graphene/WSe2
devices68, this analysis resulted in _' ≈ 0.35 meV, _+ / ≈ 0.2 − 2
meV, and Z ≈ 20. These results match well with DFT calcula-
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Fig. 7 (a) Temperature-dependent evolution of the
magnetoconductance in a graphene/WS2 heterostructure. Subtracting
the high-temperature classical signal gives the normalized
magnetoconductivity shown in (b). Panel (c) shows a summary of WAL
measurements made using this background subtraction, yielding a
uniform spin-orbit time across a wide range of devices and TMDCs.
Panels (a)-(c) are reproduced from Ref. 24. (d) Fits to
magnetoconductance using the full and the reduced WAL formulas of
Eqs. (22) and (23), with experimental data extracted from Ref. 67.
tions63,64,74, spin relaxation theory76, and the Hanle measure-
ments of spin lifetime anisotropy65,66 and thus highlight the im-
portance of considering the valley-Zeeman SOC when studying
quantum transport in these systems.
5.3 WAL analysis in the strong-SOC regime
As mentioned in Section 5.1, Eq. (23) was derived assuming the
strong-scattering/weak-SOC regime, i.e., in the limit g8E  gB>.
However, owing to graphene’s exceptional charge transport prop-
erties and the strong SOC induced by the TMDC, this condition
can be violated in graphene/TMDC heterostructures. Indeed, this
appears to be the case in at least one of the aforementioned WAL
measurements24, where gB> ≈ g? . This then raises the question,
are the fits obtained from Eq. (23) reasonable, or is a more gen-
eral fit using Eq. (22) required?
The full WAL equation includes two extra relaxation times, g8E
and gI , the latter of which is an intravalley scattering time related
to fluctuations in the onsite energy of the graphene A/B sublat-
tices, and fluctuations in the nearest-neighbor hopping. With a
total of five parameters, finding a unique fit is much more dif-
ficult in this regime, and a measurement that captures the tails
of the magnetoconductance at higher magnetic fields is crucial.
Therefore, we consider a very recent measurement of magneto-
conductivity out to ±40 mT in a graphene/WS2 system67, dis-
played as the open circles in Fig. 7(d). The mobility of this sample
is ` = 12 000 cm2/V·s, giving g? ≈ 0.1 ps.
The dashed red line in Fig. 7(d) shows the fit using the re-
duced WAL theory of Eq. (23), which yields g0BH = 3.6 ps and
gBH< = 0.05 ps. Because gBH< < g? , Eq. (23) is clearly beyond
its range of validity. The solid blue line shows the fit to the full
WAL formula. In this fit, there remains a fair amount of flexibil-
ity in the values of g8E and gI , all of which give nearly identical
magnetoconductance curves. By varying g8E and gI in the ranges
g8E ∈ [2, 15]g? and gI ∈ [0.5, 2]g? , we find g0BH = 1.6− 2.5 ps and
gBH< = 0.3 − 0.5 ps. This analysis shows that when the conditions
of Eq. (23) are violated, considering the full WAL theory can have
a considerable impact on the estimate of gBH<, increasing it by a
factor of 6 − 10 in this particular case. Looking forward, an inde-
pendent measurement of g8E would make for an easier fit to Eq.
(22).
6 Spin Hall Effect
The spin Hall effect is a phenomenon by which an electric cur-
rent produces a transverse spin current as a result of spin-orbit
coupling32. The spin Hall effect is thus a purely electrical source
of spin current, which makes it an important topic for spintron-
ics. Depending on its origin, the spin Hall effect is classified
as either extrinsic or intrinsic. The extrinsic spin Hall effect is
driven by scattering with strong SOC impurities, which allows for
anisotropic spin-dependent scattering. The intrinsic spin Hall ef-
fect, on the other hand, is generated by the homogeneous SOC
field present in the electronic structure of the material. In Section
3.1 we showed that TMDCs induce nontrivial SOC in graphene,
with valley-Zeeman being the dominant term. We will see in this
section that this SOC field may also generate a relatively large
spin Hall effect close to the charge neutrality point89. Moreover,
guided by the theoretical framework of the previous sections,
we will discuss the conditions needed to measure the intrinsic
SHE in graphene/TMDC systems. Finally, it is important to note
that the intrinsic mechanism may not be the only source of spin
Hall effect, as chalcogenide vacancies could produce the extrinsic
SHE18. However, given that up to now there is no clear evidence
of this effect, we will focus on the intrinsic SHE.
6.1 Topology and spin Hall effect in graphene/TMDCs
In the previous sections we have shown that treating the SOC
as a spin-dependent magnetic field is sufficient to quantitatively
explain the various experimental and numerical results. Simi-
larly, one may argue that a spin-dependent magnetic field should
also affect the orbital motion of electrons, giving rise to a spin-
dependent Hall effect. This is indeed the case, although the con-
nection between the spin Hall effect and the spin-orbit coupling
is not straightforward.
To visualize this, consider a system in equilibrium with no net
spin or charge current. Under such a situation the spins are
aligned with the spin-dependent magnetic field, as illustrated in
Fig. 1. After the application of an external electric field K, the
system undergoes two changes: first, the Fermi surface is shifted,
leading to an asymmetric population of momentum in the direc-
tion of K. Second, the eigenfunctions q= (k) of the system are
modified, and with them the expectation values of all observables.
For example, the velocity operator takes the form





where = is the band index, k is the electron momentum, Y= (k) is
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the dispersion relation, and






is the Berry curvature (BC)32,90. Equation (24) shows that under
the action of an electrical field, the velocity acquires a contribu-
tion directly related to the eigenfunctions, which is the origin of
the different Hall effects28,91.
In spintronic devices, the figure of merit for the spin Hall effect





where fGG is the longitudinal charge conductivity and fIGH is the







is the V component of the spin current polarized in
the out-of-plane direction28. The spin current can be determined
microscopically as the the expectation value of the spin current
operator ẑI
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is the nonequilibrium density matrix due to electric field U, with
ÊU the U component of the velocity operator, 5 (Y) the Fermi-Dirac
distribution function, and + the retarded single-particle Green’s





{fI , ÊV}, (29)
with the curly brackets representing the anticommutator and Ω
the volume of the sample. Given that the spin Hall conductivity
is proportional to the tranverse current, one could expect fIGH to
have some relation with the Berry curvature. Indeed, as demon-
strated by Thouless et al. for the quantum Hall effect91, and later
extended to spin, the trace in Eq. (27) is proportional to the Berry
curvature, but only for pristine systems32,70,92.
In Fig. 8 we show the pristine spin Hall conductivity for dif-
ferent graphene/TMDC heterostructures, computed in Ref. 89.
This quantity can be used to measure the potential of a mate-
rial for generating transverse spin currents30, and as such, WS2
stands out as the most promising TMDC. As shown in the inset,
the valley-Zeeman SOC only leads to spin Hall conductivity when
combined with Rashba and/or intrinsic SOC.
6.2 The role of disorder
A nonzero Berry curvature is a necessary but not sufficient condi-
tion for the existence of the intrinsic SHE. An example of this is
the suppression by disorder of the universal spin Hall conductivity
in 2DEGs with Rashba SOC32. In fact, for any :-linear SOC there
is no SHE in the diffusive regime as a consequence of a covariant
conservation law for spin currents93. A recent extension of this
theory to diffusive Dirac systems led to the same conclusion94, an
absence of intrinsic SHE in graphene with Rashba SOC. However,
Fig. 8 Spin Hall conductivity for pristine graphene on different TMDCs.
In the inset we show the effect of different SOC combinations on the
spin Hall conductivity of WS2. Data adapted from Ref. 89.
the presence of other SOC terms could allow for a breaking of
the covariant law and a restoration of intrinsic SHE, even in the
presence of disorder.
Fig. 9 Spin Hall conductivity of graphene/WS2 for weak (solid black
line), intermediate (dashed red line) and strong (dotted green line)
intervalley scattering, with the pristine spin Hall conductivity (dot-dashed
blue line) shown as a reference. The inset shows the scaling of the spin
Hall angle with intervalley scattering strength. Data adapted from Ref.
89.
In previous sections, valley-Zeeman SOC and intervalley scat-
tering were shown to play a central role in WAL and spin relax-
ation, and for the spin Hall effect the situation is no different. Be-
cause of time reversal symmetry, the Berry curvature has opposite
sign in opposite valleys. Thus, in the presence of strong interval-
ley scattering the Berry curvature will average to zero, leading
to a noticeable suppression of the spin Hall conductivity89. This
can be seen in Fig. 9, where the spin Hall conductivity and spin
Hall angle are computed using Eq. (27) for disorder profiles with
similar mobilities but very different intervalley scattering rates.
For weak intervalley scattering, the SHE is slightly reduced com-
pared to the pristine case, but remains considerable. However, for
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strong intervalley scattering the SHE is almost completely sup-
pressed. This information is key for the design of experiments
aiming to observe the SHE in graphene/TMDC systems, because
structural defects and grain boundaries cause intervalley scatter-
ing and are usually found in large-area graphene95, thus restrict-
ing the observation to exfoliated samples.
6.3 Experimental measurement of the SHE
Over the past several years, evidence of the spin Hall ef-
fect has been reported in graphene decorated with various
adatoms17,20,96, and in graphene/TMDC heterostructures18. All
these measurements utilized a purely electrical experiment pro-
posed by Abanin et al97. However, this proposal was developed
for measuring a nonlocal signal originating from the extrinsic spin
Hall effect, and it is not clear that the same approach can be used
for the intrinsic SHE. To measure the intrinsic SHE, one needs to
create and transport spin currents in a material with large SOC,
but in such materials coherent spin precession can dephase and
suppress the signal at the detector.
Given that SOC in pristine graphene is very small, one way to
avoid such a situation is to place the TMDC only at the detec-
tion or injection region, as represented schematically in Fig. 10
and initially explored in Ref. 98 for platinum. Because the spin
relaxes isotropically in pristine graphene, modulation due to a
magnetic field can be described by the standard Hanle theory in
Eq. (15) with the substitutions %2 → WsH% and Re {...} → Im {...}.
The inset of Fig. 10 shows the expected Hanle modulation with
a magnetic field applied in the propagation direction. Using typi-
cal experimental parameters66, a modulation of 2 `V is obtained,
which is within the experimentally measurable range.
Fig. 10 Proposed setup for measuring the intrinsic SHE. A current is
passed through the graphene/TMDC heterostructure, generating an
out-of-plane spin current via the spin Hall effect. The inset shows the
expected modulation of the nonlocal signal by an in-plane magnetic field.
6.4 Rashba-Edelestein effect
So far we have only considered the possibility of using the SHE
to generate spin currents. Recently, it was shown that the in-
verse galvanic effect, also called the Rashba-Edelestein effect or
current-induced spin polarization (CISP), can also be used for this
purpose by generating nonequilibrium spin densities99–103. A
simplified picture of CISP can be understood as follows: when
an external electric field accelerates the electrons in a material,
the spin-dependent magnetic field will rotate due to the change
in the electron momentum. At steady state, the electrons will be
aligned with the new rotated SOC field, leading to a nonequi-
librium spin density. The existence of a steady state relies on
scattering-induced damping of the spin precession, and thus care
should be taken when considering the clean limit. Nonetheless,
this limit can help to gain insight into the relative magnitudes
of the CISP effect, and will serve as a baseline for future studies
with disorder. In pure Rashba systems, the nonequillibrium spin
density is perpendicular to the propagation and out-of-plane di-














where [q is an inelastic broadening, E is the Fermi veloc-
ity, and _' is the Rashba strength. Using _' = 0.36 meV for
graphene/WS2, [ = 2 meV, and a typical electric field of G = 1
V/`m resuts in a nonequilibrium spin density of 0.5 × 108 cm−2.
This value is two orders of magnitude smaller than the nonequi-
librium spin density created in typical spin injection experiments
or in large-SOC metals106, indicating that Rashba SOC by itself is
not an efficient generator of nonequilibrium spin density.
In Fig. 11 we show the nonequilibrium spin density for
graphene/TMDC heterostructures, computed using Eq. (27) with
the replacement 9 I
V
→ fH . We also show the calculation for the
pure Rashba system using the graphene/WS2 Rashba parameter,
with the simulation nicely reproducing the analytical prediction.
However, despite having the same Rashba field, the nonequilib-
rium spin density for the full graphene/WS2 model is one order of
magnitude bigger, which comes from the combination of Rashba
and valley-Zeeman SOC. Similar values are obtained for the other
heterostructures, which places them, in terms of the CISP effect,
next to other strong-SOC metals. While this result is a remarkable
start, it should be taken with a grain of salt because disorder may
greatly modify the overall effect.
7 Conclusions
In this review, we presented an introduction to the theory of spin-
orbit effects induced in graphene by TMDCs, and their connection
to measurements of Hanle precession, weak antilocalization, and
the spin Hall effect. The common thread running through all of
these topics is the presence of valley-Zeeman spin-orbit coupling,
which significantly alters the behavior of spin transport in these
systems by tying the in-plane spin dynamics to intervalley scatter-
ing processes. This leads to a giant anisotropy in the spin relax-
ation, with in-plane spins relaxing much faster than out-of-plane
spins. As shown in Section 4, this anisotropy can be determined
experimentally with variations on the traditional Hanle measure-
ment. The valley-Zeeman SOC also plays an important role in
weak antilocalization, as it appears to be responsible for the very
short symmetric spin-orbit times that are extracted from magne-
toconductivity measurements.
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Fig. 11 Nonequilibrium spin density induced by an electric field of
1V/`m for different graphene/TMDC heterostructures, computed with
the Kubo-Bastin formula. In the inset we show the case with only the
Rashba parameter of WS2.
In Fig. 12 we present a summary of all the experimental mea-
surements of spin lifetime to date. The measurements reveal
three main trends. First, the symmetric spin lifetimes derived
from weak antilocalization and the Hanle in-plane spin lifetimes
usually differ by an order of magnitude, which is something our
theory currently does not capture, and which calls for further the-
oretical development as well as a measurement of both quantities
within the same sample. Second, the spin lifetime anisotropy can
vary from tens to hundreds in different experiments; this is not
surprising given that different devices exhibit different disorder
and interface quality, which would impact the intervalley scat-
tering rates and SOC strength, respectively. Third, the spin life-
time of graphene is strongly suppressed, which, in combination
with the giant spin lifetime anisotropy, is fundamental evidence
of proximity-induced spin-orbit coupling.
Finally, our calculations have indicated that valley-Zeeman
SOC can significantly enhance the intrinsic spin Hall effect in
graphene. However, this effect is destroyed by intervalley scatter-
ing, meaning that it should only be measurable in systems without
a sharp WAL signature and no spin lifetime anisotropy.
It is important to note that all our analyses have been per-
formed considering scalar impurities and uniform SOC fields.
However, there are experimental results suggesting that the SHE
in graphene/TMDC heterostructures may also originate from
chalcogenide vacancies18. These vacancies may constitute a kind
of short-range disorder leading to strong intervalley scattering,
thus suppressing the intrinsic SHE. However, they also possess
a strong local SOC field which could then produce the extrinsic
spin Hall effect. Therefore, by carefully tuning the concentration
of vacancies, one could observe a transition from intrinsic to ex-
trinsic spin Hall effect. If their local SOC is of the valley-Zeeman
type, they could also be responsible for the anisotropy seen in
the Hanle experiments, as well as the small symmetric spin-orbit
times extracted from measurements of weak antilocalization. In
the reduced WAL analysis of Eq. (23), the spin relaxation rates
arising from uniform and nonuniform SOC are lumped together
in both g−1BH< and g
−1
0BH , but considering the full WAL formula may
Fig. 12 Summary of the in-plane (open blue symbols) and out-of-plane
(filled red symbols) spin relaxation times for different graphene/TMDC
heterostructures, extracted from WAL and Hanle measurements.
Squares, circles, diamonds, and triangles correspond to graphene
interfaced with WS2, WSe2, MoS2, and MoSe2, respectively.The error
bars denotes the variation over different momentum relaxation times.
allow one to separate these terms.
Finally, we would like to emphasize that such proximity-
induced spin-orbit effects are not limited to TMDCs. In real-
ity, these features are a consequence of broken symmetries in
graphene77, and any honeycomb substrate with broken sublat-
tice symmetry should have a similar impact. In fact, it has recently
been predicted that graphene on a topological insulator (TI) pos-
sesses very similar features107, opening the door to a possibly rich
interplay between graphene with proximity-induced SOC and TI
surface states.
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30 A. Dyrdał and J. Barnaś, 2D Mater., 2017, 4, 034003.
31 C. L. Kane and E. J. Mele, Phys. Rev. Lett., 2005, 95, 226801.
32 J. Sinova, S. O. Valenzuela, J. Wunderlich, C. H. Back and
T. Jungwirth, Rev. Mod. Phys., 2015, 87, 1213–1260.
33 C. Ertler, S. Konschuh, M. Gmitra and J. Fabian, Phys. Rev. B
- Condens. Matter Mater. Phys., 2009, 80, 041405.
34 D. Huertas-Hernando, F. Guinea and A. Brataas, Phys. Rev.
Lett., 2009, 103, 146801.
35 Y. Zhou and M. W. Wu, Phys. Rev. B - Condens. Matter Mater.
Phys., 2010, 82, 085304.
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