In this paper, we study Segre classes in algebraic cobordism. We also prove a generalization of Kempf-Laksov formula for the degeneracy loci classes in the algebraic cobordism of the Grassmannian bundle.
Introduction
This work was motivated by the attempt to generalize to algebraic cobordism the GiambelliThom-Porteous formula of the Chow ring. Given a vector space of dimension n, the original Giambelli formula describes the fundamental classes of X λ , the Schubert varieties of the grassmannian of d-planes Gr(d, n), by means of Schur functions evaluated at the Chern classes of the tautological vector bundle. More specifically, it yields a closed, determinantal expression for [X λ ] CH . This formula was later generalized to the case of the Grassmann bundle Gr d (E) associated to a vector bundle E by Kempf and Laksov in [14] . In this case, given a reference flag 0 = F n ⊂ · · · ⊂ F 2 ⊂ F 1 ⊂ F 0 = E, the Schubert classes can be expressed using factorial Schur function in the classes c i (E/F j − S) where S is the tautological vector bundle of Gr d (E). More explicitly, if λ = (λ 1 , . . . , λ r ) is a partition, we have [X λ ] CH = det c λ i +j−i (E/F λ i −i+d − S) 1≤i,j≤r .
We can write the class also by the Vandermonde polynomial and an evaluation map φ 1 :
where φ 1 is a map replacing each monomial t s 1 1 · · · t sr r by r i=1 c s i (E/F λ i −i+d − S). The proof essentially consists in the construction, through a tower of projective bundles, of a resolution of singularities X KL λ ϕ λ −→ X λ and in a Gysin computation which produces the formula for the fundamental class.
These formulas were to become one of the facets of a comprehensive description of the Schubert varieties of flag manifolds Fl(C n ) and of flag bundles Fℓ(E), respectively established in [1] , [5] , and [6] . In these cases the fundamental classes are described by the (double) Schubert polynomials of Lascoux-Schützenberger and it should be stressed that in general the expressions are not closed, but are given via a recursive procedure which exploits a family of varieties X BS I(w) ψ I(w) −→ X w known as Bott-Samelson resolutions. At this stage it was noticed that the whole story could be meaningfully rephrased in K 0 , the Grothendieck ring of vector bundles. In fact, in [8] Fulton and Lascoux, using essentially the same proof, managed to expressed the structure sheaves of the Schubert varieties of Fℓ(E) using double Grothendieck polynomials.
More recently, after the introduction of the concept of oriented cohomology theories and the construction of algebraic cobordism Ω * by Levine and Morel in [17] , several attempts have been made to further generalize these formulas and all associated aspects linked to Schubert calculus. As a matter of fact, both CH * and K 0 [β, β −1 ] (a graded version of K 0 ) are examples of oriented cohomology theories and several of the techniques used in those classical settings can be translated to cobordism. See [2, 3, 9] for some generalizations related to the flag manifold and [15, 10, 4, 11] for those related to flag bundles. In these attempts, more caution is required in interpreting the results obtained. On the one hand this is due to the fact that not all Schubert varieties have a well defined notion of fundamental class, only those that are l.c.i. schemes. On the other hand all these techniques inherently depend on the choice of the resolution X BS I(w) ψ I(w) −→ X w , which in general is not unique. This is reflected at the polynomial level, since the good stability properties enjoyed by double Schubert and Grothendieck polynomials so far could not be reproduced for Ω * .
To this day essentially all efforts have been devoted to the study of flag bundles, while Grassmann bundles have not received much attention and, more specifically, no one has tried to adapt the computation by Kempf and Laksov. In [12] , together with T. Ikeda and H. Naruse, we generalized such computation to connective K-theory, an oriented cohomology theory obtained from Ω * which can be specialized to both CH * and K 0 . In this context we managed to obtain a determinantal formula for the Schubert classes [X λ ] CK . This was achieved by combining the geometric input given by Kempf-Laksov's resolution X KL λ ϕ λ −→ X λ , with an algorithmic procedure modelled after the one used by Kazarian in [13] to express the fundamental classes of the Schubert varieties of Grassmann bundles of symplectic and orthogonal type. Given this state of things it looked reasonable to try and see whether or not this procedure could be further generalized to Ω * .
In order to be able to make use of Kazarian's machinery, we had to introduce a notion of Segre classes for oriented cohomology theories and find a way to describe them as explicitly as possible. The definition we use is the exact analogue of that given by Fulton in [7] . For an oriented cohomology theory A * and a bundle E → X of rank n we set
where P * (E) π −→ X is the associated projective bundle with tautological quotient bundle O(1). Using Quillen's formula, which in Ω * was established by Vishik in [19] , we manage to relate the Segre polynomial S A (E; t) to the Chern polynomial c A (E; t) and the algebraic cobordism classes of projective spaces. Namely, we have
with P A (t) := i [P i ] A ·t −i and w A (E, t) a power series defined at Section 2.3. It is worth noticing that this formula generalizes the classical Chow ring identity s CH t (E) = c CH −t (−E), which allows one to interpret Segre classes as complete symmetric functions in the Chern roots. Needless to say, in general the situation is far more complicated.
An important consequence of this formula is that it allows us to lift the definition of Segre classes to the Grothendieck ring of vector bundles, so that it is possible to evaluate them on virtual bundles. The following result provides a geometric interpretation to this extension.
Theorem A [Theorem 3.10]. Let E and F be two vector bundles over X, respectively of rank e and f . Consider the projective bundle P * (E) π −→ X with tautological bundle O(1). Then, for every oriented cohomology theory A * one has
as elements of A * (X).
We now explain our main result. Let E be a vector bundle of rank n over a smooth quasiprojective variety X. Consider the Grassmannian bundle of rank d subbundles Gr d (E) → X and let S be its the tautological vector bundle. Fix a complete flag 0 = F n ⊂ · · · ⊂ F 1 ⊂ E where the superscript indicates the corank. Let λ = (λ 1 , . . . , λ r ) be a partition of length r such that λ 1 ≤ n − d. The associated degeneracy locus X λ in Gr d (E) is defined by 
for k ∈ Z and ℓ = 1, . . . , n. Let P (z, x) be a power series in z and x such that
where φ 1 replaces each monomial t
Since X λ has at worst rational singularities, in CK
] coincides with the class of the degeneracy loci X λ in Gr d (E). As mentioned above, generally there is not a well defined notion of the fundamental class of X λ in the algebraic cobordism. The class [ X KL λ → Gr d (E)] is going to be our replacement.
The advantage of considering this class is that it is stable along the natural inclusions of the Grassmann bundle into the one for the vector bundles with larger ranks. This allows us to define a generalization of Schur/Grothendieck polynomials in the context of the algebraic cobordism. This aspect of the theory will be studied elsewhere.
Preliminary on algebraic cobordism
The main goal of this section is to give a brief introduction to algebraic cobordism and its properties. For this purpose we will recall some basic facts about oriented cohomology theories and formal group laws.
Oriented cohomology theories
In algebraic geometry the notion of oriented cohomology theory is due to Levine and Morel, who introduced it in [17] , inspired by the work of Quillen on differentiable manifolds ( [18] ). Such a theory consists of a contravariant functor from the category of smooth schemes to graded abelian rings A * : Sm op k → R * , together with a family of push-forward maps {f * :
This family is supposed to satisfy some straightforward functorial properties and to be compatible with the pull-back maps g * arising from A * , whenever f and g are transverse. Finally, A * is supposed to satisfy the extended homotopy property and the projective bundle formula, which respectively relate the evaluation of A * on vector and projective bundles to the evaluation on their bases. For the precise definition we refer the reader to [17, Definition 1. In order to understand in which ways the concept of oriented cohomology theory is more general, it can be useful to pay a closer look at the behaviour of the first Chern class of line bundles. It is well known that c CH 1 behaves linearly with respect to tensor product: for line bundles L and M over X ∈ Sm k one has
Although this equality does not necessarily hold if we replace the Chow ring with another oriented cohomology theory A * , it is still possible to express c A 1 (L ⊗ M ) in terms of the first Chern classes of the factors. However, for this one has to replace the usual sum with a formal group law F A .
Before we continue with our discussion, let us now briefly recall the definition of a formal group law. A pair (R, F R ), where R is a ring and
, is said to be a commutative formal group law of rank 1 if it satisfies the following conditions:
3)
It should be noticed that ii) and iii) can be viewed as analogues of the commutative and associative properties for groups. Actually, this analogy can be pushed further since there exists also a notion of formal inverse, a power series
Let us finish this digression by mentioning that there exists a universal formal group law F , defined over the Lazard ring L, from which all other ones can be derived.
As we hinted at before, every cohomology theory A * has an associated formal group law F A , defined over its coefficient ring
for any choice of line bundles L and M over the given scheme X. As we have seen
The main achievement of Levine and Morel concerning oriented cohomology theories is the construction of algebraic cobordism, denoted Ω * , which they identify as universal in the following sense. 
One of the consequences of the universality is that it allows to translate formulas which hold in Ω * to every other oriented cohomology theory A * , by making use of ϑ A . In particular, if the given formula has a classical version in either CH * or K 0 , then one is supposed to recover it.
On the other hand, it is not always the case that properties that hold for the Chow ring or the Grothendieck ring will lift to algebraic cobordism. For example, one basic instance of this pheonomenon can be observed if one tries to compute the fundamental class of some closed subscheme Z On top of this lies an even bigger problem. As mentioned in the introduction, in Ω * a scheme Z π Z −→ Spec k has a well defined notion of fundamental class only if it is an l.c.i scheme. In fact, since l.c.i. pullbacks are available, one can make use of Ω * , the homological counterpart of algebraic cobordism which is defined for all quasi-projective schemes (cf. [16] ). Namely we can set 
Chern classes
Once one has set c 1 (L) := s * s * (1 X ) for any line bundle L → X with zero section s, the existence of a theory of Chern classes is a direct consequence of the projective bundle formula. This claims that, for any given bundle E → X of rank n, one has the following isomorphism of Ω * (X)-modules:
Here ξ = c 1 (O(1)) and O(1) stands for the universal quotient line bundle over P * (E). Up to a sign, Chern classes should be viewed as the coefficients of the expansion of ξ n with respect to the basis {1, ξ, ..., ξ n−1 }. More precisely, together with c 0 (E) = 1, one has in Ω n (X) the following defining equality:
It can be convenient to assemble together the Chern classes in the Chern polynomial c(E; u) := n i=0 c i (E)u i . In fact, one has the following proposition, usually known as the Whitney product formula. Whitney formula guarantees that the assignment E → c(E; u) is actually well defined at the level of the Grothendieck group K 0 (X). As a consequence, one can associate a Chern polynomial to any element of K 0 (X). In particular for
where h j (F ) stands for the j-th complete symmetric function in the Chern roots of F .
Definition of w(E; u)
For the computation of Segre classes and the Kempf-Laksov classes, we introduce certain classes w −s (E) and its generating functions w(E; u). The definition of them is based on the following observation.
Lemma 2.3. We have
where P (z, x) is a power series in variables z and x with coefficients in L of degree 0, with the constant term 1.
Proof. To obtain the factorization let us write
where each Q j (z, x) is a homogeneous polynomial of total degree j in z and x. It now suffices to observe that the left handside of (2.7) becomes 0 if one sets z = x. Therefore we conclude that each Q j must be divisible by (z − x).
Definition 2.4. Let x = {x 1 , . . . , x e } be a set of formal variables. Define
and let w(x; u) :=
.
If we set x 1 , . . . , x e to be Chern roots of a vector bundle E, then write w(E; u) = w(x; u) and w −s (E) = w −s (x). Similarly we writew(E; u) =w(x; u) andw −s (E) =w −s (x). Thus we have
In this section, we study the (relative) Segre classes in the algebriac cobordism. Based on the definition of Segre classes (Definition 3.1), we compute its generating function (Theorem 3.6). Then the relative Segre classes are naturally defined by Definition 3.9, and we also write them as pushforward of Chern classes along a projective bundle (Theorem 3.10). Theorem 3.10 is the main ingredient in the computation of the Kempf-Laksov classes in Section 4.
Segre class
Definition 3.1. Let E be a vector bundle of rank e over X. For each m ∈ Z, consider the dual projective bundle π : P * (E ⊕ O ⊕n ) → X for some n ≥ max{0, −m − e + 1}. Define the degree m Segre class S m (E) of E by
where τ is the first Chern class of the tautological quotient line bundle O(1) of P * (E ⊕ O ⊕n ). Denote
Remark 3.2. It follows from Vishik's formula and the arguments in its proof ([19, Theorem 5.3])
that the class S m (E) is independent of the choice of n. Indeed, we may suppose m ≥ −e + 1 and consider the bundles π : P * (E) → X and π ′ : P * (E ⊕ O) → X. Let τ and τ 1 be the associated tautological classes respectively. Let x 1 , . . . , x e be the roots of E and x k+1 be the root of O. Since x e+1 = 0 ∈ Ω * (X) and F (x k , χ(x e+1 )) = x k for k = e + 1, we have
In order to compute S (E; u), we introduce the following series. Proof. This follows immediately from (2.5) in the projection bundle formula. Indeed,
Furthermore, let
where [P i ] is the class of the projective space
Proposition 3.5. We have R(E; u) = P(u)w(E; u). Or equivalently, we have
Proof. Let ℓ ≥ 0 and let F be a vector bundle of a smooth quasi-projective space Y of rank ℓ + 1. Let x 1 , . . . , x e be the roots of E and y 1 , . . . , y ℓ+1 be the roots of F . We denote y i also by x e+i for i = 1, . . . , ℓ + 1. Consider the dual projective bundle π :
Let τ be its tautological class. Choose a point y ∈ Y and let f : X → X × Y be the natural inclusion f (x) := (x, y). We may assume that
. . , e, we have
Then, regarding E as a bundle over X × Y , Equation (2.8) allows us to write
Therefore, we obtain
We observe that Theorem 3.6. For a vector bundle E over X, in Ω * (X), the following identity holds:
S (E; u) = P(u)w (E; u) c(E; −u) Example 3.7. In the connective K-theory CK * (X), we have P(u) = 1 1−βu −1 ,w(E; u) = c(E; β). Thus Theorem 3.6 gives
, which has been obtained in [12] . Note that the sign of β is opposite from the one in [12] .
Relative Segre class
Let 0 → E → G → F → 0 be a short exact sequence of vector bundles. From Definition 2.4, we can observe that
This allows us to define the following.
Definition 3.8. For arbitrary vector bundles E and F , define the relative classes w s (E − F ) and w s (E − F ) for the K-class [E − F ] in the Grothendieck group of vector bundles over X by
Definition 3.9 (Relative Segre classes). Define S m (E − F ) by
The following description generalizes Proposition 1 in [12] to the algebraic cobordism.
Theorem 3.10. Let E and F be vector bundles over X with rank e and f respectively. Let π : P * (E) → X be the dual projective bundle, Q its tautological quotient line bundle, and τ := c 1 (Q).
We have
Proof. By Definition 2.4,
Thus, by the definition of S m (E), we have
the right hand side of which is S f −e+1+s (E − F ) by (3.1).
Kempf-Laksov determinant formula 4.1 Degeneracy loci
Let E be a vector bundle of rank n over a smooth quasi-projective variety X. Let ξ : Gr d (E) → X be the Grassmannian bundle of rank d subbundles over X, i.e.
Let S be the tautological subbundle of ξ * E over Gr d (E). Fix a complete flag 0 = F n ⊂ · · · ⊂ F 1 ⊂ F 0 = E where the superscript indicates the corank, i.e. rk F k = n − k. We denote also by E and F i the pullback of E and F i along ξ respectively. Let P d be the set of all partitions (λ 1 , . . . , λ d ) with at most d parts. The length of λ ∈ P d is the number of nonzero parts. Let P d (n) be the set of all partitions in
For each λ ∈ P d (n) of length r, consider the partial flag of E
Define the type A degeneracy locus X λ in Gr d (E) by
The class of the Kempf-Laksov resolution
Let λ ∈ P d (n) of length r. Associated to the partial flag F • λ is a generalized flag bundle
such that the fiber at p ∈ Gr d (E) consists of flags of subspaces ( 
We regard D i /D i−1 as the tautological line bundle O(−1) of P(
be the locus where D r ⊂ S. It is well-known that X KL λ is smooth and birational to X λ along ̟ (see [14] ). We call it the Kempf-Laksov resolution of the degeneracy loci X λ . Define the Kempf-Laksov class κ λ ∈ Ω * (Gr d (E)) associated to a partition λ ∈ P d (n) by 
Lemma 4.3 (Lemma 6.6.7 [17] , Example 14.1.1 [7] ). Let V be a vector bundle of rank m over X and s a section of V . Let Z be the zero scheme of s. If X is Cohen-Macaulay and the codimension of Z is e, then s is regular and
∈ Ω e (X). of the degeneracy loci X λ (cf. [12] ).
We will compute the class κ λ by pushing forward the product of Chern classes (4.2) through the tower of projective bundles (4.1). For that, first we write the following formula for each stage of the tower. 
for k ∈ Z and ℓ = 1, . . . , n. For each non-negative integer s, we have
Proof. We apply Theorem 3.10 to P * ((
Now the claim follows by the definition of the relative Segre class (3.1).
Computing the class κ λ
In order to systematically apply Lemma 4.5 and obtain a formula for κ λ , we need some preparation of algebras, following [12] . Let R = Ω * (Gr d (E) ). This is a graded algebra over L. Let t 1 , . . . , t r be indeterminates of degree 1. We use the multi-index notation t s := t For each m ∈ Z, define L R m to be the space of all formal Laurent series of homogeneous degree m such that there exists n ∈ Z r such that n + suppf is contained in the cone in Z r defined by s 1 ≥ 0, s 1 + s 2 ≥ 0, · · · , s 1 + · · · + s r ≥ 0. Then L R := m∈Z L R m is a graded ring over R with the obvious product.
For each i = 1, . . . , r, let L R,i be the R-subring of L R , consisting of series that do not contain the negative powers of t 1 , . . . , t i−1 . In particular, L R,1 = L R .
A series f (t 1 , . . . , t r ) is a power series if it doesn't contain any negative power of t 1 , . 
by φ i (t (1 − t ℓ /t i )P (t ℓ , t i ) . The claim follows from the definitions of w −j and the elementary symmetric polynomials e q in terms of the generating functions.
Finally, we obtain our main result. 
