A distributed binary hypothesis testing (HT) problem over a noisy channel studied previously by the authors is investigated from the perspective of the strong converse property. It was shown by Ahlswede and Csiszár that a strong converse holds in the above setting when the channel is rate-limited and noiseless. Motivated by this observation, we show that the strong converse continues to hold in the noisy channel setting for a special case of HT known as testing against independence (TAI). The proof utilizes the blowing up lemma and the recent change of measure technique of Tyagi and Watanabe as the key tools.
I. INTRODUCTION
In their seminal paper [1] , Ahlswede and Csiszár studied a distributed binary hypothesis testing (HT) problem for the joint probability distribution of two correlated discrete memoryless sources. In their setting, one of the sources, denoted by V , is observed directly at the detector, which performs the test, and the other, denoted by U , needs to be communicated to the detector from a remote node, referred to as the observer, over a noiseless channel with a transmission rate constraint. Given that n independently drawn samples are available at the respective nodes, the two hypotheses are represented using the following null and alternate hypotheses:
The objective is to study the trade-off between the transmission rate, and the type I and type II error probabilities in HT. This problem has been extensively studied thereafter [2] - [14] . Also, several interesting variants of the basic problem have been considered which includes extensions to multi-terminal settings [15] - [19] , HT under security or privacy constraints [20] - [23] , HT with lossy compression [24] , HT in interactive settings [25] - [27] , HT with successive refinement [28] , to name a few. In this work, we revisit the setting shown in Fig. 1 which has been considered previously in [11] . In here, the communication from the observer to the detector happens over a discrete memoryless channel (DMC). Denoting the transition probability matrix of the DMC by P Y |X , the channel output Y n given the input X n = x n is generated according to the probability law This work is supported in part by the European Research Council (ERC) through Starting Grant BEACON (agreement #677854). 
The observer encodes its observations U n according to the map 1 to the stochastic map f (n) : U n → P(X n ), where P(X n ) denotes the set of all probability distributions over X n . The detector outputs the decisionĤ = g (n) (Y n , V n ) according to the stochastic map g (n) : Y n × V n → P(Ĥ), where H := {0, 1} and P(Ĥ) denotes the set of all probability distributions over support H. Denoting the true hypothesis as the random variable (r.v.) H, the type I and type II error probability for a given encoderdecoder pair, (f (n) , g (n) ), are given by α n (f (n) , g (n) ) = P Ĥ = 1|H = 0 = P g (n) (Y n , V n ) = 1|H = 0 , (2) and β n (f (n) , g (n) ) = P Ĥ = 0|H = 1
respectively. In [1] and [11] , the goal is to obtain a computable characterization of the optimal type II error exponent (henceforth referred to as the error-exponent), i.e., the maximum asymptotic value of the exponent of the type II error probability, for a fixed non-zero constraint, ∈ (0, 1), on the type I error probability. We next define the trade-off studied in [11] more precisely. Definition 1. An error-exponent κ is -achievable if there exists a sequence of encoding functions {f (n) } n∈Z + and 1 In [11] , we allow bandwidth mismatch, i.e., the encoder map is given by f (k,n) : U k → X n , where k and n are positive integers satisfying n ≤ τ k for some fixed τ ∈ R + . Here, we consider the special case k = n (τ = 1) for simplicity of notation. However, our results extend to any τ ∈ R + straightforwardly.
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and α n f (n) , g (n) ≤ .
For ∈ [0, 1], let κ( ) := sup{κ : κ is -achievable}.
It is well known that since the quantity of interest is the type II error-exponent, g (n) can be restricted to be a deterministic map without any loss of generality (see [22, Lemma 3] ). The decision rule can then be represented as g (n) (y n , v n ) =
denotes the indicator function.
It is shown in [11] that lim →0 κ( ) has an exact single-letter characterization for the special case known as testing against independence (TAI), in which, Q U V factors as a product of marginals of P U V , i.e., Q U V := P U × P V . To state the result, let C := C(P Y |X ) denote the capacity of the channel P Y |X , and let
It is proved in [11, Proposition 7] that
In this paper, we show the strong converse for the above result, namely, that κ( ) = θ(P U V , C), ∀ ∈ (0, 1).
This result completes the characterization of κ( ) in terms of θ for all values of , and extends the strong converse result proved in [1, Proposition 2] for the special case of rate-limited noiseless channels. However, it is to be noted that while the strong converse proved in [1] holds for all hypothesis tests given in (1), our result is limited to TAI. Before delving into the proof, we briefly describe the technique and tools used in [1] to prove the strong converse, and highlight the challenges of extending their proof to the noisy channel setting. The key tools used to prove [1, Proposition 2] are the so-called blowing-up lemma [29] and a covering lemma [1] . However, it can be seen from the proof therein that the application of the covering lemma to prove the strong converse relies crucially on the fact that the channel from the encoder to the detector is noiseless (i.e. deterministic). Thus, it is not possible to directly follow their technique in our noisy channel setting and arrive at the strong converse result. Alternatively, we will use a change of measure technique introduced in [30] , in conjunction with the blowing-up lemma to arrive at our desired result.
The change of measure technique by itself does not appear sufficient for proving a strong converse in our setting. This is so because a critical aspect for the technique to work is to find a (decoding) set B n ⊆ U n × V n of non-vanishing probability (with respect to n) under the null hypothesis such that for a given A n ⊆ Y n × V n satisfying the type I error probability constraint and each (u n , v n ) ∈ B n , (Y n |u n , v n ) ∈ A n with probability one (or tending to one with n), where Y n |u n ∼ P Y n |U n (·|u n ). Note that in the noiseless channel case, the set B n satisfying the above conditions can be obtained by simply taking
as is done in [18] for a deterministic f (n) . However, this is no longer possible when the channel is noisy. To tackle this issue, we first obtain a set B n of sufficiently large probability under the null hypothesis such that for each (u n , v n ) ∈ B n , (Y n |u n , v n ) ∈ A n with a positive probability bounded away from zero. The blowing-up lemma then guarantees that it is possible to obtain a modified decision regionĀ n such that uniformly for each (u n , v n ) ∈ B n , (Y n |u n , v n ) ∈ A n with an overwhelmingly large probability. This enables us to prove the strong converse in our setting via the technique in [30] .
We next state a a non-asymptotic version of the blowing up lemma stated in [31] , which will be used in the proof of Theorem 4 below. For any set D ⊂ Z n , let Γ l (D) denote the Hamming l−neighbourhood of D, i.e.,
where
Lemma 2.
[31] Let Z 1 , . . . , Z n be n independent r.v.'s taking values in a finite set Z. Then, for any set D ⊆ Z n with P Z n (D) > 0,
.
Lemma 3 stated below is a characterization of θ(P U V , C) in terms of hyper-planes in the error exponent-capacity region.
and I(U ; W ) ≤ C .
By the Fenchel-Eggleston-Caratheodory theorem [32] , it is sufficient to take |W| ≤ |U| + 1 in (14). Hence, the set R is a closed convex set, and can be represented via the intersection of half spaces as
This implies that
II. MAIN RESULT The main result of the paper is stated next. We will assume that the channel transition matrix has non-zero entries, i.e.,
Theorem 4.
Proof: Let f (n) and g (n) denote an encoder-decoder pair specified by P X n |U n and A n , respectively, that satisfies (4b).
Constructing reliable decision regionsB n andĀ n :
Note that A n can be written in the form
where A(v n ) := {y n ∈ Y n : (y n , v n ) ∈ A n }. Let B n (γ) := (u n , v n , x n ) : P X n |U n (x n |u n ) > 0 and
Then, it follows from (4b) that for sufficiently large n,
LetB
B v n := {(u n , x n ) : (u n , v n , x n ) ∈B n }, B n := {(v n , x n ) : (u n , v n , x n ) ∈B n for some u n ∈ U n },
where b : N → R + is a function (that will be optimized later) such that lim n→∞ b(n) = ∞. It follows from Lemma 2 that
for every (v n , x n ) ∈B n , since
Also, for any (v n , x n ) ∈B n , using (9) we can write that
where, (26) follows since for each y n ∈ A(v n ) andỹ n ∈ Γ ln (y n ),
and (27) is due to the inequality n ln ≤ ne ln ln .
Let the new decision ruleḡ (n) be given byḡ (n) (y n , v n ) = 1((y n , v n ) ∈Ā n ), wherē
Note that it follows from (27) that
Change of measure via construction of a truncated distribution:
We now use the change of measure technique in [30] by considering the new decision ruleḡ (n) (with acceptance region A n for H 0 ) to prove the strong converse. To that purpose, define a new truncated distribution PŨ nṼ nX nỸ n (u n , v n , x n , y n )
Bounding type II error-exponent via the weak converse:
From (24) and (30) , note that the type I error probability for the hypothesis test between distributions PŨ nṼ n and P U n × P V n (under the null and alternate hypotheses, respectively), channel inputX n = f (n) (Ũ n ), and decision ruleḡ (n) tends to zero asymptotically as e −b(n) . Then, by the weak converse for HT based on the data processing inequality for KL divergence (see [1] , [11] ), it follows that
Next, note that for v n such that |B v n | ≥ 1, we have
Similarly, for all y n ∈ Y n , we have
Substituting (32) and (33) in (31) yields
Combining (34) with (29), we obtain that − log β n (f (n) , g (n) ) ≤ 1 n I(Ṽ n ;Ỹ n ) + 2 log 1 + 1 − + log 2 + l n log |Y|nē pl n := ζ n + 1 n I(Ṽ n ;Ỹ n ).
Now, notice from (23) and (30) that
where (36) follows from the log-sum inequality [33] . Also, observe from (30) that the Markov chainṼ n −Ũ n −X n − Y n holds under PŨ nṼ nX nỸ n , and that PỸ n |X n (y n |x n ) = n i=1 P Y |X (y i |x i ). From this, it follows via the data processing inequality that I(Ũ n ;Ỹ n ) ≤ I(X n ;Ỹ n ) ≤ nC.
Thus, we have for any µ ≥ 0, ν ≥ 0 that − n log β n (f (n) , g (n) ) ≤ I(Ṽ n ;Ỹ n ) + nµC − µI(Ũ n ;Ỹ n ) + n ζ n ≤ I(Ṽ n ;Ỹ n ) + nµC − µI(Ũ n ;Ỹ n ) + n ζ n − νI(Ṽ n ;Ỹ n |Ũ n ) − νD(PŨ nṼ n ||P U n V n )
where R (n) µ,ν := I(Ṽ n ;Ỹ n ) + nµC − µ(I(Ũ n ;Ỹ n ) + D(PŨ n ||P U n )) − ν I(Ṽ n ;Ỹ n |Ũ n ) + D(PŨ nṼ n ||P U n V n ) . (41) Equation (39) follows from (37) and the fact that I(Ṽ n ;Ỹ n |Ũ n ) = 0 (which in turn holds due to the Markov chainṼ n −Ũ n −Ỹ n under distribution PŨ nṼ nỸ n ).
Single-letterization of R (n)
µ,ν and applying Lemma 3
We will show in Appendix A that R (n)
µ,ν single-letterizes, i.e.,
By the Fenchel-Eggleston-Caratheodory theorem [32] , |W| can be restricted to be finite (a function of |U| and |V|) in the maximization in (43). Thus, the supremum in (43) is actually a maximum. Assuming (42) holds, we can write from (40) that − n log β n (f (n) , g (n) ) ≤ nR s µ,ν (P U V , C) + (ν + µ) log
For a given µ, ν, let P Uµ,ν Vµ,ν Wµ,ν achieve the maximum in (43). Then, we can write for P U V Wµ,ν := P U V P Wµ,ν |U := P U V P Wµ,ν |Uµ,ν that
We next upper bound the second and third terms in (52) similar in spirit to [18] . Note that
Then, we can write that
where we used (46) and (53) to obtain (54). Thus, we have
Denoting the total variation distance between distributions P Vµ,ν Wµ,ν and P V Wµ,ν by
we have by Pinsker's inequality that
Applying [33, Lemma 2.7], we can write
From (60), it follows that
and
Thus, from (44), (52), (61) and (62), we obtain − n log β n f (n) , g (n)
≤ nθ µ (P U V , C) + nΘ µ ν log µ ν
Since (63) holds for any ν > 0, µ > 0, setting ν = Θ( √ n),
we have − n log β n f (n) , g (n)
≤ nθ µ (P U V , C) + Θ √ µn
By selecting b(n) = log(n) in the definition of ζ n , dividing by n and taking limit supremum on both sides of (64), we obtain
Finally, taking infimum over µ > 0 on both sides and noting that (f (n) , g (n) ) was arbitrary, we establish the strong converse via Lemma 3.
III. CONCLUSION In this paper, we have proved the strong converse for distributed hypothesis testing over a noisy channel for the special case of TAI. While we believe that the strong converse should hold in general for distributed HT over a DMC, the proof technique used here appears inadequate for this purpose, as the change of measure technique relies on the availability of a single-letter characterization of the optimal error-exponent for the vanishing type I error probability constraint. A promising technique to that end that we will pursue in the future is the one based on reverse hypercontractivity proposed in [34] .
We prove 42. Using standard single-letterization steps with the auxiliary r.v. identification W = (W Q , Q), where Q is a r.v. uniformly distributed in [1 : n] and independent of all the other r.v.'s, and W i := (Ṽ i−1 ,Ỹ n ), we can write I(Ṽ n ;Ỹ n ) = H(Ṽ n ) − H(Ṽ n |Ỹ n )
where (67) follows via the data processing inequality I(Ũ i ;Ũ i−1 ,Ỹ n ) ≥ I(Ũ i ;Ṽ i−1 ,Ỹ n ) that holds for the Markov chain (Ṽ i−1 ,Ỹ n ) − (Ũ i−1 ,Ỹ n ) −Ũ i . Also, we have H(Ṽ n |Ũ n ,Ỹ n ) = n i=1 H(Ṽ i |Ṽ i−1 ,Ũ n ,Ỹ n )
Finally, we have the following sequence of steps to singleletterize the remaining two terms in (41):
H(Ũ n ) + D(PŨ n ||P U n ) = u n ∈U n −PŨ n (u n ) log (P U n (u n )) = u n ∈U n n i=1 −PŨ n (u n ) log (P U (u i ))
H(Ṽ n |Ũ n ) + D(PŨ nṼ n ||P U n V n ) = H(Ṽ n ,Ũ n ) − H(Ũ n ) + D(PŨ nṼ n ||P U n V n )
where we used (70) withŨ n replaced by (Ũ n ,Ṽ n ) to obtain (71). Combining (66), (68), (69), (70) and (72) yields (42).
