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Abstract
The obnoxious center problem in a graph G asks for a location on an edge of the graph
such that the minimum weighted distance from this point to a vertex of the graph is as large as
possible. An algorithm is given which 4nds the obnoxious center on a weighted cactus graph in
O(cn) time, where n is the number of vertices and c is the number of di5erent vertex weights
(called marks).
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1. Introduction
Distance is an important concept in applications of graph theory to computer science,
operations research, chemistry and other 4elds. The literature on it is so rich that there is
an entire book dedicated to it [6]. Examples of applications include important invariants
of computer networks and multiprocessor topologies [3] and popular topological indices
such as the Wiener number in chemistry [15]. It may be interesting to note that the
Wiener polynomial has a meaning both in chemistry [14,20] and in computer science
[12].
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Distances in general graphs can easily be computed in O(mn) time and consequently
some of the distance-based problems are polynomial. However, more eIcient algo-
rithms exist for special classes of graphs. For example, the Wiener number can be
computed in linear time on trees [19], diameters of double-loop networks can be com-
puted in O(log n) time [16,22], constant time algorithms exist for computing the dis-
tance related invariants on fasciagraphs and rotagraphs [17], etc.
A standard distance-based topic in combinatorial optimization and operations research
are location problems [10]. Location on networks is a topic of great importance in
4elds such as transportation, communication and computer science. Recently, obnoxious
facility location problems received an increasing interest (for a recent survey see [9]).
Complexity issues regarding placement of several obnoxious facilities were considered
by Tamir [21]. On a tree, his algorithm has time complexity O(kn log2 n), where k is the
diameter of the tree, which was an improvement over O(n2) algorithm of [11]. In [7]
an algorithm for obnoxious center problem on a tree was given with time complexity
O(kn log n). On a path and a star and on a tree with all weights equal, the same authors
gave a linear algorithm [7].
On general graphs the obnoxious facility location problem with arbitrary weights on
vertices can be solved in O(mn) time [2]. On cactus graphs, where O(m) = O(n), this
reduces to O(n2).
In this paper we consider the case where there is c di5erent weights, which we call
marks. We give an algorithm of time complexity O(cn). If the number of marks c is
constant, which is a practical assumption, our algorithm has linear time complexity.
This improves on the results of [7]. Using the same general idea, it is possible to
devise linear algorithms for invariants such as the weighted Wiener number and the
Szeged number, and perhaps for some other distance related invariants. In some cases
this would improve the best known results, and we will give details elsewhere. In some
other cases, linear algorithms are already known. For example, our result is comparable
to the linear-time algorithm for solving the center problem on weighted cactus graphs
[18]. A linear algorithm for the median problem on weighted cactus graphs is given
in [8].
The paper is organized as follows. In the Section 2 we begin with de4nitions. In
Section 3 we give details of the representation of cactus graphs. Section 4 gives a
detailed description of the algorithm. An example is given in Section 5. In conclusion,
we discuss possible extension of the result.
2. Denitions
A weighted graph G=(V; E; w; 
) is a combinatorial object consisting of an arbitrary
set V = V (G) of vertices, a set E = E(G) of unordered pairs {x; y} = xy of distinct
vertices of G called edges, and two weighting functions, w and 
. w :V (G) → R
assigns positive real numbers (weights) to vertices and 
 :E(G) → R assigns positive
real numbers (lengths) to edges. As usual, we denote n=|V | and m=|E|. In the problem
considered here, the solution may either be a vertex of the graph or a point on some
edge. We will therefore call points the elements of edges, which are interpreted as
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images of intervals, including endpoints of intervals (i.e., vertices of the graph). Later
when discussing time complexity of the algorithms we will assume that the function
w has c6 n di5erent values.
A simple walk from x to y is a 4nite sequence of distinct vertices P = x0; x1; : : : ; x‘
such that each pair xi−1; xi is connected by an edge and x0 = x and x‘ = y. The length
of the walk is the sum of weights of its edges, l(P) =
∑‘
i=1 
(xi−1xi). For any pair
of vertices x; y we de4ne the distance d(x; y) to be the minimum of lengths over all
walks between x and y. If there is no such walk, we de4ne d(x; y)=∞. The distances
between pairs of points on the edges can naturally be de4ned as follows. Each edge
xy∈E has a positive length 
(xy). Thus we can interpret each edge as (the image of)
a closed real interval [0; 
(xy)] of length 
(xy). For any point z in this interval we
de4ne its distance d(x; z) to x as z and its distance d(z; y) to y as d(x; y)− z.
A graph G is connected, if d(x; y)¡∞ for any pair of vertices x; y. A vertex v is
a cut vertex if after removing v and all edges incident to it the resulting graph is not
connected. A graph without a cut vertex is called nonseparable. A block is a maximal
nonseparable graph. A cycle is an induced subgraph which is connected and in which
every vertex is of degree two. A cactus is a graph in which every block of three or
more vertices is a cycle. Alternatively, a cactus is a connected graph in which two
cycles have at most one vertex in common.
The center problem on a graph G is to minimize
f(z) = max
x∈V
w(x)d(z; x)
over all points z on the edges of G. This objective function reLects the goal to locate
a facility (center) z as close to the clients x as possible, so that the clients can quickly
get services from the center in case of emergency.
In the case of an obnoxious facility one wants to maximize
g(z) = min
x∈V
w(x)d(z; x):
This objective function places the new location as far as possible from the sites (ver-
tices) x of G. In this case important and highly sensitive sites (or highly obnoxious
sites) receive small weights. In measuring the sensitivity of the sites we usually dispose
of the 4nite set of marks. In this case each vertex of a graph can be valued with one
of the c di5erent marks (weights) with respect to its sensitivity.
3. DFS based representation of a cactus
There are several properties which generalize naturally from trees to cactuses. For
example, the number of edges is linear, O(m) = O(n). Also, if in a cactus cycles are
considered as (super)-vertices, there is a unique shortest path between any two vertices.
It is therefore not hopeless to have algorithms of the same time complexity as for trees.
Any cactus G can always be represented as a rooted cactus. This means that a vertex
v0 ∈V (G) is distinguished and called the root of G. (Any vertex may be chosen for
the root.) All other vertices are indexed as v1; v2; : : : ; vn−1 in a DFS order. It can easily
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be seen that in each cycle there is exactly one vertex vj, which is the 4rst vertex in
DFS order on the cycle C, containing the edge vivj. For this reason we call the vertex
vj the root of the cycle C. Clearly, each cycle in a cactus has a unique root, determined
as a 4rst vertex on the cycle in the DFS order. Moreover, each vertex on a cactus G
which is a successor of a vertex with higher index is the root vertex of one or more
cycles. Hence, all cycles in a cactus are determined with the root and its successor.
The rooted cactus can be represented with two arrays Fi and Ri; i = 0; 2; : : : ; n− 1,
where Fi denotes the unique predecessor (father) of vertex vi in the rooted tree, con-
structed with the DFS. The element Ri denotes the root vertex of the cycle containing
vi. If vi does not lie on a cycle then Ri = vi and if vi is on a cycle rooted at vj, then
Ri = vj 	= vi. Note that the array R describes all cycles in the cactus.
It is clear that when traversing the graph with a DFS algorithm, one can also obtain
array ind(vi) := |{j|vi = Fj}| (in-degree, leaves of the tree have no son directing to
them) within the same time complexity O(m).
After a DFS run, each vertex vi can be regarded as a root of a subcactus, which we
will denote by Gi.
It is well-known that cactus graphs can be recognized in linear time [1,13,5]. Linear
recognition also directly follows from the linear time complexity of DFS and Lemma
1, which we prove because it may improve clarity of the algorithm outline in the
following section.
Lemma 1. Let G be a cactus graph. In a DFS run, each new vertex vi can have at
most one neighbor among the visited vertices and the neighbor can only be on the
direct path from the root v0 to vi.
Proof. If, for some vertex two such neigbor existed, then there will be edges on two
(or more cycles). Contradiction. A back neighbor which is not on a direct path from
the root v0 to vi was visited already and hence the vertex vi should have been visited
as its son. Contradiction.
Hence, if G is not a cactus graph, this can be observed while traversing G in the
DFS order.
An example of a rooted cactus is given on Fig. 1. The arrays F and R on this graph
after a possible DFS run are indicated with arcs on Fig. 2.
4. The algorithm
With each vertex vi of the graph G a c-tuple Di = (Di(1); Di(2); : : : ; Di(k)) will be
computed, for which
Di(k) = min{l|w(xl)=wk}
d(xl; xi)
will eventually hold. After the distances of each vertex to closest k-weighted vertex, we
can use the linear algorithm for determining the optimal point on each edge. Optimal
solution is then the point in which the best value over all edges is attained.
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Fig. 1. G: example of a cactus graph.
Fig. 2. Pointers F and R on a rooted cactus of Fig. 1.
The objective function for points on edges is de4ned as follows. Assuming the
c-tuples Di are computed for each vertex vi, then for the point z on edge vivj the
objective function is de4ned as
g(z) = min
x∈V
w(x)d(z; x) = min{gi(z); gj(z)};
where
gi(z) = min
k=1;:::;c
wk(Di(k) + d(z; vi)):
Recall that we want to 4nd a point z with maximal g(z).
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Our linear algorithm for maximizing g(z) over a cactus consists of four steps. First,
a representation of the given weighted cactus is found. Then we compute Di for each
vertex. We start with edges incident to leaves and continue in reversed DFS order up
to root. We correct Di starting from root to leaves. Finally, we compute g(z) on every
edge and we maximize it over the tree.
(1) Find a representation of the (rooted) cactus G.
(2) Traverse the cactus G in the reversed DFS order and compute the temporal Di(k).
(3) Traverse the cactus G in the DFS order and compute the 4nal Di(k).
(4) For all edges 4nd their optimal points and return the maximum.
We now give more details of each step.
Step 1 (Cactus recognition): Run a DFS on G. By discussion above, it is clear that
we can compute Ri, Fi (father of vi, i.e., each vertex has a pointer directing to its
father) and ind(vi) := |{j|vi =Fj}| (in-degree, leaves of the tree have no son directing
to them) in time O(m).
Step 2 (Computation temporal values of Di(k)): Traverse the DFS tree in the re-
versed DFS order. Compute the temporal value Di(k) for a leave vi and reduce the
number of unvisited sons for its father by one. If the father has no more unvisited
sons, put it in a FIFO (4rst in 4rst out) queue. The computation of temporal Di(k)
values is de4ned by:
(1) if vi is a leave then set Di(k) = 0, if w(vi) = wk , and Di(k) =∞, if w(vi) 	= wk .
(2) In general, a vertex vi may have some sons with known temporal distances. Then
we set Di(k) to be the minimum over the local value, and the corrected values of
the sons. Formally,
Di(k) = min{j|Fj=vi∨vi=vj}
{D( j)i (k)};
where
• The local value is D(i)i (k) = 0, if w(vi) = wk , and D(i)i (k) =∞, if w(vi) 	= wk .
• For each son vj, for which vivj is not an edge of a cycle of G, (i.e., if Rj = vj
and Fj = vi) set
D( j)i (k) = Dj(k) + 
(vivj):
• For each son vj, for which vivj is an edge of a cycle C of G, rooted in vi, (i.e.,
if Rj = vi and Fj = vi), compute the distances d(vi; v‘) for all v‘ on the cycle
C rooted at vi, and set
D( j)i (k) = min{‘|R‘=Rj}
{D‘(k) + d(v‘; vi)}:
Lemma 2. After Step 2, for every vertex vi, and for every mark wk; Di(k) is the
minimal distance to a vertex v‘ with w(v‘) = wk in a subcactus with root vi. More
formally,
Di(k) = min{‘|w(v‘)=wk∧v‘∈Gi}
d(v‘; vi):
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Proof. Easy.
Lemma 3. Step 2 can be computed in O(cm) = O(cn) time.
Proof. One has to observe that the distances from one vertex of a cycle to all other
vertices can be computed fast, i.e., in time proportional to the number of edges of
the cycle. For example, by one walk in each direction around the cycle. By the way,
the D( j)i (k) = min{‘|R‘=Rj} {D‘(k) + d(v‘; vi)} can be computed within the same time
complexity. Note however that c values have to be computed. Since each cycle has to
be visited only once, when computing Di(k) for the root, the overall time complexity
is O(cm).
The rest is trivial.
Step 3 (Computation of the <nal values of Di(k)): Traverse the DFS tree in the
DFS order. Compute the 4nal values Di(k) as follows:
(1) For each vertex vi do
• For each son vj, for which vivj is not an edge of a cycle of G, (i.e., if Rj = vj
and Fj = vi) set
Dj(k) = min{Dj(k); Di(k) + 
(vivj)}:
• For each son vj, for which vivj is an edge of a cycle of G, (i.e., if Rj = vi and
Fj = vi), for each v‘ on the cycle compute D‘(k) by traversing the cycle twice
in each direction and at each move setting
D‘(k) = min{D‘(k); DN (v‘)(k) + 
(v‘N (v‘))}:
N (‘) is a forward or backward neighbor of v‘ on the cycle, depending on the
direction of the walk.
Lemma 4. After Step 3, for every vertex vi, and for every mark wk; Di(k) is the
minimal distance to a vertex v‘ ∈V (G) with w(v‘) = wk . More formally, Di(k) =
min{v‘|w(v‘)=wk} d(v‘; vj).
Proof. Sketch of the idea. After setting D‘(k) = min{D‘(k); DN (v‘)(k) + 
(v‘N (v‘))},
the c-tuple will give the correct minimum computed over itself plus over the vertices,
which are already taken into account in DN (v‘)(k). After traversing the cycle twice, the
inLuence from (say, left) of every vertex to every other vertex is computed. InLuence
from other direction is computed by double walk around the cycle in the other direction.
Details are omitted.
Lemma 5. Step 3 can be computed in O(cn) time.
Proof. As before, each cycle is considered only once and the computation on the cycle
is linear in the length of the cycle.
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Fig. 3. DFS-order labeling of V (G).
Step 4 (Maximizing the g(z)): The problem of computation the maximum value of
g(z) on edge vivj can be transformed to the obnoxious center problem on a path P of
at most 2c vertices placed on the real line with the following coordinates:
V (P) =
⋃
k=1;:::;c
{{−Di(k) |Di(k)¡∞} ∪ {Dj(k) + d(vi; vj) |Dj(k)¡∞}}:
Using the algorithm from [7] we 4nd the maximal values of g(z) on each edge. Step
4 is 4nished by choosing the point z with maximum value g(z) over all edges of the
cactus.
Proposition 4.1. The above algorithm solves the obnoxious center problem on a
weighted cactus with marked vertices in O(cn) time.
Proof. The correctness of the algorithm is based on the fact that on each edge we
consider all possible weighted distances in maximizing values g(z).
Regarding to the time complexity of the algorithm, we observe that m maximizations
of g(z) on all edges of the cactus takes O(cm) = O(cn) time.
Recalling the complexity of Steps 1–3 the whole algorithm runs in linear time.
5. An example
Compute the obnoxious center on weighted cactus graph from Fig. 1.
1. First we have to 4nd a representation of cactus G traversing G in a DFS-order
from a chosen root (see Fig. 3). Vertices of G are labeled in a DFS-order.
2. Traverse the cactus G in the reversed DFS order and compute the temporal D
on each vertex (empty space in the array means, that there is no shortest path to any
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vertex with given weight in subcactus rooted in that vertex):
Di(k) r p o n m l k j i h g f e d c b a
k = 1 0 0 0 2 0 3 3 0 0
k = 2 0 3 0 5 0 2 6 5
k = 3 0 7 0 1 10 0 1
k = 4 0 5 0 0 4 4
k = 5 0 0 3
3. Traverse the cactus G in the DFS order and compute 4nal D.
Di(k) a b c d e f g h i j k l m n o p r
k = 1 0 1 0 4 1 3 5 0 3 2 3 0 0 3 1 0 4
k = 2 5 6 5 9 4 2 0 8 5 3 0 3 3 0 4 5 8
k = 3 1 0 2 6 3 1 3 5 2 0 5 2 6 4 0 1 5
k = 4 4 3 1 0 0 2 4 8 5 3 8 5 3 6 5 4 0
k = 5 3 4 2 7 2 0 2 6 0 1 6 3 5 8 12 13 10
4. Computing the maximal value of objective function g(z) on each edge, we can
choose the obnoxious center as a point on an edge where the maximum of objective
function is maximal over all edges of the graph.
In our example we can easily see that the center lies on the edge fh, 1.5 units from
vertex f. The value of the objective function in the obnoxious center is 4.5.
6. Conclusion
It is interesting to ask on which classes of graphs O(cn) algorithms can be designed.
A natural candidate is the class of bounded tree-width graphs [4]. While it is reasonable
to conjecture that O(cn) algorithm for computing the obnoxious center of a bounded
tree–width graph with marked vertices exists, it is not clear if relatively simple approach
presented here can be generalized in a natural way.
It may be an interesting task to design a practical O(cn) algorithm for obnoxious
location problem on bounded tree-width graphs.
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