We present a mapping between the thermodynamics of an ideal heteropolymer in an external field and the dynamics of structured populations in fluctuating environments. We employ a population model in which individuals may adopt different phenotypes, each of which may be optimal in a different environment. Using this mapping, we develop a path integral formulation for populations and predict the existence of a biological counterpart for the well-known heteropolymer localization phase transition. DOI: 10.1103/PhysRevLett.97.068101 PACS numbers: 87.23.ÿn, 82.35.ÿx Connections between statistical mechanics and biological evolution, from heuristic ones to exact mathematical mappings, have been recognized by many researchers (for a review, see, e.g., [1] ). Although the general purpose of such mappings is to apply diverse theoretical approaches and intuitive arguments to difficult, open questions of evolution theory, different models of population dynamics may map onto different physical problems. For example, to study finite population size effects, the Wright-Fisher model is typically used and behaves in certain settings as a physical system in the canonical ensemble [2] . A different model of spatially structured populations has been shown to map onto Burgers' equation of turbulence [3] . A particular type of quasispecies model in a constant environment may be mapped to a directed polymer problem [4] , and the well-known error threshold that occurs in sharply peaked fitness landscapes (see, e.g., [5] ) was shown to be analogous to a depinning transition.
Connections between statistical mechanics and biological evolution, from heuristic ones to exact mathematical mappings, have been recognized by many researchers (for a review, see, e.g., [1] ). Although the general purpose of such mappings is to apply diverse theoretical approaches and intuitive arguments to difficult, open questions of evolution theory, different models of population dynamics may map onto different physical problems. For example, to study finite population size effects, the Wright-Fisher model is typically used and behaves in certain settings as a physical system in the canonical ensemble [2] . A different model of spatially structured populations has been shown to map onto Burgers' equation of turbulence [3] . A particular type of quasispecies model in a constant environment may be mapped to a directed polymer problem [4] , and the well-known error threshold that occurs in sharply peaked fitness landscapes (see, e.g., [5] ) was shown to be analogous to a depinning transition.
In this work, we present a mathematical mapping between heteropolymer theory and theory of populations evolving in fluctuating environments. While formal connection between heteropolymers and age-structured populations was made in Ref. [6] , and path integral formulation for populations was obtained using ergodic theory methods [7] , here we go significantly further. We address changes in population structure, at both the phenotypic and genotypic levels, caused by environmental fluctuations and map this problem onto the statistical mechanics of heteropolymers with quenched disordered primary structure. Our physically transparent mapping brings physical intuition to the path integrals for populations and allows us to predict that the well-known phenomenon of heteropolymer localization at an interface has a biological counterpart -namely, populations can be localized in the space of their phenotypes. Moreover, this phenomenon is entirely due to the environments fluctuating in time and, in this sense, is distinct from classical error thresholds. Notice that we consider populations that are completely uniform in real space.
We employ a standard population dynamics, described in Ref. [8] , which models organisms that reproduce asexually with rates that depend on the environment and on the organism's phenotypic state. The dynamics of the environment is described by a discrete-valued random variable in continuous time Et, specifying the environmental state at time t by an integer value from 1 to n. We assume that organisms can be in one of m discrete phenotypic states and denote by f k i the reproduction rate of an organism of phenotype i in environment k. Organisms switch phenotype spontaneously and stochastically, from phenotype j to i with rates h ij , which are assumed to be independent of the environmental state. We introduce the set of diagonal matrices fF k g such that the ith diagonal entry of the matrix F k is f k i and let H denote the matrix with entries h ij . Population dynamics are given by allowing the population vector Xt, whose ith component is the total number of individuals in phenotype i, to change in time in accordance with reproduction and phenotype switching of the organisms:
The right-hand side of Eq. (1) is seen to be a sum of two matrix operators, F E and H, acting on Xt: F E describes reproduction of the organisms without changing of their phenotypic state, while H describes stochastic switching of the phenotypic states without changing of the overall population size. The latter property is mathematically reflected in the fact that the diagonal matrix elements of H are defined such that the sum along every column vanishes: h jj ÿ P iÞj h ij . The total population size at time t is given by Nt P i X i t. Consider now a heteropolymer with sequence t, where t labels monomer position along the polymer backbone, and t designates the monomer species at position t. The heteropolymer is placed in an external field r , which depends on the spatial coordinate r and acts on the monomer species . Neglecting excluded volume as well as volume interactions, the statistical mechanics of an artificial heteropolymer of this kind is described by the partition sum of a chain of length t having an end point at r [9, 10] . This sum G r t, also called the Green's function, is taken to satisfy a diffusion equation, where T is temperature in energetic units, and a is a stiffness parameter with units of length:
The partition function for a chain of length t is given by Zt R G r tdr. The polymer-population mapping rests on identifying the continuous spatial position r with the discrete phenotypic state of cells i. Comparing Eqs. (1) and (2), the mapping between population and polymer quantities given by the first six lines in Table I When precise knowledge of the sequence t is not available, it is nevertheless possible to obtain meaningful thermodynamics by averaging free energy over the statistical ensemble of possible sequences. In the same way, the longterm growth rate of a population, known as the Lyapunov exponent, is given by ' 1 t logNt for large t. In both cases, the quantities that may be averaged over the disorder of t and Et are logZt and logNt, respectively.
In both population and polymer settings, the general solution for the population vector (or Green's function) can be written as a product of operators which do not commute (see also [6] ). This noncommutativity, arising from the heteropolymeric nature of the models we consider and absent in homopolymeric cases, confounds efforts towards a closed-form solution. It is interesting to note that such a solution was discovered independently for each problem in one particular regime: when the heteropolymer sequence is composed of long homopolymeric blocks [9] or when environments remain constant for long periods of time [8] . In such a case, the solution involves averaging the pairwise projections of leading eigenvectors of each environment or block over sequence statistics.
Having established the analogy between Eqs. (1) and (2), we can now exploit the rich instrumentation known in polymers and apply it for populations. Specifically, we have to identify for populations the analogs of quantities such as path integrals, energy, entropy, and density-all well known in the statistical mechanics of polymers.
To introduce path integrals, recall that each path is a distinct conformation, which can be specified by the position vector rt 0 of every monomer in the chain 0 t 0 t. As long as we also know the sequence of monomer species, here denoted as t 0 , we can write down the energy of the given sequence chain in the given conformation:
For populations, an analog of conformation is the ancestral history t 0 , which for any given presently alive organism specifies phenotypes of all its ancestors at all times t 0 , 0 t 0 t. We also supposedly know the history of environment Et 0 , an analog of the heteropolymer sequence. Then, since we know the reproduction rates f for every combination of the environment and the phenotype, it is natural to define the energylike quantity, the integrated reproduction: Rhist
The path integrals are now written as Zt R e ÿE=T P rDr for the polymer partition function and, similarly, as Nt R e R P D for the population size. Free energy per monomer and Lyapunov exponent can later be extracted from here, using the expressions given previously. In both cases, P is the bare probability-probability to have a certain conformation in the absence of any external fields or probability to have a certain record of phenotypic states in the absence of any differences in reproduction rates. Notice that the path integrals differ in two minor ways: First, we do not introduce any analog of temperature T for populations; second, there is a sign difference, as integrated reproduction is like minus energy, just as f $ ÿ=T.
For polymers, a more efficient description is achieved by coarse graining -instead of fully described conformations, we specify the state of the polymer in lesser detail, in terms of space-distributed densities n r of all species (the same thing, of course, is used also in the usual statistical mechanics of, e.g., gases or solutions). Such a description is nice, because energy is easily written in terms of densities: Efn r g P R r n r dr. The price of coarse 
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068101-2 graining is the necessity to introduce entropy; in this case, Sfn r g gives the number of conformations which can realize the given density distribution. This quantity is well known in polymer physics [10] . Equilibrium density distribution minimizes free energy Efn r g ÿ TSfn r g. For populations, a similar description can be engineered as follows. We define a densitylike quantity k i -this is the number of occasions, throughout the ancestral history, on which an organism of phenotype i existed in the environment k. Then Rf k i g P i;k f k i k i , and we can also introduce corresponding polymerlike entropy Sf k i g such that ''equilibrium density,'' also called ancestral distribution [11] , maximizes Rf k i g Sf k i g. While polymer conformations are trajectories, or random walks, in a regular space, in which successive steps occur between points close in space, the ancestral history of an organism represents a trajectory in a more abstract sense. The relevant ''space'' for histories is the set of possible phenotypes, in which the concept of closeness may or may not have meaning. This set is naturally represented by the nodes of a graph, whose edges mark biologically possible interconversions between phenotypic states, given by nonzero elements of the matrix h. For example, if each phenotypic state i may convert only to i 1, the graph is a regular 1D lattice. In general, the graph's topology may be more complex, and the polymerpopulation mapping is then considered only in a mathematically abstract sense. Nevertheless, all our major physical considerations, such as the nature of entropy, energy, and path integrals in population dynamics, remain perfectly valid in this general case.
We note that, although the diffusion equation (2) applies in the polymer context, strictly speaking, only when =T 1, the corresponding more general formulation, involving an integral operator similar to expa 2 r 2 , is free of such small field restriction [10] , ensuring the validity of the polymer-population mapping in terms of a product of noncommuting operators, including path integrals, energy, entropy, etc.
Let us now see how physical intuition about heteropolymers allows us to predict new phenomena about populations. As an example, we consider heteropolymer localization [12] , a phase transition that occurs in a heteropolymeric system precisely because it is heteropolymeric and which does not appear for a chemically uniform homopolymer. Accordingly, its population analog will not appear for populations living in a constant environment. The localization of heteropolymers with monomer species A 1 and A 2 can occur at the phase boundary of two liquids, if A 1 has a strong preference to be dissolved in one phase, while A 2 in the other. Once this energetic preference overcomes the entropy loss due to chain confinement at the interface, the localization phase transition occurs. By analogy, then, we may consider populations of cells growing in an environment that fluctuates between two distinct types of conditions, each of which favors a different set of cellular phenotypes. Can we observe localization in this population setting?
Consider the periodic case of two environment types A 1 and A 2 , each lasting a fixed time . Suppose that interconversion among phenotypic states of organisms is such that phenotype i may only switch to phenotypes i 1, with a rate h; i.e., the phenotype graph is a segment of a 1D lattice. For the matrix h, we set h ij h for i j 1, set all other off-diagonal terms to zero, and set diagonal terms so columns sum to zero. We take phenotypes numbered less than or equal to m=2 (taking m even) to have reproduction rate f in environment A 1 and 0 in environment A 2 , and assume the opposite for phenotype numbers greater than m=2. The interface lies between phenotypes m=2 and m=2 1: Phenotypes to its left reproduce fastest in environment A 1 and to its right in A 2 .
For very large , the population has enough time to make long excursions from phenotypes close to the interface, all the way to phenotypes 1 or m, before the environment changes. As decreases, the population shifts towards phenotypes at the interface so as not to lose much reproductive ability when the environment changes -it becomes localized just as a heteropolymer is localized at a solvent interface. This localization is explained by the interchange of entropic gain or loss due to excursions and energetic loss or gain due to distance from the interface [12 -14] .
Numerical calculations are provided in Fig. 1 and show that, as decreases, the population becomes localized at interfacial phenotypes. While for polymers the variable t is 2 ; 2 is shaded. The density for each value of was calculated by generalizing the method of Ref. [11] , resulting in the following expression: necessarily discrete at small scales, due to the underlying discrete chemical structure of the chain [i.e., the differential nature of Eq. (2) is just an approximation, and the sequence function t cannot change faster than once per monomer], populations are, in principle, free of such constraint, and the environment in theory may fluctuate arbitrarily fast. When such fluctuations occur many times within a single generation time of the organism, they effectively smear out differences between phenotypes (smeared phase, Fig. 1 ). The limit of ! 0 may be addressed analytically by Taylor expansion of and may be understood physically by analogy with motion in a rapidly oscillating potential [15] . Under which conditions does localization occur? In polymer language, a simple scaling estimate indicates that the width of the available space m=2 should be large compared to the Gaussian coil formed by a single heteropolymer period : m=2 > h p . Additionally, the energetic gain of placing monomers in their preferred space should overcome the entropic cost of restricting the loop to one half-space: f > 1. Translated into populations language, the resulting estimate m 2 =4h > > 1=f suggests that phenotypic localization is relevant only for populations with a sufficiently rich repertoire of phenotypic states that are arranged successively (large m) and that localization becomes favorable if the environment remains stable over periods of time sufficient to accumulate significant gains from being well adapted (f > 1).
Our model can equally well be used for the case of reversible genetic mutations, rather than phenotypic switching. In this case, we consider organisms with different genotypes (DNA sequences). Genotypes are subject to mutation and, together with the environment, are assumed to determine the reproduction rates of the organism. In such a setting, the three distinct phases, i.e., delocalized, localized, and smeared, correspond to the three properties identified recently in Ref. [16] and termed therein, respectively, ''genetic robustness,'' ''genetic potential,'' and ''organismal flexibility. '' In the delocalized phase, the population avoids interfacial genotypes, and typical individuals are robust to mutations [17, 18] , as the environment changes infrequently. In the localized phase, typical individuals employ interfacial genotypes, optimizing the production of adaptive mutants in a frequently changing environment. In the smeared phase, the environment changes so quickly that selection does not have enough time to amplify the appropriate genotypes from among the diversity provided by mutation. In this phase, it may be preferable for organisms to employ genotypes that exhibit some intermediate adaptation and that, unlike the genotypes in Fig. 1 , are less specialized for particular environments.
There is a substantial literature on polymer localization, reviewed in, e.g., Ref. [19] , which in light of the given mapping may now be useful in understanding population dynamics. On the other hand, the connectivity between phenotypes in realistic biological problems is generally more complex than the one we have considered here, and the numbers of phenotypes and environments are often greater than two. Localization in populations may thus be a richer phenomenon than its physical counterpart and should be a subject for further study.
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