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The heterogeneous structure [1,2] implies that a very few nodes may play the critical role in 
maintaining structural and functional properties of a large-scale network. Identifying these 
vital nodes is one of the most important tasks in network science [3,4], which allow us to better 
conduct successful social advertisements [5], immunize a network against epidemics [6], 
discover drug target candidates and essential proteins [7], and prevent cascading breakdowns 
in power grids [8], financial markets [9] and ecological systems [10]. Inspired by the nested 
nature of real networks [11], we propose a decomposition method where at each step the nodes 
with the lowest degree are pruned. We have strictly proved that this so-called lowest degree 
decomposition (LDD) is a subdivision of the famous k-core decomposition [12,13]. Extensive 
numerical analyses on epidemic spreading, synchronization and nonlinear mutualistic 
dynamics show that the LDD can more accurately find out the most influential spreaders, the 
most efficient controllers and the most vulnerable species than k-core decomposition and other 
well-known indices [14-17]. The present method only makes use of local topological 
information, and thus has high potential to become a powerful tool for network analysis.  
 
Given a network ( , )G V E  where V  and E  are the sets of nodes and links, the problem of vital 
nodes identification can be formulated in three related yet different ways [4]: (i) to find out the 
minimal set 'V V  that satisfies some certain requirements (e.g., the feedback vertex set problem 
[18]); (ii) to determine the set 'V V   with a preset size | ' |V n=  , which has the maximal 
dynamical impact (e.g., the influence maximization problem [19]); (iii) to provide a ranking of 
nodes’ functional significances based on their structural features, which is usually on the basis of a 
proper centrality measure. Accordingly, many centralities have been developed to characterize 
influences of individual nodes, ranging from simple measures like degree [1], closeness [20] and 
betweenness [16], to elaborately designed ones like PageRank [21], LeaderRank [22] and collective 
influence [23].   
 
A particularly interesting group of methods is network decomposition, with an underlying 
hypothesis that nodes are organized in different levels and the ones at the nucleus are most 
influential, which is to some extent supported by recent empirical evidences about the nested 
organization [11] and core-periphery structure [24]. Aiming at identifying influential nodes, the 
most successful decomposition method till far is the k-core decomposition [14]. Considering a 
connected simple network G  where multiple links and self-loops are not allowed, the k-core 
decomposition process starts by removing all nodes with degree 1k = . This causes new nodes with 
degree 1k   to appear. These are also removed and the process stops when all remaining nodes are 
of degree 1k  . The removed nodes and their associated links form the 1-shell, and the nodes in 
the 1-shell are assigned a k-shell value ks=1. This pruning process is repeated to extract the 2-shell, 
that is, in each step the nodes with degree 2k   are removed. Nodes in the 2-shell are assigned a 
k-shell value ks=2. The process is continued until all higher-layer shells have been identified and all 
nodes have been removed. Recent empirical and theoretical studies [10,14] both suggest that the k-
shell index is a good measure of a node's influence: a higher ks indicates a larger influence.     
 
A severe drawback of the k-core decomposition is that ks is not sufficiently distinguishable as each 
shell may contain numerous nodes. Some modified methods are recently proposed, mainly via 
replacing degree in the decomposition process by other centralities or combining k-shell index with 
other centralities (see such variants of the k-core decomposition in Ref. [4]). These modifications 
bring some certain improvement in accuracy, together with complicated details that clouds our 
understanding about network organization. Here we propose a even simpler decomposition method 
named as lowest degree decomposition (LDD for short). Firstly, the nodes with the lowest degree 
are removed, which form the 1-shell under LDD and are assigned a value Ls=1. Then, the remaining 
nodes with the lowest degree are removed, which form the 2-shell with Ls=2. This pruning process 
stops when all nodes have been removed. A notable difference from k-core decomposition is that 
LDD peels off every shell at once, without any iterations.  
 
 
Fig. 1 | Illustration of k-core decomposition and lowest degree decomposition.  a, A schematic 
representation of the Zachary karate club network under the k-core decomposition, where the 
maximum value of k-shell index is 
max 4sk = . b, A schematic representation of the Zachary karate 
club network under the lowest degree decomposition, where the maximum value of LDD index is 
max 7sL = . c, The associated matrix M of ks and  Ls, where the entities marked by dark black are of 
value 1 and the entities colored by light grey are of value 0.  
 
Taking the well-studied Zachary karate club network [25] as an example, figure 1 illustrates the 
results from k-core decomposition (Fig. 1a) and LDD (Fig. 1b). It seems that LDD is more 
distinguishable as Ls has 7 different values (
max 7sL = ) while ks has only 4 (
max 4sk = ). To reveal 
the relationship between LDD and k-core decomposition, we propose a simple binary matrix 
max max
{0,1} s s
L k  , named as associated matrix, where the element 1uv =  if there exists at least 
one node i satisfying that ( )sL i u=  and  ( )sk i v= , and 0uv =  otherwise. Figure 1c shows the 
associated matrix for the Zachary karate club network, from which one can observe that for each ks 
value, there can be one or more associated Ls values, whilst each Ls value is only associated with 
one ks value. This is not a coincidence. Indeed, we have strictly proved that LDD is a subdivision of 
k-core decomposition, that is, nodes in one k-shell can be assigned by different Ls values, while 
nodes with the same Ls value must belong to one k-shell. In addition, given any two nodes i and j, 
if ( ) ( )s sk i k j  , then ( ) ( )s sL i L j  , and if ( ) ( )s sL i L j  , then ( ) ( )s sk i k j  . The proof is 
presented in the Supplementary Section I. 
 
We further improve the resolution of LDD by utilizing the neighborhood information. Denote iN  
the number of nodes whose Ls values are smaller than ( )sL i , N the number of nodes in the target 
network, and i iS N N=  the ratio of nodes i can beat subject to LDD, we propose a so-called 
LDD+ index for any node i as 
                                                         ( )
i
s i j
j
L i S S+

= +  ,                                                       
which takes into account the importance of i’s neighbors. The free parameter   is set to balance 
the contributions from i itself and its neighbors. We can also define the k-shell+ index in a similar 
way.  Notice that, though later we will show that LDD+ and k-shell+ indices perform better than 
LDD and k-shell indices, we do not think the former are better than the latter since we have to tune 
one parameter in LDD+ and k-shell+ indices, while LDD and k-shell indices are parameter-free.  
 
To see whether LDD can be used to characterize individual nodes’ influences, we use 9 real networks 
from disparate fields for experimental analyses. They are all simple networks, where directionality 
and weight of any link are ignored and self-loops are not allowed. In brief, there are one word 
network (AdjNoun), two communication networks (Email-Enron and Email-URV), two biological 
networks (PPI and Enzyme), two social networks (Dublin and Hamsterster), and two power grids 
(Bcs and Ops). Detailed descriptions, corresponding references and topological statistics of these 
networks are presented in Supplementary Section II. We compare the proposed methods, LDD and 
LDD+, with six benchmark indices including k-shell [14], k-shell+, degree, betweenness [16], H-
index [15], and mixed degree decomposition (MDD) [17]. The precise definitions of betweenness, 
H-index and MDD are shown in Methods. In the later experimental analyses, if an index contains a 
tunable parameter, its value will be turned to the one corresponding to the best performance. 
 
We first test whether LDD can well quantify a node’s influence in spreading dynamics by applying 
two standard spreading model, the susceptible-infected-recovered (SIR) model and the susceptible-
infected-susceptible (SIS) model [26] (see Methods for the model descriptions). For SIR model, the 
influence of a node i, say Ri, is defined as the number of eventually recovered nodes averaged over 
1000 independent runs, each of which starts with node i being the sole infected seed. For SIS model, 
the influence of a node i, say Pi, is defined as the probability that node i is infected at time t when 
t → . In simulation, Pi is obtained by averaging over 1000 independent runs, and in each run 
averaging over 100 time steps after the system reaches a dynamic-equilibrium state, where as many 
infected nodes become susceptible as susceptible nodes become infected. Given Ls of all nodes as 
( ),  1,2, ,sL i i N=  , and the node influences for SIR and SIS by simulation as Ri and Pi, 
respectively, we apply the Kendall’s Tau ( ) [27], namely ( , )sL R  and ( , )sL P , to quantify to 
what extent Ls resembles spreading influences of individual nodes. The values of   lies in the range 
1 1−   , and the larger value means a stronger correlation (see Methods for the definition of  ). 
The performance of other indices under consideration is also measured by  . 
 
 
Fig. 2 | Performance of the eight indices in evaluating nodes’ spreading influences according 
to the SIR model. Each plot represents a real network, with the vertical dash line marking the 
epidemic threshold. The results of LDD and LDD+ are emphasized by red color. 
 Figure 2 compares the eight indices on the nine real networks for the full spectrum of   under the 
SIR model. One can observe that the  −  curves of LDD and LDD+ are usually on top, 
suggesting their superiority in identifying influential spreaders. In the SIR model, when   is very 
small, the disease cannot spread out and the infected node only has a small chance to infect its 
immediate neighbors, so that the problem to estimate a node’s spreading influence becomes trivial 
and the best index is just the number of neighbors, say degree. In contrast, when   is very high, 
the disease will infect a large percentage of the population, irrespective of where it originated, and 
thus the individual influence is meaningless. Accordingly, we mainly focus on the range around the 
epidemic threshold [28]. Table 1 reports the values of ( , )sL R  for all considered indices at the 
threshold of each network. One can observe that LDD+ and k-shell+ perform much better than other 
indices, and subject to the average value of  , LDD+ is slightly better than k-shell+.  
 
Table 1 | The performance of the 8 indices on 9 networks for the SIR model at the epidemic 
threshold. The best-performed results are emphasized in bold. 
Networks LDD+ K-Shell+ LDD K-Shell Degree Betweenness H-Index MDD 
AdjNoun 0.885 0.872 0.843 0.805 0.859 0.662 0.860 0.871 
Email-Enron 0.858 0.854 0.755 0.789 0.820 0.480 0.844 0.847 
Dublin 0.862 0.865 0.805 0.812 0.770 0.376 0.834 0.837 
PPI 0.778 0.789 0.728 0.736 0.701 0.590 0.737 0.736 
Hamsterster 0.755 0.756 0.722 0.724 0.733 0.566 0.731 0.735 
Email-URV 0.760 0.761 0.739 0.747 0.737 0.608 0.756 0.755 
Enzyme 0.603 0.477 0.475 0.278 0.420 0.193 0.286 0.494 
Bcs 0.631 0.553 0.534 0.420 0.515 0.368 0.537 0.565 
Ops 0.613 0.579 0.507 0.441 0.487 0.340 0.502 0.542 
Average 0.749 0.723 0.679 0.639 0.672 0.465 0.676 0.709 
 
For SIS model, in each run, 20% of randomly selected nodes are initially set to be infected and 
others are susceptible. Since local hubs can self-sustain the spreading, the predicted epidemic 
thresholds based on mean-field approximation [29] usually deviate from the true thresholds of real 
networks. Therefore, for the nine real networks under consideration, we use simulations to 
determine the thresholds c . In practice, given a network, we start with 0.01 =  and increase the 
value of   by a step length 0.01. The numerically estimated c  is the first value in the   sequence 
such that the system reaches the dynamic-equilibrium state in each of 1000 independent runs. 
Generally speaking, the estimated threshold is slightly above the true value, but as the resolution is 
0.01, the deviation is very small. Table 2 reports the values of ( , )sL P  for all considered indices 
at the threshold of each network. Similar to the result of SIR model, LDD+ and k-shell+ perform 
much better than other indices, and subject to the average value of  , LDD+ is slightly better than 
k-shell+. 
 
Table 2 | The performance of the 8 indices on 9 networks for the SIS model at the epidemic 
threshold. The best-performed results are emphasized in bold. 
Networks LDD+ K-Shell+ LDD K-Shell Degree Betweenness H-Index MDD 
AdjNoun 0.949 0.933 0.890 0.847 0.898 0.667 0.907 0.919 
Email-Enron 0.910 0.913 0.790 0.824 0.851 0.470 0.883 0.893 
Dublin 0.903 0.902 0.820 0.828 0.789 0.365 0.858 0.858 
PPI 0.804 0.816 0.736 0.749 0.697 0.580 0.749 0.749 
Hamsterster 0.874 0.875 0.789 0.791 0.806 0.612 0.806 0.814 
Email-URV 0.906 0.908 0.845 0.854 0.836 0.655 0.870 0.871 
Enzyme 0.646 0.510 0.499 0.290 0.470 0.158 0.295 0.540 
Bcs 0.537 0.452 0.429 0.326 0.405 0.270 0.432 0.461 
Ops 0.483 0.450 0.368 0.314 0.341 0.214 0.370 0.408 
Average 0.779 0.751 0.685 0.647 0.677 0.443 0.686 0.724 
 
Next, we test whether LDD can dig out influential nodes in a synchronizing process subject to their 
controlling efficiency under pinning control [30,31], which is an effective method to drive the 
system from any initial state to a targeted synchronized state (see Methods for the description of 
pinning control and how to measure individual nodes’ influences). As shown in Table 3, LDD+, k-
shell+ and MDD are competitive to each other, and perform better than the other five indices.  
 
Table 3 | The performance of the 8 indices on 9 networks for the pinning control. The best-
performed results are emphasized in bold. 
Networks LDD+ K-Shell+ LDD K-Shell Degree Betweenness H-Index MDD 
AdjNoun 0.935 0.951 0.894 0.856 0.957 0.711 0.916 0.964 
Email-Enron 0.829 0.833 0.724 0.753 0.881 0.581 0.822 0.881 
Dublin 0.869 0.860 0.805 0.812 0.882 0.441 0.869 0.889 
PPI 0.942 0.947 0.861 0.864 0.861 0.681 0.197 0.883 
Hamsterster 0.920 0.918 0.845 0.846 0.896 0.560 0.394 0.901 
Email-URV 0.945 0.939 0.886 0.887 0.950 0.723 0.929 0.958 
Enzyme 0.545 0.483 0.493 0.360 0.367 0.366 0.299 0.501 
Bcs 0.581 0.560 0.535 0.482 0.501 0.448 0.537 0.540 
Ops 0.558 0.523 0.498 0.458 0.434 0.389 0.497 0.499 
Average 0.791 0.780 0.727 0.702 0.748 0.545 0.607 0.779 
 
Lastly, we consider a dynamical process in a mutualistic ecosystem consisting of N interacting 
species, which can be represented by a network of N nodes, each of which corresponds to a species. 
Two species i and j share a link if i interacts with j, with the interacting strength being denoted by 
0ij  . The dynamical model [10,32] defines how the density of each species i, ( )ix t , evolves 
according to its current density and the interactions with species (see Methods for details). For 
simplicity, we set ij = . By gradually turning down   from a large initial value, we can find the 
threshold c  by simulation, at or below which all species will die out. It is expected that a species 
in a more central place of the network is easier to survive [10], so we fix c =  and record the 
order of extinctions of all species, then we calculate the Kendall’s Tau between the ranking by Ls 
(from large to small) and the inverse ranking of extinctions. We compare performance of the 8 
indices based on 27 real ecological mutualistic networks (details about these networks are presented 
in Supplementary Section III). As shown in Table 4, LDD+ performs best among all considered 
indices, and LDD performs better than k-shell index. Therefore, LDD can be used as a powerful 
tool to identify the most vulnerable species in a mutualistic ecosystem. 
 
Table 4 | | The performance of the 8 indices on 9 networks to predict the extinction order for 
ecological mutualistic dynamics. The best-performed results are emphasized in bold. 
Networks LDD+ K-Shell+ LDD K-Shell Degree Betweenness H-Index MDD 
1 0.821 0.802 0.756 0.756 0.692 0.598 0.750 0.699 
2 0.849 0.764 0.725 0.678 0.664 0.644 0.688 0.678 
3 0.687 0.564 0.585 0.554 0.540 0.464 0.573 0.544 
4 0.843 0.807 0.803 0.781 0.771 0.739 0.796 0.782 
5 0.829 0.795 0.705 0.615 0.750 0.684 0.669 0.752 
6 0.771 0.707 0.678 0.666 0.608 0.580 0.683 0.615 
7 0.804 0.794 0.719 0.734 0.663 0.610 0.718 0.674 
8 0.796 0.778 0.763 0.763 0.730 0.658 0.744 0.731 
9 0.810 0.810 0.761 0.762 0.758 0.723 0.785 0.766 
10 0.788 0.744 0.618 0.633 0.580 0.547 0.635 0.585 
11 0.920 0.897 0.902 0.865 0.853 0.749 0.912 0.863 
12 0.814 0.769 0.691 0.703 0.642 0.624 0.701 0.649 
13 0.632 0.579 0.515 0.549 0.458 0.419 0.546 0.475 
14 0.886 0.870 0.721 0.727 0.706 0.688 0.724 0.709 
15 0.859 0.850 0.775 0.782 0.734 0.656 0.784 0.742 
16 0.802 0.793 0.639 0.674 0.606 0.573 0.668 0.616 
17 0.730 0.708 0.597 0.621 0.554 0.515 0.617 0.564 
18 0.823 0.733 0.582 0.591 0.566 0.560 0.588 0.568 
19 0.817 0.784 0.690 0.708 0.656 0.611 0.703 0.661 
20 0.940 0.908 0.759 0.775 0.716 0.675 0.781 0.735 
21 0.874 0.858 0.857 0.849 0.844 0.839 0.888 0.858 
22 0.895 0.893 0.870 0.751 0.892 0.821 0.809 0.927 
23 0.825 0.785 0.779 0.647 0.760 0.689 0.647 0.843 
24 0.876 0.820 0.804 0.499 0.770 0.724 0.765 0.815 
25 0.840 0.807 0.783 0.772 0.730 0.601 0.791 0.741 
26 0.864 0.876 0.885 0.836 0.840 0.757 0.883 0.843 
27 0.902 0.899 0.819 0.690 0.857 0.717 0.863 0.857 
Average 0.826 0.792 0.733 0.703 0.702 0.647 0.730 0.715 
 
In summary, according to extensive experiments n representative network-based dynamical 
processes, LDD+ show best ability to identify influential nodes, and LDD performs better than k-
shell index. Therefore, we conclude that the lowest degree decomposition is an effective method to 
unfold hidden information of networks. We have implemented robust analyses (see results in 
Supplementary Section IV), suggesting that the advantages of the lowest degree decomposition still 
hold for other normal settings of dynamical parameters. Scientists have already proposed some 
variants of k-core decomposition by introducing additional parameters and more complicated 
operations, or by directly combining k-core decomposition with other centrality indices. Overall 
speaking, those methods sacrifice elegance for better performance. In contrast, as a novel 
decomposition method, LDD is even simpler than k-core decomposition and the strong 
mathematical tie between LDD and k-core decomposition is very clear. Analogous to k-core 
decomposition, LDD can also be extended to deal with directed networks and weighted networks. 
In addition to the identification of influential nodes, LDD can also be used as a powerful toll for 
network visualization and as a criterion to validate the network evolution models. 
 
Methods 
 
Kendall’s Tau. We consider any two indices associated with all N nodes, 1 2( , , , )NX x x x=  and 
1 2( , , , )NY y y y=  , as well as the N two-tuples 1 1 2 2( , ), ( , ), , ( , )N Nx y x y x y  . Any pair 
( , )i ix y  and ( , )j jx y  are concordant if the ranks for both elements agree, namely if both i jx x  
and i jy y  or if both i jx x  and i jy y  . They are discordant if i jx x  and i jy y  or if 
i jx x  and i jy y  . If i jx x=  or i jy y=  , the pair is neither concordant or discordant. 
Comparing all ( 1) 2N N −  pairs of two-tuples, the Kendall’s Tau is defined as 
2( )
( , )
( 1)
n n
X Y
N N
 + −
−
=
−
, 
where n+  and n−  are the number of concordant and discordant pairs, respectively. If X and Y are 
independent,   should be close to zero, and thus the extent to which   exceeds zero indicates the 
strength of correlation. 
 
Benchmark Indices. Betweenness Centrality of a node i is defined as 
, ,
( )
( ) st
s i s t i t st
g i
BC i
g  
=  , 
where  ( )stg i  is the number of shortest paths between nodes s and t which pass through node i, and 
stg  is the number of all shortest paths between nodes s and t. H-index of a node i, denoted as ( )H i , 
is  defined as the maximal integer satisfying that there are at least ( )H i  neighbors of node i with 
the degrees no less than ( )H i . The MDD algorithm defines a so-called mixed degree ( )m
ik  for each 
node i. Initially, ( )m
ik  is set to be i’s degree ik  . The procedure of MDD includes three steps as 
follows. Step (i): The nodes with minimum mixed degree (denoted by minM ) are removed and 
added to the minM  -shell. Step (ii): Each remaining node i’s mixed degree is updated as 
( ) ( ) ( )m r e
i i ik k k + , where 
( )r
ik  is the number of i’s original neighbors in the remaining network, 
( )e
ik  is the number of i’s original neighbors having been removed, and 
  is a tunable parameter in 
the range [0,1]. If some nodes’ updated mixed degrees are no more than minM , they will be removed 
and added to the minM -shell, and Step (ii) will be repeated until  all remaining nodes’ mixed degrees 
are larger than minM . All removed nodes constitute the minM -shell and are assigned a MDD value 
minM . Step (iii): Repeat Steps (i) and (ii) until the remaining network is empty.  
 
SIR model. Nodes in a networked SIR model can be in one of three possible states: susceptible, 
infected and recovered. The SIR process begins with one or more infected seeds and all other nodes 
are initially susceptible. At each time step, each infected node contacts its neighbors and each 
susceptible node has an infectivity probability   to be infected by one infected neighbor. Then, 
each previously infected node enters the recovered state with a probability  . We set 1 =  for 
simplicity. According to the heterogeneous mean-field theory [28], the epidemic threshold of SIR 
model is approximate to  
2c
k
k k
 
−
, 
where k  and 2k  denote the mean degree and mean square of degree.  
 
SIS model. The SIS model describes the spreading processes of a large number of infections that 
do not confer full immunity to infected individuals after infections. In a networked SIS model, a 
node can be susceptible or infected. Initially, a number of nodes are set to be infected seeds and 
others are susceptible. At each time step, each infected node contacts its neighbors and each 
susceptible node has an infectivity probability   to be infected by one infected neighbor. Then, 
each infected node returns to the susceptible state with probability  . In the experimental analyses, 
we fix 0.1 = . 
 
Pinning Control. Considering a general case where a simple connected network G  is consisted of 
N coupled nodes, with interacting dynamics as 
( ) ( )1
1
( ) , ,
N
i i ij j i N
j
x f x l x U x x
=
= +  + ,  
where the vector n
ix R  is the state of node i, the function ( )f   describes the self-dynamics of a 
node, the positive constant   denotes the coupling strength, iU  is the controller applied at node i, 
and the inner coupling matrix : n n →R R  is positive semidefinite. The Laplacian matrix of G is 
L D A= − , where D and A are respectively the degree matrix and adjacency matrix of G, and 
ijl  
is the element in L. The controlling efficiency of an arbitrary node i can be measured by the smallest 
nonzero eigenvalue 1( )iL , where iL  is the principle submatrix obtained by deleting the ith row 
and column of L [30,31]. 
 
Ecological Mutualistic Dynamics. The networked mutualistic dynamics can be described a set of 
nonlinear differential equations with i=1,2,…,N [10,32]: 
2
1
1
( )
,
N
i ji
i i ij ij N
j ik kk
x xx t
dx sx a
t a x

=
=

= − − +
 +


 
where d>0 is the death rate, s>0 is the self-limitation parameter encoding the competition of 
resources that limits a species’ growth, ija  is the element of the adjacency matrix A, ij  is the 
interacting strength between species i and j,   is the half-saturation coefficient. In the experimental 
results reported in Table 4, we set the initial density for every species i as (0) 1ix = , and  fix d=0.2, 
s=1 and 1 =  .  If a species’ density has decreases to 0, it is considered to be extinct, so the 
extinction order of all species can be obtained by numerical simulation.  
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