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ABSTRACT 
SPIN STRUCTURE FUNCTIONS OF THE DEUTERON 
MEASURED WITH CLAS IN AND ABOVE THE 
RESONANCE REGION
Kahanawita G. V ipu li G. Dharmawardane 
Old Dominion University, 2004 
Director: Dr. Gail Dodge
Spin structure functions of the nucleon in the region of large x  and small to moderate 
continue to be of high current interest. The first moment of the spin structure 
function gi, F i, goes through a rapid transition from the photon point {Q^ =  0), 
where it  is constrained by the Gerasimov-Drell-Hearn sum rule, to the deep inelastic 
lim it where it  is sensitive to the nucleon spin fraction carried by quarks. The interest­
ing behavior in the transition region is dominated by baryon resonance excitations. 
We concluded an experiment to measure these observables for deuterium as part of 
the “E G l” run group in Jefferson Lab’s Hall B. We used a highly polarized electron 
beam w ith  energies from 1.6 GeV to 5.7 GeV and a cryogenic polarized ND3 target 
together w ith  the GEBAF Large Acceptance Spectrometer (GLAS) to accumulate 
over 11 billion events. In this thesis, we present results for the spin structure function 
gf{x, as well as its first moment, F f (Q^) in and above the resonance region over 
a range from 0.05 to 5 GeV^, based on the data taken w ith  beam energies of
1.6 and 5.7 GeV. We also extract the behavior of A f{x )  at large x. Our data are 
consistent w ith  the Hyperfine-perturbed quark model calculation which predicts that 
A f{x  —>■ 1) —> 1. We also see evidence for duality in gf{x, at >  1.5 GeV^.
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CHAPTER 1 
INTRODUCTION
The best known tool to probe the nucleon strncture is lepton-nucleon scattering. 
The short distance structure of the nucleon can be revealed by scattering highly 
energetic electrons, which emit v irtua l photons that are observed by the nucleon. 
Photons which have relatively low energy and momentum probe the excited states of 
the nucleon, known as resonances. High energy photons, on the other hand, can be 
absorbed by a single constituent of the nucleon in a process known as Deep Inelastic 
Scattering (DIS). Since the DIS experiments carried out in late 1960s and early 1970s 
confirmed the existence of a nucleon substructure, there has been a large interest in 
explaining the spin structure of the nucleon in terms of its constituents, quarks and 
gluons. In a simple nonrelativistic model of the nncleon, one would expect the quarks 
to carry the entire spin of the nucleon. One of the early theories that explained the 
partonic substructure of the nucleon, the Naive Parton Model, predicted that 60% 
of the nucleon spin is carried by the quarks.
During the last two decades much progress has been made in polarized beam and 
target technologies, making it  possible to experimentally extract information on the 
shape and magnitude of the spin-dependent structure functions, gi and §2-, which are 
related to the spin carried by the quarks in the nucleon. One of the first experiments 
carried out at Stanford Linear Accelerator Center (SLAG), in a lim ited kinematic 
region, seemed to confirm the Naive Parton Model predictions. However subsequent 
measurements in a larger kinematic region performed by the European Muon Collab­
oration (EMC) experiment at Counseil Europaen pour la Nucleaire (CERN) reported 
that, contrary to the Naive Parton Model predictions, only 12±17% [1] of the spin 
is carried by quarks. This discovery, referred to as the “spin crisis” , sparked a large 
interest in measuring the spin content of the nucleon and gave b irth  to several ex­
periments. Since then experiments dedicated to measuring the spin fraction carried 
by quarks have been conducted at SLAC, CERN and DESY (Deutsches Electronen- 
Synchrotron). The subsequent theoretical developments of Quantum Chromodynam­
ics (QCD) have clarified our picture of the nucleon spin structure in great detail. The 
Bjorken sum rule [2], which relates results of the inclusive, polarized deep inelastic
This dissertation follows the form  o f The Physical Review.
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lepton-nucleon scattering to the fundamental axial coupling constant, is a precise 
test of QCD. The interpretation of existing DIS results has verified the Bjorken sum 
rule at the level of 10% accuracy and has shown that only about 31 ±  10% [3] of the 
nucleon spin is carried by the quarks; the rest of the spin must reside either in gluons 
or orbital angular momentum of its constituents. Experiments to measure the gluon 
contribution are underway at DESY, BNL (Brookhaven National Laboratory) and 
CERN.
Probing the nucleon structure at the other end of the energy scale provides infor­
mation about the long distance structure which is associated w ith  static properties 
of the nucleon. A t the real photon point, the Gerasimov-Drell-Hearn (GDH) sum 
rule [4], which is based on very general principles, relates the to ta l cross section of 
polarized photons on polarized nucleons w ith  the anomalous magnetic moment of 
the nucleon. Although the GDH sum rule was formulated in the 1960’s, i t  remained 
unappreciated un til Anselmino et al. [5] pointed out the importance of the sum rule 
in an attempt to solve the “spin crisis.” They showed that the GDH sum rule is 
intim ately connected to the DIS region and, in fact, is the analytic extension of the 
Bjorken sum rule towards the real photon point. I t  implies a negative slope on F i, 
the first moment of the spin structure function gi^ at the photoabsorption point. 
Later, Burkert et al. [6] pointed out that the rapid transition of Pi between the real 
photon point and the DIS region is saturated by contributions from nucleon reso­
nances. Since then Ji et al. [7] have extended the GDH sum rule beyond the real 
photon point.
This progress in theoretical work has triggered a large interest in measuring the 
spin structure functions and their moments in this relatively unexplored transition 
regime, between the real photon point and the DIS region. There is a large exper­
imental program underway at Jefferson Laboratory in Newport News, VA to make 
precise measurements in this region. Experment E93-009, “The polarized structure 
function Gin and the dependence of the Gerasimov-Drell-Hearn sum rule for the 
neutron” [8], was performed in Hall B w ith  the goal of measuring the spin structure 
function gi and its first moment over a large kinematic region which includes the tran­
sition region and complements the real photon point and the already measured DIS 
region. The main goal of this thesis is to analyze and evaluate the data of experiment 
E93-009 taken at beam energies of 1.x and 5.x GeV (x stands for slightly different 
beam energies) on polarized deuteron targets. The topics that can be studied w ith
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this enormous data set include an experimental verification of chiral perturbation 
theory and future lattice QCD calculations for F i, an evaluation of higher tw ist ef­
fects for moments of g i , the presence or absence of quark-hadron duality in the spin 
structure function and the behavior of the v irtua l photon asymmetry A i  at large 
Bjorken x. This thesis is organized as follows. The formalism of polarized lepton- 
nucleon scattering and a detailed overview of the subjects mentioned above w ill be 
discussed in the second chapter. In the th ird  chapter, a brief overview of the experi­
mental setup is given. The fourth and the fifth  chapters mainly focus on the details 
of the analysis, including reconstruction of particle tracks from raw data. Finally, 
the results and the conclusions are given in chapters six and seven.
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CHAPTER 2 
FORMALISM AND PHYSICS OVERVIEW
2.1 LEPTO N  H A D R O N  SC ATTERING
To observe the internal structure of hadrons, a probe which has a wave length smaller 
than the size of the object that is being observed has to be used. One of the best 
understood ways of probing the internal structure of the nucleon is through lepton 
scattering. The main process that w ill be discussed in this chapter is shown in Fig. 
1, where an incoming electron emits a v irtua l photon which is then absorbed by a 
nucleon. In inclusive measurements only the scattered lepton is detected, whereas 
additional final state particles are detected for exclusive reactions. In this section the 
formalism of polarized deep inelastic scattering for the inclusive reaction e +  A  — > 
e' +  X  w ill be discussed.
2 .1 .1  K inem atics
The electromagnetic interaction of a lepton w ith  a nucleon is described by the ex­
change of v irtua l photons. Fig. 1 shows the Feynman diagram of the scattering 
of a lepton off a nucleon in the one photon exchange. A ll kinematic variables are 
defined in the lab frame, k =  {E,kx-,ky,kz), k' =  {E',k'^,ky,k'^), p =  (M , 0, 0, 0) 
and q — {^AxiQyAz) are the four momenta of the incoming lepton, outgoing lep­
ton, target nucleon, and v irtua l photon. M is the target nucleon mass and s and 
s' are the covariant spin four-vectors of the incoming and outgoing lepton, where 
s ■ k =  s' ■ k' — 0  and s • s =  s' • s' =  —1.
Several useful quantities can be defined from k, k', p and q:
•  =  2EE'sin^6/2  , where 6  is the scattering angle of the lepton relative
to the incoming direction.
p.q
•  The energy of the v irtua l photon v =  E  — E ' —
•  The invariant mass W'^ =  (p +  q)^ =  -f 2M u —
•  Bjorken scaling variable x
y
2p ■ q 2Mu
p - { k -  k') _  E - E '  
p ■ k E
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X
FIG. 1. F irst order Feynman diagram for lepton nucleon scattering.
2 .1 .2  Formalism in One Photon  Exchange
Consider the inelastic scattering of leptons on nucleons. The double differential cross
(J2(j
section, , for detecting the final lepton in the solid angle dO. can be expressed
dE'dQ^ 
in tensor form as [9],
q;2 E'
(1)d m E '  2Mq^ E
where a  is the fine structure constant, is the leptonic tensor which describes the 
emission of the v irtua l photon, and is the hadronic tensor which describes the 
absorption of the v irtna l photon by the nucleon. The leptonic tensor can be w ritten 
as a sum of a symmetric {Sm) and an antisymmetric (A) part [9],
s; k's') =  k') +  i L ^ { k ,  s; k') +  L ’^^(k ,  s; k’ s') +  iV%,(k- k's'). (2)
On summing over the final lepton spin four vector s' we obtain.
V  =  +  2 i L t ,IIVI
where.
and
k') =  k ,k ' ,  +  k ' ,k ,  -  g , , {k  ■ k' -  m^).
L^^ik, s; k') =  me^^a0 S°‘{k -  k ' f .
(3)
(4)
(5)
Qnu =  (1) “ 1 “  1 “  1) is the metric tensor and is the antisymmetric tensor.
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6Sim ilarly the hadronic tensor also can be split into a symmetric and an 
antisymmetric part [9],
(6)
where,
2M
W^"(q-,p) - 9m- + j (P ■«. ‘f)
+ p -q {Pu
p -q
-Qu
^ 2 {p-q,q^)
M 2 (7)
and
2M
f^iuapqa
w ;^ (g ip ,s )
MS^G^(p ■ q,q-‘ ) +  ((p ■ q)S l> -{S -  ? ) / ) (8)
Here, the coefficients fiHi, W2 are the unpolarized structure functions and Gi and G2 
are the polarized structure functions. Structure functions describe the physics of the 
photon-nucleon interaction and are measurable quantities. In general the structure 
functions Wi, H 2, G i and G2 depend on u and However, for scattering from 
point-like constituents inside the nucleon, i.e., quarks, the variable x  is more relevant 
than u. In the infin ite momentum frame, x  is equal to the fraction of momentum 
carried by the struck quark. Therefore it  is traditional to define new unpolarized and 
polarized structure functions, which depend on x  and [9], [10]:
M W ,{u,Q ^) =  F,{x,Q^), 
uW2{u,Q‘^ ) =  F2{x,Q%  
M ^uG i{u ,Q ‘^ ) =  g i{x ,Q ‘^ ), 
M u^G 2 {y, =  92{x, Q‘^ ).
(9)
(10)
(11)
(12)
The contraction of the symmetric parts of and gives the spin averaged 
cross section,
E'^2^unp
dFtdE'
j {S m )y ^ liu {S m )
MQ^ E
4q;2^'2
MQ4 2 s in ^ ^ F i(x ,Q ‘^ ) +  — cos^^F2{x,Q ‘^ ) (1 3 )
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By contracting the antisymmetric part and taking cross section differences we can 
single out the spin dependent structure functions. In the case where the nucleon 
target and lepton beam are longitudinally polarized we obtain [9],
r 1
^  +  B'cc,s«)Si(rr, 0^) -  2xM g,(x ,  Q^)] . (14)
The first arrow indicates the lepton beam helicity and the second arrow the spin 
direction of the target. S im ilarly for target nucleons that are transversely polarized 
w ith  respect to the lepton beam we obtain [9],
d V t^  Aa^E'^
-sin9 / 4^xME , ^ 2\</i(x,Q ) +  — S2(i:,<3 ) (15)dVLdE' d^ldE' Q^EM u
From these cross sections i t  is possible to construct longitudinal and transverse asym­
metries, _ rf2p.n
(16)
(17)
_  dQdE' —
d V t t
dOdE'
dO.dE' +
dVtT ’ 
dOdE'
d2<7t^ 
_  dOdE' —
dP'A'^
dOdE'
d^o-ti-
dOdE' +
d?a^^
dOdE'
2.1.3 V irtual P hoton  A sym m etries
I t  is common practice and sometimes convenient to express structure functions and 
asymmetries Ay and A±  in terms of v irtua l photon asymmetries which are defined 
using photoabsorption cross sections. The Feynman diagram given in Fig. 1 can be 
viewed as a scattering process consisting of two parts: the emission of a v irtua l photon 
by the incident lepton and the absorption of the same photon by the nucleon. Using 
the optical theorem, the absorption cross section of the photon by the nucleon can 
be expressed as the imaginary part of the forward v irtua l photon-nucleon Compton 
scattering amplitude. The forward Compton scattering amplitude can be expanded 
in helicity amplitudes. For forward Compton scattering the helicity amplitude 
can be computed in terms of the hadronic tensor [11],
(18)
where is the polarization vector of the v irtua l photon and are the spin
projections of the incident v irtua l photon, incident nucleon, scattered v irtua l photon 
and scattered nucleon. Between a v irtua l photon w ith  3 possible polarization states
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8and a spin 1/2 target w ith  2 polarization states, i t  is possible to make 10 combinations 
of angular momentum conserving amplitudes. However, due to the invariance of 
parity.
and invariance of time reversal.
(19)
(20)
the 10 amplitudes reduce to four independent helicity amplitudes.
.A 'ii _ 1-1 _ i , i- i  i ) r -0 -)  A4-1 _ i .o i -  (21)’ 2’ ’ 2 ’2’ ’2 5^2’ ’2 ’ 2’ ’2
By substituting the expression for the hadronic tensor (equation (6)) into equation 
(18) and applying the optical theorem we obtain [11],
47ro;  ^ . . 47r^o;
—  <^ 1/2 —
<^ 3/2
T q  /  2 M x  \
K  m k
 ^ 47r^ Q; ( ^  2M x \
K
^ 47ra^ 47r^o;
1/2
^ t l  _  
^ 1/2  — K AAq i.Q _ i --
K  
47T^ q;
K  M u {,9i +  92) ,
(22)
(23)
(24)
(25)
where K  = ---- — ■ The v irtua l photon asymmetries A i  and A 2 are defined as.
2 M
Ai(a;,(5^)
T  T
^ 1/2 ^Z/2
f jT  I^ 1/2 ^  ^3/2
gi(a^iQ^) -  ^ S 2 (x,Q^) 
F , ( x ,Q^)
-  s i M l ± 5 5 ( £ i e ! ) ^/JI
^ 1/2 T  ^3/2
(26)
(27)Fi(a:,Q 2) y / ^ -
A l  and A 2 can be related to experimental asymmetries A\\ and A±_ introduced in 
section II.2  by,
(28)v4|| =  D { A i +  t]A2) ,
A±  =  d {A2 — C ^ i ) ) 
where D, rj, d and are kinematic variables defined as.
D
1 - e ^
1 +  ei? ’
(29)
(3 0 )
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2e
where,
V =  (31)
J-  ^E
 ^ (32)
l  +  2tan2f ( l  +  ^ )
and
 ^ (33)
2(7L1/2i? =  ^  . (34)
1^/2 +  ^3/2
The factor D  is known as the depolarization factor and it  accounts for the loss of 
polarization from the lepton to the v irtua l photon. The ratio R  is related to the 
unpolarized structure functions F i  and F2 by the relation [12],
^ ( Q2 j -1- (35)
Separation of and A 2 allows for an independent measurement of both spin 
structure functions gi and §2 given that the unpolarized structure functions Fi and
R  are known. A \  and A 2 can be separated by either measuring both A\\ and A±  at
fixed kinematics or by measuring Ay at different beam energies at fixed and W. 
The latter method is possible due to the fact that kinematic factors in front of A i  
and A 2 are different for different beam energies.
2.2 SPIN  STR U C TU R E FU N C TIO N S
I t  is well known that hadrons are not fundamental particles but are composite objects 
of point like dirac particles called quarks, which interact w ith  each other through the 
strong force. The gauge boson of the strong interaction is the gluon.
The structure we observe by probing the nucleon by the v irtua l photon depends 
on the v irtua lity  or of the photon. A t very large the distances probed by the 
v irtua l photon are small and the parton structure of the nucleon can be observed. 
This region is known as the deep inelastic scattering region (Fig. 2). As — > 00, 
the effective coupling constant for the strong interaction, ag — > 0. This is known 
as asymptotic freedom, where quarks behave like free particles. The naive parton 
model interpretations of structure functions are based on this assumption. A t finite 
but large the strong coupling constant no longer can be treated as zero. In this
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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xp
N
FIG. 2. Parton model description of deep inelastic electron nucleon scattering, xp 
and p' are in itia l and final momentum of the quark.
region the theory of strong interaction Quantum Chromo Dynamics (QCD) can be 
treated pertnrbatively.
A t very low the wavelength of the v irtua l photon is not small enough to 
probe the individual quark composition of the nucleon; instead it  probes the nucleon 
as an extended coherent object. This region is dominated by excitation of baryon 
resonances and (multi-)pion continuum states.
In this section, the dependence of spin structure functions g\ and Q2 w ill be 
discussed.
2.2.1 Parton M odel Interpretation o f Structure Functions
The parton model, which is described in a frame where the nucleon has an infinite 
momentum, treats partons (quarks and gluons) as free non-interacting constituents 
each carrying a fraction x  of the nucleon fonr-momentum and traveling in the same
direction as the parent hadron. Hence the lepton-nucleon cross-section is described
as the incoherent sum over the contribution of all lepton-parton cross sections. The 
parton model then relates the structure functions to the quark distribution functions 
according to,
^ i( ^ )  =  (36)
i
F2 {x) = x Y ^ e jq i { x )  =  2xFi{x),  (37)
i
9 i ( x )  (38)
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FIG. 3. Deep inelastic scattering world data on [13] as of 1999. The figure shows 
the dependence of for different x  vales. Dashed lines are a next to leading 
order QCD fit.
52 (a:) =  0. (39)
Here qi{x) gives the probability to find a quark of flavor i  in the nucleon w ith  mo­
mentum fraction x  and charge e* and Aqi{x) =  qJix) — qfix),  where qJix) is the 
quark distribution of flavor w ith  the helicity parallel to the nucleon helicity and 
qfix)  is the quark distribution of flavor w ith  the helicity antiparallel to the nu­
cleon helicity. The most important feature of the parton model results is that the 
structure functions are independent of and depend only on x.
2.2.2 D ependence o f the Spin Structure Function gi
evolution o f 51 in pQCD
The naive parton model discussed in the previous section makes the assumption 
that the partons in the nucleus do not interact w ith  each other and hence structure 
functions are only a function of x. However, structure functions show a significant 
dependence (Fig. 3) due to gluon bremsstrahlung and scattering from quark
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(a)
(b) +
(c) +
FIG. 4. Leading order and next to leading order contributions to electron scattering 
from a quark, (a) Leading order term (b) Gluon bremsstrahlung. These two graphs 
interfere, (c) A  gluon producing a quark anti-quark pair and then one couples to the 
v irtua l photon. These two graphs interfere.
antiquark pairs produced by gluons (Fig. 4). A t finite Bjorken scaling is broken 
and the parton distribution functions show a slow logarithmic dependence. These 
higher order QCD terms can be computed in perturbative QCD (pQCD) [14] and 
w ill be the focus of this section. The dependence of the spin structure function 
Qi at next to leading order (NLO) in pQCD is given by [14],
gi{x, Q‘^ ) =  (^s) 0  <5^ )
i
+ C g { x ,a s ) ^ A G { x ,Q ‘^ ), (40)
where the sum is taken over all active quark flavors N j.  The convolution 0  is defined 
as,
f { x ,a s ) ( ^ g { x ,Q ^ )  =  [  — / ( - ,  aQ^(a;, QQ, (41)
•>^11 y
Cg{x,as) and Cg{x,as) are Wilson coefficients and correspond to the photon-quark 
and photon-gluon hard scattering cross section respectively. These coefficients can 
be expanded in powers of o;^ .
Ci{x,a.) =  C°{x) +  + (4 2 )
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In the leading order C°(x) =  5(1 — rr) and Cg(x) — 0. The evolution of the quark 
(Aq) and gluon (AG) distribution functions is described by the Dokshitzer-Gribov- 
Lipatov-Altarelli-Parisi (DGLAP) [15] equations [14],
Q^) =  ^  (43)
d {  Aqs
dhiQ^ \ AG  I 27t
(44)
For three quark flavors, the non-singlet quark distribution Aqj^si^, Q ) is given by,
Q^) =  {Au  -I- Art) -  ^ (A d  +  Ad) -  i ( A s  -I- As), (45)
and the singlet quark distribution Aqs{x,Q^) is given by,
Aqs{x, Q" )^ =  {Au +  Au)  4- (Ad -|- Ad) -t- (As +  As). (46)
(a) (b) (c)
FIG. 5. Vertices which determine the sp litting functions [16] (a) Pqq and Pqo (b) Pog 
and (c) Poq{g qq)
The sp litting  functions Pij (Fig. 5) can be expanded as series in the strong 
coupling constant.
AP ij =  a 4 ° )  +  ^ f ^ A P ^ p  + .............  (47)
APqq is proportional to the probability of quark splitting into a quark and a gluon. 
APcq considers the possibility of a gluon producing a quark antiquark pair. Together 
w ith  A P gg i t  determines the evolution of the gluon density in the nucleon. Calcu­
lation of Wilson coefficients and sp litting functions at and beyond NLO depends on 
the renormalization scheme used. Both of these quantities for the polarized case 
have been calculated in NLO in the Modified-Minimal-subtraction (MS) scheme [17].
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I f  the quark and gluon distribution functions are known for a particular Q'  ^ for the 
complete x  range then they can be calculated for other Q'  ^ values using DGLAP 
equations.
Higher tw ist corrections
FIG. 6. Feynman diagrams that contribute to higher tw ist effects.
In addition to the logarithmic scaling violations that were discussed in the pre­
vious section, additional corrections, which arise due to multi-parton correlations in 
the nucleon (Fig. 6), known as higher twists, have to be taken into account. These 
corrections, which are relatively small at large are expected to be non-negligible 
in the low Q^, region. In general, contributions to structure functions that are sup­
pressed relative to leading order contributions by the powers of are known as 
higher tw ist corrections. The Operator Product Expansion (OPE) [18] is generally 
used as a theoretical tool to describe these corrections. For inclusive inelastic scat­
tering OPE allows one to write composite operators as a sum of fin ite local operators 
multiplied by singular coefficient functions [10],
J{x)J{0)  ......... T/ X I . ../X n (0), (48)
where the tw ist is given by r  and n is the spin of the operator OJ. The coefficients 
Cr,n, which describe the photon-quark interactions, are the Wilson coefficients and 
are calculable in perturbative QCD. The long distance structure of the nucleon is 
contained in the m atrix elements of the operators OPE allows one to
expand the Gornwall-Norton moments of a scaling function F {x ,Q ‘^ ) [19],
M „(Q2) =  r  dxx^-^F{x, Q^), (49)
Jo
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in powers of 1
(50)
k=0
where / i is a normalization scale. The coefficients Enk are calculable in pQCD and 
are nucleon m atrix elements of local operators which describe the quark 
gluon structure of the nucleon. In general the terms in equation (50), except for 
the first term, are known as higher tw ist corrections. The corresponding corrections 
for the structure functions themselves can be obtained by taking the inverse Mellin 
transforms of moments [10],
1 /-a+ioo 
ZTTZ J  a—ioo
(51)
The value a is chosen such that the contour of integration lies to the right of all 
singularities of in the complex n plane. The use of OPE in particular for the first 
moment of gi w ill be discussed in more detail in section 2.5.2.
2.2.3 Resonance C ontribution to  5-1
500
450
8400
350
300
250
200
150
DIS
100
1.4 2.2
W(GeV)
FIG. 7. Cross section for the inclusive reaction ep — > 
o f the well known resonances are indicated by arrows.
e 'X  at Q2 =  1.4 GeV^. Some
Resonances are spin or momentum excited states of the nucleon. These excited 
states have short life times and decay mainly by em itting a meson. The mass region 
below W  =  2  GeV is trad itiona lly known as the resonance region. A  resonance
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occurs at an invariant mass when a nucleon absorbs a photon of energy =  
inclusive measurements most of the resonances are hidden under three 
major resonance bumps making i t  d ifficult to separate and identify different excited 
states. The structure of different resonances depends on individual characteristics 
of the hadronic bound states. Electroproduction of resonances are often described 
using multipoles and Si±, which characterize the excitation mechanism, E-
electric, M-magnetic and S'-coulomb or scalar, and the orbital (/) and to ta l angular 
momentum of the transition. In general the standard notation for identifying a 
resonance is h n j ,  where I =  0(5'), 1(jP), 2(£>), 3(F) is the orbital angular momentum, 
7 = 1 / 2  or 3/2 is the isospin and J  = | / ±  1/2 | is the to ta l angular momentum of 
the final meson-baryon state. Fig. 7 shows some of the well known resonances for 
the inclusive reaction ep — v e'X. The entire excitation spectrum includes a non- 
resonant background in addition to resonances. The first resonance is the well known 
A(1232) resonance. In the SU(6) symmetric quark model, the transition from the spin 
1/2 nucleon ground state to the spin 3/2 A(1232) excited state occurs dominantly 
due to a quark spin flip  which corresponds to a M i+  magnetic dipole transition 
and Fi_|_ =  Si+ =  0. For a pure M i+  transition the v irtua l photon asymmetry A i  
for the A(1232) excitation is —0.5. However, non-zero values of the electric (Fi_|_) 
and scaler (5 i+ ) quadrupole transition amplitudes have been observed (Fig. 8) in 
several Jefferson Lab experiments [20]. The A(1232) resonance is expected to play a 
dominant role in the moments of spin structure functions at low values.
In order to separate and identify different excited states, the resonance decay 
products have to be measured. The observables of the exclusive process e +  N  — > 
e' +  R  are usually described in terms of helicity amplitudes [21],
V  =  m -  i  I eW • ^"(0) I iV. A =  i>. (52)
Gm describes the amplitude for producing a final baryon R  w ith  helicity A' by ab­
sorbing a v irtua l photon w ith  polarization m =  ± 1 ,0  on a nucleon N  w ith  helicity 
A. The photon polarization vectors are,
eW =  (0 ,q = l, - i,0 ) /x /2 ,
=  ^ (1^1 ,0 ,0 ,1 /).
The contribution of an isolated resonance to gi can be described in terms of helicity
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FIG. 8. The ratios S'i+/Mi_|_ for 7*pA(1232) [20]. P lot includes M AM I,
LEGS and BATES results taken after 1990 and recent Jefferson Lab results
amplitudes. For a given resonance gi can be w ritten as, 
1
9i 1 + , (53)
where Sr and ^r are the spin and parity of the resonances. The delta function is an 
approximation to the Breit-W igner form,
1 F/j/27r
2 M u (W  -  M s f  +
(54)
where M r  and Fr  are the mass and w idth of the resonance.
There has been some effort in incorporating the existing world data to parameter­
ize in the resonance region [22]. These parameterizations have been performed by 
first expressing the contribution of each resonance to gi in terms of helicity amplitudes 
and then fitting  the existing world data to obtain the dependence of individual 
resonances. However the comparison of these models to proton data shows signifi­
cant differences [23]. These models can further be developed when new data on the 
helicity amplitudes in the resonance region become available.
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FIG. 9. Measurement of xg2 and xg^ [24]. Data are from E155 (solid circle and open 
diamond) and E143 (open square) experiments at SLAG. The solid curve shows the 
92 calculations.
2.2.4 Spin Structure Function g2
In the naive parton model, the nucleon transverse spin dependent structure function 
g2 is predicted to be zero. However, the interpretation of 52 in OPE indicates nonzero 
values. In general ^2 can be written as,
92{x , Q'^) =  ^2^^(o;, Q- )^ +  g^'^\x, Q‘^ )H T / (55)
where gY ^ {x ,Q ^ ) i  which contains only twist-2 terms coming from the same set of 
operators that contribute to gi, is given by the Wandzura-Wilczek relation [25],
(56)g ^ ^ { x ,Q ^ )  ^  -g i{x ,Q '^ )  +  j  ^dy,
Jx y
and the second term, g2 ^{x,Q'^), includes another twist-2 part, which arises due to 
quark transverse polarization, and a twist-3 part coming from quark-gluon interac­
tions inside the nucleon (Fig. 9).
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FIG. 10. The spin independent structure function vW^ plotted as a function o f ^ 
for hydrogen at different values [27]. The solid and dashed lines are a fit to 
deep inelastic structure function data at =  10 (GeV/c^) and =  5 (GeV/c^) 
respectively.
2.3 Q U A R K -H A D R O N  D U A L IT Y
The phenomenon known as quark-hadron duality was first observed by Bloom and 
Gilman [26] in 1970. Later this behavior was experimentally confirmed in the reso­
nance region for the unpolarized structure functions [27] (Fig. 10). Quark hadron 
duality postulates that the electroproduction of resonances averages to the deep 
inelastic structnre functions i f  a proper scaling variable that connects the two kine­
matic regions is used. In other words, it  states that although electroproduction of 
resonances is a non-perturbative phenomenon i f  averaged over a large kinematic re­
gion, physical quantities calculated in the hadronic description give the same results 
as i f  they were calculated using the partonic description. Further duality may also 
hold for each resonance over restricted regions in kF, which is known as local duality.
The interpretation of x  as the momentum fraction carried by the struck quark is 
only valid i f  > >  However at low a kinematic correction that arises due 
to the non-zero target mass has to be applied. Although this correction has a sim ilar 
l /Q ^  evolution as the twist-4 corrections, i t  is not considered a higher tw ist effect.
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By using a proper scaling variable known as the Natchmann scaling variable,
target mass effects are taken into account.
De Rujula, Georgi and Politzer [28] have pointed out that duality can be under­
stood from an operator product expansion (OPE) of moments of structure functions. 
The OPE allows one to separate the short and long distance contributions to the 
moments of structure functions. Therefore equation (50) can be formally separated 
in to the leading tw ist term which can be calculated in pQCD and higher tw ist terms,
n (57)
where the operators of tw ist 2A; -|- 2 gives the term in the sum and Mq is a 
characteristic strong interaction mass which is of the order of a few hundred MeV. 
The use of the variable ^ ensures the inclusion of all target mass correction terms, 
which are powers of in the leading tw ist, An{Q‘^ ), terms. Then the authors
10
0 5 10 15 20
Q '
FIG. 11. Different kinematic regions where (A) higher tw ist effects are negligible, (B) 
higher tw ist effects are non-negligible however are small and (C) higher tw ist effects 
are large and nonperturbative [19]. Details of each region are explained in the text.
argue that the n — Q'  ^ plane can be divided into three physically different regions
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(Fig. 11),
A <— )• n <  Q'^/Mq,
B  i— > n <  Q‘^ /M q,
C ^ n >  Q ^ M l
Depending upon the moment, n — 2, of the structure function F,  a cutoff for A, B 
and C in can be identified depending on the importance of the higher tw ist con­
tributions to that function (57). In region A  the effects of the higher tw ist operators, 
the second term in equation (57), are negligible and structure functions are smooth 
except for a small logarithmic dependence. I f  n >  Q^/M^,  higher-twist dominates 
and the first term in (57) is much smaller than the second term. This is the region 
near or below the threshold. Region B, where higher-twists are neither large nor 
negligible, can be identified as the resonance region, where bumps in F{^, Q^) at W  
corresponding to resonances are seen. However, the moments of F  for these bumps 
cannot be much different than the corresponding scaling value since the higher tw ist 
effects are not large. Therefore, i f  F  rises above the scaling value it  has to fa ll in the 
neighboring ^ region in order to compensate for the increase in the moments above 
the scaling value. This behavior explains why resonances average to a smooth scaling 
curve.
Recently Carlson and Mukhopadhyay [21] have used a somewhat different ap­
proach in explaining duality for the spin structure function gi. Using counting rules 
they obtain the following behavior for helicity amplitudes [given in equation (52)] at 
large [29],
Using further analysis the authors show that the resonance contribution to gi for a 
given resonance at large can be written as,
g i .
Since,
W ^ - M ^  X ~  -  M2
w ith  increasing Q' ,^ the resonance contributions to structure functions fall-oflF and 
also the resonances move to larger x values reaching the lim it x =  \. The authors 
argue that i f  this fa ll-off rate w ith  a; ^  1 is the same in the large region and in
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the resonance region, that would indicate duality for structure functions. According 
to pQCD Qi and Fi  are expected to behave sim ilarly in the deep inelastic region. 
Since F i oc (1 — xY  in the lim it x ^ 1 , they conclude,
linifiri(a;) oc (1 -  a:)^
X—>1
(60)
From equations (58) and (60) i t  is evident that the contribution to g\ from the high 
resonance region is the same as in the deep inelastic region, thereby suggesting 
duality.
I f  duality is established, the high x  region, which is d ifficult to measure in DIS, 
can be studied using measurements made in the resonance region. However duality is 
expected to fa il for the polarized structure function gi in the low region, especially 
in the A(1232) region, where A i  is negative.
2.4 Ai IN THE VALENCE REGION
bar
Lr
gluon/5
0.6
0.4
0.2
0.2 0.3 0.4 0.5 0.6 0.7 0.9
X
FIG. 12. Parton distributions at =  5 GeV^ in CTEQ5M [30] parameterization.
The spin structure functions discussed in section 2.2.2 show a strong depen­
dence in the resonance region and a slow logarithmic dependence in the DIS 
region. However in the DIS region A\ th g i /F i  shows a m inimal dependence since 
it  depends on the ratios of d istribution functions. But it  should be emphasized that 
at small x  where gluon and sea densities become important A\  is expected to be 
dependent. However, the large x  region, where A\  is not sensitive to the sea quark
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pairs and gluon densities, is dominated by valence quarks (Fig. 12) and can be used 
to test different models of nucleon structure.
In this section the physical interpretation of A i  in the parton model and other 
models that can be tested in the valence region w ill be discussed.
2,4.1 A i in the Parton M odel
The v irtua l photon asymmetry Ai ,  defined in section 2.1.3, has a simple physical 
interpretation in the parton model. Consider a transverse photon interacting w ith  
a quark. The photon can flip  the spin of the quark on interaction i f  the quark spin 
is antiparallel to the photon spin. However, since quarks are spin 1/2 particles, 
absorption of a photon by a quark w ith  spin parallel to the photon spin cannot occur 
(Fig. 13b and 13d). .
(a ) — >■
contributes to 
3/2
(b) cannot occur
(c )
contributes to 
1/2
(d) cannot occur
FIG. 13. Diagram of polarized deep inelastic scattering. A  photon w ith  helicity paral­
lel (antiparallel) to the nucleon spin projection can be absorbed only by quarks w ith  
spin projection antiparallel (parallel) to the nucleon spin. The transverse momentum 
of the quark is assumed to be zero.
Taking the above argument into account, a photon w ith  helicity parallel to the 
nucleon spin projection on the momentum axis can be absorbed only by quarks w ith  
spin projection antiparallel to the nucleon spin (Fig. 13a). Therefore,
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TABLE I. The quantum numbers of the SU(3) group. Where I  is the isospin, is 
the th ird  component of the spin, S the strangeness, B  the baryon number and Q is 
related to I 3 , B  and S by the Gell-Mann-Nishijima relation Q =  h  +
flavor charge (Q) I h s B
u 23
1
2
1
2 0
1
3
d 1 1 1 n 13 2 2 3
s 13 0 0 -1
1
3
where qj{x) is the quark distribution of the flavor w ith  the helicity antiparallel 
to the nucleon helicity. S im ilarly quarks w ith  their helicity parallel to the nucleon
helicity can only contribute to aT (Fig. 13c),
2
where q\ (x) is the quark distribution of the flavor w ith  the helicity parallel to the 
nucleon helicity. Therefor, for A i  we get.
A i{x )  =
Ee? -  Qi(x) E e fAq i {x ) 9i{x)
Ee? Qi{x) +  qi{x) E e h i i x ) F i {x )
(61)
A i  can be interpreted as the average (charge-square weighted) polarization of the 
quarks inside a polarized nucleon.
2.4.2 Predictions for A i 
S U (6)
The SU(6) symmetric wave function is the simplest model for Ai .  The SU(6) rep­
resentation is obtained by combining the flavor SU(3) group (Table I) w ith  the spin 
SU(2) group. The fundamental assumption of SU(3) for baryons is that they are 
bound states of the three quarks up(u), down(d) and strange(s). When combined 
w ith  the spin SU(2) group SU(6) forms the basis u t, d f  , s f , uj, , dj. , s |, where the 
t ( 4) indicates the spin projection of quarks parallel (antiparallel) to the nucleon spin.
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The overall SU(6) wave function is given by ^  =  'ip{space)(j){flavor)x{spin)^{color), 
where ip(space) is the symmetric spatial wave function, 4>{flavor) is the SU(3) flavor 
wave function, x(spw ) is the spin SU(2) wavefunction and ^{color) is the antisym­
metric color wave function. The to ta l dimensionality of SU(6) is given by [31],
6 0  6 0  6 0  =  565 0  70m,s 0  70m,a 0  20a ,
where A, S and M  stands for antisymmetric, symmetric and mixed symmetric, which 
are related to the symmetry properties of the states. In the exact SU(6) symmetry 
the proton wave function is given by,
P 72“  (“ ^)5=o +  t  (Md)5^ i -  4, {ud)s=i
- \ d  t  {uu)s=i -  ^ d  i  {uu)s=i,
where S denotes the to ta l spin of the diquark component. The neutron wave function 
can be obtained by interchanging u and d in the proton wave function. Applying 
equation (61) to the proton and neutron wavefunctions leads to the predictions,
A 'l =  1  a ;  =  0 .
H yperfine-perturbed quark m odel
In the hyperfine-perturbed quark model SU(6) symmetry is explicitly broken by 
introducing hyperfine interactions [32], Hhyp, between each pair of quarks {i, j ) ,  which 
is of the form [33],
=  A ^S^(r7 j)S i  ■ Sj +  ^ { 3 S i  ■ f i jS j  ■ f i j  -  Si ■ Sj) (62)
where Si is the spin of the quark, f i j  is a vector jo in ing the and quark and A  
is a constant which depends on the quark masses and the strength of the interaction.
For the s-wave nucleons the ground state {L — 0) energies are perturbed only 
by the Fermi contact term Si • Sj5^{f i j ) in (62). In the nucleon rest frame, this 
perturbation raises the energy of the quark pairs w ith  spin 1 and lowers the energy 
of pairs w ith  spin 0. A t large x, since the struck quark carries most of the energy 
of the nucleon, the spectator quark pair, which is in a lower energy state, has to be 
in a spin 0 state. This means that at large x  the entire spin of the nucleon should
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FIG. 14. Predictions for A f  in the valence region. See the text for an explanation of 
the hyperfine (HP) perturbed quark model(QM) [32] and the three models by Close 
and Melnitchouk [34]. A parameterization of world data at =  10 GeV^ and SLAG 
E143 [3] data are also included in the plot.
be carried by the struck quark. Therefore, as x  — > 1 the v irtua l photon asymmetry 
A i  — y 1. Further analysis shows the following behavior for the distribution functions 
[32],
Uv t ’^ v{x) -  ^  [1 -  CA{x)]d„{x),
Uv 4- (a;) =  ^  [1 -  ca{x )] dy{x) +  ^ ca{x )u^{x ),
d v t { x )  =  ^  1 +  ^ca(x)
dv =  2 1 -  -^ca{x )
d v { x ) ,
d v { x ) ,
(63)
(64)
(65)
(66) 
(67)
w ith  d{x)/u{x )  ~  k {1 — x), where 0.5 < k <  0.6 and ca{x ) =  n x { l  — x)^,  w ith
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2 < n <  4, can be used to predict the behavior of A i  in the valence region. The 
shaded band given in Fig. 14 covers all possible combinations of k and n.
D uality
In a model by F.E. Close and W. Melnitchouk [34] several SU(6) breaking scenarios 
in the context of quark hadron duality are examined. They look into different cases 
where certain families of resonances are required to die out at large in order to 
maintain duality. In particular they consider the suppression at large x  of resonances 
having the following conditions:
1. spin 3/2 {S =  3/2),
2. helicity 3/2 (0-3/2) and
3. symmetric wave function,
in the final state of 7 +  iV — > N*,  where the in itia l state is the symmetric SU(6) 
wave function and the final states are different states in the 56''' and 70“  dimensional 
representation in SU(6). Since the to ta l photoabsorption cross section a i /2  + 0-3/2 is 
proportional to Fi  and 0-1/2—0-3/2 is proportional to gi, the photoabsorption strengths 
of transitions from the ground state to each of the final states are incorporated into 
the model to make predictions for A i  Qi/Fi- For each of these cases the final 
states are summed by giving an appropriate weight to the absorption strengths and 
the conditions given above are required to be satisfied as x  — > 1. The model predicts 
( see Fig. 14) that — > 1 at a; — > 1 for all three conditions.
pQCD
FIG. 15. Two diagrams describing the transfer of momenta from the spectator quark 
pair to the struck quark as a: —>• 1.
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Farrar and Jackson [35] have shown that the behavior of structure functions as 
X —> 1 can be calculated using perturbative QCD methods. As x ^  1 all of the 
hadron momentum must be carried by one quark. Then they proceeded to show 
that, in the > oo lim it, the m inimal number of gluon exchanges required to 
transfer the momentum of the spectator pair to the struck quark can occur in two 
ways (Fig. 15). Further they show that these gluon exchanges can only occur i f  the 
spectator quark pair have opposite helicities. Therefore, the struck quark must carry 
the spin of the target nucleon. Hence they obtain the result tha t A i —> 1 as x  1.
2.5 SUM  RULES
Spin structure functions are often interpreted using sum rules. Most of the spin 
dependent sum rules are related to the first moment of gi{x,Q^),
T i { Q ^ ) = [  gi{x,Q'^)dx, (68)
Jo
which is sensitive to the spin fraction carried by quarks. In the widely used definition 
of F i, the elastic contribution is often excluded from the upper lim it of the integral. 
In this section the evolution of F i and the various sum rules that are related to 
F1 w ill be discussed.
2.5.1 Sum R ules at K inem atic End Points
Since i t  was discovered that the nucleon is not an elementary particle, much effort has 
been devoted to explaining the nucleon spin in terms of its constituents. The main 
sources that can contribute to the spin of a fast moving nucleon are the intrinsic 
angular momentum (spins) carried by quarks and gluons and the orbital angular 
momentum carried by these constituents. Angular momentum conservation requires,
-A S  +  A G +  <  Lz > =  (69)
where AS , A G  and are the contributions from the net quark spin, the net gluon 
spin and the orbital angular momentum, respectively.
A t large A S  can be extracted using the first moment of gi{x, along w ith  
the known values of nucleon and hyperon beta decay constants. To leading order in 
the quark parton model, F i can be w ritten as,
!o L  (70)
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Using isospin symmetry, which requires that,
Aup =  Adn =  A m , (71)
Adp =  Am„ =  Ad, (72)
Asp =  A s„ =  As, (73)
(74)
r ;  =  s f =  i  ( i A «  +  + jA s )  , (75)
r? =  g't{x)dx =  i  Q a u  +  ^ Arf + jA s )  , (76)
where Ag* =  Jq Aqi(x)dx  is the fraction of the proton spin carried by the quark flavor 
Qi. The net quark spin, AE , is given by,
A E  =  [  d x ^ A q { x )  — A u  +  Ad  +  As. (77)
Jo
A E  cannot be extracted from DIS data alone. One must use the SU(6) flavor sym­
metry as well as the weak decay constants F and D, which are constrained by the 
hyperon and neutron beta decay measurements. The nucleon axial charges mq, 03 
and as are related to F, D  and A E  by the relations.
Mo =  A m  - |-  A o? -t- As =  AE, (78)
Os =  A m  — Ad =  F  +  D,  (79)
as =  A m  -I- A d — 2As =  SF — D.  (80)
By combining equations (75), (76), (79) and (80) we obtain,
r ;  =  i [ 9 F - Z 5  +  6As|,
r? =  A  [6F -  475 +  6As]. (81)
1 8
B y  s o l v i n g  e q u a t io n s  ( 7 9 ) ,  ( 8 0 )  a n d  ( 8 1 )  f o r  A m , A d  a n d  A s  t h e  t o t a l  c o n t r i b u t i o n  
t o  t h e  n u c le o n ’ s  s p in  f r o m  t h e  q u a r k  s p in  c a n  b e  o b t a i n e d  [3 ] :
A E  =  0.31 ±0.10.
Therefore, the rest of the spin of the nucleon resides either in gluons or in the orbital 
angular momentum of the nucleon constituents.
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The Bjorken sum rule [2], which was derived using quark current algebra and 
isospin symmetry, is a fundamental sum rule and has been verified at the level of 
10% accuracy. In its original form it  relates the proton neutron difference of F i to 
the axial coupling constant qa in neutron beta decay by the relation,
pp _  p n  ^  ^
To order in a* the Bjorken sum rule is given by,
(Xb■pP pn   SA
 ^  ^“  6
1 -
7T
- 3 . 6 8 ( ^ )  - 2 0 . 2 ( ^ ) ‘ +  0 ( a / ) .  (83)
The sum rules discussed so far concern the large behavior of Pi. On the other 
hand, at — 0 the slope of F i is constrained by the Gerasimov-Drell-Hearn (GDH) 
sum rule [4]. The GDH sum rule, which is derived using the dispersion relations for 
forward Compton scattering and the low-energy theorem, relates the helicity depen­
dent photoabsorption cross sections a i /2  and (T3/2 to the target anomalous magnetic 
moment of the nucleon k by the relation,
'fth8o;7r2
=  (84)
where Vth is the inelastic threshold. I gdh is related to Pi by,
r  _  ^GDH _
8M 2’  ^ ^
which means that P1 must be negative and have a negative slope before turning over 
to become positive in the deep inelastic scattering region. This has sparked a large 
interest in measuring Pi in the transition region and is the main focus of the E G l 
experiment at CLAS at Jefferson lab.
2.5.2 Generalized Sum R ules for Pi
In the previous section sum rules related to Pi(Q^) at the two kinematic end points 
were discussed. A  theoretical tool to extend those sum rules to fin ite has been 
suggested by Ji and Osborne [7].
Consider the time ordered forward virtual-photon Compton tensor (Fig. 16),
=  i  I  I T J f^ {^ ) r {0 )  I PS).  (86)
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FIG. 16. Forward virtua l Compton scattering amplitude.
Using Lorentz symmetry, parity and time-reversal invariance, the spin dependent 
part of T^'' can be expressed as,
q, S) =  [SpSiiiy, Q^) +  [MvSp -  S.qPp) S^iu, Q^)] , (87)
where 5 i,2( '^, are the spin-dependent Compton amplitudes. Since the GDH sum 
rule can be derived from dispersion relations for the Compton amplitude Si at Q'  ^ =  0, 
the authors use the same dispersion relations at nonzero to obtain,
8
S i(o ,Q ^) =  g i{x ,Q ‘ )dx. (88)
The upper lim it of the integral includes the elastic contribution. The important 
feature of this equation is that the right side of the equation (88) is hard to calculate 
but it  can be measured experimentally while the left side of the equation is d ifficu lt 
to measure but i t  can be calculated theoretically. Therefore theoretical calculations 
for Si can be experimentally tested by measuring gi{x,Q^).
Si{0,Q'^) in the parton description
In the parton description Si can be formalized in the OPE in which the moments 
are expanded in powers of 1/Q^,
t = 2 .
,2\C -2)/2’ (89)
where r  is the twist. The coefficients can be expanded as a perturbation series
in the strong coupling constant Oj. Since the application of OPE requires summing
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FIG. 17. The plot shows higher tw ist calculations done by Ji and Melnitchouk [36] 
for Ff. The squares are the inelastic contribution measured in the E143 experiment 
and the dashed line shows the elastic contribution to F i calculated using nucleon 
form factors. The two solid lines show the upper and lower lim it of the twist-2 
part calculated using pQCD up to 0{a^) .  The solid circles show the higher-twist 
contribution.
over all final hadronic states, the definition of the first moment in OPE requires the 
inclusion of elastic components. To obtain Fi((2^), the elastic contribution has to be 
subtracted,
F i(g2 ) =  r (Q 2 )_ p '(Q 2 )  (go)
The elastic contribution F®*(Q^) can be easily calculated using the known values of 
electric and magnetic form factors Ge and Gm ,
Ge {Q^) {Ge {Q‘^ ) +  pGm {Q^)) (91)
2(1 +  p)
where p =  A study of the physical scale parameter that controls the tw ist
expansion, the average parton transverse momentum in the nucleon, shows that the 
OPE gives a good approximation to F i(g ^ ) down to ~  0.5 GeV^.
The leading tw ist term P2 {Q^) has been calculated in pQCD using the measured 
values for uq, and a^. However higher tw ist terms are not yet precisely determined 
due to lack of data in the small region. Evaluation of the term using existing 
world data (Fig. 17) has been performed in by Ji and Melnitchouk [36] but the
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authors stressed the need for data in the low region in order to obtain accurate 
results.
S'i(0,Q^) in  th e  ha d ro n  d e sc rip tio n
In the hadron description chiral perturbation theory (yPT), the effective low-energy 
theory of the strong interaction, can be used to understand r i(Q ^ ) in the region 
0 to 0.1 GeV^. xP T  is based on chiral symmetry properties of QCD and the effective 
field theory. In an ideal case where quarks are massless, the QCD Lagrangian is 
considered to be chiral symmetric, meaning right or left handed quarks w ill retain 
their handedness. However this exact chiral invariance is spontaneously broken by 
small quark mass terms allowing left and right handed quarks to mix, inducing 
very light pseudo-Coldstone bosons, which are much lighter than their hadronic 
counterparts. This allows one to make corrections to the chiral symmetry predictions 
of hadronic observables at small energy-momenta in a perturbative manner via an 
effective field theory-xPT.
Since the common definition of Fi((5^) does not include the elastic contribution, 
the authors [7] use a subtracted version of in the low region,
S,{0,Q'^) =  5 i(0,Q 2) -  St{0,Q^),  (92)
where is the elastic contribution. Si{0 ,Q'^) can be expanded around Q'  ^ —
0 ;
=  S ,(0 ,Q ") =  ~  +  S i(0 ,0 )« "  +  jS i'(0 ,0 )Q ‘  + ........ , (93)
where S\ can be expanded in chiral perturbation theory in a power series of pion 
mass m.jt,
51(0,0) =  - ^  -f {logim^) +  ^) + ..... (94)
^7T ^•K
The leading chiral contribution (Fig. 18) calculated in heavy baryon chiral pertur­
bation theory (H BxPT) [7] yields a =  0. Therefore, to leading order 5 i(0 , Q^) is 
independent. However calculations at next-to-leading order in momenta, O(p^), 
show a strong dependence [37],
2M2p?(Q") =  +  6.85Q^ + ...... ,
+  5.54Q4   (95)
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FIG. 18. One-loop diagrams which contribute to %PT calculations (leading order).
Transition region
There is a small region of from 0.1 to ~  0.5 GeV^ in which we s till do not have 
a firm  theoretical understanding. This is the region where the transition between 
parton and hadron degrees of freedom happens. However Ji and Osborne [7] point 
out that the forward virtual-photon Compton tensor can be transformed into Eu­
clidian space making i t  possible to calcnlate Si in lattice QCD. Nevertheless, lattice 
QCD, in which the space time continuum is replaced w ith  a hypercubic lattice by 
restricting qnarks and gauge fields to the lattice nodes, uses numerical methods to 
do calculations and requires large computing power making it  somewhat time con­
suming. Therefore, we s till do not have any theoretical predictions in this region. 
There is also the possibility of using some extension of the higher tw ist expansion and 
xP T  w ith  appropriate higher order terms to close the gap between the two regions
[7].
2.5.3 Phenom enological M odels
As shown in the previous section, there are some kinematic regions where we s till do 
not have a good theoretical understanding. Becanse of tha t there are some attempts 
to model Pi in the resonance region. In this section two models w ith  which we 
compare our results w ill be discussed.
M odel by Burkert and lofFe
The model by Burkert and Ioffe [6] is a combination of resonance contributions and 
a 1/Q^ parameterization;
2 M^
-P i(g " )  =  I g d h {Q^) =  +  I \ Q %  (96)
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where is the resonance contribution which is modeled up to VK =  1.8 GeV
using meson electroproduction data. The integral I g d h {Q ^)  at small is mostly 
saturated by contributions from low-lying resonant states and the resonance con­
tribu tion  decreases rapidly w ith  increasing The second term, has the
following parameterization,
2Tias (97)
where T“* =  r i(Q ^  oo) has been used as a constraining parameter at large Q'  ^
and fi, which characterizes the scale of the variation, is the p (or u)  mass. The 
variable c is then determined by using the GDH sum rule at =  0,
1 o7(0) =  / r ( 0) +  /KO) =
which gives.
c =  1 -1- -k2 +  7""*(0)
(98)
(a) (b)
FIG. 19. Diagrams representing formulations of the VDM. (a) Direct coupling of the 
photon to the hadron, (b) Coupling of the photon to the hadron through a vector 
meson v.
The authors argue that the two terms in the parameterization for can be
explained using the Vector Dominance Model (VDM ). VDM  assumes that the photon 
couples to the hadron by fluctuating into a vector meson w ith  the same quantum 
numbers as the photon. The authors point out tha t the second term in equation (97) 
can be explained using diagrams in which the photon couples to the hadron through 
vector mesons (Fig. 19b) and the first term corresponds to cases where one of the 
photons couples directly to the hadron and the second photon couples to the hadron
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through a vector meson (Fig. 19a and 19b). However i t  is im portant to point out 
that the constants in equation (97) have not been calculated using the VDM . The 
predictions for F i by Burkert and Ioffe is shown for the deuteron in Fig. 20.
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FIG. 20. Predictions for Tf. Details of each curve are given in the text. Previous 
CLAS data [40] and SLAG E143 [3] data are also plotted.
M odel by Soffer and Teryaev
The model by Soffer and Teryaev [38] is an interpolation of the integral F i+2(Q^) — 
P i(g 2) +  r 2(Q2), where
P2(Q^) =  [  g2{x,Q^)dx.
Jo
As Q'  ^ — > oo, P2 is given by the well known Burkhardt-Cottingham sum rule,
[  g2{x)dx = 0 .
Jo
Therefore at large the sole contribution to Pi+2(Q^) comes from the asymptotic 
value of Pi which is known from previous experiments. The dependence of P2 is 
given by the Schwinger sum rule,
- ^ T 2 (Q ) =  h { Q  ) =  - ^ G m {Q  ) ------— ’
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where i i  is the nucleon magnetic moment and Ge and Gm  are nucleon electric and 
magnetic form factors. A t — 0 h  can be obtained from / 2(G) =  -— ^----  [38],
and /i(0 )  is given by the GDH sum rule. Therefore we obtain / i+ 2(0) =  —  which 
is positive. Since I 1+2 is known at =  0 and at large Q‘^  the authors use a simple 
parameterization in the intermediate region. Then r i(Q ^ ) can be easily deduced 
from r i(Q ^ ) =  r i+ 2(<5^) — F2(Q^). The main advantage of using F i_|-2 instead of F i 
is that F i+2 is positive at =  0 and at large which makes the parameterization 
much smoother since i t  avoids a sign change in the intermediate region as required 
by F i (Fig. 20). Unfortunately, the extension of this model to the neutron is not 
straightforward since 7i+2(0) =  0 in this case.
2.6 D E U T E R O N  AS A P R O T O N +N E U T R O N  TARG ET
2.6.1 D State Correction
L  = 2 D state
s = - i
20
+ i -  
20
s =1
L  = 0 S state
s =1
FIG. 21. Spin of the deuteron as a combination of the proton and the neutron spin. 
The two possible angular momentum states L  =  0 and L  =  2 are shown. The z 
projection of the angular momentum for each L  =  2 configuration found in Eq. (99).
The formalism explained so far describes photon absorption on a free nucleon. 
However this work is based on scattering from a deuteron target which is a bound 
state of a proton and a neutron. The deuteron is a particle w ith  to ta l angular 
momentum J  — 1, +  parity and the spin S =  1. Therefore the deuteron can have 
orbital angular momentum is zero (S state) or two (D state). In the S state,
\ J  =  1-,J, =  1 ) = \ L  =  0 , U  =  0 ) \ S = 1 , S ,  =  1).
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Therefore, in this state the spin of the proton and the neutron are aligned w ith  the
deuteron spin. However in the D state z projection of the spin is not always aligned
w ith  the to ta l angular momentum,
1 J  =  1; J , =  1) =  ^  I L  =  2; L , =  2) 1 5  =  1; 5 , =  -1 )
- y j | L  =  2; L ,  =  l ) | 5  =  l ; 5 ,  =  0)
+ ^ \ L  =  2 -L , =  0 ) \ S = l - , S ,  =  l ) .  (99)
Therefore, for the D state, the following three situations have to be considered:
•  The case where both nucleon spins are aligned w ith  the deuteron spin which 
has a probability of 1/ 10.
•  The case where both nucleon spins have spin opposite to the deuteron spin, 
which has a probability of 3/5.
•  The case where one of the nucleon spins is aligned and the other one is an- 
tialigned w ith  the deuteron spin which has a probability of 3/10.
The probability of finding the deuteron in the D state, uid, is approximately 0.056. 
Therefore the probability of finding a nucleon w ith  spin down is +  | )  =  fwd-
I f  Fermi smearing and binding effects are ignored, the following relations between 
the deuteron and nucleon cross sections can be obtained,
+  \^dCTN, (100)
( l  -  (101)
where the first arrow indicates the lepton beam helicity and the second arrow the 
spin direction of the target. The nucleon cross section is given by,
<7jv =  ^((Jp+ fr„). (102)
When substituted into equation (26) we obtain.
By replacing the cross sections w ith  the corresponding F2 we obtain,
1 +  F ^ { x ) /F i { x )  ^
Sim ilarly gf can be written as,
g^{x,Q^) =  (1 -  [9 i { x , Q^) +  g i ( x , Q^)] . (105)
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2 .6.2 N uclear-binding Effects
In addition to the D state correction explained above the extraction o f neutron results 
from the deuteron requires correction for nuclear binding effects in the deuteron. An 
overview of some of those corrections is given in the following section.
•  EM C eflfect : This effect takes into account the distortion of the structure 
of a free-nucleon by a nuclear medium. This correction is usually observed 
as the deviation of the ratio vemc — from unity. Here a a is the per-
nucleon cross section of a nucleus, which has an atomic number (A) greater 
than two, and od is the per nucleon cross section for a deuteron. This effect 
was first observed in lepton scattering cross sections for iron and deuterium by 
the European Muon Collaboration (EMC) [39].
• Fermi m otion : This correction arises due to the fact that the bound nucleons 
are moving inside the nucleus and thus have a momentum distribution relative 
to the center-of-mass energy of the nucleus. This causes the center-of-mass 
energy seen by the constituent nucleons to shift by a “Doppler effect.” In 
the kinematic regions where the free nucleon cross sections are strongly energy 
dependent (low large x), this effect becomes large causing a smearing effect 
in cross sections.
•  B inding (off-shelf) effects : The proton and neutron inside the deuteron are 
bound together w ith  a binding energy of 2.2 MeV. Therefore the mass of the 
deuteron (M^) can be w ritten in terms of the masses of the proton (Mp) and 
neutron (M „) as,
Md =  Mp +  Mn -  2.2 MeV, (106)
which means that both nucleons cannot be on the mass shell at the same 
time. Therefore a correction has to be made to take into account the photon 
interaction w ith  an off shell nucleon.
• N on-nucleonic d .o .f : There are also effects from pions and A  in the deuteron 
wave function plus potentially exotic effects such as six quark bags.
These effects make a direct extraction of A " or from equations (103) and (105) 
challenging and somewhat model dependent.
The existing CLAS deuteron data (part of the E G la  experiment) [40] are the 
highest resolution spin structure data, for the deuteron, in the resonance region to
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FIG. 22. Kinematic coverage of the E G la  data [40] and the E G lb  data. Details are 
in the text.
date. However, as can be seen from Fig. 20 the precision of the data is not good 
enough to make accurate conclusions. The second part of the same experiment known 
as EG lb, which is the main focus of this thesis, has taken ten times more data in the 
same kinematic region and also has a wider kinematic coverage both towards smaller 
and larger Q"^  values (Fig. 22). The focus of this work is on measuring Ai ,  gi and 
F i for the deuteron. In this thesis, data covering a range from 0.05 GeV^ to 4.2 
GeV^, based on data taken at the beam energies 1.x GeV and b.x GeV {x stands for 
slightly different beam energies) w ill be discussed. These measurements complement 
the data at the photoabsorption point and in the deep inelastic scattering region. 
This opens up the possibility of studying the transition from hadronic to quark 
degrees of freedom over a wide range of . Details of the experiment are presented 
in the next chapter.
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CHAPTER 3 
EXPERIMENTAL SETUP
The E G l experiment took place at the Thomas Jefferson National Accelerator Facil­
ity  (TJNAF), where the Continuous Electron Beam Accelerator Facility (CFBAF) 
delivers beam to three experimental halls. The F G l experiment took place in exper­
imental Hall B, which houses the CFBAF Large Acceptance Spectrometer (CLAS). 
The experiment was designed to probe the spin structure of the nucleons, the pro­
ton and the neutron, at low to moderate values. Therefore in addition to the 
CLAS, a polarized target was also required. In this chapter, a brief overview of all 
the equipments used in the experiment w ill be discussed.
3.1 THE ACCELERATOR AND THE POLARIZED BEAM
I I  ■
“  AI a
a
=
i O
Recirculation 
Arcs0.4-GeV Linac 
(20 Cryomodules)
0.4-GeV Linac 
(20 Cryomodules)H e lium
R efrig e ra to r
Extraction
Elements
45-MeV Injector 
(2 1/4 Cryomodules)
E n d < ^  «  
Stations
FIG. 23. The Thomas Jefferson National Accelerator Facility.
The CFBAF is composed of two linear accelerators (linacs), five sets of recircu­
lating arcs and a 45 MeV injector. The beam can travel through the two linacs up to 
five times before delivery to the three experimental halls. The accelerator is capable 
of providing different beam energies to the three experimental halls simultaneously. 
I t  can provide beam energies between 800 MeV and 5.8 CeV (there are plans for a
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future upgrade to 12 GeV). I t  is designed to probe the structure of the nucleon and 
the nucleus over a large range o f encompassing the quark and parton degrees of 
freedom.
The layout of the accelerator is shown in Fig. 23. The beam begins at the 
injector. The linacs are made of superconducting radio-frequency (SRF) cavities. 
In to ta l 338 SRF cavities were used to build the linacs. Each of these cavities is 
grouped into 8, to make a cryomodule. A ll cryomodules are held in a 2 K  helium 
bath, which keeps the accelerator cavities superconducting. Cavities are operated 
by injecting an oscillating electromagnetic field such that the electron always sees a 
net positive charge in front of i t  (Fig. 24) which forces the electrons to accelerate
continuously throughout the cavity. The two linacs are connected to two 180° arc
e € c
•  •  •
FIG. 24. Charge distribution in the RF cavities at one instant. When the electron 
moves forward the oscillating electromagnetic field induces a positive charge in front 
of the electron thereby accelerating i t  continuously when i t  is traveling in the cavity.
sections so that the beam can be accelerated up to five times through the two linacs 
before i t  is delivered to the three experimental halls. The energy and the phase of 
the cavities are identical in the two linacs. To bend the beam and keep i t  focused 
as it  passes through the arcs, several quadrupole and dipole magnets are used. The 
beam, accelerated to the required beam energy, is chopped and every th ird  pulse is 
delivered to each experimental hall. These bunches have a relative phase of 120° and 
a bunch length of 1.7 ps.
Depending upon the experiment, the electrons can be generated either in a po­
larized state from a DC photo-emission gun using a cathode, or in an unpolarized 
state from a thermonic gun. The polarized electron source consists of layers of GaAs 
combinations in which pure GaAs is grown on top of GaAso.72Po.28 and some other 
combinations of GaAs. Using a GaAs combination has been used to successfully 
increase the polarization over pure GaAs. The emission of electrons from a semicon­
ductor material can be divided into three steps.
1. C ircularly polarized photons are absorbed by the material.
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2. The high concentration of electrons that are in the valence band are moved to 
the surface.
3. The electrons are emitted from the surface.
The circularly polarized light, which is directed on to the cathode, is produced by 
sending the laser light through a Pockels cell, which is an electro-optical crystal that 
converts linearly polarized light to circularly polarized light. The helicity of the 
directed light can be varied by changing the voltage of the Pockels cell, which can be 
used to change the helicity o f the emitted electrons. The energy level diagram and 
transition probabilities of a strained-lattice GaAs cathode is given in Fig. 25. When 
the proper thickness of GaAs is grown on top of G a A s o . 7 2 P o . 2 8  the resulting strain 
induces a  gap in the P3/2 energy levels, whereas all the energy levels are degenerate 
in a pure GaAs cathode. Therefore, i f  the cathode is illum inated w ith  circularly 
polarized laser light w ith  energy between Eg and Eg -h S, the electrons from the 
energy level P3/2, mj — -1-3/2 excite into the conduction band and subsequently 
escape into the surrounding vacuum. However, because of the energy gap, 6 , the 
electrons from the P3/2, rrij =  +1/2 energy level are not excited by the laser light. 
Therefore in principle one can achieve a beam polarization of 100%.
Conduction
B and
Valence
B and
m  . = -1 /2
P 3/2
m . = -3 /2
1/2
+3/2
- 1/2 + 1/2
= - 1/2 1/2
FIG. 25. The energy level diagrams for GaAs grown on a combination of GaAs. 
Details are in the text.
The spin orientation of the injected electrons are controlled by a Wien F ilter, 
which consists of electric and magnetic fields that are transverse to the direction 
of motion o f the electron. The resulting polarization was measured using a M o tt 
polarimeter. However the beam polarization was also frequently measured once it
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entered the experimental hall using a Moller polarimeter, which w ill be discussed in 
detail in section 3.2.
3.2 HALL B BE A M  LINE DEVICES
Most of the beam line devices, which includes the harp, beam position monitors, 
Moller polarimeter and Faraday cup, are used to steer the beam and to monitor the 
quality of the beam that is delivered to the hall. In this section a very brief overview 
of some of these devices is discussed.
Electron beam  position m onitors
Continuous monitoring of the beam delivered to Hall B is done by three beam position 
monitoring devices (BPMs) that are located 36.0 m, 24.6 m and 8.2 m upstream of 
the Hall B spectrometer, CLAS. These BPMs provide the position and the intensity 
of the beam at the above mentioned positions and are read at a rate of 1 Hz.
Beam  profile and quality monitors: Harps
The Harp is a system of th in  wires which measures the beam position in the x  and y 
direction. This is performed by moving the wires through the beam w ith  the use o f a 
stepper motor and by measuring the Cerenkov light produced by scattered electrons 
in photomultiplier tubes (Fig. 26). These measurements are very useful in tuning 
the beam after major changes are made. Since the beam has to be intercepted, a 
Harp scan can be only done when the data taking is not in progress.
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FIG. 26. The X  profile of the beam obtained using a Harp scan [41].
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The Faraday Cup
The Faraday cup enables precise measurements of the integrated beam charge, which 
is used in determining the flux of the beam. By gating the Faraday cup signal on 
the beam helicity i t  is possible to measure the beam charge asymmetry, which arises 
when there is more current in one helicity state than another.
M oller polarim eter
Target
chamber
Low Energy: focusing 
High energy: defocusing
TOP V IE W
always defocusing
Quadrupole
70 cm
Quadrupole
luMin pipe
particle 
exit flange
detector
f
37.5 cm
t
15.6 cm
Effective  fie ld  reg ion ' 
7.0 m ---------
■ 25 cm
FIG. 27. A  view from the top of the Hall B Moller polarimeter [41].
The Moller polarimeter is designed to measure the beam polarization. The statis­
tical uncertainty of a Moller measurement, which runs for about 30 minutes, is about 
1%. The polarization is measured by scattering polarized electrons in the beam off 
polarized atomic electrons in the target foil. The interaction between the beam and 
the target depends on the polarization of both the beam, P* and the target, P*.
da
o?Q
oc 1 + Y, (107)
1 ;J = X ,y ,Z
where Pi are the components of the electron polarization on the x, y and z axis and 
Ai j  are asymmetry parameters, which depend on the scattering angle in the center 
of mass (CM) frame, 0cm- I f  we consider only the electrons scattered at 6cm — 90° 
and further assume the electron beam is in the z direction and the scattering occurs 
in the X Z  plane, the asymmetry parameters A^x, Ayy and A^^,
sirAOcM-A,
- A , ,  =
(3 +  cos^6c m P ’
(7 -I- cos‘^ 0cM )sin ‘^ 0,c m
(3 -I- cos^Oc m Y
(108)
(1 0 9 )
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are maximum and the other asymmetry parameters are negligible. Therefore, w ith  
the precise knowledge of the target polarization parameter on the three axes, the 
polarization of the beam can be extracted.
The Hall B Moller polarimeter which is shown in Fig. 27, consists of a target 
chamber, two quadrupole magnets and two detectors. The target, which is a foil, is 
magnetized using a coil system. The two quadrupoles are used for separating the 
scattered electrons from the unscattered beam. The two detectors are located down­
stream of the target. The number of coincidences from the two detectors is recorded 
for each helicity state and is used to calculate the asymmetry, which subsequently is 
used to determine the beam polarization.
During the E G l running period the beam polarization was frequently measured 
using the Moller polarimeter and was between 60% and 80%.
3.3 THE CLAS
100 cm
I-------- 1
DC: Drift Chamber 
CC: Cerenkov CounteT*
SC: Scintillation Counter 
EC: Electromagnetic Calorimeter
FIG. 28. A cutaway view of the CLAS. The beam direction is out of the page.
The GLAS located in experimental Hall B, has a toroidal magnetic field produced 
by six superconducting coils. The superconducting coils separate the detector into 
six wedge-shaped sectors, each of which covers approximately 60° of the sphere. Each
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sector contains D rift Chambers (DC) for tracking charged particles, Cerenkov Coun­
ters (CC) to separate electrons from pions, Scintillation Counters (SC) for determin­
ing particle flight time and Electromagnetic Calorimeters (EC) to identify electrons 
and neutral particles. The CLAS is designed to detect particles in the range 8° to 
140° in the polar angle w ith  up to 80% coverage in the azimuthal angle. Because 
of its large acceptance CLAS is well suited for experiments that require detection 
of m u lti particle final states and also can be used to run several experiments at the 
same time. Fig. 28 illustrates the overall layout of the detector. In this section a 
brief overview of each of these CLAS subsystems w ill be discussed.
3.3.1 The Torus M agnet
The torus magnet consists of six superconducting coils arranged around the electron 
beam line. I t  generates a magnetic field, w ith  main field components in the (f> d i­
rection, that circles the beam line. This magnetic field allows one to measure the 
particle’s momentum by inducing a curvature, which depends on the charge and the 
momentum of the particle, on its path. In addition to this, the cryostat holding the 
coils also serves as a support structure to hold the other detector packages around 
the beam line.
100 G
300 G
2 0  kG
-300 -200 0 200 300
FIG. 29. Constant magnetic field contours for the CLAS torus at a current setting 
of 3860 A  [41].
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4 8
3.3.2 Drift Chambers
The d rift chambers (DC) [42] in each sector are separated into three regions. Region 
one is in a low magnetic field and is the closest to the target. Region two is situated 
in between the torus magnet coils. Region three is the largest and is located outside 
the magnet coils. The relative position of the three regions are shown in Fig. 30.
Region 3 {
Region 1
o ;- beam
Region
FIG. 30. Midplane slice of the CLAS, showing the region one, two and three DCs 
and other detectors [42].
Each region has two superlayers. A  single superlayer consists of six layers of 
d rift cells, except for superlayer one which has only four layers. A  charged particle 
originating from the target would therefore cross 34 layers of d rift cells. Each cell 
has six field (cathode) wires surrounding one sense (anode) wire and has a hexagonal 
shape. The hexagonal shape has been chosen since i t  provides a good approximation 
to the circular cell in which the d rift time to d rift distance conversion shows m inimal 
dependence on the entrance angle of a particle track. The cell size (radius) increases 
uniform ly from region 1 to region 3 and is 0.7 cm in region 1, 1.5 cm in region 2 and
2.0 cm in region 3.
The three regions are constructed of wires that connect to the endplates, which 
face each other at a 60° angle, in each sector as shown in Fig. 31.
The d rift cells were constructed from 20 ixm. gold plated tungsten sense wires and
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140 fim  aluminum field wires. A ll six sectors are filled w ith  88% argon and 12% 
carbon dioxide gas mixtures. The field wires are kept at a negative potential and the 
sense wires are kept at a positive potential through a high voltage system.
Sector-plateBeamBack-plate
Endplate
Wire direction
Endplate
Gas Window
Circuit board
FIG. 31. One d rift chamber sector showing the wire direction. The beam is from left 
to right.
When a charged particle goes through CLAS it  ionizes the gas and produces 
electron ion pairs. Electrons d rift to the sense wire along the field lines and produce 
a voltage pulse on the sense wire. The signal size depends on the operating voltage, 
the type of gas used, and other effects including the specific ionization of the particle 
track through the chamber.
3.3.3 T im e of Flight Counters
In order to determine the mass of a charged particle the velocity of the particle has to 
be known, in addition to the momentum determined by the DC tracking. The CLAS 
Time of F light (TOF) system [43] provides a high resolution tim ing measurement 
that can be used to calculate the mass of a charged particle. The CLAS Time of 
F light counters consist of 57 scintillators per sector, of which the last 18 are paired 
into nine logical counters ; they are all connected to a photomultiplier tube and 
a light guide at each end. W ith in  a sector these scintillators are mounted in four 
panels as shown in Fig. 32. The “forward-angle” counters, which are the counters 
1-23, cover out to 45° and are 15 cm wide. The remaining scintillators, large-angle 
scintillators, are 22 cm wide. These specific widths were selected to optimize the 
tim ing resolution of a single counter. The length of the counters varies from 30 cm 
to 450 cm. Each scintillator, which has a thickness of 5.08 cm, is positioned in a way
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m
■ Beam-
FIG. 32. Time of flight counters for one sector. I t  is bu ilt in 4 panels which fits the 
CLAS geometry [43].
that it  is perpendicular to a given particle trajectory. Located approximately 5 m 
from the target, the SC are designed to fit in between the Cerenkov counters and the 
calorimeter and cover from 8° to 142° in the polar angle and 100% of the azimuthal 
angle. The tim ing resolution of each counter depends on its length. The forward 
counters have a better resolution than the large angle counters.
3.3.4 Cerenkov Counters
The CLAS Cerenkov Counters (CC) [44], which are positioned between the D rift 
Chamber region 3 and the Time of Flight counters, serve as part of the electron 
trigger and used to separate pions from electrons. I t  covers the region of 9 up to 
45° in the forward direction. This was accomplished by placing light collecting cones 
and photomultiplier tubes in the shadow of the torus magnet and filling  much of the 
available space w ith  mirrors. Each sector is divided into 18 optical segments. Each 
of these segments is again divided into two modules along the symmetry plane of 
each sector, forming 36 optical modules per sector. Each of the modules is designed 
to focus the light in the cj) direction to preserve the information of the polar angle.
Each module consists of an elliptical, a hyperbolic, and a cylindrical m irror for 
focusing and a “W inston” light collection cone to direct light into the photomultiplier 
tube. Since the photomultipliers are located in the fringe field region of the torus 
magnet, each PM T is shielded by a magnetic field, the magnitude of which varies
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as a function of PM T position reaching 70 G at large 9 angles. Since the Cerenkov 
counter is in front of the time of flight detectors and the electromagnetic calorimeters, 
i t  was necessary to keep the weight of the to ta l material used in the construction 
of the CC as small as possible. This was accomplished by using layered Kevlar and 
vinyl foam structures for m irror support. The physics behind the CC lies in the fact
PMT ^  
Magnetic Shield
PMT Sector Centerline
Magnetic Shield
Elliptical Mirror Light Collection 
Cone ' ■
Light C'ollectioii 
Cone
Elliptical M irror
Cerenkov  ^
Radiation'
Cylindrical
Mirror Window
Hyperbolic M irror Hyperbolic M in  or
Electron Track
FIC. 33. A schematic of a Cerenkov segment. An example of an electron track and 
how the light produced is collected by the light collection cone is also shown [41].
that i f  a charged particle traveling in a medium exceeds the speed of light in that 
medium i t  w ill produce Cerenkov light. Therefore for a medium w ith  a refraction 
index n, a particle w ill emit Cerenkov light i f  i t  has a velocity,
c
V >
n
(110)
This Cerenkov light is collected by photomultiplier tubes and provides a signal. The 
medium inside the CC was chosen such that only charged particles which have a 
mass close to the electron mass w ill be fast enough to produce Cerenkov light. A 
gas that matches the above criteria, perfluorobutane (C4F 10), was selected to flll 
the Cerenkov detector. I t  has an index of refraction of 1.00153 at nominal pressure 
and temperature and has excellent light transmission properties. This gas separates 
electrons from pions up to a pion momentum of about 2.7 CeV. However there is a 
small percentage, approximately 1%, of pions that generate Cerenkov light due to 
primary and secondary ionization of the atomic electrons in the gas and structural 
elements even below a momentum of 2.7 CeV.
3.3.5 E lectrom agnetic Calorim eter
The Electromagnetic Calorimeter (EC) [45] is part of the electron trigger. In addition 
it  can also detect neutral particles such as photons at energies above 0.2 CeV, which
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FIG. 34. Exploded view of CLAS electromagnetic calorimeter module for one sector 
[45].
enables the reconstruction of ttq and rj from measurement of 27 decays, and it  detects 
neutrons. The electromagnetic calorimeter covers a polar angles from 8° to 45° and 
80% of the azimuthal angle. Each sector is equipped w ith  a calorimeter which has 
a to ta l thickness of 16 radiation lengths. Each calorimeter is made o f alternating 
layers of 10 mm thick scintillator strips and 2.2 mm thick lead sheets. To f it to the 
hexagonal geometry of the CLAS each of these calorimeter modules was constructed 
in the shape of an equilateral triangle. Each of the scintillator layers is divided into 
36 strips parallel to one of the edges of the triangle. The successive scintillator layers 
are rotated by 120° to form the U, V  and W  plane as shown in Fig. 34. This helps us 
to determine the location of the energy deposition. Each calorimeter, which contains 
13 layers, is further subdivided into an inner stack which has 5 layers and an outer 
stack which has 8 layers. A  single photomultiplier is connected through a fiber optic 
cable to a single strip (1-36), plane (U, V, W ) and a stack (inner, outer). Therefore, 
in to ta l each calorimeter has 216 photomultiplier tubes.
The basic principle behind the EM calorimeter lies in the manner in which parti­
cles deposit energy inside the detector material. When a particle hits the calorimeter
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material i t  deposits energy in the material which leads to light emission in the scin­
tillators, collected by the photomultiplier tubes. There are two primary means of 
depositing energy in the calorimeter, ionization and radiation. Most electrons lose 
all their energy through radiation and subsequent showering of e'^e~ pairs, while 
heavier particles, such as pions, are minimum ionizing and deposit much less energy 
(2 M eV/g/cm ^). This unique characteristic of the EC helps in subsequent particle 
identification. In general, about 27% of the energy deposited in the EC is detected 
by the scintillators, the rest is absorbed by the layers of lead.
3.4 PO LARIZED TARG ET
The polarized target materials used in the E G l experiment were frozen NH3 and 
ND3. In addition to the two polarized targets ^^C, ^He and targets were also 
used. The deuteron and proton nucleons were polarized using a technique called 
Dynamic Nuclear Polarization (DNP). The targets were placed in a 5 T  magnetic 
field and 1 K  liquid He bath. A nuclear Magnetic Resonance (NMR) system was 
used to monitor the polarization in addition to continuous offline calculation of target 
polarization using the data. In this section, an overview of the target, the theory 
behind DNP and how NM R was used to measure the polarization w ill be discussed.
3.4.1 The Target System
The polarized target was designed to fit inside the CLAS (Fig. 35), where the effects 
of the torus magnetic field are minimal. The target consisted of several subsystems,
•  A  pair of superconducting Helmholtz coils, which produced a uniform 5 T  
magnetic field at the location of the target cell. The magnet was kept at a 
temperature of 4.2 K  through a liquid helium reservoir tha t was located outside 
the CLAS.
•  A refrigeration system to keep the target material at 1 K. This system used an 
evaporation refrigerator.
•  A  target insert. The insert shown in Fig. 36 consisted of an aluminum structure 
and four target cells which contained the target materials. Each cell was 10 
mm in length and 15 mm in diameter. In addition each target cell was sealed 
using a th in  aluminum foil on the entrance window and a kapton fo il on the
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FIG. 35. A  side-view of the E G l polarized target system [46].
exit window. The insert was connected to a stepping motor, which was used to 
switch the targets mechanically. The NM R coils, which were used to monitor 
the polarization, were placed outside the N D 3  and N H 3  cell walls. Tempera­
ture sensors were placed on the insert to monitor the condition of the target 
materials.
•  A  NM R system. The NM R system consisted of a resonant LRG circuit. More 
details about the NM R measurements w ill be discussed in the section 3.4.4.
The entire target system was bu ilt so that scattered particles could exit in a 
forward cone of 50° or perpendicular to the beam from 75° to 105° in the azimuthal 
angle. A  more detailed overview of the E G l target system is given in [46].
3.4.2 Polarized Target M aterials
The polarized target materials used in the E G l experiment were ^®NH3 and ^®ND3. 
These materials were chosen for several reasons,
•  Both these materials have a high percentage of polarizable nucleons, 16.7% for 
i®NH3 and 28.6% for ^^NDg.
•  They show a high resistance to radiation damage.
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FIG. 36. A schematic of the target insert used during the E G l run. The NM R coils 
are not shown [46].
•  Since the spin of the is carried by a single valence proton, asymmetries due 
to the polarization of are well understood and easier to take into account.
Gaseous ammonia was frozen and then was crushed into small beads to make the 
target. Small beads were used to prevent overheating of the target.
3.4.3 D ynam ic N uclear Polarization
When a material is placed in a magnetic field unpaired electron and nuclear spins 
tend to align themselves in the direction of the magnetic field due to interactions 
between the magnetic moments, /r, and the magnetic field. The magnetic moment 
itself depends on the spin, 5, of the particle and for an electron i t  is given by.
and for a nucleon i t  is given by.
IX =  giXeS,
H =  g/XNS,
(111)
(1 1 2 )
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
56
where fig and are the Bohr magneton and the nuclear magneton and the factor 
g is the g-factor of the particle. The polarization is a measure of this alignment of 
nuclear spins. For a nucleus w ith  spin J, the nuclear polarization, P, is given by,
p .  =
where iVj is the to ta l number of nuclei, w ith  spin projection along the axis of the 
magnetic field. The sum is over the 2 J  + 1 orientations of the spin along the direction 
of the magnetic field, which is considered here as the 2 axis. The polarization P  
depends on the magnetic field intensity, B, and the spin temperature of the system, 
T . Therefore the polarization of a spin 1/2 particle, P1/2, is given by,
^  t a n h ^ ,  (114)
N i /2  +  .^ - 1/2 kT
and for a spin 1 particle. P i, the polarization is given by,
^  N i -  AT_i ^  4 ta n h ^
'  iV i  +  iVo +  i V _ i  S +  t a n h ^ ^ ’  ^ ’
where k is the Boltzmann’s constant. For temperatures and magnetic fields that 
can be physically achieved, the polarization attainable for a spin 1 or a spin 1/2 
nucleus stays below 1%. However under the same conditions the electrons can have 
a polarization of 99%.
Dynamic Nuclear Polarization (DNP) is used to increase these low polarizations 
enormously. To use DNP the target material has to be doped w ith  paramagnetic 
impurities, usually in the form of unpaired electrons at a relatively low concentration 
(~  10“ ^). These impurities can be included into the material either by introducing 
chemicals or irradiating the material. The E G l target materials were doped using 
either the 20 MeV electron beam of the Stanford University SUNSHINE facility  or 
the 38 MeV electron beam of the TJN AF Free Electron Laser while keeping the 
material at a temperature close to 80 K. On average 10^  ^electrons/cm^ were applied 
to the target materials.
To understand the principle behind DNP, lets consider the Hamiltonian of a 
system of free electrons and a spin 1/2 nucleon placed in a magnetic field,
H  =  H q — jpg • B  — fpN • B  +  Hss- (116)
The term H q is the free Hamiltonian for the electrons and the nucleon. The second 
term describes the interaction between the electron and the magnetic field while the
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th ird  term describes the interaction between the nucleon and the magnetic field. 
The final term arises due to dipole-dipole interactions between the electron and the 
nucleon. The effects of Hgs on the free Hamiltonian is relatively small compared to 
the second and the th ird  term. Therefore the eigen states of H  can first be calculated 
by treating — • 5  — H as a perturbation to the free Hamiltonian. Fig. 37 shows
N M R  
T ransition  
!++>
EPR
T ransition
l^>
E PR
T ransition
electron , B 
in teractions
nucleon , B 
in teractions
N M R
T ransition
FIG. 37. The energy level diagram of a spin 1/2 nucleon electron system that is 
placed in a magnetic field. Details are given in the text.
the sp litting of energy levels, known as the Zeeman effect, due to this perturbation.
There are four states: | H— ), | ----- ), | +  + ) and | — h), where the first sign indicates
the nucleon spin direction and the second sign indicates the electron spin direction.
The transitions | — I") I +  + ) and | -----) —^ | H— ) are due to the nucleon spin flip,
NMR transitions, and the transitions | — H) —> | ----- ) and | +  + } —> | -I— ) are due
to electron spin flip, EPR (Electron Paramagnetic Resonance) transitions. However,
transitions | +  + ) —> | ----- ) and | — I") — i H— ) cannot occur since that requires
flipping both the nucleon and the electron spin and are forbidden due to the dipole 
selection rules. The Hgs term can be treated as a perturbation to the Hamiltonian, 
Ho — [Te • B  — fTn ■ B . The Hgs causes m ixing of the energy levels due to the flrst 
perturbation (Fig. 38),
|1) =  a\ +  + ) +  b\ ~  +)) (117)
|2) =  a| +  - ) + b \ (118)
|3) =  a\ - + )  +  b*\ +  +)5 (119)
|4) =  a| -  - )  +  b*\ +  ->■ (120)
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However in all the above cases the term a w l  and the term 6 w 0 making it  very sim-
 S > ______
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to lattice
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/
>
Magnetic
Field
FIG. 38. The transition between energy levels that are used in DNP.
ilar to simple Zeeman sp litting given in Fig. 37. I f  photons o f the correct frequency, 
ui =  {ne — iJ,n)B/h and 1/2 =  +  /h^ are directed on the material the forbidden
transitions |4) |1) and |2) —> |3) w ill occur. For the E G l experiment microwaves
were used to induce these transitions. The relaxation time for electrons is small, 
~  10~^ s, so almost all the electrons w ill relax back to the lower energy state (Fig. 
38) very quickly and can be used to flip the spin of additional nucleons. However, 
since the relaxation time of the nucleons is much larger, ~  10  ^s, nucleons near a free 
electron w ill populate one spin state. The direction of the to ta l polarization can be 
selected by choosing the appropriate frequency i>i or V2 . This method of improving 
the nuclear polarization by transferring the high polarization of the electrons to the 
nucleon is known as DNP.
3.4,4 M onitoring the Target Polarization
A Nuclear Magnetic Resonance (NMR) system was used to monitor the polariza­
tion of the E G l target. As described in the previous section the spin of the target 
nucleons were aligned in a preferred direction by applying a magnetic fleld B, which 
causes the energy levels to split. In addition, the spins of the nucleons process about 
the direction of the applied B  fleld because the nucleon undergoes a torque of the 
form, I7L  X B\, where 7 is the gyromagnetic ratio and L  is its angular momen­
tum. The frequency of this precession, known as the Larmor frequency, is given by
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FIG. 39. A  diagram of the NM R circuit [46].
ujq =  'y\B\. In the NM R technique an oscillating magnetic field B i (radiofrequency) 
of appropriate frequency (cj) and duration, perpendicular to the static B  field is ap­
plied. This causes the nucleons to have a spin precession along the field of B i at a 
frequency, o;i =  7 [.Bi|. Since the system has discrete energy levels, at the frequency 
w =  Wo (and closely around because of the Heisenberg uncertainty and Doppler ef­
fects), the system absorbs the energy applied by the signal and flips the spin of the 
nucleons which in-turn  affects the susceptibility of the material.
(121)
For a given spin type the absorptive part, x"(tu), of the susceptibility is sensitive to 
the polarization of the material [47],
P  oc / OO X"(w)dw.0 (122)
In the E G l experiment the NM R system shown in Fig. 39 was designed to apply 
the required magnetic field and to measure the susceptibility of the target material, 
thereby measuring the polarization. A  wire coil was placed around the target to 
apply the oscillating magnetic field B i. A  radiofrequency near the Larmor frequency 
was applied to flip  the spin of a small fraction of the nucleons. This causes the 
susceptibility of the material to change. The coil is also used as an inductor in an 
alternating current LRG circuit. The circuit can be used to measure the susceptibility
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of the sample since the inductance of the coil depends on the susceptibility of the 
material which surrounds the coils,
L(w) =  Lo (1 +  4jri) x (w )) , (123)
where L q is the inductance of the coil when the material is completely unpolarized 
and the filling  factor 77 is a parameter describing the coupling of the material to the 
coil. The susceptibility, which is required to measure the polarization, is observed 
as a change in the complex impedance of the circuit. The RF frequency is swept
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FIG. 40. An enhanced polarization NM R signal for ND3. Details are in the text [46].
through a range of frequencies above and below the larmor frequency to obtain 
the NM R signal. The area under the curve is proportional to the polarization of 
the target. To accurately determine the polarization i t  is also necessary to remove 
the factor that depends on the circuit and sample parameters. Therefore another 
measurement at thermal equilibrium (i.e., no beam, microwaves were off so that 
there was a uniform, known temperature in the target cell), where the polarization 
is known, was made to properly correct those effects. Fig. 40 shows the corrected 
NMR signal for N D 3 .  Since N D 3  is a spin 1 particle, in an external magnetic field 
i t  has 3 magnetic substates. The deuterium has a significant quadrupole moment 
which couples to the electric field gradient created from the atomic electrons in the 
N D 3  lattice to d istort the Zeeman states. The energy spacing between the 3 states is 
therefore not uniform and there are two NMR transitions w ith  two frequencies. The 
two peaks correspond to these two frequencies. The polarization of the deuteron can
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be measured either as the area under the curve or using the relative heights of the 
two peaks, P  =  (r^ — l ) / ( r ^  +  r  +  1), where r  =  A /B .  Fig. 41 shows some o f NMR 
measurements taken during the E G l run period.
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FIG. 41. Polarization measured by the NM R for different runs [46]. Filled squares 
correspond to the NH3 measurements and © correspond to ND3 measurements.
3.5 TH E TR IG G ER  A N D  TH E DATA A C Q UISITIO N SYSTEM
The CL AS trigger system is bu ilt around a two level system, the level-1 and the 
level-2 trigger. The level one trigger requires a signal above threshold in the CC and 
EC (the TOE can be included in the trigger). I f  an event passes through the level 
one trigger then the level-2 trigger selects events by using the DC track hits and by 
identifying a prelim inary track. Selecting a proper trigger is necessary to maximize 
the number of good events recorded and to minimize the background hits. I t  also 
reduces the unnecessary offline processing time of background events.
For the E G l experiment, only the level one trigger was used. The level one 
settings required a h it in coincidence in the CC * ECi„ner * ECtotai- The thresholds 
for each beam and torus setting were selected appropriately. The trigger thresholds 
of different E G l data sets can be found at [48]. A  complete overview of the CL AS 
trigger system is given in [41].
For events that pass the trigger requirements of the experiment energy and tim ­
ing information for all detectors w ith  a signal above the specification threshold are 
digitized in 24 FASTBUS and VM E crates and are collected by 24 VM E Readout
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FIG. 42. A  schematic of the CLAS data flow.
Controllers. These digitized data are then translated into tables and transferred 
through fast Ethernet lines to the online data acquisition system. The data acquisi­
tion system performs three important functions (Fig. 42):
•  Event Builder (EB) links the different detector information together and builds 
a complete event. These events are organized in a predefined arrays called BOS 
banks and an event number and a run number for each event is assigned.
•  The EB transfers the completed events to the Event Transport (ET). Some of 
the ET systems are used for temporary storage of build data to perform online 
monitoring, such as online analysis, event displays and detector performance.
•  The Event Recorder (ER) performs the final task of data acquisition, permanent 
storage of data. F irst the data are w ritten into a disk and then are transferred 
to tape that is located in the control room of the computer center.
The accelerator, the CLAS detector and the E C l polarized target together pro­
vided an excellent combination of resources to collect data on polarized electrons 
scattered off of polarized nucleons. The well controlled beam and target polarization
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permitted us to study the spin structure of the nucleon. In the next chapter the first 
step towards the analysis and extraction of results, the event reconstruction, w ill be 
described.
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CHAPTER 4 
EVENT RECONSTRUCTION
One of the im portant features of the CLAS is its ab ility  to distinguish between 
different particles enabling the study of m u lti particle final states. The identification 
of different particles depends on the resolution of each detector which in-turn  depends 
on the proper calibration of each detector mentioned in the previous chapter. The 
standard procedure is to calibrate each detector separately, obtaining reasonably 
good calibration constants, evaluate the quality of the processed data and do another 
round of calibrations i f  necessary. The calibration constants of each data set are 
saved in a data base, which subsequently w ill be used by the reconstruction software. 
The reconstruction software combines all the information together to identify the 
tracks and the relevant information for the event. The reconstruction of events 
consists of identification of charged and neutral particles along w ith  their momenta. 
Identification of the trigger particle, the electron, requires a matching track in DC, 
CC, EC and TOP counters. In this chapter the procedure by which information from 
different detectors is combined to identify an event and the im portant role detector 
calibrations play in achieving this goal w ill be discussed.
4.1 TR A C K  R E C O N STR U C T IO N
The resolution of each detector is u ltim ately related to the final track reconstructed 
by the reconstruction software. Therefore calibration of detectors and the track re­
construction cannot be treated as two different processes. More detailed instructions 
on how the CLAS detectors are calibrated are given in references [49], [50] and [51]. 
The main purpose of this section is to give a brief overview of how an event is recon­
structed from raw data, TDC and ADC values, and the quality of the reconstructed 
E G l data that were included in this thesis.
4.1.1 Finding a Particle Track
To find a good track, matching hits in time and position in the relevant detector 
components must be identified. The manner in which a track is identified is different 
for charged and neutral particles. The following section gives a brief description of 
how the reconstruction software identifies a h it and a possible track in CLAS for
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b o t h  c h a r g e d  a n d  n e u t r a l  p a r t i c l e s .
Charged particles
•  DC
The first stage of track reconstruction only uses the h it position to identify 
a possible particle track. The procedure, which is called h it based tracking 
(HBT), is based on a series of pattern finding algorithms. A  possible charged 
particle track in the DC is first identified as follows [41],
1. F irst a cluster of hits in each superlayer is identified.
2. Then a lookup table is used to find a group of hits tha t form a track in a 
given superlayer.
3. F inally all segments of each superlayer are linked, using a lookup table 
to identify a possible track.
•  CC
To identify a h it in the CC that matches a h it in other detectors, the difference 
in polar angle between the track projected to the CC plane and the detected 
position of the h it in the CC should be less than 12°. Information related to 
the azimuthal h it position is not available for CC due to the manner in which 
the mirrors are oriented. Therefore for the CC only polar h it position can be 
matched.
•  SC
To identify a h it in the TO F counter and a possible track for tha t h it, the 
distance between the z position of the projected track and the z position of the 
detected h it on the TO F scintillation counter should be w ith in  30 cm and no 
information on the azimuthal position is matched.
•  EC
To find a h it in the EM calorimeter, groups of strips in each U, V  and W  
plane are first identified (Fig. 43). Then the groups are sorted according to the 
to ta l energy for all strips and a centroid is calculated for each view. F inally 
all the information is combined to try  to identify a possible match. Because 
of the unique geometry of the calorimeter a match can be found by requiring
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a constant for the sum of U, V  and W  peak positions (triangle sum rule). To 
identify a track that agrees w ith  the other detector components a software cut 
of 30 cm between the identified h it position and the projected track is applied.
FIG. 43. A  h it in the EC. The U, V  and W  view for the h it in sector 1 can be seen.
N eutral particles
Neutral particles are detected either in the EC, SC or both. The neutral particles are 
identified by finding clusters in the outer detectors w ith no charged particle track. 
The clusters are identified by determining their energy, the position and the time of 
the hit. Since photons only deposit energy in the calorimeter, and rj mesons are 
identified by detecting two photon hits in coincidence in the EC and constructing 
the mass {M 2^) (Fig. 44) of the primary particle that corresponds to the 2y decay 
using the measured energy (-E'71,2) and the polar angle (^71,2) o f each photon [45],
M,27 2 E ^ iE ^2 (1 ~  cos[9ji +  ^72)) • (124)
The resolution of the identified particles depends on the measured energy and the 
angle of the identified photon.
The neutrons are detected by identifying a h it in the calorimeter that does not 
satisfy any of the requirements of a charged particle. Neutrons are distinguished from 
photons by their flight time to the EC. The neutron detection efficiency increases w ith
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the momentum of the neutron, from 5% for 0.6 GeV neutrons to about 50% above 2 
GeV.
1000
800
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FIG. 44. Invariant mass of and r], reconstructed using two photon events recorded 
in the EC [41].
4.1.2 R econstruction of the Start Tim e
One of the most im portant things in the reconstruction of a track is to find its start 
time. The start time of an identified track is determined using the time of flight 
counter. The calibration of the time of flight counter includes converting the raw 
time-to-digital (TDC) and amplitude-to-digital (ADC) values to time and energy 
respectively. In order to do this, any additional time delays caused by the leading 
edge discrim inator on the signal amplitude, the time walk correction, mnst also 
be taken into account. A fter all these are properly calibrated, the time delays for 
individual scintillators w ith  respect to each other are then adjusted. This is done by 
using the RF-signal from the accelerator as the reference tim ing signal. As previously 
mentioned, the beam is delivered to Hall-B in bunches w ith  a frequency of 499 Hz, 
which corresponds to a time interval of 2.0039 ns (A T ) between two separate bunches. 
Since all electron bunches sent to the hall are separated by the same time interval, 
i t  can be used to align the tim ing of all scintillation counters to the same RF bunch.
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Once all the individual channels are calibrated, the start time (T^Lrt) of the trigger 
electron can be calculated using,
I
t :e ls ta r t
T ie/
SC /3elC
T,R F o / / , (125)
where is the time recorded at the TO F counter and c is the speed of light. The 
term l/^e ic  calculates the start time using the to ta l length of the electron track by 
tracing i t  to the vertex and assuming i t  is traveling at the speed of light, that is by 
assuming =  1- The time Tupoff is given by,
lei . . . J \  A T
TRFoff =  mod I (T |p  -
^elC I r f ), a t
(126)
where I r f  is the RF time. Since the RF time is sent to the hall w ith  a prescale 
factor of 40 i t  is not possible to identify which bunch contained the trigger electron. 
Therefore it  is necessary to divide the difference between the start time calculated 
using only the TO F information, T |^  — ^  and the RF time of that particular bunch 
( I r f ) by A T  and to take the remainder (Fig. 45). The calibration of each individual
6000
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Sigma = 0.148 ns
ROOOO
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FIG. 45. The RF offset for one E G l run. Data are taken at a beam energy of 1.6 
GeV.
channel also depends on the calibration of the RF-signal itself. M iscalibration of 
the RF time w ill be reflect in the RF offset which should look like Fig. 46 when 
properly calibrated. Once all different aspects o f the TOF calibration are taken into
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FIG. 46. The RF offset vs RF time should not show any RF dependence when the 
TO F is properly calibrated.
account the RF offset d istribution should be peaked around zero and should have a 
sigma in the range of 150 to 200 ps (Fig. 45). The RF offset is the primary means 
of measuring the resolution of the TO F counter (Fig. 47). The TO F beta of other
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FIG. 47. The mean of the RF offset (in ns) as a function of the TO F paddle number 
for one E G l run.
particles for a given event i  can then be calculated using,
li
(1 2 7 )
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FIG. 48. A  T B T  track through a single superlayer. The circles are DOGA calculated 
using the d rift velocity function. Details are in the text.
4.2 TIM E BA SE D  TR A C K IN G
Once the start time is known, the recorded time of each DC cell is used in the final 
stage of track reconstruction. This method is called time based tracking (TBT). A l­
though reconstruction software is available for constructing particle tracks using only 
h it based tracking, the data analyzed for this thesis only used tracks reconstructed 
w ith  TBT. To do time based tracking the raw TDC time measured at each sense 
wire must be converted to a d rift time, thrift, which is the time for electrons created 
by the passing charged particle to d rift to the sense wire. The d rift time is obtained 
as follows:
t d r i f t  ~  Tcable T s ta r t  ^X D C  t f l i g h t  tprop ~  ^w a lk i  ( 1 ^ ^ )
where,
•  Tcabie accounts for cable delays; the DC signal cables have different lengths.
•  Tstart is the start time described in the previous section.
•  txDC is the raw time measured by the TDC,
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•  tflight accounts for the flight time of the particle from the target to the sense 
wire and
•  twaik is the time walk correction.
Charged particles w ith  different momenta produce different amounts of electron 
ion pairs in the d rift chamber gas. Since ionization is proportional to 
high momentum particles ionize the gas less than low momentum particles. 
The larger the ionization the larger the signal and the sooner i t  crosses the 
discriminator threshold. Large momenta (low ionization) tracks are smeared 
to larger d rift times. Therefore we have to subtract off a correction term from 
the time for high momentum tracks which is called the time walk correction. 
Since the signal size also depends on how far a track is from the sense wire of 
each cell the timewalk correction is a function of time.
30* 0*
X (cm)
•1.2 -o.e -0.4 0 0.4 o.e 1.2
X (cm)
FIG. 49. The contours of constants time and electric field lines for a Region 3 (R3) 
and a Region 2 (R2) cell drawn using the GARFIELD program [42].
Once the d rift time is calculated i t  is converted to the corresponding distance 
{xcaicDOCA) which is the calculated DOGA (Distance O f Closest Approach), using 
the d rift velocity function. The d rift velocity function is the relation between the 
DOGA of a particle track and the d rift time. The conversion of d rift time to d rift 
distance is complicated due to several factors,
•  Since the d rift cells and the resulting isochrones do not have the ideal circular 
shape (Fig. 49(a)), determining the d rift distance requires a knowledge of the 
entry angle (a) of the track.
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•  Since region 2 chambers are located in the torus magnetic field, the effective 
electric field lines of the cell (refiecting a combination of electric and magnetic 
force on the electron) rotate and shrink as shown in Fig. 49(b).
2.25
1.75
1.25
0.75
0.5
0.25
200 400 600 1000 1200 1400
Drift distance vs Drift time
FIG. 50. The DOGA (cm) as a function of d rift time (ns) for Sector 1 Super-layer 6 
[51]. Also shown is the fitted d rift velocity function described in the text.
The CLAS d rift chambers are calibrated by parameterizing the d rift velocity function 
for every superlayer in every sector. The functional form consists of a base function,
/  t   ^ \9
Xca lcDOCA{t )  =  Vot  +  T] { -  j  + k ( t  )  i
V ^ max /  \  ^ max /
(129)
where t  =  thrift, tmax is the time it  takes for ions created in the d rift cell to travel 
from the very edge of the d rift cell to the sense wire and uq is the value of the 
saturated d rift velocity near t  =  0. The parameters of the function, p, q, p and «, for 
each superlayer of each sector are obtained by doing a fit to the calculated DOGA 
as a function of d rift time. An example is shown in Fig. 50. In addition to the 
base function, corrections for the non-circular cell shape and distortions caused by 
magnetic fields were properly included in the functional form.
A fter determining the calculated DOGA a circle w ith  DOGA as the radius is 
defined around each sense wire that was hit. Then the tracking program does a least
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
73
square f it to minimize the difference between the XcaicDOCA and the distance of closest 
approach for each cell for the tr ia l trajectory XfuDocA (Fig. 48),
\XcalcDOCA ~  X f i t D O C A \ ^
X (130)
where the uncertainty ai is known for each d rift chamber. The distance calculated 
from the track fit to each sense wire is called the fit DOCA.
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FIG. 51. DC residuals vs calculated DOCA for the three regions for sector 1 for one 
E C l run. Data were taken at 5.6 CeV.
The difference between the absolute value of the calculated DOCA and the abso­
lute value of the fit DOCA is defined as the residual for each cell and is the primary 
means of measuring the resolution of the d rift chambers. When properly calibrated 
the residuals should not show any dependence on d rift time or the calculated distance. 
An example of residual vs calculated DOCA is given in Fig. 51.
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In this analysis the calibration quality of each of the detectors were throughly 
checked before performing the data analysis. Fig. 52 shows the resolution of the 
d rift chamber for 5.627 GeV data. A ll the other detectors were also checked in a 
sim ilar manner.
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FIG. 52. DC resolution, which is the sigma of a double Gaussian fit to residuals, as 
a function of run number for the 5.6 GeV inbending data.
Once the reconstruction of events are completed all the data files can be used for 
the physics analysis of the data. As explained above all the events are reconstructed 
using somewhat loose criteria. Before doing any physics analysis, each particle has 
to be properly identified using more careful requirements. The next chapter explains 
how this was performed and how the results were extracted.
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CHAPTER 5 
DATA ANALYSIS
The first step in extracting A i, gi and F i is to measure the asymmetry Ay described 
in Chapter 1. The most important step in extracting these physics quantities is 
to identify the scattered electron and the helicity state properly. In  addition, to 
extract A\\, the target polarization and the background due to in ND3 also have 
to be determined. In an inclusive analysis it  is impossible to avoid the electron 
sample being contaminated by particles such as n~ and electrons originating from 
pair symmetric processes. Therefore, these effects have to be studied and corrected 
for. In this chapter the procedure used to extract the asymmetry Ty from the data 
w ill be discussed.
5.1 BEA M  SETTIN G S
4.5
E = 5.6 GeV
O' 3.5 rS3 E =  1.6 GeV
- -  W = 2GeV/%
2.5
Inelastic
threshold
0.5
FIG. 53. The plot shows the kinematic coverage of the 5.x GeV and 1.x GeV data.
The entire E G lb  experiment which ran from September 2000 to A p ril 2001 in­
cludes four main data sets w ith  four different beam energies, 1.6 GeV, 2.6 GeV, 4.2 
GeV and 5.7 GeV, each consisting of smaller data sets that have slightly different 
beam energies and different torus settings. This thesis presents the analysis and 
results of the 1.6 GeV and 5.6 GeV data (Table II). The kinematic coverage of 
these two beam settings are shown in Fig. 53. Each of the beam energy and torus
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Name used beam energy Targets Torus setting
in the text (GeV)
1.x GeV 1.606 iVT»3, NHs, 12C, ^He Inbending
1.606 NDs, NHs, 12C, ^He Outbending
1.724 NDs, NHs, ^He Outbending
1.724 15]V Inbending
1.724 15^, 12C Outbending
5.x GeV 5.764 NDs, NHs, ^He Outbending
5.735 NDs, NHs, ^He Outbending
5.735 NDs, NHs, ^He Inbending
5.627 NDs, NHs, ^He Inbending
5.627 15^, 12q Inbending
5.627 Outbending
configurations listed in Table I I  were analyzed separately and combined at the end.
5.2 R U N  SELECTION
To select runs to be used in the analysis quality checks on a run by run basis were 
performed. This prevents us from using data that may have been taken during 
detector break downs and using files which may have been corrupted due to problems 
in the data acquisition system. Detector performance was checked by looking at the 
inclusive electron rates for each sector separately. Fig. 54 shows the rates for each 
sector for the 5.6 GeV data. Ideally, the rates should be constant w ith  run number. 
Runs that showed large deviations from the other runs were removed from the data 
set.
In a double polarization asymmetry analysis i t  is important to determine the sign 
of the product of beam and target polarization correctly. Combining runs which have 
diflferent signs for the product would dilute the asymmetries and hence produce wrong 
results. The sign of the product of beam and target polarization for each run was 
studied by integrating the elastic asymmetry in the 0.88 (GeV) <  IT  <  1.0 (GeV) 
region and checking that it  was positive. However, because of poor statistics in the 
elastic region this method could not be applied for the 5.x GeV data. For all 5.x
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FIG. 54. The inclusive electron rates for each sector as a function of the file number 
[52]. The set of files circled are an example of bad files. Those files were not included 
in the analysis.
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FIG. 55. Integrated asymmetry as a function of run number for the 5.627 GeV data. 
The asymmetry has been integrated between 1.7(GeV) <  IF  <  2.5(GeV) .
GeV data, the asymmetry in the range 1.7 (GeV) <  IF  <  2.5 (GeV) was integrated 
to check the sign of the product of beam and target polarization. The integrated 
inelastic asymmetry for the 5.627 GeV data are shown in Fig. 55, which shows the 
same sign for all runs.
In addition the number of events scattered as a function of the beam position on 
the target was studied (Fig. 56). Runs where the beam was mis-steered and h it the 
target cup were removed from the runs selected to be used in the analysis.
5.3 B IN  SELECTION
Since this analysis is part of a larger analysis project it  was agreed to use a common 
set of IF  and bins. A  IF  bin w idth of 10 MeV and the bins listed in Table 
I I I  were chosen. The primary reason for choosing small IF  bins was to enable us to 
do all the integrals w ith  a smaller step size, which makes the approximation integral 
=  sum a fa ir assumption. However, depending on statistics the results for A i and gi 
are plotted and tabulated in larger IF  bins.
5.4 FIDUCIAL CUTS
The purpose of applying fiducial cuts is to remove inefficient regions of detectors 
where the acceptance is poorly understood. The advantage of doing an asymmetry 
analysis is that the detector efficiencies cancel out in the asymmetry given in equation
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TABLE II I .  The table lists the bins used in the analysis. Q^om number
used in tables and labels. Ql^in Q'^^x upper and the lower lim it of the
bin. <  >  is the actual arithmetic mean of the bin lim it.
Qlam (GeV^)Q'inin (GeV^)Q'inax (GeV-^) <  Q2 >  (GeV^)
0.05 0.0452 0.054 0.0496
0.06 0.0540 0.0645 0.0592
0.07 0.0645 0.0770 0.0707
0.084 0.0770 0.0919 0.0844
0.1 0.092 0.110 0.101
0.12 0.110 0.131 0.120
0.14 0.131 0.156 0.144
0.17 0.156 0.187 0.171
0.2 0.187 0.223 0.205
0.24 0.223 0.266 0.244
0.3 0.266 0.317 0.292
0.35 0.317 0.379 0.348
0.42 0.379 0.452 0.416
0.5 0.452 0.540 0.496
0.6 0.540 0.645 0.592
0.7 0.645 0.770 0.707
0.84 0.770 0.919 0.844
1.0 0.92 1.10 1.01
1.2 1.10 1.31 1.20
1.4 1.31 1.56 1.44
1.7 1.56 1.87 1.71
2.0 1.87 2.23 2.05
2.4 2.23 2.66 2.44
3.0 2.66 3.17 2.92
3.5 3.17 3.79 3.48
4.2 3.79 4.52 4.16
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FIG. 56. The plot shows the number of events scattered as a function of raster x 
position and raster y position. The concentration of events on the bottom right 
indicates that the beam was h itting  the target cup. Because of that, this run was 
not included in the analysis.
16. However, the carbon and helium runs that are used to remove the nitrogen back­
ground from N D 3  have to have the same acceptance as the N D 3  runs. Fluctuation 
of acceptance between these different target types was minimized by taking carbon 
and He runs in the middle of the N D 3  runs. However, due to rapid fluctuation of 
the Cerenkov efficiency at the edges of the detector (Fig. 57) i t  was necessary to 
apply fiducial cuts to ensure the same acceptance for the N D 3 , carbon and helium 
runs. Therefore fiducial cuts were determined by evaluating the Cerenkov efficiency 
in the 9, (j) plane. For each bin in 9 and (j) the number of Cerenkov photoelectrons 
is assumed to be in a Poisson distribution. Therefore the inefficiency for a given bin 
can be w ritten in terms of the expected average number of photo-electrons (/r) and 
the minimum detection threshold (or cuts) in photo-electrons (c) as.
n<c
Inefficiency =  ^
n=0 n\
(131)
To determine our fiducial cuts first a value for fi was calculated from equation (131) by 
using a predetermined efficiency and photoelectron cut. For our analysis an efficiency 
of 80% was determined to be reasonable. For each data set // was calculated according 
to the photoelectron cut tha t was employed for tha t particular data set.
The fiducial cuts were further complicated by the additional magnetic field present
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FIG. 57. The number of photoelectrons vs 4>dc vs 6dc  for momentum between 1 and 
3 GeV. The inefficient regions at the edges, where no photoelectrons are recorded, 
are clearly visible.
due to the polarized target. This axial field causes the charged particles leaving the 
target to experience a change in 0. Therefore the (j) angle reconstructed by the d rift 
chambers is shifted w ith  respect to the vertex (j) as shown in Fig. 58. The fiducial 
cuts were applied to 0 and 0 at the d rift chamber layer 1 (9d c , (j>Dc) where the 
acceptance is symmetrical.
For inbending electrons this inefficiency has been studied and documented [53]. 
The Cerenkov efficiency function was used to plot the efficiency as a function of 6  and 
(f). The fiducial cuts were chosen so that the accepted region had an efficiency greater 
than 80%. However for outbending electrons the Cerenkov efficiency is not known. 
Therefore, to determine the fiducial cut, the average number of photoelectrons in 
the 9dc, ^d c  plane were plotted using the data and the inefficient regions of the 
Cerenkov counter were identified.
For inbending electrons the fiducial cut was defined as follows:
30 — A(/> <  4>sec <  30 +  A(^ and 9cut <  9dc <  45, 
where (psec is the (p angle at the DC layer 1 in sector coordinates and
A(p =  A {sin{9Dc -  ,
3375f   N- 
expon =  B  I Peij 1 ,
'  J to rus '
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
82
s^>300
250
200
150
100
50
0
0 10 20 30 40
J,60 ^ 3 0 0
50 60e.
FIG. 58. Comparison of the (j) angle at the vertex (left) and the (/» angle at the DC 
layer 1 (right) as a function of 9. The distortion in the distribution in the vertex 
coordinates is due to the target magnetic field.
and 9,cut D  +
E
3375 >{Pel +  F ) .
'  i t o r u s
where P^i is the momentum of the electron and Itorus is the torus current. 9cut is 
the minimum accepted theta, which depends on momentum and is always smaller 
than the parameter D. The parameter E  takes into account how much a particle’s 
trajectory is bent due to the torus magnetic field, the higher the momentum the 
smaller the cut should be. Parameter F  controls how rapidly the function should 
change w ith  momentum. Parameters A, B , and C  control the “tightness” of the cut 
in (j). The parameters A  through F  for each data set were determined empirically. 
Further for Pd <  3 GeV and 12 <  (j)Bc <  48, A 0  =  18 was used. Since a different 
requirement for the number of photoelectrons was used for P^ >  3 GeV, a different 
set of constants for parameters A  through E  were chosen, corresponding to a much 
“looser” cut than the Pd <  3 GeV case. Fig. 59 shows the applied fiducial cuts for 
some of the momentum bins.
For outbending electrons the center of the detector consisted of prominent inef­
ficient regions (Fig. 60). Therefore, in addition to the edges, the center also had to 
be removed. For outbending electrons the following fiducial cut was applied;
3 0 -  A(f) <  (j)sec < 3 0  + A(f) and 9cut <  Odc <  Omax,
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0 GeV < V <  0.45 GeV 0.45 GeV < P < 0.6 GeV
0.6 GeV < P <  0.75 GeV 0.75 GeV < P < 0.9 GeV
0.9 GeV < P <  1.05 GeV 05 G e V < P <  1.2 GeV
FIG. 59. The number of events scattered from the regions where the Cerenkov ef­
ficiency is greater than 80%. The black line outlines the boundary of the applied 
fiducial cut. Events inside the lines were accepted. These are inbending 5.6 GeV 
data.
where
A (j)  — A '  [ s in iO o c  ~  6.5))®®^'’” , 
expon =  B ' {Pscale!^)^ , 
e ,^ t =  D '  +  E ' { l - P s c a l e / ^ f \  
^max ~  ^*71.(40, ,
35
3375 ^ 1- ,1/3
and Pscale — Pel
1500
torus I
To remove the center the following cut was used,
30 -|- (j>center ^  4* sec ^  30 4^ center ■>
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FIG. 60. Same as Fig. 57 but for outbending torus current. Notice the large ineffi­
ciency in the center of the detector in addition to the inefficiencies observed at the 
edges.
where,
G'
center —
Sin{9DC +  H ') '
Similarly parameters A ' through H ' were chosen empirically. Depending on the 
inefficiencies in the center, sector dependent (pcenter cuts were used. Fig. 61 shows 
the fiducial cuts for few momentum bins for the outbending torus settings.
5.5 ELECTRON IDENTIFICATION
The hardware trigger used during data taking required signals in the electro­
magnetic calorimeter and the Cerenkov counter in coincidence. The offline track 
reconstruction code uses a more restricting definition of a possible electron candi­
date and rejects some of the events which passed the trigger requirements. However, 
for the physics analysis, more careful cuts have to be used in order to minimize con­
tamination by other negatively charged particles. Therefore in this analysis electrons 
were accepted only i f  the following criteria were satisfied:
1. A  good track identified by the track reconstruction code which is determined 
using time based tracking.
2. A  h it in Cerenkov counter and the EM calorimeter which corresponds to
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0.75 GeV < P  < 0 .9  GeV
1.05 G e V < P <  1 .2G eV
UgQ 1.35 G e V < P <  1.5 GeV
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FIG. 61. Fiducial cuts for outbending torus settings. The gray shaded area represents 
the region where the Cerenkov efficiency is greater than 80%. The black line outlines 
the boundary of the applied cut. The center was removed using a cut sim ilar to the 
one shown in the figure.
trigger bits 1 through 6.
3. The momentum of the electron satisfies O.lbEbeam < Pel <  Ebeam for 5-x GeV 
data and 0.5 GeV <  Pei <  Ebeam for 1.x GeV data, where Ebeam is the beam 
energy. In addition to rejecting pions the low momentum cut also rejects 
events w ith  high radiative eflPects.
4. I t  is w ith in  the fiducial region.
5. Charge =  -1.
6. I t  satisfies the Cerenkov photoelectron requirement (see section 5.5.1).
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7. I t  passes cuts on the energy deposited in the EM calorimeter (see section 
5.5.2).
8. Z vertex cut (see section 5.5.3).
The following subsections w ill describe the cuts 6, 7 and 8 in detail.
5.5.1 Cerenkov Cut
The Cerenkov counter provides a separation of electrons from pions. This is 
possible because pions have a much higher threshold (2.7 GeV) than electrons (9 
MeV). However separation of pions from electrons for pions w ith  momentums above 
2.7 GeV becomes d ifficu lt because above the threshold velocity of the pion is large 
enough to produce Cerenkov light.
pions
15000
12500
10000
7500
5000
2500
100 150 200 250 300
number o f  photoelectrons (xl 0)
FIG. 62. The number of photoelectrons detected in the Cerenkov counter for 5.625 
GeV momentum <  3 GeV data. The red line indicates the applied cut.
Since most of the Cerenkov inefficiencies were removed using fiducial cuts, all 
the particles that gave a small signal in the Cerenkov counter were assumed to be 
pions which were misidentified as electrons. Depending on the beam setting and the 
momentum, different Cerenkov cuts were used to remove these pions,
•  For the 5.x GeV data (Pei <  3 GeV) events w ith  a photoelectron signal >  2.5 
were accepted,
•  For the 5.x GeV data (Pei >  3 GeV) events w ith  a photoelectron signal >  0.5 
were accepted.
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•  For the 1.x GeV data events w ith  a photoelectron signal >  2 were accepted.
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FIG. 63. The upper plot shows the r f  offset vs the number of photoelectrons (x lO ). 
The concentration of events below 2.5 photoelectrons are not centered around zero 
and have wrong start times. The lower plot is the reconstructed beta for the particles 
shown in the upper plot after correcting for the additional distance traveled by the 
particles.
To ensure that the particles which have a photoelectron signal smaller than the 
photoelectron cut are not electrons, the time of flight mass of these particles was 
reconstructed using the r f  offset. Since we do not have enough information to in­
dependently calculate the beta of these misidentifled particles, which is required to 
obtain the time of flight mass (TOFmass) we assumed that the beta of these particles 
is close to one, but then made a small correction due to the measured additional 
travel time which is encoded in r f  offset (Fig. 63),
<  1.3
>  1.3
Pcorr^
Pcorr^
to f path length
^tof path length/c +  r f  offset^ 
to f path length
(132)
(133)
^tof path length/c +  r f  offset - I-  2.004)  ’
where c is the speed of light. The reconstructed TOFmass w ith  and w ithout photo­
electron cuts for the 5.x GeV inbending data is plotted in Fig. 64. Events for which
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the number of photoelectrons was less than the photoelectron cut are peaked around 
a mass close to the pion mass, confirming the argument. For the 1.x GeV data, 
unlike the 5.x GeV data, the percentage of misidentified electrons was very small.
o no photelectron cut 
o number of phel >2.5 
A number of phel < 2.5
c l  5000
10000
5000
-0.04 -0.02 0.1
(TOF m assy  (GeV)'
FIG. 64. The reconstructed TO F mass after applying different photoelectron cuts. 
The TO F mass for events w ith  number of photoelectrons (phel) less than 2.5 is 
peaked around the pion mass which is indicated by an arrow in the plot.
5.5.2 E lectrom agnetic Calorim eter Cuts
The Cerenkov counter provides a good separation between electrons and pions 
particularly for momenta less than 2.7 GeV. Additional cuts based on the manner 
in which particles deposit their energy in the EM calorimeter can be used to further 
separate pions from electrons. The primary energy loss mechanism for electrons in 
the calorimeter is through pair production and subsequent showering reactions, while 
pions lose most of their energy through ionization. The to ta l energy deposited by an 
electron in the EM calorimeter, Etoti is proportional to its momentum,
Etot =  CKs-
Pel
The constant of proportionality, known as the sampling fraction, cng, is a characteris­
tic  of the material used. Pions, on the other hand, are minimum ionizing and deposit 
a small amount of energy in the calorimeter; the energy they deposit is independent 
of the pion energy and depends only on the material and the detector thickness. Elec­
trons lose most of their to ta l energy in the inner part of the calorimeter while pions 
lose only a small fraction of their energy in the inner part of the calorimeter.Because 
the ratio of the inner to outer calorimeter thickness is 5/8 the energy deposited by
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FIG. 65. Etotai/Pei vs Einner/Pei for different momentum bins. The concentration of 
events in the left bottom comer are pions.
pions in the inner part compared to the to ta l energy they deposit in the calorimeter 
is approximately given by,
inner —
A ll these signature characteristics of the calorimeter which are unique for pions 
and electrons can therefore be used to separate them. Fig. 65 shows Etotai/Pei 
vs Einner/Pei for different momentum bins. The concentration of events in the lower 
left corner of each plot are pions and are clearly separated from electrons, which are 
the events concentrated at Etotai/Pei ~  0.3. From the plot i t  can clearly be seen that 
the separation between electrons and pions become more evident w ith  increasing mo­
mentum, since for pions Einner/Pei and Etotai/Pei decrease w ith  increasing momentum 
while Etotai/Pei remains the same for electrons. To reject pions the following cuts 
were applied (see Fig. 66,
•  For the 5.x GeV data (Pei <  3 GeV) events w ith  Einner/Pei >  0.08 and 
Etotai/Pei >  0.2 were accepted (Fig. 66 (b) and (c)).
•  For the 5.x GeV data (Pei >  3 GeV) events w ith  Einner/Pei >  0.06 and
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Etotai/Pei >0.24  were accepted (Fig. 66 (b) and (c)).
•  For the 1.6 GeV inbending data events w ith  Einner/Pei >  0.08 and Etotai/Pei >  
0.27 — 0.071/y/P^i were accepted (Fig. 66(a)).
•  For the 1.x GeV outbending data Einner/Pei >  0.08 and a sector and run 
dependent Etotai/Pei cut which has the same functional form as for the 1.6 
GeV inbending data were used.
0.6 0.8
el (GeV)
el (GeV)
%
el (GeV)
FIG. 66. Electromagnetic calorimeter cuts, (a) Einner/Pei cut applied to the 1.6 GeV 
inbending data, (b) Etotai/Pei cuts applied to the 5.x GeV data and (c) Einner/Pei 
cuts applied to the 5.x GeV data.
5.5.3 R aster Correction and V ertex Cut
A vertex cut is required to remove events which may have scattered from materials 
other than the target cell. To get a better vertex resolution the ADC values of the 
current that went into the raster magnet which produced a slow spiral motion of 
the beam were calibrated [54]. The z vertex position was corrected by adding the z 
component of the distance along the track length that was not taken into account in 
tracking,
Znnrr — (1 3 4 )
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where is the vertex position calculated by the tracking code and 0  is the angle 
ick makes w ith  the beam line, 
and y positions which are given in cm by,
that the tra . The value /S.xy is related to the raster x
x^y [xcos{(ps) +  ysin{^s)] /cos{(j) - (135)
where 4> and (f)s are the azimuthal angle of the track at the vertex and the sector angle 
in degrees. The raster x  and y positions in centimeters were obtained by assuming 
that the raster ADC X  and Y  values are linearly related to x  and y,
x =  {X  -  Xo) * c*, 
y =  ( Y - Y „ ) * c , .
(136)
(137)
The values Xq, 1^, and Cy for each run were determined by m inim izing the
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FIG. 67. The fit to the coefficients Xq, Fqi and Cy as a function of the run number 
[54]. The lines are the f it to each group of runs which have approximately the same 
number for each of the coefficients.
defined by the following equation,
N
1
^o)^ (138)
where zo is another fit parameter which defines the center of the target. A  f it to each 
group of runs was done to obtain an average value for each parameter (Fig. 67).
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This average value of each coefficient was used in the analysis to correct that group 
of runs.
Since we are now assuming that the particles have traveled a different track length 
than that assumed by the tracking code, in addition to the corrections discussed 
above, the cf) angle also had to be corrected. This was corrected using.
</>c =  00 -  (9)(50)(A^j,/100)/33.356/Pi,„, (139)
where q is the charge of the particle, Ptra is the transverse momentum of the particle 
in GeV and the numbers 50, 100 and 33.356 are the magnetic field in kC, a factor to 
convert cm to m and the inverse speed of light in appropriate units respectively.
-©-350
300
250 E i i i
200
150
-
100
50
0
-©-350
z vertex position (cm)
-60 -40
z  vertex position (cm)
FIG. 68. The figure shows the 0 angle vs the z vertex position before (left) and after 
(right) applying the raster correction. Data are 1.606 GeV inbending data.
Fig. 68 shows the z vertex position before and after applying the correction. I t  can 
clearly be seen that the correction provided a better vertex resolution and removes 
the phi dependence of the z position. We used a cut of —58 <  Zyertex <  —52 after 
applying the correction to reject events scattered from upstream and downstream 
windows (Fig. 69).
5.6 M O M EN TU M  CO RRECTIO N
Once the electrons are properly identified the next step is to construct the invariant 
mass spectrum for each kinematic bin. Since W  is an invariant quantity i t  should 
not show any kinematic dependence. However a 9 and a (p (Fig. 70) dependence 
was observed in the W  spectrum because of systematic deviations of the particle 
momenta reconstructed by the tracking code. These deviations have been studied
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FIG. 69. A fter applying the raster correction a cut indicated by the two vertical 
lines was applied to select electrons scattered from the target. Data are 5.627 GeV 
inbending data.
and understood to be due to a misalignment of the d rift chambers relative to their 
nominal positions, different factors affecting the d rift chamber wire position such as 
wire sag, incorrect information about d rift chambers in the track reconstruction code 
and incomplete knowledge of the torus magnetic field distribution. Different CLAS 
analyses have been using different methods to take these effects into account; we used 
a method developed by the E6 run group. Details about this method are described 
in the CLAS note 2003-005 [55]. The method, which assumes that the deviations 
observed in the momentum are due to d rift chamber displacements and incorrect 
values of the magnetic field in the track reconstruction code, corrects all momenta 
and all polar angles. To correct for the d rift chamber position the displacement of 
a given reconstructed track is formalized as a change in the polar scattering angle 
(A0) and a change in the momentum (Ap),
A0 =  (A +  B ^ ) -----   +  (C +  D(j))sme,
coscp
and
where.
A p
P
{E  +  F ( f ) ) ^ ^  +  (G H(j))sine P
cos^
'T o ru s 0.76
 ^Torus sin^46
B x o ru s  —  0.76
33756/rad
^Torus
33750/rad
/  QBj'oru
fo r  6 <  7 f/8 , 
fo r  0 >  7 t/8 .
(140)
(141)
(1 4 2 )
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FIG. 70. The nominal value of the elastic peak position divided by the observed value 
as a function of the azimuthal angle (j) for all six sectors [52]. The 4> dependence of 
the ratio is clearly visible.
The constants A  through H  take into account d rift chamber displacements along 
and away from the beam line, a phi dependent displacement and a x  dependent 
displacement for region 2 and 3. The difference between the magnetic field map 
used in the track reconstruction code and the actual magnetic field distribution was 
corrected using the function,
/  =  {Jcos{6 ) +  K sin {9 ) +  Lsin{29)) +  (Mcos{9) +  N sin{9) +  Osin{29)) (j). (143)
Since the method is based on 4-momentum conservation a sample of elastic p(e, e/p) 
events were used to determine fit parameters. The electrons were chosen using elec­
tron cuts and fiducial cuts described in the previous sections and the protons were 
chosen using the nominal reconstruction particle ID . To select elastic p(e, e/p) events 
the following cuts were applied: —1 <  \(j)e — (j)p\ — 180 <  1, \E{m iss)\ <  0.1 GeV, 
|P^(mzss)| <  0.1 GeV, |Pj;(m2ss)| <  0.07 GeV and \Py{miss)\ <  0.07 GeV (Fig. 71). 
The events so selected were then used to determine the fit parameters. Technical 
details about how the f it was done and how it  was applied to correct the momentum
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FIG. 71. The missing four momenta of events w ith in  — 1 <  |(/>e — 0p| — 180 <  1. The 
vertical lines indicate the cuts applied to select elastic p(e, e/p) events which were 
used in the fittin g  program to determine the f it parameters.
is described in the reference [55]. Fig. 72 shows the W  spectra for the 5.627 GeV 
inbending data before and after applying the correction and Fig. 73 shows the phi 
dependence of the nominal value of the elastic peak position divided by the observed 
value after applying the correction. The correction improved the resolution of the 
elastic peak and also removed the phi dependence.
5.7 E X T R A C T IO N  OF TH E A SY M M ETR Y  A||
In experiments the asymmetry given in equation (16) is measured by observing the 
scattering rates since in an asymmetry analysis all the terms in the cross section 
except the rates cancel out leaving an asymmetry of rates. A fter taking into account 
the fact that the beam polarization, Ft, and the target polarization, Pt, are not 100% 
and correcting for unpolarized materials in the target, Fd f , the measured asymmetry
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FIG. 72. W  distribution for inclusive electron scattering before (left) and after ap­
plying the momentum correction (right). The data are 5.627 GeV inbending data 
and the numbers quoted for sigma are in GeV.
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FIG. 73. Same as Fig. 70 but after applying the momentum correction [52].
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j^ meas w ritten as,
A m e a s  _  C b g c k  ( T l n  \  ( ^ A A \
where n^{n~ ) are the raw counting rates normalized to the accumulated beam charge 
for beam helicity parallel (antiparallel) to the target spin, and C ia c k  is a correction 
due to the presence of electrons which are coming from pair symmetric processes 
and pions in the electron sample. In addition the radiative effects, which are the 
corrections to the first order Feynman diagram shown in F ig .l, also have to be taken 
into account. In this section each of these terms w ill be discussed in detail.
5.7.1 Raw A sym m etry
The raw asymmetry, A r a w ,  is the asymmetry due to raw counting rates,
. n~ - v A  
Araw — I T- (145)n~ +
To obtain the raw asymmetry, A r a w ,  the helicity state of each event has to be deter­
mined carefully. The helicity sequence of the beam delivered to the hall is formed 
by pairs of electron helicity states (original and the compliment) that are opposite 
in sign. The original helicity state was pseudo-randomly selected at the injector and 
the corresponding helicity complement state always follows the original state. The 
flipping of the helicity was done at a 30 Hz rate and the readout of the integrated 
beam charge for a given helicity state was stored in the data stream immediately 
after a helicity flip. A  “Sync” pulse w ith  twice the frequency of the helicity pulse 
was delivered to the hall and was recorded in the data stream along w ith  the helicity 
information which was later used in identifying the helicity flips (Fig. 74).
The helicity states recorded by the data acquisition system sometimes failed due 
to dead time problems. Therefore i t  is possible to have broken sequences which would 
result in unpaired helicity states. These unpaired helicity states can introduce a false 
asymmetry. Therefore a program was developed to match the original helicity w ith  
its complement and to throw away any unpaired helicity states.
We also had to be careful not to integrate the beam charge when the data acqui­
sition system fails to record events. This problem was avoided by gating the beam 
charge w ith  the data acquisition system such that the beam charge would not be 
integrated during dead times.
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FIG. 74. The structure of the beam helicity and the sync. The original and the 
complement states are identified by matching the sync and the helicity sequence. 
More details are in the text.
Once the helicities are paired, the normalized counts for a given helicity state can 
be obtained by simply taking the number of counts for tha t helicity state and then 
dividing i t  by the respective “gated” integrated beam charge.
5.7.2 D ilution  Factor
In this experiment we are interested only in scattering from the polarized deuterium. 
Therefore to extract asymmetries i t  is necessary to remove the events scattered from 
the unpolarized target materials. The fraction of events scattered from the polarized 
deuterium in the target is known as the d ilu tion factor,
77, NnDs ~  Ni)ack
D F N.NDs
(146)
where N ^t>3 and Nhack are the number of counts scattered from the ND3 target and 
the nondeuteron materials in the target. The z vertex cut only removes the scattering 
contribution from the external heat shield and the cryostat windows. However other 
materials such as helium, foils and target windows also have to be removed. 
The best possible way to remove the contribution from ND3 is by taking 
data at the exact beam settings as ND3. However due to technical difficulties taking 
data in between ND3 runs was not an option. Therefore a material which has
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
TABLE IV. Target parameters.
99
Item Value
/ 0.177
pHe 0.145 g/cm^ =  0.0362 mol/cm^
L 1.9 cm
PC 2.17 g/cm^ =  0.180 mol/cm^
h 0.23 cm
Pn 1.1 g/cm^ =  0.07325 mol/cm^
I n 0.65 cm
Pa 1.056 g/cm^ =  0.0502 mol/cm^
a structure close to was chosen instead. To remove the contribution from
the in ammonia as well as the helium and foils in the target, data on and 
^He were taken at all beam energies. However scattering from is not identical 
to scattering from due to the different number of nucleons in the two materials 
and the extra neutron in to address this problem we were able to take data on a
solid target at some beam energies. Therefore the spectrum was simulated 
using data by parameterizing the cross section as a function of the cross 
section. In this section the procedure developed to simulate the background and 
extract the d ilu tion factor w ill be discussed.
Fit to  data
To create an accurate background spectrum, the foils and helium have to be 
taken into account. Although the carbon target was constructed to have the same 
external foils and window thicknesses and to ta l radiation lengths as the ND3 target, 
there was more helium in the carbon target than in the ND3 target since carbon is 
more dense than ammonia. Therefore the correct amount of helium in each target 
has to be determined using other known quantities. As a first step the normalized 
counts for all four targets, carbon (nc). Helium {u m t ), nitrogen (n^r) and ND3 (n^) 
can be w ritten as sums of contributions from entrance and exit foils (F ), Helium
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( i/e ), carbon (C), nitrogen (N ) and deuterium [56],
i^MT =  ( p p h —  +  P h b L ^ ^ ^  F g d  =  ( p c lc f —  +  P h b L ^ ^ ^  F a  
\  CTd  CFd  /  \  CFd  <Jd  /
IT'C =  ^Pc^c(l +  / ) ^  +  P H e (L  — F a u ,
=  iP c lc f  —  +  Phc{L  — In ) ^ ^  +  Pn In — ') F u d ,
V (^ D (^ D O’d /CTd
— ( P c l c f  —  +  P H e{L  — I a ) ^ ^  +  P a Ia  
O^D (7d
(^ D
O'N
I ctd
+  3 F a D,
(147)
(148)
(149)
(150)
where p is the density in mol per cm^ and I the length of each component. The cross 
sections are in cm^ per nucleus. The factor F  contains all conversion factors and the 
acceptance and overall efficiency of CLAS at a given kinematic point and /  is the 
contribution to the count rate from all foils combined expressed as a fixed fraction 
of the contribution from in the carbon target. Table IV  lists the values of these 
constants. The physical length of the target, L, which is the distance between the 
banjo entrance and exit window can also be extracted by doing a fit to r  =  u m t / tac 
in the 1.5 GeV <  IV  <  2 GeV region and using the relation.
L =  (^ J sM IA P L z J I .  r fV PHe / 1 -  r), (151)
in which we assume that ac — Scrffe- Figure 75 shows r  extracted using data for one 
bin. The number obtained for L  using this value agrees well w ith  the physical 
target measurements.
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FIG. 75. The ratio of normalized ^He and ^^C spectra for one bin at the beam 
energy 5.6 GeV. The average value of the ratio is approximately equal to .45 which 
gives a target length, L, of 1.9 cm.
Using equations (147) and (148) normalized counts from the ^^G slab only, 
Pclco^c =  h [2c, and the counts per 1 cm length of liquid ^He, pHe<^ He =
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can be obtained,
L  L - l c
■  T T J h ’ '^ -
(154)
The nitrogen target spectrum can then be expressed using n[2Q and as,
f^N =  fn 'i2c +  {L  — lN)T^^He +  ^NPN T’o'd- (155)
CTd
Further, assuming that the cross section can be parameterized using cross 
section as,
<7d ,
equation (155) can be w ritten as,
o’AT =  ( a +  b— ^ ac, (156)
un  — Umt — ^N'lT'iHe +  +  6—^ ') n'i2c- (157)
h P c  \  O 'D /
Ideally,
f 7 a D  +  ( T n \  / ' i c o \
which gives a — 7/6  and b =  1/6. Since we have nitrogen data at some beam energies,
parameters a and b were determined by minim izing the between the spectrum
constructed using equation (157), and the real spectrum, (Fig. 76),
=  (169)
i j
where i and j  are the W  and bins respectively. Table V  lists the a and b values 
obtained using the 1.7 GeV outbending and the 5.6 GeV inbending data.
Fig. 77 shows the carbon spectrum and the equivalent simulated nitrogen spec­
trum. I t  can clearly be seen that in the inelastic region there is a noticeable difference.
Target length Ia
The ammonia in the target, which is composed of small granules, cannot f ill the 
entire space of the target cell. The length occupied by these ammonia beads, I a , can 
be obtained using two different methods [56].
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TABLE V. Summary of a and b.
Beam energy a b
1.7 GeV 
5.6 GeV
1.3781 ± 0 .3 1 9 4 7 E -02 
1.1803 ± 0 .4 8 5 5 7 £ ;-02
0.29700 ±  0.91581S -  02 
0.09000 ± 0 .9 6 1 1 4 E -01
10
0.3
0.25 O N spectrum
0.2
0.15
0.1
0.05
0.6
W(GeV)
FIG. 76. To obtain parameters a and b, a global fit to all Q'  ^ and W  bins was 
performed. The plot shows a comparison of the real spectrum and the f it results 
for the =  0.14 GeV^ bin. Details about the fit are given in the text.
In the first method the ammonia target spectrum and the combined and ^He 
spectra are compared in the low-W ta il {W  <  0.9 GeV), where deuterium does not 
contribute. However for the deuteron there is a large momentum ta il in the low-W 
region. Therefore i t  is d ifficu lt to determine a region of W  tha t is dominated by non- 
deuteronic material. Due to this uncertainty this method was not used to determine 
Ia .
The second method makes the assumption that the ratio of cross sections for 
different target materials in the high-W region {W  > 1 .5  GeV) can be expressed in 
terms of the composite number of protons and neutrons in the material. Therefore 
(^NDs/c^c can be w ritten as,
   =  a +  b------ h 3— ,
ac ao ac
(1 6 0 )
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FIG. 77. Comparison of the simulated spectrum and the spectrum.
and ua can be w ritten as,
Pa Ia (<^  +  b----------h 3 — ' j  +  P c lc f
, L V CD CTc/ J
Pa
Ua
flMT +  IA
+  (L  -  lA)n\He (161)
(  I U I o \a +  b------ h 3—
V an a c ) Tli2r' ^4_Pclc  (^D  
Then I a can be extracted by further assuming that an =  \ j^ a c
PA
H e
Ia =  {nA — timt)
P c h
(a  +  b—  +  0.5' ) 
\  an )
r i i2c (162)
Fig. 78 shows I a for one bin for the 5.6 GeV data, which clearly is constant over 
the inelastic region.
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FIG. 78. The figure shows the target length Ia v s  W . Ia is determined b y  doing a fit 
to the high W  region where i t  is constant.
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FIG. 79. The figure (top) shows the ND3 spectrum, the constructed to ta l background 
and the deuteron spectrum. The bottom plot is focused on the the low W  ta il outlined 
by the box on the top plot. From the plot i t  is evident that we are not under or over 
subtracting the background.
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Background subtraction
The non deuteronic target background, ua - d , can be obtained by adding the simu­
lated nitrogen, all the foils and the proper amount of helium in the ammonia target,
Pa Ia f  . < \
tlA-D
PcI'C V (Td /
—  n M T  +  IA
PA
ni2c +  {L — lA)n'4jje (163)
_Pclc V
Fig. 79 shows the ND3 spectrum, the to ta l simulated background and the D3 
spectrum. To make sure that we are not over or under subtracting the background, 
the low W  ta il of each Q‘^  bin was also throughly checked. From the plots i t  is clear 
that the background simulated using this method is giving the correct background 
and matches very well w ith  the low W  ta il of ammonia.
Once the background is subtracted the d ilu tion factor can be determined using 
equation (146). To make sure there is no sector dependence, the d ilu tion  factor for 
each sector was compared for each bin (Fig. 80).
o
_o
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0.3
0.2 < i  #
A sector 1 
□  sector 2 
O  sec to rs  
•  sector 4 
■ sector 5 
■* •sector-d-
0.1
0
0.6 0.8 1 1.2 1.4 1.6 1.8
W(GeV)
FIG. 80. The d ilu tion factor for all six sectors for one bin. The data are 1.6 GeV 
inbending data.
Fig. 81 shows the ratio N D 3 / C  calculated using models which include radiative 
corrections for both C and N D 3 .  The ratio obtained using data shows large devia­
tions from the calculated ratio at high W. The same behavior was also observed in 
the d ilu tion factor measurements. Since the reasons for this behavior are not well 
understood and believed to be due to background processes such as pion contamina­
tion and pair symmetric processes, a dependent W  cut was used to remove this
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region. Table V I lists the upper W  lim it selected for each bin. When selecting
1.2
o
fO
DZ
1.0
0.9
3.01.5 2.0 2.5
W (GeV)
FIG. 81. The figure shows the NDa/^^C ratio obtained using data and calculated 
using a model (dashed line) [57]. The solid line is the ratio calculated after applying 
radiative corrections. Notice the large deviations between the data and the calculated 
ratios in the high W  region.
this W  lim it the contamination due to pair symmetric processes and pion contami­
nation were also taken into account (more details in section 5.7.3). The high W  lim it 
for each bin was chosen as the lesser of the W  bin corresponding to a 20% con­
tamination for pair symmetric processes or a 20% correction to pion contamination.
Fig. 82 shows the d ilu tion factor for all 1.6 GeV bins. From the plots i t  is 
evident tha t the d ilu tion factor is not strongly Q'^  dependent.
For the 5.x GeV data there was an additional problem in determining the d ilu tion 
factor. Since the 5.x GeV data are divided among a large number of W  bins, the 
d ilu tion factor showed large statistical fluctuations from bin to bin. Therefore to 
determine the d ilu tion factor of the W  bin and the bin, the counts for
NDs, Ha , and the background, ua - d , of the (i, j)*^  bin were averaged as follows.
j + l  j+3
j - 1 i - 3  
j + l i+3
n A -o ih j)  =
j - l  i - 3
(164)
(165)
The dilu tion factor obtained for some of the 5.x GeV settings are shown in Fig. 83.
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TABLE V I. The table lists the high W  cut applied to each bin.
beam energy (GeV") upper W  lim it (GeV)
1.x GeV 0.05 1.59
0.06 1.59
0.07 1.59
0.084 1.59
0.1 1.59
0.12 1.59
0.14 1.59
0.17 1.59
0.2 1.74
0.24 1.74
0.3 1.71
0.35 1.67
0.42 1.63
0.5 1.60
0.6 1.50
5.x GeV 0.7 2.80
0.84 2.80
1.0 2.70
1.2 2.70
1.4 2.70
1.7 2.60
2.0 2.60
2.4 2.56
3.0 2.48
3.5 2.35
4.2 2.13
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FIG. 82. The d ilu tion factor plotted as a function of W  for 1.6 GeV data. The left 
plot is for inbending torus setting and the right p lot is for outbending torus setting.
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FIG. 83. The d ilu tion factor plotted as a function of W  for the 5.6 GeV data. The left 
plot is for inbending torus setting and the right plot is for outbending torus setting.
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As w ith  the 1.6 GeV data i t  shows m inimal dependence.
5.7.3 Backgrounds
The number of events recorded as electrons also contains a small percentage of events 
coming from charge symmetric processes as well as misidentified pions. These events 
provide an additional background and therefore have to be taken into account. In 
this section details about how these contaminations were determined and how they 
were applied to the measured asymmetry w ill be discussed.
Pion contam ination
A ll the electron cuts were chosen carefully to reject most of the negatively charged 
pions and to accept electrons. However there is a small contamination of pions that 
pass the electron cuts and are misidentified as electrons. The measured asymmetry 
is therefore diluted due to these additional pions in the electron sample and has to 
be corrected appropriately.
X 1 0 ^
.J21200s
t^ iooo o
4)
800
600
400
200
0
: A
50
number o f photoelectrons 
simulated photoelectron fit 
difference
100 150 200 250 300
number o f photoelectrons (xlO)
FIG. 84. The Cerenkov photoelectron spectrum was used to determine the pion 
contamination. The plot shows the photoelectron spectrum, the simulated photo­
electrons which is fitted to the photoelectron spectrum and the difference between 
the two.
The pion contamination was determined by comparing the Cerenkov photoelec­
tron spectrum after applying all the electron cuts other than the photoelectron cut 
w ith  a photoelectron spectrum at the same kinematics simulated using a random
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number generator and the Cerenkov efficiency function (Fig. 84). The main assump­
tion of this procedure is that the data photoelectron spectrum (after applying all the 
cuts other than the photoelectron cut) is due to photoelectrons produced by pions 
and electrons whereas the simulated photoelectron spectrum contains photoelectrons 
produced only by electrons. Therefore the difference between the two gives the spec­
trum  of photoelectrons produced by pions. Then the photoelectron spectrum of a 
well defined pion sample was normalized to the difference spectrum. The pion con­
tamination is the fraction of events attributable to pions above the photoelectron cut 
used for electron identification (Fig. 85).
X 10 2
number o f photoelectrons
pions - normalized to the difference
S21200
<4h1000
100 150 200 250 300
number o f photoelectrons (xlO)
FIG. 85. The photoelectron spectrum and a well defined pion spectrum which has 
been normalized to the difference shown in Fig. 84. The arrow indicates the applied 
photoelectron cut.
Since pions w ith  momenta above 2.7 GeV produce Cerenkov radiation and cannot 
be separated from electrons, this method can be used only for momenta less than
2.7 GeV. Therefore to obtain a good estimate of pions at momenta greater than 3 
GeV, the to ta l pion contamination for momenta less than 2.7 GeV was fitted w ith  
an exponential function w ith  two fit parameters Pi and P2,
to ta l pion contamination =  P^e ^ 2(m om entum )^ (166)
and was extrapolated to higher momenta (Fig. 86).
Sim ilarly to obtain the pion contamination for momenta less than 2.7 GeV, the 
pion contamination (above the photoelectron cut) was fitted w ith  a function sim ilar 
to equation (166). In the intermediate region , 2.7 GeV <  momentum <  3.0 GeV,
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FIG. 86. Pion contamination vs momentum for one 6 bin. The to ta l number o f pions 
to electrons ratio for number of photoelectrons greater than the applied photoelectron 
cut (pion contamination) and the to ta l number of pions to to ta l number of electrons 
(total contamination) as a function of momentum for 20 <  0 <  30 are plotted. The 
two solid lines are the fit to the two ratios and the dashed line is the extrapolation 
of to ta l contamination to higher momentums.
a linear combination of the two fitted functions was used. Fig. 87 shows the pion 
contamination, for different bins as a function of the momentum.
Pair sym m etric correction
Pair symmetric processes are electron positron pairs created in decay reactions. The 
electrons created in such processes are indistinguishable from electrons scattered 
from the target. One source of electron positron pair production is 
which occurs w ith  a 1.2% probability. Additional pairs come from the reaction 
JJ  —> e'^e~e'^e~. Bremsstrahlung photons can also produce e+e~ pairs. How­
ever calculations done using formulas from Tsai show that pair production due to 
bremsstrahlung photons is negligible [57].
An estimation of electrons coming from pair production can be obtained by com­
paring the electron rates for a specific bin w ith  positron rates for the same kinematic 
bin but taken w ith  opposite torus setting, where the number of positrons detected 
in the region where inbending electrons were detected is assumed to be equal to 
the number of electrons created by pair symmetric processes. Choosing the oppo­
site torus setting ensures that the detected positrons have the same acceptance as
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FIG. 87. Pion contamination as a function of momentum extracted using the method 
described in the text for different values.
the electrons. To identify positrons, the same cuts that were used to identify elec­
trons, except the charge, which is positive for positrons, were applied. To obtain the 
number of positrons as well as to subtract the misidentified 7t+ from the positrons, 
the same pion contamination procedure was applied. Then the number of photoelec­
trons due to electron and positron events were obtained and normalized to respective 
accumulated beam charge.
Another method to estimate the contamination was developed by Peter Posted 
[58] in which the Etot/P  d istribution discussed in section 5.5 for different kinematic 
bins for positrons and electrons are compared.
The estimate of the pair symmetric correction, i?g+/ e -  > obtained using these two 
methods for the inbending electron setting is compared in Fig. 88. I t  is evident 
that both methods give the same results. Therfore we used the Etot/P  method to 
correct the pair symmetric background, since that method is more accurate for the 
outbending electron settings.
A sym m etries due to background
In addition to the corrections described above, the pions and positrons can also intro­
duce some false asymmetries. To determine this asymmetries a well defined sample 
of pions and was studied. The asymmetries due to pions (A ^-/e -) and electrons 
from the pair symmetric background (Ag+/e-) were measured using an identical anal­
ysis procedure as was used for the target electrons. The asymmetries so determined
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FIG. 88. The ratio e+/e“  extracted using two different methods as a function of 
momentum for three theta bins. The two methods give very sim ilar results. The 
data are 5.x GeV inbending data.
are extremely small and are consistent w ith  zero [58]. However, i t  was included in 
the systematic errors.
Total correction due to  background
The final correction, Cucki to the asymmetry given in equation (144) is then given 
b y ,
1 — ^i?,r-/e-^7r-/e-) “  (-Re+/e-^e+/e-)
^back — 1 D I? ’1 JXt^ -Je- ite+le-
where A,r-/e- o-nd ^e+/e- were assumed to be zero.
5.7.4 Electroweak A sym m etry
Another source of false asymmetry is the asymmetry due to parity-vio lating effects, 
which arise due to the interactions between the electromagnetic and weak neutral 
currents. The asymmetry due to the interference of the 7 and exchange amplitudes
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is given by,
^EW ^  (1153)
+  0-L
where ctr and are the cross sections for the right and left handed electrons. The 
electroweak asymmetry is parameterized as [59],
^  -(1 .0  ±  0.3) X 10“ ^Q^ (169)
The electroweak asymmetry is not sensitive to the direction of the target polarization. 
Therefore any false asymmetries due to this effect can be minimized by reversing the 
target polarization. During data taking half of the runs were taken w ith  target 
polarization in one direction and the remaining half were taken w ith  reversed target 
polarization. The correction is approximately 10“  ^ in the resonance region. Since 
the correction is very small the asymmetries were not corrected for this effect, which 
was considered negligible.
5.7.5 Beam  and Target Polarization
To obtain asymmetries i t  is necessary to know the product of beam and target polar­
ization. During data taking target polarization measurements made using the NMR 
system were used to monitor the polarization. The NMR coils on the E G l target 
cells are located outside the cell and are more sensitive to the outer layer of the 
target material. However the entire target was not rastered during the data taking 
and the outer layer of the target was not always exposed to the beam. When the 
target is exposed to the beam the target material produces a local depolarization 
causing the inner region of the target to have a smaller polarization than the outer 
layer. Therefore the NMR readings reported erroneous values for beam polarization 
and often were larger than the real polarization of the target (Fig. 89). Hence the 
known asymmetry for elastic scattering off protons and neutrons was used to extract 
the product of beam and target polarization,
ATueas
PbPt =  ^  , (170)
^  DF-^ quasi—el
where AA^ uasi-ei the measured asymmetry in the quasi-elastic peak. The elastic 
asymmetry, A^i, for the proton and neutron can be calculated using [60],
^  cos9*y/l — e^Ai +  sin6*‘^ 2e {l — e)A2
^  1 I , Q 2  G U Q ^)  ’
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FIG. 89. Target polarization as a function of run number. An extensive study of the 
target polarization measured using the NMR and the target polarization extracted 
from the data has been done by the target group [46]. The plot shows the target 
polarization determined using these two methods for a few NH3 runs. I t  clearly 
shows large deviations for some runs, demonstrating the importance of extracting 
the polarization from ep elastic scattering data.
where 6* is the polar angle between the target spin direction and the direction of the 
v irtua l photon and the v irtua l photon asymmetries A i and A 2 for elastic scattering 
are given by,
=  1, (172)
The quantities Ge  and C m  are the electric and magnetic form factors of the nucleon, 
which can be calculated using [61],
 _____________ 1.0087-  0.1273g^_____________
’ 1 +  0.14Q +  3.01Q2 +  0.02g3 +  1.20Q4 +  0.32Q5 ’
q p  ( q ‘^ \  = ________________________________ t!2 ._________________________________
’ 1 +  0.14Q +  3.01Q2 +  0.02Q3 +  1.20Q4 +  0.32^^ ’
//q2\ _  ________________^ ________________
’ 1 -  1.74Q +  9.29Q2 _  7.63Q3 +  4.63Q4 ’
1 +
where a — 1.25, b — 18.3 and is,
Q dipole
1 +
(174)
(175)
(176)
(177)
0.71GeV2
(1 7 8 )
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TABLE V II. Comparison of obtained using two different methods for the
5.735 GeV outbending data. The PW IA  numbers were obtained using a simulation 
[62] and numbers were obtained using the elastic asymmetry for the proton and 
neutron.
Q2 (GeV^) using A^i PW IA
0.70 0.096 0.098
0.84 0.112 0.113
1.0 0.129 0.132
1.2 0.151 0.154
1.4 0.176 0.178
1.7 0.207 0.208
2.0 0.246 0.242
2.4 0.290 0.286
3.0 0.344 0.341
The asymmetry, for the deuteron can be obtained by taking the weighted av­
erage (weighted by the corresponding elastic cross sections elastic asymmetry
given in equation (171) for the proton and neutron,
Ad
quasi—el el (179)
and then correcting i t  for the D-state of the deuteron. We also used a simulation 
which calculates in the Plane Wave Impulse Approximation (PW IA) using
the most up-to-date fits to the nucleon form factors and a Paris potential wave 
function for the deuteron [62]. In  the PW IA  one assumes that the v irtua l photon is 
completely absorbed by one of the nucleons, which then leaves the nucleus w ithout 
further interacting w ith  the residual nucleus and thus can be treated as a plane 
wave. However, the numbers calculated using the two methods are very close and 
the difference in most cases is of order 10“  ^ (Table V II). Table V I I I  lists 
obtained using the simulation for the 1.6 GeV and 5.6 GeV beam settings integrated 
from 0.88 GeV to 1 GeV in W  for different values.
To obtain A^^ZUei for each bin asymmetry corrected for d ilu tion due to non­
target materials was integrated in W  from 0.88 GeV to 1 GeV. Then P\,Pt for each 
bin was obtained by dividing it  by the calculated asymmetry, The final
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TABLE V III. obtained [62] using a simulation for different bins. The
numbers contain the proper CLAS acceptance weighting. The inbending numbers 
are slightly different than the outbending numbers due to different acceptances.
beam energy Q2 (GeV^) ^ a u a s i-e i (inbending) ^ a u a s i-e i  (outbending)
1.x GeV 0.17 0.128
0.2 0.146
0.24 0.169
0.3 0.194
0.35 0.226
0.42 0.263
0.5 0.305
0.6 0.357
5.x GeV 0.7 0.0981
0.84 0.1136
1.0 0.1323
1.2 0.1541
1.4 0.183 0.1782
1.7 0.214 0.2083
2.0 0.247 0.2424
2.4 0.306 0.2869
3.0 0.349 0.3418
3.5 0.415
4.2 0.464
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value of Pi)Pt for a particular data set was determined by doing a linear fit to all the 
bins for tha t beam setting (Fig. 90).
0.3Ph *
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FIG. 90. The product of beam and target polarization was extracted by fitting  the 
product extracted for each bin w ith  a constant function. The plot shows the fit 
for the 1.6 GeV inbending data.
The product of beam and target polarization can also be extracted using elastic 
electron-proton coincidences. This method was used to extract PbPt for the 5.x GeV 
inbending data since i t  results in smaller errors. Electrons were selected using the 
electron cuts explained in the previous sections. The proton was defined by 0.7 < 
/5 < 1.55, number of photoelectrons <  0.5 and a calorimeter cut of Etotai/Pei <  0.2 
and Einner/Pei <  0.08. Further, to obtain elastic protons we required the to ta l 
missing transverse momentum < 0 .08  GeV, the missing energy <0 .15  GeV and the 
missing momentum in the z direction <  0.12 GeV. To obtain the background, the 
same method used to obtain the inclusive scattering background was used. However, 
since we are looking only at elastic scattering from the proton in the deuteron all the 
formulas explained in section 5.7.2 were used w ith  6 =  0. Fig. 91 shows a plot of the 
background subtraction for these elastic events. The calculated asymmetry for each
bin was obtained using equation (171) for the proton. However, an additional 
correction factor was applied to correct for the ratio of proton polarization to deuteron 
polarization due to the D-state,
Ah(D  state corrected) =  (1 — l.buiD)Ah. (180)
To account for the acceptance of each bin, the predicted value was calculated 
for each event and then an average was taken. The final PtPt values were extracted
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FIG. 91. ND3 W  spectrum obtained using ep coincidences for 
shaded region is the background.
2 GeV^. The
by doing a fit to all values. Fig. 92 shows the PbPt values extracted for the 
5.627 GeV inbending data using this method and the inclusive method. The values 
obtained using ep coincidences gave smaller errors for 5.x GeV inbending settings. 
Therefore the product obtained using this method was used in the analysis of 5.x 
GeV inbending data.
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P^ Pt (exclusive) = 0.232 ± 0.033
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FIG. 92. Comparison of P^Pt values extracted using the two methods described in 
the text for the 5.627 GeV inbending data.
Table IX  lists the extracted PbPt for all beam and target settings. A ll 5.x GeV 
inbending numbers were extracted using the exclusive method and all other numbers 
were extracted using the inclusive method. For each beam setting, the polarization 
for data taken w ith  positive target polarization was compared w ith  the data taken
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TABLE IX . PbPt values extracted using data.
beam energy (GeV) Torus setting PbPt
5.627 Inbending 0.230 ±  0.033
5.735 Inbending all target plus settings 0.16 ±  0.050 
all target minus settings 0.24 ±  0.065
5.735 Outbending 0.138 ±0.019
5.764 Outbending 0.115 ±0.018
1.606 Inbending 0.185 ±0.003
1.606 Outbending 0.179 ±0.009
1.707 Outbending 0.173 ±0.007
w ith  negative target polarization. A ll beam settings gave numbers that were close 
except for the 5.735 GeV inbending setting. Therefore, the PbPt value extracted 
using all data combined (both target polarizations) for that beam setting was used 
in the analysis for all but the 5.735 GeV inbending setting.
5,7,6 Polarized N itrogen and R esidual Proton Correction
In the analysis we assume that the only polarizable material in the target is the 
deuteron. However nuclei as well as nuclei in the target are also polarizable 
and contribute to the asymmetry [63]. In addition there is a small percentage of 
other residual nuclei such as NH3 and ND2H which introduce polarizable protons. 
For a target that contains all these materials, the measured count rates, n+ and 
for positive and negative helicity can be written as [63],
(181)
where.
$  includes the acceptance and the flux of the incident beam, 
Np  is the number density of deuterons,
Np is the number density of protons,
N u  is the number density of 
V i5 is the number density of
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Ni, is the number density of unpolarized particles, 
and C7j are the corresponding radiated cross sections. Similarly,
— n  =  Pb^{Nr)(7DADPD +  NpOpApPp +  A^iscrisjvAisPis
+A^i4(Ti4ivv4i4Pi4 +  Ni,ai,A„Pi,), (182)
where Ap, Ap, Ai^, Au  are the corresponding radiated asymmetries and Pp, Pp, 
P i5, P u  are the corresponding polarizations of the materials given above. According 
to the nuclear shell model [63],
O'ISwA isat =  (183)
(^Un A u n  =  -^glm ci^^P^P +  ^n^n) «  , (184)
where gemc 1 is a correction factor for the EMC effect [39], 'y =  {1 — up) corrects 
for the D-state probability of the deuteron and cr„ and A „ are the cross section and 
the asymmetry of the neutron. The term -1/3 arises due to the net alignment of the 
spin of the unpaired proton w ith  the to ta l orbital angular momentum. The unpaired 
proton in is in a j  =  1/2 state w ith  orbital angular momentum one. According to 
Clebsch-Gordon coefficients the probability of this unpaired proton aligning its spin 
w ith (against) the to ta l angular momentum is 1/3 (2/3), resulting in a net factor of 
-1/3. A fter simplifying equations (181) and (182) w ith  the use of equations (183) 
and (184), and using the definition of the d ilu tion factor,
r  _________________Npap_________________
Npap +  Npap +  Ni^ai^N -|- A^ i4<744^  -I- N^a^
Ap, which is the asymmetry only due to the polarized deuteron, can be extracted,
W ith  the approximations.
Pi5N ~  —Pu n  =  Pn , (187)
glmc ~  glmc =  gPMC, (188)
the factors C\ and C2 are given by [63],
l - r ] p  +  D n / { l - lA u jp ) '
C2 =  - { D n - D p ) A p ,  (190)
(^ D
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where,
P n Qe m cDn =  (191)
r» ff ^Pn QeMCDp =  r ] p - ^ - { ^ - r ] N ) - ^ ----- 5—  (192)
r o  J D y
Np
np =  w N r  ~iVx) H- iVp
=  M  I  n  “  ( I W )iVi4 +  iVi5
The polarization is given by [63],
Pj^ =  -OAOPd . (195)
The proton polarization can be written as,
Pp =  0.191 +  0.683Pd for Pp >  0.16
=  1.875Pd for Pp <  0.16. (196)
A fter substituting above numbers, C2 is approximately given by [63],
C2 ^  -0.03Ap. (197)
The factor Ci ~  1.02 and is negligible. The factor C2 , which contains the proton
asymmetry is non-negligible. However, the correction is approximately 3% of the
asymmetry and was treated as a systematic error.
5.7.7 R adiative Corrections
Theoretical calculations of physics quantities such as ^1, A i and Pi that are de­
rived using A\i assume that the scattering is due to one photon exchange (Born 
scattering). However, in practice there are other higher order physics processes be­
yond Born scattering that have to be taken into account. Therefore i t  is necessary 
to calculate corrections due to other processes and apply them to obtain the correct 
value of A|| due to Born scattering. Since the electromagnetic coupling constant,
apMi is very small these corrections can be calculated using perturbative methods.
In general radiative corrections can be divided into two main categories, internal ra­
diative corrections, and external radiative corrections. Internal radiative corrections 
(Fig. 93) take into account the higher order QED processes that occur at the time
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(a) (b)
(c) (d)
FIG. 93. The figure shows the Feynman diagrams for internal radiative corrections, 
(a) and (b) are internal bremsstrahlung, (c) vertex correction and (d) vacuum polar­
ization.
of interaction, while the external corrections take into account energy losses due to 
bremsstrahlung or ionization in the external material before or after the interaction. 
I f  the Born asymmetry given in equation (16) is w ritten in terms of polarized, 
(T^ Borni unpolarized, (J%orni Born cross section.
(7/( B ornAn — —----- ,
a
(198)
B orn
then the internally radiated asymmetry, A j” *, can be obtained by adding the higher 
order terms to the polarized and unpolarized Born cross section,
^Born(l +  ^v) +  CTd +  +  ^inj^int _ 7?in
jV-'in
(199)
<’ Born(i- +  '5.) +  <1 +  <7; +  K  
where 5^  is the electron vertex correction and vacuum polarization corrections for 
lepton and hadrons, Gei is the contribution of the radiative ta il from the elastic peak, 
Gq is the contribution of the radiative ta il from quasi elastic scattering and G^ n is 
the contribution of the radiative ta il from the inelastic cross section. To obtain the 
fu lly  radiated asymmetry, external radiative corrections also have to be taken into 
account. I f  we assume that the probability of an electron w ith  in itia l energy E q to
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have final energy E  after traveling t  radiation lengths is given by then
the fu lly  radiated cross section can be obtained by [64],
a^,,AEo,E '^,6)=  (200)
/ Eq r^rnax/  h { E , , E , t , ) o U E , E ' , 0 ) h ( E ' , E ' r , t , ) \ \ ~ D { E , , E \ Z ) \ d E d E ' ,
Ejmin ^  Ej^ p
and
/ Eo r^'max/  h { E „ , E , t , ) o l „ { E , E ' , e ) h ( E ' , E ' ^ , t t ) d E d E ' ,  (201)
Err.i„J EL
where t, and t f  are the thicknesses of the material through which the electron travels 
before and after the interaction, Ep is the final electron energy, Emin and Emax are 
the minimum and maximum energy defined by elastic scattering, D {E q, E ', Z ) is the 
electron depolarization correction [65] which corrects for the depolarization of the 
electron due to bremsstrahlung and Z  is the nuclear charge of the target.
Both internal and external corrections have been incorporated into a program 
called RCSLACPOL developed at SLAC by Linda Stuart, where the internal cor­
rections are based on an approach by Kuchto and Shumeiko [66] and the external 
corrections by Tsai [64]. To obtain the radiated asymmetry the program uses the 
Born asymmetry as the input, calculated using a parameterization of polarized and 
unpolarized structure functions, and then applies all the radiative effects described 
above. The radiative correction to the measured asymmetry, consists of an
additive ( A r c )  and a m ultiplicative ( F r c ) term [67],
Ameasryfr q 2\
Q^) =  Q"). (202)
The factor Frc accounts for the fraction of the measured rate that does not come 
from the radiated elastic and quasi-elastic tails [59],
^Borni^ +  <^ i;) +
^RC ~ (203)
(^Borni^ +  ^v) +  <Jel +  ’
and is treated as a “d ilu tion” of the contribution of Aj^°”"(kF, Q^) to A|P®“*(1T, Q^). 
This term has particularly been included to properly propagate the statistical errors. 
The statistical error of a given kinematic bin is determined by the number of events 
recorded for that bin and is governed by the unpolarized radiated cross section while 
the true statistical error of the bin should be governed by the unpolarized Born cross
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section. The Frc term takes into account this additional d ilu tion caused by radi­
ated elastic and quasielastic tails and corrects the statistical errors of the measured
assymetry, in a proper manner,
Q^) (204)
Frc{W ,Q ^) •
The A rc ferm can then be viewed as the difference between the Born asymmetry 
and the ’’ d ilu tion corrected” radiated asymmetry. Fig. 94 shows the corrected and 
uncorrected asymmetry for one bin.
0.5
0.4
0.3
0.2
D
B 0.1
0
c -0.1
-0.2
-0.3
-" • t
— Bom asymmetry 
■ - ■ Radiated asymmetry 
O A|| measured (radiated)
•  A|| Bom (radiatively correeted)
1.1 1.2 1.3 1.4 1.5 1.6 1.7
W(GeV)
FIG. 94. The figure shows and as a function of W  for a typical bin.
The Born (solid line) and radiated (dashed line) asymmetries are calculated w ith  our 
model.
5.8 M ODEL IN P U T
To extract the physics quantities of interest, A i and g\^ i t  is necessary to separate 
the v irtua l photon asymmetries A i and A 2 from the measured asymmetry A\\. As has 
previously been mentioned (section 2.1.3) there are two ways of separating A \ and A 2 . 
However, since the 1.x and 5.x GeV data analyzed here did not have many overlapping 
bins, i t  was not possible to do the “Rosenbluth-like” separation of A \ and A 2 . 
In addition a knowledge of quantities R  and F i, which were not measured, is also 
required to obtain A \ and g\. In order to calculate the fu ll integral, F i, a knowledge 
of gi in the unmeasured region is necessary as well. As explained in the previous 
section a model of existing world data is also required to do radiative corrections. 
For all these purposes a model, which is a parameterization of existing world data
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collected by Linda Stuart, Thia Keppel, Keith Griffioen, Prank Wesselmann and 
Sebastian Kuhn, was developed [62]. In the following subsections details about how 
each of these quantities were modeled w ill be discussed. A  more detailed discussion 
of the parameterization is given in [59]
V irtual photon asym m etry A i
•  In the DIS region a Q"^  and x  dependent f it to the world data was done [68]. 
The fit contains data in the > 1 GeV^ and W  > 2 GeV region.
•  In the resonance region a combination of DIS data extrapolated to the reso­
nance region and the output from the code AO w ith  non-resonant background 
turned off was used to obtain a reference model. The code AO uses a fit to 
exclusive electroproduction data to obtain the parameters for the resonant and 
non-resonant transition amplitudes. Then results from E G la  data were used 
to optimize the parameters.
•  The fit was constrained to reach A i =  1 at pion threshold as well as by the 
value of the GDH sum rule at =  0.
V irtual photon asym m etry
•  In the DIS region an iterative fit to the Wandzura-Wilczek relation, which 
depends only on gi ( see equation (56)) was performed.
•  In the resonance region (up to VP =  2 GeV) A 2 was calculated using the code 
MAID2000 [69], which is a unitary isobar model [70] of the resonance region 
developed at Mainz, based on fits to the existing electro and photo-production 
data. The nonresonant background is taken into account by using standard 
Born terms and vector meson exchange. A  smooth transition for A 2 to the DIS 
region was required.
Unpolarized structure functions F i and F2
•  In the DIS region a fit, which is a fifteen parameter function, to F2 tha t was 
done by the NMC collaboration was used [71]. The fit includes data obtained 
from inclusive muon scattering in the kinematic range 0.006 <  2; <  0.6 and 
Q'^  between 0.5 to 75 GeV^ together w ith  the existing world data, which all
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together covers the region from 0.006 to 0.9 in x. The to ta l error on the data 
used in the f it is between 1.5% and 5%.
•  In the resonance region a fit to world data, which includes recent unpolarized 
structure function results from Jlab, performed by Thia Keppel was used [62]. 
The model, which is a twenty four parameter fit, includes three resonances and 
three background terms. A ll fits were modified to connect smoothly to the real 
photon data as > 0.
The ra t io  R
•  The ratio R  was calculated using the SLAC fit “R1998” [72], which is an update 
to the SLAC /W hitlow  fit, “R1990” [12]. The data used in the fit cover the 
kinematic range of 0.005 <  x <  0.86 and 0.5 <  <  130 GeV^. The model 
includes three different parameterizations for R. In the analysis the average of 
the three parameterizations was taken. The uncertainty in R due to statistical 
fluctuations of the data is given by the error of the fit,
SR{x, Q-) =  0.0078 -  0.013. +  ~ ■ (205)1.7 (^ 2
The fit has a confidence level of 73% for all the data used in the fit.
•  The low region was modeled by either assuming that R  is constant or that 
R  —y 0 as —y 0.
In all these cases the resonance region and the DIS region were combined using 
a smooth interpolation.
5.9 C O M BIN IN G  D IFFE R E N T  G R O U PS OF R U N S
The final step in the analysis is to combine different groups of runs which includes 
runs w ith  different target polarization, slightly different beam energies and outbend­
ing vs. inbending torus setting. In this analysis A i and gi were calculated for each 
setting and kinematic bin separately and were combined at the end. The average 
over different groups were performed in the following sequence.
•  A ll target plus settings of 5.735 GeV inbending data were combined w ith  the 
all target plus settings of the 5.627 GeV inbending data.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
128
•  A ll target minus settings of 5.735 GeV inbending data were combined w ith  the 
all target minus settings of the 5.627 GeV inbending data.
•  A ll target plus settings of 5.x GeV inbending data were combined w ith  the all 
target minus settings of the 5.x GeV inbending data.
•  5.735 GeV outbending data were combined w ith  the 5.764 outbending data.
•  5.x GeV inbending data were combined w ith  the 5.x GeV outbending data.
•  1.606 GeV outbending data were combined w ith  the 1.707 GeV outbending 
data.
•  1.x GeV outbending data were combined w ith  the 1.606 GeV inbending data.
The quantities gi and A i ( / )  for each bin (i) from different run groups ( j)  were
combined using the weighted mean w ith  the final statistical errors ((7*),
/ i  (average) =  (206)
E j  l/CTij
(T(/i(average)) =  - = i = .  (207)
V E ^ l / 4
Before combining, each of these data sets were compared through a z-test,
W )  -
Z i = (208)
for each of the overlapping kinematic bin. The value and the average z-score,
Zaverage =  (209)71/
for all the W  bins for a given bin was then calculated to check the com patib ility of 
each Q'^  bin that was combined. Fig. 95 shows the z-score values of the 5.x GeV in­
bending data taken w ith  positive target polarization and negative target polarization 
for all bins.
Table X  and X I lists all the average z score values of each overlapping Q'^  bin for 
all the different data sets listed above.
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Data sets Q2 (CeV2) ^average number of bins
5.735 target plus and 1.43 0.089 162 1.067
5.627 target plus 1.70 -0.060 152 1.136
(Inbending) 2.03 -0.041 152 1.126
2.42 -0.016 148 0.928
2.89 -0.074 140 I.07 I
3.46 0.071 127 0.855
4.12 0.055 105 I.IO I
5.735 target minus and 1.43 -0 .I4 I 162 I.OIO
5.627 target minus 1.70 -0.044 152 1.035
(Inbending) 2.03 0.027 152 1.045
2.42 -O .III 148 0.982
2.89 0.045 140 1.054
3.46 0.054 127 1.027
4.12 -0.000 105 1.108
5.x target plus and 1.43 -0.067 162 1.003
5.x target minus 1.70 -0.046 152 1.177
(Inbending) 2.03 -0.036 152 1.058
2.42 0.002 148 0.857
2.89 0.019 140 0.979
3.46 0.018 127 0.961
4.12 -0.016 105 0.972
5.735 outbending and 0.707 -0 .I8 I 172 0.935
5.764 outbending 0.844 -0.099 172 0.922
I.OI -0.009 162 I.28 I
1.20 -0.053 162 1.130
1.44 -0.037 162 1.116
I.7 I -0.169 152 0.976
2.05 0.015 152 0.765
2.44 0.039 148 1.022
2.92 0.093 140 0.995
5.x outbending and 1.44 0.105 162 0.903
5.x inbending I.7 I 0.072 152 1.155
2.05 0.174 152 1.094
2.44 0.038 148 1.238
2.92 0.180 140 1.032
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
TABLE XI. z score values of all the 1.x GeV data.
130
Data sets Q2 (GeV^) a^verage number of bins
1.607 outbending and 0.0496 0.049 51 0.825
1.724 outbending 0.0592 0.110 51 1.018
0.0707 -0.015 51 1.103
0.0844 0.016 51 0.991
0.1010 0.072 51 1.206
0.1200 0.211 51 0.978
0.1440 0.141 51 1.230
0.1710 0.099 51 0.869
0.2050 -0.130 49 0.608
0.2440 0.091 49 1.254
0.2920 -0.045 49 1.028
0.3480 -0.109 46 0.972
0.4160 -0.176 40 1.225
1.x outbending and 0.2050 -0.032 49 0.810
1.607 inbending 0.2440 -0.135 49 1.019
0.2920 -0.032 49 0.847
0.3480 0.243 46 1.155
0.4160 0.167 40 1.050
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FIG. 95. P lot shows the z-score values for different data sets. The left plot shows 
the z-score values of all target plus settings of 5.x GeV inbending data and all target 
minus settings of the 5.x GeV inbending data. The right plot shows the z-score values 
of inbending settings of the 1.607 GeV data and outbending settings of the 1.x GeV 
data. The red line is a Gaussian function w ith  sigma eqnal to one.
5.10 SYSTEM ATIC ERRORS
There are two main sonrces of systematic errors associated w ith  the results of this 
analysis. The first source arises due to uncertainties in measurements. The second 
source arises due to uncertainties in the models that were used to extract the final 
physics results.
The first step in determining the systematic errors is to change a parameter or a 
parameterization, which is a source of systematic error, to another reasonable value 
and then redo the analysis and obtain new results. Then the systematic uncertainty 
due to that quantity is given by the difference between the results obtained using 
this new value and the results obtained using the standard value. For example, i f  
the final value of gi for a given (Q^, x) bin, after changing a parameter z, is given by 
and the standard value of gi is ^i(s), then the systematic error in gi due to the 
uncertainty i, Sg^i), is calculated by,
Sgi{i){Q'^,x) =  \gi{s){Q^,x) -  gi(i){Q^, x)\. (210)
The to ta l systematic error, gi{tot){Q‘^ , x), was calculated by adding all the systematic
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errors in quadrature.
(211)
However, there were some exceptions as explained below. This section describes how 
each of these systematic uncertainties were determined.
5.10.1 D ilution  Factor
The calculation of the d ilu tion factor was modeled using Any difference between 
the simulated spectrum and the real background would give incorrect results. 
To minimize those uncertainties the spectrum was simulated by fittin g  data to 
data taken w ith  a target as explained in section 5.7.2. However, the extraction of 
the parameters a and b depends on the measured length of and the cross sections 
which were calculated using a model. The calculation of the d ilu tion factor 
also depends on the physical length of the target. To estimate all these uncertainties 
the following steps were taken:
•a 
<  0.08
A N length 
*  o „/Od 
o  target length
0.06
0.04
0.02
- 0.02
-0.04
0.5 2.5
W (G e V )
FIG. 96. The effect on the d ilu tion factor due to different sources of systematic errors. 
The Y  axis gives the change in d ilu tion factor divided by the d ilu tion factor that was 
used in the analysis.
•  Changed the length of from 0.5 cm to 0.52 cm. The extracted value for a 
and b depend on the length of the target. A new fit was performed w ith
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a target length of 0.52 cm and new values for a and b were extracted. This 
changed the d ilu tion factor by approximately ~  3% (Fig. 96).
•  In the inelastic region an/crn was calculated by dividing F ^ /F f ,  which was 
calculated using the model described in section 5.8. In the elastic region the 
elastic neutron cross sections were directly divided by the sum of proton and 
neutron cross sections, calculated using the Bosted parameterization [61] of 
form factors. Fig. 97 shows cr„/cr£)((5^, W ) for a few bins used in the anal­
ysis. The systematic uncertainty in the calculation was estimated by changing
to 0.5. Since this was also used in the determination of parameters a 
and b, a new fit was performed and new a and b values were extracted. This 
changed the d ilu tion factor by less than 1% (Fig. 96).
•  In the analysis, the measured value of the physical length of the target was 
used in calculating the d ilu tion factor. This can also be extracted from data as 
explained in section 5.7.2, which is very close to the measured value. However, 
to determine the systematic uncertainty on the measurement i t  was changed 
from 1.9 cm to 1.825 cm. Fig. 96 shows the effect on the d ilu tion factor which 
is about 1%.
0.5
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FIG. 97. The On/oo values that were used in the analysis. The numbers in the 
inelastic region were obtained using the model. More details are in the text.
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FIG. 98. The systematic error on gi due to the d ilu tion factor compared to the 
statistical uncertainty for one bin. The systematic error is shown as the the gray 
band on the top plot. The same quantity given as a percentage of the measured value 
of gi is shown in the bottom plot. The to ta l systematic error on gi is approximately 
5%. The calculation of gi is discussed in the next chapter.
In each of the above cases the complete analysis was performed using the new pa­
rameters. The difference between the new results and the standard results was taken 
as the systematic uncertainty of that particular source. Fig. 98 shows the to ta l 
systematic error due to the above mentioned sources on gi for one bin.
5.10.2 Background Processes
Since the pair symmetric correction and pion contamination are small, the systematic 
errors due to those sources were determined by completely elim inating them. The 
systematic error is less than 1%.
5.10.3 Polarized N itrogen and Proton Correction
As explained in section 5.7.6 the correction due to nitrogen and the residual protons 
contain two terms. The factor Ci is approximately equal to one and is therefore ne­
glected. The systematic error was calculated by applying the term C2 to the measured 
asymmetry. The factor C2 contains the proton asymmetry. I t  was calculated using 
the radiated cross sections for the proton, which were obtained using the method
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described in section 5.7.7. The to ta l systematic error on g\ is approximately 3%.
5.10.4 Beam  and Target Polarization
The main source of error that contributes to the determination of beam and target 
polarization is of a statistical nature. As described in section 5.7.5 the product of 
beam and target polarization was extracted using data. However the error was not 
propagated as a statistical error. Instead one sigma of the error was added to the 
polarization used in the analysis of data, for one data set at a time and the whole 
analysis was performed keeping the polarization of the other data sets at the same 
value as was used in the analysis. The same procedure was performed for each in­
dividual data set given in Table II. The difference between the new result and the 
standard result for each data set is added in quadrature to obtain the final system­
atic error on the product of beam and target polarization. The average systematic 
uncertainty in the product of beam and target polarization is about 9% for the b.x 
GeV data and is much smaller for the 1.x GeV data.
5.10.5 System atic Errors due to  M odels
The extraction of asymmetries and the spin structure function gi as well as the 
calculation of the integral of gi in the unmeasured region depends on how we model 
some of the unmeasured parts that contributes to the final result. Therefore to 
determine systematic errors due to our model, different parameterizations were used 
[62|.
A sym m etries A i and A 2
To determine uncertainties due to the parameterization of A \ and A 2, the alternative 
parameterizations explained below were used (Fig. 99):
1. A 2 in the resonance and the DIS region were set to zero.
2. The parameters that calculate the standard resonance contribution to A i and 
A 2 were slightly changed. The standard value was s till used in the DIS region. 
However, since our standard DIS calculation involves an integral over g i{y ) /y  
from y =  re to y =  1, i t  depends somewhat on the behavior of A 2 (and thus gi) 
in the resonance region. Therefore this estimate of the systematic uncertainty 
is applicable in the DIS region as well as in the resonance region.
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FIG. 99. Different parameterizations of A 2 used to calculate systematic errors. More 
details are in the text.
3. A 2 was modeled by taking into account the twist-3 part, given in equation
(55), in addition to the g ^ ^  term. The term g^^  is the deviation between 
the measured value of g2 and the g ^ ^  term. This has been extracted from 
measured results and parameterized by the E155 collaboration [24] and was 
used to obtain ^ 2-
4. We used a new model (D M T/K uhn) [62] for A 2 in the resonance region, which 
uses the D M T (Dubna-Mainz-Taipei) dynamical model for pion production
[73]. The model also includes eta and kaon production. The resonance region 
was connected to higher W  values using a smooth interpolation to g ^ ^  ■ An 
additional contribution was added in the resonance region to ensure that the 
Burkhardt-Cottingham sum rule is fulfilled.
5. Replace A 2 w ith  the upper Soffer bound [74], A 2 <  A i) /2 R  in both the
resonance and the DIS region. To calculate R, “R1998” was used. Since the 
Soffer lim it (Fig. 99) gives an unreasonably large systematic error in the DIS 
region, where there are plenty of data available and it  is well understood (Fig. 
100), the Soffer lim it was divided by W  to get a reasonable systematic error.
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FIG. 100. Measurement of A 2 for the deuteron and proton [24]. The data are from 
E155 (solid circle and open square), E143 (open diamond) experiments at SLAG and 
EMC (open circles) results. The solid line is A 2 calculated using The Soffer
bound is given as a dashed line (upper right).
The overall systematic error was calculated by adding all the differences in quadra­
ture and then dividing it  by three,
^gi(Ai,A2)(Q ) ^)
A
-  ^  (s'! (variable) — r^i (standard))^. 
3 1
(212)
The to ta l was divided by three because in some of the cases both A i and A 2 were 
varied. Fig. 101 shows the to ta l systematic error due to the different asymmetry 
choices for one bin. The systematic uncertainty is about 10%. Fig. 102 shows 
the contribution to the to ta l systematic error from the above mentioned models.
S tru c tu re  fu n c tio n s  F i, F2 and R
To estimate the systematic uncertainties due to our model of the structure functions, 
the following alternatives were used (Fig. 103 and Fig. 104):
1. A  new value of R  was obtained by taking into account three sources of uncer­
tainty:
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FIG. 101. The to ta l systematic uncertainty due to models used to extract asymme­
tries compared to the statistical uncertainty for one bin. The systematic error is 
given as a shaded band at the bottom of the plot.
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FIG. 102. The to ta l systematic error given in Fig. 101, decomposed into different 
models used to determine the to ta l error. More details are in the text.
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FIG. 103. Different parameterizations of R  used to calculate systematic errors. More 
details are in the text.
•  The uncertainty in the standard parameterization of i?, R1998 [72], given 
by equation (205).
•  The model dependence, taken as the variance between the three parame­
terizations of R  (see section 5.8).
•  A  possible systematic uncertainty in the extraction of R  from data, which 
takes into account the recent revelation from Jefferson lab Hall A  that 
there may be an e-dependent radiative effect (two photon emission).
These uncertainties were added in quadrature and added to the standard value 
of R  to form one of our alternatives (R1998 -1- AR ).
2. An old parameterization of F i and F2 performed by SLAG [75] instead of the 
NMC parameterization in the DIS region. The data used in the fit include 
all deep inelastic electron-hydrogen and electron-deuterium measurements at 
SLAG taken between 1970 and 1983 and cover the kinematic range 0.06 < x <  
0.9 and 0.6 <  <  30 GeV^ (Fig. 104).
3. G. Ricco’s parameterization of R  in the resonance region [76].
4. Bodek’s parameterization [77] for both F i and R in the resonance region. The 
parameterization contains a modulating function, which contains twenty four
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parameters, and another twelve parameter function, which describes the deep 
inelastic region. The modulating function takes into account the masses, widths 
and amplitudes of the four most prominent nucleon resonances and the W  de­
pendence of the nonresonant background under these resonances. The param­
eters were determined by doing a least square fit to the data given in [78].
5. New parameterization of T \, F2 and R  by Jefferson lab, Hall-C [79]. The data 
used for the f it cover a kinematic range of 1 <  IT  <  2 GeV and 0.2 <  <  4
GeV^. This parameterization is only valid for protons and for above 0.5 
GeV^ region. The neutron value was obtained by scaling the standard values
[62].
T3 -
Q  ^= 0.84 GeV^
A  Standard 
— SLAC parm. 
Bodek
0.5
Jlab/Hall-C fit
1 1.25 1.5 1.75 2 2.25 2.5 2.75
W(GeV)
FIG. 104. Different parameterizations of F i used to calculate systematic errors. More 
details are in the text.
The overall systematic uncertainty was again calculated using equation 212. The 
to ta l was divided by three since all the quantities, F i, F2 and R  were varied.
Fig. 105 shows the to ta l systematic error due to the modeling of unpolarized 
structure functions to extract our final results. Fig. 106 shows the contribution 
from each of the different models that was used in determining the to ta l error. The 
systematic error in the resonance region is approximately 5% and i t  is less than 1% 
in the DIS region. The large error in the resonance region is mainly due to the lack 
of world data on the unpolarized structure functions in that region.
The final step in the analysis is the extraction of final results. The final results are 
then compared to available theoretical predictions. A description of the method by
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0.400
0.3 Q = 1 .4 G eV
0.2
0.1
0
-0.1
1 1.25 1.5 1.75 2 2.25 2.5 2.75 3
W(GeV)
FIG. 105. The to ta l systematic uncertainty due to modeling of structure functions 
compared to the statistical uncertainty for one bin. The systematic error is given 
as a shaded band at the bottom of the plot.
.0.04
Total error0.02
0
0.04
(1)R 1998+A R0.02
0
0.04
(2) SLAC parm.0.02
0
0.04
(3) Ricco0.02
0
0.04
(4) Bodek0.02
0
0.04
(5) Jlab/Hall-C fit0.02
0
1 1.25 1.5 1.75 2 2.25 2.5 2.75 3
W(GeV)
FIG. 106. The to ta l systematic error given in Fig. 105, decomposed into different 
models used to determine the to ta l error. More details are in the text.
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which the final results were extracted and a discussion on the comparison to theory 
w ill be given in the next section.
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CHAPTER 6 
RESULTS
The main goal of the experiment is to extract the physics quantities A i, gi and Fi- 
Once the final measured asymmetry, is calculated using the methods described 
in the previous chapter A i and gi can be extracted. In this chapter details about 
how these physics quantities were extracted and what we can learn from them w ill 
be discussed.
6.1 A SY M M ETR Y  A i +  r/As
The asymmetry A i +  rjA2 can be extracted by dividing the asymmetry A\\ by the 
depolarization factor £>,
The parameter R  was calculated using the model described in the previous section 
(hereafter referenced to as the A i — A 2 parameterization). Fig. 107 shows the
<r
+
<
N (1440)P0.6
0.4
0.2
A(1232)P,
-0.2
-0.4
-0.6
-0.8
=  0.2 GeV- =  0.24 G eV ' =  0.3 G eV '
W(GeV)
FIG. 107. The asymmetry A i+ t ]A 2 for the 1.6 GeV data. The positions of some of the 
main resonances are indicated by arrows. The line is the parameterization of A i and 
A 2 discussed in the previous section. The error bars show statistical uncertainties. 
The shaded region at the bottom of the plot indicates the systematic uncertainties.
asymmetry obtained for a few bins for the 1.606 GeV data. These are the first 
deuteron measurements in that kinematic region. The asymmetry is negative for the
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A  resonance and the value is close to -0.5, which is the value expected for A i for a 
pure magnetic dipole transition to the A  resonance. The asymmetry is close to zero 
in the high W  region. However the asymmetry is becoming positive in the D 13 and 
region in the =  0.3 GeV^ bin. Fig. 108 shows A i +  77^ 2 for a few bins for 
the 5.x GeV data. A t these large the asymmetry for the A  resonance is consistent 
w ith  zero and at high W  the asymmetries are positive and large, indicating that the 
amplitude corresponding to the absorption cross section cr^ 2 dominant one.
I t  is also evident that the asymmetries in the D 13 and region shows only a lit tle  
change w ith  increasing Q^. Also shown in the figures is the asymmetry, A i -|- 77^ 2, 
calculated using the model. The data agree w ith  those predictions quite well.
■^1.25
<r 0.75 
0.5 
0.25
-0.25
-0.5
-0.75
1.25
0.75
0.5
0.25
-0.25
-0.5
-0.75
2.5
W (G eV )
2.5
FIG. 108. The asymmetry A \ -f- 77A2 for 5.x GeV data. The data were combined 
assuming the factor 77A 2 is small and is the same for all different 5.x GeV beam 
settings. The line is the A i — A 2 parameterization. The error bars show statistical 
uncertainties. The shaded region at the bottom of the plot indicates the systematic 
uncertainties.
As discussed before A i or A 2 cannot be extracted directly from the measured 
asymmetries. Fig. 109(a) compares 77A 2 calculated using the model w ith  the fu ll 
measured asymmetry A 1-I-77A 2 for one bin. Since the asymmetry A 2 is constrained 
by IA2I <  \ j \ { ,A i +  1)R, the contribution of the 77A 2 part to the fu ll asymmetry is 
small as expected implying that A i +  77A 2 ~  A i .
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<  0.2
Aj-A2 parameterization^
' I I 11 Ij 11 I I I > I I I I I I I I I I I I I I I 1 I ’ I 11 11 11 I I I I
0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7
W(GeV)
;_T‘T~r T j n ‘T ~ i - r ~ p n '~n " p T 'n ~ T ~ p " T "T""r"'[‘T ’T 'i' ly
; ----- parameterization
unmeasured
~ 0.8  1 1 1 11 1 1 1 1 11 I I I I I 1 I I I I I 11 I I I I 1 I I I I I. I I i _l_l l L_l_ l_
0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7
W(GeV)
FIG. 109. The figure compares and A i w ith  the contribution from the unmeasured 
part, (a) The contribution of 77^ 2 to the asymmetry A i +  77T 2 for =  0.3 GeV^ is 
plotted w ith  the measured asymmetry, (b) The unmeasured contribution to gi along 
w ith  the finally extracted results for gi as a function of W  for the same bin is 
shown. Data are taken w ith  a beam energy of 1.6 GeV.
6.2 S P IN  S T R U C T U R E  F U N C T IO N  gi
Since A± cannot be separated from A 2, gi was extracted by adding the unmeasured 
part to the measured asymmetry A \\/D ,
9i
T
1 +  T
Fi. (214)
A knowledge of F i is also required to extract gi, and was parameterized using the 
methods described in section 5.8. Fig. 109(b) compares gi w ith  the contribution 
from the unmeasured part.
The value of gi was first measured for each of the data sets separately and then 
was combined after doing a z-score test. The z-score values of gi for different data
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0.5
-0.5
= 0.05 G eVl
-0.5
Q^=0.06 GeV^J
-0.5
-  0.07 GeV^^
-0.5
= 0.08 GeV^
110
X,
-0.5
-0.5
-0.5
-0.5
-1.5
10
X,
FIG. 110. Qi as a function of x  for =  0.05 — 0.17 GeV^. The line is the A i — A 2 
parameterization. The error bars show statistical uncertainties and the shaded band 
at the bottom of each plot indicates the systematic uncertainties.
sets are listed in section 5.9. The value of gi for different data sets agree very well. 
The combined results for gf for all the bins are listed w ith  the corresponding 
statistical and systematic errors in Tables from X l l l  to X X X V l. Fig. 110, 111 and 
112 show gi as a function of x  for different bins. The negative contribution of 
the A  resonance is evident at low Q'^  values. A t large gi is large and less
dependent.
6.3 D U A L IT Y
As mentioned in chapter two, one important thing that can be studied w ith  the 
resonance data is duality. Fig. 113 compares gi versus ^ w ith  the scaling structure 
function at — 10 GeV^, which was obtained using the A \ — A 2 parameterization 
and turning off the resonance contribution. A t large values the data resemble
the scaling structure function very well. However at lower values there is a 
noticeable difference between the data and the scaling structure function, particularly 
in the region of the A  excitation. To quantify these observations the data has to be 
integrated over the resonance region and compared to the scaling structure function
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FIG. 111. Same as Fig. 110 but for =  0.2 — 0.5 GeV^.
^  0.5
= 0.84 GeV'
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0 =  1.0 GeV'
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Q = 1.4 G e V
-0.5
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FIG. 112. Same as Fig. 110 but for =  0.84 — 3.0 GeV^.
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O EGla 
•  EGlb
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-0.25
0.25t f  =  0 .24  GeV":
- r
-0.5
-0.25
t f  -  0 .3  GeV : 0.25
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-0.25
t f - 2 . 4 G e V jt f  =  0 .35  GeV; 0.25
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-0.5
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0.25 t f  -  3 .5  G eV Ja f e - — _______________t f  =  0 .5 G e V  ;
— World data pann = 10 GeV? ,W =  2  GeV
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-0.25
0.4 0.60.20.4 0.60.2
FIG. 113. Spin structure function 5-1 as a function of the Natchmann variable 
Data are compared w ith  the scaling structure function at =  10 GeV^. The arrow 
indicates the IT  =  2 GeV point. The open circles are data from the first part of this 
same experiment [40]. Errors include only the statistical error.
in the same ^ region,
^res/DIs{Q ) (215)
The following four IF  regions were selected as ^m in  and ^max:
1. 1.07 GeV <  IF  <  2 GeV which includes the entire resonance region.
2. 1.12 GeV <  IF  <  1.38 GeV which includes the A(1232) region.
3. 1.38 GeV <  IF  <  1.58 GeV which includes the Sn(1535) region.
4. 1.58 GeV <  IF  <  1.8 GeV which includes the Fi5(1680) region.
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Since the =  10 GeV^ curve is mostly dominated by the leading order (LO) 
term, to understand duality at lower the scaling curve has to be properly evolved 
down to the Q'  ^ value of the particular bin of interest. The evolution of the scaling
T—I 0.4 
to
0.2
0
-8:i
0.2
0
-8:i
0.2
0
-8:i
0.2
0
- 0.2
‘ ■ I ■ ■ ■ ■ I ■ ■ ' ‘ I ' ■ ■ ' I ' '
World data parm. 10 GeV^
GRSV2000^NLO 
-  GRSV2000-LO
r r - '-
Q  ^= 1.4GeV^
11111111 i-|-+-iH-i II I 11111111111111111111111111 r
= 2.0 GeV^
I I I I I I I I I I I I I I I I I I t'l I I I I I I I I I I I I I I I I I I I I I I I I
I  Q^ = 2.4GeV'
+-H  4 -|- )- t -I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I
I I I I I I
_____
W = 2 GeV 
J, Q^ = 3.5GeV'
I . I I I I I I I I I I I I I I I I I I I I I I I
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
FIG. 114. A  comparison between the scaling structure function calculated using the 
GRSV2000 LO and NLO calculations [80] and a parameterization of world data at 
=  10 GeV^. More details are in the text. Errors include only the statistical error.
structure function calculated in Next to Leading Order (NLO) has been studied and 
formulated by M. Glueck, E. Reya, M. Stratmann and W. Vogelsang (GRSV2000)
[80]. As a systematic check the scaling structure function was integrated using the 
=  10 GeV^ curve explained above and the LO and NLO GRSV2000 scaling curves 
properly evolved down to the bin of interest. Fig. 115 shows the difference be­
tween these three curves for a few Q'^  bins. A  comparison between the data integrated 
in the entire resonance region divided by the scaling structure function calculated 
using the above mentioned three cases is given in Fig. 115. The use of the LO or 
the NLO calculation for the scaling structure function did not make a significant 
difference in the ratio I r e s / d i s - A t large values the ratio is approximately equal
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to one confirming the presence of duality in the resonance region. However when we 
go to lower values the ratio becomes less than one since the negative contribution 
due to the Delta resonance becomes important.
1/3 3 
,22.5
2 -
1.5
1
0.5
0
-0.5
1.07 GeV < W < 2 GeV
o  World data parm. Q^=10 GeV  ^
A  GRSV2000-LO 
□ GRSV2000-NLO
fi
H
I I I -■ I > I I I I I I I I I I I
0.5 1.5 2.5 ¥  2' Q ^G e V O
FIG. 115. The ratio I r e s / d i s  in the entire resonance region. The different symbols 
correspond to different methods used in the calculation of the denominator. The 
error bars show statistical uncertainties. The shaded region at the bottom of the 
plot indicates the systematic uncertainties.
To further study this local form of duality the data in the three prominent reso­
nance regions given above were compared to the corresponding scaling value. Data 
were only compared to the scaling structure function calculated in NLO evolved to 
the same for each bin. Fig. 116 shows the observed results. In  the A  region the 
ratio is below unity as expected. For higher resonances the ratio is un ity even at
values as low as ~  0.8 GeV^ (the NLO calculations only go down to 0.8 GeV^). 
In conclusion the results indicate that duality holds in the resonance region even at 
somewhat low w ith  the notable exception of the A  region. However, to verify 
higher tw ist effects, all final states including the elastic region have to be included. 
Since we are only comparing the data in the resonance region to the corresponding 
scaling value, i f  the elastic region is added to the resonance data, the elastic scattering 
could show an unrealistically large higher tw ist contribution. Therefore, to evaluate 
higher tw ist contributions, the data must be integrated over the entire ^ region as 
required by QCD. More details about those effects w ill be discussed in section 6.6.2.
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FIG. 116. The ratio I r e s / d i s  calculated in the three prominent resonance enhance­
ment regions given in the text. The denominator has been calculated using the 
GRSV2000 parameterization in NLO.
6.4 RATIO gi/F i
Fig. 117 shows the ratio g i/F i  as a function of averaged into the 5 x  bins listed 
in Table X II. Data from the SLAC E154 and E155 experiments are also included in 
the plot. The dashed line is a fit to SLAC data [68],
| |  =  a;°-^oo(0.817 +  1.014x -  l .m x ^ )  ^1 -  ^
X -0 .3 3 5 (-0.013 -  o.aaor +  O.TOIi )^ 1 +
0.13
Q \
(216)
(217)
(218)
combined using,
g i 1 — l.buiD
F d  -  p n  ^  p P
The ratio was calculated using.
F i
T
1 + T
(219)
(2 2 0 )
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FIG. 117. The figure shows the evolution of the ratio g i/F i  for the deuteron. 
Details about the plot are in the text.
TABLE X II. The upper and the lower lim its  of the x  bins used in the calculation of
label lower lim it upper lim it
0.175 0.15 0.2
0.250 0.20 0.3
0.350 0.30 0.4
0.500 0.40 0.6
0.750 0.60 0.9
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and requires less model input to extract from the measured asymmetry. The results 
are listed in Tables X X X V II and X X X V III. A t large values the ratio shows very 
little  dependence and agrees well w ith  the SLAC fit mentioned above. The 
dependent coefficients in the fit for the proton and the neutron are small confirming 
the relative independence. According to the DGLAP equations gi as well as F i 
are expected to show a slow logarithmic dependence but the ratio  of the two does 
not show any such dependence, indicating that the evolution of gi is very sim ilar 
to the evolution of F i. However at lower Q“^ values the resonance structure causes 
gi to evolve very differently from F i and the ratio goes negative near the A  region 
as expected. In the future our data can be included as part of a new NLO DGLAP 
fit.
6.5 VIRTUAL PH O T O N  A SY M M ETR Y  Ai
Fig. 118 shows A i as a function of x. A ll 5.x GeV data in the 1.4 GeV^ < <
4.52 GeV^ region and W  >  1.6 GeV region were combined to make the plot. A i 
was calculated by removing the t]A2 term from the measured asymmetry A y /D . 
The results are listed in Table X X X IX . The data are compared to the world data 
parameterized at =  10 GeV^. The difference in the small x  region may be due 
to the fact that the data are not entirely in the DIS region. The difference between 
the data and the — 10 GeV^ parameterization in the high x  region is mainly 
due to nuclear binding effects and possibly also due to inclusion of part of the the 
resonance region (W  between 1.6 and 2 GeV) in our data. The plot also shows A i 
calculated by simulating data [62] which includes the deuteron wave function (world 
data parm +  dW F). The model that was used in the simulation assumes the proton 
or neutron inside deuterium is moving w ith  a momentum distributed according to 
the Paris wave function, and is off-shell in mass-energy so that its energy plus that 
of the spectator nucleon add up to the deuteron mass. The cross section of the 
moving nucleon was calculated in a covariant way. The model does not include any 
quark structure modifications of the moving nucleon. As can be seen at large x  there 
is a difference between A i calculated w ithout including the nuclear binding effects 
(world data parm =  10 GeV^) and when it  is included. To obtain A i corrected 
for those nuclear effects the difference has to be added to the data. The data are in 
good agreement w ith  SLAG E143 data and the statistical precision is much better 
in the high x  region. The data are also compared to the models mentioned in the
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section 2.4. A t large x  i t  can clearly be seen that the data are exceeding the SU(6) 
quark model predictions. On average A i is small and close to zero at small x  and
(U
^  1.4
oo
B 1.2
1 -
0.8
0.6
0.4
0.2
I H F pertu rbed  Q M
  W orld  D ata  parm  =  10 GeV^
  W orld  D ata  Parm  +  d  W F =  4.2 GeV^
  Sym m etric  Q  W ave function  suppression
• • • H elic ity  3/2 suppression
■ - • ■ • Spin 3/2 suppression
•  C L A S -E G l b  =  1.4 - 4 .52  GeV^
A  SM C
□  S L A C -E 1 4 3
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A I t
pQCD
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SU(6)
- 0.2
............................ I _L J_ I I I I I I I I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
^bj
FIG. 118. The v irtua l photon asymmetry after correcting for the D state as a func­
tion of X .  Details about the plot are in the text. The error bars show statistical 
uncertainties. The shaded region at the bottom of the plot indicates the systematic 
uncertainties.
rises towards the pQCD predictions as a: — 1. The data do not favor the predictions 
made using duality arguments. However the data are more in agreement w ith  the 
Hyperfine perturbed quark model (HF perturbed QM) predictions. Our data suggest 
a negative value for which is consistent w ith  Jefferson lab Hall-A measurements 
of A i [81]. To make precise conclusions at large x  more data are necessary in that 
region.
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6.6 THE FIRST MOM ENT OF gi
To calculate the fu ll integral o f g\ over x  from 0 to x  (W  =  1.07 GeV), knowledge 
of the entire x region for each bin is necessary. However our measurements do
0.06
(-H
0.04
0.02
- 0.02
-0.04 -
•  E G lb  m easured 
O  E G lb  m eas. +  DIS 
■  E G la  m eas. +  DIS 
□  SLAC
B urkert/loffe 
Soffer - g2
-0.06 GDH slope
-0.08 0.5 1.5 2.5
Q^(GeV/c)^
FIG. 119. Comparison of F i to models described in the second chapter. The error bars 
show statistical uncertainties. The shaded region and the line above the shaded region 
at the bottom of the plot indicate the systematic uncertainties for the measured 
points (E G lb  measured) and for the fu ll integral (E G lb  meas. -+- DIS) respectively.
not cover the fu ll x  region, so gi in the unmeasured region was calculated using the 
model described in the previous chapter. Therefore the integral can be divided into 
two regions,
r^iWmax) , i -x{W =1.07)
lx=0.001
x(^ jn '  ^ r^\- —■/ r.
r i ( G ) = /  gi {x,Q)+ gi {x,Q).
J    Jx{Wmax)
unmeasured
(2 2 1 )
measured
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The Wmax value for each bin is listed in the Table V I. Since the extrapolation 
of the integral below x  =  0.001 is not well known, the contribution below x  =  0.001 
was ignored. Only the data for bins in which the contribution from the model 
is less than 50% of the fu ll integral are shown in the plots. A ll T i valnes listed and 
plotted are given per nucleon, i.e, divided by 2. The results are listed in Tables X L 
and X LI. Fig. 119 compares data to the two models Burkert and Ioffe [6], Soffer and 
Teryaev [38] explained in the second chapter. The data agree w ith  the predictions 
made by Soffer and Teryaev in the large region and agree w ith  both models in 
the low region. The data show a very strong Q'^  dependence below the ra 2 
GeV^ region. The integral is negative below ft; 0.5 GeV^, which is due to the 
dominance of the A 3/2 amplitude at lower values. A t larger A 1/2 becomes the 
dominant amplitude and the integral becomes positive as the negative contribution 
due to the A  resonance starts to diminish. The data also show a minimum around 
— 0.15 GeV^ and show a trend towards the GDH slope at low Q^.
6.6.1 Low R egion
Fig. 120 shows F i in the very low region. In addition to the two models, F i 
calculated using Ghiral perturbation theory [37] at next to leading order in momenta 
is also shown. The calculation includes the leading order term calculated in the 
Heavy Baryon chiral perturbation theory, which is vanishing, and the next to leading 
order term. The effect of the delta resonance at low has not been included in 
the calculation, although low-energy effective field theories can be used to include 
other small parameters, such as the mass difference between nucleon and the delta 
resonance, in the expansion. These effects have been studied and are believed to be 
small in the low region [82]. The data agree w ith  the chiral perturbation theory 
calculations for below 0.08 GeV^.
6.6.2 H igh Region
In the moderate to high region OPE allows one to identify the size of higher 
tw ist terms. To find the size of these higher tw ist terms, data in the moderate to 
high region is needed. According to OPE the fu ll integral, including the elastic 
contribution, can be written as,
r i(Q ^ ) +  F(e/) = / i2 +  ^  +  ^  +  , (222)
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FIG. 120. F i in the very low region. The error bars show statistical uncertainties. 
The shaded region at the bottom of the plot indicates the systematic uncertainties 
for the fu ll integral (E G lb  meas. -|- DIS).
where the leading tw ist term can be calculated in perturbative QCD. Fig. 121 shows 
F i after adding the elastic contribution calculated using the elastic form factors. To 
calculate the form factors, the Bosted parameterization, which was modified to fit the 
Jlab data, was used (explained in the section 5.7.5). The tw ist two term shown as the 
solid line in Fig. 121 w ith  the uncertainty given by the dashed lines was calculated 
using the parameterization given in [36] by using the singlet axial charge, A E  =  0.2
[83]. The renormalization group invariant definition of AE , in the MS scheme, w ith  
four active quark flavors was used [83] in the calculation. Clearly the higher tw ist 
effects are small above ~  1-5 GeV^, but the effects become increasingly large at
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lower values. As previously shown (fig. 116) duality holds in the second and the 
th ird  resonance region for down to values as low as 0.8 GeV^. Therefore, most 
of the higher tw ist effects are due to the contributions of the elastic and the delta
0.125
twist-2
0.075
0.05
0.025
E G lb  meas. +  D IS  
E G lb  meas. +  D IS  +  r ( e l )  
r ( e l )
-0.025
-0.05
-0.075 0.5
FIG. 121. F i in the high region. The two dashed lines are 10% error on F i, which 
was calculated as described in the text. The error bars show statistical uncertainties. 
The shaded region at the bottom  of the p lot indicates the systematic uncertainties 
for the fu ll integral (E G lb  meas. -I- DIS).
resonance. The large uncertainty on the data for between 0.6-1.3 GeV^ w ill be 
significantly improved once the remaining E G l data {2.x and 4.x GeV) are analyzed. 
These data w ill be very useful in determining the higher tw ist contributions to the 
first moment of F i, which w ill improve our understanding of the tw ist-four m atrix 
elements of the nucleon.
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I t  is evident from the data that the first moment of g\ shows a strong de­
pendence. X. Ji points out that this strong dependence has a simple physical 
interpretation [84]. He argues that the Compton amplitude, which remains in the 
forward direction, is very much like a diffraction process and F i can be be viewed 
as the “brightness” of the diffraction center. The scattering is coherent for low 
photons giving a large diffraction peak at the center. For somewhat large values, 
where large fluctuations in the nucleon can be seen, the scattering becomes less coher­
ent. A t very large values, since the v irtua l photon can see the individual quarks, 
the scattering becomes completely incoherent and the diffraction peak is given by 
the sum of the diffraction peaks for these individual quarks. Therefore in general the 
dependence of F i can be viewed as how the diffraction amplitude of the v irtua l 
photon is changed when the v irtua l mass of the photon, is changed.
From our data many interesting aspects of the spin structure function gi have 
been understood. The data w ill play an important role in confirming or disproving 
existing and future theoretical arguments about the spin structure of the nucleon in 
the low to moderate region. A  more comprehensive summary of what has been 
learned from these data w ill be discussed in the next chapter.
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CHAPTER 7 
CONCLUSIONS
The data discussed in this thesis cover a large kinematic region and complement 
most of the existing world data on the spin structure function gi for the deuteron. 
A t lower values gi shows a considerable structure which makes the first moment, 
F i, strongly dependent. For values below ~  0.55 GeV^ the A  resonance 
dominates the whole integral, which makes it  negative and results in a minimum 
around 0.15 GeV^. For values below the minimum the integral becomes less 
negative and approaches the GDH slope. The data also agree w ith  chiral perturbation 
theory calculations [37] at next to leading order for momenta below Q'  ^ «  0.08 GeV^.
A t higher values the resonance structure becomes less prominent and the 
integral is less dependent. For >  2 GeV^ higher tw ist effects are negligible 
and the data agree w ith  the twist-2 calculations. For below 2 GeV^, higher tw ist 
effects become increasingly large. These data, combined w ith  the 2.x and 4.x GeV 
data, w ill be very helpful in evaluating higher tw ist terms.
The agreement between the data and theoretical calculations at high and low 
confirms that the first moment of gi can be constructed from the Gompton amplitude 
51(0, [7j. We hope that the transition region between parton and hadron degrees
of freedom can be compared w ith  lattice QCD calculations in the future.
Although the main goal of the experiment was to calculate the first moment of 
gi, some other important aspects of spin physics were also studied.
The data confirm that the evolution of gi is very sim ilar to the Q'  ^ evolution of 
the unpolarized structure function F i in the lower lim it of the DIS region, as has been 
observed previously in the high region. I t  was also observed that the resonance 
structure causes the two structure functions to evolve very differently in the low 
region.
The v irtua l photon asymmetry A i at large x  provides valuable information about 
the valence structure of the nucleon. The data show a trend towards unity as x 
approaches 1, as predicted by pQGD, implying that the struck quark carries the spin 
of the entire nucleon as well as the momentum. However, more data in the large x 
region is required to make precise conclusions. The data agree w ith  the hyperfine 
perturbed quark model for x above fs! 0.45, which suggests that the SU(6) symmetry 
is broken due to hyperfine interactions between quarks.
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The wide kinematic coverage of gi also allows us to investigate quark hadron 
duality. D uality was observed to hold in the resonance region above «  1.4 GeV^. 
However in restricted ^ ranges around the resonance regions Sn(1535) and Fi5(1680), 
local duality was observed for values down to 0.8 GeV^, where the higher tw ist 
effects are expected to be large.
Our study of the spin structure of the deuteron has provided a wealth of data, 
which shed light on the interesting transition region between hadron and parton 
degrees of freedom.
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APPENDIX A 
DATA TABLES FOR g i  (E =  1.x GeV)
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TABLE XIII. Results for gi for (5^  =  0.05 GeV^
X 5 'i± s ta t± s y s t
0.1393 -0.3377 ±  0.2426 ±  0.2265
0.1115 -0.0223 ±  0.2333 ±  0.0173
0.0924 -0.2486 ±  0.2546 ±  0.0447
0.0785 -0.5482 ±  0.2608 ±  0.0662
0.0679 0.0413 ±  0.2606 ±  0.0194
0.0596 -0.3544 ±  0.2464 ±  0.0367
0.0529 -0.0152 ±  0.2080 ±  0.0155
0.0475 -0.2723 ±  0.1877 ±  0.0330
0.0429 -0.3897 ±  0.1828 ±  0.0497
0.0390 -0.0366 ±  0.1880 ±  0.0128
0.0357 -0.4738 ±  0.2039 ±  0.0442
0.0329 -0.0736 ±  0.2157 ±  0.0146
0.0304 -0.2016 ±  0.2134 ±  0.0213
TABLE X IV . Results for for =  o.06 GeV^.
X S'i±stat±syst
0.1619 0.0511 ±  0.1407 ±  0.0415
0.1303 -0.0591 ±  0.1526 ±  0.0280
0.1083 -0.3308 ±  0.1860 ±  0.0680
0.0923 -0.6648 ±  0.2111 ±  0.0846
0.0800 -0.6530 ±  0.2060 ±  0.0623
0.0703 -0.3494 ±  0.1896 ±  0.0392
0.0626 -0.2161 ±  0.1754 ±  0.0257
0.0561 -0.2501 ±  0.1665 ±  0.0307
0.0508 -0.1151 ±  0.1616 ±  0.0177
0.0463 -0.3845 ±  0.1729 ±  0.0460
0.0424 0.0398 ±  0.1866 ±  0.0152
0.0390 -0.0930 ±  0.1998 ±  0.0144
0.0360 0.0426 ±  0.2035 ±  0.0152
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TABLE XV. Results for g i for =  q.07 GeV^.
X 5 'i± s ta t± s y s t
0.1875 -0.0013 ±  0.1140 ±  0.0193
0.1518 0.1168 ±  0.1341 ±  0.0550
0.1267 -0.3435 ±  0.1627 ±  0.0794
0.1083 -0.7149 ±  0.1794 ±  0.0951
0.0941 -0.3691 ±  0.1828 ±  0.0425
0.0829 -0.0200 ±  0.1773 ±  0.0199
0.0738 0.0314 ±  0.1633 ±  0.0198
0.0663 -0.0339 ±  0.1497 ±  0.0183
0.0601 -0.1237 ±  0.1483 ±  0.0212
0.0547 -0.1815 ±  0.1583 ±  0.0227
0.0502 -0.4828 ±  0.1756 ±  0.0422
0.0462 0.1146 ±  0.1901 ±  0.0204
0.0427 -0.0467 ±  0.1950 ±  0.0162
TABLE X V I. Results for gi for Q ‘^  =  0.084 GeV^.
X pi±stat±syst
0.2160 -0.0518 ±  0.0985 ±  0.0359
0.1760 0.0227 ±  0.1166 ±  0.0241
0.1477 -0.1742 ±  0.1439 ±  0.0538
0.1266 -0.8211 ±  0.1646 ±  0.1126
0.1103 -0.6367 ±  0.1660 ±  0.0716
0.0974 -0.2793 ±  0.1579 ±  0.0373
0.0869 -0.0288 ±  0.1499 ±  0.0218
0.0782 -0.0923 ±  0.1403 ±  0.0207
0.0709 0.0216 ±  0.1363 ±  0.0158
0.0647 -0.1653 ±  0.1465 ±  0.0221
0.0593 -0.0287 ±  0.1649 ±  0.0154
0.0547 -0.3408 ±  0.1766 ±  0.0266
0.0506 -0.2333 ±  0.1790 ±  0.0244
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TABLE XVII. Results for g i for =  0.1 GeV^.
X giiistatihsyst
0.2479 0.1253 ±  0.0861 ±  0.0916
0.2036 -0.1800 ± 0.1041 ± 0.0750
0.1717 -0.2358 =h 0.1313 ± 0.0630
0.1478 -0.5164 i 0.1511 ± 0.0798
0.1292 -0.4565 ± 0.1531 ± 0.0580
0.1143 -0.4115 ± 0.1463 ± 0.0540
0.1022 -0.0315 ± 0.1382 ± 0.0238
0.0921 -0.1991 ± 0.1288 ± 0.0292
0.0837 -0.0089 ± 0.1289 ± 0.0188
0.0764 -0.0522 ± 0.1366 ± 0.0160
0.0702 -0.0464 ± 0.1522 ± 0.0169
0.0647 -0.1951 ± 0.1611 ± 0.0222
0.0600 0.0257 ±  0.1659 ±  0.0204
TABLE X V III. Results for qi for =  0.12 GeV
X g'i±stat±syst
0.2814 -0.0190 ± 0.0778 ± 0.0246
0.2329 -0.1184 ± 0.0961 ± 0.0562
0.1976 -0.2019 ± 0.1243 ± 0.0525
0.1708 -0.2795 ± 0.1447 ± 0.0452
0.1499 -0.2784 ± 0.1468 ± 0.0418
0.1330 -0.5273 ± 0.1408 ± 0.0712
0.1191 -0.2334 db 0.1322 ± 0.0354
0.1076 -0.1582 ± 0.1231 ± 0.0278
0.0978 -0.1588 ± 0.1214 ± 0.0250
0.0895 -0.2235 ± 0.1261 ± 0.0281
0.0823 -0 .0 0 0 2 ± 0.1419 ± 0.0179
0.0760 0.1192 ±  0.1530 ±  0.0229
0.0705 0.1629 ±  0.1613 ±  0.0249
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TABLE XIX. Results for gi for ^  q.14 GeV^.
X 5i±s ta t±syst
0.3197 -0.1349 ±  0.0713 ±  0.0911
0.2671 -0.0481 ±  0.0918 ±  0.0299
0.2281 -0.1813 ±  0.1199 ±  0.0520
0.1982 -0.5860 ±  0.1383 ±  0.1043
0.1746 -0.4686 ±  0.1385 ±  0.0694
0.1554 -0.1220 ±  0.1304 ±  0.0264
0.1396 0.0476 ±  0.1216 ±  0.0254
0.1264 -0.1451 ±  0.1150 ±  0.0278
0.1152 -0.0336 ±  0.1154 ±  0.0207
0.1055 -0.0792 ±  0.1211 ±  0.0210
0.0971 0.1360 ±  0.1353 ±  0.0227
0.0898 -0.0404 ±  0.1459 ±  0.0223
0.0834 0.3315 ±  0.1480 ±  0.0352
TABLE XX. Results for gi for =  0.17 GeV
X 5'i±stat±syst
0.3582 -0.0435 ±  0.0635 ±  0.0343
0.3020 -0.1908 ±  0.0829 ±  0.0855
0.2598 -0.2511 ±  0.1077 ±  0.0724
0.2270 -0.4591 ±  0.1264 ±  0.0841
0.2008 -0.8253 ±  0.1275 ±  0.1301
0.1794 -0.0942 ±  0.1210 ±  0.0253
0.1616 -0.0571 ±  0.1138 ±  0.0235
0.1466 0.0526 ±  0.1094 ±  0.0244
0.1339 0.0621 ±  0.1080 ±  0.0229
0.1229 0.0629 ±  0.1154 ±  0.0223
0.1133 0.1335 ±  0.1273 ±  0.0245
0.1049 -0.1612 ±  0.1298 ±  0.0266
0.0975 0.0438 ±  0.1313 ±  0.0274
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TABLE XXL Results for gi for =  0.2 GeV^.
X g iiis ta tisyst
0.4009 -0.0087 ±  0.0413 ±  0.0227
0.3416 0.0024 ±  0.0520 ±  0.0227
0.2962 -0.1873 ±  0.0636 ±  0.0519
0.2604 -0.4413 ±  0.0709 ±  0.0861
0.2314 -0.4307 ±  0.0707 ±  0.0714
0.2076 -0.1872 ±  0.0647 ±  0.0353
0.1877 -0.0480 ±  0.0597 ±  0.0240
0.1708 0.0170 ±  0.0534 ±  0.0243
0.1563 0.0050 ±  0.0500 ±  0.0234
0.1438 -0.0533 ±  0.0519 ±  0.0248
0.1328 0.0628 ±  0.0546 ±  0.0247
0.1232 0.0875 ±  0.0569 ±  0.0285
0.1146 -0.0146 ±  0.0597 ±  0.0310
0.1070 0.1814 ±  0.0640 ±  0.0313
0 .1 0 0 2 0.0383 ±  0.0686 ±  0.0300
0.0941 -0.0238 ±  0.0713 ±  0.0317
0.0885 -0.1162 ±  0.0904 ±  0.0352
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TABLE X X II. Results for gi for =  0.24 GeV^
X gfiis tatisyst
0.4433 -0.0024 ± 0.0290 ± 0.0216
0.3817 0.0037 ± 0.0366 ± 0.0218
0.3337 -0.1859 ± 0.0474 ± 0.0523
0.2953 -0.3659 i 0.0533 ± 0.0712
0.2638 -0.3834 ± 0.0517 ± 0.0633
0.2377 -0 .2 0 1 2 ± 0.0475 ± 0.0363
0.2157 -0.1420 ± 0.0439 ± 0.0281
0.1969 0.0626 ± 0.0420 ± 0.0241
0.1807 0.0498 ± 0.0413 ± 0.0239
0.1666 0.0313 ± 0.0433 ± 0.0265
0.1542 0.0369 ± 0.0483 ± 0.0265
0.1433 0.1401 ± 0.0501 ± 0.0323
0.1335 0.0465 ± 0.0497 ± 0.0343
0.1248 0.0599 ± 0.0545 ± 0.0319
0.1170 0.0678 ± 0.0568 ± 0.0311
0 .1 1 0 0 -0 .0 0 2 2 0.0610 ± 0.0324
0.1036 -0.0623 ± 0.0759 ± 0.0355
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
174
TABLE XXIII. Results for for == q.3 GeV^.
X ^-lis ta tisyst
0.4880 0.0157 ±  0.0218 ±  0.0236
0.4249 -0.0151 ±  0.0290 ±  0.0218
0.3748 -0.1421 ±  0.0372 ±  0.0418
0.3340 -0.2765 ±  0.0425 ±  0.0525
0.3002 -0.3307 ±  0.0436 ±  0.0521
0.2718 -0.1645 ±  0.0410 ±  0.0290
0.2476 -0.0494 ±  0.0383 ±  0.0222
0.2269 -0.0191 ±  0.0370 ±  0.0217
0.2088 0.0054 ±  0.0367 ±  0.0227
0.1930 0.0931 ±  0.0385 ±  0.0283
0.1791 0.0828 ±  0.0426 ±  0.0285
0.1667 0.2251 ±  0.0442 ±  0.0358
0.1557 0.0789 ±  0.0447 ±  0.0370
0.1458 0.0786 ±  0.0469 ±  0.0337
0.1369 0.1076 ±  0.0523 ±  0.0321
0.1288 -0.0003 ±  0.0559 ±  0.0331
TABLE X X IV . Results for gi for =  0.35 GeV^.
X 5 'i± s ta t± s y s t
0.5318 -0.0108 ± 0.0191 ± 0.0205
0.4683 -0.0303 ± 0.0255 ± 0.0219
0.4167 -0.1156 ± 0.0327 ± 0.0322
0.3740 -0.3461 ± 0.0375 ± 0.0609
0.3383 -0.2837 ± 0.0376 ± 0.0422
0.3079 -0.1403 ± 0.0356 ± 0.0249
0.2817 -0.0187 ± 0.0334 ± 0.0203
0.2591 0.0957 ± 0.0321 ± 0.0214
0.2393 0.0759 ± 0.0320 ± 0.0223
0.2218 0.0744 ± 0.0342 ± 0.0276
0.2064 0.1579 ± 0.0386 ± 0.0299
0.1926 0.1448 ± 0.0412 ± 0.0358
0.1802 0.1907 ± 0.0432 ± 0.0390
0.1691 0.1370 ± 0.0443 ± 0.0350
0.1590 0.1566 ± 0.0481 ± 0.0328
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TABLE XXV. Results for gi for Q‘^  =  0.42 GeV^.
X ^ i ± s t a t ± s y s t
0.5759 -0.0125 ± 0.0168 ± 0.0195
0.5128 -0.0259 ± 0.0219 ± 0.0198
0.4606 -0.1310 ± 0.0277 ± 0.0312
0.4167 -0.2110 ± 0.0319 ± 0.0346
0.3793 -0.2970 ± 0.0320 ± 0.0384
0.3471 -0.1115 ± 0.0302 ± 0.0202
0.3192 -0.0113 ± 0.0284 ± 0.0184
0.2948 0.0510 ± 0.0279 ± 0.0183
0.2733 0.0705 ± 0.0293 ± 0.0204
0.2542 0.1082 ± 0.0328 ± 0.0262
0.2371 0.2226 ± 0.0377 ± 0.0305
0.2218 0.2111 ± 0.0414 ± 0.0373
0.2081 0.1331 ± 0.0414 ± 0.0386
0.1956 0.1944 ± 0.0438 ± 0.0358
TABLE X X V I. Results for gi for =  q.5 GeV^.
X 5 'i±stat±syst
0.6182 -0.0426 ±  0.0155 ±  0.0312
0.5566 -0.0049 ±  0.0201 ±  0.0145
0.5045 -0.1236 ±  0.0253 ±  0.0247
0.4599 -0.1430 ±  0.0293 ±  0.0190
0.4215 -0.1719 ±  0.0294 ±  0.0182
0.3880 -0.1535 ±  0.0278 ±  0.0181
0.3586 -0.0141 ±  0.0270 ±  0.0163
0.3326 0.0434 ±  0.0265 ±  0.0172
0.3095 0.0088 ±  0.0288 ±  0.0182
0.2889 0.0928 ±  0.0326 ±  0.0236
0.2704 0.1796 ±  0.0373 ±  0.0286
0.2537 0.2169 ±  0.0415 ±  0.0353
0.2386 0.1752 ±  0.0471 ±  0.0374
0.2248 0.2603 ±  0.1192 ±  0.0372
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TABLE X X V II. Results for gi for ^  q.6  GeV^.
X gfiis tatisyst
0.6590
0.5997
0.5486
0.5041
0.4651
0.4307
0.4002
0.3730
0.3486
0.3266
0.3067
-0.0173 ±  0.0133 ±  0.0175 
-0.0196 ±  0.0183 ±  0.0138 
-0.0698 ±  0.0227 ±  0.0139 
-0.1588 ±  0.0259 ±  0.0189 
-0.1683 ±  0.0266 ±  0.0153 
-0.0524 ±  0.0257 ±  0.0137 
-0.0529 ±  0.0258 ±  0.0154 
0.0271 ±  0.0255 ±  0.0167 
0.0511 ±  0.0282 ±  0.0186 
0.1096 ±  0.0348 ±  0.0232 
0.2267 ±  0.0558 ±  0.0286
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APPENDIX B 
DATA TABLES FOR g i  (E == 5.x GeV)
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TABLE X X V III. Results for gi for =  0.84 GeV^.
X 5i±stat±syst
0.6937 -0.0120 ±  0.0412 ±  0.0101
0.5818 0.0133 ±  0.0666 ±  0.0115
0.4951 0.0138 ±  0.0638 ±  0.0053
0.4265 0.1772 ±  0.0689 ±  0.0215
0.3714 0.1741 ±  0.0819 ±  0.0224
0.3263 0.1065 ±  0.0866 ±  0.0159
0.2890 0.0953 ±  0.0941 ±  0.0196
0.2577 0.1334 ±  0.0960 ±  0.0213
0.2313 -0.1082 ±  0.0981 ±  0.0164
0.2088 -0.1096 ±  0.0996 ±  0.0240
0.1894 0.1438 ±  0.1036 ±  0.0394
0.1726 0.1135 ±  0.1067 ±  0.0227
0.1579 0.0541 ±  0.1179 ±  0.0243
0.1451 -0.1044 ±  0.1225 ±  0.0229
0.1337 0.1390 ±  0.1266 ±  0.0293
0.1236 -0.0596 ±  0.1347 ±  0.0240
0.1147 0.0072 ±  0.1314 ±  0.0258
0.1066 0.0339 ±  0.2501 ±  0.0479
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TABLE X X IX . Results for for =  i .q GeV^
X 5 i±stat±syst
0.7305 -0.0153 ± 0.0372 ± 0.0106
0.6247 -0.0922 ± 0.0587 ± 0.0088
0.5399 -0.0013 ± 0.0576 ± 0.0089
0.4709 0.0922 ± 0.0633 ± 0 .0 1 2 2
0.4142 0.1270 ± 0.0746 ± 0.0183
0.3669 -0.0330 ± 0.0794 ± 0 .0 1 0 1
0.3272 0.3083 ± 0.0865 ± 0.0397
0.2935 0.1902 ± 0.0878 ± 0.0266
0.2648 0.2395 ± 0.0915 ± 0.0319
0.2400 0.0233 ± 0.0949 ± 0.0127
0.2185 0.2995 ± 0.0966 ± 0.0476
0.1997 0.0810 ± 0 .1 0 2 1 ± 0.0197
0.1833 -0.1240 ± 0 .1 1 2 1 ± 0 .0 2 2 1
0.1688 0.2384 ± 0.1168 ± 0.0383
0.1559 0.2996 ± 0.1180 ± 0.0500
0.1444 0.1973 ± 0.1168 ± 0.0344
0.1342 0.1744 ± 0.2197 ± 0.0372
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TABLE XXX. Results for for ^  1 .2  GeV^.
X S 'l is ta t is y s t
0.7630 0.0638 ±  0.0344 ±  0.0414
0.6642 -0.0222 ±  0.0530 ±  0.0038
0.5823 0.0712 ± 0.0527 ± 0 .0 1 0 0
0.5140 0.0087 ± 0.0587 ± 0.0098
0.4565 0.1128 ± 0.0677 ± 0.0156
0.4078 0.1312 ± 0.0727 ± 0.0193
0.3662 0.1193 ± 0.0812 ± 0.0186
0.3305 0.1902 ± 0.0819 ± 0.0293
0.2996 0.0324 ± 0.0849 ± 0.0207
0.2728 0.2194 ± 0.0891 ± 0.0287
0.2493 0.1831 ± 0.0928 ± 0.0250
0.2287 0.0208 ± 0.1038 ± 0.0157
0.2105 0.2029 ± 0.1047 ± 0.0291
0.1943 0.0137 ± 0 .1 0 2 0 ± 0.0195
0.1799 0.1775 ± 0.1049 ± 0.0294
0.1671 0.1264 ± 0 .1 1 2 1 ± 0.0295
0.1555 0.0416 ± 0 .2 1 0 2 ± 0.0444
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TABLE X X X I. Results for for Q^ =  1A  GeV^.
X ^i±stat±syst
0.7944 -0.0316 ±  0.0226 ±  0.0200
0.7036 -0.0205 ±  0.0348 ±  0.0060
0.6259 0.0275 ± 0.0327 ± 0.0059
0.5593 0.0598 ± 0.0364 ± 0 .0 1 0 2
0.5020 0.1264 ± 0.0402 ± 0.0157
0.4524 0.0844 ± 0.0417 ± 0.0129
0.4095 0.2299 ± 0.0453 ± 0.0264
0.3720 0.1309 ± 0.0472 ± 0.0171
0.3392 0.1344 ± 0.0475 ± 0.0255
0.3104 0.0614 ± 0.0487 ± 0.0124
0.2850 0.1193 ± 0.0520 ± 0.0150
0.2625 0.1580 ± 0.0554 ± 0.0198
0.2424 0.1682 ± 0.0542 ± 0.0257
0.2245 0.1092 ± 0.0544 ± 0.0219
0.2084 0.1057 ± 0.0534 ± 0.0218
0.1940 0.0708 ± 0.0533 ± 0.0218
0.1810 0.2993 ± 0.0959 ± 0.0402
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TABLE X X X II. Results for gi for ^  1 .7  QeV^.
X ^ i± s ta t± s y s t
0.8211 -0.0125 ±  0.0154 ±  0.0086
0.7381 -0.0313 ±  0.0247 ±  0.0039
0.6652 0.0091 ± 0.0240 ± 0.0040
0.6011 0.0344 ± 0.0281 ± 0.0070
0.5448 0.0881 ± 0.0319 ± 0.0116
0.4953 0.1244 ± 0.0336 ± 0.0176
0.4516 0.0898 ± 0.0366 ± 0.0119
0.4130 0.1928 ± 0.0388 ± 0.0255
0.3788 0.1247 ± 0.0384 ± 0.0155
0.3484 0.1590 ± 0.0401 ± 0.0173
0.3213 0.1630 ± 0.0437 ± 0.0190
0.2970 0.1812 ± 0.0453 ± 0.0219
0.2753 0.1681 ± 0.0451 ± 0.0227
0.2558 0.0642 ± 0.0455 ± 0.0191
0.2382 0.0953 ± 0.0453 ± 0.0192
0.2223 0.1158 ± 0.0860 ± 0.0288
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TABLE XXXIII. Results for for =  2.O GeV^.
X ^i±stat±syst
0.8462 0.0058 ± 0.0131 ± 0.0080
0.7716 0.0071 ± 0.0197 ± 0.0029
0.7043 0.0187 ± 0.0198 ± 0.0040
0.6437 0.0296 ± 0.0232 ± 0.0075
0.5893 0.0723 ± 0.0260 ± 0 .0 1 0 2
0.5405 0.0642 ± 0.0268 ± 0.0093
0.4968 0.1505 ± 0.0298 ± 0.0175
0.4575 0.1657 ± 0.0319 ± 0.0199
0.4223 0.0997 ± 0.0327 ± 0.0137
0.3906 0.0782 ± 0.0355 ± 0.0129
0.3620 0.1062 ± 0.0371 ± 0.0140
0.3362 0 .1 0 1 0 ± 0.0382 ± 0.0151
0.3129 0.1610 ± 0.0387 ± 0 .0 2 1 1
0.2918 0 .1 0 0 0 ± 0.0397 ± 0.0172
0.2727 0.1108 ± 0.0403 ± 0 .0 2 1 2
0.2552 0.0364 ± 0.0740 ± 0.0180
TABLE X X X IV . Results for for ^  2.4 GeV^.
X g^iistatisyst
0.8675 -0.0019 ±  0.0099 ±  0.0035
0.8009 -0.0204 ±  0.0152 ±  0.0042
0.7392 0.0193 ± 0.0157 ± 0.0050
0.6826 0.0373 ± 0.0185 ± 0.0059
0.6307 0.0987 ± 0.0216 ± 0.0109
0.5834 0.0492 ± 0.0224 ± 0.0097
0.5402 0.1134 ± 0.0250 ± 0.0151
0.5010 0.1252 ± 0.0266 ± 0.0148
0.4652 0.0995 ± 0.0282 ± 0.0129
0.4327 0.1138 ± 0.0298 ± 0.0118
0.4031 0.0976 ± 0.0316 ± 0.0142
0.3762 0.0754 ± 0.0331 ± 0.0126
0.3516 0.1392 ± 0.0328 ± 0.0179
0.3291 0.0952 ± 0.0330 ± 0.0154
0.3085 0.1645 ± 0.0367 ± 0.0255
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TABLE XXXV. Results for gi for =  3.0 GeV^.
X ^ i± s ta t± s y s t
0 . 8 8 6 8 -0.0137 ±  0.0082 ±  0.0088
0.8280 -0.0130 ±  0.0120 ±  0.0023
0.7723 0 .0 1 0 1 ± 0.0129 ± 0.0027
0.7202 0.0263 ± 0.0148 ± 0.0062
0.6715 0.0322 ± 0.0172 ± 0.0071
0.6262 0.0336 ± 0.0184 ± 0.0051
0.5844 0.0679 ± 0.0208 i 0.0094
0.5457 0.0602 ± 0.0226 ± 0.0075
0.5101 0.0295 ± 0.0238 ± 0.0053
0.4772 0.0739 ± 0.0244 i 0.0086
0.4470 0.0938 ± 0.0254 i 0.0137
0.4191 0.1182 ± 0.0267 i t 0.0166
0.3935 0.1301 ± 0.0275 ± 0.0190
0.3699 0.0796 ± 0.0303 ± 0.0162
0.3481 0.0585 ± 0.1017 ± 0.0288
TABLE X X X V I. Results for gi for =  3 .5  QeV^.
X 5 'i± s ta t± s y s t
0.9033 0.0095 ±  0.0070 ±  0.0045
0.8515 -0.0064 ±  0.0113 ± 0.0025
0.8017 0.0082 ± 0.0128 ± 0.0032
0.7541 0.0235 ± 0.0139 ± 0.0039
0.7089 0.0125 ± 0.0163 ± 0.0049
0.6663 0.0499 ± 0.0175 ± 0.0068
0.6263 0.0495 ± 0.0190 ± 0.0077
0.5888 0.0786 ± 0.0205 ± 0.0148
0.5537 0.0629 ± 0.0221 ± 0.0082
0.5211 0.0763 ± 0.0225 ± 0.0131
0.4906 0.0931 ± 0.0237 ± 0.0148
0.4624 0.1116 ± 0.0258 0.0169
0.4361 0.0239 ± 0.0305 ± 0.0110
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APPENDIX C 
DATA TABLES FOR Ai, g i / F i  AND Ti
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TABLE X X X V II. Results for g^jF^ for E  =  1.x GeV.
186
(GeV^) X 5>i/Fi±stat±syst
0 .1 0 1 0 0.1750 -0.1538± 0.0498± 0.0276
0 .1 2 0 0 0.1750 -0.1320± 0.0385± 0.0228
0.1440 0.1750 -0.1621± 0.0351± 0.0271
0.1710 0.1750 -0.1186± 0.0355± 0.0203
0.2050 0.1750 -0.0064± 0.0202± 0.0155
0.2440 0.1750 0.0321± 0.0160± 0.0173
0.2920 0.1750 0.0757± 0.0132± 0.0202
0.3480 0.1750 0.0978± 0.0137± 0.0218
0 .1 2 0 0 0.2500 -0.0889± 0.0658± 0.0251
0.1440 0.2500 -0.1124± 0.0421± 0.0235
0.1710 0.2500 -0.1857± 0.0302± 0.0321
0.2050 0.2500 -0.1480T 0.0157± 0.0249
0.2440 0.2500 -0.1243± 0.0118± 0.0208
0.2920 0.2500 -0.0597± 0.0122± 0.0151
0.3480 0.2500 0.0534± 0.0117± 0.0188
0.4160 0.2500 0.1007± 0.0117± 0.0230
0.4960 0.2500 0.1408± 0.0163± 0.0261
0.2050 0.3500 -0.0506± 0.0365± 0.0231
0.2440 0.3500 -0.0926± 0.0212± 0.0207
0.2920 0.3500 -0.1267± 0.0129± 0.0216
0.3480 0.3500 -0.1433± 0.0113± 0.0222
0.4160 0.3500 -0.0970± 0.0123± 0.0165
0.4960 0.3500 -0.0395± 0.0150± 0.0177
0.5920 0.3500 0.0733± 0.0187± 0.0241
0.2440 0.5000 0.0095± 0.0551± 0.0457
0.2920 0.5000 -0.0095± 0.0299± 0.0321
0.3480 0.5000 -0.0602± 0.0207± 0.0241
0.4160 0.5000 -0.1104± 0.0133± 0.0208
0.4960 0.5000 -0.1139± 0.0127± 0.0186
0.5920 0.5000 -0.1138± 0.0123± 0.0169
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TABLE X X X V III. Results for g ^ /F i  for E  =  b.x GeV.
187
Q2 (GeV2) X g-i/F iis tatisyst
1.0000 0.1750 0.1034± 0.0411± 0.0183
1.1900 0.1750 0.0644± 0.0413± 0.0168
1.4400 0.1750 0.1221± 0.0362± 0.0204
1.0000 0.2500 0.1484± 0.0411± 0.0217
1.1900 0.2500 0.1466± 0.0415± 0.0218
1.4400 0.2500 0.1053± 0.0222± 0.0174
1.7100 0.2500 0.1307± 0.0236± 0.0201
2.0500 0.2500 0.0993± 0.0306± 0.0208
1.0000 0.3500 0.1829T 0.0631± 0.0249
1.1900 0.3500 0.1371± 0.0618± 0.0252
1.4400 0.3500 0.1946± 0.0366± 0.0246
1.7100 0.3500 0.2002± 0.0320± 0.0227
2.0500 0.3500 0.1885± 0.0288± 0.0250
2.4400 0.3500 0.1865± 0.0249± 0.0265
2.9200 0.3500 0.1955± 0.0396± 0.0334
1.0000 0.5000 0.0915± 0.0697± 0.0150
1.1900 0.5000 0.1577± 0.0714± 0.0237
1.4400 0.5000 0.2515± 0.0463± 0.0294
1.7100 0.5000 0.2829± 0.0393± 0.0363
2.0500 0.5000 0.2916± 0.0351± 0.0339
2.4400 0.5000 0.2797± 0.0328± 0.0305
2.9200 0.5000 0.2283± 0.0297± 0.0292
3.4800 0.5000 0.2660± 0.0358± 0.0424
4.1200 0.5000 0.2518± 0.0721± 0.0423
1.4400 0.7500 -0.0562± 0.0857± 0.0138
1.7100 0.7500 -0.0622± 0.0746± 0.0199
2.0500 0.7500 0.1252± 0.0718± 0.0229
2.4400 0.7500 0.2400± 0.0670± 0.0334
2.9200 0.7500 0.1804± 0.0624T 0.0298
3.4800 0.7500 0.2928± 0.0684T 0.0496
4.1200 0.7500 0.4343± 0.0641± 0.0613
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TABLE X X X IX . Results for averaged A i  for between 1.4 and 4.52 GeV^ and 
IE  > 1.6 GeV.
X Af±stat±syst
0.1750 0.1324± 0.0431± 0.0202
0.2250 0.0856± 0.0261± 0.0185
0.2750 0.1493± 0.0242± 0.0249
0.3250 0.2062± 0.0246± 0.0294
0.3750 0.2456± 0.0275± 0.0354
0.4250 0.2880± 0.0332± 0.0403
0.4750 0.3626T 0.0396T 0.0450
0.5250 0.3704± 0.0524± 0.0507
0.5750 0.4148± 0.0658T 0.0611
0.6250 0.4629± 0.0963± 0.0594
0.6750 0.7891± 0.1530± 0.1015
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TABLE XL. Results for T f  integrated up to the values in W  given in table V I 
(measured region).
Q" (GeV") r f  (meas) ±stat isyst
0.0496 -0.0118± 0.0052± 0.0024
0.0592 -0.0136± 0.0040± 0.0013
0.0707 -0.0092± 0.0039± 0.0017
0.0844 -0.0195± 0.0040± 0.0030
0.1010 -0.0171± 0.0041± 0.0024
0.1200 -0.0193± 0.0043± 0.0041
0.1440 -0.0183± 0.0045± 0.0043
0.1710 -0.0259± 0.0045± 0.0063
0.2050 -0.0187± 0.0029± 0.0038
0.2440 -0.0161± 0.0023± 0.0030
0.2920 -0.0125± 0.0020± 0.0025
0.3480 -0.0104± 0.0018T 0.0029
0.4160 -0.0083± 0.0016± 0.0025
0.4960 -0.0064± 0.0016± 0.0017
0.8440 0.0156± 0.0067± 0.0034
1.0100 0.0196± 0.0062± 0.0035
1.2000 0.0265T 0.0058± 0.0042
1.4400 0.0228± 0.0035± 0.0032
1.7100 0.0217± 0.0026± 0.0028
2.0500 0.0212± 0.0022± 0.0027
2.4400 0.0190± 0.0017± 0.0023
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TABLE XLI. r f  in the measured region plus the DIS contribution given by our 
model.
(GeV") Vf  (full) is ta t isyst
0.0496 -0.0141± 0.0052± 0.0024
0.0592 -0.0164± 0.0040± 0.0014
0.0707 -0.0125± 0.0039± 0.0018
0.0844 -0.0234± 0.0040± 0.0030
0.1010 -0.0216± 0.0041± 0.0025
0.1200 -0.0244± 0.0043± 0.0041
0.1440 -0.0239± 0.0045± 0.0044
0.1710 -0.0317± 0.0045± 0.0063
0.2050 -0.0251± 0.0029T 0.0053
0.2440 -0.0226± 0.0023± 0.0051
0.2920 -0.0181± 0.0020± 0.0050
0.3480 -0.0146± 0.0019± 0.0052
0.4160 -O.OlOli 0.0017± 0.0050
0.4960 -0.0050± 0.0016± 0.0045
0.8440 0.0133± 0.0067± 0.0049
1.0100 0.0191± 0.0062± 0.0049
1.2000 0.0278± 0.0058± 0.0055
1.4400 0.0264± 0.0035dz 0.0048
1.7100 0.0289± 0.0026± 0.0043
2.0500 0.0316± 0.0022± 0.0040
2.4400 0.0334± 0.0017± 0.0035
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
191
VITA
Kahanawita G. Vipuli G. Dharmawardane 
Department of Physics 
Old Dominion University 
Norfolk, VA 23529
Vipuli Dharmawardane is from Colombo, Sri Lanka. She did her undergraduate 
studies at the University of Colombo, Sri Lanka, where she graduated with a Bachelor 
of Science in physics in 1996. She was accepted in the physics graduate program at 
Old Dominion University in 1997. She defended her PhD dissertation on April 1, 
2004.
Typeset using Dl^gX.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
