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Abstract
Globally convergent *xed point iterations, together with bounds on di-erences of zeros from Sturm methods,
are used to build e.cient algorithms for the computation of the zeros of special functions satisfying *rst-order
linear di-erence–di-erential equations. Bounds on the spacing between the zeros are obtained as a by-product.
Turning points can also be computed in a similar way; new analytical information is also obtained in this case
which, for instance, can be used to prove a conjecture by Elbert on the turning points of Bessel functions.
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0. Introduction
The zeros and turning points of special functions appear in many problems of applied mathematics,
physics and engineering. In particular, there is a huge amount of literature concerning the properties
of the zeros of Bessel functions.
In [6,7] it is shown how a global Newton method based on the ratios of Bessel functions of
consecutive orders [6], complemented by bounds on adjacent zeros of functions of consecutive orders
[7], was capable of *nding with certainty (and e.ciently) all the zeros of any Bessel function in
any real interval. This method was improved in speed by the *xed point iterations described in [8].
Furthermore, the results in [6,7] were generalized in [8] to special functions satisfying general linear
*rst-order di-erence–di-erential equations. This is, for instance, the case of classical orthogonal
polynomials, Coulomb wave functions, parabolic cylinder functions, conical functions and so on.
Both in [7,8], properties of the interlacing of the zeros of Bessel functions of consecutive orders,
which had been proven in [1], appear as a consequence of a quite general result. Therefore, more
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information of this type can be made available from the methods described in [8] for the very wide
range of functions previously outlined.
In a similar way, the *xed point method described in [3] for the computation of turning points
of special functions, based on the logarithmic derivative, also lead to similar analytical information
regarding the extrema of special functions. This method was used to prove a conjecture by Elbert
[9].
In this paper, we brieGy describe the numerical methods introduced in [8,3], focusing primarily on
the analytical information that can be extracted. We further investigate its consequences and show
new results regarding the spacing between adjacent zeros of consecutive orders and for the relative
position of turning points. We refer to the previous papers for further information on the numerical
methods and to [4] for the implementation of the method in the algebra computer system Maple.
1. Fixed point methods for the zeros and distance between adjacent zeros
Globally convergent *xed point algorithms can be explicitly built for any family of functions
which are solutions of second-order ODEs
y′′n (x) + B(x)y
′
n(x) + An(x)yn(x) = 0 (1)
satisfying *rst-order linear di-erence–di-erential equations
y′n(x) = an(x)yn + dn(x)yn−1(x);
y′n−1(x) = bn(x)yn−1(x) + en(x)yn(x) (2)
with continuous coe.cients such that the following properties hold:
(1) The coe.cients are continuous in an interval I .
(2) dn=en is constant; dnen ¡ 0.
(3) an − bn cancels for one value of x∈ I at most.
These are in no way particular properties; on the contrary, it can be proven [8] that they hold
under very broad conditions, namely:
Theorem 1. Given a family of second-order ODEs y′′n +By′n+Anyn=0 depending on one parameter
(n) and two families of independent solutions, then the 3rst-order di4erence–di4erential equations,
simultaneously satis3ed by the two families of solutions of the ODEs, exist and are unique. When
the coe9cients are continuous, then dn=en is always a constant, the zeros of yn and yn−1 are
interlaced and dnen ¡ 0. Besides, if An(x) = An−1(x) ∀x; an − bn vanishes, at most, for one value
of x.
After a convenient normalization of the solutions one can always write the DDEs in a more simple
form
y′n = anyn + dˆnyn−1;
y′n−1 = bnyn−1 − dˆnyn (3)
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and we can take dˆn ¿ 0. More explicitly, we would take dˆn =
√−dnen. In order, not to complicate
the notation we assume from now on that the DDEs have already been renormalized in such a way
that dn=−en ¿ 0. These relations become further simpli*ed by using a new variable z=
∫
d(x) dx,
in this way
y˙ n = nyn + yn−1; n = an=dn;
y˙ n−1 = nyn−1 − yn; n = bn=dn: (4)
Since yn and yn−1 are oscillating functions with interlaced zeros we expect that the ratio yn=yn−1
will roughly behave like a tangent function. This relation will be used in order to *nd global *xed
point iterations. We de*ne
Hi(z) =−i yn(x(z))yn+i(x(z)) ; (5)
then, taking the derivative and using the recurrence relations we get
H˙ i = 1 + H 2i − 2iHi; (6)
where
i = i(ni − ni) = i(ani − bni)=2dni ; n+1 = n+ 1; n−1 = n: (7)
Therefore, H approaches a tan(z + c) function as  becomes small. Besides, the deviation from a
tangent functions has a constant pattern or only changes once, given that i may only change sign
once (since an − bn may only cancel once).
Let us explicitly compare Hi with a tangent function, by re-writing Eq. (6)
sign(iHi)
(
H˙ i
1 + H 2i
− 1
)
=−2 |iHi|
1 + H 2i
6 0: (8)
Inside an interval Jk ≡ (z(k)n+i ; z(k+1)n+i ) where z(k)n+i and z(k+1)n+i are two consecutive zeros of yn+i, we
have sign(Hi(z))=sign(z− z(k)n ), where z(k)n is the zero of yn inside Jk . This is due to the interlacing
of zeros of yn and yn+i and because H˙ i(zk) = 1.
Then, by integrating inside Jk ≡ (z(k)n+i ; z(k+1)n+i ) and assuming that i = 0 ∀x∈ Jk , we have
sign(i)(arctan(Hi(z))− (z − z(k)n ))¡ 0; ∀z ∈ Jk \ z(k)n : (9)
With this, it is straightforward to prove the following property.
Theorem 2. Let z(k)n+i and z
(k+1)
n+i be two consecutive zeros of yn+i and z
(k)
n the zero of yn between
them. If i does not change sign between z
(k)
n+i and z
(k+1)
n+i then
sign(i) sign(z − z(k)n )(=2− |z − z(k)n |)¡ 0
both for z = z(k)n+i and z = z
(k+1)
n+i .
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And an immediate consequence of this result is
Corollary 3. If i does not change sign between z
(k)
n+i and z
(k+1)
n+i then
(1) If i ¿ 0 then z
(k)
n ¡ (z
(k)
n+i + z
(k+1)
n+i )=2,
(2) If i ¡ 0 then z
(k)
n ¿ (z
(k)
n+i + z
(k+1)
n+i )=2.
For the particular case of Bessel functions this can be used to prove a result in [1,2]. We will
give a similar result for Coulomb functions. This kind of results can be established in the same way
for all special functions satisfying our basic assumptions.
2. Finding zeros inside a real interval I
We will now brieGy outline the main ingredients of the numerical method to *nd with certainty
all the zeros inside a real interval. In order to keep the explanation to a modest size we restrict
ourselves to the case where i ¡ 0 (i does not change sign) and we consider only the computation
of zeros of yn which lie between zeros of yn+i. For the complete algorithms, we refer the reader
to [8].
Consequently, we take I =
⋃p
r=1 Jr and i ¡ 0 in I .
We next describe the main ingredients for the computation of all the zeros inside I . We have,
since i ¡ 0, that
arctan(Hi(z))− (z − z(k)n )¿ 0; ∀z ∈ Jk \ z(k)n (10)
and then we can prove the following results.
Lemma 4 (Bounds on di-erences of adjacent zeros). Let z(k)n ∈ Jk be a zero of yn which lies in the
interval Jk = (z
(k)
n+i; z
(k+1)
n+i ) then z
(k)
n − z(k)n+i ¿=2 and 0¡z(k+1)n+i − z(k)n ¡=2.
Lemma 5 (Globally convergent *xed point iteration). Let z ∈ Jk and de3ne Ti(z)=z−arctan(Hi(z)),
then limp→∞ T
(p)
i (z) = z
(k)
n ∀z ∈ Jk (z(k)n ∈ Jk). The convergence is monotonic if z(k)n+i ¡ z¡z(k)n .
Proof. Let z ∈ (z(k)n+i ; z(k)n ) ⊂ Jk . Given that i ¡ 0, we have Ti(z)¡z(k)n . Additionally, z¡Ti(z)
because Hi(z)¡ 0. Then, being z
(k)
n the only *xed point of Ti in Jk we have monotonic convergence
when z¡ zn; z ∈ Jk . Convergence in the whole interval Jk is immediate from the bounds on adjacent
zeros.
Theorem 6 (Iterative relations between consecutive zeros). Let z(1)n the 3rst zero of yn in I, all the
zeros of yn in I can be recursively generated by
z(k+1)n = limp→∞T
(p)(z(k)n + =2):
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Proof. Due to the bounds, if z(k)n ∈ Jk ⇒ z(k)n + =2∈ Jk+1.
If i ¿ 0 we would have instead of a forward sweep a backward sweep. If i changes sign we
can combine forward and backward sweeps.
The next section illustrates the application of the method for Coulomb wave functions and Laguerre
polynomials. We will mainly focus on the bounds which can be obtained for the distance between
adjacent zeros.
3. Example: zeros of Coulomb wave functions and Laguerre polynomials
We chose as illustration of the methods the examples of Coulomb wave functions and Laguerre
polynomials. Of course there are many more possible examples (any classical orthogonal polynomial,
conical functions, Hermite functions, : : :).
3.1. Coulomb wave functions
Regular and irregular Coulomb wave functions satisfy the di-erential equation
y′′n + Anyn = 0; An(x) = 1− 2=x − n(n+ 1)=x2: (11)
A particular case are Ricatti–Bessel functions of order  (Bessel functions multiplied by
√
x); this
is for = 0 and n= − 12 .
Coulomb wave functions also satisfy DDEs (Eq. (2)) with
an =−bn =−1n
(
n2
x
+ 
)
; dn =
√
n2 + 2
n
: (12)
In the standard notation n→ L; → ; x →  ; yn → FL(;  ); GL(;  ).
The changes of variables x → z are trivial in this case: z(x)=∫ dni(x) dx=dnix (n+1=n+1; n−1=n).
And the two globally convergent *xed point iterations read
Ti(z) = z + i arctan
(
yn(z=dni)
yn+i(z=dni)
)
: (13)
The  parameter is
i(z) =−i(n2i =x(z) + )=
√
n2i +  (14)
which, for non-negative ni and , never vanishes for x¿ 0 (except for the trivial case ni=0; =0);
forward (i=+1) or backward (i=−1) sweeps can be considered. However, when ¡ 0; i vanishes
at x =−n2i = and the forward sweep is combined with backward sweep in this case. This di-erent
behaviour with respect to the case ¿ 0 is related to the monotonicity properties of An(x) (for ¿ 0
it is monotonically increasing while for ¡ 0 it has a maximum).
For = 0 we have have Ricatti–Bessel functions of order = n− 12 with
i =−in=x: (15)
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Let us use Corollary 3 in order to establish similar inequalities as in [1]. Let us, for instance, take
i =−1 (and then ni = n).We have then (for x¿ 0):
(1) If ¿ 0 then i ¿ 0.
(2) If ¡ 0 then i ¡ 0 for x¿− n2= and i ¿ 0 for x¡− n2=.
(3) If = 0 then i ¿ 0 for n¿ 0 and i ¡ 0 for n¡ 0.
Then, considering Corollary 3 and undoing the change of variables z(x) we have
Theorem 7. (1) If ¿ 0 and n¿ 1 then x(m)n ¡F(n; )(x
(m)
n−1 + x
(m+1)
n−1 )=2.
(2) If ¡ 0 and n¿ 1 then
(a) If x(m)n ¿− n2= then x(m)n ¿F(n; )(x(m)n−1 + x(m+1)n−1 )=2,
(b) If x(m+1)n ¡− n2= then x(m)n ¡F(n; )(x(m)n−1 + x(m+1)n−1 )=2.
(3) If = 0 then
(a) If n¿ 0 then x(m)n ¡ (x
(m)
n−1 + x
(m+1)
n−1 )=2,
(b) If n¡ 0 then x(m)n ¿ (x
(m)
n−1 + x
(m+1)
n−1 )=2,
where F(n; ) = n=(n− 1)
√
(n− 1)2 + 2=
√
n2 + 2.
The case of Bessel functions was considered in [1].
3.2. Laguerre polynomials
Laguerre polynomials satisfy linear *rst-order DDEs, with coe.cients
an = n=x; bn = 1− (n+ )=x;
dn =−(n+ ); en = n=x: (16)
We will investigate the consequence of Corollary 3. The associated change of variable is
z(x) =
∫ √
−dnieni dx =
√
(ni + )ni log x; ni ¿ 0; ¿− ni: (17)
The i function is
i = i(ni + =2− x=2)=
√
ni(ni + ): (18)
Let us, for instance, consider i = −1. Then i ¡ 0 if x¡ 2n +  and i ¿ 0 if x¿ 2n + .
Therefore
Lemma 8. Let z(x)=
√
(n+ )n log x and let x(k)n the zero of Ln in the interval (x
(k)
n−1; x
(k+1)
n−1 ) being
x(k)n−1 and x
(k+1)
n−1 zeros of L

n−1. Then
(1) If x(k+1)n−1 ¡ 2n+  then z(x
(k)
n )¿ (z(x
(k)
n−1) + z(x
(k+1)
n−1 ))=2, and therefore x
(k)
n ¿ (x
(k)
n−1x
(k+1)
n−1 )
f(n;).
(2) If x(k)n−1¿ 2n+  then z(x
(k)
n )¡ (z(x
(k)
n−1) + z(x
(k+1)
n−1 ))=2, and therefore x
(k)
n ¡ (x
(k)
n−1x
(k+1)
n−1 )
f(n;)
where f(n; ) = 12
√
(1− 1=(n+ ))(1− 1=n).
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4. Computation of turning points
A *xed point method to compute the turning points of functions satisfying second order ODEs
y′′n + Anyn = 0 can be built from the function hn = −y′n=yn. The zeros of yn and y′n are interlaced
for An¿ 0 (where all the zeros lie, except perhaps one zero and where all the turning points lie,
except perhaps one or two turning points).
For equations y′′n + By′n + Anyn = 0 a change of the independent variable can be used to write an
equation in normal form. Of course, we do not have the freedom to change the dependent variable
because the turning points would not be the same any longer.
The change of variables is
z(x) = C
∫
exp
(
−
∫
B dx)
)
(19)
and then the equation in the z variable reads
Pyn(x(z)) + An(z)yn(x(z)) = 0; An(z) = An(x(z))x˙
2; (20)
hn =−y′n=yn has a tangent like behavior when An¿ 0, given that
H˙ n = An(z) + h2n ¿ 0 (21)
and the zeros of yn and y′n are interlaced.
With this, and using similar arguments as before, globally convergent *xed point iterations can
be built which converge very fast to the zeros of the derivative of yn (see [3] for further details).
Typically 4–5 iterations are enough to get double precision accuracy.
Here we will focus on the relations between the turning points and zeros that can be extracted.
Particularly, it is simple to prove the following result:
Corollary 9. Let Py + Ay = 0 with A continuous and monotonic and y a solution. Let z1; z2 two
consecutive zeros of y and z′ the zero of the derivative between them, then
(1) If A is increasing then z′¿ (z1 + z2)=2,
(2) If A is decreasing then z′¡ (z1 + z2)=2.
Taking for instance the case of Bessel functions, we have the change of variable z(x) = log(x)
and An(z) is increasing. With this, it follows that the zeros of Bessel functions and their derivatives
satisfy
j′;( ¿
√
j;(j;(+1 (22)
as conjectured in [2].
Similar relations can be obtained for the large number of special functions satisfying second-order
ODEs. In [9] it is discussed how to apply these methods in order to bracket the roots of xC + C ′
(which are the turning points of xC), being C a Bessel function of order .
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5. Conclusions
It has been brieGy described how to build globally convergent *xed point iterations for the com-
putation of zeros and turning points of functions satisfying a second-order linear ODE together with
two linear DDE of the type in Eq. (2). The only e.cient methods that can be directly applied
only knowing the recurrences (or DDEs), apart from the *xed point methods here described, are the
matrix eigenvalue methods. For orthogonal polynomials it is well known that the problem of *nding
the zeros is equivalent to an eigenvalue problem. Contrary, for the rest of special functions the
matrix method is only approximate and requires the truncation of an in*nite matrix, which is only
possible for minimal solutions of the three term recurrence relations. This limitation is not present in
the *xed point methods here described and, for instance, one can apply them to any Bessel function
and not only to the regular Bessel function.
A second characteristic of the method is that it is based on analytic properties of the functions. In
fact, some of the ingredients described, give information on how the zeros are distributed and which
is the spacing between adjacent zeros of consecutive orders. It has been also discussed how we can
also get information on the relative position of the zeros with respect to the turning points. This
is, therefore, an additional illustration of how Sturmian comparison methods keep being a highly
valuable tool for studying properties of the zeros of special functions [5].
Acknowledgements
The author thanks A. Gil for useful comments and for her contribution in the development of
the algorithms. The author thanks E.M. for providing the time to write this paper by assuming new
teaching duties.
References
[1] QA. Elbert, A. Laforgia, Interlacing properties of the zeros of Bessel functions, Atti Semin. Mat. Fis. Univ. Modena
42 (2) (1994) 525–529.
[2] QA. Elbert, Some recent results on the zeros of Bessel functions and orthogonal polynomials, J. Comput. Appl. Math.
133 (2001) 65–83.
[3] A. Gil, J. Segura, Computing the zeros and turning points of special functions from *xed point methods, SIAM J.
Numer. Anal., submitted for publication.
[4] A. Gil, J. Segura, A combined symbolic and numerical algorithm for the computation of the zeros of orthogonal
polynomials and special functions, J. Symb. Comput., to appear.
[5] A. Laforgia, M. Muldoon, Some consequences of the Sturm comparison theorem, Amer. Math. Mon. 93 (1986) 89–94.
[6] J. Segura, A global Newton method for the zeros of cylinder functions, Numer. Algorithm 18 (1998) 259–276.
[7] J. Segura, Bounds on di-erences of adjacent zeros of Bessel functions and iterative relations between consecutive
zeros, Math. Comput. 70 (2001) 1205–1220.
[8] J. Segura, The zeros of special functions from a *xed point method, SIAM J. Numer. Anal. 40 (2002) 114–133.
[9] J. Segura, On a conjecture regarding the extrema of Bessel functions and its generalization, J. Math. Anal. Appl.,
submitted for publication.
