In this paper we investigate cyclic spaces of generalized derivations related to the symmetric functions, and its relation with a generalization of the Cauchy-Davenport Theorem.
Introduction
A classical approach to the study of the structure of a linear operator has been through the understanding of its associated cyclic subspace. During the decade of the 1980s, an interesting element was added to this theory, and some problems were solved with results from Additive Number Theory (e.g. [13] ). More recently, a twoway path was established and results on Linear Algebra were used to solve problems in Additive Theory, and the value of these methods was tested with the proof of a longstanding conjecture of Erdös-Heilbronn (see [6] ). In the last years other papers appeared presenting results on Linear Algebra also with significance in Additive Theory [3] [4] [5] 7] .
In this paper we are going to investigate cyclic spaces of generalized derivations related to the symmetric functions, and its relation with a generalization of the Cauchy-Davenport Theorem.
Let F be an arbitrary field of characteristic p, a prime number, if it is of finite characteristic or p = ∞ otherwise. If b ∈ R, denote by b the greatest integer less than or equal to b. Let r and n 1 , n 2 , . . . , n r , n be positive integers. We denote by (n 1 ,...,n r ) the set of all mappings α from {1, . . . , r} into N satisfying α(i) n i , i = 1, . . . , r. We abbreviate to r,n the notation (n, Let A 1 , . . . , A m be finite subsets of F. We denote by
Let V i be a finite dimensional vector space of dimension n i over the field F. Let L(V i , V i ) be the F-algebra of linear operators on V i . We denote by V 1 ⊗ V 2 ⊗ · · · ⊗ V m the tensor product of V 1 , . . . , V m . If T is a linear operator, we denote by P T the minimal polynomial of T, by σ (T ) the spectrum of T (the n-tuple of characteristic roots of T in F, the algebraic closure of F) and by I the identity linear operator.
Let A 1 , . . . , A m be algebras over a commutative ring, and take a i ∈ A i for i = 1, . . . , m. Let us denote by Proof. This proof follows along the lines of Theorem 2.4 in [11, p. 233 
Using the elementary properties of the tensor product of linear operators we can easily see that
Then, considering V i over F, i = 1, . . . , m, and making, if necessary, an extension of the field of scalars, we can always assume that T i is an upper triangular linear operator with respect to the basis (e i1 , . . . , e in i ) of 
We are assuming T i to be an upper triangular operator, so T i (e ij ) = λ ij e ij + u ij , where u ij ∈ e i1 , . . . , e i,j −1 (the subspace of V i spanned by {e i1 , . . . , e i,j −1 }), i = 1, . . . , n. Thus from the former equality we get
by multilinearity.
Since u ij ∈ e i1 , . . . , e i,j −1 , the tensors of the form e 
Corollary 1. Let
Our goal is to present lower bounds for the degree of the minimal polynomial of s k (T 1 , . . . , T m ) and for the cardinality of s k (A 1 , . . . , A m ).
Auxiliary results
Let X 1 , . . . , X m be indeterminates and consider the basis
Proposition 1. Let i as before and b
= ( m k ). Writing X = (X 1 , . . . , X m ), we have in Z[X 1 ] ⊗ · · · ⊗ Z[X m ], for t ∈ N,   ω∈Q k,m δ ω (X)   t = (n ω 1 ,...,n ω b )∈N b n ω 1 +···+n ω b =t t! n ω 1 !n ω 2 ! · · · n ω b ! ×X ω∈ 1 n ω 1 ⊗ · · · ⊗ X ω∈ m n ω m .
Proof. It is well known that if
A is a commutative ring and a 1 , . . . , a b are elements of A, we have
If we consider the tensor algebra Let N 0 be the set of nonnegative integers. 
Then the system in the variables
is solvable in N 0 if and only if
Proof. Let ω ∈ Q k,m .We are going to denote by
Let us start by writing the system (2.1) in the matricial form
where the coefficient matrix is a (0, 1)-matrix of type m × b, X is the column matrix of the indeterminates x w j 's and S is the column matrix of the s j 's, which is equivalent to
If (q ω 1 , . . . , q ω b ) is a solution of (2.1), then we can construct the following (0, 1)-matrix Using the arguments of the former proof we can conclude the following theorem. 
It is easy to see that
  ω∈Q k,m δ ω (X)   t = α∈ t,b δ ω α(1) (X 1 , . . . , X m ) · · · δ ω α(t) (X 1 , .
. . , X m ).
Let α ∈ t,b . Define Then, since 
where
with
i1 ) as defined in the proof of the previous proposition. This map is well defined for the sum of the ith line of (α) which is equal to
and each I ω i has exactly k entries equal to 1.
To conclude this proof, we need to show that is a bijection. If α, β ∈ G and, for some j,
. . , C t ] ∈ M t (S; k).
Since the sum of each column C j is equal to k, there exists a unique ω i such that C j = I ω i . Now it is easy to define α ((t − s 1 , . . . , t − s m ), m − k) . − s 1 , . . . , t − s m ), m − k), A → A, is an involution (A = A), then it is bijective and the theorem follows.
Since the mapping from M t (S, k) into M t ((t
For some special values of k, it is possible to determine explicitly the coefficient of X
m . These special cases are treated in the following proposition.
Proposition 3. Suppose that the term
Proof. For k = 1 we have Q 1,m = {ω 1 , ω 2 , . . . , ω m } and i = {ω i }. Hence (see Proposition 1) there is only one solution for the system
that is, the solution n ω i = s i , which gives the result (a) above. Case (b) follows from (a) and Theorem 4.
Corollary 2. With the same notations presented in the proof of Theorem 3, we have
(a) |M t (S; 1)| = t! s 1 !s 2 !···s m ! , (b) |M t (S; m − 1)| = t! (t−s 1 )!(t−s 2 )!···(t−s m )! .
So far we have established results in the
Next we present a relation between this Z-algebra and the F-algebra F[X 1 ] ⊗ · · · ⊗ F[X m ], and how to interpret the previous results in this new algebra.
Let E F be the basis of
Denote by 1 F the identity of F. Consider the Z-algebra homomorphism φ from Z into F defined by
Let us define 
Let t be an integer less than or equal to −1, and l i = min{t + 1, l i }, i = 1, . . . , m. Let ρ t be the integer satisfying
and
Define (θ t,1 , . . . , θ t,m ) as a m-tuple of nonnegative integers such that
Let us define h k,t to be the number of (0, 1) matrices with row sums equal to (θ t,1 , . . . , θ t,m ), and whose column sums are equal to k for t = 0, 1, . . . , − 1. Now define Proof. The proof can be carried out by using Proposition 4 and arguments similar to the ones used in Theorem 6.
The following result presents a generalization of the Cauchy-Davenport theorem for the symmetric polynomial s m−1 (X 1 , . . . , X m ) applied on the family of sets A 1 , . . . , A m . The first inequality follows also immediately from Cauchy-Davenport by an induction argument. Proof. The proof is a consequence of Corollary 2, using arguments similar to the ones presented in Theorem 6.
