



















MODERATE DEVIATIONS PRINCIPLE FOR EMPIRICAL
COVARIANCE FROM A UNIT ROOT
YU MIAO, YAN-LING WANG, AND GUANG-YU YANG
Abstract. In the present paper, we consider the linear autoregressive model
in R,
Xk,n = θnXk,n−1 + ξk , k = 0, 1, · · · , n, n ≥ 1
where θn ∈ [0, 1) is unknown, (ξk)k∈Z is a sequence of centered i.i.d. r.v.
valued in R representing the noise. When θn → 1, the moderate deviations
principle for empirical covariance is discussed and as statistical applications
we provide the moderate deviation estimates of the least square and the Yule-
Walker estimators of the parameter θn.
1. Introduction
There is a great deal of the econometric literature of the last 20 years which has
focused on the issue of testing for the unit root hypothesis in economic time series.
Regression asymptotics with roots at or near unity have played an important role
in time series econometrics. This has been typically done by using autoregressive
models with fixed coefficients and then testing for the autoregressive parameter
being equal to 1 [5,6]. More recently, some attention has been dedicated to random
coefficient autoregressive models. This way of handling the data allows for large
shocks in the dynamic structure of the model, and also for some flexibility in the
features of the volatility of the series, which are not available in fixed coefficient
autoregressive models.
In the present paper, we consider the following linear autoregressive model in R,
Xk,n = θnXk−1,n + ξk, k = 0, 1, · · · , n, n ≥ 1 (1.1)
where θn ∈ Θ ⊂ R (the space of parameter) is unknown, (ξk)k∈Z is a sequence of
centered i.i.d. r.v. valued in R representing the noise and which is independent of
X0,n, and (Xk,n)0≤k≤n is observed. For every n ≥ 0, assume that the law of X0,n is
invariant (or equivalently (Xk,n)0≤k≤n is stationary), it is easy to see a stationary




θpnξk−p, k ≥ 0
only if |θn| < 1.
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It is not difficult to see that the linear autoregressive model (1.1) is a special







ajξn+j , ∀ n ∈ Z,
where (ξn)n∈Z is i.i.d., (an)n∈Z is a sequence of real numbers such that∑
n∈Z
|an|2 <∞.
There are two important issues for the model (1.1): (1) the estimate of the
covariance Cov(X0,n, Xl,n) := E(X0,n − EX0,n)(Xl,n − EXl,n); (2) the estimate of
θn. The most natural estimator of Cov(X0,n, Xl,n) (l ≥ 0) is given by the empirical







and for estimating θn, the following two estimators are widely used:
















In this paper, we are concerned with the moderate deviations principle of the
covariance estimation C∗l,n and the parameter estimators θˆn, θ˜n for the linear au-
toregressive model under the case: θn ∈ [0, 1) and θn → 1.
The study on large deviations and moderate deviation are relatively recent and
these works concentrate almost on the case of the fixed autoregressive coefficient
θn ≡ θ ∈ (−1, 1), i.e.,
Xn = θXn−1 + ξn, n ≥ 0. (1.5)
For the Gaussian case (i.e., the noise ξ is assumed Gaussian), this subject is
opened by Donsker and Varadhan [8] who proved the level-3 large deviation prin-
ciple (the definition of large deviations of level-3 could be found in [9]) for gen-
eral stationary Gaussian processes under the continuity of the spectral function.
Bryc and Dembo [1] proved for the first the large and moderate deviation prin-




k) even for general station-
ary Gaussian processes. Bercu et al. [2] proved the large deviation principle for
C∗l,n(= n
−1∑n
k=1Xk+lXk), l ≥ 0 (which is much more delicate than C∗0,n) and for
θˆn, θ˜n.
For the Non-Gaussian case, Wu [17] first extended Donsker-Varadhan’s theorem
on large deviations of level-3 from stationary Gaussian processes to general moving
average processes under the Gaussian integrability condition on the driven variable
ξ. Djellout et al. [7] established, in the one-dimensional case, moderate deviation
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principle for non-linear functionals of general moving average processes covering
the case of C∗l,n and for the periodogram, but under the assumption that the law
of the driven random variable ξ satisfies the log-Sobolev inequality, stronger than
the Gaussian integrability in [17].
For the case of Hilbertian autoregressive model with driven random variable ξ
satisfying the Gaussian integrability condition, in which {ξk, Xk}k∈Z take values
in some separable Hilbert space H , Mas and Menneteau [11] established large and




k=1Xk, and moderate devi-
ation for the empirical variance matrix 1n
∑n
k=1Xk ⊗Xk, where x ⊗ y (x, y ∈ H)
denotes the linear operator from H to H ,
x⊗ y : h ∈ H → 〈x, h〉y,
extending the result of Bryc-Dembo [1] from Rd to H , and especially from Gaussian
case to general sub-Gaussian case. Furthermore, Menneteau [12] obtained some
laws of the iterated logarithm in Hilbertian autoregressive models for the empirical
covariance 1n
∑n
k=1Xk ⊗ Xk. Recently, Miao and Shen [14] obtained a moderate
deviations principle for C∗n,l of the autoregressive process (1.5), which removed the
assumption of log-Sobolev inequality on the driven variable in [7], for the particular
but important auto-regression model. In addition, they provided the moderate
deviation estimates of the least squares and the Yule-Walker estimators of the
unknown parameter of an autoregressive process. In [15], the author also considered
the discounted large deviation principle for the autoregressive processes (1.5).
Our main purpose in the paper is to extend the moderate deviations principle
for the empirical covariance from the case θn = θ to the case θn → 1. The method
of proof relies mainly on a moderate deviation for triangular arrays of finitely-
dependent sequences and the exponential approximation. This paper is organized
as follows. The next section is devoted to the descriptions of our main results and
their statistical applications. In Section 3, we give some preparations and develop a
new moderate deviation for m-dependent sequence with unbounded m. The proofs
of main results are obtained in the remaining sections.
2. Main results
2.1. Assumptions. Let {ξn}n∈Z be a sequence of real valued centered i.i.d. ran-
dom variables, and suppose that the following conditions hold:
(1) the unknown parameter θn satisfies θn ∈ [0, 1), θn → 1;
(2) Eξ0 = 0 and ξ0 satisfies the Gaussian integrability condition, i.e., there











Here we need to note that the condition (3) implies
lim
n→∞
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2.2. Moderate deviations principle. The following is our main theorem.
Theorem 2.1. Assume that the conditions (1), (2) and (3) are satisfied and let




































In the process of proving Theorem 2.1, we often use the form (2.2) in order to avoid
extra explanation.
The following result supplies a moderate deviation for the linear combination
of the empirical covariance. For the case that the unknown parameter θn is fixed
(θn = θ), we can succeed in obtaining the moderate deviation of the parameter
estimators θˆn, θ˜n by utilizing the following result directly.
Theorem 2.2. Under the conditions in Theorem 2.1, for any n and 0 ≤ l ≤M , let
{al,n} be a sequences of real numbers with lim
n→∞ al,n = al, and assume that al 6= 0

































Remark 2.2. Under the conditions of Theorem 2.2, if
∑M
























In particular, Theorem 2.1 holds, if there exists some 0 < l < M , such that
ak =
{
1, k = l
0, k 6= l .
2.3. Applications. In the subsection, we provide a statistical application. More
precisely, we shall apply the method of proving Theorem 2.1 and 2.2 to the least
squares estimator θˆ2n and the Yule-Walker estimator θ˜n.
Proposition 2.1. Assume that the conditions (1), (2) and (3) are satisfied, then
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Remark 2.3. A recent paper by Giraitis and Phillips [10] (also see, Phillips and
Magdalinos [16]), established the asymptotic distribution of the least square esti-
mator θˆn in a stationary first-order AR model when n(1− θn)→∞, i.e.,
(1 − θ2n)−1/2n1/2(θˆn − θn) d−→ N(0, 1).
Remark 2.4. For the case of θn ≡ θ ∈ (−1, 1), Djellout et al. [7] derived the
moderate deviations of θˆn and θ˜n as a consequence of their general results on the
moderate deviation of moving average processes, but with an extra and strong con-
dition that the law of ξ0 satisfies a log-Sobolev inequality (though their method go
far beyond the regression model). In [14], the authors gave the moderate deviations
of θˆn and θ˜n, where they removed the assumption of log-Sobolev inequality on the
driven variable.
3. Some preparations and auxiliary results
3.1. Autoregressive representation for the covariance process. For any n,
by the stationarity of Xk,n (k = 0, 1, · · · , n), the distribution law of Xk+l,nXk,n is
the same with Xl,nX0,n. For any 0 ≤ l ≤ M , let Cl,n := EXk+l,nXk,n and it is















where C∗l,n is defined in (1.2). In addition, let
Zk,l,n = Xk+l,nXk,n−Cl,n, Uk,l,n = θnXk+l−1,nξk+θnξk+lXk−1,n+ξk+lξk−θlnEξ20 .
(3.2)
We have the following autoregressive representation for the covariance process.
Lemma 3.1. Under the above notions, for any n > l, we have
Zk,l,n = θ
2
nZk−1,l,n + Uk,l,n, k = 1, · · · , n− l, (3.3)
and














Proof. The proof of the lemma is easy, so omitted. 
Lemma 3.2. Under the assumptions of Theorem 2.1, for any 0 ≤ l ≤ M and







1− θ2n|Z0,l,n − Zn−l,l,n|
bn
√
n− l ≥ r
)
= −∞.
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Proof. For every n, from the stationarity of {Xk,n}0≤k≤n, we have
P
(
































where the last inequality follows from the well-known:
















































But by Jensen’s inequality,
EeλnX
2
















Summarizing the previous estimates we obtain
P
(
























3.2. Some properties of the sequence {Uk,l,m,n}. For all n ≥ 1, 0 ≤ l ≤ M ,
1 ≤ k ≤ n− l, m > 2M , set












ξk+lξk−jθjn + ξk+lξk − θlnEξ20 .
(3.5)
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For any n, l, it is easy to see that {Uk,l,m,n}1≤k≤n−l is a strictly stationary se-
quence withm+l-dependent structure. Furthermore, the sequence {Uk,l,m,n}1≤k≤n−l
has the following properties.
Proposition 3.1. i) For any 0 ≤ l ≤M , 1 ≤ k ≤ n− l,
E(Uk,l,m,n) = 0. (3.6)
ii) If k 6= i,
E(Uk,0,m,nUi,0,m,n) = 0. (3.7)














where the sets A1, A2 are defined by A1 = {i+ l > k}, A2 = {i+ l = k}.


























Proof. Without loss of generality, we can assume that i < k and for any k, let
Fk := σ(ξi;−∞ < i ≤ k).
Proof of i) The claim (3.6) is easy to be obtained by the properties of conditional
expectation.
Proof of ii) Since E(Uk,0,m,n|Fk−1) = 0, and Ui,0,m,n is measurable with respect
to Fk−1, then we have
E(Uk,0,m,nUi,0,m,n) =E[Ui,0,m,nE(Uk,0,m,n|Fk−1)] = 0.








then it is easy to check that Ui,l,m,n is measurable with respect to Fk+l−1 and
E(Uk,l,m,n|Fk+l−1) = ∆1,k,l − θlnEξ20 ,
So we have
E(Uk,l,m,nUi,l,m,n) = E[Ui,l,m,n(∆1,k,l − θlnEξ20)] = E(Ui,l,m,n∆1,k,l).
Next we need to calculate the following four terms:





First, we can observe that
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• when i+ l > k, then there exists 1 ≤ j, q ≤ m− 1 such that
E(ξk+l−jξkξi+l−qξi) 6= 0;
• when i+ l = k, then there exists 1 ≤ j, q ≤ m− 1 such that
E(ξk+l−jξkξi+lξi−q) 6= 0;
• when i+ l = k, then there exists 1 ≤ j ≤ m− 1 such that
E(ξi+lξiξk+l−jξk) 6= 0.















where we take j = l = q and use the fact that under the case i + l > k, we may




































From the above discussion and the definition of Ui,l,m,n, the proof of iii) is com-
pleted.












=:E(∆1 +∆2 +∆3 +∆4)
2,
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then it is easy to see




















n , l = 0,
E(∆1∆4) =
{
−θ2ln (Eξ20)2, l 6= 0




2, l 6= 0
Eξ40 , l = 0,
E(∆1∆2) =
{






n , l = 0,
E(∆3∆4) =
{
0, l 6= 0












θ2jn , ∀ 0 ≤ l ≤M,
which yields the desired results. 
Proposition 3.2. Let 1 ≤ i < k and 0 ≤ l, q ≤M .
(a) If l 6= 0, then E(Ui,0,m,nUk,l,m,n) = 0.













where the events A1, A2 are defined in Proposition 3.1.







































where the events E1, E2 are defined by
E1 = {i+ l > k + q}, E2 = {i+ l = k + q}.
Proof. The proofs of the proposition are similar to the one of Proposition 3.1.
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=:E(∆1 +∆2 +∆3)(Γ1 + Γ2 + Γ3 + Γ4),
then it is easy to check that
E∆1Γ4 = E∆2Γ2 = E∆2Γ3 = E∆3Γ2 = E∆3Γ3 = 0
and





2, E∆2Γ4 = E∆3Γ1 = −θln(Eξ20)2.
Furthermore, we have
• when k < i+ l, then E∆1Γ1 = 2θln(Eξ20)2;







• when k = i+ l, then E∆1Γ3 = 2θln(Eξ20)2.
So the desired result (b) is obtained.
Proof of (c) Since i < k and l < q, then Ui,l,m,n is measurable with respect to
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From the above discussion, the proof of (c) is completed.




















ξk+qξk−pθpn + ξk+qξk − θqnEξ20
)}
=:E(∆ˆ1 + ∆ˆ2 + ∆ˆ3 + ∆ˆ4)(Γˆ1 + Γˆ2 + Γˆ3 + Γˆ4),
then it is easy to see that
E∆ˆ1Γˆ3 = E∆ˆ2Γˆ3 = E∆ˆ3Γˆ3 = E∆ˆ4Γˆ3 = E∆ˆ2Γˆ4 = E∆ˆ3Γˆ4 = E∆ˆ4Γˆ2 = 0
and
E∆ˆ1Γˆ4 = E∆ˆ4Γˆ1 = −E∆ˆ4Γˆ4 = −θl+qn (Eξ20)2.























Similarly, we can observe that
• when i+ l > k + q, then there exists 1 ≤ j, q ≤ m− 1 such that
E(ξk+qξk−pξi+l−jξi) 6= 0;
• when i+ l = k + q, then there exists 1 ≤ j, q ≤ m− 1 such that
E(ξk+qξk−pξi+lξi−j) 6= 0;
• when i+ l = k + q, then there exists 1 ≤ p ≤ m− 1 such that
E(ξi+lξiξk+qξk−p) 6= 0.
























Combining the above results, we complete the proof of (d). 
Proposition 3.3. When i = k, we have



























































ξi+qξi−pθpn + ξi+qξi − θqnEξ20
)}
=:E(∆˜1 + ∆˜2 + ∆˜3 + ∆˜4)(Γ˜1 + Γ˜2 + Γ˜3 + Γ˜4),
we know that for any 0 < l, q ≤M ,
E∆˜1Γ˜2 = E∆˜2Γ˜1 = E∆˜2Γ˜3 = E∆˜2Γ˜4 = E∆˜3Γ˜2 = E∆˜3Γ˜4 = E∆˜4Γ˜2 = E∆˜4Γ˜3 = 0,
E∆˜1Γ˜4 = E∆˜4Γ˜1 = −E∆˜4Γ˜4 = −θl+qn (Eξ20)2















































2, l > q






2, q > l








n , l = q




2, q = l
0, q 6= l .
So the results (1)-(3) hold. Furthermore, (4) can be obtained by the following
observation









3.3. Moderate deviation for m-dependent sequence with unbounded m.
Before giving our proofs of the main results, it is necessary to give the following
moderate deviation principle for m-dependent random variables with unbounded
m. For the readability of the paper, we postpone its proof to Appendix.
Lemma 3.3. For each n = 1, 2, . . . , let m = m(n) be specified and suppose that
{X1,n, . . . , Xn,n} be a sequence of strict stationary m-dependent random variables
with zero means. Moreover, we assume the following conditions hold:



































(D) there exists a constant 0 < σ2 <∞, such that
lim
n→∞m
−1V ar(X1,n + · · ·+Xm,n) = σ2















































Remark 3.1. In [3], Chen established the moderate deviation for m-dependent
random vectors with fixed parameter m. Recently, Miao and Yang [13] proved
the following moderate deviation, which extended Chen’s result from fixed m to





























It is easy to see that the condition (3.11) and (3.12) imply the conditions (A), (B)
and (C). But, the condition (3.11) is not easy to check in the process of proving
our main results, so we need develop a new moderate deviation for m-dependent
sequence with unbounded m, that is, Lemma 3.3.
4. Proof of Theorem 2.1
4.1. Asymptotic term and moderate deviations. We have the following useful
results, based on the properties of the sequence {Uk,l,m,n}1≤k≤n−l.
Corollary 4.1. Let m := m(n) denote the subsequence of n such that m(1−θn)→













V ar(U1,l,m,n + · · ·+ Um,l,m,n) = 4(Eξ20)2. (4.2)
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Hence it follows that
























V ar(U1,l,m,n + · · ·+ Um,l,m,n) = 4(Eξ20)2.
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V ar(U1,l,m,n + · · ·+ Um,l,m,n) = 4(Eξ20)2.

Before giving the following proposition, we need to mention the claim: owing
to the conditions





there must exist a subsequence m = m(n) such that






For instance, we can take
m = (1 − θn)−6/5.
Now, based on the above preparations, we have the following result.

















2, 0 ≤ l ≤M,




























then it is easy to see that
lim
n→∞
θ2mn = 0 and limn→∞
(1− θ2n)Km(θn) = 2. (4.5)















2, l 6= 0.





V ar(X1,l,n + · · ·+Xm,l,n) = 4(Eξ20)2 (4.6)








kE(X1,l,nXk+1,l,n) = 0. (4.7)
Next, we need to check the conditions (B) and (C) of Lemma 3.3 for the random




































ξ1+lξ1−jθjn + ξ1+lξ1 − θlnEξ20


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Therefore, the conditions in Lemma 3.3 are satisfied and the desired results of the
proposition can be obtained. 
4.2. Exponential approximation. In this subsection, we shall establish the as-







k=1(Uk,l,m,n − Uk,l,n) as n → ∞. For
all p ≥ 0 and k ≥ 1, set
Wk,p = ξkξk−p. (4.12)
Lemma 4.1. Let the assumptions of Proposition 4.1 hold.


















(2) For all t > 0, there exist N ≥ 1, A,B > 0 such that, for all n ≥ N and
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where Kn = (1 − θn)−2 and Knθmn
√
1− θ2n → 0 as n→∞.


















Proof. (1) This is Lemma 17 in [11].







































(p+ 1)θpn = (1 − θn)−2.





















































































1− θ2n = 0
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and from the assumption of bn, there exist constants N ∈ N, A,B > 0, such that






























































For the same reason, we can give the estimate of the second term in (4.15), so the
proof of (4.14) can be completed..
(3) It follows obviously by (4.14). 
At last, the proof of Theorem 2.1 can be completed by Lemma 3.1, Proposition
4.1 and (3) in Lemma 4.1.
5. Proof of Theorem 2.2




























































As the similar proof of Theorem 2.1, in order to obtain (5.2), it is enough to show
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then it is easy to see that {Yˆk,m,n}1≤k≤n−M is a strictly stationary sequence with













V ar(Yˆ1,m,n + · · ·+ Yˆm,m,n) = Σ2. (5.7)




















From (3.7) and Proposition 3.2, it follows that
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Now we prove the relations (5.6) and (5.7). From (5.8), in order to show (5.6),

































































which implies (5.10). Next we prove (5.7). Since
V ar(Yˆ1,m,n + · · ·+ Yˆm,m,n) =
m∑
k=1
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then from the stationarity of Yk,l,n(k = 0, 1, · · · , n− l) and the fact that for any l,
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Here the last limit is due to the similar proof in Lemma 3.2 .
6. Proof of Proposition 2.1
The proof of Proposition 2.1 stems from the method of Theorem 2.2. From the

















k=1(1− θ2n)−1(Eξ20)−1(Xk,nXk−1,n − θnX2k−1,n)









Let us first prove that (Rn− 1) is negligible with respect to the moderate deviation

















where we use the fact EX2k−1,n = EX
2




























then by the condition (3) (which implies
√
n(1− θ2n)b−1n → ∞) and Theorem 2.1
yields (6.1). Next we only need to prove that rn satisfies the moderate deviation
principle. Let
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Since a0,n → −∞, a1,n → ∞, then we can not use directly Theorem 2.2 to prove
the moderate deviation of rn. So we need to slightly modify the proof of Theorem
2.2.























then {Xˆk,m,n} is a strictly stationary sequence with m-dependent structure.





















Proof. In order to obtain the desired result, it is enough to check the conditions in




















Moreover, by using the similar proofs of (4.8) and (4.9), the conditions (B) and (C)
in Lemma 3.3 hold. So we complete the proof by using Lemma 3.3. 
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Proof. Since for any 0 ≤ j ≤ n,
j∑
k=1





























where Wk,m+p+1 is defined in (4.12), then by the same proof of Lemma 4.1, the
desired result can be obtained. 
At last, Proposition 2.1 can be given by using Lemma 6.1 and 6.2.
7. Appendix




X(j−1)m+i,n, 1 ≤ j ≤ l
where l := l(n) = max{j : jm ≤ n}, then {Y1,n, . . . , Yl,n} are 1-dependent random










Yj,n, 1 ≤ h ≤ t
where t := t(n) = max{h, hp < l}, then {Z1,n, . . . , Zt,n} is an i.i.d. random se-
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Y τj,n, 1 ≤ h ≤ t
where l, p, t are defined in the above notations. Now we divide the proof into the
following two steps.
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From the definition of Zτ1,n, we have
E(Zτ1,n)





















Since the estimate (7.4) implies
1
m





























where we used the condition (D) and the triangle inequality in the L2 spaces:









































































iE|(Xτi+1,n −Xi+1,n)X1,n| → 0, (7.7)


















+E(Xτ1,n −X1,n)Xi+1,n + EX1,n(Xτi+1,n −Xi+1,n)
]→ 0.



































































2 → λ2σ2. (7.8)
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Therefore, by noting mpt/n → 1 and the arbitrariness of ε, we have, from the







































































































































L := L(n) :=
{
[(p− 1)/2] if p− 1 is even
[(p− 1)/2] + 1 if p− 1 is odd.
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By the definitions of Y τ1,n, Y1,n and the elementary inequality log x ≤ x − 1 for all






































































where we used (7.4) and the condition (B). Thus the desired result follows from
(7.10) and the arbitrariness of λ. 
























Proof. Taking along the lines of the proof of Lemma 7.1, we can prove that anyone










can be negligible with respect to the moderate deviation principle. 
At last, based on Lemma 7.1 and Lemma 7.2, the proof of Lemma 3.3 can be
finished. 
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