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Abstract
This thesis has used bivariate time series models to investigate the long-run causal
relationships between climatic variables. The cointegration approach, widely used
in econometrics, has been shown to provide more reliable estimates for detection
and attribution of trends in global mean temperature.
The traditional ordinary least squares (OLS) and total least squares (TLS) esti-
mates from a static regression model are critically compared with the maximum
likelihood (ML) estimates from a cointegrating vector autoregressive (VAR) model.
Using synthetic data, generated by a simple stochastic model of the climate-carbon
system, the estimates are compared against a known true value and evaluated in
terms of key desirable statistical properties. Results show that the OLS estimates
are strongly negatively biased, TLS estimates are less biased than OLS and posi-
tively biased compared to the VAR-ML estimates. TLS estimates are much more
uncertain than those from the other approaches. VAR-ML estimates are less biased
and more efficient compared to estimates from the traditional approaches.
Comparison has also been made using real historic global mean temperature data
and climate model simulations from Coupled Model Intercomparison Project 5
(CMIP5) archive, and similar conclusions were found. All CMIP5 model runs were
3
4found to have cointegrating relationship with historical observed temperature.
Another issue addressed in this thesis is the Granger causality between paleoclimate
temperature and CO2. Different extensions of the VAR model were used to assess
Granger causality between the two variables. This research has shown that two-way
causality (feedback) is occurring between temperature and CO2, particularly during
the glacial epochs. Impulse-response analysis was also carried out to quantify
dynamic interactions between the variables. This showed that each variable reacted
positively to a shock in another. For example, a 100ppmv increase in CO2 can
induce an increase of up to 4◦C in temperature and a 1◦C increase in temperature
induces up to 2.3ppmv increase in CO2 during glacial periods in particular. A shock
to CO2 during the warmer interglacial periods was seen to induce an explosive
increase in both temperature and CO2.
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Chapter 1
Introduction
1.1 Motivation
Climate, which we live in, affects everyone on Earth in one way or another. Thus
reliable climate information is vital in order to make appropriate decisions in all
aspects of human involvement. Related with this and more importantly, changes in
climate should be given due attention before it is too late for the Earth to recover.
Climate change is an alteration in the state of the climate that can be identified
(e.g., by using statistical tests) by changes in the mean and/or the variability of
its properties, and that persists for an extended period, typically decades or longer
(Lavell et al., 2012). Since climate is a function not only of the atmosphere but is
rather the response to linkages and couplings between the atmosphere, the hydro-
sphere, the biosphere, the cryosphere, and the geosphere (Bridgman and Oliver,
2006), each of these realms influences any prevailing climate and changes in any one
13
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can lead to changes in another. Figure 1.11 shows the interactions within climate
system and how changes in one realm affects the other.
Figure 1.1: Schematic view of the components of the global climate system (bold), their
processes and interactions (thin arrows) and some aspects that may change (bold arrows).
Source: IPCC(2001)
Many studies have shown that the most recent changes in observed temperature
near the surface and throughout the free-atmosphere can not be explained by nat-
ural climate variability alone (e.g Tett et al. (1999), Stott et al. (2001), Kaufmann
and Stern (2002), Tett et al. (2002), Tett et al. (2007)). These studies have shown
that the observations agree best with model simulations that account for changes in
greenhouse gases, sulfate aerosols, stratospheric ozone and also changes in natural
forcings such as solar irradiance and stratospheric aerosol due to volcanic eruptions.
1IPCC Third Assessment Report “Climate Change 2001”, page 88
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Thus climate change is likely due to persistent anthropogenic2 changes in the com-
position of the atmosphere or due to natural internal processes (within climate
system) or external forcings like the sun. For instance, the continued increase in
the atmospheric concentration of carbon dioxide due to anthropogenic emissions is
predicted (Cox et al., 2000) to lead to significant changes in climate . On the other
hand, a few studies such as Nozawa et al. (2005) claim that natural factors caused
more warming in the early 20th century than anthropogenic factors. This is in con-
tradiction to the conclusions reached in, e.g. Barnett et al. (2005), Solomon et al.
(2007, pp.64) and Tett et al. (1999), that the early 20th century change is explained
by contributions from both anthropogenic and natural forcing. Such discrepancies
may be due to spurious attribution.
Detection of climate change and attribution to causes plays a vital role in climate
policy making. Reliable detection and attribution is fundamental to our under-
standing of climate change and in enabling decision makers to manage climate-
related risk (Hegerl et al., 2010). Different methods for detection and attribution
of climate change have been used. However, the time series properties of the ob-
served changes and model-projected series are generally not explicitly modelled in
these static approaches.
Most of the climatic variables such as global mean temperatures, greenhouse gas
concentrations, solar irradiance, and anthropogenic sulfate aerosols have shown
increasing trends during the last 150 years and thus they are non-stationary (Stern
and Kaufmann, 2000; Kaufmann and Stern, 2002; Liu and Rodr´ıguez, 2005; Stern
2The anthropogenic era is generally thought to have started about 2-3 centuries ago with the
emergence of industrialization (Crutzen, 2002a,b). Thus changes (if any) in paleoclimate could
only be attributed to natural forcings.
1.2. Thesis objectives 16
and Kaufmann, 1999; Kaufmann et al., 2006; Harvey and Mills, 2001). It is also
well-known that statistical methods such as regression analysis can give spurious
results for non-stationary data (Granger and Newbold, 1974). This could also occur
in detection and attribution studies where static regression methods are employed
to detect and attribute changes in climate. Thus, rather than using climate model
time series to explain maximum variance in observed time series, it may be more
appropriate to test whether the climate model time series can detrend the observed
series.
Attribution of detected changes in observations to an assumed forcing is based on
the statistical significance of the scaling factor parameter. But this significance
only shows presence of a relationship between the observed change and forced
model-projections of a climatic variable. To make a full sense of attribution, it
may be better to accompany a detection-attribution study by causality analysis
using observations of the climatic variable of interest and the assumed forcing.
Appropriate dynamic time series models, such as vector autoregression (VAR) mod-
els, can properly handle non-stationarity and thereby avoid spurious attribution.
Such models also allow tests for Granger (1969) causality between climatic vari-
ables.
1.2 Thesis objectives
The general aim in this thesis is to apply and evaluate widely used time series
methods to climate change detection-attribution, and to examine causal links be-
tween climatic variables using these methods. Bivariate autoregressive time series
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models are employed to test whether climate models can represent observed trends
(cointegration; chapter 3 and chapter 4) and to test Granger causality between
temperature and carbon dioxide in paleoclimate data (chapter 5).
This thesis addresses the following questions:
• can time series models provide more reliable detection and attribution esti-
mates?
• can the historical trends in observed global mean temperature be accounted
for by trends in climate model temperatures?
• does temperature Granger-cause carbon dioxide?
• does carbon dioxide Granger-cause temperature?
• how do either temperature or carbon dioxide react to an unexpected shock
in the other?
1.3 Structure of the thesis
Chapter 2 provides a brief literature review on detection-attribution and a gen-
eral background on time series methods and concepts such as cointegration and
Granger causality. In particular, the non-stationarity of time series processes and
its consequences are discussed along with the need for cointegration modeling. A
review of previous climate studies using cointegration and Granger causality is also
presented in chapter 2.
Chapter 3 compares performance of existing regression methods and the cointegrat-
1.3. Structure of the thesis 18
ing VAR approach using synthetic data from a ‘toy’ model of the carbon-climate
system. Ordinary least squares (OLS) and total least squares (TLS) estimates of
static regression model and the maximum likelihood estimate of the cointegrat-
ing VAR model are compared against a known true value of scaling factor. The
estimates are compared in terms of their desired statistical properties such as con-
sistency, unbiasedness and relative efficiency.
In Chapter 4, a comparison is made using historical observations and the CMIP5
simulations of historical near surface temperature. Simulations from 16 models
in the CMIP5 archive and observed global near surface temperature are used to
compare estimates from the three methods.
Granger causality between paleoclimatic temperature and CO2 is assessed in chap-
ter 5. Various time series models, such as VAR without GARCH, VAR with
GARCH and Markov-switching VAR with GARCH are used to test Granger causal-
ity. Using impulse-response analysis, the rate of reaction of each variable to a unit
shock in another variable is quantified for the two variables.
Chapter 6 provides a brief summary and critique of the findings in this thesis and
proposes some areas for future research.
Chapter 2
Background
2.1 Aim
This chapter provides a general background to the methodological tools and con-
cepts used in the later chapters, and reviews relevant climate literature on cointe-
gration and Granger causality.
2.2 Detection and attribution of climate change
Hegerl et al. (2010) defined detection of climate change as a process of demon-
strating that climate or a system affected by climate has changed in some defined
statistical sense without providing a reason for that change. Attribution is defined
as the process of evaluating the relative contributions of multiple causal factors
to a change or event with an assignment of statistical confidence. Detection and
attribution studies assess whether changes in climate can be detected as being sig-
19
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nificantly outside the range expected from natural internal variability and assess
to what extent observed changes can be attributed to external forcings of climate
change, both human induced and naturally occurring.
Reliable detection and attribution of changes in climate is fundamental to our un-
derstanding of climate change and in enabling decision makers to manage climate-
related risk. Moreover, confidence in assessment of climate change will be increased
when attribution of the change to a causal factor is robustly quantified and when
there is firm understanding of the processes that are involved in the proposed causal
link (Hegerl et al., 2010).
Existing approaches to the detection and attribution of an anthropogenic influence
on climate involve quantifying the level of agreement between model-predicted
patterns of externally forced change and observed changes in the recent climate
record (Allen and Tett, 1999). Most studies have used a regression approach in
which it is assumed that observations can be represented as a linear combination of
candidate signals (the climate model simulated responses to external forcing) plus
noise (Mitchell et al., 2001, pp. 712). In other words, a regression model with the
form
y = xβ + η (2.1)
has been in use, where y is a vector of the observed records, matrix x contains the
estimated response patterns to the external forcings that are under investigation
(with one column for each signal considered), β is a vector of scaling factors that
adjusts the amplitudes of those patterns and η is noise that represents internal
climate variability (Hasselmann, 1993; Allen and Tett, 1999; Stott et al., 2003;
Zhang et al., 2007). The unknown scaling factors, β, are usually estimated using
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either ordinary least squares (OLS) or total least squares (TLS) estimation (Allen
and Stott, 2003; Zwiers and Zhang, 2003; Stott et al., 2003; Lambert et al., 2004;
Christidis et al., 2005; Hegerl et al., 2007a; Stott et al., 2008; Gillett et al., 2008;
Hegerl et al., 2011; Hegerl and Zwiers, 2011). It should be noted that this approach
models the static relationship between y and x and is unable to reproduce the time
series evolution of the two series.
Detection of a postulated climate change signal occurs when its amplitude in obser-
vations is shown to be significantly different from zero, i.e., when the null hypothesis
Hd: β = 0 is rejected (Hegerl et al., 2007b, pp. 744). The detected change can
then be attributed to a particular forcing f if the response to this key forcing is
detected by rejecting the hypothesis that its amplitude βf is zero (Hatr: βf = 0)
in the given multiple regression.
But, how reliable is this modelling approach and the resulting OLS and TLS esti-
mates? In a famous paper, Granger and Newbold (1974) stressed that static regres-
sion analysis may even end-up with spurious results for non-stationary variables.
Phillips (1986) also showed that for regressions that relate integrated processes, the
estimates and test statistics do not possess standard limiting distributions. Thus it
is necessary to test if one time series x can be used to detrend another time series y
(i.e., gives stationary residuals) before making inference on the long-run relations
between such non-stationary processes.
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2.3 Time series modeling
Time series modeling aims to model the process which generates the time series
data and so can then reproduce many statistical properties of the observed data
(Granger, 1986). Time series process can be either stationary or non-stationary.
2.3.1 Stationary time series
A stationary1 series has a well-defined mean around which it can fluctuate with
constant finite variance. That is, process yt is stationary (Hamilton, 1994, pp. 45-
46) if its first and second moments are time invariant : E(yt) = µ, V ar(yt) = σ
2
0 and
Cov(yt, yt−j) = σ2j for all t and j. The covariance between yt and yt−j depends only
on j, the time lag between observations, and not on t, the date of the observation.
Many time series processes have been well-represented by autoregressive models
(Box and Jenkins, 1976, pp. 9), and so this class of model will be used in this thesis.
In autoregressive models, the current value of the process, say yt, is expressed as
a finite, linear combination of previous values of the process and a white noise
shock term εt. For example, a univariate autoregressive model of order 1, AR(1),
is defined by:
yt = φ1yt−1 + εt, t = 1, 2, · · · , T (2.2)
Using a lag operator L, Eqn. (2.2) can be expressed as (1−φ1L)yt = εt. As shown
in Box and Jenkins (1976, pp. 47-82), for (2.2) to be stationary process the root
of characteristic polynomial must lie outside a unit circle. That is, the solution
1In this thesis, if not specified, stationarity refers to weak stationarity, i.e., only the first and
second moments are time-invariant
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for 1 − φ1z = 0 should satisfy |z| > 1. This implies that the AR(1) in (2.2) is
stationary if and only if |φ1| < 1.
These stationarity conditions can be generalized and apply for a multivariate time
series processes as well. Consider a k dimensional vector zt of time series. The
pth-order vector autoregressive model, VAR(p), for zt is defined as:
zt = Π1zt−1 + Π2zt−2 + · · ·+ Πpzt−p + εt, t = 1, 2, · · · , T (2.3)
where Πi is a k × k autoregressive coefficient matrix, i = 1, 2, · · · , p, and εt is a
k×1 unobservable zero mean white noise vector process with covariance matrix Σ.
The VAR(p) in Eqn. (2.3) is stationary (Hamilton, 1994, pp. 285-286) if the roots
of det(Ikλ
p −∑pi=1 Πiλp−i) = 0 lie inside the unit circle for all values of λ (the
eigenvalue). As shown in Johansen (1996, pp. 15-16), an eigenvalue of a matrix
is a reciprocal of the corresponding root of characteristic polynomial, z. Thus,
the alternative stationarity condition for (2.3) is that all values of z satisfying
det(Ik−
∑p
i=1 Πiz
i) = det(Π∗(z)) = 0 should lie outside a unit circle (for λ = 1/z).
2.3.2 Non-stationary time series
Non-stationary time series have statistics that depend on the choice of time period.
These processes exhibit significant trends that do not revert to the mean. For
instance, if φ1 = 1 in (2.2), the second moment of the process becomes be a
growing function of time, i.e., V ar(yt− y0) = tσ2, where σ2 is variance of the error
term εt.
A non-stationary time series can be made stationary either by detrending (e.g.
removing a deterministic trend) or by differencing. One can classify non-stationary
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processes a trend-stationary (TS) or difference-stationary (DS). For example, a
series could be modeled as a deterministic trend model,
yt = µ+ θt+ εt (2.4)
where stationarity is obtained simply by removing the linear deterministic trend
µ + θt; εt is a zero mean white noise process. However, this technique would not
work for a series generated from a stochastic trend model,
yt = µ+ yt−1 + εt
= µt+ y0 +
t∑
s=0
εs (2.5)
where the removal of the deterministic term will leave the model with a cumulated
sum of error terms which still is not stationary. For such process, first differencing
(2.5) is required to obtain a stationary process ∆yt = µ + εt. A non-stationary
process that can be made stationary only after differencing d times is called an
integrated process of order d and is denoted by I(d). Such a univariate process is
said to contain d unit roots. Level stationarity is a special case of trend-stationarity
when the slope is zero, i.e., θ = 0 in (2.4).
If the VAR(p) process in (2.3) contains unit root, i.e., if z = 1, det(Ik −
∑p
i=1 Πi)
= det(Π∗(1)) = 0. This implies that for a non-stationary VAR process, the matrix
Π∗(1) is non-invertible.
Thus, before further analyses, the existence and type of trend in a time series
should be identified. This is a crucial step, because mistreating the type of trend
may result in a seriously misleading outcomes (e.g. spurious detrending, spurious
differencing, spurious regression · · · etc).
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2.3.3 Testing for difference-stationarity
There are many methods in literature for unit root test (e.g. Dickey and Fuller
(1981), Phillips and Perron (1988), Perron (1990), Choi (2001), Schmidt and
Phillips (1992), Kwiatkowski et al. (1992)). However, besides their importance in
model building, most unit root tests are criticized for their weak power in finite sam-
ple studies (Cochrane, 1991; Blough, 1992; Faust, 1996). To minimize such risks,
a combination of tests with the inclusion of opposing null hypotheses, therefore,
seems to be a pragmatic approach. Thus, the augmented Dickey-Fuller (Dickey and
Fuller, 1981) non-stationarity test and the Kwiatkowski, Phillips, Schmidt and Shin
(Kwiatkowski et al., 1992) stationarity test are used to test for non-stationarity of
time series in this thesis, when needed. These two methods are chosen because
they test opposing null hypotheses and also they are widely used in literature.
Augmented Dickey-Fuller (ADF) test
Dickey and Fuller (1981) proposed different hypotheses to test for a unit root in
univariate time series. They showed that an F -type likelihood ratio test statistic Φ1
(see Dickey and Fuller (1981) for details) has higher power than the other competing
test statistics. This test is based on a regression, as in (2.6) for instance, treating
the initial value y0 as fixed.
yt = µ+ pi1yt−1 + pi2yt−2 + εt, t = 1, 2, · · · , T (2.6)
Rewriting (2.6) in differenced form, one gets:
∆yt = µ+ ρyt−1 + γ∆yt−1 + εt (2.7)
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where ρ = (pi1 + pi2 − 1), γ = −pi2 and µ is mean of the process.
The process in (2.6) is said to contain a unit root if it is DS and (2.7) is not, i.e., if
ρ = 0⇒ pi1+pi2 = 1. Thus, this method tests null hypothesis H0 : µ = 0 and ρ = 0
against the alternative hypothesis Ha: µ 6= 0 and ρ 6= 0. That is, it tests whether
the series is I(1) with zero drift against the alternative of I(0) with nonzero drift.
The null hypothesis is rejected if the computed value of test statistic Φ1 exceeds a
critical value.
Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test
This test is sometimes called the test of stationarity (Sephton, 1995). The null
hypothesis is that a process is trend stationary against a unit root alternative.
Kwiatkowski et al. (1992) proposed a Lagrange multiplier (LM) test statistic based
on (2.8)
yt = θt+ wt + εt,
wt = wt−1 + ut,
(2.8)
where wt is a random walk with fixed initial value w0, ut
iid∼ N(0, σ2u) and εt iid∼
N(0, σ2ε). The KPSS approach tests null hypothesis of stationarity H0 : σ
2
u = 0
against the alternative Ha : σ
2
u > 0, because εt is I(0) under stationarity assump-
tion. This null hypothesis can be tested for two special cases: trend stationarity
(σ2u = 0 and θ 6= 0) or level stationarity (σ2u = 0 and θ = 0).
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2.3.4 Spurious regression
The linear regression model in (2.1) assumes that x is a k dimensional vector
of deterministic variables and η is a vector of independently and identically dis-
tributed Gaussian residuals with zero means and constant variance-covariance ma-
trix (Hamilton, 1994, pp. 202). Furthermore, the asymptotic distribution of the
regression coefficients are based on the assumption (Juselius, 2006, pp. 58) that
T−1x′x
p−→ Q, where Q is a fixed matrix and T is sample size.
For climatic time series that are integrated processes (e.g. Sun and Wang (1996),
Stern and Kaufmann (1999), Stern and Kaufmann (2000), Harvey and Mills (2001),
Kaufmann and Stern (2002), Liu and Rodr´ıguez (2005), Kaufmann et al. (2006)),
the above assumptions are not valid. Regressing integrated variables on other inte-
grated ones may then result in spurious results. In statistics, a spurious relationship
(or, sometimes, spurious correlation or spurious regression) is a mathematical re-
lationship in which two variables have no causal connection, yet it is inferred that
they do. For instance consider two independently simulated pure random walk
processes, rw1 and rw2, displayed in Figure 2.1a-c.
Although the two processes are independent and hence have no linear relationship
between them, the correlation coefficient between the two random-walks is com-
puted to be 0.904 and the estimated slope of regression of rw2 on rw1 is found to
be highly significant with p-value << 0.01.
In spurious regression, the empirical estimates are computed correctly but their re-
lationship implications are nonsensical or unreasonable. Yule (1926) first discussed
the risk of regressing a trending variable on another unrelated trending variable,
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Figure 2.1: Graphic display of two independent random-walk processes and their linear
relationship: (a) time series of rw1 (b) time series of rw2 (c) scatter plot of rw2 vs rw1
and the fitted regression line (d) histogram showing distribution of correlation coefficients
for 100 pairs of independently simulated random-walks
the so-called ‘nonsense regression’ problem. Granger and Newbold (1974) called
such estimates ‘spurious regression’ results and Phillips (1986) explains them in
more depth.
The spurious regression phenomenon in least squares occurs for a wide range of data
generating processes, such as driftless unit roots, unit roots with drift, long memory,
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trend and broken-trend stationarity (Ventosa-Santaula`ria, 2009). For regressions
that relate quite general integrated random processes, Phillips (1986) showed that
the usual t and F -ratio test statistics do not possess limiting distributions but
actually diverge as the sample size T increase. In such cases the null hypothesis
is rejected too often for a given critical value and the regression is characterized
by a higher value of estimated coefficient of determination, R2. This might be so
because in (2.1) it is assumed that the response variable yt is a process with constant
mean which is estimated by y and used in (2.9) to compute the R2. However, this
assumption does not hold for an integrated process and thus
∑T
t=1 (yt − y)2 becomes
very large because for non-stationary process the observed values can lie far from
y on both sides. This makes R2 tend to unity despite no causality.
lim
T→∞
R2 = 1−
∑T
t=1 η̂
2
t∑T
t=1 (yt − y)2
→ 1 (2.9)
This also affects the F -ratio in (2.10) leading to the rejection of null hypothesis of
no linear relation between y and the q explanatory variables in x (H0 : β1 = β2 =
· · · = βq = 0).
F =
T − q
q − 1
R2
1−R2 (2.10)
Therefore, the use use of static regression to model long-run relations between
integrated variables has a risk of spurious results.
Granger and Newbold (1974) recommended three alternative approaches to mini-
mize spurious regression problem: including lagged values of the variables or assume
a simple first-order autoregressive form for the residual of the equation or taking
first differences of the variables involved in the equation. That is, if yt and xt are
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both I(1) variables, the first suggestion is to use, for example (2.11).
yt = β0 + β1yt−1 + β2xt + β3xt−1 + ut (2.11)
The second suggestion is to assume that ut = φ1ut−1 +εt in (2.12) for a white noise
process εt.
yt = β0 + β1xt + ut (2.12)
Under the suggested assumption of first-order autoregressive error term, it can be
shown (for ut−1 = yt−1 − β0 − β1xt−1) that (2.12) can be rewritten as (2.13).
yt = β0(1− φ1) + β1xt + φ1yt−1 − φ1β1xt−1 + εt (2.13)
One can see that (2.13) is analogous to (2.11) and thus the first two suggestions
are effectively similar in purpose.
The third recommended approach is to take first differences of the I(1) variables
in the regression equation and using these instead to estimate
∆yt = β0 + β1∆xt + ut. (2.14)
This makes the series stationary but at the expense of eliminating valuable long-
run information (Hendry, 1986). The loss of long-run information can, however, be
cured by including a lagged error-correction term in the differenced model without
affecting the likelihood of the functional form (Granger, 1981; Engle and Granger,
1987). For instance, subtracting yt−1 from both sides of (2.11) and then adding
and subtracting β2xt−1 to and from the right hand side of same equation does not
affect the likelihood value of the original equation. Thus, for α = (β1 − 1) and
β = β2+β3
1−β1 , the differenced form of (2.11) can be given as
∆yt = β0 + α(yt−1 − βxt−1) + β2∆xt + ut (2.15)
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This later equation is called an error-correction model (ECM) and it solves both
problem of spurious regression (by differencing) and the problem of losing long-run
information (by introducing the lagged error-correction term). The ECM describes
both the short-run dynamics and the long-run equilibrium simultaneously. By the
Granger representation theorem (Engle and Granger, 1987), the error-correction
model implies cointegration (see next section) and vice versa. Therefore, this model
is a sensible choice for investigating the long-run and short-run behaviors of non-
stationary climatic time series.
2.3.5 Cointegration and Granger causality
Granger (1981) studied the joint behavior of a system of non-stationary time series
and developed the idea of cointegration. Following Engle and Granger (1987),
existence of cointegration implies causality between the cointegrating variables in
at least one direction. But this does not mean cointegration is a necessary condition
for causality.
2.3.5.1 Cointegration
Suppose the k dimensional vector process zt discussed in section 2.3.2 is integrated
process of order 1. For such process, the VAR(p) model given in (2.3) can be
given different parameterizations without imposing any binding restrictions on the
model parameters, i.e. without changing the value of the likelihood function. The
equivalent of (2.3) in differenced form can be rewritten as:
∆zt = Πzt−1 +
p−1∑
j=1
Γj∆zt−j + εt, t = 1, 2, · · · , T (2.16)
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where ∆ = 1 − L, Γj= −
p∑
i=j+1
Πi and Π=
p∑
i=1
Πi − Ik. Here the long-run matrix
Π = −Π∗(1) for Π∗(1) discussed in section 2.3.2, which should be singular if zt is
vector integrated time series.
Note that inclusion of Πzt−1 in (2.16) can raise a question of how to handle the
non-stationarity problem while setting Πzt−1 = 0 will leave a model with only the
short-run dynamics (long-run information will be lost). Thus (2.16) makes sense
only if Πzt−1 defines stationary linear combinations of the I(1) variables, in which
case the reparametrized model is in vector error correction model (VECM) form.
According to Engle and Granger (1987) VECM implies cointegration.
A k× 1 vector time series zt is said to be cointegrated (Hamilton, 1994, pp. 571) if
each of the series taken individually is I(1), that is, non-stationary with a unit root,
while some (at least one) linear combinations of the series β′izt−1 are stationary,
or I(0), for some nonzero k×1 vector βi called the cointegrating vector. The num-
ber, say r, of linearly independent cointegrating vectors is called the cointegrating
rank (Johansen, 2000), and the space spanned by the cointegrating vectors is the
cointegration space.
Therefore, within the VAR(p) model, the cointegration hypothesis can be formu-
lated as a reduced rank restriction on the long-run matrix Π such that Π=αβ′,
for p × r matrices α and β with βi (i = 1, 2, · · · , r) being the ith column of the
cointegrating matrix β. The α matrix is referred to as the loading or adjustment
matrix and its elements determine the rate of adjustment to the long-run equilib-
rium (Juselius, 2006, pp. 88).
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Model estimation
Engle and Granger (1987) suggested estimating the cointegration relations using
a two-step regression method. In the first step, all dynamics are ignored and
the cointegrating regression is estimated using OLS. The necessary condition for
cointegration to exist is that the estimated residuals from first step should be
stationary. According to the Granger Representation Theorem (GRT), if the two
variables considered at step one are cointegrated, then there will exist an error-
correction model (ECM) relating these variables and vice versa. Thus, the second
step involves estimating a short-run model with an error-correction mechanism
using the OLS. That is, conditional on the finding of cointegration between the
two variables, estimate of the long-run regression from the first step may then be
imposed to estimate the ECM.
However, Banerjee et al. (1986) stressed that when two integrated series are cointe-
grated, the biases in the estimates of the cointegrating parameter are larger in the
static regression than in the dynamic model. Moreover, these static regression esti-
mates do not take the error structure of the underlying process into account, which
the maximum likelihood estimates (MLE) do (Johansen, 1988). For these reasons
and due to its wide use, Johansen’s VAR based maximum likelihood estimation
(discussed below) is used in this thesis to estimate a standard2 cointegrating VAR
models.
Johansen (1988, 1991, 2000) and Johansen and Juselius (1990, 1992) developed
a maximum likelihood based estimation and hypothesis testing methods for coin-
2Standard cointegration refers to cases where the parent processes are I(1) and their linear
relations are I(0).
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tegrating system, referred to as ‘Johansen’s maximum likelihood method’. This
estimation proceeds by regressing ∆zt and zt−1 on the lagged differences ∆zt−1,
∆zt−2, · · · , and ∆zt−p+1 in (2.16) and computing the respective residuals R0t and
R1t. The sample product moment matrices of the residuals, Sij =
1
T
T∑
t=1
RitR
′
jt,
i, j = 0, 1 are used to compute the likelihood function of interest. Details of this
method are discussed in section 3.3.3.2 for a bivariate VAR(2) model. Only the
main features for a general VAR(p) model are discussed below.
The parameters of the cointegrating VAR(p) model are obtained by finding the
maximum likelihood, Lmax, given by:
L−2/Tmax (β) = |S00|
|β′(S11 − S10S−100 S01)β|
|β′S11β| (2.17)
The function in (2.17) is minimized (Johansen, 1988) with respect to β by solving
the eigenvalue problem:
|λS11 − S10S−100 S01| = 0 (2.18)
The solution of (2.18) gives eigenvalues 1 > λ̂1 > λ̂2 > · · · > λ̂k > 0 and the
respective eigenvectors v̂1, v̂2, · · · v̂k.
The MLE of the p× r matrix β is the matrix of the eigenvectors corresponding to
the first r largest eigenvalues, β̂= (v̂1, v̂2, · · · , v̂r). It can also be shown that α̂ =
S01β̂ and Σ̂ =S00−α̂α̂′. The resulting maximized likelihood function for a system
with r cointegrating relations is given by
L−2/Tmax = |S00|
r∏
i=1
(1− λ̂i) (2.19)
The maximum likelihood estimates of the rest of model parameters Γ1, Γ1, · · · ,
and Γp−1 can be obtained combining the estimates of regression of ∆zt and zt−1
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on the lagged differences with the estimated Π̂ (see Hamilton (1994, pp. 637)).
One of the main advantages of the Johansen maximum likelihood method is that it
enables one to determine the number of cointegrating relations in a VAR(p) model
of k time series variables. The cointegrating model fitting was done in this thesis
using the R statistical language (R Development Core Team, 2008) and R package
urca (Pfaff, 2008).
Rank test
Test for cointegration is equivalent to testing the rank of the long-run matrix Π.
Cointegration exists if and only if this matrix is of reduced rank r, i.e., r < k. This
hypothesis can be given as
Hr : Π = αβ
′ (2.20)
To test for Hr in Hk, i.e., r cointegrating relations in the k dimensional vector, a
likelihood ratio test is used. Thus, the likelihood ratio test statistic for Hr is given
by
−2 lnQ(LHr/LHk) = −T
k∑
i=r+1
ln(1− λ̂i) (2.21)
where λ̂r+1 > λ̂r+2 > · · · > λ̂k, are the (k− r) smallest eigenvalues. The likelihood
ratio statistic in (2.21) is called trace statistic (Johansen, 1988).
2.3.5.2 Granger causality
The concept of causality, which was formally popularized by Granger (1969) and
referred to as Granger’s causality, provides insights on how useful one variable is in
predicting and describing another one. For two stationary time series y1,t and y2,t,
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we say that y2 is causing y1 (y2 ⇒ y1) if we are better able to predict y1 using all
available information than if the information apart from y2 had been used. On the
other hand, denoting y1,t+h′ |Ωt the optimal h′-step forecast of y1 at origin t based
on the set of all the relevant information in the universe Ωt, we may define y2 to
be Granger-noncausal for y1 if and only if
y1,t+h′|Ωt = y1,t+h′ |Ωt\{y2,s|s ≤ t}, h′ = 1, 2, · · · (2.22)
This concept can be explained, assuming the information set is Ωt = {(y1,s, y2,s)′ |s ≤
t}, by a bivariate3 causality model (Lu¨tkepohl and Kra¨tzig, 2004, pp. 146) given
as:
y1,t =
∞∑
j=1
ajy1,t−j +
∞∑
j=1
bjy2,t−j + ε1,t (2.23a)
y2,t =
∞∑
j=1
cjy1,t−j +
∞∑
j=1
djy2,t−j + ε2,t (2.23b)
where y2 is causing y1 if some of the bjs are not zero and similarly y1 is causing y2
if some of the cj coefficients are not zero.
The null hypothesis that y2 does not Granger cause y1 (H0 : b1 = b2 = · · · = 0) is
rejected if the coefficients, bj, in (2.23a) are jointly significant based on the stan-
dard F -test. These standard tests achieve stationarity in integrated processes by
differencing the variables and consequently eliminating the useful long-run infor-
mation. Thus, these tests suffer from a misspecification problem when the variables
are integrated and cointegrated.
Granger (1986, 1988) and Engle and Granger (1987) provide a more comprehensive
3Although the concept of Granger causality can be applied to trivariate and multivariate
systems, this thesis focuses on bivariate system.
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test of causality, which specifically allows for a causal linkage between two cointe-
grating variables and demonstrate that if two variables have cointegrating relation
then there would be Granger causality at least in one direction. Thus, the use of
error-correction and cointegration models opens the possibility to study whether
the lagged level of variable, y2, helps to explain the current change in another vari-
able, y1, even if the past changes in y2 do not. The error-correction form of the
bivariate causality models in (2.23a) and (2.23b) are given as:
∆y1,t =
∞∑
j=1
a˜j∆y1,t−j +
∞∑
j=1
b˜j∆y2,t−j + α˜1vt−1 + ε1,t (2.24a)
and
∆y2,t =
∞∑
j=1
c˜j∆y1,t−j +
∞∑
j=1
d˜j∆y2,t−j + α˜2vt−1 + ε2,t (2.24b)
respectively, where vt−1 is the lagged value of the error term in the cointegrating
equation, for instance y1,t = βy2,t + vt.
The error-correction and cointegration approach, besides showing the direction of
Granger causality between variables, helps us to distinguish between short-run and
long-run Granger causalities. The short-run causality can be evaluated by testing
whether the estimated coefficients of the lagged differences, b˜j and c˜j in (2.24a) and
(2.24b) respectively, are jointly significant, whereas the long-run Granger causality
can be evaluated by testing for significance of the coefficient of error-correction
term, α˜i, i = 1, 2. When y2 is causing y1 and also y1 is causing y2 we say that
feedback is occurring (y2 ⇔ y1).
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2.4 Granger causality and cointegration in cli-
mate science
Cointegration and Granger causality methods have been used in climate science
since 1990s. This section presents a short review of climate literature where cointe-
gration and/or Granger causality methods have been used to investigate relation-
ships between climatic variables.
2.4.1 Granger causality studies
Sun and Wang (1996) used a VAR time series model with different orders to study
the relationship between global warming and global carbon dioxide emissions. They
used the standard tests to study the lead and lag relationship of the changes in
global temperature and CO2 emission. Using data on global CO2 emissions and
global surface temperature for the period of 1860-1988, they found that the in-
creases in CO2 emission cause climate warming and the changes in temperature
lagged behind those of CO2 emission. Although both the global temperature and
CO2 emission were found to be integrated with order greater than zero, the re-
searchers used the standard test for Granger causality by inducing stationarity by
differencing, i.e., they test causality between first difference of temperature and
second difference of CO2.
In an early attribution study, Kaufmann and Stern (1997) used a VAR(4) model
to investigate causal link between the Northern and Southern Hemisphere tem-
peratures from 1865-1994 using the standard Granger causality test. Showing
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that the temperature anomalies for the Northern and Southern hemispheres are
trend-stationary, the researchers used the standard F-test and found that Southern
Hemisphere temperature ‘Granger causes’ the Northern Hemisphere temperature.
Basically, the time series needs to be made stationary by detrending before testing
for causality in this case.
Using same temperature data Stern and Kaufmann (1999) also studied the causal
relationship between the Northern and Southern Hemisphere temperatures in pres-
ence of some other exogenous variables. Without examining the stationarity con-
ditions of the variables, they also used a standard F-test and showed that there is
south to north causality in simple models which include no conditioning variables
and those which include tropospheric sulphates. However, when greenhouse gases
are included in the model, Granger causality (South-North) disappears.
A study on the cause-and-effect relationship of solar cycle length and the Northern
Hemisphere air surface temperature (Reichel et al., 2001) has shown that there
is a cause-and-effect ordering (in the sense of Granger causality) between the two
variables. Using data for the 20th century and the standard Granger causality test,
the researchers demonstrated that solar forcing (which they parametrized by the
solar cycle length) causes temperature variation in the Northern Hemisphere. The
issue of non-stationarity was not considered in this study.
The effect of vegetation on surface temperature was studied in Kaufmann et al.
(2003). The standard Granger causality test showed that surface greenness (which
is measured by normalized difference vegetation index, NDVI) has effect on sur-
face temperature; NDVI Granger causes temperature (with differing signs for win-
ter and summer seasons). A similar study by Wang et al. (2006) has also used
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Granger causality to investigate feedbacks of vegetation on summertime climate
variability over the North American grasslands. The test results indicated that
NDVI anomalies early in the growing season have statistically significant Granger
causal relationships with anomalies of precipitation and temperature in late sum-
mer (July-October).
The study on relationship between the North Atlantic Oscillation (NAO) and sea
surface temperatures (SSTs) by Wang et al. (2004) also involved the use of Granger
causality. This study tested for the presence and direction of Granger causality
between the NAO and SST over the Northern Hemisphere using detrended seasonal
mean anomalies; and following the procedure outlined in Kaufmann and Stern
(1997) - the standard test. The results indicated that preceding seasonal anomalies
in the NAO Granger cause wintertime SST variations in only small and sparse areas
whereas SSTs Granger cause the wintertime NAO in large extended areas. This
study used short time series of seasonal means from 1948-2000
Using a VAR(8) model and log likelihood ratio test, Mosedale et al. (2006) also
studied the causal link between the SST and the daily values of the NAO. Ana-
lyzing the daily wintertime SST and NAO data, simulated by a realistic coupled
general circulation model (GCM), they found that there is a small yet statistically
significant feedback4 of SSTs on the NAO, i.e, SST is Granger causal for NAO.
Elsner (2006) tested two competing hypotheses concerning Atlantic hurricanes us-
ing the standard Granger causality test. The first hypothesis is that changes in
radiative forcing resulting from increased greenhouse gas build up in the atmo-
4Feedback of SST on NAO does not mean feedback is occurring between the two variables in
Granger’s sense (Granger, 1969)
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sphere increases global temperature (GT) and causes Atlantic sea surface temper-
ature (SST) to rise at least during the hurricane season months of August through
October. The second hypothesis asserts that natural changes in the deep water
circulation of the Atlantic Ocean drive hurricane season SST resulting in changes
to both hurricane activity and GT. The test for causality showed that GT is use-
ful in predicting Atlantic SST, but not the other way around. Thus GT Granger
causes SST providing additional evidence in support of the first hypothesis (climate
change hypothesis). Elsner (2007) found similar causal link between GT and SST.
In this later study, Elsner paid attention to the non-stationarity of data in use. He
used first differencing to achieve stationarity and then applied the standard test as
before.
In an attribution study of climate change to rapid urban growth, Kaufmann et al.
(2007) applied the standard Granger causality test with no mentioned concern
about the non-stationarity of data. The test result indicated that there is a causal
relationship from temporal and spatial patterns of urbanization to temporal and
spatial patterns of precipitation during the dry season implying that urbanization
reduces local precipitation.
2.4.2 Cointegration studies
Stern and Kaufmann (2000) investigated the nature of stochastic trends in hemi-
spheric temperatures and radiative forcings. They found that the temperature data
are I(1) while the trace gases are I(2) concluding that there is no direct cointe-
grating relation between hemispheric temperatures and the radiative forcings (for
they have differing orders of integration). Keeping their studies on hemispherical
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temperatures and radiative forcings, but this time by aggregating variables into
clusters, Kaufmann and Stern (2002) used cointegration procedures to develop a
model of relation between surface temperature and the radiative forcing of solar ir-
radiance, aggregate of the radiative forcing due to greenhouse gases (which includes
the radiative forcing of carbon dioxide, methane, CFC11, CFC12, and N2O), and
tropospheric sulphates. They showed that there is a statistically meaningful asso-
ciation between surface temperature and radiative forcings associated with natural
variability and human activities. Temperatures in both Hemispheres were found
to share common trends with the aggregated greenhouse gases (CO2, CH4, CFC11,
CFC12, N2O), anthropogenic sulphur emissions, and solar activities showing that
hemispheric temperatures have cointegrating relations with the aggregates of the
mentioned forcings.
Using annual northern and southern hemisphere temperature data from 1856 to
1998, Harvey and Mills (2001) noted that the two temperature series are cointe-
grated and move one-for-one in the long-run. Employing a cointegrating VAR(3)
model, they also found that changes in Southern Hemisphere temperatures lead
to changes in Northern Hemisphere temperatures, with no evidence of feedback
between the two I(1) hemispheric temperatures.
Liu and Rodr´ıguez (2005) paid more attention to the differences in degree of in-
tegration and applied cointegration method to study relationships between global
temperature and radiative forcing of solar irradiance and a set of three greenhouse
gases (carbon dioxide, methane and nitrous dioxide). They used cointegration
procedure to the variables having same orders of integration and also by entering
first differences of the I(2) variable in the I(1) models to allow for the presence of
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I(2) trends in the identification of the long-run relationships. The overall results
of this study showed that global temperature series is error-correcting and hence
having either static or dynamic5 long-run relations with the I(1) and I(2) radiative
forcings respectively.
Using simulations of global surface temperature generated by seventeen of the mod-
els that participated in CMIP2, Kaufmann et al. (2006) carried out similar study
on the relationship between radiative forcings and (global) temperature. Employ-
ing cointegration analysis (the Granger two-step procedure) they found that the
modeled temperatures generally cointegrate with the radiative forcings considered
in models to simulate temperature. This study did not consider the nature of non-
stationarity (orders of integration) in the modeled temperatures and the radiative
forcings except treating them as non-stationary in general.
2.5 Summary
This chapter has briefly reviewed key concepts in time series modelling: station-
arity, non-stationarity, cointegration and Granger causality. Risk of regressing an
integrated variables on other integrated ones and ways to avoid those risks are
briefly discussed. In line with this, methodological issue for detection and attribu-
tion of climate change, which is addressed chapters 3 and 4, is briefly discussed.
Discussions of concepts and methodological tools to be used in subsequent chapters
5Dynamic long-run steady-state relations are given by the linear combinations between the
levels of the variables and their first differences, whereas the static long-run relation is between
levels of variables with same order of integration
2.5. Summary 44
are followed by a brief review of climate literature. Previous climate studies where
cointegration and Granger causality methods are employed are reviewed.
Although Engle and Granger (1987) have demonstrated the co-existence of coin-
tegration and Granger causality, most climate studies do not consider the error-
correction terms in their Granger causality tests between integrated variables. A
standard F-test, in either levels or differenced forms (removing the long-run infor-
mation), has been widely used. For integrated climatic processes, these standard
tests will not reveal Granger causalities in the long-run.
Chapter 3
Comparison of detection and
attribution methods
3.1 Aim
This chapter assesses the reliability of the traditional regression methods for detection-
attribution, and compares the results with those obtained from dynamic cointegrat-
ing VAR analysis. Synthetic data generated using simplified toy models are used
for this purpose.
3.2 Introduction
Different methods, such as Bayesian approach (e.g. Varis and Kuikka (1997); Has-
selmann (1998); Schnur and Hasselmann (2005)) and conventional approaches such
as the OLS and TLS regressions have been used for detection and attribution of
45
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climate change. However, a static regression based OLS and TLS estimation meth-
ods have been used in a large proportion of the recent detection-attribution studies.
In these conventional methods, detection and attribution lie on examination of the
long-run behaviors between observations and model-simulated responses of climatic
variables.
Vector autoregressive (VAR) models are useful in capturing the linear interdepen-
dencies among multiple time series. A VAR based maximum likelihood estimation
is an alternative candidate whose performance is to be compared with the existing
OLS and TLS regression approaches under non-stationarity condition.
Thus, this chapter compares estimates of the scaling factor obtained from these
classes of linear bivariate models:
1. The static linear regression model:
yt = β0 + β1xt + ηt, for t = 1, 2, · · · , T (3.1)
2. The time series VAR(2) model:
zt = Π1zt−1 + Π2zt−2 + εt, for t = 1, 2, · · · , T (3.2)
where zt =(yt, xt)
′. Different methods for estimating the scaling factor β1 in (3.1)
and its equivalent in (3.2) are discussed in next section.
An important point to be noted here is that both models, (3.1) and (3.2), assume
that the error terms are normally distributed. For a globally averaged climatic time
series, this assumption is reasonable by the Central Limit Theorem (Cam, 1986).
Normality is assumed throughout the thesis.
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3.3 Methods
Reliability of detection and attribution lies on the quality of estimated scaling
factor. This section discusses static regression based OLS and TLS estimations,
and the maximum likelihood (ML) estimation of the cointagrating VAR model.
3.3.1 Ordinary least squares regression
For a regression model as in (3.1), the residuals, η̂t, are defined as the differences
between the observed and fitted values of the response variable,
η̂t = yt − ŷt (3.3)
The OLS estimator, β̂1, of β1 is obtained through minimization of the Residual
Sum of Squares(RSSols) given by,
RSSols(β̂0, β̂1) =
T∑
t=1
η̂t
2 =
T∑
t=1
(yt − ŷt)2 =
T∑
t=1
(yt − β̂0 − β̂1xt)2 (3.4)
Minimizing (3.4) with respect to β̂1, it can be shown that the OLS estimator of the
scaling factor, hereafter referred to as β̂ols, is given by
β̂ols =
Sxy
Sxx
(3.5)
where Sxy =
n∑
t=1
(xt − x)(yt − y) and Sxx =
n∑
t=1
(xt − x)2.
These OLS estimates are widely used in regression analysis and do have some very
attractive statistical properties, given all the model assumptions are in place.
Conditional on the assumptions underlying the classical linear regression model, the
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Gauss-Markov Theorem states that the least squares estimator β̂ols is the minimum
variance (best), linear unbiased estimator (BLUE) of β1, where:
• Linear: A linear estimator is an estimator that can be expressed as a linear
function of a stochastic variable.The OLS estimator of β1 is a linear function
of the stochastic response variable y.
• Unbiasedness: An estimator β̂ols of a parameter β1 is unbiased if the mean
of its sampling distribution is β1, i.e., if E(β̂ols) = β1. However, this property
holds only if x is fixed. For a random time series process, unbiasedness of the
OLS estimates is implausible.
• Best: The best estimator is the one with minimum variance among its kind.
Variance of the OLS estimator β̂ols can be shown to be V ar(β̂ols) =
σ2
Sxx
, where
σ2 is variance of the error term. This also holds only if x is fixed. Under the
classical regression assumptions, the OLS estimator β̂ols is best.
Note: Three factors that affect Var(β̂ols) are: σ
2,
∑T
t=1 (xt − x)2 and the
sample size T . The lower σ2, the lower will be Var(β̂ols). So the better our
model fits the data, the more precisely will we be able to estimate β̂ols. The
Sxx term is directly related with variability in the independent variable x.
Then, the higher variability in x, the more precise β̂ols will be. Finally, Sxx
keeps increasing as T gets larger. This implies that β̂ols estimated from larger
sample will be more precise than that obtained from smaller sample. All these
hold only if the explanatory variable x is stationary and has a constant mean
across the sample period (as assumed in the OLS regression). If x is non-
stationary, the sample mean x is a biased estimator of the population mean
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value and hence Sxx, which is a function of x, will not be an appropriate
measure of the variability for non-stationary process. Thus, the computed
standard error of β̂ols lacks reliability in measuring the actual precision of
estimates for non-stationary climate variables.
In detection-attribution studies employing the OLS static regression methods, the
estimators are assumed to be unbiased, efficient and consistent. However, as most
of the climate variables are non-stationary, the validity of some of the OLS assump-
tions are debatable and hence it would be essential to look for alternative (better)
methodological approaches.
3.3.2 Total least squares regression
Total Least Squares (TLS) is a least squares data modeling technique that at-
tempts to account for observational errors on both predictor and response variables
(Van Huffel and Vandewalle, 1991, pp. 27). Suppose (x∗t , y
∗
t ) be the true values of
the predictor and response variables while (xt, yt) are values that we observe such
that xt = x
∗
t +ζt and yt = y
∗
t +ωt. Assume the unobservable true values are related
linearly
y∗t = β0 + β1x
∗
t (3.6)
Using xt and yt in (3.6) under assumption that ζt and ωt have finite variances (σ
2
ζ
and σ2ω respectively) and zero means, we get:
yt = β0 + β1xt + νt, where νt = ωt − β1ζt (3.7)
In the OLS method we assumed that the predictor variable x is deterministic and
measured without error (that is ζt = 0 for all t). Thus, all the randomnesses in
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OLS regression is associated with the response variable and hence we minimized
the sum of squared vertical distances (denoted by ∆yt in Figure 3.1) of data-points
from the fitted line to estimate model parameters. Whereas in TLS, assuming σ2ζ
= σ2ω, one minimizes the sum of squared perpendicular distances (denoted by dt in
Figure 3.1) to obtain best estimates of model parameters.
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Figure 3.1: Geometric interpretation of TLS and OLS regression residuals: ∆yt - OLS
and dt - TLS
The objective function to be minimized in TLS is
RSStls(β̂0, β̂1) =
T∑
t=1
d2t (3.8)
where dt can be given as
dt = ∆yt cos θ =
∆yt√
1 + tan2 θ
(3.9)
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But ∆yt is the difference between the observed yt and fitted value ŷt. That is, ∆yt
= yt − ŷt = yt − β̂0 − β̂1xt. Substituting this in (3.8) one gets:
RSStls(β̂0, β̂1) =
∑T
t=1 (yt − β̂0 − β̂1xt)2
1 + tan2 θ
(3.10)
From similarity of the two triangles in Figure 3.1 and definition of slope of a line
we can see that tan θ = slope of the fitted line = β̂1. Thus it follows that,
RSStls(β̂0, β̂1) =
∑T
t=1 (yt − β̂0 − β̂1xt)2
1 + β̂21
. (3.11)
The TLS estimates are the values which minimize the RSStls(β̂0, β̂1). These are the
values which minimize the partial first derivatives of the objective function down
to zero. Differentiating (3.11) with respect to β̂0 and β̂1, and equating the results
to zero, one gets:
∂RSStls(β̂0, β̂1)
∂β̂0
=
1
1 + β̂21
T∑
t=1
(−2)(yt − β̂0 − β̂1xt)
⇒ β̂0 = y − β̂1x (3.12)
and
∂RSStls(β̂0, β̂1)
∂β̂1
=
(1 + β̂21)
∑T
t=1 (yt − β̂0 − β̂1xt)(−2xt)− 2β̂1
∑T
t=1 (yt − β̂0 − β̂1xt)2
(1 + β̂21)
2
⇒ β̂21Sxy − β̂1(Syy − Sxx)− Sxy = 0 (3.13)
Equation (3.13) is a quadratic equation in β̂1 and hence it has two possible solutions:
β̂1 =
(Syy−Sxx)±
√
(Syy−Sxx)2+4S2xy
2Sxy
.
However, one of the solutions might maximize the objective function while the
other minimizes it. To identify the value of β̂1 that minimizes the residual sum
of squares, one can take the second derivative of the the objective function with
respect to β̂1 and get 2β̂1Sxy − Syy + Sxx. Evaluating the mathematical sign of
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this expression for both values of β̂1 it can be seen that the objective function is
minimized for:
β̂1 =
(Syy − Sxx) +
√
(Syy − Sxx)2 + 4S2xy
2Sxy
(3.14)
For the sake of reference hereafter in this chapter we denote the TLS estimator of
the scaling factor given in (3.14) by β̂tls.
One can see from (3.14) that for a system with smaller covariance Sxy
T
, the TLS esti-
mate β̂tls can go infinite. This may result in a misleading estimates for uncorrelated
variables.
Van Huffel and Vandewalle (1991, pp. 10) also noted that “the TLS method,
although theoretically inferior to true maximum likelihood estimation methods, has
all the attractive asymptotic properties of these methods (e.g. strong consistency
and mean-square convergence) if certain input conditions and system properties
are satisfied, such as equality of the input and output noise variances.” However,
in empirical detection-attribution study the observed and modeled series might not
have same noise variance, rather they are estimated to be proportional(Allen and
Stott, 2003). Under such situations, the TLS method might not be successful and
hence the TLS estimates of the scaling factor may not be reliable.
3.3.3 The cointegrating VAR model
When the stochastic process is non-stationary, the use of regression analysis can
produce invalid estimates. Yule (1926) analyzed the risks of regressing a trending
variable on another unrelated trending variable, the so-called ‘nonsense regression’
problem. Granger and Newbold (1974) referred to estimates from such regression
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as ‘spurious regression’ results. Cointegration was designed by econometricians to
specifically address this non-stationarity problem (Juselius, 2006, pp. 17).
The recognition that most time series are non-stationary profoundly altered the
methodologies of econometrics, introducing the concept and tools associated with
integrated-cointegrated data (Hendry and Juselius, 2001). An integrated process
zt of order d, denoted by I(d), is called cointegrated of order d and b (CI(d, b)) if
it satisfies two conditions: (i) each component of zt, when considered individually,
is integrated of order zero after differencing d times; and (ii) there exists at least
one (and possibly r) cointegrating vectors β 6= 0 such that β′zt is integrated of
order zero after differencing d − b times for b = 1, 2, · · · , d, d = 1, 2, · · · (Engle
and Granger, 1987). Thus, cointegration implies that certain linear combinations
of the variables are integrated of lower order than the process itself. For instance,
two time series yt and xt that are both integrated of order one, I(1), are said to be
cointegrated if there exists a parameter β such that
ut = yt − βxt (3.15)
is a stationary, I(0), process.
To find out which linear relation is stationary and which is not, a time series
modeling of the full system of equations is required. To this end, one can use a
Vector Autoregressive (VAR) model, where each variable is explained by its own
time-lagged values, and the time-lagged values of all other variables in the system.
Let zt be a 2 × 1 vector of two temperature series (yt-observed, xt-modeled tem-
perature), zt =
 yt
xt
. A second-order vector autoregression time series model,
3.3. Methods 54
VAR(2), is then given by
zt = Π1zt−1 + Π2zt−2 + εt, t = 1, 2, · · · , T (3.16)
where εt is vector of random error terms which are assumed to be independent
and normally distributed with zero mean vector and variance matrix Σ (Johansen,
1991), Π1 and Π2 are 2× 2 matrices of unknown coefficients.
3.3.3.1 The vector error correction model
The unrestricted VAR model in (3.16) can be reparameterized in terms of differ-
ences, lagged differences, and levels of the process - the vector error correction
model (VECM).
The VECM form of VAR(2) is obtained by subtracting zt−1 from both sides of
Eqn. 3.16 and by adding and subtracting Π2zt−1 to and from the right hand side
of Eqn. 3.16. One then obtains:
∆zt = Πzt−1 + Γ∆zt−1 + εt, t = 1, 2, · · · , T (3.17)
where Π = (Π1 + Π2 − I2×2), Γ = −Π2 and other notations remain same as in
(3.16). The Π matrix describes the long-run relationship between variables (yt
and xt) and Γ describes transitory effects measured by the lagged changes of the
variables. The VECM form makes tests for cointegration simpler in that the left
hand side and the right hand sides have different orders of integration which can
not be balanced unless there are cointegrating relations in levels on the right hand
side of (3.17).
The vector error correction model formulation has several advantages (Juselius,
2006, pp. 60):
3.3. Methods 55
• Multicollinearity is reduced in the VECM form;
• All information about long-run effects, which we are interested to deal with in
detection-attribution studies, is conveniently summarized in the levels matrix
Π in (3.17);
• The interpretation of the estimates is more intuitive as the coefficients are
naturally classified into short-run effects, Γ, and long-run effects, Π;
• The VECM formulation gives a direct answer to the question ‘why temper-
ature, say, changed from the previous to the present period as a result of
changes in the chosen information set’.
The data generating processes are considered in this chapter to be integrated pro-
cesses of order 1, because they are linear functions of a random-walk process (see
section 3.4). For (3.17) to hold for a 2-dimensional vector zt consisting I(1) vari-
ables yt and xt, the long-run matrix Π should be of a reduced rank, say r. If r
= 2, then Π is of full rank and invertible. In this case zt is stationary and stan-
dard inference applies. But for the system of integrated processes zt, the Π matrix
should be non-invertible and thus this case does’t hold. If r = 0, then there are 2
unit roots in zt and it is not possible to obtain stationary cointegration relations
between the levels of yt and xt. In this case the two I(1) variables do not have
a common stochastic trend and, hence, do not move together over time (Juselius,
2006, pp. 115). If 0 < r < 2, then there is r = 1 stationary linear combination of
yt and xt, which is the cointegrating relation. In this case, the long-run coefficient
matrix can be given as Π = αβ′, where α (vector of adjustment coefficients) and
β (cointegration vector) are both 2× 1 vectors.
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The test for the rank of Π is same as a test for existence of cointegration because
VECM exists if and only if Π has less than full rank but is not equal to zero, and
by the Granger Representation Theorem (Engle and Granger, 1987) VECM implies
cointegration and vice versa. Therefore, in empirical data analysis, estimation of
cointegrating relations should be preceded by a rank test.
3.3.3.2 Estimation of cointegrating vector
Johansen’s maximum likelihood estimation, which is introduced in chapter 2 for a
general case, is used to estimate the cointegrating vector β and other parameters
in the VECM. For a bivariate VAR(2) with one cointegrating relation, denoting
z0t = ∆zt, z1t = zt−1 and z2t = ∆zt−1, model (3.17) can be rewritten as
z0t = αβ
′z1t + Γz2t + εt (3.18)
Using the idea1 of Frisch - Waugh theorem (see Juselius (2006, pp. 116)) in (3.18)
and regressing z0t and z1t on z2t one can get residuals R0t and R1t respectively.
Then αβ′ can be estimated from
R0t = αβ
′R1t + ut (3.19)
where ut ∼ N(0,Σ).
Now assuming β is fixed, post-multiplying (3.19) by R′1tβ and dropping out the
error term (R1t and ut are assumed independent), we get:
R0tR
′
1tβ = αβ
′R1tR′1tβ (3.20)
1OLS estimate of b2 in the linear regression model, yi = b1x1i + b2x2i + εt, can be obtained
in two steps: 1(a) regress yi on x1i and obtain residual ε1i, 1(b) regress x2i on x1i and obtain
residual ε2i, and (2) regress ε1i on ε2i as ε1i = b2ε2i +error, to obtain estimate of b2
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Summing (3.20) over t and dividing by T one gets
S01β = αβ
′S11β (3.21)
where Sij = T
−1
T∑
t=1
RitR
′
jt, i, j = 0, 1.
The estimate of α as a function of β can be obtained from (3.21) to be:
α̂(β) = S01β(β
′S11β)−1 (3.22)
The covariance matrix Σ in (3.19) can be estimated as
Σ̂(α,β) = T−1
T∑
t=1
(R0t −αβ′R1t)(R0t −αβ′R1t)′
= S00 − S01αβ′ −αβ′S10 +αβ′S11βα′ (3.23)
Substituting (3.22) in (3.23) it can be shown that:
Σ̂(β) = S00 − S01β(β′S11β)−1β′S10 (3.24)
Under bivariate normality assumption, the likelihood function, Lmax, of (3.19) is
proportional to |Σ̂(β)|−T/2. Thus the maximum likelihood estimator (MLE) of β
is given by the estimate β̂ that minimizes |Σ̂(β)|. Using a known matrix relation2
(Rao, 2002, pp. 32), it can be shown from (3.24) that the likelihood function to
be maximized is
L−2/Tmax = |Σ̂(β)| = |S00|.
|β′(S11 − S10S−100 S01)β|
|β′S11β| (3.25)
Johansen (1988) showed that (3.25) is minimized with respect to β by solving the
eigenvalue problem:
|λS11 − S10S−100 S01| = 0 (3.26)
2
∣∣∣∣∣∣∣
A B
B′ C
∣∣∣∣∣∣∣ = |A||C − B′A−1B| = |C||A − BC−1B′|, where A and C are non-singular square
matrices
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The solution gives two eigenvalues λ̂1 and λ̂2 (1 > λ̂1 > λ̂2) with corresponding
eigenvectors v̂1 and v̂2 and thus the maximized likelihood function can be given
by:
L−2/Tmax = |S00|
2∏
i=1
(1− λi) (3.27)
The largest r eigenvalues correspond to the r stationary linear combinations and
the remaining 2−r eigenvalues, corresponding to the unit root linear combinations,
are considered to be zero. Hence for a system with r stationary linear combinations,
the product in (3.27) runs from 1 to r.
In the same citation it is shown that matrix of these eigenvectors v̂ is normalized
such that v̂′S11v̂ = I, where v̂ = (v̂1, v̂2) and I is a 2 × 2 identity matrix. The
maximum likelihood estimator for cointegration vector β is then the normalized
eigenvector corresponding to the larger of the two eigenvalues, i.e., β̂ = v̂1 (for
system with r = 1 cointegrating relation). From the property v̂′S11v̂ = I, it can
be shown that estimate of the adjustment matrix α̂ is
α̂ = S01β̂ (3.28)
Denoting the estimated coefficient of the cointegrating long-run relation by β̂coint
the estimate of normalized cointegration vector can now be given as β̂ = (1, β̂coint)
′.
Then, the cointegrating VAR(2) model in (3.17) can be expressed as:∆yt
∆xt
 =
α̂11
α̂21
 (yt−1 − β̂cointxt−1) + Γ̂∆zt−1 + εt (3.29)
The coefficient of short-run dynamics, Γ, can be estimated (Hamilton, 1994, pp. 637)
by Γ̂ = B̂0 - Π̂B̂1, where B̂0 and B̂1 are the OLS estimates of regression of z0t and
z1t on z2t respectively. For the first equation in (3.29) to be error correcting, α̂11
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should be negative, and for that of the second equation α̂21 and β̂coint should have
opposite signs (Juselius, 2006, pp. 122).
3.3.3.3 Test for cointegration rank
The number of linearly independent cointegrating vectors is referred to as coin-
tegrating rank (Johansen, 2000). The choice of cointegration rank is likely to
influence all subsequent inference and is, therefore, a crucial step in the empirical
analysis.
A formal test for the cointegration hypothesis can be formulated as a reduced rank
test on the Π matrix. The likelihood ratio based trace statistic introduced in
section 2.3.5.1 is used to test rank of Π matrix in this thesis. The null hypothesis
to be tested is the number of cointegration vectors r ≤ q, for some constant number
q (0 ≤ q ≤ 2), and the alternative is r > q. The three main possibilities for the
rank of Π are discussed in section 3.3.3.1.
Using the maximized likelihood function in (3.27), let Q be ratio of likelihood
function for r = 1 to that of r = 2, i.e., Q−2/T = L
−2/T
max (r=1)
L
−2/T
max (r=2)
. Then the trace statistic,
Tr, for instance to test null hypothesis of at most one cointegrating relation in the
bivariate problem is given by
Tr = −2 ln(Q) = −T ln (1− λ̂2) (3.30)
This statistic is expected to be close to zero if there is at most one stationary linear
combination of the I(1) variables in zt. Thus in trace test, if the test statistic
given in (3.30) is greater than the critical value, we reject the null hypothesis that
there is at most one cointegrating vector in favor of the alternative that there
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are more than one. The asymptotic distribution of this likelihood ratio test is a
function of multivariate Brownian motion (Johansen, 1988) and the critical values
are tabulated in text books, for instance Table 15.1 in Johansen (1996).
Starting by testing for zero cointegrating vectors, sequential tests are carried out
to identify the proper rank of cointegration. When the rank is r, the first r normal-
ized eigenvectors will be the maximum likelihood estimators of the r cointegrating
vectors.
3.4 Synthetic data from a simple stochastic carbon-
climate model
To evaluate estimates against a known true value of model parameter and to in-
vestigate the effect of sample size T on performance of estimates, the estimation
approaches are tested on synthetic data produced by a simple toy model of the
climate system. The model produces time series of: the atmospheric concentration
of carbon dioxide (ct), the observed annual global mean temperature (yt) and the
climate model temperatures (xt).
Previous studies have shown that the time series of global mean temperature as
well as the atmospheric concentration of CO2 are integrated processes of order
greater than zero (Stern and Kaufmann, 2000; Kaufmann and Stern, 2002; Liu
and Rodr´ıguez, 2005; Stern and Kaufmann, 1999; Kaufmann et al., 2006; Harvey
and Mills, 2001). The non-stationarity can be clearly seen in historical data for
the period of the 20th century, Figure 3.2. Climate model temperature data for
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Figure 3.2: Time series plot of historical data of the 20th century: a) atmospheric
concentration of CO2(Gt), b) observed global mean temperature(
◦C)-anomalies
from 1960-1990 base period, and c) climate model global mean temperature(◦C)-
ensemble mean of GISS outputs.
the aforementioned time period were obtained from the National Aeronautics and
Space Administration’s (NASA’s) Goddard Institute of Space Studies (GISS) while
the observational surface temperature anomalies are from the HadCRUT3 gridded
dataset.
The data generating toy model used is:
ct = e+ ct−1 + εt, t = 1, 2, 3, · · · , T (3.31a)
yt = α0 + α1ct + ut, t = 1, 2, 3, · · · , T (3.31b)
xt = γ0 + γ1ct + ξt, t = 1, 2, 3, · · · , T (3.31c)
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where e represents the emissions that arrive in the atmosphere each year and for
sake of simplicity it is assumed to be constant. Therefore, ct is assumed to be a
random-walk process with drift. The error terms, εt, are assumed to be independent
Gaussian with zero mean and constant variance σ2ε , i.e., εt
iid∼ N(0, σ2ε).
It is assumed, for simplicity, that the observational and climate-model temperatures
are linear functions of the atmospheric concentration of CO2 in a given time period.
The information contained in the data for the 20th century (see Figure 3.3) are not
far from this assumption of linearity. Rust and Thijsse (2007) and Rust (2011)
also assumed that changes in the temperature anomaly were linearly proportional
to changes in the atmospheric concentration of CO2, i.e.,
dy
dt
= α1
dc
dt
. Thus data on
yt and xt are simulated using linear relations in ct.
The pseudo-observed temperature is generated using (3.31b), where the random
error terms, ut, are also assumed to be independent Gaussian variables with zero
mean and constant variance σ2u, i.e., ut
iid∼ N(0, σ2u). Similarly the synthetic climate
model temperatures are simulated using (3.31c) under the assumption that
ξt
iid∼ N(0, σ2ξ ).
Parameters in the toy model are estimated using the 20th century data mentioned
above. The annual emissions e is estimated by taking mean of the change in CO2,
∆ct = ct-ct−1 = e + εt. That is ê ≈ ∆ct ≈ 2.06Gt. Variance of the error term in
the random-walk process σ2ε is estimated by σ̂
2
c = V ar(∆ct) ≈ 4.3. Estimates of
α0, α1, σ
2
u, γ0, γ1 and that of σ
2
ξ are obtained from similar relationships of ct with
yt and xt for the period of the 20
th century. Then the following estimates are used
for data generation: α̂0 = −2.4, α̂1 = 0.003, σ̂2u = 0.033, γ̂0 = −1.7, γ̂1 = 0.002 and
σ̂2ξ = 0.014.
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Figure 3.3: Scatter plot of a) observed global mean temperature(◦C) vs atmo-
spheric concentration of CO2(Gt), b) climate model temperature(
◦C) vs atmospheric
concentration of CO2(Gt) for the 20
th century.
Using this simple model (data generating process), ensemble data are simulated
on the three variables ct, yt and xt. The synthetic data generated this way have
similar pattern (see Figure 3.4 in comparison to Figure 3.2) with the historic data
for the 20th century which is used to estimate model parameters.
Assuming zero initial values, it can be shown that the mean and variance of the
data generating processes are: E(ct) = te, V ar(ct) = tσ
2
ε , E(yt) = α0 + teα1,
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Figure 3.4: Time series plot of pseudo a) atmospheric concentration of CO2(Gt),
b) observed mean temperature(◦C) and c) climate model temperature(◦C) for syn-
thetic data simulated by the toy-model
V ar(yt) = t(α1σε)
2 + σ2u, E(xt) = γ0 + teγ1 and V ar(xt)=t(γ1σε)
2 + σ2ξ because ct
is independent of ut and ξt in the above framework. One can then easily see that
these moments are functions of time and hence the data generating processes are
non-stationary.
From the data generating toy model, it can be shown that the true value of the
scaling factor β of the linear relation between yt and xt equals
α1
γ1
. That is, from
(3.31b) and (3.31c) we get (3.32a) and (3.32b) respectively.
ct =
1
α1
yt − α0
α1
− 1
α1
ut (3.32a)
ct =
1
γ1
xt − γ0
γ1
− 1
γ1
ξt (3.32b)
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Equating (3.32a) and (3.32b) and then solving for yt one gets (3.33).
yt = (α0 − γ0α1
γ1
) +
α1
γ1
xt + (ut − α1
γ1
ξt) (3.33)
Thus use of synthetic data obtained from this toy model facilitates comparions
among different estimates by providing a true value of the parameter under con-
sideration. For further computations in subsequent sections, the true value of the
scaling factor, therefore, is β = α̂1
γ̂1
.
3.4.1 The Monte Carlo approach
The data generation and estimation of the scaling factor are carried out as follows:
1. Generate J = 50 independent Monte Carlo realizations of length 500 on each
of the three variables, (ct, yt, xt), t = 1, 2, · · · , 500;
2. Estimate the scaling factor, β, for each pair (x
[j]
t , y
[j]
t ), j = 1, 2, · · · , J , using
OLS, TLS and VAR-ML methods discussed above;
3. In each case, when necessary, mean of J estimates, β̂, is computed as
β̂ =
1
J
J∑
j=1
β̂[j], J = 1, 2, · · · 50 (3.34)
4. Assuming independence among estimates (since each realization is generated
independently) the variance of J estimates in each case is computed as:
σ̂2
β̂
=
1
J − 1
J∑
j=1
(β̂[j] − β̂)2, J = 2, 3, · · · 50 (3.35)
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Evaluation criteria
The parameter of our interest in this study is the scaling factor (coefficient) of the
long-run relationship between the observed temperature (yt) and the forced cli-
mate model temperature (xt), β1 in (3.1) and its counterpart βcoint in cointegrating
VAR(2) model discussed in section 3.3.3. Here β is used as a common notation for
β1 and βcoint, and estimated by β̂ (a common notation for β̂ols, β̂tls and β̂coint).
The estimates are evaluated and their performances are compared based on the key
desirable statistical properties: unbiasedness, consistency and efficiency. What one
really demands from an estimator β̂ is that it should be “close” to the true value β.
Therefore, its mean squared error (MSE) around that true value is a good point of
reference. Assuming independence, all the three desirable properties are contained
in:
MSE(β̂) = E[(β̂ − β)2] = [bias(β̂)]2 + V ar(β̂) (3.36)
where MSE(β̂) is mean square error of the estimator β̂.
a. Consistency
Estimator β̂ (based on sample of size T ) of β is consistent estimator, if β̂
p−→ β.
That is, β̂ is consistent if (3.37) holds for any δ > 0 and sufficiently large sample
of size T .
lim
T→∞
Pr(|β̂ − β| ≥ δ) = 0, ∀δ > 0 (3.37)
Based on this definition it can be shown that an estimator is consistent if its mean
square error (MSE) vanishes as sample size increases. That is, using Chebyshev’s
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theorem, we have:
Pr(|β̂ − β| ≥ δ) ≤ E|β̂ − β|
2
δ2
=
E(β̂ − β)2
δ2
=
MSE(β̂)
δ2
Therefore, if MSE(β̂) → 0 as T → ∞, then (3.37) holds and thus β̂ will be consis-
tent.
b. Unbiasedness
Estimator β̂ of β is ideally unbiased if the mean value of its sampling distribution,
say E(β̂), is equal to the true value of β. An unbiased estimator neither tends to
over nor underestimate the true parameter value. If the estimator is biased, then
its bias is given by
bias(β̂) = E(β̂)− β (3.38)
The expected values of estimators are estimated by their sample mean β̂ in this
thesis.
c. Relative efficiency
If β̂1 and β̂2 are two estimators for the parameter β using same information, then
β̂1 is said to dominate β̂2 (Panik, 2005, pp. 384-385) if:
1. its mean squared error (MSE) is smaller for at least some values of β
2. the MSE does not exceed that of β̂2 for any value of β.
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Mathematically, β̂1 dominates β̂2 if E
[
(β̂1 − β)2
]
≤ E
[
(β̂2 − β)2
]
holds for all β,
with strict inequality holding for at least some values of β. The relative efficiency
(RE) of, say β̂1, is defined as:
RE(β̂1, β̂2) =
E
[
(β̂2 − β)2
]
E
[
(β̂1 − β)2
] = MSE(β̂2)
MSE(β̂1)
(3.39)
When RE is greater than 1, we say β̂1 is preferable relative to β̂2. If both β̂1 and
β̂2 are unbiased estimators of β, using (3.36), it can be shown that RE of β̂1 is
given as
RE(β̂1, β̂2) =
V ar(β̂2)
V ar(β̂1)
(3.40)
3.5 Results
To begin comparisons of the estimates on a moderate sample size, 50 independent
Monte Carlo realizations of length T = 100 are generated. The scaling factor is
estimated for each of the 50 pairs of realizations using the three estimation methods.
Figure 3.5 shows results from the three estimation approaches and the true value of
β. For convenience, all the 95% confidence intervals are computed as β̂ ± 1.96σ̂β̂,
where 1.96 is the 97.5th quantile of normal distribution and σ̂2
β̂
is computed as in
(3.35).
From panel (a) in Figure 3.5 one can easily see that the OLS estimates underesti-
mate the true parameter value in all the 50 fitted models. Thus the OLS estimators
are strongly negatively biased. The TLS estimates, in panel (b) of same Figure,
appear to be less biased compared to the OLS ones, although one can still see a
tendency of positive biasedness (overestimation) problem over entire estimations.
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Figure 3.5: Estimates of (a) OLS regression (b) TLS regression and (c) Cointegrating
VAR approaches together with their corresponding true values and the 95% confidence
bands for the true values; based on sample of size 100. The thicker solid line is for the
true value of β, the thiner solid line is for point estimates and the dashed lines are for
the lower and upper limits of the 95% confidence interval. All the plots are on same scale
(for y-axis) to facilitate visual comparison
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The VAR-ML estimates in panel (c), however, are by far less biased than the other
two. Although the point estimates vary around the true value from above and be-
low, the VAR-ML estimation does not tend to either over or underestimate the true
value. They don’t have a persistent bias that can be identified as positive/negative
bias as it is in the other two estimations.
A possible reason for why one might expect negative bias in OLS and positive
bias in TLS could be attached to the ways how these estimates are obtained.
In (3.5), the OLS assumes that the explanatory variable is deterministic. But
for a non-stationary trendy climatic variable x, there is no constant mean and
hence
∑T
t=1 (xt − x)2 will be larger than expected. Thus (3.5) may underestimate
the true scaling factor. In (3.14), one can see that the TLS estimate is inversely
proportional to the covariance between the two variables. For a small to medium
sample estimation, in which case covariance between variables is smaller, the TLS
tends to overestimate the true scaling factor.
It is also visible from panel (b) that the TLS estimates have high variability. This
implies that the TLS estimates are very uncertain and hence relatively less efficient
than the other two.
To investigate the effect of sample size on performance of these estimates, it is
good to examine their behavior for different sample sizes. Taking the mean of 50
estimates (to reduce effect of noise) under different sample sizes, starting from T =
20, a vector of mean estimates and the corresponding vectors of their confidence
limits are produced. Figure 3.6 presents the point and 95% interval estimates of
the ensemble mean of the scaling factor for samples of size varying from 20 to 500.
In these plots, one can see how the performance of estimates change with sample
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size within each estimation method. It is also easy to compare estimates from each
method for a given sample size with respect to the true value.
Figure 3.6a shows the estimated mean value (thiner line) of the OLS estimates
from 50 fitted models is below the true value of the parameter (thicker line). It can
also be noted that the 95% confidence interval estimate does not contain the true
value for the entire sample of size 500. This justifies that the OLS estimators are
strongly negatively biased even for sufficiently large samples. Not only the point
estimates but also the interval estimates are negatively biased.
Figure 3.6(b) and (c) show the mean values of TLS and VAR-ML estimates (thiner
solid lines) together with the true parameter value (thicker line) and the 95%
confidence region (shaded area). The 95% confidence intervals enclose the true
value of β even for fairly small sample estimations in both cases. This justifies
that estimates from TLS regression and the cointegration methods are less biased
compared to the ones from OLS regression method - less biased interval estimates.
However, it is worth noting that the two confidence intervals have considerably
different width, especially for small sample estimations. The 95% interval in TLS
estimation is much wider than those of the OLS and VAR-ML estimations (see the
limits on the y−axis). This implies that there is a massive uncertainty in the TLS
estimates. Although the true value is contained in the ‘wider’ confidence interval
for TLS, the point estimates of bias in TLS estimates exceed point estimates of
bias in the other two estimates for small samples (see Figur 3.8b and (e)). Thus
the TLS estimates are not only less efficient, but also more biased for small sample
study. Note that these results on OLS and TLS agree with comparison made in
Van Huffel and Vandewalle (1991, pp. 244) - TLS are less biased and less efficient
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Figure 3.6: Mean value of the coefficient of the long-run relation between the ‘obser-
vational’ and ‘modeled’ temperatures together with its 95% confidence interval against
sample size for: (a) the OLS regression estimates, (b) the TLS regression estimates and
(c) the ML estimates of cointegrating VAR. The thiner solid line for estimated mean
value, the thicker solid line is for the true value of β and the shaded region is a region
bounded by the confidence limits of β at 95% confidence.
3.5. Results 73
compared to OLS.
To test robustness of these results, this analysis was repeated after making changes
in parameters of the stochastic model. This time, new values were chosen: e =
0.025, σ2ε = 3.312, α̂0 = −2.334, α̂1 = 0.058, σ̂2u = 0.053, γ̂0 = −0.133, γ̂1 = 0.039
and σ̂2ξ = 0.024 in the data generating processes discussed in section 3.4. Estimates
of the mean value of β, estimated using data generated by the new (different) toy
model, are shown in Figure 3.7. All the features discussed above are retained by
these new estimates as well.
For further examination of estimators with respect to the three desirable properties,
it is helpful to look into each component separately. The MSE, bias and variance
of β̂ are computed against sample size. These values are plotted in Figure 3.8 for
estimates obtained from the two different toy models discussed above.
From Figure 3.8(a) and (d) one can see that the MSE for VAR-ML estimate lies
below the MSEs for OLS and TLS estimates, and it converges quickly to zero
even for small sample size. This implies that, although all the three estimates are
consistent (as their MSEs converge to zero as T →∞), the VAR-ML estimate has
faster rate of convergence to the true value. Figure 3.8(b) and (e) show that the
bias in VAR-ML estimates is nearly zero except for very small sample cases, while
the OLS and TLS estimates have negative and positive biases respectively even
for samples of size 200 and so. Panel (c) and (f) of this figure show that the TLS
estimator is shockingly very uncertain and VAR-MLE are less certain than OLS
for small samples. This may be due to fewer sample information relative to the
number of parameters estimated. The OLS model has 3 unknown parameters (β0,
β1 and σ
2
η) to be estimated whereas the VAR(2) model has 11 unknown parameters
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Figure 3.7: Mean value of the coefficient of the long-run relation between the ‘obser-
vational’ and ‘modeled’ temperatures together with its 95% confidence interval against
sample size for: (a) the OLS regression estimates, (b) the TLS regression estimates and
(c) the ML estimates of cointegrating VAR. The thiner solid line is for estimated mean
value, the thicker solid line is for the true value of β and the shaded area is the 95%
confidence region for β-for a different data generating process
(Π2×2, Γ2×2 and Σ2×2), where Σ2×2 is a symmetric covariance matrix.
From the plots of MSEs in Figure 3.8 one can see that the relative efficiency of
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Figure 3.8: MSE, Bias and Variance of the OLS, TLS and VAR-ML estimators:
Thicker solid line -TLS, thiner solid line-VAR-ML and dashed line-OLS. Panels in the
bottom row (d-f) are for estimates from the second toy model.
estimates from cointegration analysis are greater than 1 in pairwise comparison
with those of the OLS and TLS regression estimates. Thus the VAR-ML estimators
of the scaling factor are not only less biased and more consistent, but also are more
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efficient than the TLS and OLS estimators.
3.5.1 Case study using ensemble mean of synthetic data
To illustrate use of the new cointegrating VAR method in detection-attribution and
to discuss steps involved therein, the VECM in (3.29) is estimated using ensemble
mean of the synthetic data of length 500.
The first step in empirical cointegration analysis is to determine the order of in-
tegration of each variable. However, it is already known that the data generating
processes considered in this chapter are functions of a random-walk process and
hence the detailed steps of unit root test are left. The next step is to determine
rank of the long-run matrix Π, which in turn mean testing existence of cointegrat-
ing relations. Results from trace test for two successive hypotheses: H0 : r = 0 and
H0 : r ≤ 1 are given in Table 3.1.
H0 Test statistic (Tr) Critical value
10% 5% 1%
r <= 1 0.01 6.50 8.18 11.65
r = 0 182.26 12.91 14.90 19.19
Table 3.1: Trace test for rank of Π̂. We do not reject the r ≤1 hypothesis. But we
reject the r = 0 one because, in this case, the test statistic exceeds critical value at all
levels of significance
The no cointegration hypothesis, H0 : r = 0, is rejected because the test statistic
exceeds critical values at all levels of significance. The second null hypothesis of
at most one cointegrating relations, H0 : r ≤ 1, is not rejected. That means its
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alternative, the full rank hypothesis, is rejected. This implies that the rank of
Π matrix is one and hence we have one stationary long-run relation between the
‘observed’ and ‘modeled’ temperatures.
The next task is to estimate the amplitude of ‘model-predicted signals’ in the
‘observed’ temperature (coefficient of the cointegrating relation). As discussed in
section 3.3.3.2, the maximum likelihood estimator of cointegration vector is the
eigenvector corresponding to the larger of two eigenvalues. The ML estimation
yields two eigenvectors normalized to first variable (yt): v̂1 = (1, 1.496)
′ and v̂2 =
(1,−0.921)′ corresponding to eigenvalues λ̂1 = 0.307 and λ̂2 = 0.00003 respectively.
Therefore, the ML estimate of cointegration vector is β̂ = (1, 1.496)′ with estimate
of the scaling factor being β̂coint = 1.496. The corresponding estimate for vector of
the adjustment coefficients is obtained to be, α̂ = (−0.49, 0.27)′.
Estimated coefficients of the cointegrating VAR(2) model (coefficient of the long-
run relationship, coefficients of the adjustment rates and coefficients of the short-
term changes), together with their respective p − values are given in Table 3.2.
All estimates are significantly different from zero at all levels of significance. In
particular, significance of β̂coint is of more importance in detection-attribution. One
can say at this point that change is detected in yt and that change can be attributed
to a forcing considered in model simulated response xt.
The fitted cointegrating VAR(2) model can be given as.∆yt
∆xt
 =
−0.49
0.27
(yt−1 − 1.496xt−1)+
−0.24 −0.31
−0.16 −0.27

∆yt−1
∆xt−1
+ εt
(3.41)
From the estimated VECM, we can see that the long-run equilibrium relation
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Coefficient Estimate p− value
β21(βcoint) −1.496 < 0.001
α11 −0.49 < 0.001
α21 0.27 < 0.001
γ11 −0.24 < 0.001
γ12 −0.31 < 0.001
γ21 −0.16 < 0.001
γ22 −0.27 < 0.001
Table 3.2: Estimated coefficients of the cointegrating VAR(2) model together with their
respective p-values for ensemble mean of synthetic data.
between the two temperature series can be given as yt = 1.496xt + ηt for a white
noise error term ηt. The change, say, in ‘observed’ global mean temperature (y) at
year t can be given as
∆yt = −0.49 (yt−1 − 1.496xt−1)− 0.24∆yt−1 − 0.31∆xt−1 + εy,t
The significance and sign of the adjustment coefficients imply that both tempera-
tures adjust to a deviation from the equilibrium where the ‘observed’ temperature
adjusting fairly quickly with an adjustment coefficient of −0.49. Although Granger
causality is not covered in detail in this chapter, the significance of the adjustment
coefficients and coefficients of the short-term changes have important implications
on it. It can also be seen that the equilibrium error correction condition, α̂i1β̂i1 < 0
for i = 1, 2, is met in this estimated model for the two temperature series.
Note that the identification of the cointegration vector can also be done on visual
basis. That is from a time series plots of the resulting two linear combinations
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(using the two eigenvectors), one can identify which vector gives rise to a sta-
tionary linear combination of the two I(1) variables. For the data analyzed in
this section, the time plots of the two linear combinations, yt−1 − 1.496xt−1 and
yt−1 + 0.921xt−1, are shown in Figure 3.9. From these plots it is easy to see that
the first eigenvector establishes a stationary linear relationship between the two
non-stationary temperatures.
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Figure 3.9: Graphic display of the two linear combinations estimated: (a) a stationary
linear combination v̂′1zt and (b) a non-stationary linear combination v̂′2zt
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3.6 Summary
Three methodological approaches namely OLS regression, TLS regression and the
cointegrating VAR methods have been compared. Critical comparison is made of
estimates of the scaling factor (amplitude of signals from external forcings) using
each of these methods based on same information. To ensure the robustness of
the results, the comparisons are made based on data generated from different toy
models and at different sample size.
Estimates are compared on the basis of the desirable features such as unbiased-
ness, consistency and relative efficiency. The results show that the OLS regression
estimates are strongly negatively biased at 95% confidence level compared to the
TLS and the cointegrating VAR estimates. On the other hand, for small samples,
TLS estimates are found to have larger MSE than OLS and VAR-ML estimates.
Estimates of the cointegrating VAR model are found to be less biased, more con-
sistent and more efficient than OLS and TLS regression methods which have been
previously employed in detection and attribution studies.
Besides the reliability of its estimates, the cointegrating VAR approach has more
advantages over the OLS and TLS regression methods. For instance, the cointe-
grated VAR model is not only about modeling cointegration (long-run relations),
but it also allows the analysis of adjustment rates to the steady-state and analysis
of causal links between climatic variables.
Cointegration is recommended in detection and attribution of climate change for
at least three reasons:
1. OLS and TLS regression estimates can give spurious attribution when the ob-
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servations and climate projections are independent (e.g. two random-walks);
2. the dynamic VAR based maximum likelihood estimates are less biased, more
consistent and more efficient than those of the OLS and TLS estimates of
static regression;
3. the cointegrating VAR approach allows us to diagnose the changes in climatic
variables into long-run and short-run components.
Chapter 4
Cointegration of CMIP5 global
mean temperatures
4.1 Aim
This chapter also compares various detection-attribution estimation methods on
simulated global mean temperature time series from an ensemble of general circu-
lation models included in Coupled Model Intercomparison Project 5 (CMIP5).
4.2 Introduction
As discussed in the previous chapters, detection and attribution of changes in cli-
mate is addressed by evaluating significance of the estimated coefficient of the
long-run relationship between observations and model projections of climatic vari-
ables. However, estimation and significance test of the estimated long-run relation
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should not be an end by itself. There should be a true long-run relationship between
the two (observational and modeled) series. An important question to deal with
before estimation is that “do climate model outputs cointegrate with the observed
historical global mean temperature?”
Climate models are based on well-established physical principles and have been
demonstrated to reproduce observed features of recent climate and past climate
changes (Randall et al., 2007, pp. 591). These models have important strengths and
limitations. They successfully simulate a growing set of processes and phenomena;
this set intersects with, but does not fully cover, the set of processes and phenomena
of central importance (Bader et al., 2008) for attribution of past climate changes
and projections of future changes. However, the general simulation patterns, when
compared against the current climate, may vary substantially from model to model.
If a climate model has ability of capturing the real system, its outputs are expected
to have a reasonable cointegrating relations (co-movements in the long-run) with
the observed climate. If cointegrating relations between observational and modeled
temperatures are established, then one can compare performances of different es-
timation approaches for the long-run relationships. Thus, the specific aims of this
chapter are:
1. to examine time series properties of the CMIP5 simulations and historically
observed global mean temperature.
2. to assess the long-run relation (cointegration) between these two series.
3. to compare performance of the three estimation approaches considered in
chapter 3; using the real observational and modeled data.
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4.3 Data
This chapter analyzes historical annual surface temperature observations and sim-
ulations of some of the General Circulation Models (GCMs) considered in CMIP5.
The choice of CMIP5 simulations is based on the availability at the time of this
study. That is, all and simulations that were accessible at the time are used.
The observations are gridded dataset of the observed global historical near surface
temperature, HadCRUT3 (Brohan et al., 2006). The dataset is a collaborative
product of the Met Office Hadley Centre and the Climatic Research Unit at the
University of East Anglia. These gridded data are a blend of the CRUTEM3 land-
surface air temperature dataset (Brohan et al., 2006) and the HadSST2 sea-surface
temperature dataset (Rayner et al., 2006). Annual mean temperature anomalies
for 1860-2004 are extracted from the original monthly scale data. The time period
1860-2004 is chosen because there are missing values in some model outputs and
the observed data for years before 1860. Thus, to avoid approximation errors due
to the missing values, time period commonly covered by all observed and modeled
datasets is considered. This particular data set is chosen because it is a widely
used data set.
Climate models included in CMIP5 and considered in this thesis are listed in Table
4.1. The models provided different numbers of runs. The jth realization of the
ith model is denoted hereafter by Mi.j, where i = 1, 2, · · · , I and j = 1, 2, · · · , Ji.
The model number i refers to the number in the first column of Table 4.1 along
each model and the ensemble size Ji of each model is given in the last column of
same Table. For instance M3.1 refers to run 1 of CCSM4. Thus, there are a total
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of Nr =
∑I
i=1 Ji realizations of model temperatures and one series of historical
observed temperature. The observed series is denote by h. All the model outputs
were obtained by downloading from KNMI Climate Explorer page1.
The model temperatures were converted to anomalies with respect to the “normal”
period 1961–1990 (the period with best coverage) to have similar scale with the
observed series which is already in anomaly form with respect to this base period.
Use of anomaly values for global data is also recommended by Jones et al. (1999)
as a means to avoid biases that could result from use of absolute global mean
temperatures.
4.3.1 Time series properties of the data
Figure 4.1 shows time series plots of anomalies of the observed and modeled global
mean temperatures. Each panel is for one run from each of the 16 models consid-
ered. These plots show the non-stationarity of the global mean temperature. Plots
(which are not shown here) of the rest of runs also show similar behavior of upward
trending.
As discussed in chapter 2, the observed trend in global mean temperature may be
either deterministic or stochastic. To distinguish between these a combination of
tests with opposing null hypotheses: the ADF non-stationarity test and the KPSS
stationarity test were carried out. The ADF procedure tests a null hypothesis that
the series is I(1) with zero drift against the alternative of I(0) with nonzero drift.
The null hypothesis is rejected if the test statistic, denoted by Φ1 in Dickey and
1http://climexp.knmi.nl : accessed 12/09/2011-28/10/2011
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Figure 4.1: Time series plots of the historical global mean temperature anomalies 1860-
2004: the solid lines are for anomaly of observed temperature and the dashed lines are
for anomaly of model temperature Mi.1, i = 1, 2, · · · , 16
Fuller (1981), exceeds the critical value. The 5% critical value is 4.63. With the
aim of obtaining stronger and reliable evidence on whether the trend in the series
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is deterministic or stochastic, two different null hypotheses are tested using the
KPSS procedure: H0 : the process is level stationary and H0 : the process is trend
stationary, both against a unit root alternative. One rejects these null hypotheses
when the respective test statistic exceeds critical values. The 5% KPSS critical
values under each of these null hypothesis are 0.46 and 0.15 respectively.
Table 4.2 shows the test statistics under each of the ADF and KPSS null hypothesis
for the observed and modeled (one run from each model considered). The ADF
test does not reject the null hypothesis of unit toot for all series, implying all the
observed and modeled temperatures are unit root processes with zero drift. The
KPSS test statistics under both level and trend stationarity hypotheses exceed the
corresponding critical values at 5% leading to the rejection of null hypotheses of
stationarity.
The ability to reject the hypothesis of level stationarity is not very surprising. Be-
cause this can be so if the series inherit a deterministic trends as well. Therefore,
it is useful to proceed with testing the null hypothesis of stationarity around a de-
terministic linear trend whose alternative is unit root without deterministic trend.
This later hypothesis is also rejected at 5% in favor of the unit root alternative,
farther confirming the results from the ADF test.
Note that the unit root tests do not distinguish between I(1) and I(2) processes.
To determine whether the series in levels are I(1) or of higher orders of integration,
the ADF test was carried out on first differences of the series. The results shown
in the last column of Table 4.2 indicate that the first differences are stationary and
hence the processes in levels are I(1), not I(0) and not I(2).
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Series ADF test stat KPSS test stat ADF stat for
level stationary trend stationary differenced series
h 1.26 3.31 0.48 63.33
M1.1 0.74 3.31 0.59 35.87
M2.1 0.76 2.80 0.40 54.41
M3.1 0.76 3.78 0.47 38.07
M4.1 1.34 2.97 0.21 39.89
M5.1 2.60 2.62 0.25 53.27
M6.1 0.89 3.96 0.42 41.21
M7.1 0.75 3.79 0.34 36.73
M8.1 1.33 4.48 0.17 43.29
M9.1 0.72 2.69 0.29 34.43
M10.1 2.94 0.64 0.43 39.79
M11.1 2.58 1.26 0.20 39.74
M12.1 1.27 4.34 0.77 57.42
M13.1 0.86 3.66 0.40 46.46
M14.1 1.99 2.12 0.16 55.91
M15.1 1.79 3.63 0.22 41.89
M16.1 0.85 3.01 0.41 41.97
Table 4.2: The ADF and KPSS test statistics for observed and modeled global
mean temperatures in levels and first differences. Column 5 shows the ADF test
statistics for the differenced series.
Results from both the ADF and KPSS tests imply that the modeled and observa-
tional global mean temperatures contain unit roots and hence are I(1) processes.
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In a general sense, a linear combination of such I(1) process conserves the order
of integration. That is, linear combination of I(1) variables is also I(1) in general.
The exceptional case to this is when the two I(1) variables share a common (pro-
portional) stochastic trends which cancel each other in the linear combination of
the variables - case of cointegration.
4.4 Do CMIP5 temperatures cointegrate with his-
torical observations?
To discover whether the modeled and observed temperature series have a long-run
relations, a vector autoregressive model of order 2, VAR(2), given in (3.16) is used
here for zt =
 ht
Mi.j,t
. As noted in previous chapters, the VAR(2) in its VECM
form contains two different but interrelated analyses. First, the analysis of long-run
relations defined as stationary linear combinations between integrated variables.
Secondly, the analysis of the equations which define how the short-run changes
take place. These features are described by the cointegration vector(s), adjustment
coefficients and the coefficients of the short-run dynamics. Before estimating these
parameters, one needs to make sure there exists cointegration.
Determining cointegration rank
From the VECM representation in (3.17), the matrix Π plays an important role in
cointegration analysis. As discussed in chapter 3, if rank(Π) = 0, then there is no
non-zero cointegrating vector, implying that the system is not cointegrated, while
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Π is only full rank if all variables are I(0). Thus the number of stationary linear
combinations in a system of I(1) variables is equal to the rank of Π matrix.
Using Johansen’s maximum likelihood based trace statistic, two sequential null
hypotheses Hr1 : r ≤ 1 and Hr0 : r = 0 against a general alternatives of r > 1
and r > 0 respectively are tested, where r is rank of Π. If Hr1 is rejected, then Π
is of full rank. If Hr1 is not rejected AND Hr0 is rejected, it implies there is one
cointegrating relationship between ht and Mi.j,t. In trace test, the null hypothesis
is rejected if the computed test statistic is greater than the critical value at a given
level of significance. The 5% critical values under Hr1 and Hr0 are 9.24 and 19.96
respectively. The test applied to our bivariate VECM gives the results shown in
Table 4.3 and Figure 4.2, for one run from each climate model. These results show
that the test rejects Hr0 but not Hr1, implying that every climate model has one
cointegrating relationship with the observed series.
For a small to moderately sized sample based VAR modeling, the trace test can
sometimes have problem with size and power of test (Juselius, 2006, pp. 141). In
such situations, it is advisable to use additional information to justify results of
trace test. To this end, Juselius recommends a further look at the t-values of of
the α coefficients (weights) corresponding to each eigenvector. If all loading coef-
ficients corresponding to a given eigenvector have small t-values, say less than 2.6
(Juselius, 2006, pp. 142), then including that cointegrating relation in the model
would not improve the explanatory power of the model but, instead, would invali-
date subsequent inference.
The t-value for each element in the 2× 2 matrix α is given in Table 4.4. All the t-
values for α12 and α22 are small (see column 4 and 5 of Table 4.4). These coefficients
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Model Null hypothesis
temperature Hr1 : r ≤ 1 Hr0 : r = 0
M1.1 1.67 33.35
M2.1 1.77 34.49
M3.1 2.01 36.82
M4.1 2.55 29.47
M5.1 3.50 25.70
M6.1 1.91 28.35
M7.1 1.66 28.63
M8.1 2.17 25.78
M9.1 1.79 30.68
M10.1 3.60 29.17
M11.1 3.96 28.23
M12.1 2.10 50.32
M13.1 1.64 32.46
M14.1 3.40 54.99
M15.1 2.20 36.40
M16.1 2.17 43.72
Table 4.3: Trace test statistics for rank of Π using CMIP5 data. The 5% critical
values under Hr1 and Hr0 are 9.24 and 19.96 respectively
are not only ‘small’, but also not significant at 5% level implying that not much
would be gained by including the second vector as a cointegrating relation in the
model. This in turn implies the appropriate rank of cointegration is 1 in agreement
with the results from trace test.
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Figure 4.2: Distribution of the trace statistics relative to the critical values for one run
from each climate model. Panel (a) is for the null hypothesis of at most 1 cointegrating
relations and (b) is for the null hypothesis of no cointegrating relations.
Bearing these evidences in hand about the existence of one long-run (cointegrating)
relation between the observed and modeled historical global mean temperatures,
next is to estimate this relationship
ht = βMi.j,t + εt (4.1)
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Model temp tα11 tα21 tα12 tα22
M1.1 -5.13 1.92 -0.63 -1.21
M2.1 -3.95 4.03 -0.99 -0.98
M3.1 -4.34 3.31 -1.01 -1.19
M4.1 -2.44 4.11 -1.41 -1.02
M5.1 -2.13 3.92 -1.67 -1.10
M6.1 -4.86 1.15 0.56 1.34
M7.1 -4.34 2.00 -0.76 -1.19
M8.1 -4.59 1.18 -0.59 -1.42
M9.1 -3.55 3.75 -1.03 -0.99
M10.1 -0.80 5.06 -1.87 -0.48
M11.1 -1.19 4.39 -1.93 -1.00
M12.1 -6.71 2.84 -0.64 -1.33
M13.1 -4.59 2.73 -0.78 -1.12
M14.1 -2.06 6.83 -1.77 -0.88
M15.1 -3.68 4.31 -1.18 -1.05
M16.1 -5.00 3.36 -1.01 -1.28
Table 4.4: Computed t-statistics of the loading coefficients. The first two columns,
with at least one bold faced (not ‘small’) value, are t-values for the first column of
α which corresponds to the first vector of cointegration. The last two columns are
t-values of coefficients in the second column of α matrix.
4.5 Estimation of the long-run relationships
Efficient estimation of the level of agreement between model-predicted patterns
of externally forced change and observed changes in the recent climate record (the
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long-run relation in (4.1)) is crucial step in detecting climate change and attributing
it to a causal factor.
The long-run coefficient β is estimated using the three estimation approaches dis-
cussed in chapter 3: the static regression based OLS and TLS methods and the
dynamic VAR model based Johansen’s maximum likelihood method. The OLS,
TLS and VAR-ML estimates for run j of model i are denoted by β̂
[ols]
i.j , β̂
[tls]
i.j , and
β̂
[coit]
i.j respectively. The spread and relative sizes of estimates are compared for runs
within climate models and also for runs across models.
4.5.1 Comparison of estimates for runs from all models
Figure 4.3(a) shows distributions of the three estimates using one2 realization from
each climate model (Mi.1). These estimates for the CMIP5 data show similar
behavior as seen in chapter 3 for synthetic data. The VAR-ML estimates lie between
the OLS and TLS estimates for most of the realizations. The results in chapter
3 showed that the OLS method underestimates the true value whereas the TLS
overestimates it. Results shown here, therefore, agree with those in chapter 3 and
suggest that the VAR-ML estimates are less biased than the other two.
Figure 4.3(b) shows boxplots of the distribution of estimates from all the 70 model
runs for each method. The spread and location of averages of the estimates ob-
tained from all model simulations can be compared here. The VAR-ML estimates
have smaller spread than those of the TLS estimates; and their average location is
between those of the other two. This again is in agreement with results in chap-
2Selection of 1 run from each model is for purpose of illustration and is common practice in
other studies involving analysis of large number of data sets
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Figure 4.3: Comparison of the three estimates of the long-run relationship across all
the 16 models: (a) estimates for the first run from each of the 16 climate models: O-OLS,
M-VAR-ML, and T-TLS, (b) boxplots of the distribution of estimates over all realizations.
Each box shows the distribution of all the 70 estimates from the three estimation methods.
ter 3 which showed that the VAR-ML estimates are more efficient than the TLS
estimates.
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4.5.2 Comparison of estimates for runs within a model
The comparison of three estimates made in chapter 3 was using synthetic ‘runs
from same model’. Similarly, this section provides some illustrative results which
compare estimates for runs within a climate model. Figure 4.4 shows box plots
of distribution of estimates within each climate model. One can compare the
respective boxes (points for models with only 1 run) in each panel to compare
distribution of estimates within a model. These multi model ensemble results
agree with the pattern of the ‘single model ensemble’ results obtained in chapter
3 (see Figure 3.5). For all models, the median VAR-ML estimates lie between the
other two and the distributions of VAR-ML estimates have smaller spread than
those of TLS.
Picking the first model with larger number of runs in the list (CNRM-CM5), Figure
4.5 presents scatter plots of observed vs modeled temperatures along with the
estimated line of long-run relation. For all runs of the model, VAR-ML estimate
of the long-run relation is less steep than the TLS estimate and less flat than the
OLS estimate.
In addition to comparing estimates, it is also important to see the respective test
statistics used to test significance of the scaling factor β. To address this issue, the
t-ratio test statistics for mean values of estimates over ensembles of a model, β̂i. =
1
Ji
∑Ji
j=1 β̂i.j are computed and compared for the three models with larger number
of runs. Ensemble members of atmospheric general circulation model (AGCM) are
usually assumed to be statistically independent (Wehner, 2000). Taking this into
account and making a naive assumption that estimates from these realizations are
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Figure 4.4: Box plots of the distribution of estimates within each climate model: Each
panel contains 16 box plots showing distribution of estimates within each of the 16 climate
models.
also independent, one can compute the variance of sample estimates, S2
β̂i.j
, and the
corresponding standard error of β̂i.. That is, S
2
β̂i.j
= 1
Jj−1
∑Ji
j=1 (β̂i.j − β̂i.)2 and
se(β̂i.) =
S
β̂i.j√
Ji
. Then under H0 : β = 0, a test statistic ts can be computed as ts
= β̂i.
se(β̂i.)
for each of the three methods. Figure 4.6 compares the relative sizes of
the test statistics computed this way for models with largest ensemble size (Ji =
10). This illustrative comparison shows that OLS method may frequently lead to
rejection of H0 (big test statistic) whereas TLS has low rejection rate (small test
statistic). The VAR-ML test statistic is not to either extreme. This may indicate
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Figure 4.5: Scatter plots of h vs M4.js, j = 1, 2, ..., 9 and the corresponding fitted lines:
the thicker solid lines are for the TLS fit, the dashed lines for OLS and the thiner solid
lines are for VAR-ML fits. Slope of the VAR-ML fits lie between those of the OLS and
TLS ones.
the VAR method has lower risk of spurious detection and attribution.
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4.6 Residual analysis of the cointegrating VAR
The results discussed above show that VAR based ML estimation is better for
detection and attribution than the existing OLS and TLS methods. Since the first
equation for ∆ht in (4.2) is the most relevant in detection-attribution, the analysis
in this section is focused on εh,t. ∆ht
∆Mi.j,t
 =
α̂11
α̂21

 1
−β̂

′ ht−1
Mi.j,t−1
+
γ̂11 γ̂12
γ̂21 γ̂22

 ∆ht−1
∆Mi.j,t−1
+
 εh,t
εM,t

(4.2)
The basic motivation of cointegration approach is to establish a stationary linear
combinations in the system with non-stationary series. Thus along comparing esti-
mates from different methods, it is important to check whether the stationarity in
the linear combinations is really achieved. The time plots of residuals from coin-
tegrating relations are important tools in this regard. Figure 4.7 shows the time
series plots of the residuals from the fitted cointegrating relations for observed tem-
perature series, εh,t. All residuals are stationary. This indicates that the estimated
cointegrating vectors have established stationary long-run relationships between
the observed and modeled temperatures.
The VAR model is also based on assumptions that the error terms are indepen-
dently distribute normal variables with constant variance. To have confidence in
the cointegrating VAR method, therefore, one needs to check validity of these as-
sumptions by checking residuals of the estimated model.
An autoregressive conditional heteroscedastic (ARCH) based Lagrange multiplier
(LM) statistic (Engle, 1982) is used to test a null hypothesis of homoscedasticity.
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Figure 4.7: Time series plots of residuals from the estimated cointegrating VAR. Plot
in each panel is a time series of ε̂h,t using one run from each climate model, i.e., using
M1.1, M2.1, · · · , M16.1 respectively, where the thicker lines are LOWESS (locally weighted
least squares) smoothers.
Under the null hypothesis, the ARCH-LM statistic (see Engle (1982) and Lu¨tkepohl
(2005, pp. 576-578) for details) is asymptotically distributed as chi square. The
computed test statistics and corresponding p-values for one realization from each
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climate model are given in Table 4.5. The p-values are too large (>> 5%) im-
plying that the data do not have sufficient evidence to reject null hypothesis of
homoscedasticity and thus the constant variance assumption is valid for εh,t. There-
fore, the constant variance assumption is valid for εh,t in the VAR model.
Although the normality assumption in VAR is frequently not satisfied in empir-
ical models, the estimates of the VAR model are generally robust to deviations
from normality (Juselius, 2006, pp. 112). Despite this common property of the
VAR model, the Quantile-Quantile plots in Figure 4.8 of the estimated residuals,
εh,t, show that normality assumption is valid at 95% confidence for the estimated
cointegrating VAR(2) model. To strengthen this result, the Anderson-Darling nor-
mality test is used to test for normality of εh,t. This test is known to be a powerful
omnibus test of normality when the mean and variance are unknown (Stephens,
1974; Pettitt, 1977). The null hypothesis of normality is rejected for large values
of the test statistic A2 given by:
A2 = −
[
T∑
t=1
(2t− 1)
T
{lnF (εh,t) + ln(1− F (εh,T+1−t))}
]
− T (4.3)
where F is the cumulative distribution function of the normal distribution. The
computed test statistic and corresponding p-values of normality test for εh,t are
also given in Table 4.5 for one realization from each model. Since the respective
p-values are large, we do not reject the null hypothesis. Again this signifies that
the error terms do not deviate from normality assumption.
Another assumption one needs to test is that the residuals are not serially corre-
lated. Ljung and Box (1978) test is used to examine the uncorrelatedness of εh,t.
It tests whether any of a group of autocorrelations of the residual time series are
different from zero. The null hypothesis of uncorrelatedness up to order m is tested
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Figure 4.8: Quantile-Quantile Plots of residuals, εh,t, from the estimated cointegrating
VAR(2) modelThe thiner solid lines are the 95% confidence bands. Each panel is for
models fitted using first realization from each model: M1.1, M2.1, · · · , M16.1 respectively.
using a chi-square type Ljung-Box statistic Q˜(r̂) given by:
Q˜(r̂) = T (T + 2)
m∑
d=1
(T − d)−1r̂2d (4.4)
where r̂d is the sample autocorrelation of order d of the residuals ε̂h,t and computed
as r̂d =
∑T
t=d+1 ε̂tε̂t−d∑T
t=1 ε̂
2
t
.
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Hypothesis of uncorrelatedness up to order m for m ≥ 2 tended to be rejected for
most of the climate models. But the test does not reject uncorrelatedness up to
order 1 (see Table 4.5). This situation seems tolerable for our VAR(2) model and
hence, unlike in most empirical analysis, the residuals ε̂h,t from the VAR based
analysis do not deviate from the assumed behaviors.
Given the results of diagnostic checks from the estimated VECM discussed above
one can see that the VAR(2) model provides a well specified model of the bivari-
ate temperature data. Therefore, the maximum likelihood estimator in an error
correction model for changes in observed temperature possesses all the desirable
features.
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Model Diagnostic test
temp. ARCH-LM test Anderson-Darling test Ljung-Box test
test stat p-value test stat p-value test stat p-value
M1.1 18.08 0.32 0.16 0.94 0.40 0.53
M2.1 15.11 0.52 0.32 0.53 0.71 0.40
M3.1 17.17 0.38 0.14 0.98 0.22 0.64
M4.1 17.29 0.37 0.22 0.84 0.63 0.43
M5.1 16.30 0.43 0.35 0.46 0.71 0.40
M6.1 13.77 0.62 0.29 0.62 0.74 0.39
M7.1 15.59 0.48 0.35 0.47 0.70 0.40
M8.1 13.76 0.62 0.31 0.56 0.72 0.39
M9.1 16.23 0.44 0.29 0.59 0.71 0.40
M10.1 14.85 0.54 0.31 0.56 0.73 0.39
M11.1 15.84 0.46 0.29 0.61 0.81 0.37
M12.1 16.02 0.45 0.28 0.65 1.00 0.32
M13.1 19.12 0.26 0.32 0.53 0.75 0.39
M14.1 13.31 0.65 0.25 0.76 0.83 0.36
M15.1 13.32 0.65 0.30 0.57 0.72 0.40
M16.1 14.79 0.54 0.29 0.59 1.44 0.23
Table 4.5: Diagnostic tests for residuals from the fitted model for observed tem-
perature, εh,t: the ARCH-LM test for homoscedasticity, the Anderson-Darling test
for normality and the Ljung-Box test for uncorrelatedness of residuals up to order
1. The results presented here are for first run of each climate model.
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4.7 Summary
The main findings from this study are:
• all the observed and CMIP5 simulations of the historical global mean tem-
perature are integrated series of order 1, I(1). Using a combination of tests
with the inclusion of opposing null hypotheses: the ADF and KPSS tests, it
is found that all model runs and the observed series contain one unit root.
• all climate model outputs have one cointegrating relation with the observed
global mean temperature. The likelihood ration based trace test and other
supplemental information such as the computed t-values of the loading coef-
ficients showed that only one of the two eigenvectors establish a stationary
linear relationship between the observed and modeled temperatures.
• the VAR-ML estimates of the long-run relations lie between those of the OLS
and TLS estimates. The estimates were compared for runs within climate
model and for runs from different models. Not only the estimates, but also
the t-ratios for VAR-ML estimates are between those of the other two.
• the TLS estimates have larger spread than the other two.
• the cointegrating VAR(2) provides a well specified model for the bivariate
temperature data. Diagnostic tests show validity of the key model assump-
tions.
Since the observed and modeled temperatures have a cointegrating relations and
the estimates therefrom have a better performance, we once again recommend the
use of VAR-ML methods in detection and attribution studies.
Chapter 5
Time series modelling of causality
in paleoclimatic temperature and
CO2
5.1 Aim
This chapter aims to examine causal links and quantify dynamic interactions be-
tween paleoclimatic Antarctic temperature and atmospheric concentration of CO2.
Data from EPICA Dome C Ice Core 800kyr are used to perform a vector autore-
gressive model test for Granger causality between the two variables.
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5.2 Introduction
Much research indicates that there is a close association between CO2 and tempera-
ture (e.g. Barnola et al. (1987), Petit et al. (1999), Siegenthaler et al. (2005c), Lu¨thi
et al. (2008), Mart´ınez-Garcia et al. (2009)). However, despite the indisputable re-
lationships between these variables, the causality has not been quantified using
long records of historical climate data.
Analysis of leads and lags between different paleoclimate records remains one of the
principal tools used in paleoclimatology to propose and to test hypotheses about
causal relationships between different processes in the climate system (Ganopolski
and Roche, 2009). Such relationships between atmospheric CO2 content and tem-
perature are key to understanding the causes of glacial-interglacial climate tran-
sitions (Mudelsee, 2001). Empirical phase relations between two variables from
paleoclimatic records provides an independent test of geophysical theories.
However the method of Granger causality has not been used to examine causal-
ity using paleoclimatic data. Depending on stationarity or non-stationarity (to be
discussed in next section) of the processes, a VAR or VECM based modeling ap-
proach is employed to test Granger-noncausality hypothesis between paleoclimatic
Antarctic temperature and CO2.
5.3 Data
The paleoclimatic temperature and CO2 data which were used in IPCC AR4 2007
chapter 6 by Jansen et al. (2007) are investigated here. The EPICA (European
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Project for Ice Coring in Antarctica) Dome C ice core 800kyr carbon dioxide and
temperature datasets were obtained from World Data Center for paleoclimatology1.
These data are chosen because they are widely used in the recent paleocliamtic
studies.
The temperature proxy records, using deuterium as a proxy, covering 800kyr before
1950 was originally obtained from Jouzel et al. (2007b) which is described in Jouzel
et al. (2007a). These temperature estimates are made after correction for sea-water
isotopic composition (Bintanja et al., 2005) and for ice sheet elevation (Parrenin
et al., 2007) on EDC3 age scale (Parrenin et al., 2007).
The carbon dioxide record from the EPICA Dome C ice core also covering 800kyr
before 1950 is due to Lu¨thi et al. (2008). This dataset is a composite record of:
0-22kyr Dome C (Monnin et al., 2001), 22-393kyr Vostok (Petit et al., 1999; Pe´pin
et al., 2001; Raynaud et al., 2005), 393-416kyr Dome C (Siegenthaler et al., 2005a),
416-664kyr Dome C (Siegenthaler et al., 2005b) and 664-800kyr Dome C (Lu¨thi
et al., 2008); all in EDC3 age scale.
The unevenly dated original data are first linearly interpolated at 1kyr intervals
to produce regular time series with sampling time of 1000-years. This step is
needed because the analytical methods used in this thesis have been developed
for regular time series data. Although it seems there is no major difference in
results for data interpolated at different intervals, it is preferred to use sampling
frequency of 1kyr for two main reasons. Firstly, since the original CO2 series have a
substantially lower observation frequency than the temperature series, interpolation
at steps lower than 1kyr may produce more imputed CO2 measurements than
1http://www.ncdc.noaa.gov/paleo/pubs/ipcc2007/fig63.html : accessed Feb. 2012
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actual measurements, i.e., one can have successive interpolations using the same
two adjacent values. Secondly, interpolation at larger intervals such as 2kyr produce
smaller samples, and may lead to loss of useful information between successive
observations. The CO2 data are divided by 100 for convenience.
However, it is important to note that such interpolation of irregular time series
could introduce not only a measurement uncertainty, but also a timing uncertainty
into the imputed regular time series.
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Figure 5.1: Time plot of temperature and CO2 for the past 800,000 years: the solid
line is for deviations of temperature from mean of last 1kyr (in ◦C) and the dashed line
is for CO2/100(ppmv)
5.3. Data 113
5.3.1 Memory in the data
Figure 5.1 shows the two time series appear to have cyclical mean-reversion in
which case the unit root hypothesis is usually rejected by standard tests. The
ADF and Phillips-Perron tests (see Table 5.1) reject the hypothesis of unit root for
both paleotemperature and CO2 series. However, rejection of unit root hypothesis
and mean-reversion may not imply stationarity. As shown by Hosking (1981) and
Granger and Joyeux (1980), fractionally integrated non-stationary processes also
display mean-reversion.
Series ADF Phillips-Perron
test stat p-value test stat p-value
Temperature -4.70 < 0.01 -4.75 < 0.01
CO2 -4.27 < 0.01 -3.97 < 0.01
Table 5.1: Unit root tests - temperature and CO2: Both tests reject unit root
hypothesis.
Despite the rejection of the unit root hypotheses, both series have a very slowly
decaying autocorrelation functions (see Figure 5.2). To reconcile these seemingly
contradicting results, one should investigate long memory which can induce such
persistence in a process with no unit root (Diebold and Rudebusch, 1989). This
can be handled by testing if the processes are fractionally integrated. A series is
said to be integrated of order d, denoted by I(d), if it has a stationary, invertible
autoregressive moving average (ARMA) representation after applying the difference
operator (1−L)d, where L is lag operator. When d is not integer, the series is said
to be fractionally integrated.
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Figure 5.2: Autocorrelation Functions of temperature and CO2
As shown by Hosking (1981) autocorrelation at lag l, ρ(l), of an autoregressive
fractionally integrated moving average (ARFIMA) process satisfies ρ(l) ∝ l2d−1 as
l → ∞. This suggests that the memory property of a process depends crucially
on the value of d. Thus the existence of long memory can conveniently be deter-
mined by testing for the statistical significance of the sample fractional differencing
parameter d (Cheung, 1993).
A frequency domain based test due to Geweke and Porter-Hudak (1983) is used to
assess the memory pattern and fractional integration in the two parent series. This
test is based on a regression of the ordinates of the log spectral density on a trigono-
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metric function of frequencies. That is, suppose a process yt (t = 1, 2, · · · , T ) can
be represented by (1−L)dyt = εt, where εt is a stationary linear process with vari-
ance σ2 and spectral density function fε(ω). Then the spectral density function of
yt, fy(ω), is given by (Geweke and Porter-Hudak, 1983):
fy(ω) = (σ
2/2pi)[4sin2(ω/2)]−dfε(ω) (5.1)
where ω is frequency. Multiplying the right hand side of (5.1) by fε(0)/fε(0) and
taking the logarithms, one gets
ln{fy(ω)} = ln{σ2fε(0)/2pi} − d ln{4sin2(ω/2)}+ ln{fε(ω)/fε(0)} (5.2)
Let ωj,T = 2pij/T (j = 0, 1, 2, · · · , T − 1) be the harmonic frequencies and I(ωj,T )
denote the periodogram at these frequencies. Evaluating (5.2) at ωj,T and adding
ln{I(ωj,T )} − ln{fy(ωj,T )} to both sides of the resulting equation, one gets
ln{I(ωj,T )} = ln{σ2fε(0)/2pi} − d ln{4sin2(ωj,T/2)}+ ln{fε(ωj,T )/fε(0)}
+ ln{I(ωj,T )/fy(ωj,T )} (5.3)
This later formulation in (5.3) is analogous to a simple linear regression with de-
pendent variable ln{I(ωj,T )}, explanatory variable ln{4sin2(ωj,T/2)}, the distur-
bance term ln{I(ωj,T )/fy(ωj,T )} and the intercept term ln{σ2fε(0)/2pi} plus mean
of ln{fε(ωj,T )/fε(0)}. For long memory processes the harmonic frequencies are near
to zero (low frequency) and thus the ln{fε(ωj,T )/fε(0)} term would be negligible.
The proposed estimator of d, therefore, is the slope coefficient in the least squares
regression (5.3).
A time series process is both stationary and invertible when −1
2
< d < 1
2
(Hosking,
1981) with a long-memory, if 0 < d < 1
2
, and short-term memory, if −1
2
< d < 0.
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When d ∈ [0.5, 1), the process will be covariance non-stationary but mean-reverting,
since an innovation will have no permanent effect on its value (Hosking, 1981;
Caporale and Gil-Alana, 2005). Such a process is called “less non-stationary” than
a unit root process (e.g. Robinson (1994)). If d = 1, the process would be both
covariance-nonstationary and not mean-reverting (e.g. see processes in chapter 3
and chapter 4 of this thesis).
The results from GPH procedures (see Table 5.2) show that the paleoclimatic tem-
perature and CO2 series are stationary and invertible. Both series have a signifi-
cant, but less than 0.5, fractional differencing parameter d. This implies that the
processes have long memories, which might have induced persistence therein. This
reconciles the rejection of unit root hypothesis and slow decay of autocorrelation
functions. However, it should be noted that the GPH estimator of the fractional
difference parameter is criticized to be biased even for large samples (e.g. Choi and
Wohar (1992)).
Memory parameter Estimate Std. err. t ratio p-value
dy1 0.13 0.15 0.89 < 0.001
dy2 0.46 0.15 3.12 < 0.001
Table 5.2: The Geweke and Porter-Hudak semiparametric long memory estimates for
temperature and CO2: dy1 for temp and dy2 for CO2
Stationary VAR(2) models, neglecting the long-memory for the sake of having
feasible model for the intended test, are used in the rest of this chapter to examine
Granger noncausality between the two series.
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5.4 VAR(2) modelling
Bearing in mind that the two processes under consideration are stationary and
invertible, one can use Granger-type causality tests based on VAR estimates. Under
stationarity, the standard VAR summary statistics like Granger-causality tests and
impulse response functions are well-accepted and widely used methods (Stock and
Watson, 2001).
5.4.1 VAR model with homoscedasticity assumption
A simple approach is to assume the two series can be modelled as a VAR(2) process.
In the VAR(2) model (for y1-temperature and y2- CO2)y1,t
y2,t
 =
pi11,1 pi12,1
pi21,1 pi22,1

y1,t−1
y2,t−1
+
pi11,2 pi12,2
pi21,2 pi22,2

y1,t−2
y2,t−2
+ εt (5.4)
the absence of Granger causality of CO2 on temperature is stated as H0c: pi12,1 =
pi12,2 = 0, whereas the null hypothesis of noncausality of temperature on CO2 is H0t:
pi21,1 = pi21,2 = 0. Rejection of either of these null hypotheses implies presence of
Granger causality in the specified directions. The hypothesis of no feedback (two-
way causality) is also stated as H0ct: pi12,1 = pi12,2 = pi21,1 = pi21,2 = 0. The two
unidirectional hypotheses, H0c and H0t, are based on each equation for temperature
and CO2 respectively, while the joint hypothesis, H0ct, makes use of both equations
simultaneously. Rejection of H0ct provides a stronger evidence about occurrence of
feedback than the joint rejection of H0c and H0t does.
A chi-square type Wald test (see Lu¨tkepohl (2005, pp. 102-103)) is used to test the
joint significances of causal parameters and also the t-test is used to test signifi-
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cance of individual coefficient. The Wald test is preferred because it is easier to
apply and more appropriate test when testing for Granger causality (e.g. Taylor
(1989); Boudjellaba et al. (1992)). The Wald statistics under H0c, H0t and H0ct
are denoted by Wc, Wt and Wct respectively. Estimates of VAR(2) coefficients and
their respective p-values are shown in Table 5.3. The Wald test of zero restrictions
on pi12,1 and pi12,2 gives Wc = 90.11 with p-value = 0. For zero restrictions on pi21,1
and pi21,2, the test statistic is Wt = 88.02 with p-value = 0 and for the no feedback
hypothesis, we have Wct = 140.94, with p-value = 0.
Coefficient Estimate Std. err. t ratio p-value
pi11,1 1.01 0.05 20.3 < 0.001
pi12,1 2.86 0.68 4.19 < 0.001
pi11,2 -0.05 0.05 -1.05 0.29
pi12,2 -2.96 0.68 -4.35 < 0.001
pi21,1 0.02 0.003 6.04 < 0.001
pi22,1 1.18 0.06 21.71 < 0.001
pi21,2 -0.02 0.003 -6.4 < 0.001
pi22,2 -0.19 0.06 -3.42 0.001
Table 5.3: Estimates of the VAR(2) parameters: All parameters, except pi11,2, are
significant at 0.1%.
Therefore, all the unidirectional and bidirectional noncausality hypotheses are
strongly rejected, implying that a two-way causality (feedback)2 is occurring be-
tween the two variables. Combining these results to what can be seen in Figure
2The two-way Granger causality may suggest that there is a third unobserved real causal
influence that drives both temperature and CO2.
5.4. VAR(2) modelling 119
time(kyr)
ε^ y
1
0 200 400 600 800
−
3
−
2
−
1
0
1
2
a)
time(kyr)
ε^ y
2
0 200 400 600 800
−
0.
2
0.
0
0.
1
0.
2
0.
3
b)
−10 −8 −6 −4 −2 0 2 4
0.
0
1.
0
2.
0
3.
0
y1
|ε^ y
1|
c)
1.8 2.0 2.2 2.4 2.6 2.8
0.
00
0.
10
0.
20
y2
|ε^ y
2|
d)
−3 −2 −1 0 1 2 3
−
3
−
2
−
1
0
1
2
Standard Normal Quantiles
ε y
1
^
 
 
Q
ua
nt
ile
s
e)
−3 −2 −1 0 1 2 3
−
0.
2
0.
0
0.
1
0.
2
0.
3
Standard Normal Quantiles
ε y
2
^
 
 
Q
ua
nt
ile
s
f)
Figure 5.3: Diagnostic plots of residuals from the estimated VAR(2) assuming ho-
moscedasticity. Panel (a) and (b) are time plots of temperature and CO2 residuals
respectively; panel (c) and (d) are scatter plots, with locally weighted LS smoothers,
of absolute values of residuals against observed series of temperature and CO2 re-
spectively; panel (e) and (f) are the Q-Q plots of temperature and CO2 residuals
respectively
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5.1, it can be noted that during most of the glacial periods temperature falls and
then CO2 follows after about 1kyr. Whereas during the interglacial periods CO2
increases first and then temperature follows after nearly 1kyr on average.
Residual analysis of the estimated VAR(2) model suggests that the model is not
well-specified - the residuals do not have constant variance (see Figure 5.3a-d).
Variabilities in the residuals are not time invariant.
Thus, it is necessary to consider a more complex model that can account for such
behavior. Autoregressive conditionally heteroskedastic (ARCH) models, invented
by Engle (1982), and its generalized form (GARCH), proposed by Bollerslev (1986)
are the recommended approaches under situations where constant variance assump-
tions are not satisfied.
5.4.2 VAR with GARCH effect
In this section, VAR(2) model with a generalized autoregressive conditional het-
eroscedasticity (GARCH) effect is estimated as an alternative method to test
Granger causality. If the vector process Yt =
y1,t
y2,t
, described above, has a
time varying conditional covariance matrix Ht, then VAR(2)-GARCH(1,1) model
is:
Yt = Π1Yt−1 + Π2Yt−2 + εt
εt = H
1/2
t ut
(5.5)
where Ht is a 2×2 positive definite matrix of conditional variances and covariances
and ut
iid∼ N (0, I2).
The conditional variance, given all the available past information up through
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time t-1, say It−1, is V ar (Yt|It−1) = V ar(εt) = H1/2t V ar(ut)(H1/2t )′= Ht =h11,t h12,t
h12,t h22,t
. The vector of disturbances εt is assumed to have a conditional
normal distribution with zero mean vector and time dependent covariance matrix
Ht, i.e., εt|It−1 ∼ N (0,Ht). The Q-Q plots in Figure 5.3 and 5.4 help to justify
this assumption for the unconditional and conditional cases respectively at 95%
confidence.
Bollerslev (1986) suggested modelling the conditional variances using autoregressive
moving averages. For example, for the GARCH(1,1) model, each element of Ht
depends on values of the squares and cross-products of εt at lag 1, as well as values
of the elements of Ht at lag 1 and also on an intercept as in (5.6). For Ht =
vec (Ht) and ηt = vec (εtε
′
t), where vec(·) is the vector operator that stacks the
columns of the matrix, the full parametrization of Ht can be written as
Ht = c0 + Aηt−1 + BHt−1 (5.6)
where c0 is a 4× 1 vector of intercepts, A and B are 4× 4 coefficient matrices.
To implement this, it is desirable to eliminate the redundant and less relevant terms
in Ht and restrict the above parametrization further (Engle and Kroner, 1995). For
the computational purpose, a constant conditional correlation (CCC) multivariate
GARCH specification introduced by Bollerslev (1990) is estimated here. Omitting
the off-diagonal terms in Ht and (εtε
′
t), one can reduce (5.6) into:
H[ccc]t = c˜0 + A˜η[ccc]t−1 + B˜H[ccc]t−1 (5.7)
where H[ccc]t = (h11,t, h22,t)′, η[ccc]t = (ε1,t, ε2,t)′, c˜0 is a 2 × 1 vector of GARCH
intercepts, A˜ and B˜ are 2× 2 matrices of GARCH coefficients. To further simplify
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the model and its computation, we fixed the off-diagonal elements of A˜ and B˜ to
be zero before running the model.
Therefore, the VAR(2) model in (5.5) is estimated here accounting for conditional
variances of the form given in (5.7). The Wald statistics under different hypothesis
settings discussed in section 5.4.1 are found to be Wc=76.04 with p-value = 0,
Wt=58.59 with p-value = 0 and Wct = 97.87 with p-value = 0.
Parameter Estimate Std. err. t ratio p-value
pi11,1 1.05 0.05 20.29 < 0.001
pi12,1 2.88 0.63 4.57 < 0.001
pi11,2 -0.08 0.05 -1.46 0.15
pi12,2 -2.96 0.63 -4.68 < 0.001
pi21,1 0.02 0.004 4.56 < 0.001
pi22,1 1.27 0.05 25.81 < 0.001
pi21,2 -0.02 0.004 -4.68 < 0.001
pi22,2 -0.27 0.05 -5.48 < 0.001
c˜
1/2
01 0.44 0.05 – –
a˜11 0.24 0.04 5.54 < 0.001
b˜11 -0.67 0.05 -14.22 < 0.001
c˜
1/2
02 0.04 0.004 – –
a˜22 0.37 0.09 3.94 < 0.001
b˜22 -0.38 0.13 -2.79 0.005
Table 5.4: Estimates of the VAR(2)-GARCH(1,1) parameters
The Granger noncausality results agree with those in previous section. Statistical
significance of pi12,1 and pi12,2 in the temperature equation, together with the Wald
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test results, show that past history of CO2 has significant impact on prediction of
temperature. Likewise the Statistical significance of pi21,1 and pi21,2 imply impor-
tance of temperature in predicting CO2. This strengthens the claim for existence
of two-way Granger causality. The pi11,2 parameter is statistically not significant
in both VAR with and without GARCH models, while pi12,2 is significant. This
may suggest that temperature is better predicted by distant history of CO2 than
distant history of its own.
The suspected GARCH effect is found to be significant in both variables implying
that they have time dependent conditional variances. It can also be seen from
Figure 5.4 that the time-evolving behaviour in variabily is considerably reduced as
compared to in Figure 5.3 indicating that the VAR model with the GARCH effect
is better specified than the earlier VAR model.
Another interesting feature is the possible presence of switching mechanisms in
the processes. The time series in Figure 5.1 suggests that both temperature and
CO2 are switching stochastically between two regimes (the glacial and interglacial
periods). In addition to this, the modulus of one of the autoregressive roots for the
VARs estimated above (with and without GARCH) is very close to 1. This is in
contradiction to stationarity of the processes discussed in section 5.3.1. A potential
cause of this contradiction could be that the process is non-linear.
The stable VAR model with time invariant parameters is inappropriate for regime-
switching processes. Thus it is important to explore models that can account for
such switchings and hidden non-linearities.
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Figure 5.4: Diagnostic plots of residuals adjusted for the GARCH effect. Panels
in the left column are for adjusted residuals of temperature and those in the right
column are for that of CO2.
5.4.3 Markov-switching VAR model with GARCH
The Markov regime-switching model, introduced by Hamilton (1989), is used to
model time series which are subject to occasional discrete changes in regime. The
general idea behind this class of models is that some (or all) parameters of the
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stochastic data-generating process are assumed to be time-varying but constant
conditional on an unobserved state variable, say st, indicating the state at which
the process prevails at time t. These models are capable of allowing for some quite
complex non-linear dynamics and yet remain tractable (Smith, 2008).
For the two-state processes, the unobservable discrete-valued regime variable st
assumes two values, 1 - when the processes are at glacial state and 2 - when the
processes are at interglacial state. A complete description of the probability law
governing the observed data would then require a probabilistic model of what
caused the change from st = 1 to st = 2.
This section considers a regime-generating process which is the realization of Markov
chain with two states defined by the transition probabilities:
Pr(st = i|st−1 = j) = pij
2∑
i=1
pij = 1 for i, j = 1, 2
(5.8)
The Markov process is assumed to be irreducible (has non-zero probability of get-
ting to any state from any state). Thus, for a two-regime process, the parameters
of Markov transition probabilities can be given as P =
p11 p12
p21 p22
. For instance
p12 is the probability that the process will be at glacial period this year given it was
at interglacial period 1000 years ago. In other words, p12 signifies the probability
that this year will be at glacial period given that 1000 years ago was at interglacial
period.
Markov-switching VAR(2) model with GARCH(1,1), allowing the model’s autore-
gressive parameters to vary across the two states, is estimated. For simplicity,
5.4. VAR(2) modelling 126
it is assumed that the GARCH parameters remain same for the two regimes. A
two-state Markov switching version of (5.5) is given by:
Yt =

Π1,1Yt−1 + Π2,1Yt−2 + ε1,t when st = 1
Π1,2Yt−1 + Π2,2Yt−2 + ε2,t when st = 2
(5.9)
with both ε1,t and ε2,t having same GARCH parameters. One can also write (5.9)
in a more compact form as
Yt = Π1(st)Yt−1 + Π2(st)Yt−2 + εt (5.10)
where Π1(st) and Π2(st) are 2 × 2 matrices of autoregressive coefficients in state
st, and εi,t ∼ N (0,Ht), i = 1, 2.
Model (5.10) has been fitted to the temperature and CO2 data. The regime-specific
noncausality hypotheses are redefined as H0c(st): pi12,1(st) = pi12,2(st) = 0, H0t(st):
pi21,1(st) = pi21,2(st) = 0 and H0ct(st): pi12,1(st) = pi12,2(st) = pi21,1(st) = pi21,2(st)=0.
Estimates of the Markov transition probabilities P =
0.96 0.54
0.04 0.46
 indicate the
irreduciblity of the process. The estimated autoregression coefficients and their
respective p-values are shown in Table 5.5. For regime 1 (glacial period) the results
are more or less similar to the results obtained in section 5.4.2. The Wald statistics
under each of the noncausality and no-feedback hypotheses at regime 1 are obtained
to be Wc(1) = 54.09, Wt(1) = 19.72 and Wct(1) = 81.49 all with p-value < 0.001.
These results and the computed transition probabilities show that the process,
although it is irreducible, is dominated by regime 1 (this can also be seen from
Figure 5.1).
The p-value, which can be considered as the probability of occurrence of the ob-
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Parameter Estimate Std. err. t ratio p-value
Regime 1
pi11,1 0.95 0.05 18.38 < 0.001
pi12,1 3.56 0.64 5.55 < 0.001
pi11,2 0.02 0.05 0.45 0.65
pi12,2 -3.66 0.64 -5.69 < 0.001
pi21,1 0.01 0.003 4.28 < 0.001
pi22,1 1.28 0.04 29.48 < 0.001
pi21,2 -0.01 0.003 -4.42 < 0.001
pi22,2 -0.28 0.04 -6.52 < 0.001
c˜
1/2
01 0.37 0.05 – –
a˜11 0.20 0.04 4.64 < 0.001
b˜11 -0.69 0.05 -13.09 < 0.001
c˜
1/2
02 0.03 0.002 – –
a˜22 0.27 0.06 4.40 < 0.001
b˜22 -0.47 0.08 -5.73 < 0.001
Regime 2
pi11,1 1.26 0.16 7.67 < 0.001
pi12,1 1.10 1.68 0.66 0.51
pi11,2 -0.38 0.14 -2.65 0.01
pi12,2 -0.94 1.69 -0.56 0.58
pi21,1 0.007 0.02 0.42 0.68
pi22,1 1.22 0.27 4.58 < 0.001
pi21,2 -0.01 0.02 -0.87 0.39
pi22,2 -0.19 0.27 -0.73 0.47
Table 5.5: Estimates of the Markov-switching VAR(2)-GARCH(1,1) parameters.
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served relationship (e.g. between temperature and CO2) in a sample by pure
chance, depends on the size of the sample. If there are very few observations,
then there are also respectively few possible combinations of the values of the vari-
ables and, thus, the probability of obtaining by chance a combination of those
values indicative of a strong relation would be relatively high. This may be the
reason for having higher p-values in regime 2, where we have fewer observations
(interglacial periods last for short time). However, despite lack of statistical signif-
icance of individual coefficients, the Wald test of joint zero restrictions on causal
parameters are still significant at regime 2 as well. That is, Wc(2) = 20.47 with
p-value = 0, Wt(2) = 20.36 with p-value = 0 and Wct(2) = 25.06 with p-value = 0.
Since testing a series of single hypotheses is not equivalent to testing those same
hypotheses jointly, these results should not be contradictory3. In general these
values also suggest, to a limited extent, the existence of two-directional causality
in regime 2 as well.
Although the overall findings are similar for all the models considered in this chap-
ter, the regime switching model seems more appropriate to this data in which a
hidden non-linearity may exist. The diagnostic plots in Figure 5.5 also show that
the regime switching model is well-specified.
The Granger causality test only shows direction of causality, not the magnitude. So,
in addition to detecting the presence and direction of causality, it is also important
to quantify the dynamic interactions between the two variables. Impulse response
analysis is a helpful tool for this.
3This may happen because in a joint test of several hypotheses any single hypothesis can be
affected by the information in the other hypotheses
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Figure 5.5: Diagnostic plots of adjusted residuals-Markov switching VAR with
GARCH. Panels in the left column are for adjusted residuals of temperature and
those in the right column are for that of CO2.
5.5 Impulse response analysis
Impulse response describes how variables in a system react over time to a one-time
shock (impulse) on one or more variables. If there is a reaction of one variable to an
impulse in another variable we may call the latter causal for the former (Lu¨tkepohl,
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2005, pp. 51).
In a system with bidirectional causality, in particular, it is important to further
quantify the level of reactions in each direction to assess the relative extents to
which one causes the other. The VAR models estimated in previous sections are
used for a brief assessment of dynamic interactions between temperature and CO2.
The stationary VAR(2) model can be represented by a vector MA(∞) model (5.11),
where Yt is expressed as a convergent sum of the history of εt.
Yt = Ψ0εt + Ψ1εt−1 + Ψ2εt−2 + · · · (5.11)
where Ψ0 = I2 is a 2×2 identity matrix and Ψl is a 2×2 matrix of MA coefficients
which can be computed (Lu¨tkepohl and Saikkonen, 1997) recursively as
Ψl =
l∑
j=1
Ψl−jΠj, l = 1, 2, · · · (5.12)
with Πj = 0 for j > 2. The Ψl matrix has interpretation
∂Yt+l
∂εt
= Ψl (5.13)
For example, element [Ψl]12 identifies the consequences of a unit increase in CO2’s
innovation at date t (ε2,t) on the temperature at time t+ l (y1,t+l), holding the two
innovations at all other dates constant (Hamilton, 1994, pp.318). A plot of the
(i, j)th element of Ψl as a function of l is called impulse-response function (IRF).
In impulse response analysis one is not interested in the mean of the system but
just in the variations of the variables around their means. Thus assuming that
both temperature and CO2 are at zero state before a shock, we compare variations
from zero (for external shock) and from one (for own shocks). The IRFs for each
of the models estimated above are discussed below.
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(I) VAR(2) without GARCH
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(II) VAR(2) with GARCH(1,1)
Figure 5.6: Impulse-response functions of single-regime based VAR(2) with and
without GARCH effect. Panel (a) and (b) are responses of temperature to a unit
shock in temperature and CO2 respectively; panel (c) and (d) are responses of CO2.
Figure 5.6 displays the IRFs of the VAR models discussed in section 5.4.1 and
5.4.2. Both the with and without GARCH estimations show a unit4 shock to CO2
increases the change in temperature up to a maximum of 4 units (see upper right
panels of Figure 5.6I and 5.6II). The induced increment in temperature reaches
a maximum about 3-4kyrs after the initial CO2 shock occurs. Likewise, a unit
shock to temperature increases CO2 approximately up to 0.023 units with a peak
reached approximately 2-3kyrs after the shock was applied in temperature (lower
left panels of 5.6I and 5.6II). The effect of a shock in temperature on temperature
is to cause a quick decay without inducing further increment in subsequent periods
4The change (from mean of the last 1kyrs) in temperature is measured in unit of ◦C and CO2
is measured in unit of 100ppmv.
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while a shock in carbon dioxide induces further increment in carbon dioxide which
can take about 5kyrs later to reach maximum.
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Figure 5.7: Impulse-response functions for the Markov-switching VAR(2) model
with GARCH: Panel (a) and (b) are responses of temperature to a unit shock in
temperature and CO2 respectively; panel (c) and (d) are responses of CO2.
In both models the effect of a unit shock in any of the variables dies away rapidly
due to the stability of the systems, except the response of CO2 to its own shock
which declines very slowly. The possible reason for this could be the fact that CO2
stays longer in atmosphere and hence the induced increment also lasts longer before
vanishing.
The IRF for the Markov-switching model is obtained by setting up two regular
VAR(2) models in (5.9) with the estimated coefficients from each regime. Figure
5.7 depicts responses of the two variables for cross and own shocks in each regime.
The reactions in regime 1 (glacial periods) are more or less similar to the above
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single-regime cases. However, responses of both variables to a shock in CO2 in
regime 2 are quite different from all the other cases. In regime 2 (interglacial
periods) a unit shock in CO2 induces a persistent increase in both variables (see
right panels of Figure 5.7II). This may indicate that an unexpected rise in CO2
has a permanent (long-run) effect on its own and also on temperature during the
interglacial periods, which in turn may indicate a “runaway climate change” where
internal positive feedback effects cause the climate to continue changing without
further external forcings (Hansen et al., 2007). It may also imply non-stability of
the variables in this regime.
The results from impulse response analysis support the existence of bidirectional
Granger causality in addition to quantifying the size and duration of effects. As
expected, the size and duration of responses differ in the two variables.
5.6 Summary
In order to investigate causal links between temperature and CO2, this chapter fits
5
various time series models to paleoclimatic temperature and CO2 data covering the
last 800kyrs. The original unevenly dated data were first linearly interpolated at
1kyr time step to produce a regular time series.
Both series appear to be stationary. Standard unit root tests such as the augmented
Dickey Fuller and Phillips-Perron tests rejected unit root hypothesis for both series.
To further examine if the processes are fractionally integrated, a frequency domain
5All the VAR modeles in this chapter were fitted using Tsm software developed by Professor
James Davidson.
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based test due to Geweke and Porter-Hudak (1983) was used. This later test also
shows that both paleoclimatic temperature and CO2 are stationary and invertible
over the entire sample period of 800kyrs.
Given the stationarity of the processes, various VAR models were used to test
Granger noncausality hypotheses: VAR(2) with and without GARCH effect, and
Markov-switching VAR(2) with GARCH. For all these models, a two-way Granger
causality is detected in both variables.
The impulse response analysis reveal that each variable reacts to impulse (shock)
in other variable. Reactions of the variables differ in size and time taken for the
induced change to reach its maximum. Majority of the estimated models show that
a change in 100ppmv of CO2 can induce an increase of up to 4
◦C in temperature,
whereas a 1◦C increase in changes in temperature induces up to 2.3ppmv increase in
CO2. It takes 3-4kyrs for the induced change in temperature to reach a maximum,
and it takes about 2-3kyrs for the induced change in CO2 to reach its maximum.
However, although with limitation due to small sample size, one can see that these
quantifications take a different form in the interglacial period. In this period, a unit
shock in CO2 causes an explosive and seemingly permanent increase, which persists
for at least 20kyr, in both temperature and CO2. A unit shock in temperature
causes a very little or no increase in CO2 during the hotter interglacial period. In
general, these results show that there is stronger causality from CO2 to temperature
than that in the opposite direction.
Chapter 6
Conclusions and future directions
6.1 Thesis summary
The major contribution of this thesis is the introduction and testing of cointegra-
tion method for detection and attribution of climate change. Previous regression
methods and the new cointegration methods are critically compared and evaluated
using both synthetic and real historic and climate model datasets. Three estima-
tion methods, namely, the OLS and TLS estimation of the static regression model
and the maximum likelihood estimation of the cointegrating VAR(2) model are
employed to estimate the scaling factor.
In chapter 3, synthetic data generated using a simple stochastic ‘toy’ model of
climate-carbon system is used as a test bed for estimation. The estimates are eval-
uated in terms of desirable statistical properties such as consistency, unbiasedness
and relative efficiency. Robustness of the results is tested using data from different
toy models and at different sample sizes. The results show that the OLS estimates
135
6.1. Thesis summary 136
are negatively biased compared to the other two approaches. The TLS estimates,
although less biased than the OLS, are positively biased compared to the maximum
likelihood estimates of the cointegrating VAR model. Unlike the OLS and TLS ap-
proaches, the maximum likelihood estimates of the cointegrating VAR model do
not have a noticeable bias.
The mean square errors of all the estimates converge to zero as sample size tends to
infinity and thus all the three estimates are consistent, i.e., the estimates converge
to the true value as sample size increases. However, their rates of convergence are
not same. The MSEs of estimates from the cointegrating VAR model converge
quicker than the other approaches.
The relative efficiency of the maximum likelihood estimates of the cointegrating
model is better than those of the OLS and TLS estimates. However, the later two
estimates do not have dominance one on the other in terms of efficiency - OLS is
more efficient than TLS for small samples and TLS is better than OLS for moderate
to large samples. Therefore, the cointegrating VAR(2) approach is more efficient
than the estimates of the previous regression approaches.
In chapter 4, the approaches were compared on real historic global mean tem-
perature data and CMIP5 simulations, and similar conclusions were found. This
analysis also showed that all the CMIP5 simulations and historic temperatures are
I(1) processes, and all the CMIP5 models have a cointegrating relationship with ob-
served temperature. The VAR-ML estimates of the scaling factor lie between those
of the OLS and TLS estimates. In all ensemble estimations, the OLS estimates lie
below the other two estimates; confirming that the OLS estimates underestimate
the true scaling factor. Large sampling uncertainty in TLS estimates is also evident
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in this analysis.
Therefore, it can be concluded that the OLS estimates are negatively biased and the
TLS are less biased but very uncertain, whereas the VAR based ML estimates are
less biased, and are more efficient and consistent estimates. In addition, the coin-
tegrating VAR model allows one to diagnose the changes in climatic variables into
a long-run and short-run components. All the results obtained here indicate that
one can do better using the cointegrating VAR approach in detection-attribution .
Another contribution of the thesis is investigation of the relationship between pale-
oclimate temperatures and CO2, and quantifying the dynamic interaction between
these variables. Given the rejection of unit root hypothesis for both variables over
the past 800kyr, a Granger non-causality test was performed using a stationary
VAR model. In attempt to capture the regularities in the data, different versions
of the VAR model were tested.
Tests using VAR(2) without GARCH effect showed that feedback (causality in both
directions) is occurring between the two variables. To account for a suspected con-
ditional heteroscedasticity, the test was repeated using VAR(2) with GARCH(1,1)
effect. The results in this case also showed the existence of feedback. Finally, a
model that can handle the observed switching behavior in the data, namely, the
Markov-switching VAR(2) with GARCH(1,1) was used to test for Granger non-
causality. Tests based on this model also showed occurrence of feedback during
the glacial periods. However, due to very small sample size, the inference for inter-
glacial periods is too limited. Thus, there is strong evidence showing the existence
of feedback between temperature and CO2 during glacial periods. Nonetheless,
further study using instrumental data is recommended to investigate causality in
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the interglacial periods.
The impulse response analysis, using the VAR(2) models estimated in chapter 5,
reveal that paleoclimatic temperature and CO2 react to impulse (shock) in another.
A change in 100ppmv of CO2 can induce an increase of up to 4
◦C in temperature,
whereas a 1◦C increase in temperature induces up to 2.3ppmv increase in CO2. It
takes 3-4kyrs for the induced change in temperature to reach a maximum, and it
takes about 2-3kyrs for the induced change in CO2 to reach its maximum.
6.2 Critique of the VAR(2) approach
The VAR(2) model has been just chosen for the sake of simplicity. Although there
has not been a noticeable model specification problem in this study,
• VAR models of higher order might provide better fits to the data;
• vector autoregressive moving average (VARMA) models could also be tested;
• one can fit and evaluate the cointeegrating VAR(2) models in chapter 3 and
chapter 4 relaxing the constant variance assumption.
• no exogenous forcing variable was included in the model. Inclusion of relevant
exogenous variables might improve the fit of model more.
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6.3 Future directions
The multivariate form of the bivariate VAR model discussed in this thesis can be
used to model as many climatic variables as possible. For instance, one of the aims
in detection and attribution study is evaluating the relative contributions of multi-
ple causal factors to a change in climate with an assignment of statistical confidence.
The cointegrating VAR model approach is suitable to evaluate contributions of as
many casual forcings as possible.
Thus, possible future directions related to this work could be:
• Incorporating spatial components in the VAR model: The cointegra-
tion modeling discussed in this thesis accounts for non-stationarity in time
(temporal non-stationarity) of climatic variables. Thus it can only be used
for detecting changes through time and attributing the detected temporal
changes to the assumed forcing(s). The next possible work in this respect is
to extend this approach to spatio-temporal series. That is to evaluate cointe-
gration method incorporating the spatial dimension of the climatic variables:
spatial cointegration for spatially integrated system.
Considering the spatial components of the climatic variables, the multivariate
VAR model can be dealt with as follows - using panel data which contains
observations on multiple spatial units observed over multiple time periods
for the same climatic variable. To state the model formally, let us assume
that a K-variate random vector is observed at regular time intervals over
a set of N spatial units. Letting zikt denote the value of the k
th random
variable (k = 1, 2, · · · , K) recorded on the ith location (i = 1, 2, · · · , I) at
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time t (t = 1, 2, · · · , T ), and stacking observations by variable and location,
a standard VAR(p) specification for this data environment can be expressed
(Di Giacinto, 2010) in the usual form as :
zt = Π1zt−1 + Π2zt−2 + · · ·+ Πpzt−p + εt, t = 1, 2, · · · , T (6.1)
where Πj (j = 1, 2, · · · , p) is an unrestricted KI × KI coefficients matrix
and where the following positions are made:
zt = (z11t, · · · , zK1t, · · · , z1It, · · · , zKIt)′
εt = (ε11t, · · · , εK1t, · · · , ε1It, · · · , εKIt)′
(6.2)
not to mention the details. This VAR(p) model has a spatial vector error
correction model (SpVECM) form as shown in Beenstock and Felsenstein
(2010). The SpVECMs incorporate spatial as well as temporal dynamics
and encompass three different types of cointegration: 1. local cointegration,
where non-stationary panel data are cointegrated within spatial units but
not between them, 2. spatial cointegration, where non-stationary variables
are cointegrated between spatial units but not within them, and 3. global
cointegration, where non-stationary spatial panel data are cointegrated both
locally and spatially (Beenstock and Felsenstein, 2010).
• Inclusion of exogenous variables: Separate vectors of endogenous and
exogenous variables can be modeled in a VAR model. This helps comparison
of contributions from a broader set of causal factors to changes in climate.
Including relevant exogenous variables in the VAR model, one can test if some
exogenous variables cause changes in climate. Some of the anthropogenic
and natural factors can be considered in the model as exogenous variables.
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Emissions (natural and anthropogenic) of principal greenhouse gases such
as carbon dioxide, methane, and nitrous oxide, and natural factors such as
variation in solar radiation and variations in the Earths orbit around the Sun
can be used (depending on the availability of data) in the analysis.
The VAR(p) model in (2.3) with a vector of exogenous variables gt of lag
length s, usually denoted by VARX(p,s), can be given as:
zt =
p∑
j=1
Πjzt−j +
s∑
j=0
Cjgt−j + εt (6.3)
For a cointegrating non-stationary system, the vector error correction form
of (6.3) could be established as in Lu¨tkepohl (2005, ch.10) for example. See
also Pesaran et al. (2000) for more details.
• Replicate some of the previous studies using the new method: As
shown, the maximum likelihood estimates of the cointegrating VAR model
are more reliable than those of the existing regression methods. Therefore,
one can replicate some of the previous detection-attribution studies using the
new cointegrating VAR modeling.
Glossary of Acronyms
ACF Autocorrelation function
ADF Augmented Dickey-Fuller
AR4 Assessment Report 4
ARCH Autoregressive Conditional Heteroscedastic
ARCH-LM Autoregressive Conditional Heteroscedastic based La-
grange Multiplier
ARFIMA Autoregressive Firactionally Integrated Moving Average
ARMA Autoregressive Moving Average
BLUE Best, Linear Unbiased Estimator
CFC Chlorofluorocarbon
CMIP2 Coupled Model Intercomparison Project 2
CMIP5 Coupled Model Intercomparison Project 5
DC Dome Concordia
DGP Data Generating Process
DS Difference-Stationary
ECM Error-Correction Model
EPICA European Project for Ice Coring in Antarctica
EDC EPICA Dome C
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GARCH generalized autoregressive conditional heteroskedastic-
ity
GCM General Circulation Model
GISS Goddard Institute of Space Studies
GPH Geweke and Porter-Hudak
GRT Granger’s Representation Theorem
GT Global Temperature
IGBP International Geosphere-Biosphere Program
IPCC Intergovernmental Panel on Climate Change
KNMI Koninklijk Nederlands Meteorologisch Instituut
KPSS Kwiatkowski-Phillips-Schmidt-Shin
LM Lagrange Multiplier
MA Moving Average
ML Maximum Likelihood
MLE Maximum Likelihood Estimate
MSE Mean Square Error
NAO North Atlantic Oscillation
NASA National Aeronautics and Space Administration
NDVI Normalized Difference Vegetation Index
OLS Ordinary Least Square
PCMDI Program for Climate Model Diagnosis and Intercompar-
ison
Q-Q Quantile-Quantile
RE Relative Efficiency
RSS Residual Sum of Squares
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SST Sea Surface Temperature
TLS Total Least Square
TS Trend-Stationary
VAR Vector Autoregressive
VAR-ML Vector Autoregressive based Maximum Likelihood
VECM Vector Error Correction Model
Glossary of Notations
A\B set of all elements of a set A not contained in the set B
A|B A given B, for any two events A and B
AR(p) autoregressive model of order p
Cov(· , ·) covariance between · and ·
det(·) determinant of ·
dy1 memory parameter of paleoclimate temperature
dy2 memory parameter of paleoclimate CO2
E(·) expected value of ·
F F-statistic
F (·) cumulative distribution function: F (·) = Pr(X ≤ ·)
ht anomaly of historically observed global mean temperature in year
t
h′ lead time
hii,t conditional variance of the i
th error term in VAR(2) model with
GARCH effect
I identity matrix
I(d) integrated process of order d
J ensemble size (number of runs) of a climate model
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i, j, s index variables
k number of variables in VAR(p) model
L lag operator
L(·) likelihood function
Mi.j j
th run of the ith climate model
m maximum order of autocorrelation in Ljung-Box test for serial cor-
relation
q number of explanatory variables in multiple regression model
Q˜(r̂) Ljung-Box test statistic
R2 coefficient of determination
t time index, t = 1, 2, 3, · · · , T
Var(·) variance of ·
VAR(p) vector autoregressive model of order p
vec(·) vector operator that stacks the columns of the matrix ·
xt value of x variable at time t
x∗t true value of the observed xt in TLS regression
xt−j value of xt at time t− j
yt value of y variable at time t
y∗t true value of the observed yt in TLS regression
yt−j value of yt at time t− j
z roots of the characteristic polynomial
zt,Yt vector of time series, e.g. zt = (yt, xt)
′
(̂·) statistical estimate of ·
(˜·) statistical update of ·
(·)′ transpose of vector or matrix ·
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α matrix of adjustment coefficients
β matrix of cointegration vectors
Γ matrix coefficient of lagged changes
∆ difference operator
εt, ζt, ηt, ut error terms
θ deterministic trend slope parameter
λ eigenvalue
µ mean
Π long-run matrix in cointegrating VAR
Πi coefficient of the i
th lagged level in VAR(p)
ρ(·) autocorrelation at lag ·
σ standard deviation
σ2 variance
σ2j autocovariance at lag j
Σ variance-covariance matrix
φ1 autoregressive slope in AR(1) model: yt = φ1yt−1 + εt
Ωt set of all the relevant information in the universe at time t
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