Abstract-Today, image fusion as one kind of information integrated technology has played an important role in many fields. This paper presents a novel wavelet based technique for image fusion, which is developed by taking into account the physical meaning of the wavelet coefficients. The images to be fused are firstly decomposed into high frequency and low frequency bands by wavelet transform. Then, by considering the physical meaning of the coefficients, a new selection strategy that treats the coefficients in different ways is proposed. This strategy selects the coefficients of high frequency bands with a variance based scheme, while selects the coefficients of low frequency band with an edge based scheme. Finally, the fused image is constructed by an inverse wavelet transform performing on the combined coefficients from all frequency bands. The proposed method is validated and compared with some existing fusion methods. Experimental results can clearly indicate the superiority of the proposed method through visual inspection and objective fusion performance measurements.
I. INTRODUCTION
Nowadays, with the rapid improvement of numerous imaging sensors, image fusion has been widely used in many fields, such as remote sensing, medical imaging, machine vision, etc. Image fusion can be generally defined as the process of combing multiple input images or some of their features into a single image without the introduction of distortion or loss of information [1] . The aim of image fusion is to integrate complementary as well as redundant information from multiple images to create a fused image output. Therefore, the new image generated should contain a more accurate description of the scene than any of the individual source images and is more suitable for human visual and machine perception or further image processing and analysis tasks [2] .
Over the past decades, many techniques for image fusion have been proposed and a thorough overview of these methods can be viewed in reference [3] . According to the stage at which the combination mechanism takes place, the image fusion methods can be generally grouped into three categories, namely, pixel level, feature level, and decision level [4] . Since the pixel level fusion has the advantage that the images used contain the original measured quantities, and the algorithms are computationally efficient and easy to implement, the most image fusion applications employ pixel level based methods [5] . Therefore, in this paper, we are still concerned about pixel level fusion The simplest way of pixel level image fusion is to take the average of the two images pixel by pixel. However, this method usually leads to undesirable side effect such as reduced contrast [6] . More robust algorithm for pixel level fusion is the weighted average approach. In this method, the fused pixel is estimated as the weighted average of the corresponding input pixels. However, the weight estimation usually requires a user-specific threshold. Artificial neural network (ANN) has also been introduced to make image fusion, as seen in [7] . However, the performance of ANN depends on the sample images and this is not an appealing characteristic. Yang et al. used a statistical approach to fuse the images [8] ; however, in his method the distortion is modeled as a mixture of Gaussian probability density functions (pdfs) which is a limiting assumption. Due to the multiresolution transform can contribute a good mathematical model of human visual system (HVS) and can provide information on the contrast changes, the multiresolution techniques have then attracted more and more interest in image fusion.
The multiresolution techniques involve two kinds, one is pyramid transform another is wavelet transform. Examples of pyramid approach include the Laplacian pyramid, the gradient pyramid, and the morphological pyramid, etc [7] . However, for the reason of the pyramid method fails to introduce any spatial orientation selectivity in the decomposition process, the above mentioned methods often cause blocking effects in the fusion results [9] . Another family of the multiresolution fusion techniques is the wavelet based method, which usually used the discrete wavelet transform (DWT) in the fusion. Since the DWT of image signals produces a nonredundant image representation, it can provide better spatial and spectral localization of image information as compared to other multiresolution representations. Therefore, the wavelet based method has been popular widely used for image fusion [10] - [11] .
In the wavelet transform based image fusion, the input images are first transformed into their multiresolution representations. The fusion process then creates a new composite multiresolution representation from these inputs by a certain fusion rule. The fused image is finally reconstructed by performing an inverse wavelet transform. Therefore, we can find the key step for wavelet based image fusion is the definition of the fusion rule. The widely used fusion rule is the maximum selection (MS) scheme [9] . This simple scheme just selects the largest absolute wavelet coefficient at each location from the input images as the coefficient at the location in the fused image. However, as we know that the noise and artifacts usually has higher salient features in the image, therefore, this method is sensitive to noise and artifacts. Zhao et al. [12] proposed another fusion rule that selected the coefficients in the low frequency band by a weighted average scheme, and selected the coefficients in the high frequency bands by the MS scheme. However, for the shortcoming of weighted average scheme this method will blur and reduce the contrast of features appearing in the image. More recently, Chen et al. [13] proposed a weighted fusion rule for fusion of PET and CT images. The disadvantage of this method is that the weights are determined by the user himself but can not be automatically obtained.
In this paper, a novel and fully automated waveletbased method for image fusion is presented. The main contribution of this work is that by considering the physical meaning of the wavelet coefficients, we proposed a new fusion strategy for image fusion, in which the coefficients of the high frequency portions are performed by a variance based scheme, while the coefficients of the low frequency portion are performed by an edge based scheme. Both qualitative and quantitative experiments can prove our technique is effective and promising.
The remainder of the paper is organized as follows. Section II describes the general wavelet transform based technique for image fusion. The proposed method for image fusion is presented in Section III. Experimental results and comparisons are given in IV. Finally, some conclusions are drawn in Section V.
II. GENERAL IMAGE FUSION BASED ON DWT
The original concept and theory of wavelet-based multiresolution analysis came from Mallat [14] . The wavelet transform is a mathematical tool that can detect local features in a signal process. It also can be used to decompose two-dimensional (2-D) signals such as 2-D gray-scale image signals into different resolution levels for multiresolution analysis.
A. DWT Analysis
There are two main groups of transforms, continuous and discrete. Of particular interest is the DWT, which is a spatial-frequency decomposition that provides a flexible multiresolution analysis of an image [15] . In one dimension (1-D) the basic idea of the DWT is to represent the signal as a superposition of wavelets.
Suppose a discrete signal is represented by ( ) t f , the wavelet decomposition is then defined as: scaling function is needed that is similarly defined to equation (2) . The approximation coefficients and wavelet coefficients can be obtained:
where n h is a low pass FIR filter and n g is related high pass FIR filter. To reconstruct the original signal the analysis filters can be selected from a biorthogonal set which have a related set of synthesis filters. These synthesis filters h and g can be used to perfectly reconstruct the signal using the reconstruction formula
Equations (3) and (4) are implemented by filtering and downsampling. Conversely equation (5) is implemented by an initial upsampling and a subsequent filtering.
In a 2-D DWT, a 1-D DWT is first performed on the rows and then columns of the data by separately filtering and downsampling. This results in one set of approximation coefficients and three sets of detail coefficients, which represent the horizontal, vertical and dialog directions of the image I , respectively. In the language of filter theory, these four subimages correspond to the outputs of low-low (LL), low-high (LH), high-low (HL), and high-high (HH) bands. By recursively applying the same scheme to the LL subband a multiresolution decomposition with a desires level can then be achieved. Therefore, a DWT with K decomposition levels will have 1 3 + * = K M such frequency bands. Fig.1 shows the 2-D structures of the wavelet transform with two decomposition levels. It should be noted that for a transform with K levels of decomposition, there is always only one low frequency band ( LL K in Fig.1 ), the rest of bands are high frequency bands in a given decomposition level. 
B. DWT Based Image Fusion
In this subsection, to better understand the concept and procedure of the wavelet based fusion technique, a schematic diagram is first given in Fig.2 . In general, the basic idea of image fusion based on wavelet transform is to perform a multiresolution decomposition on each source image, the coefficients are then performed with a certain fusion rule as displayed in the middle block of Fig.2 . After that, the fused image is obtained by performing the inverse DWT (IDWT) for the corresponding combined wavelet coefficients. Therefore, as shown in Fig.2 , the detailed fusion steps based on wavelet transform can be summarized below. Step 1: The images to be fused must be registered to assure the corresponding pixels are aligned.
Step 2: These images are decomposed into wavelet transformed images respectively, based on DWT. The transformed images with K -level decomposition will include one low frequency portion and K 3 high frequency portions.
Step 3:
The transform coefficients of different portions or bands are performed with a certain fusion rule.
Step 4: The fused image is constructed by performing the IDWT based on the combined transform coefficients from step 3.
III. THE PROPOSED FUSION TECHNIQUE
As shown in the above schematic diagram of Fig.2 , it is easy to see that the core step in wavelet based image fusion is the definition of the fusion rule because it will decide how to merge the coefficients in an appropriate way so that a high quality fused image can be obtained. However, as we know that the most popular widely used fusion rule is the aforementioned MS scheme. Although, this method can select the salient features from the source images; it is sensitive to noise and artifacts. Therefore, with this method some noise and artifacts are easily introduced into the fused image, which will reduce the resultant image quality. Averaging fusion rule may be another alternative method and it can lead to a stabilization of the fusion result. However, this scheme tends to blur images and reduce the contrast of features appearing in only one image.
More importantly, all these fusion rules (including Chen et al. [13] ) usually treat the coefficients in the same way. However, as we know that when an image is decomposed by the wavelet transform the coefficients of low frequency band and high frequency bands must have their quite different physical meaning. So, the coefficients in low frequency and high frequency portions should be performed with different fusion schemes. Therefore, in this paper, we proposed a new strategy for image fusion, which treats the coefficients by using different schemes in different frequency bands.
A. Procedure of the proposed method
In this section, as the procedure of the general wavelet based fusion method (shown in Fig.2) , the block diagram of the proposed approach is given in Fig.3 . The basic idea of our method is to perform a multiresolution decomposition on each source image; the coefficients are then performed with a certain fusion rule as displayed in the middle block of Fig.3 . After taking in to account the physical meaning of the coefficient, this paper presents a novel fusion scheme that treats the coefficients of the high frequency bands and low frequency bands separately: the former are performed by a maximal variance based scheme, while the latter is performed by a maximal edge based scheme. Finally, the fused image is obtained by performing the IDWT on the combined wavelet coefficients. It is important to note that the high frequency bands include the vertical, horizontal, and diagonal high frequencies of the image, respectively. Therefore, the fusion process must be performed in all these domains.
To simplify the description of the different alternatives available in forming a fusion rule, as reference [10] we also consider only two source images, X and Y , and the fused image Z . The method can of course be easily extended to more than two images. Generally, an image 
B. Selection Scheme for High Frequency Bands
The high frequency bands contain the detail coefficients of an image, which usually have large absolute values correspond to sharp intensity changes and preserve salient information in the image. In addition, based on the requirements of image fusion [10] , we know that the purpose of image fusion requires that the fused image must not discard any useful information contained in the source images and effectively preserve the details. Therefore, it is important to find appropriate scheme to merge the details of the input images. On the other hand, according to characteristic of HVS it is easy to see that for the high resolution region the human visual interest is concentrated on the detection of changes in contrast between regions on the edges separate these regions. Therefore, a good method for the high frequency bands should produce large coefficients on those edges. Based on the above analysis, we propose a scheme by computing the variance in a neighborhood to select the high frequency coefficients. The procedure can be formulated as the following: 
C. Selection Scheme for Low Frequency Band
However, differing from the high frequency bands the low frequency band is the original image at the coarser resolution level, which can be considered as a smoothed and subsampled version of the original image. Therefore, most information of their source images is kept in the low frequency band. So, if the scheme mentioned above is adopted here, the fused results will be blocked. In this paper, in order to better improve the quality of the fused result, an edge-based scheme for selection the coefficients in low frequency band is performed consequently. This scheme firstly calculated the edges in the horizontal, vertical and diagonal directions as the following [16] : where the symbol * denote the convolution, and
After obtaining the edges of the source images and in order to retain much more information from those images, the coefficients of the low frequency band are then chosen by the following formula: where,
Once all the coefficients are achieved from the above two procedures, an inverse wavelet transform is then performed on them, the fused image is thus constructed.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the application results of the proposed DWT based method for image fusion are presented. The performance of the proposed method is compared with those of pixel averaging method [9] , the DWT method proposed by Zhao et al. [12] . To better describe the experiments, as in reference [10] , in all test cases we assume the source images to be in perfect registration. We use the Daubechies' db8, with a decomposition level of 3, as the wavelet basis for DWT method and the proposed method. A 3 3× window size for calculating the variance is considered in this paper. The first experiment is performed on a popular widely used standard image Lena of size 256 256× as shown in Fig. 4 (a) , which served as the ideal reference image here. Then two other images are generated by filtering the reference image with a Gaussian blurring process as reference [2] . Fig. 4 (b) is the image blurred on the left, while Fig. 4 (c) is the image blurred on the right. Figs.4  (d)-(f) are the fused results obtained by fusing Fig. 4 (b) and Fig. 4 (c) with the three methods mentioned above, respectively. It is easy to see that from the fused images by visual inspection it is difficult to find the difference of the three methods except that Fig.4 (d) has a lower contrast. Therefore, a frequently used metric, root mean square error (RMSE) [9] is employed here to objectively evaluate the performance of the three methods. This metric can indicate how much error the fused image conveys about the reference image. Hence, the lower the RMSE, the better the fused result. The RMSE is defined as:
where R x and F x denote the ideal reference image and fused image, respectively, and M and N are the dimensions of the image. The RMSE values of the three methods are calculated and showed in Table I . It can be seen from Table I that the RMSE value of the proposed method is the smallest in the three methods, and the RMSE value of the pixel averaging method is the largest. The results presented here can demonstrate that the proposed technique can fuse the image with conveying less error than other two methods. The second examples are two medical images, one is a T1-weighted MR image, and another is a MRA image as show in Fig.5 (a) and (b) , respectively. From these two images, it can be seen that in the T1-weighted MR image, the soft tissue is clear and easy to recognize, but the some important medical information as shown in the marked ellipse area of Fig.5 (b) has been lost. On the contrary, although the MRA image contains the medical information which can not be seen in the Fig.5 (a) , the soft tissues are very difficult to distinguish due to its lower spatial resolution. Therefore, in order to support entire and accurate medical information, the fusion of these two images is required.
The three methods mentioned above are then used to fuse the two images, and their corresponding results are displayed in Figs.5 (c) -(e), respectively. As can be seen, with all the methods the fused images now preserve the whole regions of interest (ROI) presented in the two images. However, by visual inspection it can be seen that the fused result of the proposed method is more clearly and has a higher contrast than other methods, but it is hard to discriminate the fused images of the pixel averaging, and the DWT methods in this case. Hence, in order to better evaluate the above fusion methods, quantitative assessments of the performance of the three methods are needed. However, as we know that in fact for image fusion it is often hard to get the ideal or reference composite image, so the above RMSE metric cannot be used here. As a result, three other evaluation criteria including the average gradient, the information entropy, and the overall cross entropy are then introduced and employed in this paper [17] - [18] . (ii) Information entropy The formulation of the classical information entropy of an image is defined as:
where L is the number of gray level, l P equals the ratio between the number of pixels whose gray value is
and the total pixel number contained in the image. The information entropy measures the richness of information in an image. Thus, the higher the entropy, the better the performance.
(iii) Overall Cross entropy (OCE)
The cross entropy is used to measure the difference between the source images and the fused image. Small value corresponds to good fusion result obtained:
where l P and l Q denote the gray level histogram of the source image and fused image, respectively. Therefore, the overall cross entropy can be defined as: (15) where A and B are the source images, and F is the fused image.
The above three evaluation criteria are then used to evaluate the performance of the methods, and their corresponding results are listed in Table II. From Table  II , we can find that the proposed method is the best in the three methods because it not only has the highest average gradient and information entropy values, but also has the lowest value of the overall cross entropy, which means our method can get higher contrast fused image with more information and less difference to the source images. The last examples are two remote sensing images [19] , which were captured by Daedalus scanner. Fig.6 (a) and (b) are the two panchromatic source images. The two images are then fused by the above three methods and their resultant images are presented in Figs.6 (c) -(e), respectively. From the fusion results, we can easily observe that the result of pixel averaging method has a lower contrast than those of the DWT method and the proposed method, but it is difficult to discriminate the difference of the results of the latter two methods. Therefore, as the second examples we also carried out the quantitative assessments for the three methods with the criteria (12)- (15) , and their evaluation results are given in Table III. From Table III , we can find that although the proposed method has a little bigger value of the overall cross entropy than that of the pixel averaging, it has the best values of the average gradient and the information entropy. Thus, we can conclude that our fusion method performs best in the three methods. Therefore, based on the all the experimental results presented here, we can see that all the quantitative evaluations are basically corresponding to the visual effects, and the proposed DWT based fusion method outperforms both the pixel averaging method and the DWT method.
V. CONCLUSION
Image fusion is to integrate complementary information from multiple images of the same scene into an image, so that the resultant image is more suitable for the purpose of human visual perception and computer processing tasks. In this paper, a novel image fusion technique based on wavelet transform is presented, which is developed by taking into account the physical meaning of the wavelet coefficients. In our method, after the images to be fused are decomposed by the wavelet transform, the coefficients of the high frequency bands and low frequency band are performed with new fusion schemes: the former is selected by a variance based scheme and the latter is selected by an edge based scheme. The performance of the proposed method is quantitatively compared with those of pixel averaging method and wavelet based methods. Experimental results clearly demonstrate the feasibility and effectiveness of the proposed method.
