[1] Groundwater inverse problems are concerned with the estimation of uncertain model parameters, such as hydraulic conductivity, from field or laboratory measurements. In practice, model and measurement errors compromise the ability of inverse procedures to provide accurate results. It is important to account for such errors in order to determine the proper weight to give to each source of information. Probabilistic descriptions of model and measurement errors can be incorporated into classical variational inverse procedures, but the computational demands are excessive if the model errors vary over time. An alternative approach based on representer expansions is able to efficiently accommodate time-dependent errors for large problems. In the representer approach, unknown variables are expanded in finite series which depend on unknown functions called representers. Each representer quantifies the influence of a given measurement on the estimate of a particular variable. This procedure replaces the original inverse problem by an equivalent problem where the number of independent unknowns is proportional to the number of measurements. The representer approach is especially advantageous in groundwater problems, where the total number of measurements is often small. This approach is illustrated with a synthetic flow and transport example that includes time-dependent model errors. The representer algorithm is able to provide good estimates of a spatially variable hydraulic conductivity field and good predictions of solute concentration. Its computational demands are reasonable, and it is relatively easy to implement. The example reveals that it is beneficial to account for model errors even when they are difficult to estimate.
Introduction
[2] Combined groundwater flow and transport models are frequently used to predict the movement and fate of subsurface contaminants. These models are prone to a number of errors that need to be considered in applications. First, some of the physical and biochemical processes included, such as biodegradation and adsorption, are not well understood and are frequently represented in a simplified way. Second, the models rely on poorly known inputs such as hydraulic conductivity, porosity, dispersivities, adsorption coefficients, and recharge values. Third, approximate upscaling procedures are generally used to represent the aggregate or large-scale effects of small-scale processes that cannot be explicitly resolved. Examples of spatial upscaling are macrodispersion theory [Gelhar and Axness, 1983] and the concept of dual porosity [Harvey and Gorelick, 2000] , which account in somewhat different ways for enhanced spreading caused by geological heterogeneity. Although some model errors are time-invariant others, particularly those associated with groundwater recharge, solute mass fluxes, and upscaling, can vary over time.
[3] Time-dependent model errors can be accounted for probabilistically in various stages of the modeling process [Schweppe, 1973] . This helps to make model predictions, parameter estimates, and related uncertainty analyses more realistic since model limitations are acknowledged. Here we are particularly interested in using stochastic descriptions of model errors to improve the solutions to parameter estimation (inverse) problems. Conventional inverse methods impose excessive computational demands for problems with time-dependent model errors since the problem dimensionality increases without limit as time increases. In this paper we describe a computationally efficient variational inverse procedure that accounts for time-dependent model errors. Our discussion begins with a general probabilistic problem formulation. We then introduce an inverse solution procedure based on representer expansions. This procedure is illustrated with a synthetic example of coupled groundwater flow and transport. We conclude with an assessment of the method's potential usefulness for field applications.
Formulation of the Inverse Problem

Forward Model
[4] Here we consider the problem of time-dependent solute transport in a time-invariant (steady state) velocity field. This problem is typically solved with numerical models based on finite element or finite difference discretizations of the governing flow and transport equations. The steady state discretized groundwater model may be written in a general matrix form as:
where A is a coefficient matrix that depends on the hydraulic conductivity at the nodes of the spatial grid, h is a vector of nodal heads, and q is a vector of corresponding forcing terms that depend on the flow boundary conditions. The time-dependent discretized groundwater transport model may be written as:
where B and D are coefficient matrices that depend on velocities and transport properties such as dispersivities and sorption coefficients, c t is a vector of nodal solute concentrations at time t, u t is a vector of corresponding forcing terms that depend on the transport boundary conditions, C init is a vector of initial concentrations, and N t is the number of time steps [Pinder and Gray, 1977] . The velocities included in B and D are derived from the heads and conductivities by means of Darcy's law. We suppose that all of the unknown parameters (hydraulic conductivities, dispersivities, etc.) used to derive A, B, D, and C init are assembled in a time-invariant vector a. This is the parameter vector that we wish to estimate with the inverse procedure.
Accounting for Model Errors
[5] In order to account for model errors we must distinguish the model from reality. One way to do this is to suppose that the true heads and concentrations obey equations similar to equations (1) and (2), but with random variables added to account for imperfectly modeled inputs. Here we assume that the model errors act as additive forcing terms, similar in effect to unmodeled recharge or solute mass fluxes. The flow model errors are assumed to be timeinvariant, as our flow model is time-invariant, while the transport model errors are time-dependent. This formulation of model errors can be represented mathematically if we suppose that the true heads and concentrations at the grid nodes obey the following stochastic state equations:
where w h are the random flow equation model errors and w c t are the random transport equation model errors over time step t [Schweppe, 1973] . The head model errors are assumed to have a zero mean and a known covariance matrix P h .
[6] When the true concentration approaches zero the transport model errors are likely to be smaller than when the concentration is large. To account for such state-dependent model errors we suppose that w c t has the form:
where
) is a diagonal matrix with diagonal element i proportional to the ith element of the c tÀ1 vector and t are random errors with a zero mean and a known time-invariant covariance matrix P . The values of t at different times are assumed to be uncorrelated.
Measurements
[7] Inverse procedures derive estimates of uncertain model parameters from measurements of observable variables such as head and solute concentration. In the problem considered here the measurements are assumed to be interpolated values of the true nodal head and concentration values with random errors added. This is expressed mathematically by the following stochastic measurement equation:
where z is the vector of all measurements taken in the region of interest over a time period spanning N t time steps and c (with no superscript) is an extended vector that contains the true concentrations at all times. The interpolation function (or measurement operator) M(h, c) describes how each measurement is related to the head and extended concentration vectors. In the groundwater problem considered it is reasonable to assume that M(h, c) is linear, as the model prediction of either a head or a concentration measurement is linearly related to the nodal heads or concentrations respectively. The random measurement errors v are assumed to have a zero mean and known covariance matrix P v . The vector v and the matrix P v contain the measurement errors and their covariances for the measurements at all time steps. [8] With the state and measurement equations defined we can provide a statement of the inverse problem. We suppose that the parameter vector a is random with a known mean " a and covariance matrix P a . These statistics summarize our prior knowledge about the parameter values (if the parameters are completely unknown the values in the prior parameter covariance matrix approach infinity). We seek an ''optimal'' estimate of the parameter vector a as well as the model errors included in the vectors w h and t . If the errors and parameters included in the state and measurement equations are independent Gaussian random vectors the maximum a posteriori estimate is an attractive option. This estimate minimizes the following generalized least squares objective function [Schweppe, 1973] :
Objective Function
[9] The first term in this expression penalizes the misfit between the measurement and model prediction vectors. This term is a function of a, w h and as the model predictions h and c depend on these parameters and model errors. The second term penalizes deviations of the model parameter vector from its prior mean. The third and fourth terms penalize the flow and transport model errors. The relative importance of each term is determined by the covariances, which act like weighting factors.
[10] In the synthetic example in this paper, we assume the covariance matrices P v , P a , P w h and P and the prior mean of the parameters " a are known. For real world problems obtaining these statistical values is not a straightforward task. In practice, they are often based on the subjective choice of the modeler and are likely to differ from the actual statistical values.
[11] The generalized least squares objective function is very difficult to minimize when the number of parameters is large, especially when the minimization algorithm requires inversion of nondiagonal covariance matrices. Gradientbased search procedures such as conjugate gradient are the most commonly used minimization options. The gradients required by these procedures can be efficiently derived with a Lagrange multiplier approach (also commonly referred to as an adjoint or variational approach). Unfortunately, the computational effort can still be substantial for large problems since convergence can be slow. Moreover, for large size inverse problem the storage and inversion of the full matrices Pa, P w h and P , needed for these gradient methods, is often too demanding. The number of time-invariant parameters can be reduced by using techniques such as zonation [Cooley, 1977; Sun, 1994; Cooley, 1982; Carrera and Neuman, 1986] . However, if time-dependent model errors are included in the problem formulation the total number of unknowns increases with time and the classical variational approach quickly becomes unmanageable. The representer technique described in the next section provides a computationally acceptable alternative for situations where time-dependent model errors are important.
Solution of the Inverse Problem
[12] The inverse problem outlined above can be solved with an extension of the representer algorithm, a least squares minimization procedure that has been extensively applied in oceanography [Bennett, 1992; Eknes and Evensen, 1995] . Hydrologic applications have been presented by Reichle et al. [2001] , Reid [1996] and Sun [1998] . The representer method introduces an expansion that reduces the number of unknown parameters to the number of measurements. This expansion is exact when the state and measurement equations are linear and often provides a useful approximation when these equations are nonlinear. The method is most readily explained by first considering the necessary conditions for a local minimum.
Euler-Lagrange Equations
[13] The minimium of the generalized least squares objective function must be derived subject to the constraint that the state equations are satisfied. This constraint can be incorporated into the minimization procedure if the state equations are multiplied by unknown Lagrange multipliers and added (or adjoined) to the objective function. The necessary condition for a constrained local minimum requires that the derivatives of this adjoined objective, taken with respect to the unknown states (h and c), Lagrange multipliers (l c and l h ), parameters (a) and model errors (w h and t ), must all be zero. When the individual derivatives are computed and set equal to zero the result is a set of nonlinear coupled equations called the Euler-Lagrange equations. A short derivation is given in Appendix A; a complete derivation is provided by Valstar [2001] .
[14] The Euler-Lagrange equations naturally group into two adjoint (or Lagrange multiplier) equations, one for transport and one for flow, a parameter equation, and two forward equations, one for transport and one for flow. The forward equations incorporate estimates for the model errors. The complete set may be written in indicial notation as follows:
where d, f, and g range from 1 to the number of head state variables; i, j, m, r, and s range from 1 to the number of concentration state variables; k and l range from 1 to the number of uncertain parameters; and n and p range from 1 to the number of measurements. Indices repeated within a single product term are assumed to be summed over appropriate ranges. Different indices used for the same variables (such as the indices n and p in M(h, c) in equation (8)) only denote how matrix-matrix or matrixvector multiplications should be performed.
[15] Note that equations (12) and (14) have the same form as the flow and transport state equations (3) and (4), with the true model errors replaced by estimates that depend on the head and concentration adjoint variables, respectively. The adjoint variables determine how the model error estimates are distributed over space and/or time while the model error covariances control their magnitude. When the error covariances or adjoint variables are zero the corresponding model error estimates are also zero. To simplify notation in the remainder of this paper we use the symbols h, c, l h , l c , a, w h and to represent the best available approximate solution to the Euler-Lagrange equations, rather than the unknown true values.
[16] The Euler-Lagrange equations form a two-point boundary value problem, with the boundary values given by the initial condition of the transport equation and the terminal condition of the transport adjoint equation. The solution may not be unique since it only defines a local (rather than global) minimum of the least squares objective. The likelihood of multiple solutions decreases when the prior covariances of the parameters and model errors are small and the quadratic prior terms in the least squares function that contain the parameters and model errors, are given more weight. Techniques for solving two-point boundary value problems include the sweep method [Gelfand and Fomin, 1963; Bryson and Ho, 1975; Bennett, 1992] and the representer method [Bennett, 1992] . In this paper, we use an extension of the representer method of Bennett.
Representer Solution
[17] The representer method writes each of the unknowns in the Euler-Lagrange equations as an expansion in a set of unknown basis functions called representers. The number of terms in each representer expansion is the total number of measurements. For our problem the representer expansions have the following form:
where b p is an unknown representer coefficient that determines the weight given to the representer associated with measurement z p , F t ip is the concentration adjoint representer, G fp is the head adjoint representer, É lp is the parameter representer, X gp is the head representer, W t jp is the concentration representer, h F g and c t F j are prior head and concentration estimates, h corr g and c t corr j are correction terms which allow the head and concentration expansions to be taken about the latest estimates, and N z is the total number of measurements. The prior estimates h F and c t F are the solutions obtained by solving equations (1) and (2) with a = " a.
[18] The representer expansions can be shown to be exact solutions to the Euler-Lagrange equations when the original optimization problem has constraints that are linear in all decision variables. In this case the representers are simply the cross covariances between each unknown variable and each measurement, the prior head and concentration estimates are the mean values, and the correction terms are zero. So, for example, X gp is the cross covariance between the head h g and the measurement z p . In our problem the linear constraint requirement is not met and the representer expansions are only approximations. However, a representer such as X gp can still be viewed as an influence function that specifies how the unknown head h g should be modified when the measurement z p differs from the nominal model predictions. In this sense, the representer approach provides a very flexible parameterization of the inverse problem. The spatial variation of each unknown depends on the governing equation, its forcing terms, and specified prior information. This is in contrast to methods that assume each unknown has a fixed spatial structure, such as a piecewise constant function.
[19] In a linear constraint problem the representer expansions can be substituted into the Euler-Lagrange equations and closed-form expressions obtained for the representers and their coefficients. In the nonlinear problem of interest here an iterative solution approach must be used since obtaining the closed-form solutions is not possible. The basic concept is to approximate each of the nonlinear functions A(a), B(h, a), D(h, a), and Y(c) by a first-order Taylor series expansion taken round the most recently computed estimates of h, c, and a. The resulting linearized (and approximate) Euler-Lagrange equations can be solved, the unknowns are updated, and the linearization is repeated until the iteration procedure converges. After convergence the Euler-Lagrange equations are solved exactly and the parameter and model error estimates are the solution of the original optimization problem.
[20] When the representer definitions are substituted into the linearized Euler-Lagrange equations they decouple the equation set, making it possible to derive a sequential set of expressions for (1) the representers, (2) the correction terms, and (3) the representer coefficients (a short derivation is given in Appendix B; an extensive derivation is given by Valstar [2001] ). In any given iteration the values of h, c, a, l h , l c and appearing in an update equation are the ones computed in the previous iteration.
[21] The algorithm is initialized with the ''initial guess'' h = h F , c t = c updated representers are obtained using the following formula:
[22] Then the updated head and concentration corrections are obtained from the following equations:
[23] Then the updated representer coefficient vector is obtained by solving the following equation:
[24] After the representers, corrections, and representer coefficient vector are found they may be substituted into equations (17) - (21) to give updated values for the adjoint variables and the parameter vector. Alternatively, the adjoint updates may be obtained by substituting equation (32) into equations (8) -(10). The parameter updates can then be derived from equation (11). The latter approach uses less memory but requires somewhat more computational effort. In either case, the updated head and concentration are computed directly from equations (12) -(16). The A, B, D, and Y derivatives required for the next iteration are evaluated at these updated values. The computational effort is dominated by the computation of the representers. For each measurement, the effort is approximately equal to solving two flow and transport models. For a large number of measurements, the computational effort becomes considerable.
Computational Issues
Eigenvalue Decomposition
[25] In the algorithm outlined above the coefficient vector b is obtained by solving the set of linear equations given in equation (32). When measurements are highly correlated this matrix equation is ill-conditioned and the solution is very sensitive to small changes in the measurement residuals on the right hand side. We resolve this problem by replacing the original matrix equation by a reduced rank approximation based on the leading eigenvectors of the original coefficient matrix. However, in groundwater inverse problems concentration measurements near zero often have small variances. A straightforward reduced rank approximation tends to ignore such small variance measurements, even though they convey important information about the boundaries of the solute plume. The influence of small variance measurements can be retained if the rows and columns of the measurement residual covariance matrix (P v + M(X, W)) are rescaled before the eigenvalue decomposition is performed. The scale factors are selected to give values of unity on the main diagonal of this matrix. In a synthetic example described by Valstar [2001] rescaling gives much better predictions near the low-concentration edges of the solute plume.
Convergence
[26] We assume that convergence is achieved when the residuals between the state variables, obtained from equations (12) and (14), and the linear representer expansions, obtained from equations (20) and (21), are smaller than a threshold value for each measurement. For this threshold value we generally use 1% of the measurement error standard deviation. There is no guarantee that the iterative representer solution to the Euler-Lagrange equations converges. In practice, it is helpful to introduce a relaxation factor so that each new parameter and model error estimate is a weighted combination of the estimate from the previous iteration and the estimate derived from the representer expansion. The optimal relaxation factor is adjusted to minimize the mean squared scaled difference between the head and concentration estimates obtained from the state equations (12) -(16) and the corresponding relaxed estimates obtained from the representer expansions (20) and (21). Each difference is scaled by its standard deviation. The relaxation adjustment procedure can be viewed as a line search along a search direction determined by the representer approximation. We cannot guarantee that the method always converges for highly nonlinear estimation problems.
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In our experience so far, we did not encounter any convergence problems.
Accuracy Estimates
[27] After convergence the accuracy of the parameter and state estimates can be inferred from approximate posterior (conditional) covariances, which are based on linearizations of the state equations. These are the covariances of the parameters and states, conditioned on the measurements used in the inverse procedure. The posterior variances are never larger than the prior (unconditional) variances and should be significantly smaller if the measurements provide useful information about the estimated variables. The approximate posterior covariances of the parameters are given by:
The approximate posterior covariances of the states are
The posterior parameter variances (the diagonals of the covariance matrix P a kl post ) can be readily calculated since the prior parameter covariance P a kl is known. However, the posterior variances of the states depend on the prior covariances P h fg and P c ij t 1 ,t 2 , which can be readily calculated only at the measurement locations. A significant amount of additional computational effort is required to obtain the complete prior covariances of the states. In our example we only consider the posterior variances of the parameters and states. The latter required considerable additional computations.
Comparison to Other Nonlinear Inverse Methods
[28] The primary factors that influence the computational requirements of nonlinear least squares inverse methods are the number of forward model simulations needed to determine the minimization search step and the number of search steps required to converge to an acceptable solution. The number of forward simulations per step in the representer algorithm is proportional to the number of scalar measurements used in the inversion. This is comparable to a GaussNewton or iterative cokriging algorithm that relies on measurement sensitivity derivatives derived from coupled forward and adjoint model solutions. By contrast, a conjugate gradient search algorithm using adjoint-based derivatives requires only one forward and one adjoint simulation per search step. The number of steps required by any of these search algorithms generally increases with the number of unknown parameters (i.e., the dimension of the search space). Gauss-Newton and iterative cokriging algorithms must treat model errors at each time step as unknown parameters. Consequently, the total number of parameters (and the number of iterations required for convergence) increases as the length of the simulation interval increases. The representer method does not require the model errors to be included in the parameter vector. Instead, they are derived directly from the adjoint vector associated with the corresponding model state. In our experience, the number of iterations required for the representer method to converge is no greater when time-dependent model errors are included than when it is neglected. This is a significant benefit in practical groundwater applications, where recharge rates and/or contaminant source histories are uncertain.
Applicability of the Inverse Method for Various Measurement Sets
[29] The representer method is applicable for both densely and sparsely filled measurement sets. For densely filled measurements sets, some measurements are likely to be strongly correlated (short distance in space and time). This correlation shows up during the eigenvalue decomposition of the measurement residual covariance matrix (P v + M(X, W)). For sparsely filled measurements sets, some measurements may have only a weak correlation with all other measurements. The representer coefficient b of that measurement is obtained almost independently of the other measurement values. For regions with no measurements at all its parameters are hardly updated, but their uncertainty does not reduce either.
Example
[30] We can now illustrate the performance of our representer-based inverse method with a synthetic example that includes time-dependent model errors. Such an example is useful for initial tests since the true answer is known and errors can be evaluated unambiguously. Of course, additional full-scale tests with real field data are needed to adequately assess the practical applicability of any inverse procedure.
[31] Our test problem considers mobile and immobile solute transport in a vertical two-dimensional section with recharge occurring on the top boundary (surface), as shown in Figure 1 . A spatially distributed mass of solute enters a source area on the surface at time t = 0 and is subsequently partitioned into mobile and immobile fractions. Mobile solute moves with the prevailing steady state flow field (from right to left) and out the left boundary. Mass transfer between the mobile and immobile fractions at any time and location is proportional to the difference between mobile and immobile concentrations [Brusseau and Rao, 1989; Harvey and Gorelick, 2000] . There are no flow model errors but mobile and immobile transport model errors account for deviations from the idealized linear mass transfer model.
[32] The flow state equation (3) is obtained by discretizing the following partial differential equation:
with boundary conditions:
where: h(x) is the hydraulic head at location x in the computational domain D, q b (x) is the specified boundary flux discharge rate per unit area, K ij (x) is the hydraulic conductivity (assumed to be isotropic in our example), @D h and @D q are the specified head and specified flow portions of the domain boundary @D, and n i (x) is the outward unit vector normal to the boundary @D q .
[33] The concentration state equation (4) is obtained by discretizing the following partial differential equations, which describe transport in the mobile and immobile portions of the porous medium, respectively:
with initial conditions:
and boundary conditions:
where c m (x, t) is the mobile solute concentration at location x and time t, c im (x, t) is the immobile solute concentration, u i (x, t) is the pore water velocity (obtained from Darcy's law). D ij (x) is the dispersion coefficient, which is computed from the Scheidegger relationship using constant dispersivities, f r (x) is the exchange rate between the mobile and immobile fractions. q m is the mobile porosity, m (x, t) is the mobile fraction of the model errors, q im,e is the effective immobile porosity and im (x, t) is the immobile fraction of the model errors.
[34] The spatial domain used in our example has 151 by 41 nodes and uses finite rectangular elements of 2.0 by 0.5 m each. In the inverse procedure, the parameters estimated are the hydraulic conductivity and exchange rate coefficient (which vary over space) and the effective immobile porosity (which is assumed to be spatially uniform). The groundwater flow boundary conditions for the example are shown in Figure 1a . These conditions create a nonuniform flow moving generally from right to left, with a downward component near the upper right corner of the domain. Hydraulic heads are measured in m and solute concentrations are measured in g L
À1
. The initial mobile concentration distribution is shown in Figure 1b . The initial immobile concentration is zero everywhere. The simulation consists of 120 time steps of 5 days each.
[35] The spatially variable ln conductivity and ln exchange rate coefficient used in the synthetic experiment have mean values of ln(1) and ln(0.01) and variances of 2.0 and 1.0, respectively, where the conductivity is measured in m day À1 and the exchange rate is measured in day À1 . Both parameters have exponential covariance functions with correlation lengths of 50 m and 2 m in the horizontal and vertical directions, respectively. The simulated ln conductivity field is shown in Figure 2a . The natural logarithm of the effective immobile porosity is a unitless spatially uniform random parameter with mean ln(0.1) and variance of 1. The synthetic realization of the effective [36] The concentration model errors m (x, t) and im (x, t) are independent random zero mean fields uncorrelated over time. Their spatial covariance functions are exponential with a variance of 10 À4 and correlation lengths of 50 m in the horizontal direction and 2 m in the vertical direction. Note that these errors are multiplied by their respective concentrations in the transport state equations.
[37] The reference (or ''true'') head and mobile concentration distributions after 120 time steps are shown in Figures 3a and 4a . Prior estimates for the hydraulic conductivity, exchange rate coefficients and immobile porosity are set equal to the specified mean values. Values of the prior heads and mobile concentrations after 120 time steps are shown in Figures 3b and 4b , respectively.
[38] Estimates of all uncertain parameters are derived from 4 noisy head measurements and 185 noisy mobile concentration measurements. The immobile concentrations are not measured. The locations of the head measurements are shown in Figure 3c , and the locations of the concentration measurements are shown in Figure 4c . The measurement errors are zero mean, with a standard deviation of 10 À2 m for the head measurements and 10% of the real concentration value for the concentration measurements. After 10, 20 and 30 time steps, only the 10 most upstream wells are monitored; after 40, 50, 60, 70 and 80 time steps the 15 most upstream are monitored, and after 90, 100, 110 and 120 time steps all wells are monitored.
[39] The estimated ln conductivity field is shown in Figure 2b . The associated posterior (conditional) variance is shown in Figure 2c . The variance plot indicates that the ln conductivity variance is reduced from 2.0 to less than 0.5 in some locations. The normalized differences (difference between real and estimated ln conductivity divided by the square root of the posterior variance) are shown in Figure 2d . If the ln conductivity estimates are optimal (i.e., the posterior variance values are consistent with reality) these normalized differences should have a mean near 0.0, a variance near 1.0 and a normal probability distribution. In this example, the distribution of the normalized residuals of the posterior ln conductivity field shows a bias. The ln exchange rate coefficients showed minor changes for the posterior estimate and relatively little variance reduction after estimation, suggesting that the available measurements do not contain much information about this particular parameter. The immobile porosity estimate improved from 0.1 to 0.109.
[40] The posterior head and mobile concentration distributions are shown in Figures 3c and 4c . They show a clear improvement when compared to the prior results. The normalized head and concentration residuals are shown in Figures 3d and 4d . In order to calculate these residuals the posterior variances of the heads and concentrations were calculated. For the concentration residuals only the nodes with a prior concentration variance larger than 10 À10 g 2 L
À2
was taken into account to prevent numerical inaccuracy effects. The normalized concentration residuals seem normally distributed, but the head residuals show a clear positive bias. We believe that this bias is due to the strong spatial correlation between the head residuals. Figure 3c shows that in both the left and the right side of the domain the head estimates are consistently higher than the true values.
[41] Considering that the posterior variance of the ln conductivity in the plume area is relatively large (0.5 -1.0), it is remarkable that the predicted concentration estimates are so close to the true values. This suggests that the concentration values in this problem are relatively insensitive to small-scale fluctuations in conductivity.
[42] It is difficult to obtain accurate estimates of model errors from the relatively small number of measurements used in this example. However, the recognition that such errors are present reduces the estimator's dependence on the model and gives the measurements more influence than they would otherwise have. In Figure 5 the posterior estimate of the mobile concentration after 120 time steps is shown in case model errors are neglected in the inverse model. The results are inferior in the region (150, 10) when compared to the posterior estimate when model errors are taken into account; see Figure 4c . So there is a definite benefit to acknowledge the presence of model errors even when available measurements are too sparse to allow such errors to be identified.
Conclusions
[43] The representer-based inverse method introduced in this paper provides an efficient way to solve inverse problems that include uncertain model errors. The method's efficiency is achieved by converting the original inverse problem to an equivalent problem where the number of W05116 VALSTAR ET AL.: A REPRESENTER-BASED INVERSE METHOD independent unknowns is proportional to the number of measurements. The solution obtained with the representerbased inverse method is equal to the original large-scale inverse problem which has a number of unknown parameters proportional to the number of grid nodes. This is especially advantageous in groundwater problems, where the total number of measurements is often relatively small.
[44] The explicit incorporation of model errors allows the algorithm to properly balance information from measurements and model predictions. If the measurement error variances are small compared to the model error variances the measurements will be given more weight. If the opposite is true the model predictions will be given more weight. The balanced approach to errors taken in the representer formulation highlights the need to quantify the accuracy of both model and data in inverse applications. In practice it is unrealistic to assume that either model predictions or measurements are perfect. Other inversion procedures commonly lack the flexibility to balance the uncertainty of parameters, model errors, and measurement errors.
[45] Although our representer-based inverse algorithm is complicated to derive it is relatively easy to implement. The representers and adjoint variables are obtained by solving equations similar in structure to the original flow and transport equations. In most cases the matrix derivatives can be derived in closed form and the iterative solution algorithm converges quickly. This may not always be the case, especially if the original problem is highly nonlinear. Overall, the algorithm's performance and computational efficiency are good enough to encourage applications to field problems of realistic size. Such applications will undoubtedly provide better understanding of the method's advantages and limitations.
