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Introduction
The comparison of human and machine generated descriptions is a problem confronting the document-understanding community and other researchers developing systems that output natural language. An investigator often wants to know how similar a machine description is to a human description. In many situations, intelligence reports and situational reports are generated as system output, and it is desired to have a quantitative measure of human similarity. The pyramid method has been used successfully in this domain since 2004. In this method, units of information are defined by human evaluators. These information units or summary content units are then used to form summary models. The process requires human evaluation at all levels and hence is labor intensive and not suitable for large data sets. A potential problem with the pyramid method is the requirement for subjective evaluation of summary content units, possibly leading into discussions of issues associated with objectivity. This report proposes an approach similar to the pyramid method based on words rather than summary content units. By assuming the message can be portrayed by a "bag of words," it is possible to automate model formulation and then evaluate descriptions. While this method is not as precise as the pyramid method, the ability to quickly evaluate a large number of messages will offset this disadvantage in many situations.
The use of this method requires the development of a model derived from human descriptions for each specific document or event. Each model is considered to represent the population from which it is drawn; so for inferences to be made, the issues associated with random sampling are important. For example, if a model for the description of a scene is considered representative of the general group or population, the number of participants contributing to the model increases the generality of the model. Another issue relates to the discrimination of the model. The model should produce low scores for messages or summaries of dissimilar material, and the scores should increase as the messages relate more to the subject matter of the model. It should be noted that these methods seek to measure similarity and not the correctness or truthfulness of the responses or messages. When comparing machine verbalizations with human models, a low similarity score does not imply the machine description is wrong but only that it did not respond like the human model. Also note that the models can be made specific to particular groups; e.g., for video interpretation, the human models could be based on the verbal reports of individuals trained in video surveillance. The method can also be used to compare different groups of humans.
Background
The complexity of natural language has presented difficulties to the academic community for decades. By restricting a language or a response to be a first-order predicate calculus, many problems can be avoided and reasoning systems can be developed (1) . The development of similarity measures requires quantification of some of the features of a natural language passage. In this quantification, some information or detail will be lost; this should be a key selection criterion in selecting a similarity metric. Many similarity methods have been implemented and produced good results for given classes of problems.
Vector space approaches represent descriptions as points in multidimensional space. These points can be based on words or semantic content. There are a variety of terms in the literature that refer to semantic content; these terms include factoid, nugget, summary content unit, and semantic content unit. To form a factoid, etc., an individual must parse a passage and break it into portions of semantic interest. Each factoid can then be represented as a dimension or element of a vector. The word approach uses individual words as dimensions. (A discussion of a vector space model by Dr. E. Garcia can be found at http://www.miislita.com/term-vector /term-vector-3.html [2] ). Vector space methods are good initial models for investigation as the underlying theory is well defined and accepted by the academic community. Typically, after the vectors have been defined, measures of similarity are proposed; these measures vary across methods. A potential problem for vector space methods exists as the passages get large; this can strain the method as the size of the vectors or dimensionality gets too large for computation or comprehension. Similarity measures tend to have low values in high-dimensional spaces. Ngram approaches are basically Markov chains representing word phrases. Probabilities for successive words or phrases can be calculated and used to develop models. While Ngram approaches are not appealing from the language understanding perspective, they have been useful within the experimental community for developing similarity measures and summary models. The software ROUGE will produce Ngrams for passage analysis (in addition to other metrics). Another software tool that disserves mention is BLEU. BLEU was designed to evaluate the quality of text that has been machine translated. BLEU performs poorly when used to evaluated sentences or short descriptions.
The pyramid method was developed based on semantic content units or summary content units (4) . This method is based on the occurrences of semantic content units within human summaries. The semantic content unit or summary content unit is similar to the idea of a factoid or nugget used in other methods. These are basic units of information and can typically be thought of as phrases or short sentences. These units can vary based on the subject matter. An instructive example of the pyramid method demonstrates the formation of semantic units and the development of weights for the model (5). To produce a human model for a given document, get "n" humans to summarize the document and then break each summarization into content units. Finally, form a model by giving a weight to each of the factoids or summary content units. The weight will be the number of summaries the factoid is contained within, so weights will be between 1 and n. To evaluate a summary, simply add the weights associated with each factoid contained with the summary. Note that factoids that are not part of the model will be assigned values of zero.
There are articles that review the state of document summary (6) . The many successful applications of the pyramid method attest to its utility. The current recommendation is that five human summaries give stable results for model generation (5).
Method
Five individuals from the U.S. Army Research Laboratory (ARL) generated descriptions of 480 videos. The descriptions were typically one or two sentences, with some as short as two words. In order to generate an automated process, words rather than semantic content units were used as the basic unit. A major difference between this data set and data sets associated with articles using the pyramid method is the word length of the individual descriptions. Since 480 models were needed, an automated approach was necessary. The lower word count per message or summary suggested a word-based method could suffice. The pyramid method was applied on words to meet these objectives.
The use of words generates issues that are not consequential when using the pyramid method. As a first step, a dictionary of all the words used was prepared. From this dictionary a list of "stop words" was prepared. Stop words are words that contain limited or no information; they are removed and not used for model generation. The list of stop words generated for this task is not thought to be absolute or unambiguous; it reflects the investigator's perception of stop words related to this set of video descriptions.
Another problem with the use of words relates to synonyms and verb tenses. Different people will select different words with similar meaning to describe events, and although the words are different, the meanings can be the same. This is also true for verb tenses. For example, "the man walks" is the same as "the male walked." Equivalence classes were used to mitigate these problems. Based on the dictionary, 147 equivalence classes were created. The majority of these related to verb tense. The limiting of this task to the dictionary kept this task from getting too cumbersome. The equivalence classes were defined by the investigator. Some problems were left unresolved; for example, is left a direction or the past tense of leave? As an example, consider the two descriptions "the man left" and "the man went left." If "the" and "went" are considered stop words, the residual comparison is equivalence, even though the meanings are different. The positive aspects of equivalence classes exceed any deficiencies.
Although WordNet was not used in this application, its use was intended. The time to develop the ancillary software to connect with WordNet was estimated to be longer than the time available for the project. The intended use of WordNet, an English language database, is to support automatic text analysis and artificial intelligence applications. VerbNet is a similar tool that focuses on verbs. The use of these applications to create equivalence classes would remove some of the subjectivity associated with the investigator generated equivalence classes.
Each description was parsed, and stop words were removed. Words associated with equivalence classes were then replaced by the equivalence class. Finally, models were generated from the five descriptions associated with each video. The models were generated as indicated by the pyramid method; that is, each word or equivalence class of the model had a weight indicating the number of descriptions it occurred within. The initial results varied significantly; this variability was assumed to be associated with the length of the response. Also, it was noted that verbose responses got higher scores, as a response containing many words had more chances to match the model. As an extreme example, consider if a dictionary was given as the description. If this was the case, the dictionary description would get the highest possible score and be evaluated as a perfect description for any model. It was found that division by the number of retained words in the description resolved these issues (note that this division introduces a penalty for using words that are not in the model). The model evaluations of each description can be thought of as indicating the message agreement per retained word.
Investigation of ARL Descriptions
The original data consisted of descriptions of 480 videos by five members of ARL. From these descriptions, 480 word-based pyramid models were automatically generated. Each of the videos was design to exemplify a particular verb from a set of 48. There were different videos as examples of the same verb. Each of the 48 verbs had 10 exemplars or realizations.
The first study was undertaken to examine the sensitivity of the models. The basic question relates to how each model does at identification of similar and dissimilar descriptions or summaries. To determine this, three simulations were completed. In the first, a description was randomly chosen. Then a model was randomly picked for a different verb, and the description was evaluated by that model. In the second simulation, a description was randomly chosen, and a model from the same verb but a different exemplar was randomly selected to evaluate the description. In the third, after a description was randomly chosen, the model for that verb/exemplar was used to evaluate the model. For each simulation, 1000 replications were performed. The range of scores for a description ranged between 0 and 5.
Graphically, the results are presented in figure 1 . The green points represent the case where the description was evaluated by a model for a different verb, the dark blue for a similar verb, and the cyan for the same verb/exemplar. It can be seen that while there is not complete separation, there is good separation for the green and cyan points. The models seem to have enough sensitivity to discriminate between similar and dissimilar descriptions. If the value 2 is used as the threshold, there are 949 of 1000  2 of the cyan, so the miss rate is 0.051. For the blue, there are 286 values  2, so the false alarm rate for the blue is 0.286. The green has a false alarm rate of 0.067 when a threshold of 2 is used. From this, it seems the developed method will work. There is still more to do; however, there is currently no evidence against the word-based pyramid method. The word-based pyramid method has reasonable miss and false alarm rates. Both are below 0.07 for a test threshold of 2.
The means and standard deviations based on 1000 samples are given in table 1. The results of this investigation indicate that this can be a good method to evaluate descriptions. The wordbased pyramid method can successfully discriminate between descriptions. 
Amazon Turk Study
For each of the 480 previously discussed videos, descriptions were collected from individuals through Amazon Mechanical Turk, one of the suites of Amazon's Web services. Requestors are able to post human intelligence tasks (HITs). Workers can then view the list of HITs, select tasks, and receive monetary compensation. For the study, each HIT was to provide a description of a video. For each of the 480 videos, 15 HITs were acquired. This formed the data set for the Amazon Turk study.
Each description from the Amazon Turk data set was evaluated by the ARL word-based pyramid model for the same verb/exemplar combination. The decrease in the mean was expected, as the ARL descriptions were used to generate the ARL models. Also note that the lowest possible value for an ARL description by an ARL model was 1. In light of this information, the decrease in the mean and increase in variance was not unexpected. This change will increase the expected miss rate.
The Amazon Turk data set provides evidence that the ARL models have wide applicability. The miss rate of 0.20 for this data set is about four times larger than that of the ARL data set. In previous studies using Amazon Turk data, it was noted that some workers did not respond in a conscientious manner. If this occurred within this data set, changes to both the mean and variance would occur. Based on the human data from Amazon Turk and ARL, it seems human descriptions are similar as measured by a word-based pyramid model. The high miss rate indicates the sample size needs to be relatively large to attain statistical significance. As evidenced by the 0.2 miss rate, while discrimination is not perfect, it is good. As a result, the models should give good results for reasonable size samples.
For a single case, there is an 80% chance of a correct identification or a hit if the Amazon Turk data represents the general public. If we assume the false alarm rate is similar to the ARL data value of 6.7%, then errors associated with a threshold of 2 will be dominated by the misses rather than the false alarms. From the analysis of human data, it is possible to set up a method that can detect similarity to human performance on a description task; further, this method discriminates between human descriptions of the same video and human descriptions of different videos.
Study of Automatic System
An automated video description system provided descriptions for 240 videos. These descriptions were evaluated by the appropriate ARL models. The data is displayed in figure 3 . Visually, this data is not similar to the previous sets of data. Both the ARL description data and the Amazon Turk description data have higher means. The mean of the automatic system description data is 1.14, with a standard deviation of 0.81; this is significantly different than either of the other two data sets. Only 42 observations exceed a threshold value of 2 or greater. The automatic system has an extremely high miss rate. An observation of the data from the automatic system indicated that the responses were correct; thus, the choice of language must be different for this system. As evidenced by the low mean and number of description evaluations below the threshold value of 2, the word pyramid method is sensitive enough to discern a difference between system and human video descriptions. In this case, the word choice of the system did not match human word selection. A second system provided 63 responses. The ARL model evaluations are presented in figure 4 . The number of description evaluations receiving 0 is high and gives a percentage of 0.48 almost 50%. Mean is 0.902, standard deviation is 1.439, and 11 values are at a threshold of 2 or higher (11/63), or 17% for hit rate. This system did not perform similarly to a human. Observation of the descriptions indicates both the sentence structure and the word choice differ from the human responses. The responses were also not as specific as the human descriptions. The ARL model evaluations for a third system are presented in figure 5 . The percentage of zero descriptions for this system is 11%. The mean is 0.694, with a standard deviation of 0.611. Notice that on this graph, the highest value is 3.5. The hit rate for this system is only 0.0375. Observation of the responses reveals that this system did not identify the objects in the scene as well as humans and the term "object" was contained in almost every response. It also uses a series of short sentences of the standard subject-verb-object form. While this sentence pattern is not similar to the human responses, it is in a form conducive for creating first-order predicate calculus to describe the video, perhaps a precursor for the formation of a video reasoning system. While all three of these systems provided results of reasonable accuracy, the word-based pyramid test shows that the auto-generated descriptions are not similar to human responses. A major difference is the human description of objects is more specific, that is, the system descriptions tended to use more general verbs and not identify objects within the video. These results demonstrate the difference between similarity, specificity, and accuracy. 
Conclusions
The need for the evaluation of verbal descriptions has increased as computing systems translate documents, provide document summaries, and provide verbal output as a system goal. Evaluation of verbal output has been and continues to be a demanding problem. The pyramid method allows the comparison between computer-generated descriptions and human descriptions. This method has been used successfully as the basis of many studies. The document-understanding community typically uses descriptions of several hundred words; in contrast, military descriptions attempt to be terse without loss of information. In many domains, a specialized language exits, and the use of trained personal within a field in conjunction with the word-based pyramid method provides a valuable tool for the evaluation of verbal content from automated systems.
This report investigated a modification of the pyramid method that allowed it to be used automatically. Model generation and description evaluation were both automated. The descriptions evaluated were short by the standards of the document-understanding community, typically less than three sentences. The studies conducted demonstrated that the proposed method can be used successfully to investigate the similarity of verbal responses.
The studies performed provided information indicating that the ARL and Amazon Turk description writers performed in a similar matter. Generalizing slightly, a group of technical experts performed the same as a general group of individuals. This indicates there is similarity in video descriptions across the computer-using community. When performing the same task, an automated system received lower scores for its descriptions. A cursory review indicates the system provides accurate descriptions. This relates to the idea that the pyramid method tests for similarity and not for accuracy.
Besides testing for differences between human and computer generated output, the method can be used to test different human subgroups in their responses to various verbal tasks. Using an automated method typically increases the scope and rate of experimentation in specific domains. Based on the study performed, the word-based pyramid method provides a useful tool for the quantification of verbal similarity. 
