Coordination among different actions is achieved by means of a coordination game where the players are the subMDPs and the actions and rewards are those provided by the independent RL solutions. Performance evaluation is carried out in a ns3 release 10 compliant LTE system simulator and it shows that our selfcoordination approach provides satisfying solutions in terms of system performances for both the conflicting SON functions.
I. INTRODUCTION
A promising approach, which is receiving significant interest from industrial and research communities, to maximize total performance in cellular networks, is to bring into them intelligence and autonomous adaptability. This is referred to as SON [1] . This concept has been introduced by 3GPP in Release 8 and it has been expanding across subsequent releases. In the complex cellular scenario, multiple SON functions can be executed in parallel and may then interact such that the originally intended operation from one function is affected, and the related system performance may be different from what was intended to be. In 3GPP, this kind of negative interactions, which affect the system performances, is referred to as SON function conflict, and the general framework to solve them is referred to as self-coordination. The literature on SON mainly focuses on individual SON function design, e.g., [2] , [3] , while some initial work on self-coordination concepts can be found in [4] and [5] , where the authors focused on the identification and classification of different conflict types. Algorithmic solutions [6] [7] and implementation challenges [8] have been recently discussed in literature.
In this paper, we target the self-coordination problem in a small cell network, which for its very nature experiences very transitory traffic loads. As a result, we focus on a D-SON architecture, as it is commonly designed for near real-time response. This makes the SON functions highly dynamic and enables the network to adapt to local changes more rapidly. However, compared to a centralized (C-SON) implementations, D-SON suffers from network instabilities caused by the concurrent operation of SON functions with conflicting objectives [9] . We propose to map the eNBs onto a multiagent system, where each entity is an agent capable of making autonomous decisions. The theoretical model behind each agent can be found in the theory of MDPs, able to model a dynamic process which evolves through stages. In each stage the MDP chooses one of several actions, and the system stochastically evolves to a new state based on the current state and the chosen action. The solution to an MDP determines a policy which specifies the action to be selected at each time step, such that a certain objective function is maximized. The eNBs have to be capable of executing multiple SON functions, each one resulting in a different action. We consider however, that the global SON problem is extremely complex, so that solutions like [6] may not properly scale with the number of SON functions and the increasing complexity of 4G and 5G networks. As a result, we propose to subdivide the proposed Markov Decision problem into several simpler subproblems represented by the SON functions. This results in a MDP organized onto multiple tasks which are theoretically modeled by different Markov Decision sub-processes (subMDP). Each subMDP is solved independently and their policies are combined to obtain a global solution, such that the actions of each subMDP can be executed concurrently [10] . In MDP literature, this approach is referred to as concurrent actions model [11] [12] .
Without loss of generality, we focus on two specific SON functions, the CCO and the ICIC, and we model them through two subMDPs, which are solved independently through RL [13] . In particular, RL allows to solve MDPs through the theory of Temporal Difference (TD) learning approach, which is based on interactions with the surrounding environment. This option allows not to model the state transition probability of the wireless setting, which would be extremely complex when considering realistic wireless scenarios. Numerous embodiments of TD learning exist (Q-learning, SARSA, Actor-Critic, etc.), where we concentrate on the Actor Critic approach, which in its very nature is suited for dynamical wireless systems. The two selected SON functions incur in a SON conflict when e.g. the CCO function increases the transmission power levels to decrease the outage probability at the cell edge, while the ICIC decreases the power transmission levels to minimize interference with other cells. We propose then a self-coordination approach modeled by means of a coordination game [14] converging to a pure or mixed strategy Nash equilibrium, where the players are the conflicting SON functions, the actions are the solutions to the specific subMDPs, and the rewards are again those provided by the solution of the individual subMDPs. The proposed approach is validated through system level simulations based on the Release 10 compliant platform LTE-EPC Network Simulator (LENA), available in ns3. The outline of the paper is organized as follows. Section II describes the system model. Section III discusses basic principles of RL and Actor Critic (AC). Section IV introduces the self-coordination proposed approach. Section V presents the considered simulation platform, the details of the scenario and discusses relevant simulation results. Finally, section VI concludes the paper.
II. SYSTEM MODEL
We consider a heterogeneous wireless network composed of a set of M macrocells that coexist with F small cells. The M =|M| macrocells form a regular hexagonal network layout with inter-site distance D, and provide coverage over the entire network, comprising both indoor and outdoor users. The F =|F| small cells are placed indoors within the macrocellular coverage area following the 3GPP dual strip deployment model. Both macro and small cells operate in the same frequency band, which allows to increase the spectral efficiency per area through spatial frequency reuse.
An Orthogonal Frequency Division Multiple Access (OFDMA) downlink is considered, where the system bandwidth BW is divided into B Resource Blocks (RBs). A RB represents one basic time-frequency unit that occupies the bandwidth BW RB over time T . In particular, in LTE systems each frame has a duration of 10ms, divided into equally Among the different SON functions defined by 3GPP, we focus our attention on CCO and ICIC. The CCO is in charge of optimizing the capacity and coverage of the area of influence of the particular eNB. As a result, it aims to decrease the outage probability in the border of the cell. The ICIC is in charge of minimizing the interference among different cells. These SON functions may generate a conflict, as both of them aim at modifying the transmission power. In particular, while the CCO may decide to increase the power e.g., to improve the coverage or the capacity, the ICIC may decide to decrease the power to reduce the interference. Figure 1 shows the actions taken by the two different SON functions, implemented in the eNBs, according to a D-SON architecture. In addition, the figure also shows the effect of the two conflicting actions on the cell boundaries of two different cells. 
III. MARKOV DECISION PROCESS FRAMEWORK
We propose a framework where the decision makers are the eNBs, where the SON functions are implemented, according to a D-SON architecture. The learner or decision maker is called agent, and it interacts continuously with the so called environment. The agent selects actions and the environment responds to those actions and evolves into new situations. In particular, the environment responds to the actions through rewards, i.e., numerical values that the agent tries to maximize over time. The agent has to exploit what it already knows in order to obtain a positive reward, but it also has to explore in order to take better actions in the future. We assume that the environment is the wireless cellular scenario, with all its realistic characteristics, in terms of mobility of users, channel variations and users' activity patterns. The problem is then defined by means of a Markov Decision Process {S, A, T , R}, where S, is the set of possible states of the environment S = {s 1 , s 2 , . . . , s n }, A is the set of possible actions A = {a 1 , a 2 , . . . , a q } that each decision maker may choose, T is the probability of moving to state s + 1 when action a is taken in state s, and R is a reward function R(s, a), which specifies the immediate return when taking action a in state s. The interactions between the multi-agent system and the environment at each time instant t consist of the following sequence.
• agent i senses the state s
• As a result, the environment makes a transition to the new state s
• The transition to the state v generates a reward r i t = r ∈ R.
• The reward r is fed back to the agent and the process is repeated. In the following we remove the notation indicating the specific agent i, for the sake of simplicity. The solution to a MDP is based on the RL framework. At each time step, the agent implements a mapping from states to probabilities of selecting each possible action. This mapping is the agent's policy. The objective of each learning process is to find an optimal policy π * (s) ∈ A for each s, to maximize some cumulative measure of the reward r received over time. Almost all RL algorithms are based on estimating a so called value function, which is a function of the states estimating how good it is for an agent to be in a given state. The quantification of this is defined based on the expected future rewards. Of course, the rewards that an agent can expect to receive in the future depend on what actions it will take. As a result, the value of a state s under a policy π, and denoted V π (s), is the expected return when starting in s and following π thereafter,
where E stands for the expectation operator and 0 ≤ γ < 1 is a discount factor. RL literature offers two approaches to solve MDPs. The first one is a model-based dynamic programming approach, which relies on the knowledge of the state transition probability between two states after executing a certain action. The second one, in turn, does not rely on any previous knowledge and is based on the theory of TD learning by interactions with the environment [13] . This allows it to gather experience on the run, and to be able to adapt to the temporal dynamics of the system. In the realistic and complex cellular setting where the channel characteristics vary instantaneously, user equipments move around randomly and multiple heterogeneous nodes offer random traffic patterns, we are unable to provide a state transition probabilistic model, as result, we propose the family of TD learning schemes to provide a solution. Among them, we pick the AC approach. The MDP representing the global SON, implementing multiple SON functions, is however too complex to be solved by means of classical approaches. To provide scalability in the MDP solution, we rely then on the so called decomposition approach [10] , which subdivides the autonomous decision making process into multiple tasks represented by the individual SON functions. This results in a MDP organized onto multiple tasks which are theoretically modeled by different Markov Decision sub-processes (subMDP). Each subMDP is solved independently through AC and the resulting policies are combined to obtain a global solution.
A. Actor Critic (AC)
AC methods are TD methods that have a separate memory structure to represent the policy independently of the value function. The policy structure is known as the actor, since it is used to select the actions, while the estimated value function is known as the critic. The critic learns and critiques whatever policy is currently being followed by the actor and takes the form of a TD error δ, which is used to determine if a t was a good action or not. δ is a scalar signal, which is the output of the critic and drives the learning procedure. After each action selection, the critic evaluates the new state to determine whether things have gone better or worse than expected, as it is defined by the TD error:
where V is the current value function implemented by the critic, to evaluate the action a t taken in s t . If the TD error is positive, it suggests that the tendency to select a t should be strengthened for the future, whereas if the TD error is negative, it suggests the tendency should be weakened. We identify this tendency with a preference function P (s t , a t ), which indicates the tendency or preference to select a certain action in a certain state. Then the strengthening or weakening described above can be implemented by increasing or decreasing P (s t , a t ) by
where β is a positive learning parameter. This is the most simple implementation of a AC algorithm. The variation that we consider for implementation, is to add different weights to different actions, for example based on the probability of selecting action a t in state s t , i.e. π(s t , a t ), which results in the following update rule:
In this implementation, AC directly implements the Boltzmann exploration method to select actions as follows:
This means the probability to select an action a in state s at time t depends on the temperature parameter τ , and on the preference values P (s t , a t ) at time t. In this kind of exploration, actions that seem more promising, because of higher preference values, have a higher probability of being selected.
B. AC in the context of CCO function
CCO SON function aims to provide capacity and coverage optimization [15] . We consider the CCO is succeeding when the outage probability decreases. As an indicator, we consider the Channel Quality Indicator (CQI), which is a measurement of the communication quality of wireless channels. We define the state and action spaces and the reward function as follows.
• State: The state is defined based on the result of the scheduling scheme, which defines: (1) the allocation of users to RBs (RB 1 , RB 2 , ..., RB R ) to the N users, (2) the values of CQI of each user in the corresponding RB.
• Actions: The set of eligible actions are the finite set of downlink transmission power levels, which can be allocated to the RBs assigned to the users. The selected values are: 0 to 46 dBm per RB with 0.5 dBm granularity.
• Reward:
The threshold for the CQI is set considering the LTE standard requirement for Block Error Rate (BLER) to be smaller or equal than 10%. CQI index in [16] , contains the relations between modulation scheme and channel coding rate and CQI values that we use for our simulations.
C. AC in the context of ICIC function
ICIC SON function aims to minimize interference among cells using the same spectrum [15] . We define the state and action spaces and the reward function as follows.
• State: The state is defined based on the result of the scheduling scheme, which defines: (1) the allocation of users to RBs (RB 1 , RB 2 , ..., RB R ) to the N users, (2) the values of Signal to Interference and Noise Ratio (SINR) measured for each user in the corresponding RB.
Where the threshold is set in order to support the lowest Modulation and Coding Scheme (MCS) [17] .
IV. SELF COORDINATION FRAMEWORK
The coordination framework provides a policy in order to solve the conflicts arising from the concurrent execution of multiple SON functions. The proposed scheme is based on a mixed strategy coordination game, characterized by two pure strategies Nash equilibria and a mixed strategy Nash equilibrium.
We define then a two-player game G = {N, A, R}, where the N = 2 players are the SON functions, A = {α, β} is the action set consisting, for eNB m, of the actions selected by CCO, α = {p denoting the downlink transmission power in RB r, selected by CCO and ICIC, respectively. The reward matrix associated with each state is denoted by R, and represented in Figure 2 , inside the coordination game box. Here, the rows correspond to ICIC and the columns to CCO. In particular, A, a, are the rewards of ICIC and CCO, respectively, when executing for both SON functions action α; B, b, are the rewards of ICIC and CCO, respectively when executing action α for CCO and action β for ICIC; C, c, are the rewards of ICIC and CCO, respectively, when executing action α for ICIC and action β for CCO; D, d, are the rewards of ICIC and CCO, respectively, when executing for both SON functions action β. The possible situations the self-coordination framework has to face are described as follows:
1 Both SON functions choose the same action (α = β). 2 The SON functions choose different actions, with different rewards, i.e., one has a reward equal to 0 and the other one equal to 1 (α = β with r α = r β ). 3 The SON functions choose different actions, but with the same reward (α = β with r α = r β ). If the actions are the same, the coordinator just executes the action, achieving so the pure strategies Nash equilibria. Otherwise the conflict is solved by mixed strategies through the reward matrix depicted inside the coordination box in Figure 2 . This game has mixed strategy NE given by probabilities
to play α and 1 − p to play β, for player 1(rows) and q = (D − C)/(A + D − B − C) to play α and 1 − q to play β for player 2 (columns). Hence, each player is not actually choosing α, β directly, but choosing a probability with which a player will play α. A given number p means that player 1 will play α with probability p and β with probability 1 − p. Similar considerations can be done for player 2. 
V. SIMULATION RESULTS
The proposed algorithm has been evaluated on the ns3 LENA platform based on LTE release 10 [17] . The scenario that we set up is shown in Figure 1 and consists of 2 eNBs, each one with three sectors, which results in 6 cells and 38 UEs. The small cell network is based on the dual stripe scenario with 1 block of 2 buildings. Each building has one floor, with 20 apartments, which results in 40 apartments per block. The number of blocks is equal to 5. The Home eNodeB (HeNB) activation factor is 0.5 and the deployment ratio is 0.2, which results in 20 HeNBs, each one located in an independent apartment. Each HeNB provides service to one user in the scenario, which results in 20 HeNB users. In the scenario, users are randomly distributed, and after the related IP traffic session ends, the UE appears in another location and starts a new session. The parameters used in the simulations, for both the cellular scenario and the learning algorithm, are given in Table I .
We first analyze, independently, the results of ICIC and CCO, and then the results obtained when the selfcoordination framework is active. Figure 3 represents the Cumulative Distribution Function (CDF) of the SINR of the User Equipment (UE)s, at the end of simulation time. We observe that when performing the SON functions independently, the CCO offers better performances than the ICIC, for low values of SINR, i.e. at the border of the cell, as it aims at optimizing the capacity and coverage features of the scenario. On the other hand, the ICIC function performs better than the CCO for higher values of SINR, as it aims at minimizing the effect of inter-cell interference in the whole scenario, thus improving interference performances for all users. When executing the two SON functions in parallel, conflicts may arise, so we need the support of a self-coordination function. When implementing it, we achieve a compromise between the conflicting objectives of the two SON functions. On the one hand, at the cell edge, we are reducing the outage probability with respect to the results obtained otherwise with ICIC, while we are maintaining the outage with respect to results obtained by CCO. On the other hand, inside the cell, the self-coordination framework obtains better performances in terms of outage, compared to previous results of the CCO, while it increases the outage compared to ICIC independent results. The reason behind this behaviour is to found in the compromise achieved by means of the mixed strategy equilibrium, which consists in an equilibrium where there is a percentage of time during which ICIC gets less reward than CCO, and the rest of the time when the CCO achieves a higher reward than ICIC. Figure 4 shows the Reference Signal Received Quality (RSRQ) from the serving cell, which is one of the UE measurements periodically reported by the same UE indicating its performance rate. We observe a similar behaviour as discussed for Figure 3 . However, here the self-coordinator performs more similarly to ICIC inside the cell, and more similarly to CCO at the cell edge, thus managing to get the best out of each SON function. Finally, the same desirable behaviour is also confirmed in Figure 5 , which depicts the CDF of each UE average throughput. The traffic considered uses a Radio Link Control (RLC) Saturation Mode (SM), which takes care of the generation of RLC Protocol Data Units (PDUs) allowing multiple flows belonging to different QoS classes.
VI. CONCLUSIONS
In this paper we have discussed the challenging problem that arises when multiple concurrent SON functions are executed by the same node, or different instances of the same or different SON functions are executed in neighboring cells. Without loss of generality, we have focused on the conflicts between two different SON functions, which aims at updating the same eNB transmission parameter in a D-SON architecture, which is more suitable for a small cell scenario. We have proposed then a general framework to support the modeling of SON functions and their conflicts when they are executed in parallel. We have shown that the global SON problem can be modeled through a MDP, which can be organized onto simpler subproblems, to favor scalability, and modeled by means of subMDP. Due to the dynamic nature of the wireless environment and to the autonomous characteristic of the SON functions, we solve the subMDPs by means of RL. RL algorithms provide solution policies to the different SON functions which can be in conflict, so that require a self-coordinator framework. We have shown that this framework can be modeled by means of a coordination game, where the subMDP are the players, and their solution policies the actions. Simulation results obtained in a release 10 compliant LTE network simulator demonstrate that the proposed scheme provides a convenient compromise among conflicting actions, taking the best result among the conflicting solution policies.
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