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Abstract
In (J.A.A. van der Veen, SIAM J. Discrete Math, 7, 1994, 585{592), van der Veen proved
that for the traveling salesman problem which satises some symmetric conditions (called van
der Veen conditions) a shortest pyramidal tour is optimal. From this fact, an optimal tour can
be computed in polynomial time. In this paper, we prove that a class satisfying an asymmetric
analogue of van der Veen conditions is polynomially solvable. An optimal tour of the instance
in this class forms a tour which is an extension of pyramidal ones. ? 2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction
The traveling salesman problem (TSP) is the problem of nding a shortest hamilto-
nian cycle in a complete weighted digraph of order n. To dene more precisely, it is
to nd a tour (hamiltonian cycle)  that minimizes C() =
Pn
i=1 d(i; (i)), where the
vertices are labeled from 1 to n and (i) denotes the successor of i and the distance
from i to j is denoted by d(i; j). We call such a tour an optimal tour.
The TSP is one of the most famous NP-hard problems. So, much work has been
done to study algorithms to nd a nearly optimal tour. Another direction is the study of
polynomially solvable cases (e.g. [1,4]), that is, to nd good conditions for non-trivial
distance matrices such that an optimal tour can be found in polynomial time. These
good conditions sometimes give some restriction on the optimal tour. So, in this eld,
it is signicant to nd algorithms which compute the shortest tour among all restricted
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tours. A pyramidal tour appears frequently in those concepts (e.g. [2,6,7]). In [8], van
der Veen proved that for the TSP which satises some conditions (called van der Veen
conditions) an optimal tour can be computed in polynomial time. These conditions are
symmetric, that is, the instances are supposed that d(i; j) = d(j; i) for any i and j.
In this eld, asymmetric conditions, which means that d(i; j) is not always equal to
d(j; i) for any i and j, are frequently studied. Therefore, it would be interesting to
study asymmetric cases of van der Veen conditions. In this paper, we prove that a
class satisfying certain conditions is polynomially solvable, where the conditions are
asymmetric analogues of van der Veen conditions. In order to prove the theorem, we
make use of the concept of an extension of pyramidal tours [5]. In the next section,
we briey review pyramidal tours and polynomially solvable classes using them.
2. Pyramidal tours and several polynomially solvable classes
For any non-negative integer k, we denote the kth successor (kth predecessor) of
i by k(i) (−k(i), respectively). A tour is denoted by  = (1; 1(1); : : : ; n−1(1)) and
P(u; v) denotes the path from u and v in . For two integers a and b, we write
[a; b]; [a; b); (a; b]; (a; b) for the set on positive integers x such that a6x6b; a6x<b;
a<x6b; a<x<b, respectively. For instance, (1; 3)= f2g; [0; 1)= and [− 1; 1]=
f1g. At rst, we dene a pyramidal tour.
Denition 1. A pyramidal tour is a hamiltonian cycle  of the form
= (1; i1; i2; : : : ; ir−1; n; j1; j2; : : : ; jn−r−1);
satisfying is < is+1 and jt > jt+1 for any integers s and t with 06s6r−1 and 06t6n−
r − 1, where we set i0 = jn−r = 1 and ir = j0 = n.
The following proposition for the pyramidal tour is fundamental.
Proposition 2 (Gilmore et al. [4]). For any distance matrix a shortest pyramidal tour
can be computed in O(n2) time.
In the 1960{1970s, several polynomially solvable classes were found using a pyra-
midal tour. In 1979, Demidenko proved the following theorem.
Theorem 3 (Demidenko [2]). If a distance matrix satises the following conditions
(called Demidenko conditions); a shortest pyramidal tour is optimal.
For all vertices i; j; l 2 [1; n] with i< j<j + 1<l:
d(i; j) + d(j; j + 1) + d(j + 1; l)6d(i; j + 1) + d(j + 1; j) + d(j; l);
d(l; j + 1) + d(j + 1; j) + d(j; i)6d(l; j) + d(j; j + 1) + d(j + 1; i);
d(i; j) + d(l; j + 1)6d(i; j + 1) + d(l; j);
d(j; i) + d(j + 1; l)6d(j + 1; i) + d(j; l):
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Theorem 3 implies that for the TSP which satises Demidenko conditions an optimal
tour can be computed in polynomial time. The proof of this theorem by Demidenko
is rather long and quite technical. Recently, Burkard et al. [1] found a short proof of
this theorem.
In 1994, van der Veen found another polynomially solvable class as follows.
Theorem 4 (van der Veen [8]). If a distance matrix satises the following conditions
(called van der Veen conditions); a shortest pyramidal tour is optimal.
For all vertices i; j 2 [1; n]:
d(i; j) = d(j; i): (symmetric)
For all vertices i; j; l 2 [1; n] with i< j<j + 1<l:
d(i; j) + d(j + 1; l)6d(i; l) + d(j; j + 1):
In [3], we generalized the notion of pyramidal tours to pyramidal tours with step-backs
as follows.
Denition 5. Let  be a hamiltonian cycle. A vertex i satisfying −1(i)<i and (i)<i
is called a peak. A peak i is called a step-back peak [Iright] if −1(i)<i; (i)=i−1 and
2(i)>i and a step-back peak [Ileft] if −2(i)>i; −1(i)= i−1 and (i)<i: A proper
peak is a peak i which is neither a step-back peak [Iright] nor [Ileft]. A pyramidal tour
with step-backs is a hamiltonian cycle  which has exactly one proper peak n.
The following proposition holds similarly to Proposition 2.
Proposition 6 (Enomoto et al. [3]). For any distance matrix; we can compute a short-
est pyramidal tour with step-backs in O(n2) time.
By using the concept of pyramidal tours with step-backs, the following theorem was
proved.
Theorem 7 (Enomoto et al. [3]). If a distance matrix satises the following conditions;
a shortest pyramidal tour with step-backs is optimal.
For all vertices i; j; l 2 [1; n] with i< j<j + 1<l:
d(i; j) + d(j + 1; l)6 d(i; l) + d(j + 1; j);
d(j; i) + d(l; j + 1)6 d(l; i) + d(j; j + 1);
d(i; j) + d(l; j + 1)6 d(i; j + 1) + d(l; j);
d(j; i) + d(j + 1; l)6 d(j + 1; i) + d(j; l):
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Fig. 1. The four step-back peaks in Theorem 9.
3. An asymmetric analogue of van der Veen conditions
The van der Veen conditions are symmetric conditions. In this eld, asymmetric
conditions are frequently studied. Therefore, it would be interesting to study asymmetric
extensions of van der Veen conditions. In this section, we consider new conditions.
Denition 8. A step-back peak [IIright] is the vertex i such that −2(i)<i−3; −1(i)=
i − 2; (i) = i − 3; 2(i) = i − 1; 3(i)>i: A step-back peak [IIleft] is the vertex i such
that 2(i)<i − 3; (i) = i − 2; −1(i) = i − 3; −2(i) = i − 1; −3(i)>i:
We present the following theorem.
Theorem 9. If a distance matrix satises the following conditions; there exists an
optimal tour in which a peak other than n is either [Iright]; [Ileft]; [IIright] or [IIleft]
(see Fig. 1).
For all vertices i; j; k; l 2 [1; n] with i< j<k <l:
d(i; j) + d(j; l) + d(l; k)6d(i; l) + d(l; j) + d(j; k) (Wright-in);
d(k; l) + d(l; j) + d(j; i)6d(k; j) + d(j; l) + d(l; i) (Wleft-out);
d(l; k) + d(k; i) + d(i; j)6d(l; i) + d(i; k) + d(k; j) (Wleft-in);
d(j; i) + d(i; k) + d(k; l)6d(j; k) + d(k; i) + d(i; l) (Wright-out);
d(i; j) + d(k; l)6d(i; l) + d(k; j) (Pright);
d(j; i) + d(l; k)6d(l; i) + d(j; k) (Pleft):
The above conditions are an asymmetric analogue of van der Veen conditions. Suppose
that d(i; j)=d(j; i) for any i and j. Then, the inequality (Wright-in) is equivalent to the
following:
d(i; j) + d(l; k)6d(i; l) + d(j; k):
In case of k= j+1, this inequality is the same as one of the van der Veen conditions.
The other inequalities have the same property.
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Concerning the conditions of Theorem 9, we give the following lemma.
Lemma 10. If a distance matrix satises the conditions of Theorem 9; it has the
following properties.
For all vertices i; j; k; l 2 [1; n] with i< j<j + 26k < l:
d(i; j) + d(l; k)6d(i; k) + d(l; j) (C2in);
d(j; i) + d(k; l)6d(k; i) + d(j; l) (C2out);
d(i; j) + d(j; k) + d(k; l)6d(i; k) + d(k; j) + d(j; l) (T2right);
d(l; k) + d(k; j) + d(j; i)6d(l; j) + d(j; k) + d(k; i) (T2left):
Proof. By (Wright-in),
d(i; j) + d(j; k) + d(k; j + 1)6d(i; k) + d(k; j) + d(j; j + 1):
By (Wleft-in),
d(l; k) + d(k; j) + d(j; j + 1)6d(l; j) + d(j; k) + d(k; j + 1):
By adding these two inequalities, we obtain the inequality (C2in). By (Wright-in),
d(i; j) + d(j; k) + d(k; j + 1)6d(i; k) + d(k; j) + d(j; j + 1):
By (Pright),
d(j; j + 1) + d(k; l)6d(j; l) + d(k; j + 1):
By adding these two inequalities, we have (T2right). We also obtain (C2out) and (T2left)
because of the symmetry of the six conditions of Theorem 9.
The conditions of Theorem 9 together with Lemma 10 imply the following corollary.
Corollary 11. If a distance matrix satises the conditions of Theorem 9; it has the
following property.
For all distinct vertices s1; s2; t1 and t2 so that maxfs1; t2g<minfs2; t1g; s16s2−2
and t26t1 − 2:
d(s1; t2) + d(s2; t1)6d(s1; t1) + d(s2; t2): (S)
Proof. If s1<t2<s2<t1 then this inequality is the same as (Pright). Similarly, if
s1<t2<t1<s2 this is the same as (C2in), if t2<s1<s2<t1 this is the same as
(C2out) and if t2<s1<t1<s2 this is the same as (Pleft).
Proof of Theorem 9. We dene the pyramidality number K() of a hamiltonian cycle
 as follows:
K() =
1
2
n−1X
k=0
jk+1(1)− k(1)j:
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Let  be an optimal tour so that K() is minimum. Then, we prove that  is a tour
in which a peak other than n is either [Iright]; [Ileft]; [IIright] or [IIleft]. We use the
tour-improvement technique (see [1]). Suppose that  is not such a tour. Then, there
exists a peak other than n which is neither of the four step-back peaks. Let p be the
smallest such peak. First, we present several types of transformations and the reasons
why the transformation does not increase the sum of distances.
(Dright) For a vertex p with −1(p)<(p)<2(p) and (p)6p− 2,
replace the path (−1(p); p; (p); 2(p)) by (−1(p); (p); p; 2(p)).
By (T2right) if 2(p)>p and by (Wright-in) if 2(p)<p, this transformation
does not increase the sum of distances.
(Dleft) For a vertex p with (p)<p<−2(p) and −1(p)6p− 2,
replace (−2(p); −1(p); p; (p)) by (−2(p); p; −1(p); (p)).
This is the symmetric transformation of (Dright).
(Eright) For vertices p and q with 2(p)<(p)<p<(q); q<(p) and −1(p)
6(p)− 2 (possibly, 2(p) = q),
replace the path (−1(p); p; (p); 2(p)) and the arc (q; (q)) by the arc
(−1(p); 2(p)) and the path (q; (p); p; (q)).
Add the two inequalities (S) with s1=−1(p); t1=p; s2=(p) and t2=2(p)
and (Pright) with i = q; j = (p); k = p and l= (q).
(Eleft) For vertices p and q with 2(p)<(p)<p<q; (q)<(p) and
−1(p)6(p)− 2,
replace (−1(p); p; (p); 2(p)) and (q; (q)) by (−1(p); 2(p)) and
(q; p; (p); (q)).
Add the two inequalities (S) with s1=−1(p); t1=p, s2=(p) and t2=2(p)
and (Pleft) with i = (q); j = (p); k = p and l= q.
(Fright) For vertices p and q with −1(p)<(p)6q6p− 2 and (q)>q (possibly,
(p) = q),
replace (−1(p); p; (p)) and (q; (q)) by (−1(p); (p)) and (q; p; (q)).
If (p) = q then this is equivalent to (Dright). For otherwise, add the two
inequalities (S) with s1 = q, t1 = (q); s2 = p and t2 = (p) and (Pright) with
i = −1(p); j = (p); k = q and l= p.
(Fleft) For vertices p and q with −1(p)<(p)<(q)6p− 2 and (q)<q,
replace (−1(p); p; (p)) and (q; (q)) by (−1(p); (p)) and (q; p; (q)).
If p<q then add the two inequalities (T2left) with i= (p); j = (q); k = p
and l= q and (Pright) with i = −1(p); j = (p); k = (q) and l= p.
If p>q then add the two inequalities (Wleft-out) with i=(p); j=(q); k=q
and l= p and (Pright) with i = −1(p); j = (p); k = (q) and l= p.
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(G) For vertices q; r and s so that s<(q)<q<minfr; (s)g; (r)6(q) − 2
(possibly, (s)=r) and the arc (r; (r)) is not contained in the path P((q); s),
replace the arcs (q; (q)); (r; (r)) and (s; (s)) by (q; (s)); (r; (q)) and
(s; (r)).
Add the two inequalities (Pright) with i = s; j = (q); k = q and l= (s) and
(S) with s1 = s; t1 = (q); s2 = r and t2 = (r).
We remark that any of the above transformations result in a hamilton cycle and
the pyramidality number strictly decreases. So, if one of the transformations can be
applied to the tour , this contradicts the minimality of K(). We split into three
cases that maxf−1(p); (p)g is equal to p − 1; p − 2 and less than p − 3. We
may suppose that −1(p)<(p) because of the symmetry of the six conditions of
Theorem 9.
Case 1: (p) = p− 1.
[Note that 2(p)<p− 1 since p is neither of the four step-back peaks.]
1.1. −1(p) 6= p− 2. Take q s.t. q<p−1<p<(q)
and apply (Eright).
1.2. −1(p) = p− 2 and −2(p)>p. Apply (Dleft).
1.3. −1(p) = p− 2 and −2(p)<p− 2. Let q = p and take r and s s.t.
(r)<p− 2<p<r; s<p− 2
<p<(s) and the arc (r; (r))
is not contained in P((q); s).
Apply (G).
Case 2: (p) = p− 2.
2.1. 2(p)>p− 2. Apply (Dright).
2.2. 2(p)<p− 2 and −1(p) 6= p− 3. If there exists a vertex q s.t.
q<p−2<p<(q) then apply
(Eright). For otherwise, take q s.t.
(q)<p− 2<p<q and apply
(Eleft).
2.3. 2(p)<p − 2; −1(p) = p − 3 and
−2(p)>p.
Apply (Dleft).
2.4. 2(p)<p − 2; −1(p) = p − 3 and
−2(p) = p− 1.
If −3(p)<p− 3 then p− 1 is
a peak which is neither of the
four step-back peaks. For other-
wise, p is [IIleft]. These contra-
dict the denition of p.
2.5. 2(p)<p − 2; −1(p) = p − 3 and
−2(p)<p− 3.
See below.
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Case 3: (p)6p− 3.
3.1. p− 2 is not a peak. If (p − 2)>p − 2 then let
q = p − 2 and apply (Fright).
For otherwise, we have −1(p−
2)>p − 2. Let q = −1(p − 2)
and apply (Fleft).
3.2. p− 2 is [Iright]. Let q= p− 2 and apply (Fleft).
3.3. p− 2 is [Ileft]. Let q= p− 3 and apply (Fright).
3.4. p− 2 is [IIright]. Let q= p− 4 and apply (Fright).
3.5. p− 2 is [IIleft]. Let q = p − 2 and take r and
s s.t. (r)6(q) − 2<q<r,
s6(q) − 2<q<(s) and the
arc (r; (r)) is not contained in
P((q); s). Apply (G).
In order to treat Subcase 2.5, we note the following remark related to Case 1.
Remark 12. Suppose that a tour ~ (not necessarily optimal) has a peak other than
n which is neither of the four step-back peaks. Let p be the smallest such peak
which satises maxf ~−1(p); ~(p)g=p− 1. Then, there exists a transformation ~! ~0
satisfying C( ~0)6C( ~) and K( ~0)<K( ~), and there exists an arc (v; ~(v)) in the tour
~ such that v<p< ~(v) = ~0(p) or ~(v)<p<v= ~
0−1(p). Moreover, the feasibility
of the transformation does not depend on the dierence maxfv; ~(v)g − p.
Here, we review Case 1. In Subcase 1.1, we set v=q, then it satises v<p<(v)=
0(p). In Subcase 1.2, we set v = −2(p), then we obtain (v)<p<v = 0−1(p). In
Subcase 1.3, we set v= r, then we have v<p<(v) = 0(p).
Now, we consider Subcase 2.5 in detail. Let p be the cycle which is obtained from
 by deleting the vertex p and the arcs (p− 3; p) and (p;p− 2) and adding the arc
(p−3; p−2). Let G be the complete weighted digraph obtained from a given distance
matrix. Then, p is a hamiltonian cycle of G−p and it holds that p(p− 2)<p− 3,
−1p (p − 2) = p − 3 and −2p (p − 2)<p − 3. Hence, by Remark 12 there exists a
transformation p ! 0p such that C(0p)6C(p) and K(0p)<K(p), and there exists
an arc (v; p(v)) satisfying either v<p−2<p(v)=0p(p−2) or p(v)<p−2<v=
0−1p (p− 2). On this occasion, we may delete p from G because the feasibility of the
transformation does not depend on the dierence maxfv; p(v)g − (p− 2).
Subcase 2.5.1: v<p− 2<p(v).
In this case, let 0 be the cycle which is obtained from 0p by removing the arc
(p− 2; p(v)) and adding the arcs (p− 2; p) and (p; p(v)). Then, 0 is a hamiltonian
cycle of G since p is a hamiltonian cycle of G − p, and the transformation  ! 0
does not increase the sum of distances by the reason as follows (see Fig. 2).
C() = C(p)− d(p− 3; p− 2) + d(p− 3; p) + d(p;p− 2)
>C(0p)−d(p−3; p−2)+d(p−3; p)+d(p;p− 2) (by using Remark 12)
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Fig. 2. Subcase 2.5.1 2(p)<p− 2; −1(p) = p− 3; −2(p)<p− 3 and v<p− 2<p(v).
= C(0p)− d(p− 2; p(v)) + d(p− 2; p(v))
−d(p− 3; p− 2) + d(p− 3; p) + d(p;p− 2)
>C(0p)− d(p− 2; p(v)) + d(p− 3; p− 2) + d(p− 2; p)
+d(p; p(v))− d(p− 3; p− 2) (1)
= C(0p)− d(p− 2; p(v)) + d(p− 2; p) + d(p; p(v))
= C(0):
The above inequality (1) holds by (T2right) in case of p(v)>p and by (Wright-in) in
case of p(v) = p− 1. This contradicts the minimality of K().
Subcase 2.5.2: p(v)<p− 2<v.
By the same argument as in Subcase 2.5.1, p can be transformed into 0p without
increasing the sum of distances and it holds that 0−1p (p− 2) = v. Let 0 be the cycle
which is obtained from 0p by deleting the arc (v; p−2) and adding (v; p) and (p;p−2).
Then, 0 is a hamiltonian cycle of G since p is a hamiltonian cycle of G − p, and
the transformation does not increase the sum of distances by the reason as follows:
C() = C(p)− d(p− 3; p− 2) + d(p− 3; p) + d(p;p− 2)
>C(0p)−d(p−3; p−2)+d(p−3; p)+d(p;p−2) (by using Remark 12)
= C(0p)− d(v; p− 2) + d(v; p− 2)
−d(p− 3; p− 2) + d(p− 3; p) + d(p;p− 2)
>C(0p)− d(v; p− 2) + d(v; p) + d(p− 3; p− 2) + d(p;p− 2)
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−d(p− 3; p− 2) (2)
= C(0p)− d(v; p− 2) + d(v; p) + d(p;p− 2)
= C(0):
The above inequality (2) can be obtained from (S) with s1 =p− 3; t1 =p; s2 = v and
t2 = p− 2. This contradicts the minimality of K().
Therefore, this completes the proof of Theorem 9.
In [5], several extensions of pyramidal tours are dened. We present one of those
extensions.
Theorem 13 (Oda and Ota [5]). Let T(k) be the class of the tour  of the form
= (1; i1; i2; : : : ; ir−1; n; j1; j2; : : : ; jn−r−1);
satisfying ip − iq6k for any integer p and q with 06p<q6r; and jq − jp6k for
any integer p and q with 06p<q6n− r; where we set i0 = jn−r =1 and ir = j0 = n.
For any distance matrix; a shortest tour which is contained in T(k) can be computed
in O(8kn2) time.
Sketch of proof. For i; j and S with 16i 6= j6n and S  [1; n] n fi; jg, let g(i; S; j)
be the sum of distances of a shortest path from i to j through all vertices in S. This
function satises the following recursive formula:
g(i; S; j) = min
t2S
fg(i; S n ftg; t) + d(t; j)g:
We compute g(i; S; j) for i; j and S with 16i6n; 16j< i and S  [j − k; j), and
with 16j6n, 16i< j and S  [i− k; i). This computation requires at most O(k2kn2)
time.
Let f(i; j;T ) be the sum of distances of the shortest path P from i to j through all
vertices in [1; i)[ [1; j) n T , where T  [i− k; i)[ [j− k; j) n f1; i; jg and the path P is
of the form (i= i0; i1; : : : ; ir = 1= j0; j1; : : : ; js = j) satisfying it < i for 16t6r, ju < j
for 06u6s− 1, iq− ip6k for 06p<q6r and jp− jq6k for 06p<q6s. We use
dynamic programming scheme in this computation. We denote the set of vertices on
P by V (P), that is, V (P) = [1; i] [ [1; j] n T . Let w = maxfv j vV (P) n fi; jgg. The
following recursion can be formulated for the case i> j:
f(i; j;T ) =
8><
>:
min
S [w−k;w)nTnfjg
fg(i; S; w) + f(w; j;T [ S n (w; i))g (w>j);
min
16m6w
min
S [m−k;m)nT
fg(i; S; m) + f(m; j;T [ Sn(j; i))g (w<j):
We can formulate for the case i< j, similarly. Starting from the initial values f(1; t;
(1; t))=d(1; t) and f(t; 1; (1; t))=d(t; 1) with 26t6k+2, and calculating f(i; j;T ) for
i and j in ascending order and for any possible set T such that T  [i−k; i)[[j−k; j)n
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f1; i; jg, we compute f(n; n− 1;T ) and f(n− 1; n;T ) such that T  [n− k − 1; n− 1).
The sum of distances of a shortest tour which is contained in T(k) is given by
min
T  [n−k−1; n−1)
ff(n; n− 1;T ) + g(n− 1; T; n); g(n; T; n− 1) + f(n− 1; n;T )g:
The total time of this computation is O(8kn2).
We show the following remarks related to Theorem 9.
Remark 14. Let I (J ) be the path from 1 to n (from n to 1, respectively) in an optimal
tour  of the distance matrix satisfying the conditions of Theorem 9. The path I has
the possibility to contain either a peak [Iright] or [IIright], but I has neither [Ileft] nor
[IIleft]. The path J has the possibility to contain either a peak [Ileft] or [IIleft], but J
has neither [Iright] nor [IIright].
Proof. Suppose that I has a step-back peak [Ileft] or [IIleft], denoted by p. Let q be the
maximum vertex in the subpath from 1 to p of I . Then, q is a peak with p<q<n.
It is clear that q is neither [Iright]; [Ileft]; [IIright] nor [IIleft]. This contradicts Theorem 9.
The case for the path J can be proved by the similar argument.
Remark 15. If a distance matrix satises the conditions of Theorem 9, an optimal tour
is contained in T(3).
Proof. Dene an optimal tour  as in Theorem 13. Suppose that there exist two vertices
is and it such that is − it>4 and 06s< t6r. Let p be the maximum vertex in the
path from 1 to it . Then, p is a peak and p>is. It holds p− it>4, but p is neither of
any step-back peaks. This contradicts Theorem 9. The case for the path from n to 1 is
similar to the above one. Therefore, it holds that ip − iq63 for any integer p and q
with 06p<q6r, and jq− jp63 for any integer p and q with 06p<q6n− r.
From the above remarks, an optimal tour of the distance matrix satisfying the conditions
of Theorem 9 is contained in T(3), that is, an optimal tour can be computed in O(n2)
time. Therefore, we obtain the following result.
Theorem 16. If a distance matrix satises the conditions of Theorem 9; an optimal
tour can be found in O(n2) time.
4. Remarks
In this section, we give some remarks related to Theorem 9.
Remark 17. There exist distance matrices which satisfy the conditions of Theorem 9
but any shortest pyramidal tours with step-backs are not optimal.
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To show this, we give two examples.
Example 18.
A=
0
BBBBBBBBBBB@
0 1 2 8 5000 10000
2 0 8 1 89 5000
5 21 0 8 1 21
3 5 1 0 55 2
89 89 2 34 0 1
1 21 5 1 3 0
1
CCCCCCCCCCCA
:
This distance matrix A satises the conditions of Theorem 9 and (1; 2; 4; 3; 5; 6) is the
unique optimal tour, which is not pyramidal but pyramidal with step-backs.
Example 19.
B=
0
BBBBBBBBBBBBBBBBB@
0 1 1250 3 10000 20000 40000 80000
3 0 1 1 5000 10000 20000 40000
2500 3 0 1 3 5000 10000 20000
5000 1 3 0 5 0 5000 10000
10000 3 1 1 0 1 1 3
20000 10 3 0 5 0 4 1250
40000 3 3 1 1 1 0 1
80000 40000 20000 10000 5000 2500 3 0
1
CCCCCCCCCCCCCCCCCA
:
This distance matrix B satises the conditions of Theorem 9 and (1; 4; 6; 3; 5; 8; 7; 2) is
the unique optimal tour, which is not a pyramidal tour with step-backs.
From Theorems 3 and 7 and Remark 17 we can easily see the following fact.
Remark 20. The class of distance matrices satisfying the conditions of Theorem 9 is
dierent from Demidenko Class and the class of Theorem 7.
The conditions of Theorem 9 restricted to k = j+1 are an asymmetric extension of
van der Veen conditions. We call such conditions asymmetric van der Veen conditions.
The conditions of Theorem 9 are not equivalent to asymmetric van der Veen conditions,
but the following property holds.
Remark 21. If a distance matrix satises the conditions of Theorem 9 restricted to
k = j + 1 and j + 2, it also satises the conditions of Theorem 9.
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Proof. We use induction on t = k − j. If t62, it is clear that the remark is true.
Suppose that t>3 and the remark is true for t − 2. By the induction hypothesis
d(i; j) + d(j; l) + d(l; k − 2)6d(i; l) + d(l; j) + d(j; k − 2):
From (Cin),
d(j; k − 2) + d(l; k)6d(j; k) + d(l; k − 2):
By adding these two inequalities, we obtain the inequality (Wright-in). The other ve
inequalities can be obtained by the similar arguments.
Therefore, the conditions of Theorem 9 is equivalent to the conditions of Theorem 9
restricted to k= j+1 and j+2. So, we can check whether a given matrix satises the
conditions of Theorem 9 in O(n3) time. The following proposition holds for asymmetric
van der Veen conditions.
Proposition 22. If a distance matrix satises asymmetric van der Veen conditions; it
has the following property:
For all vertices i; j; k; l 2 [1; n] with i< j<k <l and k − j being odd:
d(i; j) + d(j; l) + d(l; k)6d(i; l) + d(l; j) + d(j; k);
d(k; l) + d(l; j) + d(j; i)6d(k; j) + d(j; l) + d(l; i);
d(l; k) + d(k; i) + d(i; j)6d(l; i) + d(i; k) + d(k; j);
d(j; i) + d(i; k) + d(k; l)6d(j; k) + d(k; i) + d(i; l);
d(i; j) + d(k; l)6d(i; l) + d(k; j);
d(j; i) + d(l; k)6d(l; i) + d(j; k):
For all vertices i; j; k; l 2 [1; n] with i< j<k <l and k − j being even:
d(i; j) + d(l; k)6d(i; k) + d(l; j);
d(j; i) + d(k; l)6d(k; i) + d(j; l);
d(i; j) + d(j; k) + d(k; l)6d(i; k) + d(k; j) + d(j; l);
d(l; k) + d(k; j) + d(j; i)6d(l; j) + d(j; k) + d(k; i):
If we consider whether the class satisfying the conditions is polynomially solvable,
we must check all the parities for the dierences between any of two vertices. But,
unfortunately, it seems to be dicult.
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Example 23.
C =
0
BBBBBBBBBBBBBBBBBB@
0 0 100 0 1000 1000 4000 8000 16000 32000
0 0 97 100 500 1000 1000 4000 8000 16000
100 97 0 97 3 100 3 2000 4000 8000
200 100 97 0 100 0 100 100 1000 2000
500 100 0 100 0 100 3 100 1000 2000
1000 100 100 0 100 0 100 2 500 1000
2000 100 3 100 3 100 0 2 100 0
4000 2000 2000 100 2 2 2 0 2 100
8000 100 2000 100 100 100 100 2 0 0
16000 8000 4000 2000 1000 500 200 100 0 0
1
CCCCCCCCCCCCCCCCCCA
:
This distance matrix C satises asymmetric van der Veen conditions and (1; 4; 6; 8; 5; 3;
7; 10; 9; 2) is the unique optimal tour. This tour has a peak 8 which is neither of
the four step-back peaks. We also found another example such that a tour containing
another type of peaks is the unique optimal tour. We think that there exist many other
step-back peaks.
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