ABSTRACT
INTRODUCTION
Classically, based on lesion studies and electrical stimulation, the neural control of speech Finally, we used a special case of contextual variance -allophones, in which the same phoneme is 69 produced with different combinations of gestures -to highlight more distinctly the gestural vs. 
RESULTS

76
We simultaneously recorded ECoG from M1v, PMv, and IFG (pars opercularis) and speech audio 77 during single word, monosyllabic utterances by 9 human participants (8 with left hemispheric 78 recordings) undergoing functional mapping during awake craniotomies for resection of brain tumors
79
( Figure 1 and Figure S1 ). Lesions were remote from speech production areas and no subjects had any 80 language or speech deficits in neuropsychological testing. We manually labeled the onset of the 81 acoustic release of each phoneme (Mugler et al., 2014b ) and we employed acoustic-articulatory 82 inversion (AAI; Wang et al., 2014; Wang et al., 2015; see Methods) in combination with the Task 83 Dynamic Model (Nam et al., 2012) to precisely label articulatory gesture onset. We examined z-scored 84 activity in the high gamma (70-300 Hz) band, since this band is highly informative about limb motor 85 (Chao et al., 2010; Crone et al., 2001; Flint et al., 2012a; Flint et al., 2012b; Mehring et al., 2004) , 86 speech (Bouchard et al., 2013; Crone et al., 2001; Pei et al., 2011; Ramsey et al., 2017) , and 87 somatosensory activity (Ray et al., 2008) , and correlates with ensemble spiking activity (Ray and 88 Maunsell, 2011) and blood oxygenation level dependent (BOLD) activity (Hermes et al., 2012;  89 Logothetis et al., 2001 ). Vocal tract with positions of the lips, tongue body, and tongue tip during production of a single word.
94
Each trace represents the position, at 10-ms intervals, generated by the acoustic-articulatory inversion has opposite open/close orientation as its default configuration is assumed to be near closure (vibrating; 100 Browman and Goldstein, 1992) .
102
Phoneme-related, but not gesture-related, cortical activity varies with intra-word position 103 We analyzed how cortical high gamma activity varies with the context of phonemic and gestural events 104 (i.e., coarticulation) in two subjects producing consonant-vowel-consonant words. We used the high 105 gamma activity on each electrode to classify whether each consonant phoneme or gesture was the 106 initial or final consonant in each word. The coarticulation of speech sounds means that phonemes are characterize the representational structure of a cortical area, we predicted that the cortical activity 109 associated with a phoneme should vary across word positions. In contrast, because gestures 110 characterize speech movements that do not vary with context, the cortical activity associated with a 111 gesture should also be context-invariant. Therefore, we did not expect to be able to classify a gesture's 112 position with better than chance accuracy. We found that the high gamma activity patterns across M1v
113
and PMv did not change with position of the gesture within a word (Figure 2A, right) . In contrast, 114 when aligned to phoneme onset, high gamma activity in M1v and PMv did vary with position within 115 the word (Figure 2A, left) . To reduce the likelihood of including cortical activity related to production 116 of neighboring events (phonemes or gestures of lips and tongue) in our classification, we only used the 117 high gamma activity immediately surrounding event onset (from 100 ms before to 50 ms after) to 118 classify intraword position. Figure 2B shows an example of classification of tongue body and tongue 119 tip closure position from all electrodes which predominantly encoded those gestures (based on single-120 electrode decoding of all gesture types -see Methods). Gesture classification accuracies were not 121 larger than chance, while corresponding phonemes /k/ and /t/ were indeed larger than chance. To 122 quantify the accuracy of classification compared to chance over electrodes, we computed the 123 discriminability index d´ on each electrode ( Figure 2C ). d´ is the difference of means (in this case,
124
between phoneme or gesture position and chance accuracy) divided by the pooled SD (see Methods).
125
We computed the mean d´ over all electrodes in M1v and PMv that were modulated with either lip or 126 tongue movements. We found that d´ was large for phonemes (2.3±0.6) and no different from zero for 127 gestures (-0.06±0.6). Thus, cortical activity for gestures did not vary with context, while cortical 128 activity for phonemes varied substantially across contexts. To further investigate sublexical representation in the cortex, we used high gamma activity from 8 147 participants to classify which phoneme or gesture was being uttered at each event onset. We classified M1v, PMv, and IFG have been theorized to contribute differently to speech production, movements,
168
and preparation for speech. We therefore investigated the representation of each individual area by 169 performing gesture and phoneme classification using electrodes from each cortical area separately. Figure 3D ). The difference was 175 significant in M1v and PMv, but not in IFG, when using Bonferroni correction for multiple comparisons. The difference in accuracy was not due to gestures having a slightly greater incidence 177 than phonemes, as significant differences remained when we performed decoding on a dataset with 178 maximum numbers of gesture and phoneme instances matched (data not shown). To quantify the 179 difference further, we computed d´ between accuracies of gestures and phonemes in each area. The d´ 180 values in M1v and PMv were both very high (3.6 and 2.9), while that in IFG was slightly less (2.0),
181
suggesting decreased gestural predominance in IFG than in M1v or PMv.
183
Allophone classification supports predominance of gestural representations 184 In four subjects, we used a specific set of spoken words from speech control literature that included 185 allophones to amplify the distinction between phonemic and gestural representation in specific cortical 186 areas (Buchwald and Miozzo, 2011) . Allophones are different pronunciations of the same phoneme in 187 different contexts within words, which reflect the different gestures being used to produce that 188 phoneme (Browman and Goldstein, 1992) . For example, consonant phonemes are produced differently 189 when isolated at the beginning of a word (e.g., the /t/ in "tab", which is aspirated, or voiceless) 190 compared to when they are part of a cluster at the beginning of a word (e.g., the /t/ in "stab", which is to change the mapping between reach target and kinematics to assess cortical representation (Paz et 196 al., 2003; Wise et al., 1998) . The /t/ in "st" words was produced with high gamma activity more like 
261
This is the first direct evidence of gesture encoding in the speech motor cortices. This evidence 262 impacts theoretical models of speech production developed over decades of interdisciplinary research.
263
The results support models incorporating gestures in speech production, such as the Task Dynamic 264 model of inter-articulator coordination (TADA) and the Directions-Into-Velocities of Articulators 265 (DIVA) model (Guenther et al., 2006; Hickok et al., 2011; Saltzman and Munhall, 1989) . The DIVA 266 model, in particular, hypothesizes that gestures are encoded in M1v. These results also suggest that 267 models not incorporating gestures, instead proposing that phonemes are the immediate output from 268 motor cortex to brainstem motor nuclei, may be incomplete (Hickok, 2012; Levelt, 1999; Levelt et al., 269 1999).
270
The phenomenon of coarticulation, i.e., that phoneme production is affected by planning and 271 production of neighboring phonemes, has long been established using kinematic, physiologic (EMG), 272 and acoustic methods (Denby et al., 2010; Kent, 1977; Magen, 1997; Öhman, 1966; Schultz and Wand, 273 2010; Whalen, 1990 hypothesized to be associated with a laryngeal gesture that is absent in VC phonemes (Browman and 289 Goldstein, 1992). Thus, it is not surprising that we observed this difference in classification between
290
CClAs and VCs ( Figure 4A ). These results, therefore, still support a gestural representation in M1v 291 as well as in PMv and IFG. 292 This study provides a deeper look into IFG activity during speech production. The role of IFG in 293 speech production to date has been unclear. The classical view of Broca that IFG was involved in word 294 generation (Broca, 1861) has been contradicted by more recent studies providing conflicting imaging 295 evidence of phoneme production (Wise et al., 1999) , syllables (Indefrey and Levelt, 2004) , and syllable 296 to phoneme sequencing and timing (Flinker et al., 2015; Gelfand and Bookheimer, 2003; Long et al., sequencing (Flinker et al., 2015) . The trend toward greater accuracy in classifying gestures than 299 phonemes using IFG activity suggests that there is at least some information in IFG related to gesture 300 production. While our results cannot completely address IFG's function due to somewhat limited 301 electrode coverage (mainly pars opercularis) and experimental design, they do provide evidence for 302 gesture representation in IFG.
303
These results imply that speech production cortices share a similar organization to limb-related 304 motor cortices, despite clear differences between the neuroanatomy of articulator and limb innervation 305 (e.g., cranial nerve compared to spinal cord innervation). In this analogy, gestures represent articulator 306 positions at discrete times (Guenther et al., 2006) , while phonemes can be considered speech targets.
307
In arm and hand areas of M1, the reach trajectory (and arm muscle activity) is represented to a greater 308 extent than the target of a reach (Cherian et al., 2013; Georgopoulos et al., 1986; Oby et al., 2013) .
309
This suggests that M1v predominantly represents articulator kinematics and/or muscle activity, though 310 more detailed measurements of articulator positions (or EMG) with ECoG could demonstrate this more 311 definitively (Bouchard et al., 2016 ). While we found that gesture representations predominated over 312 phonemic representations in all 3 areas, there was progressively less predominance in PMv and IFG, 313 which could suggest a rough hierarchy of movement-related information in the cortex (although 314 phonemic representations can also be distributed throughout the cortex (Cogan et al., 2014) ). We also 315 found evidence for encoding of gestures and phonemes in both dominant and non-dominant 316 hemispheres, which corroborates prior evidence of bilateral encoding of sublexical speech production 317 (Bouchard et al., 2013; Cogan et al., 2014) . This analogous organization suggests that observations 318 from studies of limb motor control may be extrapolated to other parts of motor and premotor cortices. eye trackers and eye gaze communication boards, and even the most recent spelling-based BMIs Chen et al., 2015; Pandarinath et al., 2017) ). While we can use ECoG to identify 328 words via phonemes (Mugler et al., 2014b) , our results here suggest that gestural decoding would 329 outperform phoneme decoding in BMIs using signals from M1v and PMv. The decoding techniques 330 used here would require modification for practical "closed-loop" implementation, though simple 331 repeatable signatures related to phoneme production have already been shown to be useful for real-332 time control of simple speech sound-based BMIs (Brumberg et al., 2013; Leuthardt et al., 2011) .
333
Improving our understanding of the cortical control of articulatory movements moves us closer to a 334 viable cortical speech interface that can decode intended speech movements in real-time.
335
A more accurate understanding of the cortical encoding of sublexical speech production could also 336 improve identification of functional speech motor areas. More rapid and/or accurate identification of 337 these areas using ECoG could help to make surgeries for epilepsy or brain tumors more efficient, and 338 possibly safer, by reducing operative time and number of stimuli and better defining areas to avoid 339 resecting (Korostenskaja et al., 2013; Roland et al., 2010; Schalk et al., 2008) . These results therefore 
METHODS
344
Subject Pool
345
Nine subjects (mean age 42, 5 female) who required intraoperative ECoG monitoring during 346 awake craniotomies for glioma removal volunteered to participate in a research protocol during 347 surgery. We excluded subjects with tumor-related symptoms affecting speech production, and non-348 native English speakers, from the study. All tumors were located at least two gyri (~2-3 cm) away 349 from the recording electrodes. Subjects provided informed consent for research, and the
350
Institutional Review Board at Northwestern University approved the experimental protocols.
351
Electrode grid placement was determined using both anatomical landmarks and functional (Brainlab), and intraoperative photography (Hermes et al., 2010) .
361
Data Acquisition
362
A 64-channel, 8x8 ECoG grid (Integra, 4 mm spacing) was placed over speech motor cortex 363 connected to a Neuroport data acquisition system (Blackrock Microsystems, Inc.). Both stimulus 364 presentation and data acquisition were facilitated through a quad-core computer running a 365 customized version of BCI2000 software (Schalk et al., 2004 ). Acoustic energy from speech was 366 measured with a unidirectional lapel microphone (Sennheiser) placed near the patient's mouth.
367
Microphone signal was wirelessly transmitted directly to the recording computer (Califone), 368 sampled at 48 kHz, and synchronized to the neural signal recording.
369
All ECoG signals were bandpass-filtered from 0.5-300 Hz and sampled at 2 kHz. Differential 370 cortical recordings compared to a reference ECoG electrode were exported for analysis with an 371 applied bandpass filter (0.53 -300 Hz) with 75 µV sensitivity.
373
Experimental Protocol
374
We presented words in randomized order on a screen at a rate of 1 every 2 seconds, in blocks 375 of 4.5 minutes. Subjects were instructed to read each word aloud as soon as it appeared. Subjects 376 were surveyed regarding accent and language history, and all subjects included here were native 377 English speakers. All subjects completed at least 2 blocks, and up to 3 blocks.
378
All word sets consisted of simple words and varied depending on subject and anatomical grid 379 coverage. Stimulus words were chosen for their simplicity, phoneme frequency, and phoneme 380 variety. Many words in the set were selected from the Modified Rhyme Test, consisting of 381 monosyllabic words with primarily consonant-vowel-consonant (CVC) structure (House et al., 382 1963). The frequency of phonemes within the MRT set roughly approximates the phonemic 383 frequency in American English (Mines et al., 1978) . The Modified Rhyme Test was then 384 supplemented with additional CVC words to incorporate all General American English phonemes 385 to the word set with a more uniform phoneme incidence. Consonant cluster allophone words 386 contained initial stop consonants; each allophone example included a voiced, a voiceless, and a 387 consonant cluster allophone word (for example, "bat", "pat", and "spat"; Buchwald and Miozzo,
Signal Processing
391
To create features in the frequency domain, we isolated power changes in the high gamma band 392 from the neural signal. ECoG signals were first re-referenced to a common average of all channels 393 in the time domain. The high gamma band, most commonly used in ECoG research due to its 394 correlation with ensemble spiking activity (Ray et al., 2008) , has definitions that vary widely in 395 the literature. We used the Hilbert transform to isolate band power in 8 linearly distributed 20-Hz 396 wide sub-bands within the high gamma band that avoided the 60 Hz noise harmonics and averaged 397 them to obtain the high gamma power (70-290 Hz). We then normalized and z-scored each 398 channel's high gamma band power changes to create frequency features for each channel.
399
To create features in the time domain, we segmented z-scored high gamma values for each 400 channel from 300 ms prior to and 300 ms after onset of each event (phoneme or gesture). This 
Event labeling
408
We used visual and auditory inspection of auditory spectral changes to manually label the onset 409 of each phoneme in the speech signal (Matlab). To label gesture onset times, acoustic-articulatory 410 inversion was used on the audio recordings of subjects. This technique maps articulator trajectories 411 from acoustic data, using a model that accounts for subject-and utterance-specific differences in 412 production. We used an articulatory inversion model, described in , based on a 413 deep neural network trained on data from the University of Wisconsin X-ray Microbeam corpus 414 , with missing articulatory data filled in using the data imputation model of 415 . AAI output was smoothed with a Gaussian kernel of 50 ms to reduce effects 416 of environmental noise. Based on the target phonemes, the Task Dynamic model of inter-417 articulator coordination was used to generate expected laryngeal and velar movement onset times 418 (Saltzman and Munhall, 1989) . We used these onset times for each event in the speech signal to 419 segment ECoG features.
421
Event Classification and Analysis
422
Due to the large number of potential features and relatively low number of trials, we used with the most information about the classes. The high gamma features were then projected into 428 this subspace and LDA was used to classify the data (Flint et al., 2012b; Slutzky et al., 2011) . We 429 used one-versus-the rest classification, in which one event class was specified, and events not in 430 that class were combined into a "rest" group. We reported only the accuracy of classifying a given 431 class (for example, in /p/ vs. the rest, we reported the accuracy of classifying the /p/ class, but not 432 the "rest" class), to avoid bias due to the imbalance in "one" and "rest" class sizes. We used 10-433 fold cross-validation with randomly-selected test sets to compute classification performance. We 434 repeated the 10-fold cross-validation 10 times (i.e., re-selected random test sets 10 times), for a total of 100 folds. Chance classification accuracies were determined by randomly shuffling event 436 labels 200 times and re-classifying. We created an overall performance for each subject as a 437 weighted average of all the events; the performance of each phoneme or gesture was weighted by 438 the probability of that phoneme or gesture in the data set.
439
We limited our analysis to consonant phonemes for two reasons. First, the TADA model 440 assumes that the larynx (or glottis) is open by default (Browman and Goldstein, 1992) , which 441 makes it very difficult if not impossible to assign meaningful onset times to this gesture, which is 442 present in all vowels. In addition, we wished to avoid influence of coarticulation of neighboring 443 phonemes. Therefore, we removed vowels and /s/ phonemes, as well as the glottis opening gesture, 444 from the analysis. To ensure sufficient accuracy of our classification models, we only included 445 phonemes or gestures with at least 15 instances, resulting in roughly the same number of phoneme 446 classes as gesture classes (average of 15.2 phonemes and 12 gestures across subjects).
447
The discriminability index d´ between two groups is defined as the difference of their means 
