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Abstract
Embedded computer vision applications increasingly re-
quire the speed and power benefits of single-precision (32
bit) floating point. However, applications which make use
of Levenberg-like optimization can lose significant accuracy
when reducing to single precision, sometimes unrecoverably
so. This accuracy can be regained using solvers based on
QR rather than Cholesky decomposition, but the absence
of sparse QR solvers for common sparsity patterns found
in computer vision means that many applications cannot
benefit. We introduce an open-source suite of solvers for
Eigen, which efficiently compute the QR decomposition for
matrices with some common sparsity patterns (block diag-
onal, horizontal and vertical concatenation, and banded).
For problems with very particular sparsity structures, these
elements can be composed together in ‘kit’ form, hence the
name QRkit. We apply our methods to several computer
vision problems, showing competitive performance and suit-
ability especially in single precision arithmetic.
1. Introduction
Computer vision applications are increasingly required to run
on low-power architectures, where single precision floating
point is significantly more efficient than double [3, 25, 34].
However, where such applications depend on Levenberg-
like solvers (e.g. bundle adjustment [1, 40, 41], SLAM [8],
3D reconstruction [39], surface fitting [9, 37, 38]), single
precision operation can negatively impact accuracy, and may
therefore require more solver iterations, or may simply never
be accurate enough.
In this paper, we identify an important contributor to such
inaccuracy: the use of Cholesky decomposition to solve
equations of the form
(J>J + λD2)p = J>b (1)
for unknown vector p given: vector b, diagonal matrix D,
and matrix J . Typically J is rectangular and sparse with par-
ticular sparsity structures (some are illustrated in Figure 1)
that can be exploited in Cholesky decomposition. However,
J>J has a condition number which is the square of J , which
can adversely affect numerical precision and robustness.
The squaring can be avoided by solving the equivalent
least squares system(
J
λ
1
2D
)
p =
(
b
0
)
(2)
using QR decomposition, as is in the classic Levenberg–
Marquardt implementation of More´ [31]. In the dense case,
this is typically twice as many floating-point operations per
iteration than the Cholesky solution, but the reduction in
iteration count for a given accuracy can be significant.
In the sparse case, the story is less rosy. There are general-
purpose sparse QR implementations, e.g. the SPQR routines
in SuiteSparse [12], which make the method competitive
with Cholesky for many problems. However, there are no
libraries which offer QR solvers which can exploit the partic-
ular sparsity structures in typical computer vision problems,
so the QR method is unusably slow, even though it may be
ultimately more accurate.
The contribution of this paper is to collate from the numer-
ical analysis literature a small collection of special-purpose
solvers, with the property that they can be composed in ‘kit’
form to easily build fast solvers for a wide range of com-
puter vision applications. The wider contribution is to allow
the use of efficient single-precision optimization routines
without catastrophic loss of accuracy.
We structure the paper by first reviewing the properties
and use of the QR decomposition. Second, we explain our
strategy for building efficient solvers, and present a collec-
tion of such solvers. Third, we show results on a range of
computer vision benchmarks, for QR-based and Cholesky-
based algorithms in both single and double precision.
Notation Let ei denote the ith column of the n× n iden-
tity matrix. The Kronecker product A ⊗ B puts a scaled
copy of B at every entry in A, for example if B is p × q,
then ei ⊗ B is a matrix of size np × q with structure
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[0(i−1)p×q;B; 0(n−i+1)p×q]. To flag where a QR decom-
position is computed numerically, we write QR = qr(A).
2. Background: QR decomposition
Given a matrix A, the QR decomposition finds matrices
Q and R such that Q is orthonormal (Q>Q = I), R is upper
triangular, and A = QR. We generally deal with matrices A
in ‘portrait’ orientation, so m > n, and with the ‘economy-
size’ decomposition where Q has size m×n and R is n×n.
However, we will need access to the orthogonal complement
of Q, written Q⊥, size (n −m) × n, and to the ‘full size’
matrices
Q =
[
Q
∣∣ Q⊥] , R = [R
0
]
(3)
which will often be too large to store explicitly. Therefore,
as is common in QR decomposition routines, we may store
not Q itself, but some C++ object Q which behaves like Q;
that is, it implements the operations of matrix multiplication.
Then, to look atQ itself (for example, when debugging small
problems), we multiply Q by a representation of the n× n
identity matrix.
The rich history of QR decomposition dates back to the
early 1950s, when it was introduced independently by Fran-
cis [15, 16] and Kublanovskaya [24], who proposed the use
of QR decomposition as a solution to the eigenvalue problem.
QR decomposition can be carried out using Gram-Schmidt
orthogonalization [5], Givens rotations [18] or Householder
reflections [23]; all the approaches were summarized later
by Gander [17]. The method became popular at the time,
exploited by many showing its use for singular value decom-
position [19] and solution to least squares problems [19].
Many important methods are based on Householder ma-
trices of the form H = I − 2vvT , where v is a Householder
vector [23] having unit 2-norm. Householder matrices are
orthogonal and can be used to zero-out selected columns of
a matrix. Householder QR decomposition of n×m matrix
A can be therefore expressed as multiplication by sequence
of Householder matrices Hm−1, · · · , H0, i.e.
R = Hm−1 · · ·H0A = QTA, (4)
where each Hk, k ∈ {0, · · · ,m− 1} is of size m×m.
Bischof et al. [4] and Scheiber et al. [35] introduced the
blocked versions of Householder transformation, in order
to reduce the burden of inefficient matrix-vector operations
on the supercomputing architectures of the time. Given
matrices B,C ∈ Rn×r and B1, C1 ∈ Rr×r we want to find
an orthogonal Q ∈ Rn×n such that
B =
[
B1
B2
]
, QTB = C =
[
C1
0
]
. (5)
Using the ‘WY’ representation by Bischof et al. [4], the
solution to the problem is represented as
Q = I +WY T , W, Y ∈ Rn×r, (6)
where Y is lower trapezoidal, i.e., yij = 0 if i < j. The
submatrixC1 is upper triangular andQ is a rank-1 correction
to the identity, and so it can be regarded as a generalization
of the Householder matrix [36].
Schreiber et al. [36] show how to modify the WY repre-
sentation so that only nr storage is required. The matrix Q
from (6) can be expressed as
Q = I + Y TY T , Y ∈ Rn×r, T ∈ Rr×r, (7)
where Y is lower trapezoidal and T upper triangular. This is
usually referred to as a compressed WY representation. For
details on computation of blocked Householder representa-
tions, we refer the reader to [36].
Later interest in parallel computing motivated researchers
to explore parallel QR decomposition algorithms [11, 32],
in a thread that continues as a subject of active research [7,
14, 21].
Alongside other methods, QR decomposition has been
implemented as a part of the LAPACK package [2] in 1990
and much more recently Davis [12] developed a multifrontal
rank-revealing version (SPQR) in the SuiteSparse library.
A very appealing application of QR factorization arises in
the field of numerical optimization, in particular solving non-
linear least squares problems. It is of particular interest in use
together with the Levenberg [27] Marquardt [29] algorithm.
This is a popular variant of the Gauss–Newton method for
finding the minimum of a function F (x) represented as a
sum of squares of generally nonlinear functions
F (x) = ‖f(x)‖2 = 1
2
m∑
i=1
[fi(x)
2], (8)
from which comes the above-mentioned instance of (1), with
the matrix J being the Jacobian of f : Rn 7→ Rm, and the
vector b = −f(x).
There are various strategies for updating the damping
parameter λ. More´’s implementation employs a trust-region
method proposed by Hebden [22].
To reduce the number of matrix factorizations, Lourakis
et al. [28] presented an alternative approach to updating the
damping factor, better suited for computer vision latent vari-
able problems such as bundle adjustment. Instead of seeking
a nearly exact solution for λ using Newton’s algorithm in a
trust-region framework (as proposed by Conn et al. [10] and
More´ [31]), it directly controls the damping factor λ with a
line-search algorithm [28].
3. Building sparse QR solvers
The general strategy to build efficient solvers [6, 14] is to
express the matrix A as some combination of smaller matri-
ces A1..K , for whose shape it is easy (i.e. efficient) to store
and compute the QR decomposition. Then manipulations of
(a) (b) (c) (d)
Figure 1. Sparsity patterns. (a) Block diagonal, (b) Horizontal con-
catenation of [Easy, Dense], including Angular, (c) Banded,
(d) Row-permuted banded (includes vertical concatenation of some
easier cases).
these easy QRs leads to the decomposition ofA. The compo-
sition of these solvers in code is a compile-time declaration
in terms of the data types of component solvers. For example,
a matrix with four blocks (see Figure 2(a)) might have the
top-left block defined as block diagonal, with p component
blocks of size 2 × 3, the top-right as general dense of size
p×q, and the bottom-left block expressed as ‘block-banded’.
Consulting Figure 2(a), the best way to encode this is as a
vertical concatenation of A1 and A2 followed by horizontal
concatenation with A3 and a 0 block, expressed as[[
A1
A2
] ∣∣∣∣ [A30
]]
. (9)
4. QRkit
QRkit supports efficient factorization of the sparsity pat-
terns and their compositions that will be described in the
following sections.
4.1. Block diagonal
If the matrix A is block diagonal, i.e. A =
blkdiag(A1, ..., AK), then to find matrices Q,R as above,
we define QkRk = qr(Ak) for all k. Observe that ej ⊗Qj
is orthogonal to ek ⊗ Qk for all k 6= j, because the
nonzeros don’t overlap, so we can simply write Q =
blkdiag(Q1, ..., QK), and R = blkdiag(R1, ..., RK).
The class BlockDiagonalQR is templated over the solver
type BlockSolver of the individual blocks. For example
BlockDiagonalQR<DenseQR> slvr;
For the simple block diagonal case, matrix Q is very sparse
and can therefore be formed explicitly as well as using a
vector of BlockSolvers. The upper triangular factor R
exhibits strong sparsity as well and all of its elements are
close to the matrix main diagonal. An example of QR factor-
ization of a block diagonal matrix is shown Figure 2(b) and
2(c).
(a) A (b) Q (c) R
Figure 2. (a) An example of favorable sparsity patterns in different
blocks of matrix A. (b-c) Typical sparsity of QR decomposition
of a block diagonal matrix (e.g. block A1 in A). In Q, the left
diagonal forms Q and the right diagonal Q⊥, andQ =
[
Q
∣∣ Q⊥].
4.2. Horizontal concatenation
Horizontal concatenation of two or more matrices with
different sparsity structure is a common pattern in many
applications [1, 9, 38, 40, 41]. The core computational unit
is the concatenation of two blocks, with matrixA1 ∈ Rn×m1
and matrix A2 ∈ Rn×m2 :
A = [A1 | A2] (10)
We assume again that A1 has a structure which makes
Q1R1 = qr(A1)
efficient to compute. Rewriting A using full size Q1 gives
A = [Q1R1 | A2]
=
[
Q1
[
R1
0
] ∣∣∣∣Q1Q>1 A2]
= Q1
[[
R1
0
] ∣∣∣∣Q>1 A2]
We now have the product of a unitary matrixQ1 and a matrix
whose top m1 rows are upper triangular. We now factorize
the bottom n − m1 rows of Q>1 A2, which, from (3), is
Q⊥1
>
A2.
Q′R′ = qr(Q⊥1
>
A2) (11)
And following from above,
A = Q1
[[
R1
0
] ∣∣∣∣ [Q>1 A2Q′R′
]]
= Q1
[R1
0
] ∣∣∣∣∣∣
[
I 0
0 Q′
]Q>1 A2R′
0

= Q1
[
I 0
0 Q′
][R1
0
] ∣∣∣∣∣∣
Q>1 A2R′
0

An implementation may form the product, or simply store
Q1 and Q′ in Q.
(a) A (b) PrA (c) B (d) PrB
Figure 3. (a-b) Row permutation Pr discovering banded structure
in the matrix A. (c-d) Row permutation Pr while solving vertical
concatenation of two matrices.
4.3. Row and column permutations
A common sparsity pattern is not always obvious. This
can be demonstrated by generating a block diagonal/banded
matrix A ∈ Rn×m and applying a random permutation
Pr ∈ {0, 1}n×n to its rows (see Figure 3(a) and 3(b)). Ap-
plying this process in reverse to a sparse input matrix A, we
can search for a row permutation Pr that would reorder the
rows in order to create an ‘As-Banded-As-Possible’ sparsity
pattern [13]. The resulting matrix A′ ∈ Rn×m:
A′ = PrA (12)
can be factorized using our efficient solvers.
Another common technique is to permute the columns of
A using a permutation matrix Pc ∈ {0, 1}m×m, obtaining
A′ = APc, (13)
which is often used in order to reduce fill-in during the QR
decomposition.
The best practice is to combine both permutations by
searching for a row-banded structure in A and reducing the
fill-in of the QR decomposition at the same time. The QR
solver will then be performing decomposition of
A′ = PrAPc. (14)
4.4. Block banded
Adding new residuals to a block-diagonal optimization
problem may create overlaps between the diagonal blocks of
the Jacobian and therefore break the block diagonal structure
of A described in Section 4.1.
Given block banded A ∈ Rn×m, such as A2 from Fig-
ure 2(a), let blkk(A) ∈ Rnk×mk be the kth block of A.
Writing rk ∈ {0, · · · ,min(mk,mk+1)} for the number of
overlapping columns of blocks blkk(A) and blkk+1(A), we
assume rk  m.
Instead of performing QR factorization of the whole A,
which would yield Householder vectors of length n, we can
create block-wise Householder vectors of length nk + nk+1
(a) Blocks Y (b) Blocks T (c) Matrix Q (d) Matrix R
Figure 4. Sparsity patterns of the QR factorization of a block banded
matrix. Matrices of blocks Y and T store, column-wise using sparse
representation, the small blocks Y and T that are used to factorize
several columns of the input matrix at a time.
for the kth block. Typically nk + nk+1  n, which results
in both faster execution and lower memory consumption.
The sparse Householder vectors can be stored as columns of
a big sparse matrix as depicted in Figure 4(a).
Exploiting structural zeros in such a way allows us to
perform operations on small dense blocks and sequentially
combine the partial results, instead of performing operations
on the large sparse matrix A, which would suffer from both
the size of A and the fact that operations for sparse matrices
cannot be implemented as efficiently as the dense case.
Striving for better performance, we use the compressed
WY representation of Householder QR (see Section 2 for
details). Using dense blocks of size nj × r, we factorize r
columns of A in the jth step as
A′j+1 = Q
>
j Aj = (I + YjTjY
>
j )
>Aj
= Aj + Yj(T
>
j (Y
>
j Aj)),
(15)
where Y ∈ Rnj×r, T ∈ Rr×r and r < nj . Factorization of
A is expressed as a sequence of K such economy blocked
transformations in form
A′ = (I + Yk−1Tk−1Y >k−1)
> · · · (I + Y0T0Y >0 )>A, (16)
where k ∈ {0, . . . ,K − 1}. It can be observed that matrix
Q expressed explicitly would be at least 60% dense in this
case. On the other hand, representing Q as a series of the
economy blocked transformations is extremely sparse. A
pictorial example of the factorization is in Figure 4.
4.5. Vertical concatenation
In general, vertical concatenation of two QR decompo-
sitions is much harder than the horizontal concatenation
discussed in Section 4.2. The main unit is the two-block
case, having A1 ∈ Rn1×m and A2 ∈ Rn2×m with
A =
[
A1
A2
]
. (17)
Assuming both A1 and A2 have a favorable sparsity pattern,
we can perform their QR decompositions Q1R1 = qr(A1)
and Q2R2 = qr(A2) efficiently and express the result as
A =
[
Q1R1
Q2R2
]
=
[
Q1 0
0 Q2
] [
R1
R2
]
= Q′R′. (18)
It is apparent from (18) that the matrix R′ is not upper trian-
gular and therefore we do not have a valid QR decomposition
of A yet. One possibility would be to use Givens rotations or
column-wise Householder reflectors to eliminate the lower
block R2. However, if A1 and A2 have known sparsity struc-
ture, we can again exploit the known structure of R′ for
greater efficiency. In particular, if R1, the upper part of R, is
output by one of the QRkit sparse solvers, then it is typically
very sparse with elements accumulated in the proximity of
the diagonal (see Figure 2(c) and 4(d)). We can therefore
apply a row permutation matrix P ∈ Rn1+n2×m to R′ that
will interleave R1 and R2 so that they create another block
diagonal/banded matrix PR′, as depicted in Figure 3(c) and
3(d). We have shown in the previous sections how to fac-
torize such matrices efficiently. Following Equation 18, the
final QR decomposition of A is expressed as
A = Q′PR′ =
[
Q1 0
0 Q2
]
PR′
=
[
Q1 0
0 Q2
]
PQ3
[
R3
0
] (19)
5. Implementation
QRkit is implemented using only the Eigen C++ li-
brary [20] without any calls to other external libraries.
5.1. Solver interface
New solver for a specific structure of the input matrix A
is defined as composition of our efficient solvers (see Section
4) as follows:
typedef BlockDiagonalQR<DenseQR> LeftSolver;
typedef BlockBandedQR<DenseQR> RightSolver;
HorzCat<LeftSolver, RightSolver> slvr;
A typical use case, solution of the least squares problem
Ax = b, is represented by the following pseudocode:
slvr.compute(A);
qtb = slvr.matrixQ().transpose() * b;
x = slvr.matrixR().solve(qtb);
where slvr is an efficient solver specified using the defi-
nitions above and it therefore knows how to deal with the
sparsity pattern of A efficiently.
5.2. Levenberg–Marquardt
In order to solve non-linear optimization problems, we
are using QRkit as the core building block of the Levenberg–
Marquardt algorithm. The Eigen C++ library already pro-
vides an implementation of Levenberg–Marquardt using QR
solvers. It is a C++ port of LAPACK Fortran code which
implements the More´ method [30].
More´ Levenberg–Marquardt performs two QR decom-
positions in each step. Starting from (2), each iteration
performs QR decomposition as follows:
J = QR[
R
λ
1
2D
]
= Q′R′,
(20)
where J ∈ Rn×m, R ∈ Rn×m is upper triangular, D ∈
Rm×m is identity and λ is the damping factor.
Unfortunately, Eigen’s implementation solves the second
QR decomposition as a sequence of Givens rotations, which
becomes slow as number of columns m increases.
However, the solver described in Section 4.5 is applicable
for this vertical concatenation of two matrices with favor-
able sparsity patterns. If we consider the most general case,
where matrixR in (20) has a dense upper triangle, permuting
rows of λ
1
2D into R will create a skewed upper-triangular
structure that can be treated with sparsity-aware blocked
Householder QR, which is faster than applying Givens trans-
formations.
We should however remind ourselves that for a Jacobian
matrix J with favorable sparsity pattern, the upper triangular
matrix R of its QR decomposition will still be very sparse,
with elements concentrated close to the diagonal (see Figures
2(c) and 4(d)). Row permuting the diagonal matrix λ
1
2D
into such an R will result in a block banded matrix which
we know how to solve very efficiently (see Figure 3(c) and
3(d)).
Backtrack Levenberg–Marquardt Assuming favorable
sparsity pattern of the Jacobian J , we can reduce the required
number of QR factorizations by directly row-permuting the
diagonal matrix λ
1
2D into J and performing a single QR
decomposition
Pr
[
J
λ
1
2D
]
= QR, (21)
where J ∈ Rn×m, λ is the damping factor, Pr the row
permutation matrix and D ∈ Rm×m is the identity matrix
for the Levenberg algorithm, or diag(J>J)
1
2 for Levenberg–
Marquardt.
We further speed up the Levenberg–Marquardt iterations
by adapting the approach of Lourakis et al. [28] described at
the end of Section 2.
6. Results
We compare QRkit to some state-of-the-art methods on
two common computer vision problems: surface fitting and
bundle adjustment. We perform all our experiments using
both single and double precision floating point in order to
evaluate the impact of differing machine precision on the
convergence. We assess accuracy by comparing the optimiz-
ers purely on their ability to minimize the objective function
in question, not by comparison to any ground truth for these
problems, since this is the most direct evaluation of the opti-
mizers’ success.
6.1. Solvers
Each experiment compares several different QR and
Cholesky-based solvers described below. The solvers were
used as the core part of the Backtrack Levenberg–Marquardt
implementation from Section 5, with the exception of SSBA,
which is standalone and More´ QR, which operates in two
steps.
QRkit Our new kit of sparse QR factorizations directly
implemented as a submodule of the Eigen C++ library.
Eigen Sparse QR Current implementation of Sparse QR
solver in the Eigen C++ library. It is a fill-in reducing rank-
revealing QR factorization which does not leverage any spar-
sity structure in the input matrix.
SuiteSparse QR (SPQR) SuiteSparse implementation of
multifrontal rank-revealing QR factorization [12] using
BLAS [26] and LAPACK [2]. It does not assume any spar-
sity pattern in advance.
Cholesky Variant of Cholesky factorization, in particular
Eigen::SimplicialLDLT, which is a sparse fill-in re-
ducing LDLT Cholesky factorization without square root.
QRkit + Cholesky A combination of the QRkit block diag-
onal solver and a Cholesky solver for decomposing block
angular matrices. The fast QRkit block diagonal solver is
applied on the left block diagonal part, and the generally
dense right subblock is consecutively solved using Cholesky.
SSBA Complete bundle adjustment package provided by
Zach [41] for large sparse bundle adjustment problems. We
compare our methods to SSBA’s Cholesky-based Levenberg–
Marquardt bundle optimizer.
More´ QR Same as QRkit, however in each Levenberg–
Marquardt iteration, the factorization is done in two steps
(see Section 5).
6.2. Experiments
Surface fitting is a popular technique for explaining un-
known data by fitting a parametric model. In order to show
the suitability of QRkit for these problems, we have imple-
mented a simple 2D optimization that fits an ellipse to a
set of 2D points. It can be considered a simplification of
surface fitting tasks such as human body tracking [33] or
hand tracking [37, 38], which have recently received a great
deal of interest. The structure of the Jacobian is depicted in
Figure 5(a). An efficient solution can be obtained by express-
(a) Ellipse fitting (b) Bundle adjustment
Figure 5. Sparsity patterns of the Jacobian matrix for our benchmark
problems.
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Figure 6. Performance of different QR factorization methods on
the ellipse fitting benchmark.
Problem
size
Time [s]
EigSpQR SPQR QRkitBD QRkitBB
500 0.163 0.016 0.005 0.037
2,000 9.798 0.031 0.017 0.029
10,000 — 0.151 0.098 0.154
100,000 — 1.816 1.036 1.718
500,000 — 9.472 5.342 8.872
Table 1. Timings for different methods on the ellipse fitting bench-
mark; EigSpQR=Eigen Sparse QR, SPQR=SuiteSparseQR, QRk-
itBD=QRkit Block Diagonal, QRkitBB=QRkit Block Banded. For
Eigen Sparse QR, results are available only up to N = 2000 as the
computation takes too long for bigger problems. The superiority of
QRkit is clearly visible.
ing J as a horizontal concatenation, as described in Section
4.2.
We performed the experiment at different scales. For the
number of 2D points N , we have performed evaluations for
N ranging from 500 up to 500, 000. Figure 6 shows the
comparison of different solvers; the exact timings are then
listed in Table 1. We observe that for very small problems
(N ≤ 2000), QRkit performance is comparable to existing
methods. As we scale N up to 500, 000, however, QRkit
significantly outperforms state-of-the-art implementations,
especially when using the block diagonal solver, but also
(with a smaller margin) when a block banded solver is used.
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Figure 7. Trafalgar (double precision): Convergence comparison
of different methods in terms of execution time and number of
iterations on the Trafalgar bundle adjustment dataset.
Bundle adjustment is a simultaneous refinement of 3D
coordinates in order to describe geometry of a scene ob-
served by multiple cameras with unknown parameters
[1, 40, 41]. The general structure of the Jacobian in a bundle
adjustment problem is sketched in Figure 5(b). Its angular
structure is efficiently solvable if expressed as a horizontal
concatenation (see Section 4.2).
We perform this experiment using standard datasets from
GRAIL [1]. In particular, we selected the small version of the
and Dubrovnik and Trafalgar Square datasets (the latter we
simply call ‘Trafalgar’ below). Each camera is represented
by 9 parameters, the 3D points by x,y,z-coordinates and
measurements by x,y-coordinates.
Trafalgar consists of 21 cameras capturing 11,315 3D
points with a total of 36,455 2D observations. This gives us
Jacobian J ∈ Rn×m with n = 36455 × 2 = 72910 rows
and m = 21× 9 + 11315× 3 = 34134 columns.
Dubrovnik has only 16 cameras, which capture 22,106
3D points producing 83,718 2D observations. In this case,
the Jacobian J ∈ Rn×m has n = 83718×2 = 167436 rows
and m = 16× 9 + 22106× 3 = 66462 columns.
Evaluations were performed for both single (32-bit) and
double (64-bit) precision floating point. The convergence
and execution times in double precision are depicted in Fig-
ures 7 and 9. As expected, Cholesky factorization is the
fastest here. On the other hand, it does not reach as good
an optimum as the More´ QRkit implementation, which sug-
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Figure 8. Trafalgar (single precision): Convergence comparison
of different methods in terms of execution time and number of
iterations on the Trafalgar bundle adjustment dataset.
gests better numerical stability of QR for the cost of slower
execution. It is worth mentioning that QRkit outperforms
the state-of-the-art QR factorization implementation SPQR
in terms of execution time and performs on-par with it in
terms of convergence (see Table 2).
Results for single precision in terms of convergence and
execution times are shown in Figures 8 and 10. It suggests
that Cholesky might not be the right choice in this case as
it struggles to find a good optimum. On the contrary, QRkit
finds an optimum closer to the one achieved in double pre-
cision and executes approximately 50% faster. This shows
the strong advantage of using QRkit over Cholesky in single
precision arithmetic.
Numerical results for both single and double precision are
listed in Table 3. In addition, Table 2 displays the minimum
energy for each of the methods and both precisions.
7. Conclusions
We presented a new suite of sparsity-aware QR factor-
izations for the Eigen C++ library. Our QRkit can effi-
ciently deal with matrices that exhibit block diagonal or
block banded sparsity patterns and their horizontal or ver-
tical concatenations. QRkit is open source, fully contained
in Eigen and does not have any external dependencies. It
is therefore a good candidate to become part of the official
Eigen release in the near future. We further adapt Eigen’s
Levenberg–Marquardt implementation to be able to evaluate
our solvers on larger problems.
We performed experiments on a simple surface fitting
Method
Minimum energy
Trafalgar Dubrovnik
Double Single Double Single
Cholesky 1450.34 1517.57 3172.60 3166.51
QRkit 1460.43 1466.59 3171.77 3092.92
QRkit + Chol 1444.10 1494.93 3160.13 3508.25
More´ QRkit 1395.99 1463.50 3128.07 3094.73
SPQR 1436.58 — 3151.63 —
SSBA 1454.19 1531.69 3172.89 3248.25
Table 2. Comparison of the energy minimum found by different
methods. The numerical stability of QR is emphasized especially
in single precision arithmetic.
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Figure 9. Dubrovnik (double precision): Convergence comparison
of different methods in terms of execution time and number of
iterations on the Dubrovnik bundle adjustment dataset.
problem and problems from the standard datasets in bun-
dle adjustment. We show superior performance over the
state-of-the-art sparse QR solver SPQR from SuiteSparse.
Furthermore, we confirm the better numerical stability of QR
over Cholesky decomposition in single precision arithmetic,
which holds increasing importance for embedded computer
vision applications.
For all tested problems, single precision reached lower
energies with QR-based than with Cholesky-based optimiz-
ers, regardless of runtime, and for many problems this is a
clear advantage of the QR-based methods. These encourag-
ing results motivate us to continue in the proposed direction
and revisit the current state-of-the-art in sparse matrix fac-
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Figure 10. Dubrovnik (single precision): Convergence comparison
of different methods in terms of execution time and number of
iterations on the Dubrovnik bundle adjustment dataset.
torization. In order to motivate the community to rethink
the abundant use of Cholesky, our future work will show
numerous applications of QRkit in latent variable problems.
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