In an earlier paper ͓J. Chem. Phys. 111, 4869 ͑1999͔͒ we introduced a quasiclassical phase space approach for generating a nearly optimal direct-product basis for representing an arbitrary quantum Hamiltonian within a given energy range of interest. From a few reduced-dimensional integrals, the method determines the optimal one-dimensional marginal Hamiltonians, whose eigenstates comprise the direct-product basis. In this paper the method is applied to three-body vibrational systems expressed in radial and angular coordinates. Numerical results are obtained for the bound state eigenenergies of the nonrotating HCO molecule, determined to ϳ0.01 cm Ϫ1 accuracy using a phase space optimized direct-product basis of 1972 functions. This represents a computational reduction of several orders of magnitude, in comparison with previous calculations.
large measure to the highly nonseparable H atom dynamics, particularly in the vicinity of the dissociation threshold. In any event, the HCO system constitutes a challenging test case for new theoretical methodologies.
The remainder of this paper is organized as follows. Section II presents the pertinent theory, including a review of the PSO approach in Sec. II A. The application to non-Cartesian coordinate systems is discussed in Sec. II B, wherein optimal marginal Hamiltonians are derived for the three-body vibrational problem. In Sec. III, the results of Sec. II B are applied to the nonrotating HCO system. Marginal Hamiltonians are determined in Sec. III A, and the resultant PSO DVR calculations for the bound state eigenenergies are presented in Sec. III B. In Sec. III C these calculations are repeated using a more accurate quadrature, and compared with previous theoretical results.
II. PHASE SPACE OPTIMIZATION
A review of the phase space optimization ͑PSO͒ procedure, as described in Ref. 7 for direct-product basis sets and Cartesian coordinate systems, is presented in Sec. II A. We will adopt the same basic strategy for the non-Cartesian three-body vibrational Hamiltonian of this paper, although certain additional considerations are required, owing to the nontrivial topology of the underlying configuration space. 22 This is discussed in Sec. II B.
A. Theoretical background
Let Ĥ denote an arbitrary Hamiltonian operator for a quantum mechanical system with n degrees of freedom, (q 1 ,...,q n ). Let the operators (p 1 ,...,p n ) denote the canonically conjugate momenta, such that ͓q j , p k ͔ϭi␦ jk , in units where បϭ1 ͑as will be presumed throughout this paper͒. In accordance with the Wigner-Weyl ͑WW͒ correspondence rule, [23] [24] [25] the operator Ĥ can be represented as an ordinary classical-type function Ĥ ‫ۋ‬H͑q 1 ,p 1 ,...,q n , p n ͒, ͑2.1͒
on a phase space consisting of the 2n coordinates (q 1 ,p 1 ,...,q n ,p n ). In addition, any N-function orthonormal basis, ⌽ iϽN (q 1 ,...,q n ), can be approximately represented as some region of the classical phase space, R, with volume N(2) n . 7, 13 Moreover, the accuracy of this quasiclassical approximation approaches exactitude in the limit of large basis size.
The goal of phase space optimization is to vary the region R so as to minimize the classical expectation value of the energy, ͗H͘ϭ ͐ R H͑q 1 , p 1 ,...,q n , p n ͒dq 1 dp 1¯d q n dp n ͐ R dq 1 dp 1¯d q n dp n . ͑2.2͒
In Eq. ͑2.2͒, ͐ R denotes integration over the region R; the denominator is therefore the volume of R, which is presumed fixed throughout the minimization. The resultant, classically optimal region R constitutes a good approximation to the quantum-mechanical basis ⌽ iϽN that is optimal for representing Ĥ , insofar as accuracy of the computed eigenvalues is concerned.
For instance, if the choice of basis were completely unconstrained, then the classically optimal PSO region would be Rϭ⌰͓E max ϪH͑q 1 ,p 1 ,...,q n ,p n ͔͒, ͑2.3͒
where ⌰͓͔ denotes the step function, and E max is the maximum energy of interest. This region is a good approximation to the true Wigner function for the lowest N eigenstates of Ĥ , 7, 13 where the volume of R is roughly proportional to the number N of eigenstates with energies below E max . Therefore for this unconstrained example, the quasiclassically predicted optimal basis is exactly correct.
In practice, however, the representational basis set always has some sort of constraint imposed upon it. For this paper in particular, we are concerned only with directproduct basis sets, for which the region R must conform to the following direct-product form:
͑2.4͒
In Eq. ͑2.4͒, each of the R j 's is a region on the twodimensional ''marginal'' phase space (q j ,p j ) for the jth degree of freedom. Using a 1D version of Eq. ͑2.3͒, we can associate each R j with a 1D marginal Hamiltonian,
For a given Hamiltonian and maximum energy E max , it can be shown that the optimal R j 's and associated optimal H j 's must satisfy the following self-consistency relation:
͑2.5͒
In Eq. ͑2.5͒ a convenient shorthand is used to denote phase space averaging with respect to all but the jth degree of freedom:
͑2.6͒
In computational applications, the solution to Eq. ͑2.5͒ can be obtained approximately using an iterative process, wherein the (l)th level trial regions, R j (l) , are used in the first line of Eq. ͑2.5͒ to generate the (lϩ1)th level marginal Hamiltonians, H j (lϩ1) , which are, in turn, used to obtain the (lϩ1)th level regions via the second line of Eq. ͑2.5͒. In practice, it is not necessary to converge to high accuracy, as the goal is simply to generate an efficient basis. It has been suggested that a single iteration may be sufficient, if the starting point consists of the ''shadow'' regions obtained by projecting Eq. ͑2.3͒ onto each of the marginal phase spaces. 7 The situation may be a bit less straightforward in the nonCartesian case.
B. Non-Cartesian coordinate systems
Non-Cartesian coordinates, such as angles and radii, are often convenient for describing the dynamics of molecules. This is particularly true when conserved action quantities such as total angular momentum are used to restrict the di-mensionality of the configuration space. In almost all such cases, however, the restricted configuration space has a nontrivial topology. The non-Cartesian coordinates used to describe such spaces are bounded, and some of these are invariably ill-behaved as one approaches the bounds, or ''poles.'' One manifestation of this is the appearance of Eckart singularities in the pertinent kinetic energy expressions. [8] [9] [10] These difficulties stem from the simple fact that such topologies do not allow us to distinguish all of the coordinate values at the poles. On a sphere, for example, one cannot assign a distinct longitude to the North Pole. This means, in effect, that the coordinates are not entirely independent of one another. Unfortunately, this state of affairs may be expected to cause difficulties for any direct-product method, including the present PSO approach, as all such methods make the implicit assumption that the underlying coordinates are independent. Indeed, it can be shown that any orthonormal direct-product basis defined on a non-Cartesian space must be formally incomplete.
11
Although these issues are not the primary focus of this work, neither should they be ignored altogether, as they can have a tremendous impact upon computational efficiency. We therefore consider such matters in this paper, insofar as they are computationally relevant. The basic lesson is that direct-product representations may be inefficient, to the extent that the configuration space deviates from being Cartesian. In practical terms, however, a given system may be regarded as ''effectively Cartesian,'' if the polar regions do not contribute significantly to the dynamics. Such a state of affairs can often be achieved simply with a judicious choice of coordinates, i.e., a choice for which the potential function is large in the polar regions.
For the present application, the relevant configuration space is the three-dimensional internal ͑or ''shape'' 10 ͒ space that remains after taking conservation of total linear and angular momentum into account (Jϭ0) for a three-body system. It is convenient to describe this space in terms of two radial coordinates r, R and one polar coordinate ␥, describing, respectively, the lengths of, and angle between, two Cartesian vectors. We shall take these to be Jacobi-like vectors ͑e.g., any Jacobi or Radau arrangement͒; 26 but regardless of the precise definition, it is clear that the value of ␥ cannot be distinguished in the limit that either r or R approaches zero. The internal coordinate space is therefore non-Cartesian, with poles at rϭ0 and Rϭ0.
The quantum dynamics is described by the three-body vibrational Hamiltonian operator
where the effective masses m and M depend on the particular choice of Jacobi-like coordinates (r,R,␥). Ideally, the Jacobi-like coordinates should be chosen so as to minimize the impact of the polar regions. At the very least, it should be determined whether ͕min͓V(rϭ0),V(Rϭ0)͔ϾE max ͖; the method as described here will fail if this condition is not satisfied, although an alternative version can still be applied in such cases. 11 In any event, the goal is to calculate eigenvalues for the lowest K eigenstates of Eq. ͑2.7͒, using a direct-product basis of the form
The classical Hamiltonian corresponding to Eq. ͑2.7͒ is
As per Sec. II A, the first step in applying the PSO procedure is to determine the 1D shadow regions associated with the unconstrained region of Eq. ͑2.3͒, as these shadows constitute the zeroth-order approximation to the quasiclassical optimum. 
, whereas ''͗V͘(r),'' etc. denotes partial averaging. The rotational constants C r and C R are defined as follows:
͑2.11͒
The constant V 0 is the minimum potential value, V 0 ϭmin͓V(r,R,␥)͔; all square-bracketed terms in Eq. ͑2.10͒ are thus constants.
The 1D quantum operators corresponding to each of the marginal Hamiltonians in Eq. ͑2.10͒ are straightforward. The direct-product PSO basis is thus obtained by solving each 1D eigenproblem independently, and then truncating the resultant basis. In practice, one uses a basis truncation energy, E cut , which is larger than the maximum energy of interest, E max , in order to improve the accuracy of the desired K computed eigenvalues. The PSO basis is then used to generate a PSO DVR, which in turn is used to represent the full quantum Hamiltonian of Eq. ͑2.7͒.
III. RESULTS: JÄ0 HCO BOUND STATES
In this section, the PSO formulas derived in Sec. II B are applied to the nonrotating HCO molecule. In particular, we determine an optimized basis set for computing all of the bound state eigenenergies below the classical HϩCO dissociation threshold, which is taken to be E max ϭ0 in all subsequent discussion ͑the quantum dissociation threshold E max q.m.
Ϸ1086 cm
Ϫ1 is not used because phase space volumes in the classical continuum are infinite͒. Although there are 15 bound states in all, only nine of them lie below E max ϭ0. Standard Jacobi coordinates are used, for which the C-O separation rϭr CO defines the body fixed z axis, R is the distance between the H atom and the C-O center of mass, and the orientation of ␥ is such that ␥ϭ0 for the linear H-C-O configuration.
The RLBH potential energy surface is employed for
V(r,R,␥).
14 This potential is fairly separable with respect to the C-O stretch r, as might be expected. As is evident from Fig. 1 , however, there is very little separability in the H atom coordinates, R and ␥. The potential is fairly localized in the vicinity of the global minimum ͑Ϫ0.03 hartrees͒, but becomes quite delocalized near the classical dissociation threshold. At higher energies ͑ϩ0.03 hartrees͒, partial localization is again achieved, as the HOC local minimum becomes accessible. The high degree of nonseparability in R and ␥ implies a substantial inefficiency for any directproduct representation; nevertheless, the PSO basis obtained here is much more efficient than previous choices, as will be demonstrated.
The nonseparability of the potential is undoubtedly one of the reasons why HCO calculations thus far have been challenging. However, a large part of the problem appears to be fundamentally numerical in nature, which has perhaps not been appreciated previously. The difficulty stems from idiosyncracies in the numerical interpolation of the RLBH surface, more specifically, the use of spline fits, which seem to have an adverse effect on the convergence of the DVR quadrature ͑also known as ''product'' 27 ͒ errors. Note that newer interpolation schemes that do not employ splines [28] [29] [30] [31] [32] would not be subject to these difficulties.
That the dominant error contribution is due to quadrature, rather than the finiteness of the representation, is suggested by the convergence pattern itself, which was found to be oscillatory ͑Sec. III B͒. Moreover, the onset of oscillatory convergence, vis-à-vis the density of DVR grid points, was found to match that of the points used to generate the spline fit for the RLBH surface. It is therefore likely that spline oscillations are ultimately responsible for the poor convergence behavior, as is discussed in greater detail in Sec. III B. Indeed, when quadrature error is effectively removed from the picture, we find ͑Sec. III C͒ that the problem disappears completely.
A. Determination of the PSO basis
The classical Hamiltonian describing the Jϭ0 HCO molecule is given by Eq. ͑2.9͒, with V(r,R,␥) being the RLBH surface. Atomic units are presumed, in terms of which the relevant masses m and M are as presented in Table  I . Although E max ϭ0 is the classical dissociation threshold, the associated unconstrained phase space region ͓R of Eq. ͑2.3͔͒ has finite volume. Moreover, V(rϭ0,R,␥)Ͼ0 and V(r,Rϭ0,␥)Ͼ0, so that the poles are not included in the zeroth-order regions. Consequently, all of the expectation values in Eqs. ͑2.10͒ and ͑2.11͒ are finite, and the present method is applicable ͑Sec. II B͒.
The zeroth-order marginal potentials V r (0) (r), V R (0) (R), and V ␥ (0) (␥) were determined at a large number ͑ϳ500͒ of uniformly spaced points in their respective coordinates r, R, and ␥, via numerical minimization with respect to the other two coordinates. Straightforward techniques were then used to interpolate these potentials for any arguments within the ranges indicated in Table I . Using V r (0) (r) and V R (0) (R) in conjunction with the second line of Eq. ͑2.5͒ ͓or equivalently, following the procedure outlined below Eq. ͑2.9͔͒, the zeroth-order regions R R (0) and R r (0) were obtained for E max ϭ0. As described in Sec. II B, the ␥ case is a bit more complicated. However, the extremal momenta for each value of ␥ can still be obtained from an appropriate two-dimensional minimization; this in turn specifies the zeroth-order phase space region R ␥ (0) . The first-order marginal Hamiltonians were obtained using Eq. ͑2.10͒, with all phase space averages taken over the appropriate subspace of
. For the most part, only one-dimensional integrals were required, on either configuration or momentum space, as appropriate. Obtaining the ͗V͘() functions, however, required twodimensional integrations at a large number of points ͑ϳ500 for each function, over the ranges specified in Table I͒ ; obtaining ͗H͘ required a single, three-dimensional integration.
The constants in Eq. ͑2.10͒ were obtained via numerical integration, and are given ͑in atomic units͒ in Table I . The associated marginal potentials are presented in Fig. 2 for both zeroth and first orders. Note that in the case of V r (r) there is very little difference between the two curves. This is partially due to the separability of V(r,R,␥) with respect to r, although the relatively small centrifugal contribution to V r
2 term in the fourth equation of Eq. ͑2.10͔͒ also plays a role. In any event, insofar as iterating towards the classical optimum is concerned, V r (1) (r) is evidently already ''converged,'' to the point where the resultant basis set in r is nearly optimal.
The situation with V ␥ (␥) is quite interesting: here we find tremendous qualitative differences between the zerothand first-order plots ͓Fig. 2͑c͔͒. The asymmetric double-well structure of V ␥ (1) (␥) reflects the significance of the HOC quasibound configurations, which the zeroth-order analysis completely overlooks. Although the largest differences between V ␥ (0) (␥) and V ␥ (1) (␥) occur at energies above threshold, these differences are nevertheless important, given that the actual calculational basis set is truncated at E cut Ͼ0, rather than at E max ϭ0.
Finally, we come to V R (R), for which the large change from zeroth to first order does not appear to be much of an improvement. We actually tested this hypothesis by comparing computed eigenvalue accuracies ͑Sec. III B͒, and found that the zeroth-order basis was slightly more efficient. Qualitatively, it appears that the centrifugal ͗p ␥ 2 ͘/2MR
2 term in the Eq. ͑2.10͒ expression for V R (1) (R) is larger than it should be, although a relatively large contribution is appropriate, given the smallness of M. That first order is less accurate than zeroth order suggests a somewhat unstable convergence, which in turn suggests proximity to the Rϭ0 pole. In such cases, the first-order approximation may be expected to overshoot the optimal centrifugal prefactor by about a factor of 2;
11 the true optimum therefore probably lies near the middle of the two curves of Fig. 2͑b͒ . Having defined the PSO marginal Hamiltonians H r (1) , H R (0) , and H ␥ (1) , the next step is to obtain eigenvalues and eigenfunctions for the corresponding quantum operators. After subtracting an immaterial constant of 0.01 hartrees from V R (0) (R) ͑to match the first-order results͒, the quasiclassical occupation numbers ͑defined as the R r (0) , R R (0) , and R ␥ (0) volumes divided by 2͒ were found to be n r ϭ3.63, n R ϭ6.62, and n ␥ ϭ5.98. Many more basis functions were required in the actual calculation, however, because E cut ϾE max ͑Sec. II B͒. Accurate 1D results were therefore obtained for the lowest n r max ϭ15, n R max ϭ50, and n ␥ max ϭ23 eigenstates of the corresponding marginal Hamiltonians.
The radial problems were solved to an accuracy of 5 ϫ10 Ϫ4 cm Ϫ1 or better, using N r ϭ500 and N R ϭ400 sinc DVR functions in r and R, respectively. Dirichlet boundary conditions were imposed using the limits of Table I, except that R max was set to 5.0 instead of 6.0. 33 The ␥ problem was solved to the same level of accuracy, using N ␥ ϭ700 GaussLegendre DVR points. The above will hereafter be referred to as the ''fine quadrature'' DVRs. A representative sampling of the eigenstates of Ĥ ␥ can be seen in Fig. 3 . The lowest 13 states lie in the HCO well region, but the 14 is the ''ground state'' for HOC. The subsequent states up to n ␥ max alternate sporadically between HCO and HOC. Table II lists the relevant energy eigenvalues for each of the three marginal Hamiltonians. From the table, it is clear that the number of negative energy states in each case is comparable to the quasiclassical occupation numbers listed earlier in this section. The table's main purpose, however, is to indicate how many basis functions should be used in each degree of freedom for a given value of the energy truncation parameter E cut .
B. PSO DVR results
From the PSO basis functions and a specified truncation energy E cut , we compute the PSO DVRs via the usual diagonalization of the 1D coordinate operators.
2, 3 The PSO DVR matrix representation of the Jϭ0 HCO Hamiltonian is then diagonalized, so as to obtain computed eigenvalues for the negative energy bound states. For the angular DVR, we use ␥ itself as the coordinate operator, rather than the standard Gauss-Legendre choice of cos ␥. The latter offers no advantage for a potentialoptimized DVR, whereas the former is characterized by a more straightforward analysis. There is, in any event, very little difference in the placement of the resultant angular DVR grid points, which are presented in Fig. 3 for the case n ␥ ϭn ␥ max ϭ23. From the figure, it is evident that a wide range of angular configurations is represented, but that there is a higher density of grid points in the HCO well region, as desired.
The representation of the Jϭ0 HCO Hamiltonian in the PSO DVR described above is straightforward. The Hamiltonian can be rewritten as
Wherever marginal Hamiltonians appear in Eq. ͑3.1͒, they Table III . From the table we find rapid convergence to errors that are within a few cm Ϫ1 of the true energies ͑one part per thousand͒. However, the subsequent convergence with increasing basis size N is quite slow, so that even for Nϭ5083, the largest errors in the desired range are still ϳ1 cm
Ϫ1
. This convergence behavior is unfortunate, but rather unusual; we regarded it worth our while to determine whether such behavior is just an artifact, or in some sense related to the PSO method. Some insight can be gleaned from Fig.  4͑a͒ , a plot of computed ground state energy errors versus basis size ͑excited state plots are qualitatively similar͒. The exponential-type decay in the range n r Ͻ22, and the fact that the error is positive, strongly suggests that representational error is more prominent than quadrature error in this range. 7, 27 However, quadrature error seems to dominate in the oscillatory region, corresponding to n r у22. This suggests that the DVR quadrature approximation is somehow to blame for the poor convergence rate.
We believe that spline fits used in the RLBH code are the most likely culprit, as these effectively introduce small oscillations about the ''true'' potential surface. Although the refitting modification introduced in Ref. 14 obviates the use of splines in the angular coordinate, the radial coordinate splines are responsible for an error of around 1 cm Ϫ1 in the energetically relevant regions.
14 Computed eigenvalue errors of around 1 cm Ϫ1 are therefore to be expected if the spacing between the spline points is comparable to that of the PSO DVR grid. 34 The spacings are comparable, however, with 0.1 a.u. being typical for both ⌬r and ⌬R. 15 As additional evidence, one would expect oscillatory convergence that de-
FIG. 4. Computed energy eigenvalue errors ͑in cm

Ϫ1
͒ for the Jϭ0 HCO system, as a function of n R , the R coordinate PSO basis size, for the following eigenstates: first ͑solid, ϫ͒; fourth ͑dashed, ϩ͒, seventh state ͑dotted, *͒. ͑a͒ PSO DVR with n r ϭ7 and n ␥ ϭ12. Errors are relative to Table IV column 2. ͑b͒ Fine quadrature PSO VBR with n r ϭ9 and n ␥ ϭ18. Logarithmic plot, depicting the number of converged digits past the decimal. cays roughly inversely with increasing basis size if spline fitting were the predominant cause of the error; Fig. 4͑a͒ seems to typify such a pattern. The most compelling argument, however, is probably the following: if the spline-fitting hypothesis is indeed correct, then the poor convergence should disappear if, instead of using the PSO DVR quadrature approximation, we were to represent the entire Hamiltonian ''exactly'' in the PSO basis. This idea is explored in Sec. III C.
C. Fine quadrature PSO VBR results
In this section we repeat the eigenvalue calculations for Jϭ0 HCO using extremely accurate quadratures to evaluate the potential-like expressions in Eq. ͑3.1͒. As the corresponding matrices are not diagonal, the PSO DVR basis representation offers no advantage over that of the original PSO ͑VBR͒ basis. Indeed, the latter is more convenient, in that the VBR-to-DVR transformation need not be invoked, and the matrix elements are basis size-independent. Accordingly, the PSO basis itself is used for the representation.
An additional advantage is that the PSO VBR matrix representations of Ĥ r , Ĥ R , and Ĥ ␥ in Eq. ͑3.1͒ are all diagonal. As for the potential-like terms, these are evaluated using the fine quadrature described in Sec. III A. The density of fine quadrature grid points is about two orders of magnitude higher per degree of freedom than for the PSO DVR, which ought to be sufficient to overcome the spline problem of Sec. III B. Care must be taken, however, to avoid prohibitive CPU memory and processing requirements.
Let 1Ͻiрn r max , 1рjрn R max , and 1рkрn ␥ max index, respectively, the energetically relevant eigenstates of Ĥ r , Ĥ R , and Ĥ ␥ , so that the PSO basis functions are given by Eq. ͑2.8͒. Similarly, let the indices 1р␣рN r , 1р␤рN R , and 1р␦рN ␥ label the fine quadrature DVR grid points in r, R, and ␥, respectively, as per Sec. III A. From having solved the 1D marginal problems, we have at our disposal explicit PSO basis function values at the fine quadrature grid points, i.e., the values i␣ r ϭ i r (r ␣ ), etc. These (n max ϫN) arrays of values can be regarded as matrix transformations from the fine quadrature ͑FQ͒ DVR to the PSO VBR. Thus if
denotes the fine quadrature DVR matrix for the potential energy, then the corresponding PSO VBR matrix is obtained as follows:
͑3.2͒ Although the fine quadrature basis size is enormous (N r ϫN R ϫN ␥ ϭ140 000 000), storing V FQDVR is feasible, because the matrix is diagonal. With each successive summation in Eq. ͑3.2͒, the resultant basis size is reduced, but the ͑block-diagonal͒ potential matrix becomes less sparse. Thus after the ␣ summation, (n r max ) 2 ϫN R ϫN ␥ ϭ63 000 000 storage elements are required ͑without exploiting symmetry͒; after the ␦ summation, (n r max ) 2 ϫN R ϫ(n ␥ max ) 2 ϭ47 610 000 elements are required; after all three summations, (n r max )
2 ϭ297 562 500 elements are required. In this manner, CPU requirements remain manageable at each stage of the transformation. The procedure outlined above, which is similar in spirit to the sequential diagonalization and truncation method, 3 resulted in a full PSO VBR matrix for the potential energy, as evaluated using the fine quadrature. A similar procedure was used to obtain PSO VBRs for the other potential-like expressions in Eq. ͑3.1͒ ͑although only a single coordinate is involved in each such case͒. Note that the Eq. ͑3.2͒ transformation need be performed only once. The order of the summations as presented in Eq. ͑3.2͒ is that which was actually used, and was chosen for efficiency.
Having obtained the PSO VBR for the Jϭ0 HCO Hamiltonian, we computed energy eigenvalues for various truncations of the basis set. Figure 4͑b͒ depicts logarithmic plots of error versus basis size, for several eigenstates of interest, including the ground state. Note the rapid, exponential-type convergence over the entire range of basis sizes; the slow, oscillatory convergence of Sec. III B appears to have been rectified. This lends much support to the spline hypothesis proposed in Sec. III B, but more importantly, it allows us to converge the computed eigenvalues to much higher accuracies.
Column 2 of Table IV lists the bound state eigenenergies obtained from the largest PSO VBR considered ͓Nϭ6000, corresponding to (n r ,n R ,n ␥ )ϭ (10, 30, 20) ͔. By varying the 1D basis sizes individually, and in combinations, we were able to obtain estimates for the accuracies of the computed eigenvalues. As indicated in the table, all of the energies are converged to eight or nine significant figures, except for the seventh eigenstate. This level of convergence is substantially higher than for all other HCO calculations to date; the errors for some of these 15, 19, 21 with respect to column 2 are listed in columns 3-5.
Having obtained in column 2 an extremely accurate benchmark, the next task is to evaluate the efficiency of various PSO representations, by determining how small a basis is sufficient to achieve convergence of the computed eigenvalues to a predetermined accuracy. In principle, one need only vary the parameter E cut until the target accuracy is achieved. In practice, however, better efficiency may be possible if one varies the three basis sizes (n r , n R , and n ␥ ) independently, since three parameters offer more possibilities than just one. We performed some numerical tests along these lines for a target accuracy of 0.01 cm Ϫ1 . Although we performed far more calculations than were actually needed to achieve this level of accuracy, it appears that the E cut truncation scheme would require something like five calculations ͑each for a different value of E cut ), whereas the (n r ,n R ,n ␥ ) scheme would require around seven additional calculations.
Although the straightforward E cut truncation does indeed result in a very efficient basis, we discovered that for a given basis size, a notable improvement results from using a larger n R and smaller n ␥ than suggested by Table II. The choice (n r ,n R ,n ␥ )ϭ (7, 19, 15) , Nϭ1995, for example, was found to be nearly optimal for the above target accuracy ͑0.03 cm Ϫ1 worst error amongst the lowest nine states͒, whereas energy truncation with E cut Ϸ8650 cm Ϫ1 would yield the comparably sized basis (n r ,n R ,n ␥ )ϭ (8,13,19) , Nϭ1976 ͑0.07 cm Ϫ1 worst error amongst the lowest nine states͒. The reasons for this discrepancy involve the proximity to the dis-sociation threshold, as well as the somewhat arbitrary choices for R max and for the constant added to V R (0) (R). As an additional optimization strategy, we also considered nonrectangular truncations of the PSO VBR basis set, i.e., discarding all ⌽ i jk 's for which ͗⌽ i jk ͉Ĥ ͉⌽ i jk ͘ϾE cut . A similar idea has been tested previously for PO DVRs and found somewhat lacking, 7, 35 although VBR applications may be more amenable to such a procedure. In any event, a small improvement over rectangular truncation was observed if the number of discarded points was relatively small; otherwise, it was more efficient simply to use a smaller rectangular basis. Column 6 depicts the somewhat optimized case for which Nϭ1972, as reduced from the rectangular Nϭ1995 basis of the preceding paragraph.
Although the PSO basis was optimized only for the lowest nine energy bound states, it is clear from Table IV that this is an efficient choice for calculating all 15 bound state energy levels, including the six states above the classical dissociation threshold. From the table it is also clear that the PSO basis calculations presented here are substantially more efficient than previous calculations, at least with respect to determining the bound state eigenenergies. For column 4 for instance, Nϭϳ31 500 basis functions were used; 19 Nϭ ϳ50 625 were used for column 5. 21, 36 Although these previous calculations were intended for both bound states and low-lying resonances of HCO, Whittier and Light ͑WL͒ 21 observed similar convergence rates for both classes of states.
Of the previous results presented in Table IV , the WL data ͑column 5͒ is most suitable for direct comparison with the present results, because both calculations utilized directproduct DVRs with similar boundary conditions and the same RLBH potential code. Indeed, WL used a PO DVR in r that was very similar to that used here, although their use of a sinc DVR in R and a Gauss-Legendre DVR in ␥ was very different from our choice. Although the PSO basis of column 6 is smaller than the basis of column 5 by a factor of 25 or so, the latter calculation would have been subject to the same spline-fit difficulties that we encountered ͑Sec. III B͒, and so it is not clear how much of this savings can be attributed to the PSO method. Some indication is provided by Table III , however, which suggests that the majority of the reduction is in fact due to the basis optimization.
IV. SUMMARY AND CONCLUSIONS
We have shown that the PSO DVR method introduced in Ref. 7 can be generalized for the non-Cartesian configuration spaces characteristic of molecular systems. We have also demonstrated that the method can be effectively applied to a realistic molecular application, i.e., the numerical calculation of the bound state eigenenergies of the nonrotating HCO molecule, even for states near the dissociation threshold.
Most importantly, however, we have shown that the PSO procedure can lead to a tremendous increase in computational efficiency. Diagonalizing the PSO VBR Hamiltonian for Table IV column 6, for instance, required less than 50 megabytes of RAM, and only several minutes of CPU time on an ordinary PC. In terms of a direct calculation, this is about four orders of magnitude faster than previous methods, although in reality, additional basis reduction measures were introduced into the latter, so as to render them computationally feasible. Whittier and Light, for instance ͑column 5͒, used sequential diagonalization and truncation ͑SDT͒ to reduce the CPU time of their calculation to just a couple of hours on a MIPS R8000 processor. 21 This is still much slower than the direct PSO calculation of column 6, however, and also significantly less accurate. In principle, moreover, the present method can also be combined with SDT, although for this particular application, it was not necessary to do so. ͒ for the Jϭ0 HCO system, using the largest PSO VBR (n r ϭ10; n R ϭ30; n ␥ ϭ20; and Nϭ6000). The last digit in column 2 is uncertain. Remaining columns: error comparison between previous calculations ͑columns 3-5͒ and Nϭ1972 PSO VBR (n r ϭ7; n R ϭ19; and n ␥ ϭ15). It should be noted that the bottleneck of the PSO VBR calculations of Sec. III C was the evaluation of the matrix elements, rather than the Hamiltonian diagonalization per se. This situation may be regarded as atypical, however; in most cases, one would be applying the PSO method to a DVR Hamiltonian matrix as per Sec. III B, in which case the matrix diagonalization would be the computational bottleneck. That such a PSO DVR approach was ineffective for calculating highly accurate ͑ϳ1 cm Ϫ1 or better͒ eigenenergies in the case of HCO appears to be something of a numerical fluke, related to the spline fitting parameters in the RLBH potential surface ͑Sec. III B͒. This may account for at least part of the difficulty that has been observed with previous DVR calculations of HCO. In any event, it appears unlikely that these difficulties can be attributed to the PSO method itself.
Whether the above-mentioned spline difficulties are commonly occurring or not, the best solution would be to use a more sophisticated potential energy surface interpolation method that avoids the use of splines altogether. Several such schemes have been developed in recent years. Rabitz has developed a method based on the reproducing kernel Hilbert space. 28, 29 If derivative information is available, then the method of Collins [30] [31] [32] appears very promising. Both of these methods perform the interpolation as needed, and are therefore not subject to spline induced oscillations. Either method should therefore be ideal for use with the PSO DVR, thereby obviating any need for the more computationally expensive PSO VBR.
A distinguishing feature of the PSO approach in general, and presumably a major reason for its success, is that it incorporates the desired energy range into the optimization. The marginal potentials may exhibit a strong E max dependence, particularly near a dissociation threshold. This dependence can manifest itself in the computed eigenvalue errors, which may rise sharply just above E max ͑Table III column 6͒. 7, 37 One new feature of non-Cartesian systems is the fundamental role played by the kinetic energies in the determination of the optimal marginal potentials ͓via the centrifugal terms in the fourth and fifth equations of Eq. ͑2.10͔͒. In many theoretical treatments, only the potential energy is considered in this context; but for non-Cartesian systems, the whole Hamiltonian, and hence the whole phase space, is inherently involved.
On the other hand, the use of direct-product basis sets in a non-Cartesian context always implies a certain inefficiency; phase space optimization neither exacerbates nor ameliorates this inherent difficulty. Indeed, for the HCO case, the lack of improvement from H R (0) to H R (1) probably is, in fact, due to proximity to the R→0 singularity. This might also be blamed for the fact that the PSO calculation, despite being a substantial improvement, still requires hundreds of basis functions to determine a mere nine eigenenergies. A more likely explanation for this relative inefficiency, however, is the more mundane one, i.e., nonseparability of the Hamiltonian. This always reduces the efficiency of directproduct representations, particularly as the dimensionality is increased.
In the future, it could prove interesting to apply the present PSO method to more complicated non-Cartesian topologies than those which we have considered here. These might arise, for instance, in dimer or trimer interactions, for which ͑some of͒ the intramolecular coordinates are constrained. Provided that the resultant configuration space can be constructed from radial, polar, and azimuthal coordinates, then the general rules developed here and in Ref. 11 should still be applicable. On the other hand, Eckart singularities and poles are also to be expected. It may therefore be worthwhile to develop a generalized coordinate transformation strategy for avoiding poles.
