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We develop a numerically exact scheme for resumming certain classes of Feynman diagrams in
the self-consistent perturbative expansion for the electron and magnon self-energies in the nonequi-
librium Green function formalism applied to a coupled electron-magnon (e-m) system driven out of
equilibrium by the applied finite bias voltage. Our scheme operates with the electronic and magnonic
GFs and the corresponding self-energies viewed as matrices in the Keldysh space, rather than con-
ventionally extracting their retarded and lesser components, which greatly simplifies translation of
diagrams into compact mathematical expressions and their computational implementation. This is
employed to understand the effect of inelastic e-m scattering on charge and spin current vs. bias
voltage Vb in F/I/F (F-ferromagnet; I-insulating barrier) magnetic tunnel junctions (MTJs), which
are modeled on a quasi-one-dimensional (quasi-1D) tight-binding lattice for the electronic subsys-
tem and quasi-1D Heisenberg model for the magnonic subsystem. For this purpose, we evaluate
Fock diagram for the electronic self-energy and the electron-hole polarization bubble diagram for
the magnonic self-energy. The respective electronic and magnonic GF lines within these diagrams
are the fully interacting ones, thereby requiring to solve the ensuing coupled system of nonlinear
integral equations self-consistently. Despite using the quasi-1D model and treating e-m interaction
in many-body fashion only within a small active region consisting of few lattice sites around the
F/I interface, our analysis captures essential features of the so-called zero-bias anomaly observed
[Phys. Rev. B 77, 014440 (2008)] in both MgO- and AlOx-based realistic 3D MTJs where the sec-
ond derivative d2I/dV 2b (i.e., inelastic electron tunneling spectrum) of charge current exhibits sharp
peaks of opposite sign on either side Vb = 0. We show that this is closely related to substantially
modified magnonic density of states (DOS) after e-m interaction is turned on—the magnonic band-
width over which DOS is non-zero becomes broadened, thereby making e-m scattering at arbitrary
small bias voltage possible, while DOS also acquires peaks (on the top of a continuous background)
signifying the formation of quasibound states of magnons dressed by the cloud of electron-hole pair
excitations. We also demonstrate that the sum of electronic spin currents in all of the semi-infinite
leads attached to the active region quantifies the loss of spin angular momentum carried away from
the active region by the magnonic spin current.
PACS numbers: 72.25.-b, 72.10.Di, 72.10.Bg
I. INTRODUCTION
Magnetic tunnel junctions (MTJ) are layered het-
erostructures in which an insulating tunnel barrier (I)
separates two ferromagnetic layers (F). They have been
the subject of vigorous research in both fundamen-
tal and applied physics since they exhibit effects like
tunneling magneto-resistance (TMR)1 and spin-transfer
torque (STT),2,3 as well as quantum size effects in elec-
tron transport (even at room temperature) when nor-
mal metal (N) layer is inserted.4 From the fundamental
viewpoint, these effects represent examples of nonequi-
librium quantum many-body systems with an interplay
of fast conduction electrons carrying spin current and
slow collective magnetization, while from the viewpoint
of applications they play an essential role in develop-
ing magnetic sensors, random access memory, novel pro-
grammable logic devices, resonant-tunneling spin transis-
tors and nanoscale microwave oscillators with ultrawide
operating frequency ranges.5
The STT is a phenomenon in which a spin current
of sufficiently large density injected into F layer either
switches its magnetization from one static configura-
tion to another or generates a dynamical situation with
steady-state precessing magnetization.2,3 The origin of
STT is the absorption of the itinerant flow of angu-
lar momentum components normal to the magnetiza-
tion direction. For F′/I/F MTJs illustrated in Fig. 1,
where the reference F′ layer with fixed magnetization
m′ plays the role of an external spin-polarizer and right
F layer has free magnetization m, it is customary to
analyze the parallel T‖ = aJm× (m×m′) and perpen-
dicular T⊥ = bJm×m′ components of the STT vector
T = T‖+T⊥. These two terms act differently on magne-
tization dynamics—aJ effectively changes the magnetic
damping (i.e., an antidamping or additional damping de-
pending on the current polarity), whereas bJ acts like a
magnetic field.2
A majority of theoretical studies of TMR or STT
effects has assumed phase-coherent tunneling of non-
interacting quasiparticles. For example, such ap-
proaches6,7 have led to a remarkable prediction of very
large TMR ratio ' 4000% at zero bias voltage for clean
epitaxial MgO-based MTJs. The TMR ratio is defined by
TMR = (RAP −RP)/RP, where RP is the resistance for
parallel orientations of two magnetizations in F/I/F MTJ
ar
X
iv
:1
31
0.
85
51
v4
  [
co
nd
-m
at.
me
s-h
all
]  
4 J
un
 20
14
2𝑉𝑏/2 −𝑉𝑏/2 
F F 𝛾𝐼
 
𝜇𝐿
 
𝑇 
J
I
=0 
𝜇𝑅
 
𝑇 
𝛾 
J 
Active Region
 
 …     … 
𝑔 
𝑧 
𝑥 
𝑦 
FIG. 1: (Color online) Schematic view of a quasi-1D model of
F/I/F MTJ where the left semi-infinite ideal F lead, modeled
as spin-split tight-binding lattice of size ∞×Ny, is attached
via hopping γ to an active region consisting of Nx×Ny lattice
sites (we use Nx = 3 and Ny = 1 or Ny = 3 in the calculations
below). The right semi-infinite lead is attached to the active
region via smaller hopping γI = 0.1γ that simulates the tunnel
barrier I. The same sites also host localized spins which are
coupled to each other via the ferromagnetic coupling J > 0
in the Heisenberg model. The local coupling between the
spin of conduction electrons and localized spin on each site
is of strength g. The left and right semi-infinite leads are
assumed to terminate into macroscopic Fermi liquid reservoirs
held at electrochemical potentials µL and µR, respectively,
whose difference sets the bias voltage eVb = µL − µR. The
voltage profile across MTJ is shown on the top. The left F
layer is assumed to be attached at infinity to a macroscopic
reservoir of magnons held at temperature T .
and RAP is the resistance when they are antiparallel.
These predictions have ignited large experimental efforts
that have eventually reached TMR ratios of more than
1000% at low temperatures and ' 600% at room tem-
perature for well-oriented MgO barriers with stress re-
laxation.8 The phase-coherent calculations—such as nu-
merical ones based on the nonequilibrium Green func-
tion (NEGF) formalism9 combined with simplistic tight-
binding Hamiltonians10,11 or first-principles obtained
Hamiltonians;12 as well as analytical ones13 based on the
scattering approach—have been able to capture the de-
pendence of aJ and bJ on the bias voltages Vb . 0.2 V
in MgO-based MTJs.14 However, such theories10,11,13 in-
cluding only elastic electron tunneling start to deviate
from experimental findings at higher bias voltages, which
is particularly pronounced15–17 for bJ (playing a signifi-
cant role during magnetization switching at Vb ' 1.0 V).
The inelastic electron-magnon (e-m) or electron-
phonon (e-ph) scattering could account for these dis-
crepancies.15,16 In particular, since magnon bandwidth
is usually of the order of ' 100 meV, at high bias volt-
ages multiple magnon scattering events can be excited.18
Also, energy dependence of the magnon density of states
(DOS) probed18 at finite bias voltage is intimately linked
to the evolution of the magnetization during current-
driven switching when going beyond the macrospin ap-
proximation.19,20
In fact, even at small bias voltage thermally excited
magnons affect TMR (e.g., emission or absorption of
magnon at F/I interface reduces the effective spin po-
larization of electrons incoming from F leads in Fig. 1),
so that TMR decreases with increasing temperature.21,22
Although thermally induced change of the resistance is
different for AlOx- and MgO-based MTJs, their inelas-
tic tunneling spectra23 (IETS) shows very similar prop-
erties. That is, plotting the second derivative d2I/dV 2b
of current vs. bias voltage in MTJs reveals zero bias
anomaly (ZBA) where peaks (see, e.g., Fig. 2 in Ref. 21)
of opposite sign appear at Vb ' ±10 mV and are re-
lated to magnons. Also, additional phonon peaks are
found21 at Vb ' ±81 mV for the MgO-based MTJs or at
Vb ' ±120 mV for AlOx-based MTJs.
Theoretical efforts to capture e-m inelastic scattering
effects on TMR, ZBA and STT have thus far utilized sim-
plified frameworks24,25 which cannot deal with multiple
scattering events, backaction of magnons driven far from
equilibrium and energy dependence of magnonic DOS.
Such effects can be taken systematically and rigorously
into account at arbitrary temperature or bias voltage by
using the NEGF formalism coupled with perturbation
expansion of electron or magnon self-energies in the pres-
ence of their mutual interaction in terms of the respective
Feynman diagrams.9 In equilibrium problems, like that
of magnetic polaron, electronic self-energy has been con-
structed by considering large set of diagrams involving
an arbitrary number of e-m scattering vertices between
the emission and absorption vertices.26 However, using
the same diagrams within the NEGF framework would
violate charge conservation, yielding different charge cur-
rents in the left and right lead of a two-terminal device
at finite bias voltage.
One of the conserving approximations is the so-called
self-consistent Born approximation (SCBA) where one
considers Hartree and Fock diagrams for the electronic
self-energy which corresponds to perturbation in the or-
der O(g2) where g is the strength of e-m interaction.
Evaluation of these diagrams for a systems defined on
the lattice hosting orbitals in real space is computation-
ally very demanding due to the fact that GF lines in
the diagrams of nonequilibrium many-body perturbation
theory (MBPT) are fully interacting (or dressed), so that
self-energy matrix becomes a functional of the GF ma-
trix. This generates a coupled system of nonlinear in-
tegral equations which has to be solved by performing
multiple integrations over each matrix element until the
self-consistency is achieved. Such route has been under-
taken in only a handful of studies where further simplifi-
cations (such as using dispersionless magnons, ωk = ω0)
were utilized.27
Here we discuss in Sec. III how to construct the elec-
tronic self-energy and GF within SCBA, together with
the magnonic self-energy within the electron-hole (e-h)
polarization bubble approximation which takes into ac-
count influence of electrons on magnons while insert-
ing the dressed magnonic GF into SCBA diagrams.
3Thus, consideration of such diagrams is akin to the self-
consistent GW treatment of the one-particle electronic
self-energy due to electron-electron interaction out of
equilibrium.28 Our approach treats these quantities as
matrices29 in the Keldysh space, rather than following
the commonly used route based on Langreth rules to
manipulate expressions involving products of their sub-
matrices.9 This formalism is then applied to a many-
body Hamiltonian, introduced in Sec. II, of an interacting
e-m system defined on the real-space lattice describing
MTJ that is brought out of equilibrium by the applied fi-
nite bias voltage. Despite using a quasi-one-dimensional
(quasi-1D) model for MTJ illustrated in Fig. 1, where
e-m interaction is treated diagrammatically only within
few lattice sites (denoted as “active region” in Fig. 1)
of the left F layers, charge current versus bias voltage
and its second derivative obtained in Sec. IV capture es-
sential features of ZBA observed in realistic junctions.
The sum of spin currents carried by electrons in the non-
interacting F leads attached to this active region is non-
zero which, therefore, allows us to quantify in Sec. IV the
amount of lost angular momentum of electronic subsys-
tem that is carried away by magnonic spin current. We
conclude in Sec. V.
We also provide two Appendices. Appendix A proves
that charge current is conserved when electronic GF is
computed by including the Fock diagram only, on the
proviso that its electronic GF line is dressed (thereby re-
quiring self-consistency) while its magnonic GF line can
be bare or dressed. Appendix B shows numerical im-
plementation of the Hilbert transform, utilized to obtain
results in Sec. IV, for a function computed on the mesh
of adaptively selected energy points which can be arbi-
trarily spaced form each other.
II. HAMILTONIAN FOR COUPLED
ELECTRON-MAGNON SYSTEM WITHIN MTJ
To make the discussion transparent, we focus on the
particular example of e-m interacting many-body system
out of equilibrium which emerges within the quasi-1D
model of a two-terminal F/I/F MTJ depicted in Fig. 1.
This can be described by the following Hamiltonian
Hˆ =
∑
iσ
(
εiσ0 +
∆
2
mizσ
z
σσ
)
σσ
cˆ†iσ cˆiσ
+
∑
〈ij〉,σ
(γij cˆ
†
iσ cˆjσ + H.c.) (1)
− 1
2
∑
〈ij〉
Jij ~ˆSi · ~ˆSj − 1
2
EZ
∑
i
(Sˆzi )
2 + g
∑
j
~ˆSj · ~ˆsj
The first term in Eq. (1) accounts for the on-site potential
due to the voltage profile shown in Fig. 1, as well as for
the coupling of itinerant electrons to collective magne-
tization described by the material-dependent exchange
potential ∆ = 0.75 eV. We use the standard notation
~σ = (σx,σy,σz) for the vector of the Pauli matrices,
where σx,y,zσσ′ are their matrix elements, and σ0 is the
unit 2 × 2 matrix. Here miz = 1 or miz = −1 depend-
ing on whether the magnetization of the left or right F
layer is parallel or antiparallel to the z-axis, respectively.
The second term in Eq. (1) describes hopping of electrons
between single s-orbitals located on the tight-binding lat-
tice sites, where cˆ†iσ (cˆiσ) creates (annihilates) electron on
site i in spin state σ =↑, ↓ and γij is the nearest-neighbor
hopping parameter. We set γij = γ = 1 eV for all pairs
of lattice sites, except for the last row of sites of the left F
layer and the first row of sites of the right F layer where
γij = γI = 0.1 eV (in the case of Nx × Ny ≡ 3 × 1 ac-
tive region in Fig. 1) or γij = γI = 0.3 eV (in the case of
Nx × Ny ≡ 3 × 3 active region in Fig. 1) simulates the
presence of the tunnel barrier I.
The third term is the Heisenberg model30 describ-
ing interaction between spin operators ~ˆSi and ~ˆSj lo-
calized on the nearest-neighbor sites of the same tight-
binding lattice, where ferromagnetic coupling is set as
Jij = J = 1× 10−3 eV, except for the I region where
Jij = JI ≡ 0. The fourth term with EZ = 2× 10−3 eV
is introduced to select energetically favorable direction
(i.e., an easy-axis) for the spontaneous magnetization
in the ferromagnetic layers along the z-axis. Finally,
the fifth term describes interaction of the spin operator
(~ˆsj)σσ′ =
1
2
~σσσ′ cˆ
†
jσ cˆjσ′ of conduction electrons with the
localized spin operators ~ˆSj , where the coupling constant
is set as g = 0.045 eV.
The active region of MTJ in Fig. 1, within which
NEGFs and self-energies due to e-m interaction are com-
puted, consists of Nx ×Ny sites enclosed in Fig. 1. The
rest of the tight-binding sites belong to the left and right
semi-infinite leads (taken into account through lead self-
energies discussed in Sec. III). The leads are assumed to
terminate at infinity into macroscopic Fermi liquid reser-
voirs held at electrochemical potentials µL = EF + eVL
and µR = EF + eVR (the Fermi energy is chosen as
EF = 0.5 eV for Nx × Ny ≡ 3 × 1 active region and
EF = 2.65 eV for Nx ×Ny ≡ 3× 3 active region), whose
difference sets the bias voltage eVb = µL − µR. Con-
currently, the left F layer is assumed to be attached at
infinity to a macroscopic reservoir of magnons held at
temperature T .
Using the approximate version of the Holstein-
Primakoff transformations30
Sˆ+i ≈
√
2Sbˆ†i , (2a)
Sˆ−i ≈
√
2Sbˆi, (2b)
Sˆzi = bˆ
†
i bˆi −mizS, (2c)
we can replace the spin operators by bosonic operators.
The approximation in Eq. (2) is a valid when the occu-
pation number of bosonic states at temperature T is low,
〈bˆ†i bˆi〉  S, where we select S = 10. This is equivalent
to saying that the left or right F layer is near its ferro-
magnetic ground state where 〈Sˆzi 〉 = S on all lattice sites
4within both the left and right F layers for the parallel
(P) configuration of magnetizations in MTJ, or 〈Sˆzi 〉 = S
within the left F layer and 〈Sˆzi 〉 = −S within the right
F layer for antiparallel (AP) configuration of magnetiza-
tions in MTJ.
This replacement allows us to rewrite the Hamiltonian
in Eq. (1) as Hˆ = Hˆe+Hˆm+Hˆe−m, where all three terms
are now given in the second quantization
Hˆe =
∑
i,σ
(
εiσ0 +
1
2
(gS + ∆)mizσ
z
)
σσ
cˆ†iσ cˆiσ
+
∑
〈ij〉,σ
(γij cˆ
†
iσ cˆjσ + H.c.), (3a)
Hˆm = −S
∑
〈ij〉
Jij bˆ
†
i bˆj
+S(EZ + 2zJ)
∑
i
bˆ†i bˆi, (3b)
Hˆe−m =
√
S
2
∑
i
g(bˆ†i cˆ
†
i↓cˆi↑ + bˆicˆ
†
i↑cˆi↓),
+
1
2
∑
iσ
gσzσσ bˆ
†
i bˆicˆ
†
iσ cˆiσ. (3c)
Here 2z is the number of nearest neighbor sites. The
many-body interaction is encoded by Hˆe−m in Eq. (3c),
which is assumed to be non-zero only in the active de-
vice region in Fig. 1. Its first term has a clear physi-
cal interpretation—the spin of a conduction electron is
flipped when magnon is absorbed or emitted. Since its
second term (in the lowest order, its role is to renormal-
ize the effective Zeeman splitting for electrons) is much
smaller than the first term due to assumed 〈bˆ†i bˆi〉  S,
we ignore it in subsequent discussion.
In the rest of the system depicted in Fig. 1, elec-
trons and magnons are assumed to behave as non-
interacting quasiparticles. For example, in the case of
Nx × Ny ≡ 3 × 1 active region, the left and right
semi-infinite F leads are 1D chains whose electrons in
equilibrium (εi = 0) are described by Hˆe in Eq. (3a)
generating dispersion Ek = −2γ cos(ka) ± (gS + ∆)/2
which is spin split both by the mean-field treatment of
g
∑
j
~ˆSj ·~ˆsj interaction term and ∆. The left semi-infinite
lead35 for the magnonic subsystem is described by Hˆm in
Eq. (3b), where non-interacting magnons have dispersion
ωk = 2JS[1− cos(ka)] + EZS.
III. NONEQUILIBRIUM DIAGRAMMATICS
FOR ELECTRON-MAGNON INTERACTING
SYSTEM
A. Compact analytical expressions in the Keldysh
space
The NEGF formalism9 operates with two central one-
particle quantities—the retarded GF (Gr for fermions or
Br for bosons), describing the density of available quan-
tum states; and the lesser GF (G< for fermions or B<
for bosons), describing how quasiparticles occupy those
states. One can also use two additional GFs, advanced
[Ga = (Gr)† for fermions or Ba = (Br)† for bosons] and
greater (G> for fermions or B> for bosons), describing
the properties of the corresponding empty states. These
four GFs, which generally depend on two time arguments
(t, t′), are connected by the fundamental relation
A> −A< = Ar −Aa, (4)
for electronic (A ≡ G) or bosonic (A ≡ B) GFs.
Besides having a clear physical meaning, these four
GFs make it possible to obtain nonequilibrium expec-
tation values of any one-particle observable, such as
charge and spin currents that are the focus of our study.
However, these four GFs do not have perturbation ex-
pansion akin to zero-temperature GFs on the Feynman
contour (the real-time axis from −∞ to ∞) or finite-
temperature GFs on the Matsubara contour (a segment
on the imaginary-time axis from −iβ to iβ, where β =
1/kBT ). Instead, perturbation expansion is formulated
for the contour-ordered9 GF whose two time arguments
are located on the Keldysh-Schwinger contour consist-
ing of two counter-propagating copies of the real-time
axis—the forward branch extending from −∞ to ∞ and
the backward branch extending from ∞ to −∞. Equiv-
alently, one can introduce 2 × 2 matrix GF in the so-
called Keldysh space29 which depends on the two time
arguments located on the single real-time axis extend-
ing from −∞ to ∞. Such Keldysh-space matrix GF for
fermions is defined by
Gˇ =
(
G< + Gr G>
G< G> −Gr
)
= i
(
θt′−t〈cˆ†1′ cˆ1〉 − θt−t′〈cˆ1cˆ†1′〉 −〈cˆ1cˆ†1′〉
〈cˆ†1′ cˆ1〉 θt′−t〈cˆ1cˆ†1′〉 − θt−t′〈cˆ†1′ cˆ1〉
)
, (5)
and for bosons it is defined by
Bˇ =
(
B< + Br B>
B< B> −Br
)
= −i
(
θt′−t〈bˆ†1′ bˆ1〉+ θt−t′〈bˆ1bˆ†1′〉 〈bˆ1bˆ†1′〉
〈bˆ†1′ bˆ1〉 θt′−t〈bˆ1bˆ†1′〉+ θt−t′〈bˆ†1′ bˆ1〉
)
. (6)
Here 1 ≡ (t, i, σ) and 1′ ≡ (t′, j, σ′); θx is the Heaviside step function (θx = 1 for x ≥ 0 and θx = 0 for x < 0); and
〈· · · 〉 ≡ Tr[TC · · · ρˆ0]/Tr[ρˆ0] is the nonequilibrium expectation value9 with TC being the contour ordering operator and
5the initial density matrix of the system ρˆ0 is usually taken at −∞ for the steady-state formulations within the NEGF.
The Keldysh-space matrices (such as Aˇ ≡ Gˇ or Aˇ ≡ Bˇ) satisfy
Aˇ† = −τxAˇτx, (7)
where we use τx,y,z to denote the Pauli matrices acting in the Keldysh space.
In stationary problems GFs depend only on the time difference t − t′, so that they can be Fourier transformed to
energy E or frequency ω. Using Hamiltonian in Eq. (3) and performing such Fourier transform leads to the following
Keldysh-space Dyson equation for electrons
Gˇ(E) = τ z
1
(E −He)τ z − Σˇe−m(E)− Σˇleads(E)
τ z, (8)
or magnons
Bˇ(ω) = τ z
1
(ω −Hm)τ z − Ωˇm−e(ω)− Ωˇleads(ω)
τ z. (9)
This approach allows for compact notation by avoiding
the widespread route9 where one starts from the Dyson
equation for the contour-ordered GF containing convo-
lution integrals on the two-branch Keldysh-Schwinger
contour, and then applies the so-called Langreth rules9
to find the lengthy expressions involving the lesser and
retarded GFs with two time arguments located on the
single real-time axis (or their Fourier transforms). The
Dyson equation for the Keldysh-space matrix GFs in en-
ergy, like Eqs. (8) and (9), is rarely used in the liter-
ature due to redundancy expressed by Eq. (4). For ex-
ample, such equation can be found in the NEGF-based
calculations of the full counting statistics31–33 where the
presence of the counting field results in the nonunitary
evolution on the Keldysh-Schwinger contour, thereby re-
quiring to work with all four submatrices in Eqs. (5) or
(6) because the relation like Eq. (4) is not valid any-
more. Nevertheless, even when Eq. (4) holds, it can be
advantageous to work directly with the matrices in the
Keldysh space—this greatly simplifies writing the analyt-
ical expressions that the Feynman diagrams of nonequi-
librium MBPT represent and, moreover, it makes possi-
ble to derive expressions for the perturbation expansion
of more complicated quantities like the current noise ob-
tained from the two-particle nonequilibrium correlation
function.34
The self-energies due to many-body interaction,
Σˇe−m(E) for electron and Ωˇm−e(ω) for magnon, can
be simply added to the self-energies introduced by the
attached semi-infinite leads, Σˇleads for electron and
Ωˇleads(ω) for magnons, respectively. This is due to the
fact that e-m interaction is assumed to be localized within
the active region in Fig. 1, so that the leads do not in-
volve many-body interactions. Thus, the self-energies of
the leads for the junction in Fig. 1
Σˇleads =
∑
α=L,R
(
(1− fα)Σrα + fαΣaα (1− fα)(Σrα −Σaα)
−fα(Σrα −Σaα) −fαΣrα − (1− fα)Σaα
)
(10)
Ωˇleads =
∑
α=L
(
(1 + nα)Ω
r
α − nαΩaα (1 + nα)(Ωrα −Ωaα)
nα(Ω
r
α −Ωaα) nαΩrα − (1 + nα)Ωaα
)
(11)
are single-particle quantities which can always be com-
puted in an exact fashion, either analytically36 for sim-
ple models like Eqs. (3a) and (3b) or numerically for
more complicated lead Hamiltonians.37 The effect of the
bias voltage is introduced by a rigid shift in energy,
ΣrL,R(E, Vb) = Σ
r
L,R(E ∓ eVb/2, 0). The Fermi func-
tion of the macroscopic reservoir to which lead α is at-
tached is denoted by fα(E) = f(E − eVα). The Bose-
Einstein distribution function of the macroscopic reser-
voir of magnons to which the left F layer is attached is
denoted by nα(ω).
The one-particle self-energies due to e-m interaction,
Σˇe−m and magnon Ωˇm−e, are formally obtained by sum-
ming all irreducible diagrams, i.e., those diagrams that
cannot be taken apart by cutting a single line. The self-
energies are actually functionals of the respective elec-
tronic or magnonic GF, so that they have to be approx-
imated in practical calculations. Diagrammatic tech-
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FIG. 2: (Color online) Diagrammatic representation of the Dyson equation in the Keldysh space: (a) the electron case,
Gˇ = Gˇ0 + Gˇ0Σˇe−mGˇ, in Eq. (8); and (b) the magnon case, Bˇ = Bˇ0 + Bˇ0Ωˇm−eBˇ, in Eq. (9). The perturbation expansion
for the electronic self-energy Σˇe−m in (a) retains Hartree and Fock diagrams, while the expansion in (b) for the magnonic
self-energy Ωˇm−e retains e-h polarization bubble diagram. The single straight line denotes the non-interacting electronic GF,
Gˇ0 [which includes the self-energies due to the leads in Eq. (10)]; the single wavy line denotes the non-interacting magnonic
GF, Bˇ0 [which includes the self-energy due to the left lead in Eq. (11)]; double straight line denotes the interacting electronic
GF, Gˇ; and double wavy line denotes the interacting magnonic GF, Bˇ. The solid circles denote vertices that are integrated
out. The electron spin is flipped at each vertex, which is illustrated by spin-↑ (before the vertex) being flipped into spin-↓ (after
the vertex), while a magnon is being created. The same process applies to flipping of spin-↓ to spin-↑, where the direction of
magnon propagation (indicated by arrow on the wavy lines) is reversed. Note that the Hartree diagram in panel (a) contains
a single (rather than double) wavy line in order to avoid double counting.
niques provide a natural scheme for generating approxi-
mate self-energies, as well as for systematically improv-
ing these approximations. While there are no general
prescriptions on how to select the relevant diagrams, this
process can be guided by physical intuition. In addi-
tion, unlike equilibrium26 MBPT, the diagrams selected
in nonequilibrium9 MBPT must generate GFs that yield
expectation value for charge current which is conserved.
For example, the final current in the left and right leads
of the device in Fig. 1 must be the same in any chosen
approximation for the self-energies.
Here we select one of the conserving approximations,9
where the Feynman diagrams retained for the electron or
magnon self-energies are displayed in Figs. 2(a) and 2(b),
respectively. The diagrams in Figs. 2(a) are equivalent to
the so-called self-consistent Born approximation (SCBA)
for the electronic self-energy considered in problems like
e-ph interacting systems.38–41,43–47 However, in the case
of e-m interaction, one has to introduce additional book-
keeping in such diagrams to account for flipping of elec-
tron spin together with magnon emission or absorption,
as illustrated in Fig. 2. The Keldysh-space expression for
the electronic self-energy read from the Fock diagram in
Fig. 2(a) is given by
ΣˇFmn,↑↑(E) =
i
2
g2S
∫
dω Bˇmn(ω)Gˇmn,↓↓(E − ω),
(12a)
ΣˇFmn,↓↓(E) =
i
2
g2S
∫
dω [BˇT ]mn(ω)Gˇmn,↑↑(E + ω).
(12b)
Here m and n are matrix indices which include the
Keldysh space and real (i.e., orbital) space, so that
ΣˇFmn,σσ(E) selects a submatrix of Σˇ
F .
Finding the proper expression for the Hartree diagram
in Fig. 2(a) in the Keldysh space requires extra care48
because t and t′ for the inner electronic GF along the loop
are equal, so that θt−t′ in Eq. (5) gives 1 or 0 depending
on whether t − t′ → 0+ or t − t′ → 0−, respectively.
Therefore, Gˇ(t, t′ → t+ 0+) =
(
G<(t, t) 0
0 G<(t, t)
)
in
terms of which we obtain the following expressions
ΣˇHmn,↑↓ =
−iδmn
2
g2S
∑
p
∫
dE [Bˇ0]mp(ω = 0)τ
z
ppGˇpp,↓↑(E),
(13a)
ΣˇHmn,↓↑ =
−iδmn
2
g2S
∑
p
∫
dE [BˇT0 ]mp(ω = 0)τ
z
ppGˇpp,↑↓(E).
(13b)
7Note that the off-diagonal (i.e., lesser and greater) com-
ponents of ΣˇHm−e vanish, and the remaining retarded
component on the diagonal is energy independent.
Although Σˇe−m(E) = ΣˇH + ΣˇF (E) in SCBA, we re-
tain only the Fock term in the actual calculations be-
low. We note that in SCBA for e-ph interacting systems,
ΣˇH is often neglected41,46 due to being small and, there-
fore, having little effect on the final current (this becomes
unwarranted for larger e-ph interaction strengths where
SCBA breaks down46). For the e-m interacting systems,
the situation is much more complex because direct eval-
uation of Eq. (13) leads to numerical instabilities. This
stems from the fact that our MTJ is invariant with re-
spect to the rotation around the z-axis (see Fig. 1), so
that spin-flip rate which appears in Eq. (13) can acquire
arbitrary phase thereby requiring to consider full dou-
ble time dependence of ΣˇH . We relegate this to future
studies, while here we retain Σˇe−m(E) = ΣˇF (E) which
is termed46 Fock-only SCBA (F-SCBA).
In the case of e-ph many-body systems driven far
from equilibrium, phonon heating due to propagating
electrons has been considered either phenomenologically
using a rate equation for the phonon occupation,40–42
or microscopically by using phonon GF with interact-
ing self-energy truncated to the e-h polarization bubble
diagram.32,33,38,39,43–45 It is worth mentioning that the
two approaches yield virtually identical results for time-
averaged current in the limit of weak e-ph coupling, but
they start differing significantly in the case of the cur-
rent noise due to the feedback of the phonon dynamics
on the statistics of the transmitted electrons which can-
not be captured by the phenomenological rate equation
approach.33 Since magnon bandwidth (' 100 meV) is
relatively small,18 they can be easily driven into far from
equilibrium state by charge current at finite bias volt-
age. For the purpose of describing such state, we retain
in Fig. 2(b) the e-h polarization bubble diagram for the
magnonic self-energy whose analytical expression is given
by
Ωˇpolmn(ω) = −
i
2
g2S
∫
dE Gˇ↓↓,nm(E)Gˇ↑↑,mn(E + ω).
(14)
Thus, the dressed magnonic GF which includes this self-
energy through Eq. (9) will be inserted into the electronic
self-energy diagrams in Fig. 2(a), thereby generating an
infinite resummation of diagrams until the mutual self-
consistency is achieved. Note that this is analogous to
the self-consistent GW treatment of the one-particle elec-
tronic self-energy due to electron-electron interaction out
of equilibrium.28
B. Numerical implementation in Keldysh space
Equations (8), (9), (12) and (14) form a system
of coupled nonlinear integral equations that has to be
solved iteratively until the convergence criterion is met.
We use expectation value of charge current (see Sec. IV)
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T = 12 K.
to define one such criterion,
∑
α=L,R |Inewα − Ioldα | < δ.
Here Ioldα is charge current in lead α at the beginning of
an iteration, Inewα denotes charge current at the end of
the same iteration and we select δ = 10−6.
The Keldysh-space electronic GF and self-energies
in these coupled equations are matrices of the size
Nsites × 2spin × 2Keldysh (if norb > 1 orbitals are used per
site then Nsites 7→ Nsites × norb), while the magnonic GF
and self-energies are matrices of the size Nsites × 2Keldysh.
The most time-consuming part of solving the coupled
equations is the integration in Eq. (12) for ΣˇF (E), which
can be viewed as the convolution
Cˇ(x) = Aˇ(x) ∗ Bˇ(x) =
∞∫
−∞
dy Aˇ(x− y) ◦ Bˇ(y), (15)
where [Aˇ ◦ Bˇ]mn = [Aˇ]mn[Bˇ]mn is the elementwise prod-
uct of matrices. The fact that matrix elements of the
retarded and advanced components of GFs in Eqs. (8)
and (9) are nonzero in the whole range of integration
would make the numerical computation of this convolu-
tion prohibitively expensive. However, this obstacle can
be removed by using the fact that retarded and advanced
8GFs are analytic functions in the upper and lower half of
the complex plane, respectively. Thus, the real (<) and
imaginary (=) parts of their matrix elements must obey
the following relation
<{Ar(x)} = H[={Ar(x)}] = 1
pi
P
∫
dy
={Ar(y)}
x− y .(16)
Here H is the Hilbert transform, whose implementation
in our scheme is discussed in more details in Appendix B,
and P stands for the Cauchy principal value. This makes
it possible to decompose Keldysh-space matrices as fol-
lows
Aˇ =
(
A11 A12
A21 A22
)
=
(
A< + Ar A>
A< A> −Ar
)
= Aˇsym +H[Aˇasym], (17)
where
Aˇsym =
( <(A21) + i=(A11) A12
A21 <(A12) + i=(A22)
)
,
(18a)
Aˇasym =
(
1 0
0 −1
)
=(A11 −A21), (18b)
are labeled as “symmetric” and “asymmetric” part. We
note that all the relevant information is already contained
in Aˇsym, so that one can find Aˇasym from it by using
Aˇasym =
1
i
(
1 0
0 −1
)
(Asym11 −Asym21 ). (19)
This idea allows us to restrict the range of integration in
the convolution in Eq. (15) to the energy bandwidth of
electrons and magnons. Once the decomposition is done
for both matrices Aˇ and Bˇ, the convolution in Eq. (15)
can be evaluated using
Cˇ = Aˇ ∗ Bˇ = Cˇsym +H[Cˇasym], (20)
with
Cˇsym = Aˇsym ∗ Bˇsym − Aˇasym ∗ Bˇasym, (21a)
Cˇasym = Aˇsym ∗ Bˇasym + Aˇasym ∗ Bˇsym. (21b)
Here we used the following properties of the Hilbert
transform and the convolution operator
H[Aˇ] ∗ Bˇ = Aˇ ∗ H[Bˇ] = H[Aˇ ∗ Bˇ], (22)
H[H[Aˇ]] = −Aˇ. (23)
Note that one has to actually calculate only Cˇsym, after
which the asymmetric part is obtained from Eq. (19).
IV. APPLICATION TO CHARGE AND SPIN
CURRENTS IN MTJ DRIVEN BY FINITE BIAS
VOLTAGE
The charge current in lead α can be viewed as the sum
of two spin-resolved charge currents, Iα = I
↑
α+I
↓
α. For an
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FIG. 4: (Color online) Total spin current dissipated (at
T = 12 K) inside Nx × Ny ≡ 3 × 1 active region of MTJ in
Fig. 1 as a function of the bias voltage for parallel and an-
tiparallel orientation of the magnetizations of two F layers.
The spin current is obtained from Eq. (28) using electronic
GF computed by solving coupled Eqs. (8), (9) and (12).
interacting active region attached to two non-interacting
semi-infinite leads, lead currents can be obtained directly
from Gˇ(E) and Σˇα
Iα =
e
h
∫
dE Tr
[
τ11(Gˇτ
zΣˇα − Σˇατ zGˇ)
]
=
e
h
∫
dE Tr
[
G>(E)Σ<α (E)−G<(E)Σ>α (E)
]
,
(24)
where we employ the following notation
τ11 =
(
1 0
0 0
)
. (25)
The second line in Eq. (24) is the well-known
Meir-Wingreen formula.49 Similarly, the spin current
ISα = I
↑
α − I↓α (in the same units as for the charge cur-
rent) in lead α is obtained from
ISx,y,zα =
e
h
∫
dE Tr
[
τ11σ
x,y,z(Gˇτ zΣˇα − Σˇατ zGˇ)
]
=
e
h
∫
dE Tr
[
σx,y,z
(
G>(E)Σ<α (E)−G<(E)Σ>α (E)
)]
.
(26)
The charge current in Eq. (24) can be conveniently
separated45,51 into two terms, Iα = I
el
α + I
inel
α
Ielα =
e
h
∑
β
∫
dE Tr [ΓαG
rΓβG
a] (fβ − fα), (27a)
I inelα =
e
h
∫
dE Tr
[
GrΣ>,FGaΣ<α −GrΣ<,FGaΣ>α
]
.
(27b)
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FIG. 5: (Color online) The electronic density of states within
the active region of MTJ model in Fig. 1 of size: (a)Nx×Ny ≡
3 × 1; and (b) Nx × Ny ≡ 3 × 3. The magnonic density of
states within the same active regions is shown in panels (c)
and (d), respectively. These quantities are computed at finite
bias voltage Vb = −60 mV and at temperature T = 12 K, in
the absence (g = 0 for dashed line) or the presence (g 6= 0 for
solid line) of e-m interaction in the Hamiltonian in Eq. (3c).
The respective DOS is obtained from the retarded electronic
GF, using −Tr[=(Gr)]/pi, or the retarded magnonic GF, us-
ing −Tr[=(Br)]/pi, after solving coupled Eqs. (8), (9), (12)
and (14) which take into account influence of electrons on
magnons. The arrows in panels (a) and (b) point at the kinks
(located at the Fermi energies of MTJ model with two differ-
ent sizes of the active region, respectively) in the interacting
electronic DOS (solid line) due to e-m coupling.
We label the first term as “elastic” current Ielα since
it has the form of the Landauer-like formula for elas-
tic transport of non-interacting quasiparticles whose ef-
fective transmission function is expressed50 in terms of
NEGF quantities, T (E) = Tr[ΓαG
rΓβG
a]. The second
term appears as the nonequilibrium corrections due to
many-body interactions, which we label as “inelastic”
current. Plotting separately elastic and inelastic current
components makes it possible to provide additional in-
sights when interpreting our results in Sec. IV.
Note that apparent connection of Eq. (27a) to the Lan-
dauer formula should not be pushed too far since the
effective transmission T (E) in Ielα already contains part
of e-m interaction. That is, the standard Landauer for-
mula50 for single-particle elastic scattering uses the re-
tarded and advanced GFs which include the self-energies
due to the semi-infinite leads only. On the other hand,
Gr and Ga in Ielα include additional self-energy due to
e-m interaction which renormalizes the non-interacting
reference system, and for strong enough interaction can
go even beyond the quasiparticle description of the many-
body interacting quantum system. Even when quasipar-
ticles are well-defined, the presence of self-energy that is
functional of the retarded GF itself means that Ielα in-
cludes dephasing effects due to many-body interaction52
and is, therefore, different from phase-coherent tunneling
current that would be obtained from the the standard
Landauer formula.50
Here we illustrate in Fig. 3 that Ielα is conserved at
each iteration, while the conservation of I inelα component
requires to reach the self-consistency in the computation
of electronic GF and self-energy in F-SCBA, as discussed
in Eq. (A1). Note that the magnonic GF and self-energy
used to obtain Fig. 3 also include e-h polarization bubble
diagram from Fig. 2(b).
The spin current can analogously be separated into the
elastic and inelastic contributions, ISzα = I
Sz,el
α + I
Sz,inel
α
ISz,elα =
e
h
∑
β
∫
dE Tr [σzΓαG
rΓβG
a] (fβ − fα),
(28a)
ISz,inelα =
e
h
∫
dE Tr
[
σz
(
GrΣ>,FGaΣ<α −GrΣ<,FGaΣ>α
)]
.
(28b)
We find that
∑
α I
Sz,el
α ≡ 0 vanishes at all bias voltages,
so that the total spin current
∑
α I
Sz
α =
∑
α I
Sz,inel
α is
governed by the inelastic component only which is plot-
ted in Fig. 4. Thus, this quantity measures the loss of
angular momentum of electrons within the interacting ac-
tive region of MTJ in Fig. 1, which is then carried away
by magnonic spin current (through the left semi-infinite
lead toward the left magnonic macroscopic reservoir). Al-
though spin current carried by electrons or magnons in-
dividually is not conserved, the total angular moment in
this process is conserved. This finding further justifies
the separation of currents into elastic and inelastic con-
tributions since
∑
α I
Sz,el
α ≡ 0 does not participate in the
loss of angular momentum.
Due to the fact that the e-m interaction strength g is
comparable to the magnonic bandwidth, the single par-
ticle and many-body properties of magnons within the
active region in Fig. 1 are governed largely by the collec-
tive quasiparticles rather than the bare (non-interacting)
magnons we started from. This is demonstrated by
plotting the magnon density of states (DOS) in Fig. 5
within the active region versus energy. The DOS is ob-
tained from −Tr[=(Br)]/pi with e-m interactions turned
off (g = 0) or turned on (g 6= 0). In Fig. 5(c), we
can clearly distinguish three peaks corresponding to the
quasibound states suggesting the formation of long-lived
quasiparticles. They can be interpreted as a magnon
dressed by the cloud of electron-hole pair excitations out
of equilibrium. Importantly for ZBA discussed below,
the DOS of interacting magnons extends all the way to
zero energy, thereby enabling e-m scattering even at van-
ishingly small bias voltage. On the other hand, the elec-
tronic DOS obtained from −Tr[=(Gr)]/pi and plotted in
Figs. 5(a) and 5(b) is only slightly perturbed when e-
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m interaction is turned on due to much larger electronic
bandwidth.
Figure 6 plots the elastic, inelastic and total charge
currents, together with their first derivative dI/dVb (i.e.,
differential conductance) and second derivative d2I/dV 2b
(i.e., IETS23), as a function of the applied bias voltage Vb.
The currents in Fig. 6 are computed using F-SCBA for
the electronic GF and self-energy of Nx×Ny ≡ 3× 1 ac-
tive region in Fig. 1, while the magnonic GF is used as the
non-interacting one by setting Ωˇm−e ≡ 0 in Eq. (9). The
inelastic current in Fig. 6(b) is zero until the threshold
bias voltage is reached (' ±20 mV according to dashed
line in Fig. 5) at which magnons can be excited. Above
the threshold voltage, inelastic current displays Ohmic
behavior. This is simply due to the fact that the rate
of energy (and angular momentum) loss is proportional
to the rate of electrons being injected into the active re-
gion. Although elastic current in Fig. 6(a) shows ap-
parent Ohmic behavior for all bias voltages, the corre-
sponding differential conductance in Fig. 6(d) deviates
strongly from the straight line within the energy rage
where magnons can be excited. This can be explained
by the fact that the effective electronic DOS inside the
active region can be changed through e-m scattering.
The elastic differential conductance in Fig. 6(d) decreases
once the magnons are excited, but this is compensated
by the increase of inelastic differential conductance in
Fig. 6(e) such that the total differential conductance in
Fig. 6(f) has less pronounced features. The IETS plot-
ted in Figs. 6(g) and 6(h) shows a clear signature23 of
the non-interacting magnonic DOS from Fig. 5 with two
peaks emerging slightly away from Vb = 0. Nevertheless,
when these two contributions are summed up in Fig. 6(i),
IETS for total current shows more than just two peaks.
In order to see the effect of DOS of interacting magnons
(solid line in Fig. 5), or possible magnon heating due to
tunneling electrons, Fig. 7 presents the same information
as in Fig. 6 but recomputed by including e-h polarization
bubble diagram in Fig. 2(b) for the magnonic self-energy
Ωˇm−e 6= 0. Since DOS of interacting magnons in Fig. 5
is sufficiently broadened to reach low frequencies, the in-
elastic current in Fig. 7(b) is now non-zero even for very
small bias voltage Vb → 0. The presence of magnons
dressed by the cloud of e-h pair excitations in this calcu-
lation forces elastic conductance in Fig. 7(d) to increase
around Vb = 0, or inelastic conductance in Fig. 7(e) to
decrease, which is opposite to the behavior of the same
quantities in the case of non-interacting magnons ana-
lyzed in Fig. 6. The two peaks of opposite sign around
Vb = 0 in partial IETS plotted in Figs. 7(g) and 7(h) look
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The temperature is set as T = 12 K.
very similar to ZBA peaks observed experimentally21 in
realistic MTJs.
Due to opposite effect of e-m interaction on the two
partial IETS, their sum in both Figs. 6(i) and 7(i) looses
the simple two peak structure around Vb = 0 observed ex-
perimentally.21 To investigate whether this complexity in
the total IETS could be an artifact of 1D nature of MTJ
model (with active region Nx × Ny ≡ 3 × 1 attached to
1D leads) considered in Figs. 6 and 7, we recompute the
same quantities for the active region Nx ×Ny ≡ 3× 3 in
Fig. 8. For this case, both the partial IETS in Figs. 8(g)
and 8(h) and the total IETS in Fig. 8(i) exhibit sim-
ple two peak structure. However, the two peaks appear
slightly away from the zero bias voltage Vb = 0 because
we do not include (due to substantial computational ex-
pense) e-h polarization bubble diagram from Fig. 2(b)
which is needed to introduce non-zero magnonic DOS
at low energies in Fig. 5(d) enabling e-m scattering at
Vb → 0.
The usage of Nx×Ny ≡ 3× 3 active region introduces
non-negligible TMR ratio which can be extracted from
Fig. 8(c) as TMR ' 26% for Vb ∈ (−0.1 V, 0.1 V). Its
detailed dependence on Vb plotted in Fig. 9 shows how
ZBA vanishes for temperatures T & 100 K. Also, the
TMR ratio (at Vb → 0) vs. temperature shown in the
inset of Fig. 9 agrees with experimentally observed21,22
TMR decrease with increasing temperature.
Considering fully 3D model of MTJs, where additional
k-point sampling is required for the transverse direction,
would require carefully crafted approximations to evade
prohibitively expensive five-dimensional integrals in the
systems of coupled nonlinear integral equations for the
electronic and magnonic GFs. Also, we note that dI/dVb
in experiments21 has a dip at Vb = 0, and its absolute
value increases with increasing |Vb| due to opening of new
conducting channels by inelastic e-m scattering. This
is not seen in Figs. 6(f), 7(f) and 8(f) due to small
number of spin-resolved conducting channels (up to six
for Nx ×Ny ≡ 3× 3 active region) present in our model
of MTJ.
V. CONCLUDING REMARKS
The e-ph interaction in nanostructures driven out of
equilibrium, as the example of nonequilibrium electron-
boson quantum-many body system, has been amply stud-
ied32,33,38–41,43,46,47 over the past decade using NEGF
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FIG. 9: (Color online) The TMR vs. bias voltage Vb in the
model of MTJ in Fig. 1 with active region Nx ×Ny ≡ 3× 3.
The inset shows TMR as a function of temperature in the
linear-response limit Vb → 0. These results are obtained from
electronic GF computed by solving coupled Eqs. (8), (9) and
(12).
formalism. This approach, which makes it possible to
rigorously model microscopic details of inelastic scatter-
ing processes, has been typically implemented using the
SCBA diagrams for the electronic self-energy, and some-
times also including e-h polarization bubble diagram for
the phonon self-energy in the nonequilibrium MBPT. On
the other hand, the same level of description of e-m scat-
tering has received far less attention,27 despite its great
relevance for a plethora of problems in spintronics.24,25
In this study, we have shown how to obtain analytical
expressions for SCBA and e-h polarization bubble dia-
grams describing e-m scattering. This is achieved in a
particularly compact form by using matrix GFs in the
Keldysh space (which are functions of energy for elec-
trons or frequency for magnons in steady-state nonequi-
librium), thereby simplifying tracking of electron spin
flips and direction of magnon propagation required to
conserve angular momentum at each vertex of the Feyn-
man diagrams. The self-consistent solution of the cor-
responding system of coupled nonlinear integral equa-
tions, which is equivalent to infinite resummation of cer-
tain classes of diagrams (akin to the self-consistent GW
treatment of the one-particle electronic self-energy due to
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electron-electron interaction out of equilibrium28), is ob-
tained via several intertwined numerical algorithms that
reduce the computational complexity of this task.
Using this framework, we have computed charge and
spin currents at finite bias voltage in quasi-1D models
of F/I/F MTJ illustrated in Fig. 1. Our key results are
summarized as follows: (i) while elastic component of
the sum of spin currents in all attached leads is zero at
all bias voltages, the inelastic one is non-zero thereby
measuring the loss of spin angular momentum carried
by magnons away from the active region (see Fig. 4);
(ii) turning on the e-m interaction strongly modifies
magnonic DOS, which acquires larger bandwidth while
exhibiting peaks due to quasibound states of magnons
dressed by the cloud of electron-hole pair excitations [see
Figs. 5(c) and 5(d)]; (iii) using F-SCBA for the elec-
tronic self-energy in Fig. 2(a), coupled with e-h polar-
ization bubble diagram for the magnonic self-energy in
Fig. 2(b), generates two peak structure around zero bias
voltage in the second derivative (i.e., IETS23) of both
elastic and inelastic charge currents (see Fig. 7).
We emphasize that e-h polarization bubble diagram
in Fig. 2(b) is responsible for the substantial change of
magnonic DOS (encoded by the retarded magnonic GF)
in equilibrium, as well as for magnon heating (encoded
by the lesser magnonic GF) in nonequilibrium due to
tunneling electrons where heated magnons can also ex-
ert backaction33 onto electrons. Since ZBA occurs at
very small bias voltages, the former effect is more impor-
tant because the broadened magnonic DOS in Figs. 5(c)
and 5(d) extends to low energies (in contrast to DOS of
non-interacting magnons), thereby making possible in-
elastic e-m scattering even at zero bias. It is worth men-
tioning that the effect of electron-boson interaction on
bosonic DOS has been rarely discussed in prior NEGF
studies27,32,33,38–41,43,46,47 of coupled electron-boson sys-
tems, either due to simplicity of bosonic spectrum as-
sumed or because of not inserting dressed magnonic GF
lines (which include e-h polarization bubble diagram)
into SCBA for electronic GF.
While partial IETS in Figs. 7(g) and 7(h) obtained
from elastic or inelastic components of charge current, re-
spectively, are quite similar to experimentally observed21
ZBA, their sum in Fig. 7(i) is more complicated due to
usage of strictly 1D model with active region Nx×Ny ≡
3× 1 in those Figures. Switching to Nx×Ny ≡ 3× 3 ac-
tive region attached to quasi-1D leads (supporting more
than two spin-resolved conducting channels) makes to-
tal IETS in Fig. 8(i) exhibiting only two peaks, albeit
shifted slightly away from Vb = 0 due to exclusion of e-h
polarization bubble diagram in this calculation in order
to reduce computational expense.
We believe that extension of our approach to 3D MTJs
[by adding computationally expensive k-point sampling
in the y and z directions while keeping real space Hamil-
tonian from Eq. (1) in the x direction] would be able
to describe not just ZBA in realistic junctions, but also
TMR and STT effects as a function of temperature and
bias voltage, thereby opening a path to understand how
to optimize these effects for applications in spintronics
by tailoring magnon spectrum.
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Appendix A: Conservation of charge current in
F-SCBA
It is instructive to check if charge current is conserved,∑
α Iα
?
= 0, after electronic GF in F-SCBA is inserted
into Eq. (24)
∑
α
Iα =
e
h
∫
dE Tr
[
(τ zGˇ(E)τ zΣˇleads(E)− Σˇleads(E)τ zGˇ(E)τ z)τ11
]
= − e
h
∫
dE Tr
[
(τ zGˇ(E)τ zΣˇF (E)− ΣˇF (E)τ zGˇ(E)τ z)τ11
]
=
eg2S
2ih
∫
dEdE′ Tr
[
(τ zGˇ↑↑(E)τ zBˇ(E − E′) ◦ Gˇ↓↓(E′)− Gˇ↓↓(E′) ◦ Bˇ(E′ − E)τ zGˇ↑↑(E)τ z
+τ zGˇ↓↓(E′)τ zBˇT (E′ − E) ◦ Gˇ↑↑(E)− Gˇ↑↑(E) ◦ BˇT (E − E′)τ zGˇ↓↓(E′)τ z)τ11
]
≡ 0. (A1)
We use Gˇτ z(Σˇleads + Σˇ
F ) − (Σˇleads + ΣˇF )τ zGˇ =
0 to write the second line in Eq. (A1). To show
that the third line is identically zero, we use the fact
that three arbitrary matrices Aˇ, Bˇ and Cˇ satisfy
diag(Aˇ ◦ BˇCˇ− AˇBˇT ◦ Cˇ) = 0, where diag(. . .) returns
the main diagonal of its matrix argument. Note that
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in all of the above expressions the elementwise products
of the matrices are performed prior to the matrix prod-
ucts. This demonstrates that no matter what approxi-
mation is employed for the magnonic GF and self-energy,
the charge current will be conserved as long as the self-
consistency is achieved when computing electronic GF
and self-energy within F-SCBA.
Appendix B: Numerical implementation of the
Hilbert transform
The Hilbert transform of a function f(x) is defined by
H[f(y)] = 1
pi
P
∞∫
−∞
dx
f(x)
y − x. (B1)
Due to nonanalytic nature of the integrand, performing
numerical integration directly over a mesh of equidis-
tant points, or even over an adaptive mesh, is very time
consuming. Instead, other approaches, typically based
on the fast Fourier transform (FFT), are used to speed
up41,47 the computation. However, using FFT requires
f(x) to be defined on the mesh of equidistant points. In
our calculations f(x) is given on the mesh of adaptively
selected points with second order polynomial interpola-
tion. Therefore, here we explain an algorithm that can
give Hilbert transform for this type of input function.
Let us assume that the function f(x) is given on 2N+1
adaptively chosen points xn, such that the value of the
function inside the range (x2n−1, x2n+1) is obtained by a
second order polynomial interpolation using three points
(x2n−1, x2n, x2n+1). In this case, the integral in Eq. (B1)
can be rewritten as
H[f(x)] = 1
pi
N∑
n=1
P
x2n+1∫
x2n−1
dy
an(y)f2n−1 + bn(y)f2n + cn(y)f2n+1
x− y , (B2)
where
an(y) =
(y − x2n)(y − x2n+1)
(x2n−1 − x2n)(x2n−1 − x2n+1) , (B3a)
bn(y) =
(y − x2n−1)(y − x2n+1)
(x2n − x2n−1)(x2n − x2n+1) , (B3b)
cn(y) =
(y − x2n−1)(y − x2n)
(x2n+1 − x2n−1)(x2n+1 − x2n) . (B3c)
The integration can then be performed analytically to obtain
H[f(y)] = 1
pi
N∑
n=1
f2n−1ahn(y) + f2nb
h
n(y) + f2n+1c
h
n(y), (B4)
where
ahn(y) =
1
2 (x2n+1 − x2n−1)− (y − x2n)− (y−x2n)(y−x2n+1)x2n+1−x2n−1 Ln
x2n − x2n−1 , (B5a)
bhn(y) =
(y − x2n+1)2 − (y − x2n−1)2 − 2(y − x2n−1)(y − x2n+1)Ln
2(x2n − x2n−1)(x2n − x2n+1) , (B5b)
chn(y) =
− 12 (x2n+1 − x2n−1)− (y − x2n)− (y−x2n−1)(y−x2n)x2n+1−x2n−1 Ln
x2n+1 − x2n , (B5c)
Ln = log
(
y − x2n+1
y − x2n−1
)
. (B5d)
The arrays in Eq. (B5) can be combined into a single array hn(y)
h1(y) = a
h
1 (y), h2N+1(y) = c
h
N (y),
h2n(y) = b
h
n(y), h2n+1(y) = a
h
n+1(y) + c
h
n(y), (B6)
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so that Hilbert transform is computed using the following formula
H[f(y)] = 1
pi
2N+1∑
n=1
fnhn(y). (B7)
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