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A SHARP TIME-WEIGHTED INEQUALITY FOR THE
COMPRESSIBLE NAVIER-STOKES-POISSON SYSTEM IN THE
CRITICAL Lp FRAMEWORK
WEI XUAN SHI AND JIANG XU
Abstract. The compressible Navier-Stokes-Poisson system takes the form of usual
Navier-Stokes equations coupled with the self-consistent Poisson equation, which is
used to simulate the transport of charged particles under the electric field of electro-
static potential force. In this paper, we focus on the large time behavior of global
strong solutions in the Lp Besov spaces of critical regularity. By exploring the dissi-
pative effect arising from Poisson potential, we posed the new regularity assumption
of low frequencies and then establish a sharp time-weighted inequality, which leads
to the optimal time-decay estimates of the solution. Indeed, we see that the decay of
density is faster at the half rate than that of velocity, which is a different ingredient
in comparison with the situation of usual Navier-Stokes equations. Our proof mainly
depends on tricky and non classical Besov product estimates with respect to various
Sobolev embeddings.
1. Introduction
It is well known that the compressible Navier-Stokes-Poisson system can be used
to simulate the transport of charged particles in semiconductor devices under the in-
fluence of electric fields (see for example [18] for more explanations). The barotropic
compressible Navier-Stokes-Poisson system is given by
(1.1)
 ∂t̺+ div (̺u) = 0,∂t(̺u) + div (̺u⊗ u) +∇P (̺) = div (2µD(u) + λdiv u Id)− ̺∇ψ,−∆ψ = ̺− ̺∞.
Here, ̺ = ̺(t, x) ∈ R+ and u = u(t, x) ∈ Rd(d ≥ 2) are the unknown functions
on [0,+∞) × Rd, which stands for the density and velocity field of charged particles,
respectively. ψ = ψ(t, x) denotes the electrostatic potential force. The barotropic
assumption means that the pressure P is given suitably smooth function of ̺. The
notation D(u) , 12 (Dxu+
TDxu) stands for the deformation tensor, and ∇ and div are
the gradient and divergence operators with respect to the space variable. The Lame´
coefficients λ and µ (the bulk and shear viscosities) are density-dependent functions,
which are supposed to be smooth functions of density and to satisfy µ > 0 and λ+2µ >
0. The initial condition of System (1.1) is prescribed by
(1.2) (̺, u) |t=0 = (̺0(x), u0(x)) , x ∈ Rd.
In this paper, we focus on the Cauchy problem (1.1)-(1.2) and investigate the as-
ymptotic behavior of global solutions, as initial data are the perturbation of constant
equilibrium (̺∞, 0) with ̺∞ > 0. First of all, let us take a look at the spectral analysis
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briefly, which was made by Li, Matsumura & Zhang [16]. It is not difficult to check
that the linearized system (around the equilibrium) reads{
∂ta+ ̺∞div u = 0,
∂tu− µ∞̺∞∆u−
µ∞+λ∞
̺∞
∇divu+ P ′(̺∞)
̺∞
∇a+∇(−∆)−1a = 0
with a = ̺− ̺∞, µ∞ = µ(̺∞) and λ∞ = λ(̺∞). It follows from [16] that
â(t, ξ) ∼
{
e−c|ξ|
2t (|â0|+ |ξ| |û0|) , |ξ| → 0;
e−ct (|â0|+ |û0|) , |ξ| → ∞
and
û(t, ξ) ∼
{
e−c|ξ|
2t
(|ξ|−1|â0|+ |û0|) , |ξ| → 0;
e−ct (|â0|+ |û0|) , |ξ| → ∞,
where c > 0 is a generic constant which depends only on ̺∞, µ∞ and λ∞. If the initial
data (̺0 − ̺∞, u0) ∈ L2(R3) ∩ Lq(R3)(q ∈ [1, 2]), then one can conclude the optimal
decay rates of L2-Lq type:
(1.3) ‖(̺−̺∞)(t)‖L2 ≤ C〈t〉−
3
2
( 1
q
− 1
2
)
, ‖u(t)‖L2 ≤ C〈t〉−
3
2
( 1
q
− 1
2
)+ 1
2 with 〈t〉 ,
√
1 + t2.
Obviously, due to the presence of the electric potential, there is a decay difference
between the density and velocity field. However, we see that the L2 norm of the velocity
u grows in time at the rate 〈t〉 12 possibly if taking q = 2 in (1.3), which seems to be a
contradiction with the dissipativity of Navier-Stokes-Poisson equations. To eliminate
the obstacle, a stronger assumption, say Λ−1(̺0−̺∞) ∈ L2, was posed in [6,20], which
leads to the substituting decay in comparison with (1.3):
‖(̺− ̺∞) (t)‖L2 ≤ C〈t〉−
3
2
( 1
q
− 1
2
)− 1
2 and ‖u(t)‖L2 ≤ C〈t〉−
3
2
( 1
q
− 1
2
).
We would like to mention that Λ−1(̺0 − ̺∞) ∈ L2 is equivalent to ∇ψ0 ∈ L2, which
is a natural condition from the point of view of the energy approach. The reader is
referred to [23] for the similar situation. In short, the electric potential may enhance
the dissipation of density such that it enjoys addition half time-decay rate than velocity,
with the relatively stronger assumption than [16]. Up to now, there are a number of
efforts dedicated to the large-time behavior of solutions to (1.1)-(1.2), see [16,17,20–22]
and references therein.
Let us emphasize that above results mentioned are established in Sobolev spaces
with higher regularity. Our aim of this paper is to prove (more accurate) decay esti-
mates in the critical regularity Besov spaces, which is close to the framework of weak
solutions. Indeed, observe that (1.1) is obviously invariant for all λ > 0 by the following
transformation
̺(t, x) ̺
(
λ2t, λx
)
, u(t, x) λu
(
λ2t, λx
)
, ψ(t, x) λ−2ψ
(
λ2t, λx
)
,
if neglecting the lower order pressure term and electronic field term. Therefore, it
is so interesting to find a functional space as large as possible such that the global
existence and uniqueness holds. To the best of our knowledge, the idea is classical now.
Motivated by those works on the incompressible Navier-Stokes equations [4, 11, 15],
Danchin [9] considered compressible Navier-Stokes equations and showed the global-
in-time existence of strong solutions in L2 critical Besov spaces. Subsequently, Charve
& Danchin [5], Chen, Miao & Zhang [8] independently extended that result to more
general Lp critical spaces. In [12], Haspot obtained essentially the same results as
in [5, 8] by using an elementary energy approach which is based on the use of Hoff’s
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viscous effective flux in [13]. In the recent work [10], Danchin and the second author
established the optimal time decay estimates in more general Lp framework.
However, there are few results to our knowledge on the global existence and large-
time behavior of solutions to (1.1)-(1.2) in spatially critical spaces. Hao and Li [14]
established the global existence of small strong solution to (1.1) in the L2 critical
hybrid Besov space and in any dimension d ≥ 3. Recently, Chikami and Danchin [6]
constructed the unique global strong solution near constant equilibrium in the general
Lp critical Besov spaces, which contains the case of dimension d = 2. For simplicity,
they assumed that viscosities µ and λ were constant only. Indeed, their result remains
true in case of the density-dependent smooth functions. For convenience, we state it
as follows (the reader is also referred to [6]).
Theorem 1.1. Let d ≥ 2 and p fulfill
(1.4) 2 ≤ p ≤ min (4, 2d/(d − 2)) and, additionally, p 6= 4 if d = 2.
Assume that P ′ (̺∞) > 0 and that (1.2) is satisfied. There exists a small positive
constant c = c (p, d, µ, λ, P, ̺∞) and a universal integer j0 ∈ N on µ and λ such that if
a0 , (̺0 − ̺∞) ∈ B˙
d
p
p,1, if u0 ∈ B˙
d
p
−1
p,1 and if in addition
(
aℓ0,∇uℓ0
) ∈ B˙ d2−22,1 with
Ep,0 , ‖(a0,∇u0)‖ℓ
B˙
d
2−2
2,1
+ ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
≤ c,
then the Cauchy problem (1.1)-(1.2) admits a unique global-in-time solution (̺, u) with
̺ = ̺∞ + a and (a, u) in the space Xp defined by:
aℓ ∈ C˜b
(
R+; B˙
d
2
−2
2,1
)
∩ L1
(
R+; B˙
d
2
2,1
)
, uℓ ∈ C˜b
(
R+; B˙
d
2
−1
2,1
)
∩ L1
(
R+; B˙
d
2
+1
2,1
)
,
ah ∈ C˜b
(
R+; B˙
d
p
p,1
)
∩ L1
(
R+; B˙
d
p
p,1
)
, uh ∈ C˜b
(
R+; B˙
d
p
−1
p,1
)
∩ L1
(
R+; B˙
d
p
+1
p,1
)
.
Furthermore, we get for some constant C = C (p, d, µ, λ, P, ̺∞),
Ep(t) ≤ CEp,0,
for any t > 0, where
Ep(t) , ‖a‖ℓ
L˜∞t (B˙
d
2−2
2,1 )
+ ‖u‖ℓ
L˜∞t (B˙
d
2−1
2,1 )
+ ‖(a,∇u)‖ℓ
L1t (B˙
d
2
2,1)
+ ‖(∇a, u)‖h
L˜∞t (B˙
d
p−1
p,1 )
+ ‖(a,∇u)‖h
L1t (B˙
d
p
p,1)
.(1.5)
The next step is to exhibit the large time asymptotic description of the constructed
solution. Inspired by the dissipative analysis in [6,16], we intend to establish the optimal
time-decay estimates to (1.1)-(1.2). It is convenient to rewrite (1.1) as the nonlinear
perturbation form of (̺∞, 0), looking at the nonlinearities as source terms. To simplify
the statement of our main result, we assume that ̺∞ = 1 and P
′(1) = 1. Consequently,
in terms of the new variables (a, u), System (1.1) becomes
(1.6)
{
∂ta+ divu = f,
∂tu−Au+∇a+∇(−∆)−1a = g,
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where
f , −div (au) ,
g , −u · ∇u− I(a)Au− k(a)∇a+ 1
1 + a
div
(
2µ˜(a)D(u) + λ˜(a)divu Id
)
with
A , µ∞∆+ (λ∞ + µ∞)∇div such that 2µ∞ + λ∞ = 1 and µ∞ > 0
(µ∞ , µ(1) and λ∞ , λ(1)), I(a) ,
a
1+a , k(a) ,
P ′(1+a)
1+a − 1,
µ˜(a) , µ(1 + a)− µ(1), λ˜(a) , λ(1 + a)− λ(1).
The main result is stated as follows.
Theorem 1.2. Let d ≥ 2 and p satisfy (1.4). Denote by (̺, u) the global solution
constructed in Theorem 1.1. Let the real number s1 fulfill
(1.7) 1− d
2
< s1 ≤ s0 with s0 = 2d
p
− d
2
.
There exists a positive constant c = c (p, d, µ, λ, P ) such that if
(1.8) Dp,0 , ‖a0‖ℓ
B˙
−s1−1
2,∞
+ ‖u0‖ℓ
B˙
−s1
2,∞
≤ c,
then we have for all t ≥ 0,
(1.9) Dp(t) .
(
Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
)
,
where the functional Dp(t) is defined by
Dp(t) , sup
s∈[ε−s1,
d
2
+1]
∥∥∥〈τ〉 s1+s2 (a˜, u)∥∥∥ℓ
L∞t (B˙
s
2,1)
+ ‖〈τ〉α (∇a, u)‖h
L˜∞t (B˙
d
p−1
p,1 )
+ ‖τα∇u‖h
L˜∞t (B˙
d
p
p,1)
(1.10)
with a˜ = Λ−1a and α , s1 + d2 +
1
2 − ε for some sufficiently small ε > 0.
Remark 1.1. Condition (1.4) allows to the case p > d for which the regularity exponent
d/p−1 of velocity field u becomes negative in physical dimensions d = 2, 3, Theorem 1.2
thus holds for small data but large highly oscillating initial velocity. Although similar
results were available in [2,6], there are apparent innovative ingredients in Theorem 1.2.
More precisely, the work [6] handle the case of s1 = s0 and p = 2 for simplicity, and [2]
only consider the non oscillation case (2 ≤ p ≤ d) with the same endpoint regularity
s1 = s0. In addition, the corresponding result of [2] cannot cover the 2D case. In this
paper, we try to establish the time-weighted inequality in more general Lp framework
including cases 2 ≤ p ≤ d and p > d. More important, the regularity assumption of low
frequencies ( (1.7)-(1.8)) is new, which enables us to enjoy larger freedom on the choice
of s1.
On the other hand, we emphasize that the decay exponents α = s1 +
d
2 +
1
2 − ε in
the second and third terms of functional Dp(t) are optimal. Actually, it cannot be more
than s1 +
d
2 +
1
2 . See for example,
‖uℓ · ∇uℓ‖h
B˙
d
p−1
p,1
. ‖uℓ · ∇uℓ‖h
B˙
d
p
p,1
. ‖uℓ‖
B˙
d
p
p,1
‖∇uℓ‖
B˙
d
p
p,1
.
COMPRESSIBLE NAVIER-STOKES-POISSON SYSTEM 5
In particular, when s1 = s0, the value of α becomes
2d
p
+ 12 − ε in (1.10). Clearly, such
optimal exponent has not yet been observed in [2, 6].
Remark 1.2. Due to the dissipative effect arising from the Poisson potential, it follows
from (1.9) that the decay of density is faster at the half rate than that of velocity. This
is a totally different ingredient in comparison with compressible Navier-Stokes equations
(see for example [10]). As a matter of fact, we improve the analysis of [10] such that
the optimality of the regularity and decay exponents are available in the definition of
Dp(t).
As a consequence of Theorem 1.2, we have the decay of the Lp norm (the slightly
stronger B˙0p,1 norm in fact) of solutions.
Corollary 1.1. The solution (̺, u) constructed in Theorem 1.2 fulfills
‖Λs (̺− 1)‖Lp . (Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
)〈t〉− s1+s+12 if − s1 − 1 < s ≤ d
p
,
‖Λsu‖Lp . (Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
)〈t〉− s1+s2 if − s1 < s ≤ d
p
+ 1,
where the pseudo-differential operator Λℓ is defined by Λℓf , F−1 (|ξ|ℓFf).
Moreover, one has more decay estimates of Lq-Lr type.
Corollary 1.2. Let the assumptions of Theorem 1.2 be satisfied with p = 2. Then the
corresponding solution ̺ fulfills
‖Λl (̺− 1) ‖Lr . (D2,0 + ‖(∇a0, u0)‖h
B˙
d
2−1
2,1
)〈t〉− s12 − d2 ( 12− 1r )− l+12
for 2 ≤ r ≤ ∞ and l ∈ R satisfying −s1 − 1 < l + d
(
1
2 − 1r
) ≤ d2 , and u fulfills
‖Λku‖Lr . (D2,0 + ‖(∇a0, u0)‖h
B˙
d
2−1
2,1
)〈t〉− s12 − d2 ( 12− 1r )− k2
for 2 ≤ r ≤ ∞ and k ∈ R satisfying −s1 < k + d
(
1
2 − 1r
) ≤ d2 + 1.
Remark 1.3. In contrast with previous efforts [16, 17, 20–22] and references therein,
those optimal decay estimates of the solution and its derivative are established in Besov
spaces with the minimal regularity. The derivative index allows to take value in some
interval rather than nonnegative integers only, and thus our results are optimal. In
particular, compared to [10], the choice of derivative indices of velocity is somewhat
relaxed thanks to the optimal exponents for high frequencies.
The proof of Theorem 1.2 is separated into three steps according to three terms in
the functional Dp(t). Although our proof follows from a similar fashion of the joint
work [10], we are interested in getting a sharp time-weighted decay inequality in more
general assumption of low frequencies.
Due to the coupled Poisson potential, there is a nonlocal term ∇(−∆)−1a (that is
equivalent to Λ−1a) available in the velocity equation, which forces us to study the cor-
responding asymptotic behavior. As in [5], it is convenient to consider (3.3) in terms
of (a˜, u) in the low-frequency regime, see Section 3. By the spectral analysis, one can
conclude that the Green function for the linearized form of (3.3) behaves like a heat
equation at low frequency. Consequently, it is possible to adapt the standard Duhamel
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principle handling those nonlinear terms in the right hand side of (3.3). Owing to (1.8)
in which s1 belongs to the whole range (1 − d2 , s0], the low-frequency analysis (in the
first step) is more complicated than [10]. More precisely, with the aid of low and high
frequency decomposition, we separate the nonlinear term
(
Λ−1f, g
)
into
(
Λ−1f ℓ, gℓ
)
and
(
Λ−1fh, gh
)
(see the context below). To bound
(
Λ−1f ℓ, gℓ
)
, we develop non clas-
sical product estimates in Besov spaces, see (3.8)-(3.9). On the other hand, bounding(
Λ−1fh, gh
)
, we proceed differently the decay analysis depending on whether 2 ≤ p ≤ d
(non oscillation) or p > d (oscillation). The former case lies in a new Besov prod-
uct estimates (see (3.17)), while the later case (that is relevant in physical dimension
d = 2, 3) depends on non-classical product estimates in Proposition 2.3.
In the high-frequency regime, the nonlocal term ∇(−∆)−1a is no longer effective and
the Green function behaves the same as that of compressible Navier-Stoke equations.
In contrast with [10], the main objective of the second and third steps is to track
the optimal decay exponents with the general assumption (1.8). For that end, we
introduce the effective velocity (which was initiated by Hoff [13] and well developed by
Haspot [12])
(1.11) w , ∇ (−∆)−1 (a− div u)
in the second step and eliminate the technical difficulty that there is a loss of one
derivative of density in the convention term. The last step is devoted to establish
gain of regularity and decay altogether for the high frequency of velocity. The analysis
strongly relies on the parabolic maximal regularity for the Lame´ semi-group (that are
the same as for the heat semi-group, see Remark 2.2). In order to highlight the new
observation on the decay exponents, we present the proof in details, which may be of
interest for the further works.
The rest of the paper unfolds as follows: In section 2, we briefly recall Littlewood-
Paley decomposition, Besov spaces and useful analysis tools. Section 3 is devoted to
those proofs of Theorem 1.2 and Corollaries 1.1-1.2.
2. Preliminary
Throughout the paper, C > 0 stands for a generic “constant”. For brevity, we write
f . g instead of f ≤ Cg. The notation f ≈ g means that f . g and g . f . For any
Banach space X and f, g ∈ X, we agree that ‖(f, g)‖X , ‖f‖X + ‖g‖X . For all T > 0
and θ ∈ [1,+∞], we denote by LθT (X) , Lθ ([0, T ];X) the set of measurable functions
f : [0, T ]→ X such that t 7→ ‖f(t)‖X is in Lθ(0, T ).
To make the paper self-contained, we briefly recall Littlewood-Paley decomposition,
Besov spaces and analysis tools. The reader is referred to Chap. 2 and Chap. 3 of [1]
for more details. Let’s begin with the homogeneous Littlewood-Paley decomposition.
For that purpose, we fix some smooth radial non increasing function χ with Suppχ ⊂
B
(
0, 43
)
and χ ≡ 1 on B (0, 34), then set ϕ(ξ) = χ(ξ/2) − χ(ξ) so that∑
j∈Z
ϕ(2−j ·) = 1 in Rd \ {0} and Suppϕ ⊂
{
ξ ∈ Rd : 3/4 ≤ |ξ| ≤ 8/3
}
.
The homogeneous dyadic blocks ∆˙j are defined by
∆˙jf , ϕ(2
−jD)f = F−1 (ϕ(2−j ·)Ff) = 2jdh(2j ·) ⋆ f with h , F−1ϕ.
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Formally, we have the homogeneous decomposition as follows
(2.1) f =
∑
j∈Z
∆˙jf,
for any tempered distribution f ∈ S′(Rd). As it holds only modulo polynomials, it is
convenient to consider the subspace of those tempered distributions f such that
(2.2) lim
j→−∞
∥∥∥S˙jf∥∥∥
L∞
= 0,
where S˙jf stands for the low frequency cut-off defined by S˙jf , χ(2−jD)f . Indeed, if
(2.2) is fulfilled, then (2.1) holds in S′(Rd). For convenience, we denote by S′0(R
d) the
subspace of tempered distributions satisfying (2.2).
The homogeneous Besov space is defined in terms of above Littlewood-Paley decom-
position.
Definition 2.1. For σ ∈ R and 1 ≤ p, r ≤ ∞, the homogeneous Besov spaces B˙σp,r is
defined by
B˙σp,r ,
{
f ∈ S′0 : ‖f‖B˙σp,r < +∞
}
,
where
(2.3) ‖f‖B˙σp,r ,
∥∥∥(2jσ ∥∥∥∆˙jf∥∥∥
Lp
)∥∥∥
ℓr(Z)
.
We often use the following classical properties (see [1]):
• Scaling invariance: For any σ ∈ R and (p, r) ∈ [1,∞]2, there exists a constant
C = C(σ, p, r, d) such that for all λ > 0 and f ∈ B˙σp,r, we have
C−1λ
σ− d
p ‖f‖B˙σp,r ≤ ‖f(λ·)‖B˙σp,r ≤ Cλ
σ− d
p ‖f‖B˙σp,r .
• Completeness: B˙σp,r is a Banach space whenever σ < dp or σ ≤ dp and r = 1.
• Interpolation: The following inequality is satisfied for 1 ≤ p, r1, r2, r ≤ ∞, σ1 6= σ2
and θ ∈ (0, 1):
‖f‖
B˙
θσ1+(1−θ)σ2
p,r
. ‖f‖θ
B˙
σ1
p,r1
‖f‖1−θ
B˙
σ2
p,r2
with 1
r
= θ
r1
+ 1−θ
r2
.
• Action of Fourier multipliers: If F is a smooth homogeneous of degree m function
on Rd\{0} then
F (D) : B˙σp,r → B˙σ−mp,r .
The embedding properties will be used several times throughout the paper.
Proposition 2.1. (Embedding for Besov spaces on Rd)
• For any p ∈ [1,∞] we have the continuous embedding B˙0p,1 →֒ Lp →֒ B˙0p,∞.
• If σ ∈ R, 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞, then B˙σp1,r1 →֒ B˙
σ−d( 1
p1
− 1
p2
)
p2,r2 .
• The space B˙
d
p
p,1 is continuously embedded in the set of bounded continuous func-
tions (going to zero at infinity if, additionally, p <∞).
The product estimate in Besov spaces plays a fundamental role in bounding bilinear
terms of (1.6) (see for example, [1, 10]).
8 WEI XUAN SHI AND JIANG XU
Proposition 2.2. Let σ > 0 and 1 ≤ p, r ≤ ∞. Then B˙σp,r ∩ L∞ is an algebra and
‖fg‖B˙σp,r . ‖f‖L∞ ‖g‖B˙σp,r + ‖g‖L∞ ‖f‖B˙σp,r .
Let the real numbers σ1, σ2, p1 and p2 fulfill
σ1 + σ2 > 0, σ1 ≤ d
p1
, σ2 ≤ d
p2
, σ1 ≥ σ2, 1
p1
+
1
p2
≤ 1.
Then we have
‖fg‖B˙σ2q,1 . ‖f‖B˙σ1p1,1 ‖g‖B˙σ2p2,1 with
1
q
=
1
p1
+
1
p2
− σ1
d
·
Additionally, for exponents σ > 0 and 1 ≤ p1, p2, q ≤ ∞ satisfying
d
p1
+
d
p2
− d ≤ σ ≤ min
(
d
p1
,
d
p2
)
and
1
q
=
1
p1
+
1
p2
− σ
d
,
we have
‖fg‖B˙−σq,∞ . ‖f‖B˙σp1,1 ‖g‖B˙−σp2,∞ .
To handle the case of p > d in the proof of Theorem 1.2, just resorting to Proposition
2.2 does not allow to get suitable bounds for the low frequency part of some nonlinear
terms, so we need to take advantage of the following non-classical product estimates
(see [10]).
Proposition 2.3. Let j0 ∈ Z, and denote zℓ , S˙j0z, zh , z − zℓ and, for any s ∈ R,
‖z‖ℓ
B˙σ2,∞
, sup
j≤j0
2jσ
∥∥∥∆˙jz∥∥∥
L2
.
There exists a universal integer N0 such that for any 2 ≤ p ≤ 4 and σ > 0, we have∥∥∥fgh∥∥∥ℓ
B˙
−s0
2,∞
≤ C
(
‖f‖B˙σp,1 +
∥∥∥S˙j0+N0f∥∥∥
Lp
∗
) ∥∥∥gh∥∥∥
B˙−σp,∞
,(2.4) ∥∥∥fhg∥∥∥ℓ
B˙
−s0
2,∞
≤ C
(∥∥∥fh∥∥∥
B˙σp,1
+
∥∥∥S˙j0+N0fh∥∥∥
Lp
∗
)
‖g‖B˙−σp,∞(2.5)
with s0 ,
2d
p
− d2 and 1p∗ , 12 − 1p , and C depending only on j0, d and σ.
System (1.6) also involves compositions of functions (through I(a), k(a), λ˜(a) and
µ˜(a)) that are handled according to the following conclusion.
Proposition 2.4. Let F : R → R be smooth with F (0) = 0. For all 1 ≤ p, r ≤ ∞ and
σ > 0 we have F (f) ∈ B˙σp,r ∩ L∞ for f ∈ B˙σp,r ∩ L∞, and
‖F (f)‖B˙σp,r ≤ C ‖f‖B˙σp,r
with C depending only on ‖f‖L∞, F ′ (and higher derivatives), σ, p and d.
In the case σ > −min
(
d
p
, d
p′
)
then f ∈ B˙σp,r ∩ B˙
d
p
p,1 implies that F (f) ∈ B˙σp,r ∩ B˙
d
p
p,1,
and we have
‖F (f)‖B˙σp,r ≤ C(1 + ‖f‖B˙ dpp,1
) ‖f‖B˙σp,r .
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In addition, we also recall the classical Bernstein inequality :
(2.6)
∥∥∥Dkf∥∥∥
Lb
≤ C1+kλk+d( 1a− 1b ) ‖f‖La
that holds for all function f such that SuppFf ⊂ {ξ ∈ Rd : |ξ| ≤ Rλ} for some R > 0
and λ > 0, if k ∈ N and 1 ≤ a ≤ b ≤ ∞.
More generally, if we assume f to satisfy SuppFf ⊂ {ξ ∈ Rd : R1λ ≤ |ξ| ≤ R2λ} for
some 0 < R1 < R2 and λ > 0, then for any smooth homogeneous of degree m function
A on Rd \ {0} and 1 ≤ a ≤ ∞, we have (see e.g. Lemma 2.2 in [1]):
(2.7) ‖A(D)f‖La ≈ λm ‖f‖La .
An obvious consequence of (2.6) and (2.7) is that
∥∥Dkf∥∥
B˙sp,r
≈ ‖f‖
B˙s+kp,r
for all k ∈ N.
Also, the following commutator estimate (see [10]) will be used in the second step of
the proof of Theorem 1.2.
Proposition 2.5. Let 1 ≤ p, p1 ≤ ∞ and
−min
(
d
p1
,
d
p′
)
< σ ≤ 1 + min
(
d
p
,
d
p1
)
.
There exists a constant C > 0 depending only on σ such that for all j ∈ Z and ℓ ∈
{1, · · · , d}, we have∥∥∥[v · ∇, ∂ℓ∆˙j] a∥∥∥
Lp
≤ Ccj2−j(σ−1) ‖∇v‖
B˙
d
p1
p1,1
‖∇a‖B˙σ−1p,1 ,
where the commutator [·, ·] is defined by [f, g] = fg−gf and (cj)j∈Z denotes a sequence
such that ‖(cj)‖ℓ1 ≤ 1.
On the other hand, a class of mixed space-time Besov spaces are also used, which
was initiated by J.-Y. Chemin and N. Lerner [7] (see also [3] for the particular case of
Sobolev spaces).
Definition 2.2. For T > 0, σ ∈ R, 1 ≤ r, θ ≤ ∞, the homogeneous Chemin-Lerner
space L˜θT (B˙
σ
p,r) is defined by
L˜θT (B˙
σ
p,r) ,
{
f ∈ Lθ (0, T ;S′0) : ‖f‖L˜θ
T
(B˙σp,r)
< +∞
}
,
where
(2.8) ‖f‖
L˜θ
T
(B˙σp,r)
,
∥∥∥∥(2jσ ∥∥∥∆˙jf∥∥∥
Lθ
T
(Lp)
)∥∥∥∥
ℓr(Z)
.
For notational simplicity, index T is omitted if T = +∞. We agree with the notation
C˜b(R+; B˙σp,r) ,
{
f ∈ C(R+; B˙σp,r) s.t ‖f‖L˜∞(B˙σp,r) < +∞
}
.
The Chemin-Lerner space L˜θT (B˙
σ
p,r) may be linked with the standard spaces L
θ
T (B˙
σ
p,r)
by means of Minkowski’s inequality.
Remark 2.1. It holds that
‖f‖
L˜θ
T
(Bσp,r)
≤ ‖f‖Lθ
T
(Bσp,r)
if r ≥ θ; ‖f‖
L˜θ
T
(Bσp,r)
≥ ‖f‖Lθ
T
(Bσp,r)
if r ≤ θ.
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Restricting the above norms (2.3) and (2.8) to the low or high frequencies parts of
distributions will be fundamental in our method. For instance, let us fix some integer
j0 (the value of which will follow from the proof of the high-frequency estimates) and
put1
‖f‖ℓ
B˙σp,1
,
∑
j≤j0
2jσ
∥∥∥∆˙jf∥∥∥
Lp
and ‖f‖h
B˙σp,1
,
∑
j≥j0−1
2jσ
∥∥∥∆˙jf∥∥∥
Lp
,
‖f‖ℓ
L˜∞
T
(B˙σp,1)
,
∑
j≤j0
2jσ
∥∥∥∆˙jf∥∥∥
L∞
T
(Lp)
and ‖f‖h
L˜∞
T
(B˙σp,1)
,
∑
j≥j0−1
2jσ
∥∥∥∆˙jf∥∥∥
L∞
T
(Lp)
.
Let us finally recall the parabolic regularity estimate for the heat equation to end
this section.
Proposition 2.6. Let σ ∈ R, (p, r) ∈ [1,∞]2 and 1 ≤ ρ2 ≤ ρ1 ≤ ∞. Let u satisfy{
∂tu− µ∆u = f,
u|t=0 = u0.
Then for all T > 0 the following a priori estimate is fulfilled:
(2.9) µ
1
ρ1 ‖u‖
L˜
ρ1
T
(B˙
σ+ 2ρ1
p,r )
. ‖u0‖B˙σp,r + µ
1
ρ2
−1 ‖f‖
L˜
ρ2
T
(B˙
σ−2+ 2ρ2
p,r )
.
Remark 2.2. The solutions to the following Lame´ system
(2.10)
{
∂tu− µ∆u− (λ+ µ)∇divu = f,
u|t=0 = u0,
where λ and µ are constant coefficients such that µ > 0 and λ + 2µ > 0, also ful-
fill (2.9) (up to the dependence w.r.t. the viscosity). Indeed, if we denote by P ,
Id − ∇(−∆)−1div and Q , Id − P the orthogonal projectors over divergence-free and
potential vector fields, then we see both Pu and Qu satisfy the heat equation, as it can
easily be observed by applying P and Q to (2.10).
3. The proof of Time-decay estimates
In this section, our central task is to prove Theorem 1.2 taking for granted the global-
in-time existence result of Theorem 1.1. The proof is divided into three steps, according
to the three terms of the time-weighted functional Dp(t) (see (1.10)). In what follows,
we shall use frequently elementary inequalities for 0 ≤ σ1 ≤ σ2 with σ2 > 1:
(3.1)
∫ t
0
〈t− τ〉−σ1τ−θ〈τ〉θ−σ2dτ . 〈t〉−σ1 if 0 ≤ θ < 1.
Let us keep in mind that the global solution (a, u) given by Theorem 1.1 satisfies
(3.2) ‖a‖
L˜∞t (B˙
d
p
p,1)
≤ c≪ 1 for all t ≥ 0.
1Note that for technical reasons, we need a small overlap between low and high frequencies.
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3.1. First Step: Bounds for the Low Frequencies. Set ω = Λ−1div u, Ω =
Λ−1curlu with Λsz , F−1 (|ξ|sFz) (s ∈ R). Then system (1.6) becomes
∂ta+ Λω = f,
∂tω −∆ω − Λa− Λ−1a = Λ−1div g,
∂tΩ− µ∞∆Ω = Λ−1curl g,
u = −Λ−1∇ω + Λ−1divΩ.
Observe that the incompressible component Ω satisfies a mere heat equation. As
pointed out in Introduction, at low frequencies, it is natural to consider the follow-
ing system
(3.3)
{
∂ta˜+ ω = Λ
−1f,
∂tω −∆ω − (Λ2 + 1)a˜ = Λ−1div g,
with a˜ = Λ−1a.
Let (E˜(t))t≥0 be the semi-group associated with the left-hand side of (3.3). From
an explicit computation of the action of E˜(t) in Fourier variables (see for example [6]),
one can conclude that for all j0 ∈ Z, there exist positive constants c0 and C depending
only on j0 such that
(3.4)
∣∣∣F (E˜(t)U˜) (ξ)∣∣∣ ≤ Ce−c0|ξ|2t ∣∣∣FU˜(ξ)∣∣∣ for all |ξ| ≤ 2j0 ,
where U˜ , (a˜, ω). Then it follows from [10] that
sup
t≥0
〈t〉 s1+s2
∥∥∥E˜(t)U˜0∥∥∥ℓ
B˙s2,1
.
∥∥∥U˜0∥∥∥ℓ
B˙
−s1
2,∞
, if s1 + s > 0,
where we denote 〈t〉 , √1 + t2 and U˜0 , (a˜0, ω0). Of course, the incompressible
component Ω also satisfies (3.4). Consequently, we end up with
(3.5) ‖(a˜, u)‖ℓ
B˙s2,1
. 〈t〉− s1+s2 ‖(a˜0, u0)‖ℓB˙−s12,∞ +
∫ t
0
〈t− τ〉− s1+s2
∥∥(Λ−1f, g)∥∥ℓ
B˙
−s1
2,∞
dτ.
Bounding the time-weighted integral on the right side of (3.5) is included in the
following proposition.
Proposition 3.1. If p fulfills (1.4), then it holds that for all t ≥ 0,
(3.6)
∫ t
0
〈t− τ〉− s1+s2 ∥∥(Λ−1f, g)∥∥ℓ
B˙
−s1
2,∞
dτ . 〈t〉− s1+s2 (D2p(t) + E2p (t)) ,
provided that −s1 < s ≤ d2 + 1, where Ep(t) and Dp(t) have been defined in (1.5) and
(1.10), respectively.
For clarity, we split the proof of Proposition 3.1 into several lemmas. It is suitable
to decompose Λ−1f and g in terms of low-frequency and high-frequency as follows:
Λ−1f = Λ−1f ℓ + Λ−1fh
with
Λ−1f ℓ , −Λ−1div (auℓ), Λ−1fh , −Λ−1div (auh)
and
g = gℓ + gh
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with
gℓ , −u · ∇uℓ − k(a)∇aℓ + g3(a, uℓ) + g4(a, uℓ),
gh , −u · ∇uh − k(a)∇ah + g3(a, uh) + g4(a, uh),
where
g3(a, v) =
1
1 + a
(
2µ˜(a) divD(v) + λ˜(a)∇div v
)
− I(a)Av,
g4(a, v) =
1
1 + a
(
2µ˜′(a) divD(v) · ∇a+ λ˜′(a) div v∇a
)
and
zℓ ,
∑
j<j0
∆˙jz, z
h , z − zℓ for z = a, u.
Lemma 3.1. If p satisfies (1.4), then it holds that for all t ≥ 0,
(3.7)
∫ t
0
〈t− τ〉− s1+s2
∥∥∥(Λ−1f ℓ, gℓ)∥∥∥ℓ
B˙
−s1
2,∞
dτ . 〈t〉− s1+s2 (D2p(t) + E2p (t)) .
Proof. To deal with five terms of Λ−1f and g with aℓ or uℓ, we present two non classical
product inequalities:
‖FG‖
B˙
−s1
2,∞
. ‖F‖
B˙
d
p
p,1
‖G‖
B˙
−s1
2,1
,(3.8)
‖FG‖
B˙
d
p−
d
2−s1
2,∞
. ‖F‖
B˙
d
p−
d
2−s1
p,1
‖G‖
B˙
d
p
2,1
,(3.9)
which are the direct consequences of Proposition 2.2 with the assumptions (1.4) and
(1.7). The details are left to the interested reader.
On the other hand, we shall use frequently that, owing to the embedding properties,
the definition of Dp(t) and the fact that α , s1 + d2 + 12 − ε ≥ s12 + d4 + 12 for small
enough ε > 0,
(3.10) sup
τ∈[0,t]
〈τ〉 s12 + d4+ 12 ‖a(τ)‖
B˙
d
p
p,1
+ sup
τ∈[0,t]
〈τ〉 s12 + d4
∥∥∥uℓ(τ)∥∥∥
B˙
d
p
p,1
. Dp(t)
and also that, owing to −s1 − 1 < −s1 < 1− s1 < d2 and −s1 < 2− s1 < d2 + 1,
(3.11)
∥∥∥(aℓ,∇uℓ)(τ)∥∥∥
B˙
−s1
2,1
. 〈τ〉− 12Dp(τ),
∥∥∥(∇aℓ,∇2uℓ)(τ)∥∥∥
B˙
−s1
2,1
. 〈τ〉−1Dp(τ).
Observe that −s1 − 1 < 1− s1 < d2 , dp − d2 − s1 < dp − 1 and α > 1 for small ε > 0, we
have by embedding,∥∥∥(∇a, ah, uh)(τ)∥∥∥
B˙
d
p−
d
2−s1
p,1
.
∥∥∥∇aℓ(τ)∥∥∥
B˙
−s1
2,1
+
∥∥∥(∇ah, ah, uh)(τ)∥∥∥
B˙
d
p−1
p,1
. 〈τ〉−1Dp(τ)(3.12)
and thus, thanks to −s1 < d2 − 1 ≤ dp < dp + 1 ≤ d2 + 1 for all p ≤ 2dd−2 ,
(3.13) sup
τ∈[0,t]
〈τ〉
s1
2
+ d
2p
+ 1
2
∥∥∥∇uℓ(τ)∥∥∥
B˙
d
p
2,1
+ sup
τ∈[0,t]
〈τ〉
s1
2
+ d
2p
∥∥∥uℓ(τ)∥∥∥
B˙
d
p
2,1
. Dp(t).
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Now, let us begin with prove (3.7). We decompose Λ−1div (auℓ) = Λ−1div (aℓuℓ) +
Λ−1div (ahuℓ) and u ·∇uℓ = uℓ ·∇uℓ+uh ·∇uℓ. To bound the term with Λ−1div (aℓuℓ),
we note that, due to (3.8), (3.10) and (3.11),∫ t
0
〈t− τ〉− s1+s2
∥∥∥Λ−1div (aℓuℓ)∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2
∥∥∥aℓ∥∥∥
B˙
−s1
2,1
∥∥∥uℓ∥∥∥
B˙
d
p
p,1
dτ
. D2p(t)
∫ t
0
〈t− τ〉− s1+s2 〈τ〉− s12 − d4− 12 dτ.
Owing to s12 +
d
4 +
1
2 > 1 and
s1
2 +
d
4 +
1
2 ≥ s1+s2 for s1 fulfilling (1.7) and s ≤ d2 + 1,
inequality (3.1) ensures that∫ t
0
〈t− τ〉− s1+s2
∥∥∥Λ−1div (aℓuℓ)∥∥∥ℓ
B˙
−s1
2,∞
dτ . 〈t〉− s1+s2 D2p(t).
Bounding uℓ · ∇uℓ essentially follows from the same procedure as Λ−1div (aℓuℓ), we
omit it. To handle the term containing Λ−1div
(
ahuℓ
)
, we write that, thanks to (3.9),∫ t
0
〈t− τ〉− s1+s2
∥∥∥Λ−1div(ahuℓ)∥∥∥ℓ
B˙
d
p−
d
2−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2
∥∥∥ah∥∥∥
B˙
d
p−
d
2−s1
p,1
∥∥∥uℓ∥∥∥
B˙
d
p
2,1
dτ.
Observe that, as s1 ≤ s1 + d2 − dp (for p ≥ 2), we get∥∥∥Λ−1div (ahuℓ)∥∥∥ℓ
B˙
−s1
2,∞
.
∥∥∥Λ−1div (ahuℓ)∥∥∥ℓ
B˙
d
p−
d
2−s1
2,∞
.
Using the relations s12 +
d
2p +1 ≥ s12 + d4 + 12 > 1 and s12 + d2p +1 ≥ s1+s2 for all s ≤ d2 +1
and p ≤ 2d
d−2 as well as (3.12), (3.13) and (3.1), we deduce that∫ t
0
〈t− τ〉− s1+s2
∥∥∥Λ−1div (ahuℓ)∥∥∥ℓ
B˙
−s1
2,∞
dτ . D2p(t)
∫ t
0
〈t− τ〉− s1+s2 〈τ〉−
s1
2
− d
2p
−1
dτ
. 〈t〉− s1+s2 D2p(t).
In light of the relation s1 ≤ s1 + d2 − dp (for p ≥ 2) and using (3.9), (3.12), (3.13) and
(3.1), we end up with∫ t
0
〈t− τ〉− s1+s2
∥∥∥uh · ∇uℓ∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2
∥∥∥uh∥∥∥
B˙
d
p−
d
2−s1
p,1
∥∥∥∇uℓ∥∥∥
B˙
d
p
2,1
dτ
. D2p(t)
∫ t
0
〈t− τ〉− s1+s2 〈τ〉−
s1
2
− d
2p
− 3
2 dτ
. 〈t〉− s1+s2 D2p(t).
For the term with k(a)∇aℓ, we take advantage of Proposition 2.4, (3.8), (3.10), (3.11)
and (3.1), and similarly get∫ t
0
〈t− τ〉− s1+s2
∥∥∥k(a)∇aℓ∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖a‖
B˙
d
p
p,1
∥∥∥∇aℓ∥∥∥
B˙
−s1
2,1
dτ
. D2p(t)
∫ t
0
〈t− τ〉− s1+s2 〈τ〉− s12 − d4− 32 dτ
. 〈t〉− s1+s2 D2p(t).
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Let us next look at the term with g3(a, u
ℓ), it follows from Proposition 2.4, (3.8), (3.10),
(3.11) and (3.1) that∫ t
0
〈t− τ〉− s1+s2
∥∥∥g3(a, uℓ)∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖a‖
B˙
d
p
p,1
∥∥∥∇2uℓ∥∥∥
B˙
−s1
2,1
dτ
. D2p(t)
∫ t
0
〈t− τ〉− s1+s2 〈τ〉− s12 − d4− 32 dτ
. 〈t〉− s1+s2 D2p(t).
Let us finally bound the term involving g4(a, u
ℓ). Keeping in mind that s1 ≤ s1+ d2 − dp
(for p ≥ 2) and using (3.9), Proposition 2.4 and (3.2), we arrive at∫ t
0
〈t− τ〉− s1+s2
∥∥∥g4(a, uℓ)∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖∇a‖
B˙
d
p−
d
2−s1
p,1
∥∥∥∇uℓ∥∥∥
B˙
d
p
2,1
dτ,
where the relation d
p
− d2 − s1+1 > 1− dp > −dp implies that dp − d2 − s1+1 satisfies the
regularity requirement of Proposition 2.4. With the aid of (3.12)-(3.13) and (3.1), we
conclude that∫ t
0
〈t− τ〉− s1+s2
∥∥∥g4(a, uℓ)∥∥∥ℓ
B˙
−s1
2,∞
dτ . D2p(t)
∫ t
0
〈t− τ〉− s1+s2 〈τ〉−
s1
2
− d
2p
− 3
2dτ
. 〈t〉− s1+s2 D2p(t).
Therefore, putting all estimates together leads to (3.7). 
To bound nonlinear terms in Λ−1fh and gh, precisely,
Λ−1div (auh), u · ∇uh, k(a)∇ah, g3(a, uh) and g4(a, uh),
we shall proceed these calculations differently depending on whether 2 ≤ p ≤ d or
p > d. We claim that
(3.14) ‖a(τ)‖
B˙
d
p−1
p,1
. 〈τ〉− s12 − d4Dp(τ), ‖u(τ)‖
B˙
d
p−1
p,1
. 〈τ〉− s12 − d4+ 12Dp(τ)
and also that
(3.15)
∥∥∥(∇ah, uh)(τ)∥∥∥
B˙
d
p−1
p,1
. 〈τ〉−αDp(τ),
∥∥∥(uh,∇uh)(τ)∥∥∥
B˙
d
p
p,1
. τ−αDp(τ)
for all τ ≥ 0.
Indeed, as for (3.14), owing to the relations −s1−1 < −s1 < d2−1 < d2 and α ≥ s12 + d4
for small enough ε > 0, the embedding and the definition of Dp(t), we obtain
‖a(τ)‖
B˙
d
p−1
p,1
. 〈τ〉− s12 − d4
(
〈τ〉 s12 + d4 ‖a(τ)‖ℓ
B˙
d
2−1
2,1
+ 〈τ〉α ‖a(τ)‖h
B˙
d
p
p,1
)
. 〈τ〉− s12 − d4Dp(τ)
and
‖u(τ)‖
B˙
d
p−1
p,1
. 〈τ〉− s12 − d4+ 12
(
〈τ〉 s12 + d4− 12 ‖u(τ)‖ℓ
B˙
d
2−1
2,1
+ 〈τ〉α ‖u(τ)‖h
B˙
d
p−1
p,1
)
. 〈τ〉− s12 − d4+ 12Dp(τ).
The inequality (3.15) is easily followed by the definition of Dp(t).
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Lemma 3.2. If p satisfies (1.4) and 2 ≤ p ≤ d, then it holds that for all t ≥ 0,
(3.16)
∫ t
0
〈t− τ〉− s1+s2
∥∥∥(Λ−1fh, gh)∥∥∥ℓ
B˙
−s1
2,∞
dτ . 〈t〉− s1+s2 (D2p(t) + E2p (t)) .
Proof. In order to prove (3.16), we develop the following inequality
(3.17) ‖FGh‖ℓ
B˙
−s1
2,∞
. ‖FGh‖ℓ
B˙
−s0
2,∞
. ‖F‖
B˙
d
p−1
p,1
‖Gh‖
B˙
d
p−1
p,1
for 1− d2 < s1 ≤ s0 and 2 ≤ p ≤ d.
Indeed, if 2 ≤ p < d, then d
p
− 1 > 0. It follows from the last item of Proposition 2.2
with p1 = p2 = p, σ =
d
p
− 1 and 1
q
= 1
p
+ 1
d
, that
‖FGh‖
B˙
1− dp
q,∞
. ‖F‖
B˙
d
p−1
p,1
‖Gh‖
B˙
1− dp
p,∞
.
The fact p ≤ 2d
d−2 implies that q ≤ 2. Hence, (3.17) directly stems from B˙
1− d
p
q,∞ →֒ B˙−s02,∞
and 1 − d
p
< d
p
− 1. If p = d, owing to the embeddings L p2 →֒ B˙−s02,∞, B˙0p,1 →֒ Lp and
Ho¨lder inequality, one has
‖FGh‖ℓ
B˙
−s1
2,∞
. ‖FGh‖ℓ
B˙
−s0
2,∞
. ‖FGh‖
L
p
2
. ‖F‖Lp‖Gh‖Lp . ‖F‖B˙0p,1‖G
h‖B˙0p,1 .
Now, we begin to estimates those terms in Λ−1fh and gh. For the term with Λ−1div (a uh),
we use (3.17), (3.14) and (3.15), and get∫ t
0
〈t− τ〉− s1+s2
∥∥∥Λ−1div (auh)∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖a‖
B˙
d
p−1
p,1
∥∥∥uh∥∥∥
B˙
d
p−1
p,1
dτ
. D2p(t)
∫ t
0
〈t− τ〉− s1+s2 〈τ〉− s12 − d4−αdτ.
Thanks to s12 +
d
4 +α > 1 and
s1
2 +
d
4 +α ≥ s1+s2 for small enough ε > 0 and s ≤ d2 +1,
inequality (3.1) implies that∫ t
0
〈t− τ〉− s1+s2
∥∥∥Λ−1div (auh)∥∥∥ℓ
B˙
−s1
2,∞
dτ . 〈t〉− s1+s2 D2p(t).
For the term with k(a)∇ah, we use (3.17), (3.2) and Proposition 2.4 with d
p
− 1 > −d
p
,
and get
(3.18)
∥∥∥k(a)∇ah∥∥∥ℓ
B˙
−s1
2,∞
. ‖k(a)‖
B˙
d
p−1
p,1
∥∥∥∇ah∥∥∥
B˙
d
p−1
p,1
. ‖a‖
B˙
d
p−1
p,1
∥∥∥∇ah∥∥∥
B˙
d
p−1
p,1
.
Then we use (3.14), (3.15) and (3.1) to conclude that we end up with∫ t
0
〈t− τ〉− s1+s2
∥∥∥k(a)∇ah∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖a‖
B˙
d
p−1
p,1
∥∥∥∇ah∥∥∥
B˙
d
p−1
p,1
dτ
. D2p(t)
∫ t
0
〈t− τ〉− s1+s2 〈τ〉− s12 − d4−αdτ
. 〈t〉− s1+s2 D2p(t).
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To bound the term involving u · ∇uh, we write that, thanks to (3.17),∫ t
0
〈t− τ〉− s1+s2
∥∥∥u · ∇uh∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖u‖
B˙
d
p−1
p,1
∥∥∥uh∥∥∥
B˙
d
p
p,1
dτ
=
(∫ 1
0
+
∫ t
1
)
(· · · ) dτ , I1 + I2.
It is clear that I1 . 〈t〉−
s1+s
2 E2p (1) and that, owing to (3.14), (3.15) and (3.1), if t ≥ 1,
I2 .
∫ t
1
〈t− τ〉− s1+s2 〈τ〉− s12 − d4+ 12−α
(
〈τ〉 s12 + d4− 12 ‖u‖
B˙
d
p−1
p,1
)(
τα
∥∥∥uh∥∥∥
B˙
d
p
p,1
)
dτ
.
(
sup
τ∈[1,t]
〈τ〉 s12 + d4− 12 ‖u‖
B˙
d
p−1
p,1
)(
sup
τ∈[1,t]
τα
∥∥∥uh∥∥∥
B˙
d
p
p,1
)
×
∫ t
1
〈t− τ〉− s1+s2 〈τ〉− s12 − d4+ 12−αdτ . 〈t〉− s1+s2 D2p(t),
where we noticed that s12 +
d
4 − 12 + α > 1 and s12 + d4 − 12 + α ≥ s1+s2 for all s ≤ d2 + 1.
For the term with g3(a, u
h), following (3.18), we arrive at∫ t
0
〈t− τ〉− s1+s2
∥∥∥g3(a, uh)∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖a‖
B˙
d
p−1
p,1
∥∥∥∇uh∥∥∥
B˙
d
p
p,1
dτ
=
(∫ 1
0
+
∫ t
1
)
(· · · ) dτ , J1 + J2.
It follows from the definition of E(t) that
J1 . 〈t〉−
s1+s
2 E2p (1).
By using (3.14), (3.15) and (3.1), we get, if t ≥ 1,
J2 .
∫ t
1
〈t− τ〉− s1+s2 〈τ〉− s12 − d4−α
(
〈τ〉 s12 + d4 ‖a‖
B˙
d
p−1
p,1
)(
τα
∥∥∥∇uh∥∥∥
B˙
d
p
p,1
)
dτ
.
(
sup
τ∈[1,t]
〈τ〉 s12 + d4 ‖a‖
B˙
d
p−1
p,1
)(
sup
τ∈[1,t]
τα
∥∥∥∇uh∥∥∥
B˙
d
p
p,1
)
×
∫ t
1
〈t− τ〉− s1+s2 〈τ〉− s12 − d4−αdτ . 〈t〉− s1+s2 D2p(t).
Let us finally look at the term with g4(a, u
h). We observe that, owing to (3.17) and
Proposition 2.4,∫ t
0
〈t− τ〉− s1+s2
∥∥∥g4(a, uh)∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖a‖
B˙
d
p
p,1
∥∥∥uh∥∥∥
B˙
d
p
p,1
dτ
=
(∫ 1
0
+
∫ t
1
)
(· · · ) dτ , K1 +K2.
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It is clear that K1 . 〈t〉−
s1+s
2 E2p (1) and that, owing to (3.10), (3.15) and (3.1), if t ≥ 1,
K2 =
∫ t
1
〈t− τ〉− s1+s2 〈τ〉− s12 − d2− 12−α
(
〈τ〉 s12 + d4+ 12 ‖a‖
B˙
d
p
p,1
)(
τα
∥∥∥uh∥∥∥
B˙
d
p
p,1
)
dτ
.
(
sup
τ∈[1,t]
〈τ〉 s12 + d4+ 12 ‖a‖
B˙
d
p
p,1
)(
sup
τ∈[1,t]
τα
∥∥∥uh∥∥∥
B˙
d
p
p,1
)
×
∫ t
1
〈t− τ〉− s1+s2 〈τ〉− s12 − d4− 12−αdτ . 〈t〉− s1+s2 D2p(t).
Hence, the proof of Lemma 3.2 is complete. 
Lemma 3.3. Let p satisfy (1.4) and p > d. It holds that for all t ≥ 0,
(3.19)
∫ t
0
〈t− τ〉− s1+s2
∥∥∥(Λ−1fh, gh)∥∥∥ℓ
B˙
−s1
2,∞
dτ . 〈t〉− s1+s2 (D2p(t) + E2p (t)) .
Proof. Let us end the first step in the case where (1.7) is fulfilled and p > d. Using the
fact that s1 ≤ s0 and applying (2.4) with σ = 1− dp yield
(3.20)
∥∥∥FGh∥∥∥ℓ
B˙
−s1
2,∞
.
∥∥∥FGh∥∥∥ℓ
B˙
−s0
2,∞
.
(
‖F‖
B˙
1− dp
p,1
+
∥∥∥S˙j0+N0F∥∥∥
Lp
∗
)∥∥∥Gh∥∥∥
B˙
d
p−1
p,1
with 1
p∗
, 12 − 1p and thus, because B˙
d
p
2,1 →֒ Lp
∗
,
(3.21)
∥∥∥FGh∥∥∥ℓ
B˙
−s1
2,∞
.
∥∥∥FGh∥∥∥ℓ
B˙
−s0
2,∞
.
(∥∥∥F ℓ∥∥∥
B˙
d
p
2,1
+ ‖F‖
B˙
1− dp
p,1
)∥∥∥Gh∥∥∥
B˙
d
p−1
p,1
.
Moreover, in the case p > d, we have
(3.22) ‖a(τ)‖
B˙
1− dp
p,1
. 〈τ〉− s1+2−s02 Dp(τ),
∥∥∥aℓ(τ)∥∥∥
B˙
d
p
2,1
. 〈τ〉−
s1
2
− d
2p
− 1
2Dp(τ) for τ ≥ 0.
Indeed, due to the embedding and the definition of Dp(t), we obtain∥∥∥aℓ(τ)∥∥∥
B˙
1− dp
p,1
.
∥∥∥aℓ(τ)∥∥∥
B˙
1−s0
2,1
. 〈τ〉− s1+2−s02 Dp(τ),
where the relation p > d implies that −s1 − 1 < −s1 < d2 − 1 < 1− s0 < d2 .
As 1− d
p
< d
p
, it holds that∥∥∥ah(τ)∥∥∥
B˙
1− dp
p,1
.
∥∥∥ah(τ)∥∥∥
B˙
d
p
p,1
. 〈τ〉−αDp(τ),
and the first inequality of (3.22) is thus satisfied by ah owing to s1+2−s02 <
s1
2 +
d
4+
1
2 ≤ α
for small enough ε > 0. Thanks to −s1− 1 < −s1 < d2 − 1 ≤ dp < d2 for all p ≤ 2dd−2 , the
second inequality of (3.22) is easily followed by the definition of Dp(t).
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Taking F = a and G = u in (3.21) and using (3.22) and (3.15), we get∫ t
0
〈t− τ〉− s1+s2
∥∥∥Λ−1div (auh)∥∥∥ℓ
B˙
−s1
2,∞
dτ
.
∫ t
0
〈t− τ〉− s1+s2
(∥∥∥aℓ∥∥∥
B˙
d
p
2,1
+ ‖a‖
B˙
1− dp
p,1
)∥∥∥uh∥∥∥
B˙
d
p−1
p,1
dτ
. D2p(t)
∫ t
0
〈t− τ〉− s1+s2
(
〈τ〉−
s1
2
− d
2p
− 1
2 + 〈τ〉− s1+2−s02
)
〈τ〉−αdτ.
Remembering that α > 1 > d
p
and α ≥ s12 + d4 + 12 for small enough ε > 0, it is shown
that
s1 + s
2
≤ s1
2
+
d
4
+
1
2
<
s1
2
+
d
2p
+
1
2
+ α ≤ 2α, s1 + s
2
≤ s1 + 2− s0
2
+ α
and
s1
2
+
d
2p
+
1
2
+ α > 1− d
4
+
d
2p
+ α > 1,
s1 + 1− s0
2
+ α > 1,
since p ≤ 2d
d−2 implies that
d
p
≥ d2 − 1. Therefore, we deduce (thanks to (3.1)) that∫ t
0
〈t− τ〉− s1+s2
∥∥∥Λ−1div (auh)∥∥∥ℓ
B˙
−s1
2,∞
dτ . 〈t〉− s1+s2 D2p(t).
To bound the term with k(a)∇ah, we see that, using the composition inequality in
Lebesgue spaces and the embeddings B˙
d
p
2,1 →֒ Lp
∗
and B˙s0p,1 →֒ Lp
∗
implies
‖k(a)‖Lp∗ . ‖a‖Lp∗ .
∥∥∥aℓ∥∥∥
B˙
d
p
2,1
+
∥∥∥ah∥∥∥
B˙
s0
p,1
.
∥∥∥aℓ∥∥∥
B˙
d
p
2,1
+
∥∥∥ah∥∥∥
B˙
d
p
p,1
.
Hence, taking advantage of (3.20) and Proposition 2.4,
(3.23)
∥∥∥k(a)∇ah∥∥∥ℓ
B˙
−s1
2,∞
.
(
‖a‖
B˙
1− dp
p,1
+
∥∥∥aℓ∥∥∥
B˙
d
p
2,1
+
∥∥∥ah∥∥∥
B˙
d
p
p,1
)∥∥∥∇ah∥∥∥
B˙
d
p−1
p,1
.
According to (3.15) and (3.22), one can bound the term corresponding to k(a)∇ah as
Λ−1div (auh). For the term containing u · ∇uh, we note that, thanks to (3.21), the
relation 1− d
p
< d
p
and interpolation,
∥∥∥u · ∇uh∥∥∥ℓ
B˙
−s1
2,∞
.
(∥∥∥uℓ∥∥∥
B˙
d
p
2,1
+
∥∥∥uℓ∥∥∥
B˙
1− dp
p,1
+
∥∥∥uh∥∥∥
B˙
d
p−1
p,1
)∥∥∥∇uh∥∥∥
B˙
d
p
p,1
.
Owing to d
p
− 1 < 1− d
p
and d
p
≥ d2 − 1, we have by embedding,
(3.24)∥∥∥(aℓ, uℓ)(τ)∥∥∥
B˙
d
p
2,1
.
∥∥∥(aℓ, uℓ)(τ)∥∥∥
B˙
d
2−1
2,1
,
∥∥∥(aℓ, uℓ)(τ)∥∥∥
B˙
1− dp
p,1
.
∥∥∥(aℓ, uℓ)(τ)∥∥∥
B˙
d
2−1
2,1
.
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Therefore, we arrive at∫ t
0
〈t− τ〉− s1+s2
∥∥∥u · ∇uh∥∥∥ℓ
B˙
−s1
2,∞
dτ
.
∫ t
0
〈t− τ〉− s1+s2
(∥∥∥uℓ∥∥∥
B˙
d
2−1
2,1
+
∥∥∥uh∥∥∥
B˙
d
p−1
p,1
)∥∥∥∇uh∥∥∥
B˙
d
p
p,1
dτ
=
(∫ 1
0
+
∫ t
1
)
(· · · )dτ , I˜1 + I˜2.
It just follows from the definition of Ep(t) that
I˜1 . 〈t〉−
s1+s
2 E2p (1).
Using the fact that, due to −s1 − 1 < s1 < d2 − 1 < d2 < d2 + 1,
sup
τ∈[0,t]
〈τ〉 s12 + d4
∥∥∥aℓ(τ)∥∥∥
B˙
d
2−1
2,1
+ sup
τ∈[0,t]
〈τ〉 s12 + d4− 12
∥∥∥uℓ(τ)∥∥∥
B˙
d
2−1
2,1
. Dp(t)
together with (3.15) and (3.1), we thus get, if t ≥ 1,
I˜2 . D2p(t)
∫ t
1
〈t− τ〉− s1+s2
(
〈τ〉− s12 − d4+ 12 + 〈τ〉−α
)
〈τ〉−αdτ . 〈t〉− s1+s2 D2p(t),
since the relations s1 > 1− d2 and α > 1 > s12 + d4 lead to 2α > s12 + d4 − 12 +α > 1 and
s1
2 +
d
4 − 12 + α > s12 + d4 + 12 ≥ s1+s2 for all s ≤ d2 + 1.
In order to bound the terms with g3(a, u
h), we mimic the procedure leading to (3.23)
and get ∥∥∥g3(a, uh)∥∥∥ℓ
B˙
−s1
2,∞
.
(
‖a‖
B˙
1− dp
p,1
+
∥∥∥aℓ∥∥∥
B˙
d
p
2,1
+
∥∥∥ah∥∥∥
B˙
d
p
p,1
)∥∥∥∇uh∥∥∥
B˙
d
p
p,1
.
Hence, using the fact that 1− d
p
< d
p
and (3.24),
∥∥∥g3(a, uh)∥∥∥ℓ
B˙
−s1
2,∞
.
(∥∥∥aℓ∥∥∥
B˙
d
2−1
2,1
+
∥∥∥ah∥∥∥
B˙
d
p
p,1
)∥∥∥∇uh∥∥∥
B˙
d
p
p,1
,
and one can conclude that exactly as the previous term u · ∇uh that∫ t
0
〈t− τ〉− s1+s2
∥∥∥g3(a, uh)∥∥∥ℓ
B˙
−s1
2,∞
dτ . 〈t〉− s1+s2 (D2p(t) + E2p (t)) .
Lastly, let us consider the term with g4(a, u
h). Applying (2.5) with σ = 1− d
p
yields
for any smooth function K vanishing at 0,
∥∥∥∇K(a)⊗∇uh∥∥∥ℓ
B˙
−s0
2,∞
.
∥∥∥∇uh∥∥∥
B˙
1− dp
p,1
+
j0+N0−1∑
j=j0
∥∥∥∆˙j∇uh∥∥∥
Lp
∗
 ‖∇K(a)‖
B˙
d
p−1
p,1
.
As p∗ ≥ p, we get from Bernstein inequality that for j0 ≤ j < j0 +N0,∥∥∥∆˙j∇uh∥∥∥
Lp
∗
.
∥∥∥∆˙j∇uh∥∥∥
Lp
.
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Hence, keeping in mind s1 ≤ s0 and using Proposition 2.4 and the fact that 1− dp < dp ,
we have∥∥∥g4(a, uh)∥∥∥ℓ
B˙
−s1
2,∞
.
∥∥∥g4(a, uh)∥∥∥ℓ
B˙
−s0
2,∞
. ‖a‖
B˙
d
p
p,1
∥∥∥∇uh∥∥∥
B˙
1− dp
p,1
. ‖a‖
B˙
d
p
p,1
∥∥∥∇uh∥∥∥
B˙
d
p
p,1
.
Therefore,∫ t
0
〈t− τ〉− s1+s2
∥∥∥g4(a, uh)∥∥∥ℓ
B˙
−s1
2,∞
dτ .
∫ t
0
〈t− τ〉− s1+s2 ‖a‖
B˙
d
p
p,1
∥∥∥∇uh∥∥∥
B˙
d
p
p,1
dτ
=
(∫ 1
0
+
∫ t
1
)
(· · · )dτ , J˜1 + J˜2.
For J˜1, it is clear that
J˜1 . 〈t〉−
s1+s
2 E2p (1)
and that, thanks to (3.10), (3.15) and (3.1), if t ≥ 1,
J˜2 .
(
sup
τ∈[1,t]
〈τ〉 s12 + d4+ 12 ‖a‖
B˙
d
p
p,1
)(
sup
τ∈[1,t]
τα
∥∥∥∇uh∥∥∥
B˙
d
p
p,1
)
×
∫ t
1
〈t− τ〉− s1+s2 〈τ〉− s12 − d4− 12−αdτ . 〈t〉− s1+s2 D2p(t).
In summary, (3.19) can be followed. 
Combining those estimates in Lemmas of 3.1-3.3, we get (3.6) eventually . Hence,
the proof of Proposition 3.1 is finished. Furthermore, together with (3.5), we conclude
that
(3.25) 〈t〉 s1+s2 ‖(a˜, u) (t)‖ℓ
B˙s2,1
. Dp,0 +D2p(t) + E2p (t) for all t ≥ 0,
provided that −s1 < s ≤ d2 + 1.
3.2. Second Step: Decay Estimates for the High Frequencies of (∇a, u). In
this section, we shall perform the energy approach of Lp type in terms of the effective
velocity, and bound the second term of Dp(t). We highlight the new observation and
track the optimal exponent for high frequencies of (a, u) with the assumption (1.7)-
(1.8).
Let P , Id+∇ (−∆)−1 div be the Leray projector onto divergence-free vector-fields.
It follows from (1.6) that Pu fulfills
∂tPu− µ∞∆Pu = Pg.
Following from Haspot’s approach in [12] which is originated from Hoff’s viscous effec-
tive flux [13], let us introduce the effective velocity w defined in (1.11). We observe
that (a,w) satisfies{
∂tw −∆w = ∇ (−∆)−1 (f − div g) + w − 2 (−∆)−1∇a,
∂ta+ a = f − divw.
Proposition 3.2. If p fulfills (1.4), then it holds that for all T ≥ 0,
(3.26) ‖〈t〉α (∇a, u)‖h
L˜∞
T
(B˙
d
p−1
p,1 )
. ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
+ E2p (T ) +D2p(T )
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with α = s1 +
d
2 +
1
2 − ε for sufficiently ε > 0, where Ep(T ) and Dp(T ) are defined in
(1.5) and (1.10), respectively.
Proof. By applying the Lp energy approach, we can conclude that (see [10] for details)
‖〈t〉α (∇a, u)‖h
L˜∞
T
(B˙
d
p−1
p,1 )
. ‖(∇a0, u0‖h
B˙
d
p−1
p,1
+
∑
j≥j0−1
sup
t∈[0,T ]
(
〈t〉α
∫ t
0
e−c0(t−τ)2j(
d
p
−1)Zj(τ)dτ
)
(3.27)
with Zj , Z1j + · · ·+ Z5j and
Z1j ,
∥∥∥∆˙j (au)∥∥∥
Lp
, Z2j , ‖gj‖Lp , Z3j ,
∥∥∥∇∆˙j (adiv u)∥∥∥
Lp
,
Z4j , ‖Rj‖Lp , Z5j , ‖div u‖L∞ ‖∇aj‖Lp ,
where the notations aj , ∆˙ja, gj , ∆˙jg and Rj , [u · ∇,∇∆˙j ]a.
Firstly, we see that∑
j≥j0−1
sup
t∈[0,2]
(
〈t〉α
∫ t
0
e−c0(t−τ)2
j(d
p
−1)
Zj(τ)dτ
)
.
∫ 2
0
∑
j≥j0−1
2
j(d
p
−1)
Zj(τ)dτ.
Furthermore, with the aid of Propositions 2.2 and 2.5, we can obtain
(3.28)
∫ 2
0
∑
j≥j0−1
2j(
d
p
−1)Zj(τ)dτ .
∫ 2
0
(
‖(au, g)‖h
B˙
d
p−1
p,1
+ ‖∇u‖
B˙
d
p
p,1
‖a‖
B˙
d
p
p,1
)
dτ.
It is obvious that the last term of the r.h.s. of (3.28) may be bounded by CE2p (2) and
that, due to Proposition 2.2, we easily get
‖au‖h
L1t (B˙
d
p−1
p,1 )
. ‖a‖
L1t (B˙
d
p
p,1)
‖u‖
L∞t (B˙
d
p−1
p,1 )
.
Additionally, applying Propositions 2.2 and 2.4 yields
‖g‖h
L1t (B˙
d
p−1
p,1 )
.
(
‖u‖
L∞t (B˙
d
p−1
p,1 )
‖∇u‖
L1t (B˙
d
p
p,1)
+ ‖a‖
L∞t (B˙
d
p
p,1)
‖∇u‖
L1t (B˙
d
p
p,1)
+ ‖a‖
L∞t (B˙
d
p
p,1)
‖∇a‖
L1t (B˙
d
p−1
p,1 )
)
,
Hence, using the definition of Ep(t), we can conclude that the first term of the r.h.s. of
(3.28) may be bounded by CE2p (2). So we finally conclude that
(3.29)
∑
j≥j0−1
sup
t∈[0,2]
(
〈t〉α
∫ t
0
e−c0(t−τ)2
j(d
p
−1)
Zj(τ)dτ
)
. E2p (2).
Secondly, let us bound the supremum for 2 ≤ t ≤ T in the last term of (3.27). To do
this, one can split the integral on [0, t] into integrals on [0, 1] and [1, t]. The [0, 1] part
of the integral can be handled by CE2p (1) exactly as the supremum on [0, 2] treated
before, see [10] for more details. In order to bound the integral on [1, t] for 2 ≤ t ≤ T ,
we start from
(3.30)
∑
j≥j0−1
sup
t∈[2,T ]
(
〈t〉α
∫ t
1
e−c0(t−τ)2
j(d
p
−1)
Zj(τ)dτ
)
.
∑
j≥j0−1
2
j(d
p
−1)
sup
t∈[1,T ]
tαZj(t).
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To handle the contribution of Z1j and Z
2
j in (3.27), we notice that
(3.31)
∑
j≥j0−1
2
j(d
p
−1)
sup
t∈[1,T ]
tα
(
Z1j (t) + Z
2
j (t)
)
. ‖tα(au, g)‖h
L˜∞
T
(B˙
d
p−1
p,1 )
.
For the term with au, we use the decomposition
au = auh + ahuℓ + aℓuℓ.
Product laws in Proposition 2.2 adapted to tilde spaces ensure that∥∥∥tαauh∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
. ‖a‖
L˜∞
T
(B˙
d
p
p,1)
∥∥∥tαuh∥∥∥
L˜∞
T
(B˙
d
p−1
p,1 )
. Ep(T )Dp(T ),∥∥∥tαahuℓ∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
.
∥∥∥tαah∥∥∥
L˜∞
T
(B˙
d
p
p,1)
∥∥∥uℓ∥∥∥
L˜∞
T
(B˙
d
p−1
p,1 )
. Dp(T )Ep(T ).
In what follows, we claim the following two inequalities
(3.32)∥∥∥t s12 + d4+ 12− ε2 (aℓ,∇uℓ)(τ)∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. Dp(T ),
∥∥∥t s12 + d4− ε2uℓ(τ)∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. Dp(T ).
Indeed, it follows from the embedding, the definition of Dp(t) and tilde norms that∥∥∥t s12 + d4+ 12− ε2 (aℓ,∇uℓ)(τ)∥∥∥
L˜∞
T
(B˙
d
p
p,1)
.
∥∥∥t s12 + d4+ 12− ε2 (aℓ,∇uℓ)(τ)∥∥∥
L˜∞
T
(B˙
d
2
2,1)
.
∥∥∥〈t〉 s12 + d4+ 12− ε2 (aℓ,∇uℓ)(τ)∥∥∥
L∞
T
(B˙
d
2−ε
2,1 )
. Dp(T ),∥∥∥t s12 + d4− ε2uℓ(τ)∥∥∥
L˜∞
T
(B˙
d
p
p,1)
.
∥∥∥t s12 + d4− ε2uℓ(τ)∥∥∥
L˜∞
T
(B˙
d
2
2,1)
.
∥∥∥〈t〉 s12 + d4− ε2uℓ(τ)∥∥∥
L∞
T
(B˙
d
2−ε
2,1 )
. Dp(T ).
By using (3.32) and Proposition 2.2, we obtain∥∥∥tαaℓuℓ∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
.
∥∥∥tαaℓuℓ∥∥∥h
L˜∞
T
(B˙
d
p
p,1)
.
∥∥∥t s12 + d4+ 12− ε2 aℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
∥∥∥t s12 + d4− ε2uℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. D2p(T ).
With the aid of Proposition 2.2, (3.32), the definition of Dp(t) and tilde norms, we
arrive at∥∥∥tα(u · ∇uh)∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
. ‖u‖
L˜∞
T
(B˙
d
p−1
p,1 )
∥∥∥tα∇uh∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. Ep(T )Dp(T ),∥∥∥tα(uh · ∇uℓ)∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
.
∥∥∥t s12 + d4− ε2uh∥∥∥
L˜∞
T
(B˙
d
p−1
p,1 )
∥∥∥t s12 + d4+ 12− ε2∇uℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. D2p(T )
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and ∥∥∥tα(uℓ · ∇uℓ)∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
.
∥∥∥tα(uℓ · ∇uℓ)∥∥∥h
L˜∞
T
(B˙
d
p
p,1)
.
∥∥∥t s12 + d4− ε2uℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
∥∥∥t s12 + d4+ 12− ε2∇uℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. D2p(T ).
In addition, we shall use the fact that, owing to the definition of Dp(t) and α > s12 + d4− ε2
for small enough ε > 0,∥∥∥t s12 + d4− ε2 a∥∥∥
L˜∞
T
(B˙
d
p
p,1)
.
∥∥∥t s12 + d4− ε2aℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
+
∥∥∥t s12 + d4− ε2 ah∥∥∥
L˜∞
T
(B˙
d
p
p,1)
.
∥∥∥〈t〉 s12 + d4+ 12− ε2aℓ∥∥∥
L∞
T
(B˙
d
2−ε
2,1 )
+
∥∥∥〈t〉αah∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. Dp(T ).(3.33)
To bound the term containing k(a)∇a, we take advantage of Propositions 2.2, 2.4 and
(3.32), (3.33), and get
∥∥∥tαk(a)∇aℓ∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
.
∥∥∥t s12 + d4− ε2a∥∥∥
L˜∞
T
(B˙
d
p
p,1)
∥∥∥t s12 + d4+ 12− ε2∇aℓ∥∥∥
L˜∞
T
(B˙
d
p−1
p,1 )
. D2p(T ),∥∥∥tαk(a)∇ah∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
. ‖a‖
L˜∞
T
(B˙
d
p
p,1)
∥∥∥tα∇ah∥∥∥
L˜∞
T
(B˙
d
p−1
p,1 )
. Ep(T )Dp(T ).
The term g3(a, u) of g is of the type H(a)∇2a with H(a) = 0, and the term g4(a, u) of
g is of the type ∇K(a) ⊗ ∇u with K(0) = 0. Consequently, we write that thanks to
Propositions 2.2 and 2.4, and (3.32), (3.33),
∥∥∥tαH(a)∇2uℓ∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
+
∥∥∥tα∇K(a)⊗∇uℓ∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
.
∥∥∥t s12 + d4− ε2a∥∥∥
L˜∞
T
(B˙
d
p
p,1)
∥∥∥t s12 + d4+ 12− ε2∇uℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. D2p(T ),∥∥∥tαH(a)∇2uh∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
+
∥∥∥tα∇K(a)⊗∇uh∥∥∥h
L˜∞
T
(B˙
d
p−1
p,1 )
. ‖a‖
L˜∞
T
(B˙
d
p
p,1)
∥∥∥tα∇uh∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. Ep(T )Dp(T ).
Reverting to (3.31), we end up with
∑
j≥j0−1
2
j(d
p
−1)
sup
t∈[1,T ]
tα
(
Z1j (t) + Z
2
j (t)
)
. Dp(T )Ep(T ) +D2p(T ).
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The term with Z3j is similar to the terms g3(a, u) and g4(a, u) of g. In fact, owing to
(3.32) and (3.33), we have∑
j≥j0−1
2
j(d
p
−1)
sup
t∈[1,T ]
tαZ3j (t) .
∥∥∥t s12 + d4− ε2 a∥∥∥
L˜∞
T
(B˙
d
p
p,1)
∥∥∥t s12 + d4+ 12− ε2div uℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
+ ‖a‖
L˜∞
T
(B˙
d
p
p,1)
∥∥∥tαdiv uh∥∥∥
L˜∞
T
(B˙
d
p
p,1)
. D2p(T ) + Ep(T )Dp(T ).
For the term Z4j , we use a small modification of the commutator estimate as in Propo-
sition 2.5 (just include tα in the definition of the commutator, follow the proof treating
the time variable as a parameter, and take the supremum on [0, T ] at the end) and get∑
j≥j0−1
2
j(d
p
−1)
sup
t∈[0,T ]
tα ‖Rj(t)‖Lp .
∥∥∥t s12 + d4+ 12− ε2∇uℓ∥∥∥
L˜∞
T
(B˙
d
p
p,1)
∥∥∥t s12 + d4− ε2a∥∥∥
L˜∞
T
(B˙
d
p
p,1)
+
∥∥∥tα∇uh∥∥∥
L˜∞
T
(B˙
d
p
p,1)
‖a‖
L˜∞
T
(B˙
d
p
p,1)
.(3.34)
Hence using (3.32), (3.33) and the definitions of E(t) and D(t) give∑
j≥j0−1
2j(
d
p
−1) sup
t∈[0,T ]
tα ‖Rj(t)‖Lp . D2p(T ) +Dp(T )Ep(T ).
The term with Z5j is clearly handled by the r.h.s. of (3.34). Putting all the above
estimates together, we discover that
(3.35)
∑
j≥j0−1
2
j(d
p
−1)
sup
t∈[1,T ]
tαZj(t) . Ep(T )Dp(T ) +D2p(T ).
Plugging (3.35) in (3.30), and remembering (3.29) and (3.27), we end up with (3.26).
This completes the proof of Proposition 3.2. 
3.3. Third Step: Decay and Gain of Regularity for the High Frequencies of
u. The last step is devoted to handle the third norm in the functional Dp(t) and close
the whole time-weighted inequality. Precisely, one has
Proposition 3.3. If p fulfills (1.4), then it holds that for all t ≥ 0,
(3.36) ‖tα∇u‖h
L˜∞t (B˙
d
p
p,1)
. ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
+ E2p (t) +D2p(t)
with α = s1 +
d
2 +
1
2 − ε for sufficiently ε > 0, where Ep(T ) and Dp(T ) are defined in
(1.5) and (1.10), respectively.
Proof. In comparison with [10], a new observation is involved in the proof, which enables
us to obtain more decay in time for the improved regularity of velocity. Precisely, we
see that the velocity u fulfills
(3.37) ∂tu−Au = g −∇a−∇(−∆)−1a.
To obtain the desired estimates, we reformulate (3.37) as follows: ∂t (t
αAu)−A (tαAu) = αtα−1Au+ tαAg
−tαA∇a− tαA∇(−∆)−1a,
tαAu|t=0 = 0.
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According to the smoothing property of Lame´ semi-group in Remark 2.2, we have for
j ≥ j0 − 1,∥∥τα∇2u∥∥h
L˜∞t (B˙
d
p−1
p,1 )
. ‖ταg‖h
L˜∞t (B˙
d
p−1
p,1 )
+
∥∥τα−1u∥∥h
L˜∞t (B˙
d
p−1
p,1 )
+ ‖τα∇a‖h
L˜∞t (B˙
d
p−1
p,1 )
+ ‖τα∇a‖h
L˜∞t (B˙
d
p−3
p,1 )
.
As α > 1, we discover that∥∥τα−1u∥∥h
L˜∞t (B˙
d
p−1
p,1 )
. ‖〈τ〉αu‖h
L˜∞t (B˙
d
p−1
p,1 )
,
‖τα∇a‖h
L˜∞t (B˙
d
p−1
p,1 )
+ ‖τα∇a‖h
L˜∞t (B˙
d
p−3
p,1 )
. ‖〈τ〉α∇a‖h
L˜∞t (B˙
d
p−1
p,1 )
.
Furthermore, we arrive at
‖τα∇u‖h
L˜∞t (B˙
d
p
p,1)
. ‖ταg‖h
L˜∞t (B˙
d
p−1
p,1 )
+ ‖〈τ〉α(∇a, u)‖h
L˜∞t (B˙
d
p−1
p,1 )
.
According to (3.26), the last norm can be bounded by
‖(∇a0, u0)‖h
B˙
d
p−1
p,1
+ E2p (t) +D2p(t).
Bounding the norm ‖ταg‖h
L˜∞t (B˙
d
p−1
p,1 )
is exactly same as Step 2, one can deduce that
(3.36) readily. 
Finally, adding up (3.36) to (3.25) and (3.26) yields for all T ≥ 0,
Dp(T ) . Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
+ E2p (T ) +D2p(T ).
As Theorem 1.1 implies that Ep . Ep,0 ≪ 1 and as
‖(a0,∇u0)‖ℓ
B˙
d
2−2
2,1
. ‖(a˜0, u0)‖ℓB˙−s12,∞ ,
one can conclude that (1.9) is fulfilled for all time if Dp,0 and ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
are small
enough. This completes the proof of Theorem 1.2.
3.4. The proof of Corollary 1.1.
Proof. Recall that for functions with compactly supported Fourier transform, one has
the embedding B˙s2,1 →֒ B˙
s−d( 1
2
− 1
p
)
p,1 →֒ B˙sp,1 for the low frequencies, whenever p ≥ 2.
Hence, we may write
sup
t∈[0,T ]
〈t〉 s1+s2 ‖Λsu‖
B˙0p,1
.
∥∥∥〈t〉 s1+s2 u∥∥∥ℓ
L∞
T
(B˙s2,1)
+
∥∥∥〈t〉 s1+s2 u∥∥∥h
L∞
T
(B˙sp,1)
.
Taking advantage of (1.9) and the definition of functional Dp(t), we see that∥∥∥〈t〉 s1+s2 u∥∥∥ℓ
L∞
T
(B˙s2,1)
. Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
if − s1 < s ≤ d
2
+ 1.
26 WEI XUAN SHI AND JIANG XU
On the other hand, if ε > 0 is sufficiently small, then we have s12 +
d
2−ε > 12+ d4−ε ≥ d2p
for p ≥ 2, which ensures that α ≥ s1+s2 . Consequently, we deduce that for all s ≤ dp +1∥∥∥〈t〉 s1+s2 u∥∥∥h
L∞
T
(B˙sp,1)
.
∥∥∥t s1+s2 u∥∥∥h
L˜∞
T
(B˙sp,1)
. Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
,
since one can assume t ≥ 1 in the large time asymptotics. This yields the desired result
for velocity u. Bounding a works almost the same, except that the choice of derivative
index s ≤ d
p
. Hence, the proof of Corollary 1.1 is complete. 
3.5. The proof of Corollary 1.2.
Proof. Let us first recall the following Gagliardo-Nirenberg type inequality in [19] (or
see [1, 24,25]):
‖Λβf‖Lr . ‖Λβ1f‖1−θLq ‖Λβ2f‖θLq ,
where 0 ≤ θ ≤ 1, 1 ≤ q ≤ r ≤ ∞ and
β + d
(
1
q
− 1
r
)
= β1(1− θ) + β2θ.
For brevity, it suffices to establish those time-optimal decay rates of u. It follows from
Corollary 1.1 with p = 2, and the Gagliardo-Nirenberg inequality with q = 2 and β = k
that ∥∥∥Λku∥∥∥
Lr
.
∥∥∥Λβ1u∥∥∥1−θ
L2
∥∥∥Λβ2u∥∥∥θ
L2
.
(
D2,0 + ‖(∇a0, u0)‖h
B˙
d
2−1
2,1
){
〈t〉− s12 −β12
}1−θ {
〈t〉− s12 −β22
}θ
=
(
D2,0 + ‖(∇a0, u0)‖h
B˙
d
2−1
2,1
)
〈t〉− s12 −β1(1−θ)+β2θ2
=
(
D2,0 + ‖(∇a0, u0)‖h
B˙
d
2−1
2,1
)
〈t〉− s12 − d2 ( 12− 1r )− k2 ,
where we used that
(3.38) k + d
(
1
2
− 1
r
)
= β1(1− θ) + β2θ
for −s1 < β1, β2 ≤ d2 + 1. Furthermore, the derivative indices fulfill
−s1 < k + d
(
1
2
− 1
r
)
≤ d
2
+ 1,
so the proof of Corollary 1.2 is finished. 
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