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Abstract
The paper obtains a functional limit theorem for the empirical process of a stationary moving
average process Xt with i.i.d. innovations belonging to the domain of attraction of a symmetric
-stable law, 1¡¡2, with weights bj decaying as j−, 1¡¡2=. We show that the em-
pirical process (normalized by N 1=) weakly converges, as the sample size N increases, to the
process c+x L
+ + c−x L
−, where L+; L− are independent totally skewed -stable random variables,
and c+x ; c
−
x are some deterministic functions. We also show that, for any bounded function H ,
the weak limit of suitably normalized partial sums of H (Xs) is an -stable L3evy process with
independent increments. This limiting behavior is quite di5erent from the behavior of the cor-
responding empirical processes in the parameter regions 1=¡¡1 and 2=¡ studied in Koul
and Surgailis (Stochastic Process. Appl. 91 (2001) 309) and Hsing (Ann. Probab. 27 (1999)
1579), respectively. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: primary 60G10; secondary 60G30; 62G05
Keywords: Empirical process; Moving average process; In"nite variance; Functional limit theorem; L3evy
process
1. Introduction
Let Xt; t = 1; : : : ; N be the observed sample from a strictly stationary and ergodic
time series Xt; t ∈Z, with marginal distribution function F(x) = P(X06 x). According
to the classical Glivenko–Cantelli theorem, the empirical distribution function FN (x) =
N−1
∑N
t=1 I(Xt6 x)→ F(x) (N →∞) uniformly in x∈R a.s. The magnitude and the
character of the “Cuctuations” FN (x) − F(x) can be very di5erent depending on the
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dependence properties and the structure of the underlying process Xt . Roughly speak-
ing, if Xt is weakly dependent, then N 1=2(FN (x) − F(x)) approaches a nondegenerate
Gaussian limit, while in the case of long range dependent (long memory) observations,
the Cuctuations of FN (x)−F(x) are of the order N−; 0¡¡ 12 , and the weak limit of
N(FN (x)− F(x)), if it exists, is a degenerate process in x.
The present paper discusses the asymptotic behavior of the empirical distribution
function and some related empirical functionals of the linear process
Xt =
∞∑
j=1
bjt−j; t ∈Z (1.1)
driven by a zero mean i.i.d. “noise” s; s∈Z whose distribution belongs to the domain
of normal attraction of a (symmetric) -stable law, 1¡6 2. We assume that bj; j¿ 1
are deterministic weights which decay as
bj ∼ c0j− (∃c0 =0; ¿ 1=); (1.2)
where ∼ indicates that the ratio of both sides tends to 1 as j → ∞. The class of
moving averages (1.1) includes both "nite variance (=2) and in"nite variance (¡2)
sequences. The parameter  in (1.2) determines the degree of dependence between the
past and the future of the times series (1.1), 1=¡¡1 usually being referred to as
the long memory region and ¿ 1 as the short memory region, see e.g. Kokoszka and
Mikosch (1997); Kokoszka and Taqqu (1995).
Large sample asymptotic behavior of the empirical distribution function of moving
average sequences (1.1) with "nite variance and long memory was studied in Dehling
and Taqqu (1989), Ho and Hsing (1996), Giraitis et al. (1996), Koul and Surgailis
(1997), Giraitis and Surgailis (1999), Marinucci (2000) and other papers, see the re-
view paper Koul and Surgailis (2001b). Doukhan and Surgailis (1998) discussed the
case of short memory and "nite variance (= 2; ¿ 1). For moving averages with in"-
nite variance (¡2), this problem was recently studied by Hsing (1999) and Koul and
Surgailis (2001a). As shown in the latter paper, in the long memory region 1=¡¡1,
and under some additional regularity conditions on the distribution of the noise, the
normalized empirical process N−1=(FN (x)− F(x)) weakly converges to the degener-
ate process c˜f(x)Z , where Z is a standard symmetric -stable (ss) random variable,
f= F ′ is the p.d.f. of X0, and c˜ is some constant. It also follows from Koul and Sur-
gailis (2001a), that under the same assumptions, the limit distribution of partial sums’
processes
SN;H (t) =
[Nt]∑
s=1
(H (Xs)− EH (Xs)); 06 t6 1
for bounded H is -stable, more precisely,
N−1=−1SN;H (t)⇒ c˜h1Z;(t) (1.3)
in distribution, where h1 :=H ′∞(0); H∞(x) :=EH (x+ X0), and where Z;(t) is a frac-
tional -stable motion (see Samorodnitsky and Taqqu, 1994, for the de"nition). (1.3)
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Table 1
1=¡¡1 1¡¡2= 2=¡
Limit distribution of -stable fractional -stable Brownian
SN;H (t) motion L3evy motion motion
Normalization N 1−+1= N 1= N 1=2
contradicts Hsing (1999, Theorem 2), which claims, under similar assumptions on Xt
and H , that, for any 1=¡¡2=, N−(3−)=2SN;H (t) converges to a fractional Brownian
motion, under the normalization which grows faster than the normalization in (1.3).
As it follows from Koul and Surgailis (2001a, Remark 2.3), the proof of Hsing (1999,
Theorem 2) fails for all 1=¡¡2=, because the crucial Lindeberg’s condition is not
satis"ed. However, in the short memory region ¿ 2=, the weak limit of N−1=2SN;H (t)
for bounded H is Gaussian (Hsing, 1999, Theorem 1).
In the present paper, we show that limit distribution of the partial sums’ processes
SN;H (t) and the empirical process NFN (x) in the parameter region 1¡¡2=; 1¡¡2
is -stable. The above mentioned results of Hsing (1999), Koul and Surgailis (2001a)
and the present paper can be summarized in Table 1.
The main results of the paper (Theorems 2.1 and 2.2) are given in Section 2. They
are quite surprising, in the sense that -stable limit law may arise from sums of
bounded instantaneous functionals I(Xt6 x) and H (Xt). Moreover, the limit of the
corresponding partial sums’ processes SN;H (t) turns out to be a (L3evy) process with in-
dependent increments, which suggests that the summands H (Xt) in the case 1¡¡2=
are weakly dependent, contrary to the case 1=¡¡1 considered in Koul and Surgailis
(2001a). The last fact agrees with the usual intuition in limit theorems, as the moving
average coeOcients are summable for ¿1. On the other hand, the existence of a
heavy tailed limit for bounded summands in our case is probably due to a di5erent
mechanism (a “joint e5ect” of heavy tails in the innovations and the moving average
coeOcients). A possible heuristic explanation of such asymptotic behavior is that in the
region 1¡¡2=, large Cuctuations |s|=O(N 1=) of the innovations are “remembered”
by Xt’s and H (Xt)’s at typical distances t − s= O(N 1=); 16 s¡t6N , at which the
term sbt−s is suOciently large and “almost constant”, thus “contributing O(N 1=)” to
the sum SN;H .
As noted by the referee, it might be of interest to compare Theorem 2.1 with the
case of Gaussian subordination as in Dehling and Taqqu (1989). In the latter case,
the subordinated process may exibit heavy tails and -stable marginals, by taking a
suitable nonlinear transformation of the underlying Gaussian sequence; however, the
limit behavior is never a stable degenerate process. In this sense, what seems really
relevant is the presence of heavy tails in the innovations and the moving average
coeOcients and the dependence structure, whereas the form of the marginal distribution
of Xt is not crucial. The heuristic argument above seems in agreement with this point.
The main idea of the proof of our results originates to Hsing (1999) and con-
sists in the approximation of the empirical functional SN (x) :=N (FN (x) − F(x)) by
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the sum
TN (x) :=
N∑
t=1
(t ; x); (z; x) :=
∞∑
j=1
(F(x − bjz)− EF(x − bjt)) (1.4)
of independent and identically distributed processes (t ; x); 16 t6N . The weak -
stable limit (of "nite dimensional distributions) of N−1=TN (x) follows by the classical
central limit theorem (Section 3). The remaining Sections 4–6 are given to the proof
of the approximation supx |SN (x)−TN (x)|= oP(N 1=) (Lemma 2.3).
2. Main results
Let G be the (cumulative) distribution function of 0. We assume below that Xt; t ∈Z
is the moving average process (1.1), where bj; j¿ 1 satisfy condition (1.2) and j; j∈Z
are i.i.d. r.v.’s with zero mean and satisfying the tail regularity condition:
lim
x→−∞ |x|
G(x) = lim
x→∞ x
(1− G(x)) = c1 (2.1)
for some 1¡¡2 and some constant 0¡c1¡∞, where
1¡¡2=: (2.2)
Moreover, we shall assume that G is twice di5erentiable with the derivatives G( j);
j = 1; 2 satisfying the following inequalities: for any x; y∈R; |x − y|6 1;
j = 1; 2
|G( j)(x)|6C(1 + |x|)− (2.3)
and
|G( j)(x)− G( j)(y)|6C|x − y|(1 + |x|)−: (2.4)
Without loss of generality, we shall assume c1 = 1 in (2.1). Note conditions (2.3) and
(2.4) are satis"ed if G is a ss c.d.f. Put
! :=
{
c0( − 1)
"(2− )| cos(#=2)|
}1=
: (2.5)
Introduce a totally skewed -stable L3evy motion L(t); t ∈ [0; 1] with independent and
homogeneous increments and the characteristic function
EeiuL(t) = exp{−t|u|(1− i sgn(u) tan(#=2))}; u∈R: (2.6)
Let L+(t); L−(t); t ∈ [0; 1] be independent copies of L(t); t ∈ [0; 1];L± :=L±(1). Write
⇒D( RR) for the weak convergence of random elements with values in the Skorohod
space D( RR) of cadlag functions on RR = [ − ∞;∞], with the sup-topology and the
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!-"eld generated by the open balls, see e.g. Dehling and Taqqu (1989), and ⇒ for the
weak convergence of "nite dimensional distributions.
Theorem 2.1.
N 1−(1=)(FN (x)− F(x))⇒D( RR) c+x L+ + c−x L−; (2.7)
where
c±x :=!
∫ ∞
0
(F(x ∓ t)− F(x))t−1−1= dt: (2.8)
Theorem 2.2. Let H be an arbitrary bounded measurable function. Then
N−1=SN;H (t)⇒ c+HL+(t) + c−H L−(t); (2.9)
where
c±H :=!
∫ ∞
0
(H∞(±t)− H∞(0))t−1−1= dt; (2.10)
H∞(x) :=EH (x + X0) =
∫
R
H (x + y) dF(y):
Note that the limit process in Theorem 2.1 is a.s. in"nitely di5erentiable (in partic-
ular, continuous) in x∈R, see also Lemma 4.1 below, and is “almost degenerated” in
x, being a linear combination of two deterministic functions c+x ¡0 and c
−
x ¿0 with
random independent coeOcients L+ and L−. A similar asymptotic distribution of the
empirical process is expected in the case of innovations belonging to the domain of
attraction of a general (not necessarily symmetric) stable law.
Because the proofs of Theorems 2.1 and 2.2 largely overlap, below we present the
proof of Theorem 2.1 only. Let SN (x) =N (FN (x)− F(x)) and TN (x) be de"ned as in
(1.4). Clearly, Theorem 2.1 follows from Lemmas 2.3 and 2.4 below.
Lemma 2.3. There exist C; &¿0 such that for any '¿0; N¿ 1
P
(
sup
x
|SN (x)−TN (x)|¿'N 1=
)
6CN−&:
Lemma 2.4. N−1=TN (x)⇒D( RR) c+x L+ + c−x L−.
3. Proof of Lemma 2.4
As it is well known, the proof of a functional limit theorem consists of two parts: (i)
convergence of "nite dimensional distributions, and (ii) tightness. Part (i) is a particular
case of Lemma 3.1, while part (ii) follows from Lemma 3.2. For any (bounded)
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function H , put
TN;H :=
N∑
t=1
H (t); H (z) :=
∞∑
j=1
(H∞(bjz)− EH∞(bj)); (3.1)
where  stands for generic t . Note H (t); t ∈Z are i.i.d. r.v.’s and TN (x)=TN;I(·6x);
x∈R. For any function g(x); x∈R, and any x¡y, put g(x; y) := g(y)− g(x). We use
the notation C for a generic constant which may change from line to line; however, it
will never depend on N .
Lemma 3.1. Let H be any bounded measurable function. Then
N−1=TN;H ⇒ c+HL+ + c−H L−:
Proof. As TN;H is the sum of i.i.d. r.v.’s H (t); it suOces to verify that H (0)
belongs to the domain of attraction of -stable law; namely;
lim
x→∞ x
P(H (0)¿x) = )+; lim
x→−∞ |x|
P(H (0)¡x) = )−; (3.2)
where the constants )+; )−¿ 0; )+ + )−¿0 are de"ned by
)+ := *(|c+H |I{c+H¿0} + |c−H |I{c−H ¿0});
)− := *(|c+H |I{c+H¡0} + |c−H |I{c−H ¡0}); (3.3)
where * := c0=(!)
. For concreteness; we shall assume below c+H¿0; c
−
H¡0; the re-
maining cases being analogous. According to Lemma 4.1 of Section 4; the function H∞
is in"nitely di5erentiable and bounded; being the convolution of a bounded function
H with in"nitely di5erentiable p.d.f. f. Without loss of generality; one may assume
H∞(0) = EH (X0) = 0 and
|H∞(x)|6 |x| ∧ 1; x∈R: (3.4)
Note that the series in the de"nition of H (z) in (3.1) converges absolutely for each
z ∈R; and de"nes a locally bounded function on R. Indeed; by (3.4);
∞∑
j=1
|H∞(bjz)|6
∞∑
j=1
min(|bjz|; 1)6C
∞∑
j=1
min(|z|j−; 1)6C|z|1=;
which implies also |H (z)|6C1|z|1=+C2; for some constants C1; C2¡∞. Let us show
lim
z→±∞ |z|
−1=H (z) = *1=c±H ; (3.5)
where * is the same as in (3.3). Let z¿0. Then
z−1=H (z) = z−1=
∞∑
j=1
H∞(bjz) + O(z−1=)
= z−1=
∫ ∞
0
H∞(zc0t−) dt + +z +O(z−1=); (3.6)
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where
+z :=
∫ ∞
0
z−1=(H∞(zb1+[t])− H∞(zc0t−)) dt
= (c1=0 =)
∫ ∞
0
(H∞(zb1+[(zc0=t)1=])− H∞(t))t−1−1= dt → 0 (z →∞)
according to (1.2); (2.1); (3.4) and the Lebesgue dominated convergence theorem. As
the "rst term on the r.h.s. of (3.6) does not depend on z and equals *1=c+H ; this proves
the limit (3.5) as z → +∞; the case z → −∞ being completely analogous.
Let us prove (3.2). As H (z) is locally bounded and grows to in"nity with z,
see (3.5), for any suOciently large A¿0 there exists xA¿0 such that for all x¿xA,
H (z)¿x implies z¿A. Therefore, for suOciently large A¿0 and all x¿xA,
P(H ()¿x) = P(¿a()x; ¿A);
where
a(z) := z=H (z)→ (*1=c+H )−=: a¿0; z →∞:
Therefore for any .¿0 one can "nd A¿0 such that a− .¡a(z)¡a+ . holds for all
z¿A. But then for all x¿xA
P(¿(a+ .)x)6P(H ()¿x)6P(¿(a− .)x):
According to (2.1), for any c¿0; limx→∞ xP(¿cx) = c−. Hence
(a+ .)−6 lim inf
x→∞ x
P(H ()¿x)6 lim sup
x→∞
xP(H ()¿x)6 (a− .)−;
where .¿0 is arbitrary. This proves the "rst relation of (3.2), and the second can be
proved analogously. Lemma 3.1 is proved.
Lemma 3.2. The sequence N−1=TN (·); N¿ 1 is tight in D( RR).
Proof. By the well-known tightness criterion (Billingsley; 1968; Theorem 15.6); it
suOces to show that there exist r¿1 and a "nite continuous measure 0 such that for
all a¿0; x¡y
P(|TN (x; y)|¿(aN )1=)6 a−1(0(x; y))r ; (3.7)
where (recall) TN (x; y) = TN (y) − TN (x). By the de"nition (1.4); P(|TN (x; y)|¿
(aN )1=)6NP(|(; x; y)|¿(aN )1=) and (3.7) follows from the inequality
P(|(; x; y)|¿(aN )1=)6 (aN )−1(0(x; y))r ; or
P(|(; x; y)|¿w)6w−(0(x; y))r (∀w¿0): (3.8)
We claim that (3.8) follows from the following bound: there exist 1¡)¡;C¡∞
such that for all x¡y; |z|¿1
|(z; x; y)|6C|z|1=(0)(x; y))1=); (3.9)
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where 0)(x; y) =
∫ y
x (1 + |u|)−) du is a "nite continuous measure on R. Indeed; (2.1)
implies P(||¿x)6Cx− for all x¿0 and therefore by (3.9)
P(|(; x; y)|¿w)6P(||¿Cw(0)(x; y))−1=))6Cw−(0)(x; y))=);
implying (3.8) with r = =)¿1.
To show (3.9), write (z; x; y) = 1(z; x; y) + 2(z; x; y), where
1(z; x; y) :=
∫ y
x
du
∞∑
j=1
(f(u− bjz)− f(u));
2(z; x; y) :=
∫ y
x
du
∞∑
j=1
(f(u)− Ef(u− bj)):
By Lemmas 4.1 and 4.3 (4.10) below,
|1(z; x; y)|6C
∞∑
j=1
∣∣∣∣
∫ y
x
(f(u− bjz)− f(u)) du
∣∣∣∣
6C
∞∑
j=1
min(|bjz|01=)) (x; y); 1)
6C
∞∑
j=1
min(01=)) (x; y)|z|j−; 1)
6C|z|1=(0)(x; y))1=): (3.10)
As 2(z; x; y) = E1(; x; y), this implies |2(z; x; y)|6E|1(; x; y)|6CE||1=(0)
(x; y))1=) 6C|z|1=(0)(x; y))1=) for |z|¿ 1. This proves (3.9) and the lemma.
4. Some auxiliary bounds
As in Ho and Hsing (1996, 1997), Koul and Surgailis (2001a), for j¿ 1, consider
the decomposition Xt = Xt;j + X˜ t; j, where
Xt;j :=
j∑
i=1
bit−i ; X˜ t; j :=
∞∑
i=j+1
bit−i ; (4.1)
and let Fj(x) :=P(Xt;j6 x); F˜ j(x) :=P(X˜ t; j6 x) be the corresponding marginal c.d.f.’s.
Note that, for each 16 r¡,
E|X˜ t; j|r6C
∞∑
i=j+1
|bi|r6C
∞∑
i=j+1
i−r6Cj1−r: (4.2)
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Let
g)(x) := (1 + |x|)−); 0)(x; y) :=
∫ y
x
g)(z) dz; x¡y; )¿1; x; y∈R:
The proof of Lemma 4.1 below is completely analogous to Koul and Surgailis (2001a,
Lemma 4.2), and therefore it is omitted.
Lemma 4.1. For any k¿0 one can 7nd j1 such that the c.d.f. F; Fj; j¿j1 are k
times continuously di8erentiable. Furthermore; for any 1¡r¡r′¡; and any su9-
ciently large j1 there exists a constant C = Cr;r′¡∞ such that for any x; y∈R;
|x − y|6 1; j¿j1
|F ′(x)|+ |F ′′(x)|+ |F ′′j (x)|6C(1 + |x|)−r ; (4.3)
|F ′(x; y)|+ |F ′′(x; y)|+ |F ′′j (x; y)|6C|x − y|(1 + |x|)−r ; (4.4)
|F ′′(x)− F ′′j (x)|6Cj(1=r
′)−(1 + |x|)−r : (4.5)
Lemma 4.2 (von Bahr and Ess3een (1965)). For any martingale di8erence sequence
Y1; Y2; : : : ; E[Yi|Y1; : : : ; Yi−1] = 0 ∀i; and any 16 r6 2;
E
∣∣∣∣∣
m∑
i=1
Yi
∣∣∣∣∣
r
6 2
m∑
i=1
E|Yi|r ; m¿ 1:
Lemma 4.3. Let h(x); x∈R be a real valued function such that the inequalities
|h(x)|6Cg)(x); |h(x)− h(y)|6C|x − y|g)(x); (4.6)
hold for any x; y∈R; |x − y|6 1; and some 1¡)6 2; C¡∞. Then there exists a
constant C) depending only on ) and C in (4.6); such that for any x; y; v; z ∈R
|h(x + y)|6C)g)(x)(1 ∨ |y|)); (4.7)
∣∣∣∣
∫ y
0
h(x + w) dw
∣∣∣∣6C)g)(x)(|y| ∨ |y|)); (4.8)
∣∣∣∣
∫ y
x
(h(7+ v)− h(7)) d7
∣∣∣∣6C)0)(x; y)(|v| ∨ |v|)); (4.9)
∣∣∣∣
∫ y
x
(h(7+ v)− h(7)) d7
∣∣∣∣6C)(0)(x; y))1=)|v|; (4.10)
∣∣∣∣
∫ v
0
dw
∫ y
x
(h(7+ w + z)− h(7+ w)) d7
∣∣∣∣
6C)0)(x; y)(|v| ∨ |v|))(|z| ∨ |z|)): (4.11)
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Proof. Inequalities (4.7)–(4.11) are elementary and can be found in Doukhan et al.
(2001; Lemma 4.2) or Koul and Surgailis (2001a; Lemma 5.2). Let us prove (4.10);
for example. Let |v|6 1. Then by (4.6);∣∣∣∣
∫ y
x
[h(7+ v)− h(7)] d7
∣∣∣∣6C|v|0)(x; y)6C|v|(0)(x; y))1=)
as )¿1 and 0) is bounded. Next; let |v|¿1; then (4.10) follows from
|v|−)
(∫ y
x
(|h(7+ v)|+ |h(7)|) d7
))
6C0)(x; y): (4.12)
But (∫ y
x
(|h(7+ v)|+ |h(7)|) d7
))
6C
∫ y
x
(|h(7+ v)|+ |h(7)|) d76C|v|)0)(x; y);
where the "rst inequality follows by )¿1 and
∫ y
x (|h(7+ v)|+ |h(7)|) d76C; and the
second follows from (4.6) and (4.7). This proves (4.12) and (4.10); too.
5. Proof of Lemma 2.3
Put
TN (x) :=
N∑
t=1
∞∑
j=1
(F(x − bjt−j)− EF(x − bjt−j)); x∈R:
Clearly, Lemma 2.3 follows from Lemmas 5.1 and 5.2. The proof of the former lemma
is postponed till the end of Section 5.
Lemma 5.1. There exist C; &¿0 such that for any '¿0; N¿ 1
P
(
sup
x
|SN (x)− TN (x)|¿'N 1=
)
6CN−&:
Lemma 5.2. There exist C; &¿0 such that for any '¿0; N¿ 1
P
(
sup
x
|TN (x)−TN (x)|¿'N 1=
)
6CN−&:
Proof. Let RN (x) :=TN (x)−TN (x); then
|RN (x)| =
∣∣∣∣∣
(
N∑
t=1
∞∑
i=N−t+1
−
0∑
t=−∞
N−t∑
i=1−t
)
(F(x − bit)− EF(x − bit))
∣∣∣∣∣
6
(
N∑
t=1
∞∑
i=N−t+1
+
0∑
t=−∞
N−t∑
i=1−t
)∣∣∣∣
∫ x
−∞
[f(u− bit)− Ef(u− bit)] du
∣∣∣∣ :
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Hence; similarly as in (3.10);
sup
x
|RN (x)|6C
(
N∑
t=1
∞∑
i=N−t+1
+
0∑
t=−∞
N−t∑
i=1−t
)
{(|t |i− ∧ 1) + E(|t |i− ∧ 1)}
6C
N∑
t=−∞
(+N;t(t) + E+N;t(t)); a:s:;
where
+N;t(z) :=


∑
i¿N−t
min(|z|i−; 1); 16 t6N;
N−t∑
i=1−t
min(|z|i−; 1); t6 0:
As E+N;t()6C; for suOciently large N we obtain
P
(
sup
x
|RN (x)|¿'N 1=
)
6
N∑
t=−∞
P(+N;t()¿'′N 1=); (5.1)
where '′¿0 depends on ' and may change from line to line in the rest of the proof;
however; it will never depend on N . Using
∑
i¿t min(|z|i−; 1)6C|z|t1− and (2.1);
one obtains
N∑
t=1
P(+N;t()¿'′N 1=)6
N∑
t=1
P(||¿'′t−1N 1=)
6CN−1=
N∑
t=1
t−(−1) = O(N−&); (5.2)
where &=1=−1+−=(−1)(−1)=¿0. A similar estimate∑0t=−N P(+N;t()¿
'′N 1=) = O(N−&) holds in view of +N;t(z)6
∑∞
i=1−t min(|z|i−; 1) (−N6 t6 0).
Finally; using
∑N+:
i=: min(|z|i−; 1)6C|z|(:1− − (:+ N )1−); one obtains∑
t6−N
P(+N;t()¿'′N 1=)6
∑
:¿N
P(||(:1− − (:+ N )1−)¿'′N 1=)
6CN−1=
∑
t¿N
(t1− − (t + N )1−)
6CN−1=
∫ ∞
N
(t1− − (t + N )1−) dt
= CN−&
∫ ∞
1
(t1− − (t + 1)1−) dt;
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where &¿0 is the same as in (5.2); and where the last integral converges as the inte-
grand is O(t−); t →∞. (The integral bound in the third line of the last display fol-
lows by monotonicity; indeed; (t1−−(t+N )1−)′=(−1)((t+N )−−t−)¡0; t¿0.)
Lemma 5.2 is proved.
To prove Lemma 5.1, we need two auxiliary lemmas. Let Ft :=!{s: s6 t} be the
past !-"eld. Write SN (x) =
∑2
i=1 SNi(x); TN (x) =
∑2
i=1 TNi(x), where
SN1(x) :=
N∑
t=1
(I(Xt6 x)− P[Xt6 x|Ft−[N;]]);
SN2(x) :=
N∑
t=1
(P[Xt6 x|Ft−[N;]]− F(x));
TN1(x) :=
N∑
t=1
[N;]∑
j=1
(F(x − bjt−j)− EF(x − bjt−j));
TN2(x) :=
N∑
t=1
∑
j¿[N;]
(F(x − bjt−j)− EF(x − bjt−j));
and where 0¡;¡1 will be chosen below. Accordingly, let
VN (x) := SN (x)− TN (x) = VN1(x) + VN2(x);
VNi(x) := SNi(x)− TNi(x); i = 1; 2:
Lemma 5.3. There exist 1¡r¡; &¿0; 0¡;¡1 and 7nite continuous measures R01; R02
on R such that for all x¡y; N¿ 1
E|VN1(x; y)|26 R01(x; y)N (2=) − &; (5.3)
E|VN2(x; y)|r6 R02(x; y)N (r=)−&: (5.4)
Lemma 5.4. There exist a 7nite continuous measure R03 and r.v.’s ZN ¿ 0 with
EZN 6CN such that for all x¡y; N¿ 1;
sup
x6u1¡u26y
|TN (u1; u2)|6 R03(x; y)ZN ; a:s:
The proofs of Lemmas 5.3 and 5.4 will be postponed till later. Now we turn to
Proof of Lemma 5.1. We use a chaining argument similar to Dehling and Taqqu
(1989) and Koul and Surgailis (2001a). For any integer k¿ 1 de"ne the partition
−∞=: #0; k¡#1; k¡ · · ·¡#2k−1; k¡#2k ; k := +∞;
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such that
R0(#j;k ; #j+1; k) = R0(R)2−k ; j = 0; 1; : : : ; 2k − 1:
Here R0 is a "nite continuous measure which dominates F and the measures in Lemmas
5.3 and 5.4; e.g. R0(x; y) = F(x; y) +
∑3
i=1 R0i(x; y); x¡y. Let &¿0 be the same as in
Lemma 5.3 and let
K ≡ KN := [log2(N 1+&−(1=))] + 1:
For any x∈R and any k = 0; 1; : : : ; K; de"ne jxk by
#jxk ;k6 x¡#jxk+1;k :
De"ne a chain linking −∞ to a point x∈R by
−∞= #jx0 ;06 #jx1 ;16 · · ·6 #jxK ; K6 x¡#jxK+1; K :
Then
VN (x) = VN (#jx0 ;0; #jx1 ;1) + VN (#jx1 ;1; #jx2 ;2)+ · · ·+VN (#jxK−1 ; K ; #jxK ; K) + VN (#jxK ; K ; x):
By the de"nition of VN (x); for any x¡z¡y;
|VN (x; z)|6 |VN (x; y)|+ 2NF(x; y) + 2 sup
x6u1¡u26y
|TN (u1; u2)|:
Therefore by Lemma 5.4;
|VN (x)|6 |VN (#jx0 ;0; #jx1 ;1)|+ · · ·+ |VN (#jxK−1 ; K ; #jxK ; K)|+ |VN (#jxK ; K ; #jxK+1; K)|
+ R0(R)21−K (N + ZN );
where
P( R0(R)21−K (N + ZN )¿'N 1=)6C'−1N 1−1=21−K6C'−1N−&:
Next; by Lemma 5.3; for each k = 0; 1; : : : ; K − 1
P
(
sup
x
|VN (#jxk ; k ; #jxK+1 ; k+1)|¿'N 1==(k + 3)2
)
6
2k+1−1∑
i=0
P(|VN (#i;k+1; #i+1; k+1)|¿'N 1==(k + 3)2)
6
2k+1−1∑
i=0
2∑
j=1
P(|VNj(#i;k+1; #i+1; k+1)|¿'N 1==(k + 3)2)
6C('−2(k + 3)4 + '−r(k + 3)2r)N−&
2k+1−1∑
i=0
R0(#i;k+1; #i+1; k+1)
6C('−2(k + 3)4 + '−2(k + 3)2r)N−&;
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and; similarly;
P
(
sup
x
|VN (#jxK ; K ; #jxK+1; K)|¿'N 1==(K + 3)2
)
6
2K−1∑
i=0
2∑
j=1
P(|VNj(#i; K ; #i+1; K)|¿'N 1==(K + 3)2)
6C('−2(K + 3)4 + '−r(K + 3)2r)N−&:
The above relations easily imply the statement of the lemma; see Dehling and Taqqu
(1989) for details.
Proof of Lemma 5.4. Write TN (x)=
∑N
t=1 t(x); t(x) :=
∑∞
j=1(F(x−bjt−j)−EF(x−
bjt−j)). Then
sup
x6u1¡u26y
|TN (u1; u2)|6
N∑
t=1
sup
x6u1¡u26y
|t(u1; u2)|;
where; for any x6 u1¡u26y;
|t(u1; u2)|6
∞∑
j=1
{∣∣∣∣
∫ u2
u1
(f(v− bjt−j)− f(v)) dv
∣∣∣∣
+
∣∣∣∣
∫ u2
u1
E(f(v− bjt−j)− f(v)) dv
∣∣∣∣
}
6
∞∑
j=1
{∫ y
x
|f(v− bjt−j)− f(v)| dv
+ E
∫ y
x
|f(v− bjt−j)− f(v)| dv
}
:
By Lemma 4.1 (4.3) and Lemma 4.3 (4.8); for any 1¡)¡ one can "nd C¡∞ such
that for all reals x; y; z and any j¿ 1∫ y
x
|f(v− bjz)− f(v)|dv6
∫ y
x
dv
∫ −bjz
0
|f′(v+ w)| dw
6C
∫ y
x
dv
∫ −bjz
0
g)(v+ w) dw
6C0)(x; y)(|bjz|+ |bjz|)):
Therefore;
sup
x6u1¡u26y
|t(u1; u2)|6C0)(x; y)
∞∑
j=1
{|bj|(|t−j|+ E|t−j|)
+ |bj|)(|t−j|) + E|t−j|))}; a:s:
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Hence; the statement of the lemma follows; with R03 = 0) and ZN :=C
∑N
t=1
∑∞
j=1 |bj|
(1 + |t−j|)) satisfying EZN 6CN
∑∞
j=1 |bj|(1 + E||))6CN .
6. Proof of Lemma 5.3
We use the following telescoping identity which goes back to Ho and Hsing (1996):
I(Xt6 x)− F(x) =
∞∑
j=1
(P[Xt6 x|Ft−j]− P[Xt6 x|Ft−j−1]); (6.1)
where (recall) Ft = !{s: s6 t} is the past !-"eld. Note for j = 1; P[Xt6 x|Ft−j] =
I(Xt6 x) and the series (6.1) converges in L2(>) for each x∈R by orthogonality. Let
Xt;j; X˜ t; j ; Fj be de"ned as in (4.1). Then P[Xt6 x|Ft−j] = Fj−1(x − X˜ t; j−1) and
VN (x) = SN (x)− TN (x) =
N∑
t=1
∞∑
j=1
Ut;j(x) =
N−1∑
s=−∞
N∑
t=1∨(s+1)
Ut; t−s(x); (6.2)
where
Ut;j(x) := Fj−1(x − X˜ t; j−1)− Fj(x − X˜ t; j)
−F(x − bjt−j) + EF(x − bjt−j): (6.3)
Put
MN1; s(x) :=
N∑
t=1∨(s+1)
Ut; t−s(x)I(t − s6 [N;]);
MN2; s(x) :=
N∑
t=1∨(s+1)
Ut; t−s(x)I(t − s¿[N;]):
Then
VN1(x) =
N−1∑
s=−∞
MN1; s(x); VN2(x) =
N−1∑
s=−[N;]
MN2; s(x): (6.4)
Note MNi;s(x); i=1; 2 are Fs-measurable and E[MNi;s(x; y)|Fs−1] = 0, i.e. {MNi;s(x; y);
−∞¡s6N − 1}; i = 1; 2 are martingale di5erences. According to Lemma 4.2, for
each 16 r6 2 and any x¡y
E|VN1; s(x; y)|2 =
N−1∑
s=−∞
E|MN1; s(x; y)|2; (6.5)
E|VN2; s(x; y))|r6 2
N−1∑
s=−[N;]
E|MN2; s(x; y)|r : (6.6)
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By the Minkowski (norm) inequality,
E|MN1; s(x; y)|26

 N∑
t=1∨(s+1)
E1=2|Ut; t−s(x; y)|2I(t − s6 [N;])


2
; (6.7)
E|MN2; s(x; y)|r6

 N∑
t=1∨(s+1)
E1=r|Ut; t−s(x; y)|rI(t − s¿[N;])


r
: (6.8)
Now we shall use the bound of E|Ut;j(x; y)|r given in Lemma 6.1 below: for any
1¡r¡, there exist a continuous probability measure 0 on R and a constant C¡∞
such that for any j¿ 1; x¡y
E|Ut;j(x; y)|r6C0(x; y)j1−2r: (6.9)
By (6.6), (6.8) and (6.9),
E|VN2(x; y)|r6C0(x; y)
N∑
s=−∞
{
N∑
t=1∨s
|t − s|(1=r)−2I(t − s¿[N;])
}r
=: C0(x; y)IN :
Hence the statement (5.4) of Lemma 5.3 follows from
IN 6CN (r=)−& (∃&¿0): (6.10)
Note 1=r − 2¡− 1, or 1 + r¡2r as r; ¿1. Write
IN =
N∑
s=1
{: : :}r +
0∑
s=−N
{: : :}r +
−N−1∑
s=−∞
{: : :}r=:
3∑
i=1
INi:
Here,
INi6
N∑
s=1

 ∑
:¿[N;]
:(1=r)−2


r
6CNN;((1=r)−2+1)r =O(N (r=)−&); i = 1; 2;
provided 1 + ;((1=r)− 2 + 1)r¡r=, or
;¿
 − r
(2r − 1− r) (6.11)
holds. Next,
IN36C
∫ ∞
N
ds
(∫ N
0
(t + s)(1=r)−2 dt
)r
= CN 2+r−2r
∫ ∞
1
ds
(∫ 1
0
(t + s)(1=r)−2dt
)r
;
D. Surgailis / Stochastic Processes and their Applications 100 (2002) 255–274 271
where the last integral converges because of 1− 2r¡− 1. Hence, IN3 =O(N (r=)−&)
provided the inequality 2 + r − 2r¡r=, or
r¿
2
2 − 1 + (1=) (6.12)
holds. Note the r.h.s. of (6.12) is less than : indeed, the inequality 2¡(2 − 1 +
(1=)) follows as the r.h.s. of it increases with ¿1 and for =1 we have 2¡(1+
(1=)) = 1 +  as ¿1. Consequently, (6.12) holds for any r¡ suOciently close to
. Then, for such r, the r.h.s. of (6.11) can be easily shown to be less than 1, and one
can "nd 0¡;¡1 which satis"es (6.11). This proves (6.10) and (5.4) as well.
Let us prove (5.3). By (6.5), it suOces to show
NE(MN1; s(x; y))26C0(x; y)N 2=−&: (6.13)
As Ut;j(x; y) are bounded, so for arbitrary 1¡r¡; |Ut;j(x; y)|26C|Ut;j(x; y)|r and
therefore E|Ut;j(x; y)|26CE|Ut;j(x; y)|r6C0(x; y)j1−2r according to (6.9). Now
by (6.7),
E|MN1; s(x; y)|26C0(x; y)

[N;]∑
:=1
:(1=2)−r


2
6C0(x; y)N 2;((3=2)−r);
provided r − 12¡1, or r¡ 32 holds. (For r¿ 32 , the above inequalities imply
E|MN1; s(x; y)|26C0(x; y)(logN )2, and (6.13) is immediate from 2=¿1.) Then, in
the case r¡ 32 , (6.13) follows from 1 + 2;((
3
2 )− r)¡2=, or
;¡
2− 
(3− 2r) : (6.14)
We need to show that the inequalities (6.11) and (6.14) are compatible, i.e. that there
exist 1¡r¡; r¡ 32 such that for any 1¡¡2; 1¡; ¡2 the inequality
 − r
(2r − 1− r)¡
2− 
(3− 2r) (6.15)
holds. Actually, it suOces to show that (6.15) holds for r = , i.e., that for any 1¡;
 such that ¡ 32 ,
 − 
2 − 1− ¡
2− 
3− 2 ;
or, equivalently, 2¡(2 − ) + . It suOces to check the last inequality for  =
1 and 1¡¡ 32 , as this will imply it for 1¡ and 1¡¡
3
2 , too, hence also for
1¡; 1¡¡3=2. But 2¡3 − 2 holds in the interval ∈ (1; 32 ) as the function
h() := 3 − 2 satis"es h (1) = 2; h′() = 3 − 2¿0 (1¡¡ 32 ). This proves (6.15),
hence also (5.3) and Lemma 5.3, too.
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Lemma 6.1. For any 1¡r¡; there exist a continuous probability measure 0 and a
constant C¡∞ such that for all t ∈Z; j¿ 1; x¡y
E|Ut;j(x; y)|r6C0(x; y)j1−2r: (6.16)
Proof. Write Ut;j(x) =
∑3
i=1 U
(i)
t; j (x); where
U (1)t; j (x) := Fj−1(x − X˜ t; j−1)− Fj(x − X˜ t; j)− Fj−1(x − bjt−j)
+EFj−1(x − bjt−j);
U (2)t; j (x) :=Fj−1(x − bjt−j)− Fj−1(x)− F(x − bjt−j) + F(x);
U (3)t; j (x) := − E[Fj−1(x − bjt−j)− Fj−1(x)− F(x − bjt−j) + F(x)]:
Then (6.16) follows from
E|U (i)t; j (x; y)|r6C0(x; y)j1−2r; i = 1; 2; 3: (6.17)
For any j large enough;
U (1)t; j (x; y) =
∫
R
dG(u)
∫ y
x
[fj−1(bjt−j + X˜ t; j + z)− fj−1(bju+ X˜ t; j + z)
−fj−1(bjt−j + z) + fj−1(bju+ z)] dz
=
∫
R
dG(u)
∫ bjt−j
bju
dv
∫ y
x
[f′j−1(v+ z + X˜ t; j)− f′j−1(v+ z)] dz;
where fj−1 is the p.d.f. of Fj−1. According to Lemma 4.1; (4.4) and Lemma 4.3;
(4.11); for any 1¡)¡ there exist j1¡∞ and a constant C¡∞ such that for any
j¿j1; x¡y∣∣∣∣∣
∫ bjt−j
bju
dv
∫ y
x
[f′j−1(v+ z + X˜ t; j)− f′j−1(v+ z)] dz
∣∣∣∣∣
6C0)(x; y)(|bju|+ |bju|) + |bjt−j|+ |bjt−j|))(|X˜ t; j| ∨ |X˜ t; j|)); a:s:
Whence; by taking )¿1 such that r)¡ and using (2.1); (4.2) and the independence
of t−j and X˜ t; j ; we obtain
E|U (1)t; j (x; y)|r6C0)(x; y)|bj|r(E||r + E||r))(E|X˜ t; j|r + E|X˜ t; j|r))
6C0)(x; y)j1−2r:
Consider U (2)t; j (x; y). Again; by Lemma 4.1 (4.5) and Lemma 4.3 (4.8); for any 1¡)¡)
′
¡ and any j¿j1 large enough; we obtain
|U (2)t; j (x; y)| =
∣∣∣∣∣
∫ −bjt−j
0
∫ y
x
[f′j−1(z + v)− f′(z + v)] dz dv
∣∣∣∣∣
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6Cj(1=)
′)−
∫ −bjt−j
0
∫ y
x
g)(v+ z) dz dv
6Cj(1=)
′)−0)(x; y)(|bjt−j| ∨ |bjt−j|)); a:s:
Hence by taking )′ = r and 1¡)¡min(=r; r) one obtains
E|U (2)t; j (x; y)|r6C0)(x; y)j1−r|bj|rE||r)6C0)(x; y)j1−2r:
The bound (6.17) for i = 3 follows analogously. This proves (6.17) for all j¿j1
suOciently large.
It remains to show (6.16) for 16 j6 j1, or the bound
E|Ut;j(x; y)|r6C0(x; y); j = 1; : : : ; j1: (6.18)
We have
E|Ut;j(x; y)|6 EFj−1(x − X˜ t; j−1; y − X˜ t; j−1) + EFj(x − X˜ t; j ; y − X˜ t; j)
+2EF(x − bjt−j; y − bjt−j);
where EFj−1(x−X˜ t; j−1; y−X˜ t; j−1)=EP[x¡Xt6y|Ft−j]=F(x; y) for any j¿ 1, while
EF(x − bjt−j; y − bjt−j) = F(x; y) +
∫
R dG(z)
∫ y
x [f(u − bjz) − f(u)] du, where the
last integral does not exceed
∫
R dG(z)|
∫ −bjz
0 dw
∫ y
x f
′(u+w) du|6C0)(x; y)
∫
R dG(z)
(1 ∨ |bjz|))6C0)(x; y), according to Lemmas 4.1 and 4.3. This proves (6.18) with
0(x; y) = C(F(x; y) + 0)(x; y)) and some 1¡)¡. Lemma 6.1 is proved.
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