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ABSTRACT
Affine Toda field theories with a purely transmitting integrable defect are considered and
the model based on a2 is analysed in detail. After providing a complete characterization of
the problem in a classical framework, a suitable quantum transmission matrix, able to describe
the interaction between an integrable defect and solitons, is found. Two independent paths are
taken to reach the result. One is an investigation of the triangle equations using the S-matrix
for the imaginary coupling bulk affine Toda field theories proposed by Hollowood, and the other
uses a functional integral approach together with a bootstrap procedure. Evidence to support
the results is collected in various ways: for instance, through the calculation of the transmission
factors for the lightest breathers. While previous discoveries within the sine-Gordon model
motivated this study, there are several new phenomena displayed in the a2 model including
intriguing disparities between the classical and the quantum pictures. For example, in the
quantum framework, for a specific range of the coupling constant that excludes a neighbourhood
of the classical limit, there is an unstable bound state.
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1 Introduction
More than a decade ago, Delfino, Mussardo and Simonetti [1] kindled interest in examining
defects in integrable quantum field theories and since then some progress has been made in
various directions although there remain many open problems. It is not the purpose of this article
to review all the subsequent developments but a few remarks are in order. The field theories
to be discussed in this paper are non-conformal and describe when quantised a collection of
massive particles. Within a free massive field theory a defect, for example a defect (or impurity)
of δ-function type, will be accompanied by both transmission and reflection, and perhaps extra
bound states specifically associated with the defect. However, at least at a classical level, a
δ-function defect within a nonlinear integrable model will destroy integrability. Also within
a quantum field theory containing a defect, the algebraic constraints to be satisfied by the
bulk S-matrix, and the reflection and transmission factors, as described in [1][2] are extremely
stringent, and may only be satisfied with non-zero reflection and transmission provided the bulk
S-matrix is a constant independent of rapidity. Later on, an alternative scheme was developed
by Mintchev, Ragoucy and Sorba [3], by requiring the reflection and transmission matrices to
satisfy a different algebra. Within this scheme the S-matrix need not be trivial in the presence
of non-zero reflection and transmission. For particular quantum field theories - such as the
sine-Gordon model, or more generally any of the affine Toda field theories - with a δ-function
defect, it remains to be seen which of these schemes, if indeed either of them, might turn out to
be correct.
On the other hand, one might ask a different question and explore defects that are known
to be integrable within the classical field theory, meaning that they do not destroy classical
integrability, and subsequently study their role within the corresponding quantum field theory.
This was the approach taken in [4] and then applied to a subset of the affine Toda field theories in
[5]. For nonlinear models, integrable defects, such as those described in [4], require discontinuities
in the fields at the location of a defect (rather than discontinuities in their derivatives, which
would be typical of a δ-function discontinuity in a nonlinear wave-equation), with specified defect
conditions relating the fields on either side of the defect. For this reason, they are sometimes
called ‘jump’-defects to emphasise the fact the fields are themselves discontinuous. Interestingly,
the defect conditions turn out to be reminiscent of Ba¨cklund transformations ‘frozen’ at the site
of the defect. For a recent treatment of these defects and extensions to other models see [6][7].
Typically, these defects are purely transmitting from a classical point of view and, for example in
the sine-Gordon model, solitons will pass through the defect - though not unscathed; generally
they will be delayed and might, depending on the precise circumstances, be converted to an
antisoliton, or be absorbed. Integrable defects studied so far also explicitly break some or all of
the discrete symmetries usually enjoyed by the bulk theories, the main examples being parity
and time-reversal. This fact implies that solitons travelling from x < 0 towards x > 0 (‘left to
right’) will be affected by the defect in a different manner to those travelling in the opposite
direction.
In a recent article [8], devoted to integrable, purely transmitting defects within the sine-Gordon
model, it was shown how the classical defects, introduced in [4], may be incorporated within the
associated quantum field theory. In particular, it was demonstrated how the transmission matrix
discovered originally by Konik and LeClair [9] naturally describes the behaviour of solitons
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passing through a defect, with the quantum versions of the soliton-defect scattering properties
matching very closely the classical features. More precisely, there are two transmission matrices,
one of them labelled by even integers and the other labelled by odd integers. Alternatively,
these may be described equivalently by the roots and weights of a1: one of the transmission
matrices (with even labels) being labelled naturally by roots (or integer spin weights), the other
being labelled by the weights of the other representations (those of half odd integer spin). It
is natural to regard the transmission matrix labeled by roots as being unitary (since the sine-
Gordon model is a unitary quantum field theory), but then the transmission matrix labelled
by the other weights turns out not to be unitary. In fact, the states corresponding to the
defects described by the latter are unstable soliton-defect bound states. The appearance in this
context of unstable states is an interesting new feature of the sine-Gordon model. It was also
shown how it is possible consistently to allow the classical defects to move and scatter among
themselves. Yet, it remains to be seen how this feature will be realised in the quantum field
theory. Finally, although convincing non-perturbative arguments were provided for the soliton
transmission matrices described in [8], it was also shown that breather transmission matrices
are particularly simple and are, at least in principle, amenable to perturbative calculations.
It is natural to ask if any of these features of integrable defects will emerge in the imaginary
coupling quantum affine Toda field theories based on data associated with other algebras. The
sine-Gordon model is the only unitary model within this class of quantum field theories and
yet it was pointed out by Hollowood [10] that the classical complex solitons found within a
general affine Toda field theory have real energy and momentum, and moreover their scattering
might be described by non-unitary S-matrices satisfying bootstrap and crossing relations [11].
An assumption made by Hollowood concerned the spectrum of quantum solitons: these are
supposed to be multiplets corresponding to the fundamental representations of the Lie algebra
whose data is used to define a particular affine Toda field theory (for early references, see
[12]). However, a curious feature of the associated classical field theory is that, apart from the
models based on a1 and a2, the spectrum of classical static solitons is actually different and,
in almost all cases, most of the solutions that should have topological charges corresponding to
weights within a fundamental representation are actually missing; as has been noted by McGhee
[13]. Alternative methods of constructing solutions [14] have not so far revealed the absentees.
Presumably, the extra states in these quantum models are dynamically generated although no
detailed mechanism has been proposed to achieve this. It is tempting to speculate that defects
may have something to do with the story and this idea has provided a partial motivation for
this paper.
2 Jump-defects in the classical ar affine Toda field theories
This article will focus on a subset of affine Toda field theories, namely those associated with
the root data of the Lie algebras ar, and in particular of a2. Apart from having the most
symmetrical root/weight systems, these are the models for which classically integrable defects
have been described in detail, whose complex solitons are easy to describe, and whose full set
of S-matrices are relatively easy to calculate using the bootstrap.
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In the bulk, −∞ < x < ∞, an affine Toda field theory corresponding to the root data of the
Lie algebra ar is described conveniently by the Lagrangian density
L =
1
2
∂µφ · ∂
µφ−
m2
β2
r∑
j=0
(eβαj ·φ − 1), (2.1)
where m and β are constants, and r is the rank of the algebra. The vectors αj with j = 1, . . . , r
are simple roots (with the convention |αj|
2 = 2), and α0 is the lowest root, defined by
α0 = −
r∑
j=1
αj .
The field φ = (φ1, φ2, . . . , φr) takes values in the r-dimensional Euclidean space spanned by the
simple roots {αj}. The extra root α0 distinguishes between the massive affine and the massless
non-affine Toda field theories. The massive affine theories are integrable, possessing infinitely
many conserved charges, a Lax pair representation, and many other interesting properties, both
classically and in the quantum domain. The simplest choice (r = 1) coincides with the sinh-
Gordon model. For further details concerning the affine Toda field theories, see [12][15] and the
review [16], where further references can be found.
After quantisation, provided the coupling constant β is real, and the fields are restricted to be
real, the ar affine Toda field theory describes r interacting scalars, also known as fundamental
Toda particles, whose classical mass parameters are given by
ma = 2m sin
(πa
h
)
, a = 1, 2 . . . , r, (2.2)
where h = r + 1 is the Coxeter number of the algebra. On the other hand, if the fields are
permitted to be complex each affine Toda field theory possesses classical ‘soliton’ solutions [10].
Conventionally, complex affine Toda field theory are described by the Lagrangian density (2.1)
in which the coupling constant β is replaced with iβ. Once complex fields are allowed it is clear
that the potential appearing in the Lagrangian density (2.1) vanishes whenever the field φ is
constant and equal to
φ =
2π w
β
with αj · w ∈ Z, i.e. w ∈ ΛW (ar), (2.3)
where ΛW (ar) is the weight lattice of the Lie algebra ar. These constant field configurations have
zero energy and correspond to stationary points of the affine Toda potential. Soliton solutions
smoothly interpolate between these vacuum configurations as x runs from −∞ to ∞. It is
natural to define the ‘topological charges’ characterizing such solutions as follows:
Q =
β
2π
∫ ∞
−∞
dx ∂xφ =
β
2π
[φ(∞, t)− φ(−∞, t)] , (2.4)
and these lie in the weight lattice ΛW (ar). Assuming φ(−∞, t) = 0, static solitons may be found
for which φ(∞, t) lies in a subset of the weight lattice. In particular, there are static solutions
corresponding to weights within each of the representations with highest weight wa, a = 1, . . . , r,
satisfying
αi · wa = δia, i, a = 1, . . . , r. (2.5)
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Explicitly boosted solutions of this type that correspond to the representation labelled by a have
the form
φ(a) =
m2i
β
r∑
j=0
αj ln
(
1 + Ea ω
aj
)
, Ea = e
aax−bat+ξa , ω = e2πi/h, (2.6)
where (aa, ba) = ma (cosh θ, sinh θ), ξa is a complex parameter, and θ is the soliton rapidity.
Despite the solutions (2.6) being complex, Hollowood [10] showed their total energy and mo-
mentum is actually real and requires masses for static single solitons proportional to the mass
parameters of the real scalar theory. These are given by
Ma =
2 hma
β2
, a = 1, 2 . . . , r. (2.7)
Moreover, for each a = 1, . . . , r there are several solitons whose topological charges lie in the
set of weights of the fundamental ath representation of ar [13]. However, apart from the two
extreme cases, a = 1 and a = r, not every weight belonging to one of the other representations
corresponds to a static soliton. The number of possible charges for the representation with label
a is exactly equal to the greatest common divisor of a and h, the relevant weights being orbits
of the Coxeter element, and explicit expressions for them may be found in [13]. The parameter
ξa is almost arbitrary but clearly has to be chosen so that there are no singularities in the
solution as x, t vary; shifting ξa by 2πia/h changes the topological charge. For the two extreme
representations (with a = 1 or a = r), it is clear repeated use of this translation processes the
charges through the full set of weights.
The affine Toda field theories (2.1) based on ar generalize the sinh-Gordon model and the
primary purpose of this article is to extend the techniques and results of recent work devoted
to the sine-Gordon model [8] to investigate the manner in which an integrable discontinuity,
or ‘jump’ defect, can be accommodated within the quantum field theory associated with a
more general class of field theories. From a purely classical perspective, the defects have been
described before [5]. However, for completeness the main features will be reviewed here together
with some additional observations.
There are several types of integrable defect for ar affine Toda field theory and the distinctions
between them are explained in [5]. To maintain clarity, most of the calculations will relate to
a specific choice of defect with comments on the other possiblities relegated to the last section.
Bearing this in mind, a single defect located at x = 0 may be described by the following modified
Lagrangian density
Ld = θ(−x)Lφ + θ(x)Lψ + δ(x)
(
1
2
(φ · E∂tφ+ φ ·D∂tψ − ∂tφ ·Dψ + ψ · E∂tψ)− B(φ, ψ)
)
,
(2.8)
where E is an antisymmetric matrix, D = 1− E,
Lφ =
1
2
∂µφ · ∂
µφ+
m2
β2
r∑
j=0
(eiβαj ·φ − 1), (2.9)
and
B = −
m
β2
r∑
j=0
(
σ eiβαj ·(D
Tφ+Dψ)/2 +
1
σ
eiβαj ·D(φ−ψ)/2
)
. (2.10)
4
Here, φ and ψ are the fields on the left and on the right of the defect, respectively, and σ is the
defect parameter. The matrix D satisfies the following constraints
αk ·Dαj =


2 k = j,
−2 k = π(j),
0 otherwise,
D +DT = 2, (2.11)
where π(j) indicates a permutation of the simple roots. Choosing the ‘clockwise’ cyclic permu-
tation,
απ(j) = αj−1, j = 1, . . . , r, απ(0) = αr,
the set of constraints (2.11) is satisfied by the choice,
D = 2
r∑
a=1
wa (wa − wa+1)
T , (2.12)
where the vectors wa, a = 1, . . . , r are the fundamental highest weights of the Lie algebra ar,
with the added convention w0 ≡ wr+1 = 0. Note, the ‘anticlockwise’ cyclic permutation used in
[5] is effected by substituting the matrix (8.2) by its transpose.
Given the modified Lagrangian density (2.8) the corresponding equations of motion and defect
conditions are, respectively,
∂2φ =
m2i
β
r∑
j=0
αj e
iβαj ·φ x < 0,
∂2ψ =
m2i
β
r∑
j=0
αj e
iβαj ·ψ x > 0, (2.13)
∂xφ−E∂tφ−D∂tψ + ∂φB = 0 x = 0,
∂xψ −D
T∂tφ+ E∂tψ − ∂ψB = 0 x = 0. (2.14)
There are several basic properties of (2.14) that are worth noting. Shifting the fields φ, ψ by
roots yields another solution with the same energy and momentum. This is because both the
bulk and defect potentials are invariant under the translations
φ→ φ+ 2πr/β, ψ → ψ + 2πs/β, (2.15)
where r, s are any two elements of the root lattice. In particular, constant fields
(φ, ψ) = 2π(r, s)/β (2.16)
all have the same energy and momentum despite having a discontinuity at the location of the
defect. Writing σ = e−η, the energy-momentum of each of these configurations is
(E0, P0) = −
2hm
β2
(cosh η, − sinh η). (2.17)
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Other constant configurations are possible and, because of the invariance under translations by
roots, it is enough to consider configurations (φ, ψ) = 2π(wp, wq)/β, where wp, wq are funda-
mental highest weights. These are the other possible constant solutions to (2.14), with energy-
momentum given by
(Ea, Pa) = −
2hm
β2
[
cosh
(
η +
2aπi
h
)
, − sinh
(
η +
2aπi
h
)]
, a = (p− q) p, q = 1, . . . , r.
(2.18)
It is perhaps surprising there is a conserved momentum associated with the defect. However,
that this should be so was pointed out in [5], and the expressions given there have been used to
calculate the above. The expressions in (2.18) are complex, and that is not in itself a surprise,
yet all lie on the same mass shell as (2.17), which is perhaps more surprising.
The essential step in calculating (2.18) relies on the fact that the fundamental weights satisfy:
wj · wp = C
−1
jp , where αj · αp = Cjp,
the latter being the Cartan matrix for ar (see [17] for some details concerning roots and weights).
Note, by using (2.11),
1
2
αj ·Dwp = (wj · wp)− (wj+1 · wp), j = 0, . . . , r,
and the explicit form of the inverse Cartan matrix,
C−1 =
1
h


r r − 1 r − 2 . . . 1
r − 1 2(r − 1) 2(r − 2) . . . 2
r − 2 2(r − 2) 3(r − 2) . . . 3
.. .. .. . . . ..
.. .. .. . . . ..
1 2 3 . . . r


,
a direct calculation reveals
1
2
αj ·Dwp =
a
h
j > p,
1
2
αj ·Dwp = −
(h− p)
h
j < p,
independently of the label j. Similarly, (αj ·D
Twp)/2 can be calculated.
The system described by the Lagrangian density (2.8) is neither invariant under parity nor under
time reversal. By convention, a soliton with positive rapidity will travel from the left to the
right and, at some time, it will meet the defect located at x = 0. The soliton ψ emerging on the
right will be similar to φ, but delayed. It is described by,
ψ(a) =
m2i
β
r∑
j=0
αj ln
(
1 + zaEa ω
aj
)
. (2.19)
The expression for the delay za was derived in [5] for the ‘anticlockwise’ permutation. To obtain
the delay for the present situation it is enough to send the ath soliton to the (h− a)th soliton in
the formula appearing in [5]. Therefore the delay is given by
za =
(
e−(θ−η) + i e−iγa
e−(θ−η) + i e iγa
)
, γa =
π a
h
. (2.20)
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The delay is generally complex with exceptions being self-conjugate solitons, corresponding to
a = h/2 (with r odd), for which the delay is real. In such cases, the delay is equal to the delay
found for the sine-Gordon model [4]:
z =
(
1 + e−(θ−η)
1− e−(θ−η)
)
= coth
(
θ − η
2
)
. (2.21)
Note also that the delays experienced by a soliton, labelled a, and its associated antisoliton,
labelled a¯ = h−a, are complex conjugates since za¯ = z¯a. For this reason, solitons and antisolitons
are expected to behave differently as they pass a defect.
The argument of the phase of the delay (2.20) is given by
tan(arg za) = −
(
sin 2γa
e−2(θ−η) + cos 2γa
)
, (2.22)
implying that the phase shift produced by the defect can vary between zero (as θ → −∞) and
−2γa (as θ → ∞), decreasing if necessary through −π/2 if cos 2γa < 0. On the other hand,
the boundaries between the different topological charge sectors in terms of the imaginary part
of ξa (eq(2.6)) are separated by exactly 2γa. This means that a soliton might convert to one of
the adjacent solitons as it passes the defect provided arg za is sufficiently large. In effect, the
defect imposes a rather severe selection rule on the possible topological charges of the emerging
soliton. In the quantised theory, it is expected that either the transition matrix has zeroes to
reflect this selection rule, or severely suppressed matrix elements to represent tunnelling between
classically disconnected configurations. In the sine-Gordon model such an effect would not be
noticed because the basic representation includes just two states and transitions between them
are always permitted.
The delay (2.20) diverges when
θ = η +
iπ
2
(
1−
2a
h
)
, (2.23)
and, with the exception of self-conjugate solitons having a = h/2 (including the sine-Gordon
model where (a, h) = (1, 2)), this implies a soliton with real rapidity cannot be absorbed by
a defect. For the sine-Gordon model it was noted already that a classical defect can absorb
a soliton and, within the quantum theory, this phenomenon implies the existence of unstable
bound states. Once the affine Toda field theories are quantised, however, poles in locations
given by (2.23) may correspond to additional states that possess no classical counterpart. The
positions of the poles are expected to depend on the coupling and it might be the case that there
is a range of couplings for which a bound state exists without the range including the classical
limit. It is this fact that suggests that defects may be part of the explanation for the missing
solitons in the classical models. It will be demonstrated later that a phenomenon rather like
this does actually occur in the a2 model.
More generally, the delay (2.20) satisfies a classical bootstrap in the sense that when two particles
a, b in the real quantum field theory have a bound state c¯ the corresponding pole in their S-matrix
will occur at rapidities
θa = θc − iU¯
b
ac, θb = θc + iU¯
a
bc, (2.24)
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and the corresponding delays (2.20) in the complex classical theory satisfy
za(θ − iU¯
b
ac) zb(θ + iU¯
a
bc) = zc¯(θ). (2.25)
This is not difficult to check directly using the ar coupling data [15].
All these observations, and the experience gained with the sine-Gordon model, suggest the
investigation of the corresponding quantum theory should be interesting even in the next simplest
a2 model.
3 The fundamental S-matrices for the ar affine Toda field theories
The S-matrices describing the scattering of solitons in the ar affine Toda field theory were
conjectured by Hollowood [11]. Hollowood’s proposal makes use of the R-matrices of the quan-
tum group Uq(ar), specifically the trigonometric solutions of the Yang-Baxter equation (YBE)
initially found by Jimbo [18] (and references therein). The basic assumption asserts that the
particles of the ar affine Toda field theory lie in the r different multiplets corresponding to the
r fundamental representations of Uq(ar). The S-matrix S
ab describing the scattering of two
particles with rapidities θ1 and θ2, lying in the multiplets a and b, respectively, is an interwining
map on the two representation spaces Va and Vb. In other words,
Sab(θ12) : Va ⊗ Vb → Vb ⊗ Va, θ12 = (θ1 − θ2), (3.1)
and S has the following form
Sab(θ12) = ρ
ab(θ12)R
ab(θ12), (3.2)
where Rab is a Uq(ar) R-matrix and ρ
ab is a scalar function determined by the requirements
of ‘unitarity’, crossing symmetry, analyticity and consistency relations (bootstrap constraints),
which a scattering matrix must satisfy [11].
For the purposes of the present article, explicit expressions for the S-matrices are needed. In
particular, for the ar affine Toda field theory the explicit expression of the S-matrix describing
the scattering of the solitons in the first representation, namely the matrix S11 also referred to
as the fundamental scattering matrix, will be provided in this section.
The representation space V1 of the first multiplet has dimension h and its states are the solitons
A1j , j = 1, . . . , h. The weights of this representation are conveniently described by [17]
l1j ≡ lj =
r∑
l=1
(h− l)
h
αl −
j−1∑
l=1
αl, j = 1, . . . , h. (3.3)
The elements of S11 can be described conveniently using the non-commutative Faddeev-Zamolodchikov
algebra. Consider A1j (j = 1, . . . , h) to be generators of such an algebra. Then, the non-zero
elements of S11 represent the following relations processes [11, 20] for j, k = 1, . . . , h and θ12 > 0
A1j (θ1)A
1
j(θ2) = S
11 jj
jj (θ12)A
1
j (θ2)A
1
j (θ1),
A1j(θ1)A
1
k(θ2) = S
11 kj
jk (θ12)A
1
k(θ2)A
1
j(θ1) + S
11 jk
jk (θ12)A
1
j(θ2)A
1
k(θ1), j 6= k, (3.4)
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with
S11 jjjj (θ12) = ρ
11(θ12)
(
q x12 − q
−1 x−112
)
,
S11 kjjk (θ12) = ρ
11(θ12)
(
x12 − x
−1
12
)
, k 6= j,
S11 jkjk (θ12) = ρ
11(θ12)
(
q − q−1
)


x
(1−2|l|/h)
12 | l=j−k<0
x
−(1−2|l|/h)
12 | l=j−k>0
(3.5)
and
xj = e
hγθj/2, j = 1, 2; x12 =
x1
x2
; q = −e−iπγ , γ =
4π
β2
− 1. (3.6)
The function ρ11 is given by the following expression [11]:
ρ11(θ12) =
Γ(1 + hγi θ12/2π)Γ(1− hγi θ12/2π − γ)
2πi
sinh(θ12/2 + iπ/h)
sinh(θ12/2− iπ/h)
×
∞∏
k=1
Fk(θ12)Fk(2πi/h− θ12)
Fk(2πi/h+ θ12)Fk(2πi− θ12)
, (3.7)
where
Fk(θ12) =
Γ(1 + hγi θ12/2π + hkγ)
Γ(hγi θ12/2π + (hk + 1)γ)
. (3.8)
In principle, S11 is enough to describe the quantum affine Toda field theory since the remaining
S-matrices for solitons in the other fundamental representations can be determined by adopting
a bootstrap procedure. Most expressions for the remaining S-matrices are neither needed nor
provided, though a description of the soliton states Aaj in the representation a in terms of states
A1j in the first representation will be given and used in the next section. The scattering matrix
S12 for a2 will be used later and is provided in Appendix A.
The bootstrap linking states lying in two different representations is given schematically
Aci(θ) ≡
∑
j,k
ci
jk Aaj (θ − θp/2) A
b
k(θ + θp/2), l
c
i = l
a
j + l
b
k, (3.9)
where θp is the location of the pole in the scattering matrix S
ab corresponding to a soliton in the
representation labelled c. For instance, starting from the operator A1j , for which the scattering
S-matrix is known, the solitons in the second representation will be represented by
A2i (θ) ≡
∑
j,k
ci
jkA1j (θ − iπ/h) A
1
k(θ + iπ/h), l
2
i = l
1
j + l
1
k,
ci
jk = (−q)−(1−2|j−k|/h) ci
kj, j < k = 1, . . . , h. (3.10)
Note, each weight in the second representation can be expressed in only one way as a sum of
weights in the first representation. Hence, the sum in (3.10) contains just two terms related as
shown. Iterating this process allows a formal presentation for all the states in each fundamental
representation.
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4 Functional integral approach to the transmission matrix
Before considering in detail all solutions to the triangle equations that express the compatibility
between the bulk S-matrix and the transmission matrix - and bearing in mind there are likely
to be several formal solutions to the triangle equations, not all of which might be relevant to
the present problem - it is worth extending the functional integral argument introduced in [8].
This will supply some constraints that will be helpful in discriminating among the variety of
solutions. In particular, the functional integral allows a comparison between the elements of the
transmission matrix describing the evolution of field configurations in the presence of a defect
labelled by a pair of roots (r, s) and the evolution of field configurations in the presence of the
defect labelled by (0, 0). The basic idea is to shift the fields by setting
φ→ φ−
2πr
β
, ψ → ψ −
2πs
β
,
and use the invariance of the bulk action and the defect potential. The remaining pieces of
(2.8), the terms linear in time derivatives, lead to the expression
T (r, s) = eiτ(r,s) T (0, 0), (4.1)
where
τ(r, s) =
π
β
(−δφ · (Er +Ds) + (rD + sE) · δψ) , (4.2)
and δφ, δψ are the changes in the field configurations from initial to final states.
A soliton passing the defect will either retain its topological charge λ, or its charge will change
to µ, one of the other weights within the representation to which the soliton belongs. Thus, the
effect of a soliton passing a defect must be to change the defect labels by
r → r − λ, s→ s− µ, (4.3)
and, therefore,
δφ = −
2πλ
β
, δψ = −
2πµ
β
.
Thus,
τ(r, s) =
2π2
β2
(λ · (Er +Ds)− (rD + sE) · µ) , (4.4)
which is written more conveniently (using D = 1− E) as
τ(r, s) =
2π2
β2
(
1
2
(λ− µ) · (r + s)− (λ− µ) · E(s− r) +
1
2
(λ+ µ) · (s− r)
)
. (4.5)
In other words, using this argument it is expected that
T (r, s, λ, µ) = Q[(λ−µ)·p−2(λ−µ)·Eα+(λ+µ)·α]/4 T (0, 0, λ, µ), Q ≡ e4π
2i/β2 = q−1, (4.6)
where p = s + r and α = s − r. Naturally, this style of argument can give no information
concerning the rapidity dependence of the transmission matrix but it does suggest, assuming
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the conservation of topological charge, that a general element of the transmission matrix should
have the form:
T µβqλαp (θ) = Q
[(λ−µ)·p−2(λ−µ)·Eα+(λ+µ)·α]/4 T µλ (θ) δ
β−λ+µ
α δ
q+λ+µ
p (4.7)
Also, the dependence on p can be eliminated using the unitary transformation
Uβsαr = Q
α·r/4δβαδ
s
r , (4.8)
to find:
T µβqλαp (θ) = Q
[2α·E(λ−µ)+(α+λ)2−(α−µ)2]/4 T µλ (θ) δ
β−λ+µ
α δ
q+λ+µ
p . (4.9)
For the fundamental representations of ar, labelled a = 1 or r, the weights have equal length
and the expression simplifies a little. Thus, for solitons in the first representation, equation (4.9)
simplifies to
T 1jβqiαp(θ) = Q
α·[E(li−lj)+li+lj ]/2 T 1ji (θ) δ
β−li+lj
α δ
q+li+lj
p , (4.10)
where the general weights µ, λ have been replaced by the weights lying in the first representation,
namely l1i ≡ li (see (3.3)). Further, when these specific weights are used as labels, the notation
T 1ji is used as a simplification. A similar expression holds for the transmission matrix for solitons
in the representation r; for these, the topological charges are merely a sign change relative to
those in the first representation (lrk ≡ lk¯ = −l
1
k). For the case of a1, or the sine-Gordon model,
E = 0 and (4.10) agrees with the findings of [8].
Before proceeding to solve the triangle equations for the a2 model, it is instructive to apply the
bootstrap procedure to the general form of T 1, given in (4.10), to see the extent to which it is
possible, solely from the bootstrap, to gather information about the classical quantity E and
the still undetermined part of the transmission matrix. For this purpose, consider Dα to be the
defect operator. Then, it is formally possible to describe the interaction between a defect and a
soliton within the first fundamental representation as follows (θ > 0),
A1i (θ)Dα = T
1jβ
iα(θ)DβA
1
j (θ). (4.11)
Note, the indices p and q do not appear in (4.11) since, as already established, the transmission
matrix does not depend on them. Note also that (4.11) is consistent with the notation (3.4) used
for the S-matrix. The interaction between the defect and solitons in the second representation
will be represented by
A2i (θ)Dα = T
2mβ
iα (θ)DβA
2
m(θ)
= ci
jk T 1aδjβ(θ − iπ/h) T
1bβ
kα(θ + iπ/h) Dδ A
1
a(θ − iπ/h)A
1
b(θ + iπ/h)
= T 2nδiα (θ) cn
abDδA
1
a(θ − iπ/h)A
1
b(θ + iπ/h) (4.12)
where all repeated indices are summed. Thus,
T 2nδiα(θ) cn
ab = ci
jk T 1aδjβ(θ − iπ/h) T
1bβ
kα(θ + iπ/h). (4.13)
Bearing in mind the result obtained for the transmission matrix in the sine-Gordon model [8],
and also noting the rapidity dependence within the S-matrix (3.5), a suitable ansatz to adopt
for the rapidity independent part of (4.10) is
T 1ji (θ) = tij x
ǫij g1(θ), (4.14)
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where tij and ǫij are constants, and g(θ) is independent of the soliton labels.
When a = b, the right hand side of (4.13) must vanish since there are no weights of the form
2l1a in the second representation. As a consequence, the following relations must hold
Q lk ·Elj+la·(1+E)(lk−lj) ci
jk = −(−)ǫka−ǫjaQǫja−ǫka ci
kj. (4.15)
Putting j equal to the index a, and using the fact (deducible from (3.3)) that la · (la − lk) = 1
for all k 6= a, (4.15) becomes
ci
ak = −(−)ǫka−ǫaaQ1+ǫaa−ǫka ci
ka, (4.16)
and this can be compared with (3.10). Firstly, interchanging a and k requires
ǫak + ǫka − ǫkk − ǫaa = 2, a 6= k. (4.17)
Secondly, using (3.10) leads to more detailed information, namely,
ǫka = ǫaa + 2|a− k|/h, a < k . (4.18)
Together, (4.17) and (4.18) determine all the off-diagonal exponents appearing in the transmis-
sion matrix in terms of its diagonal exponents. Also, when j < k 6= a it is possible to gather
information concerning the matrix E because (4.15) demands
(lk− la) ·E(lj− la) = −1, j < k < a or a < j < k ; (lk− la) ·E(lj− la) = 1, j < a < k. (4.19)
Because of equivalences it is sufficient to consider only one of these sets of relations. Making
use of (3.3), the constraints implied by (4.19) can be rewritten
(αk + αk+1 + · · ·+ αa−1) ·E(αj + αj+1 + · · ·+ αk−1) = −1, j < k < a. (4.20)
The independent relations provided by (4.20) state the following
αl · Eαm =
{
−1 m = l − 1,
0 m = 1, · · · l − 2,
l = 2, · · · , a− 1. (4.21)
Since the index a takes the values= 1, . . . , h, the total number of independent constraints in
(4.21) is r(r − 1)/2 and precisely equal to the number of degrees of freedom of the matrix E.
Consequently, E is completely determined by the bootstrap procedure and can be compared
with the formula (2.11) which defined the matrix E = 1−D established in the classical setting
of the defect problem. It can be seen that the two expressions coincide, provided the clockwise
cyclic permutation of the simple roots in formula (2.11) is chosen.
Next, consider the terms for which a 6= b and l2i = l
1
a + l
1
b in (4.13). Then, n = i and the left
hand side of (4.13) can be written in two ways according to the choice of ordering a with respect
to b. Thus,
T 2iγiα = T
1aγ
aβ(θ − iπ/h)T
1bβ
bα(θ + iπ/h) + (c
ba
i /c
ab
i ) T
1aγ
bβ (θ − iπ/h)T
1bβ
aα(θ + iπ/h)
= T 1bγbβ(θ − iπ/h)T
1aβ
aα(θ + iπ/h) + (c
ab
i /c
ba
i ) T
1bγ
aβ(θ − iπ/h)T
1aβ
bα(θ + iπ/h). (4.22)
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Since the right hand sides must match, and since the dependence on θ is different in different
terms, there is an additional pair of constraints. Specifically, these are
ǫaa = ǫbb ≡ ǫ; ǫab − ǫba = 2(1− 2|a− b|/h), a < b = 1, . . . , h. (4.23)
Therefore, all the diagonal exponents in the transmission matrix are the same; the relations
in the second group are precisely the differences of the relations given earlier in (4.18). Using
(4.18) and (4.23) the diagonal terms of the transmission matrix for the solitons in the second
representation are
T 2iγiα(θ) = Q
α·(la+lb) x2ǫ(taatbb + x
2tabtba) g
1(θ − iπ/h) g1(θ + iπ/h) δγα, l
2
i = la + lb. (4.24)
It is possible to go a little further in the analysis of (4.13) by looking at those cases for which
ci
jk
cikj
=
cn
ab
cnba
. (4.25)
Since l2n is uniquely l
1
a + l
1
b there is only the choice of ordering a and b when considering (4.13).
Because of this, and the fact cn
ab 6= cnba, there must be further constraints on T 1(θ). With the
particular choice (4.25), these are
T 1aδjβ(θ − iπ/h) T
1bβ
kα(θ + iπ/h) +
ci
kj
cijk
T 1aδkβ(θ − iπ/h) T
1bβ
jα(θ + iπ/h)
=
ci
jk
cikj
T 1bδjβ(θ − iπ/h) T
1aβ
kα(θ + iπ/h) + T
1bδ
kβ(θ − iπ/h) T
1aβ
jα(θ + iπ/h). (4.26)
For definiteness, suppose that j < k. Then, the constraint (4.25) is satisfied (using (3.10))
provided |a− b| = |j−k| (if a < b), or |a− b| = h−|j−k| (if a > b). The full set of possibilities
will not be analysed here and to illustrate some important points only the two simplest cases,
namely |j − k| = 1 and |j − k| = h− 1, will be considered in detail. Besides, these cover all the
possibilities for a2. Bearing in mind that
l2i = lj + lk, l
2
n = la + lb, (4.27)
it is useful to list explicitly the combinations of indices j, k, a, b which will be investigated.
Firstly, consider |j − k| = 1. For the a2 case such combinations are
l2i = l1 + l2, l
2
n = l2 + l3 if a < b; l
2
i = l2 + l3, l
2
n = l3 + l1 if a > b
l2i = l2 + l3, l
2
n = l1 + l2 if a < b; l
2
i = l1 + l2, l
2
n = l3 + l1 if a > b, (4.28)
while their generalizations for the ar affine Toda field theory are
l2i = lj + lj+1, l
2
n = lj+1 + lj+2 if a < b; l
2
i = lh−1 + lh, l
2
n = lh + l1 if a > b
(4.29)
l2i = lj + lj+1, l
2
n = lj−1 + lj if a < b; l
2
i = l1 + l2, l
2
n = lh + l1 if a > b.
(4.30)
It should be emphasised that while (4.28) represents all possible combinations of indices for a2
with the constraint |j − k| = 1, (4.29) (4.30) only provides a subset of the possibilities for ar.
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Using (4.17), (4.18), (4.19), (4.23), it can be verified that equation (4.26) is an identity for the
weights in (4.29). The corresponding transmission matrix elements for solitons in the second
representation are
T 2nδiα (θ) = Q
α·[E(lj−lj+2)+2lj+1+lj+lj+2]/2 x2(ǫ+1−2/h)(tjj+2tj+1j+1 + x
2tj+1j+2tjj+1)
× g1(θ − iπ/h) g1(θ + iπ/h) δδ−lj+lj+2α , (4.31)
with
l2i = lj + lj+1, l
2
n = lj+1 + lj+2 j = 1, . . . h− 2
and
T 2nδiα(θ) = Q
α·[E(lh−1−l1)+2lh+lh−1+l1]/2 x2(ǫ+1−2/h)(th−11thh + x
2th1th−1h)
× g1(θ − iπ/h) g1(θ + iπ/h) δδ−lh−1+l1α , (4.32)
with
l2i = lh−1 + lh, l
2
n = lh + l1.
Alternatively, using the index combinations in (4.30), the expression (4.26) is satisfied provided
the following constraints on the constants tij hold
tjjtj+1j−1 = tj+1jtjj−1 j = 2, · · · , h− 1; t11t2h = t21t1h, (4.33)
and the corresponding elements of the transmission matrix for the solitons in the second repre-
sentations are equal to zero.
Finally, the case |i− j| = h− 1 corresponds to the following two-index combinations for a2 (the
possibility a < b having been investigated already):
l2i = l1 + l3, l
2
n = l2 + l1 if a > b,
l2i = l1 + l3, l
2
n = l3 + l2 if a > b; (4.34)
and these generalize for the ar affine Toda field theory to
l2i = l1 + lh, l
2
n = l2 + l1 if a > b, (4.35)
l2i = l1 + lh, l
2
n = lh + lh−1 if a > b. (4.36)
Just as in the previous case, using the weights in (4.35), the expression (4.26) is an identity with
the corresponding transmission matrix element given by
T 2(θ)nβi α = Q
α·[E(lh−l1)+2l1+l2+lh]/2 x2(ǫ+1−2/h)(t11th2 + x
2th1t12) g
1(θ − iπ/h) g1(θ + iπ/h) δβ−lh+l2α ,
(4.37)
with
l2i = l1 + lh, l
2
n = l2 + l1.
On the other hand, using the index combination in (4.36), the expression (4.26) forces the
following constraint on the constants tij ,
thht1h−1 = t1hthh−1, (4.38)
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with the corresponding transmission matrix elements being equal to zero.
In summary, this partial analysis of the bootstrap procedure determines the matrix T 1 for all
the affine Toda field theories up to a function g(θ) that is independent of the soliton labels,
and up to constants tij , which are themselves constrained. Moreover, it has been noted that
provided the initial T 1 matrix has all entries different from zero, the transmission matrix T 2 is
required to have at least some off-diagonal entries equal to zero. For the simplest case of a2, the
analysis based on the bootstrap has been carried out completely, and therefore it is possible to
write down the full T 2 matrix for antisolitons.
To conclude, the transmission matrices for the a2 affine Toda field theory predicted by the
bootstrap procedure are
T 1 nβiα (θ) = g
1(θ)

 t11Q
α·l1 δβα t12 x
4/3 δβ−α1α t13 x
2/3Q−α·l2 δβ+α0α
t21 x
2/3Q−α·l3 δβ+α1α t22Q
α·l2 δβα t23 x
4/3 δβ−α2α
t31 x
4/3 δβ−α0α t32 x
2/3Q−α·l1 δβ+α2α t33Q
α·l3 δβα

 ,
(4.39)
T 2 n¯β
i¯α
(θ) = g1(θ − iπ/3) g1(θ + iπ/3)
(
1 + x2
t21t31t13
t11t22t33
)
×

 t11Q
−α·l1 δβα t21t33 x
2/3 δβ+α1α 0
0 t22Q
−α·l2 δβα t32t11 x
2/3 δβ+α2α
t13t22 x
2/3 δβ+α0α 0 t33Q
−α·l3 δβα

 , (4.40)
with
t21 t13
t11
= t23,
t32 t21
t22
= t31,
t32 t13
t33
= t12. (4.41)
Note, the function g1(θ) has been redefined in order to absorb the factor xǫ.
At first sight the imbalance between solitons and antisolitons appears strange and one might
wonder about its consistency since the bootstrap could be run the other way to define T 1 starting
with T 2. Although the details will not be given here the results are entirely consistent; starting
with a matrix containing these zeroes and using it to define T 1 does indeed recover (4.39).
In the next section it will be shown that the transmission matrix (4.39) coincides with a solution
of the triangle equations.
5 The transmission matrix for the a2 affine Toda field theory: the
triangle equations
In this section arguments will be restricted to the special case a2. In order to find the trans-
mission matrices describing the interaction between the jump-defect and solitons, the general
procedure applied successfully for the sine-Gordon model in [8] will be adopted. The first step
is to solve the triangle equations, which relate the elements of the transmission matrix to S-
matrix elements; and, in the first instance, attention will be focused on the transmission matrix
for solitons in the a = 1 representation.c Consequently, the triangle equation reads
S11mnkl (θ12) T
1tβ
nα(θ1) T
1sγ
mβ(θ2) = T
1nβ
lα (θ2) T
1mγ
kβ (θ1)S
11st
mn(θ12), (5.1)
where the elements of the transmission matrix T 1 are infinite dimensional. As noted in the
previous section, the transmission matrix elements have two types of label. The roman labels
stand for the soliton states 1, 2, 3, while the greek labels represent vectors in the weight lattice.
Because of the topological charge conservation, the elements of the transmission matrix can be
written as follows
T 1nβiα (θ) = t
1n
iα(θ) δ
β−li+ln
α , i, n = 1, 2, 3 (5.2)
where li, ln are the weights (3.3), which in the case of a2 are
l1 =
1
3
(2α1 + α2), l2 = −
1
3
(α1 − α2), l3 = −
1
3
(α1 + 2α2). (5.3)
In the following discussion, indices referring to the first representation will be omitted since there
is no possibility of confusion; for instance, the matrix T 1 will be indicated simply by T , and
so on. Using the ansatz (5.2) for the transmission matrix and the S-matrix (3.5), it is possible
to find solutions to the triangle equation (5.1) up to an overall scalar function of the rapidity.
A classification of all possible solutions, and a detailed explanation of the procedure adopted
to obtain them, is available in appendix B. Among all the solutions listed (B.22) coincides
with the T matrix (4.39) discovered already by analysing the bootstrap procedure, as explained
in the previous section. Notice that apart from an overall scale this solution contains eight
parameters tij, satisfying the three relations (4.41). However, using suitably designed unitary
transformations most of this freedom can be removed to leave just one essential parameter. To
demonstrate this a slightly more general element of the transmission matrix T will be considered
instead of the expression (5.2), namely
T nβpiαq (θ) = t
n
iαp(θ) δ
β−li+ln
α δ
q+li+ln
p . (5.4)
This was the general expression considered using the functional integral approach and the extra
delta function does not alter the solutions to the triangle equation (5.2).
It is convenient to split the argument into two steps. Consider the solution (B.22) and multiply
it by (t11t22t33)
−1/3. Next, conjugate the matrix using the unitary transformation:
W βqαp = (t
−p·l2/2
11 t
−p·l1/2
22 t
−p·l3/2
33 ) δ
β
αδ
q
p, |t11| = |t22| = |t33| = 1. (5.5)
After conjugation, the parametric part of the solution (B.22) is modified and represented
schematically as follows,

 1 t12(t11t22)
−1/2 t13(t11t33)
−1/2
t21(t11t22)
−1/2 1 t23(t22t33)
−1/2
t31(t11t33)
−1/2 t32(t22t33)
−1/2 1

 ≡

 1 tˆ12 tˆ13tˆ21 1 tˆ23
tˆ31 tˆ32 1

 . (5.6)
c From now on, these solitons will be called simply solitons, while the solitons in the a = 2 representation
will be called antisolitons.
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Next, conjugate using the unitary transformation,
V βqαp = (tˆ
−α·α1/3
21 tˆ
−α·α0/3
13 tˆ
−α·α2/3
32 ) δ
β
αδ
q
p, |tˆ21| = |tˆ13| = |tˆ32| = 1, (5.7)
which, together with (4.41), transforms (5.6) to a matrix depending on a single parameter t,
which can be represented schematically by,

 1 t
2/3 t1/3
t1/3 1 t2/3
t2/3 t1/3 1

 , (5.8)
with t ≡ (tˆ21tˆ13tˆ32) = (t21t13t32)/(t11t22t33). Consequently, solutions (4.39) and (4.40) become,
respectively
T 1nβiα (θ) = g
1(θ)

 Q
α·l1 δβα xˆ
2 δβ−α1α xˆ Q
−α·l2 δβ+α0α
xˆ Q−α·l3 δβ+α1α Q
α·l2 δβα xˆ
2 δβ−α2α
xˆ2 δβ−α0α xˆ Q
−α·l1 δβ+α2α Q
α·l3 δβα

 , (5.9)
T 2nβiα (θ) = g
2(θ)

 Q
−α·l1 δβα xˆ δ
β+α1
α 0
0 Q−α·l2 δβα xˆ δ
β+α2
α
xˆ δβ+α0α 0 Q
−α·l3 δβα

 , (5.10)
where it has been convenient to set
t ≡ e−3γ∆,
and
g2(θ) = g1(θ − iπ/3) g1(θ + iπ/3) (1 + xˆ3), xˆ = eγ(θ−∆). (5.11)
Eventually, the constant ∆ will be related to the Lagrangian parameter σ = e−η introduced in
(2.17).
In the next section these solutions to the triangle equations will be used as suitable candidates for
describing the jump-defect problem and an additional constraint will be introduced to determine
the scalar function g up to a CDD factor. Though the subsequent analysis will rely on solution
(5.9), it could be anticipated that this is not the only relevant solution of the triangle equation.
Evidence that it is the appropriate solution will be provided, as well as reasons why the functional
integral approach selects solution (B.22) among all the solutions presented in appendix B.
6 The transmission matrix for the a2 model: additional constraints
Additional constraints are necessary to determine the overall factor g(θ) in the solutions (5.9)
and (5.10). For unitary theories these constraints are based on unitarity and crossing properties
of the S-matrix, although it was found convenient in [8] to use equivalent constraints based on
unitarity and ‘annihilation poles’. The latter was found to be more suitable when analysing
the sine-Gordon system because it avoided having to relate scattering of solitons arriving at the
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defect from the left to the scattering of solitons arriving at the defect from the right. In the
present context, the theory is not unitary, the S-matrix is not a unitary matrix for real rapidity,
and it is not expected that the transmission matrix should be unitary. For this reason, the
methods used previously to analyse the sine-Gordon model will need to be adjusted slightly.
However, although the S-matrix is not unitary it is nevertheless natural to assume that
S(−θ) = [S(θ)]−1 (6.1)
and therefore, a similar relation is also supposed to hold for the transmission matrix [9]. The
condition is
T 1bβaα(θ) T˜
1cγ
bβ(−θ) = δ
c
aδ
γ
α, (6.2)
where T˜ 1 is the transmission matrix describing the interaction between the defect and a soliton
travelling from the right to the left. In fact, since parity is violated explicitly in the jump-defect
problem, the matrix T˜ 1 is expected to differ from the matrix T 1 that describes solitons travelling
from left to right. Indeed, the triangle equation satisfied by T˜ 1 is
S11 nmlk (θ12) T˜
1tβ
nα(θ1) T˜
1sγ
mβ(θ2) = T˜
1nβ
lα (θ2) T˜
1mγ
kβ (θ1)S
11 ts
nm(θ12); (6.3)
and this differs slightly from the relation (5.1) previously discussed. Consequently, the solutions
of these two triangle equations are not the same. Nevertheless, T˜ 1(−θ) is the inverse of T 1(θ)
and, therefore,
T˜ 1nβiα (−θ) =
1
g1(θ)
1
1−Qxˆ3

 Q
−α·l1 δβα 0 −Qxˆ δ
β+α0
α
−Qxˆ δβ+α1α Q
−α·l2 δβα 0
0 −Qxˆ δβ+α2α Q
−α·l3 δβα

 . (6.4)
It is worth pointing out that requiring T 1 to have an inverse is already a constraint, since not
all solutions to the triangle equations will have this property.
Crossing requires that (6.4) should be closely related to the transmission matrix T 2 for the
antisoliton via the relation
T 2iβnα(θ) = T˜
1nβ
iα (iπ − θ). (6.5)
Comparing (6.4) with (5.10) it is clear (6.5) will be satisfied provided
g1(θ) g1(θ + i2π/3) g1(θ + i4π/3)
(
1−Q3xˆ3
) (
1−Qxˆ3
)
= 1, (6.6)
which clearly constrains the overall factor g1(θ). It is interesting that an expression for T 2
emerges containing the zeroes remarked upon before, previously generated by the bootstrap.
A minimal solution to (6.6) is provided by setting
g1(θ) =
f(θ)
(2π)2/3 xˆ
(6.7)
with
f(θ) = Γ[(1 + γ)/2− z]
∞∏
k=1
Γ[(1 + γ)/2 + 3kγ − z] Γ[(1− γ)/2 + (3k − 2)γ + z]
Γ[(1− γ)/2 + 3kγ + z] Γ[(1 + γ)/2 + (3k − 1)γ − z]
, (6.8)
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where
z =
i3γ(θ −∆)
2π
.
Using (5.11) a matching expression can be found for g2(θ):
g2(θ) =
Γ[1/2 + γ − z]
(2π)1/3 xˆ1/2
∞∏
k=1
Γ[1/2 + (3k + 1)γ − z] Γ[(1/2 + (3k − 2)γ + z]
Γ[(1/2 + (3k − 1)γ + z] Γ[(1/2 + (3k − 1)γ − z]
. (6.9)
However, these expressions could be modified by multiplying g1(θ) by any function h(θ) that
satisfies
h(θ) h(θ + i2π/3) h(θ + i4π/3) = 1,
and the ambiguity is not resolvable without comparing the results of the algebraic manipulations
with the outcome of some alternative dynamical calculations. Unfortunately, such calculations
are beyond the scope of this article.
Since crossing has been used to constrain g1(θ), and since the theory is not unitary, there should
be no further constraints. Previously, in [8], it was found convenient to use the unitarity of the
sine-Gordon model alongside the annihilation poles. However, examining the annihilation poles
in the present context merely reproduces (6.6). The ‘annihilation pole’ condition is provided by
a virtual process where a particle and its antiparticle annihilate to the vacuum and is described
schematically by the following expression
c0
a¯aδβα =
∑
e
T 2 a¯βe¯γ (θ − iπ/2) T
1 aγ
eα(θ + iπ/2) c0
e¯e. (6.10)
To perform the calculation it is necessary to determine the ratios of the couplings appearing in
(6.10) by examining the S12 and S21 matrix elements provided in appendix A. When θ12 = iπ
the couplings are
ci¯ı
0 c0
k¯k = cı¯i
0 c0
kk¯ = ρ120 (q − q
−1), i, k = 1, 2, 3,
cjk¯
0 c0
k¯j = c¯ k
0 c0
k¯ = 0, j, k = 1, 2, 3, j 6= k, (6.11)
where ρ120 is the scalar function ρ
12 calculated when θ12 = iπ. As a consequence, the coupling
ratios appearing in (6.10) are all equal to one. Then, using the transmission factors (5.9), (5.10)
in equation (6.10), and setting a = 1, 2 or 3 , the ‘annihilation pole’ condition recovers (6.6).
Consider the pole occurring in the expression for g1(θ) at z = (1 + γ)/2, or in terms of rapidity
at
θP = ∆−
iπ
3
−
iπ
3γ
.
It is tempting to associate this pole with the complex rapidity at which the classical delay
diverges, namely (2.23), especially given that 1/γ → 0 in the classical limit. That would then
require the identification
∆ = η +
iπ
2
, (6.12)
at least in the limit β → 0. With this identification, the complex energy of the state associated
with the pole at θ = θP is given by
E = ms cosh θP = ms cosh η sin
(
π
3
+
π
3γ
)
+ ims sinh η cos
(
π
3
+
π
3γ
)
, (6.13)
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and this enjoys a positive real part and negative imaginary part provided
1
2
< γ < 2,
or, in terms of the coupling, 8π/3 > β2 > 4π/3. Thus, it seems this pole appears to indicate
an unstable state in the quantum theory that is completely disconnected from any phenomenon
in the classical model. This kind of feature did not appear in the analysis of the sine-Gordon
model.
There are other reasons for making the identification (6.12), and reasons related to breathers
will be discussed in the next section. However, comparison with the sine-Gordon case already
provides some additional motivation for the choice. In fact, aligning with the notation used in
the present article, the transmission matrix for the sine-Gordon model found in [8] takes the
form
T SGnβiα (θ) = g
SG(θ)
(
Qα/2 δβα (−q)
1/2 eγ(θ−η) δβ−2α
(−q)1/2 eγ(θ−η δβ+2α Q
−α/2 δβα
)
,
while for a2, the transmission matrices found for solitons and antisolitons, namely (5.9) and
(5.10), with the choice (6.12) have remarkably similar elements since
xˆ = eγ(θ−∆) = (−q)−1/2eγ(θ−η). (6.14)
Of course nothing can be said concerning the manner in which the classical defect parameter η
might be renormalised, and in fact notation has been abused slightly (though without leading
to any misunderstandings) by using the same symbol in two different contexts.
At this stage, it is possible to compare the a2 transmission matrices with the available classical
results, namely the delays (2.20) experienced by solitons or antisolitons travelling past the
defect. Classically, there is little difference in behaviour between the soliton and the antisoliton.
In either case the the defect causes a phase shift varying between 0 and −2π/3 for the soliton
(a=1), and between 0 and 2π/3 for an antisoliton (a=2). Because of this shift, the topological
charge (2.4) of a soliton or antisoliton might change as it passes the defect. It was pointed
out that the topological charge of a soliton or antisoliton passing through the defect could be
converted to just one of the adjacent topological charges. In particular, assuming θ > η, the
argument of the delay (2.22) will be negative for the soliton, therefore its topological charge
li will change, if it changes at all, into li+1 (with (i + 1) understood modulo 3), while for
the antisoliton the argument of the delay will be positive and the topological charge lı¯ will
change, if it changes, into lı+1 (with (i + 1) understood again modulo 3). Inspecting (5.10),
it can be seen that the transmission matrix representing the behaviour of antisolitons provides
a good match to the classical situation because of the presence of zeros in expected positions.
On the other hand, the transmission matrix for solitons does not possess the expected zeros
corresponding to the classical selection rule. It appears that in the quantum context a soliton
passing through the defect may change into either of the solitons adjacent to it; although the
classically allowed transition remains the most probable, the soliton can tunnel to its classically
forbidden neighbour. From this perspective, the defect can act as a filter, which is intriguingly
asymmetrical between solitons and antisolitons. This kind of effect was not evident in the sine-
Gordon model since there the soliton and antisoliton belong to the same representation when
regarded from the perspective offered by the present context, and transitions between the two
are never forbidden, either classically or quantum mechanically.
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7 Transmission factors for the lightest breathers
In order to collect additional evidence to support the idea that the transmission matrix (5.9)
describes a2 solitons interacting with a jump-defect, the transmission factors for the lightest
breathers will be calculated. Since the lightest breathers correspond to the quantum Toda
particles described by the fundamental bulk fields appearing in the Lagrangian density, their
transmission factors can be compared perturbatively with classical transmission coefficients ob-
tained by linearising the defect conditions (2.14).
The breathers describe scalar bound states whose existence is revealed by the following poles
located in the forward channel of the soliton-antisoliton scattering matrices (see appendix A)
θk = iπ
(
1−
2 k
3γ
)
, k = 1, 2, . . . [3γ/2], k ∈ N , (7.1)
where the notation [µ] represents the largest integer less than µ. The masses of these bound
states are
mk = 2M sin
(
πk
3γ
)
, (7.2)
where M is the soliton mass (2.7). The bootstrap will be used to calculate the breather trans-
mission factors and, for the lowest mass breathers (k = 1), it states
c1
a¯a T b1(θ) δβα =
∑
e
T 2 a¯γe¯α (θ − i(π/2− π/3γ)) T
1 aβ
eγ (θ + i(π/2− π/3γ)) c1
e¯e. (7.3)
The ratios of the couplings can be calculated using the scattering matrices provided in appendix
A. For instance using the matrix S12, the couplings calculated at θ12 = iπ(1− 2/3γ) satisfy
ci¯ı
1 c1
ı¯i = −ρ121 (q − q
−1), cim¯
1 c1
m¯i = 0, i,m = 1, 2, 3, m 6= i,
cj¯
1 c1
l¯l = ρ121 (q − q
−1) eiπ/3, cj¯
1 c1
k¯k = ρ121 (q − q
−1) e−iπ/3,
j = 1, 2, 3 k, l 6= j (k = j + 1, l = j + 2) mod (3),
where ρ121 is the scalar function ρ
12 calculated when θ12 = iπ(1 − 2/3γ). Consequently, the
coupling ratios appearing in (7.3) are
c1
3¯3
c11¯1
=
c1
1¯1
c12¯2
=
c1
2¯2
c13¯3
= −eiπ/3,
c1
33¯
c111¯
=
c1
11¯
c122¯
=
c1
22¯
c133¯
= −e−iπ/3. (7.4)
Clearly, identical coupling ratios are obtained using the matrix S21 instead of S12. Using the
transmission matrices (5.9) and (5.10), with the scaling functions g1, g2 given by (6.7), (6.9),
the transmission factors for the lightest breathers are
T b11 (θ) = e
−iπ/3 sinh
(
θ−η
2
− iπ
6
)
sinh
(
θ−η
2
+ iπ
6
) , T b12 (θ) = eiπ/3 sinh
(
θ−η
2
+ i2π
3
)
sinh
(
θ−η
2
+ iπ
3
) . (7.5)
Notice that, as was the case for sine-Gordon [8], the transmission factors for the lightest breathers
appear to depend on the coupling constant β only via the parameter η. Nevertheless, one might
21
expect, in the classical limit β → 0, that the parameter represented by η appearing in (7.5)
would tend to the classical Lagrangian parameter. For this reason, as mentioned previously, the
same notation has been used for this parameter regardless of the context.
Consider now the classical problem of finding the transmission coefficients for the linearized
version of the jump-defect problem. Following the procedure adopted in [21] for the affine Toda
field theory restricted to a half line, the bulk fields φ and ψ can be expanded in power series in
β as follows,
φ =
∞∑
k=−1
βk φ(k), ψ =
∞∑
k=−1
βk ψ(k).
The fields φ(0) and ψ(0) represent the small coupling limit, namely small perturbations around
the background represented by the fields φ(−1) and ψ(−1). The field φ(0), ψ(0) satisfy the linearized
version of the equations of motion and the defect conditions. Since the background represents
the ground state, it is supposed to have minimal energy and to be time-independent. Any static
configuration (2.16), as well as the choice (φ(−1), ψ(−1)) = (0, 0), satisfy these requirements.
Then, the equations of motion and defect conditions for the fields φ(0), ψ(0) become, respectively
∂2t φ
(0) − ∂2xφ
(0) = −m2
r∑
i=0
αiα
T
i · φ
(0) = −M2φ(0), x < 0,
∂2t ψ
(0) − ∂2xψ
(0) = −m2
r∑
i=0
αiα
T
i · ψ
(0) = −M2ψ(0), x > 0, (7.6)
∂xφ
(0) − E∂tφ
(0) −D∂tψ
(0) +
mσ
4
r∑
i=0
(αi ·D
T )
[
(αi ·D
T )φ(0) + (αi ·D)ψ
(0)
]
+
m
4σ
r∑
i=0
(αi ·D)
[
(αi ·D)φ
(0) − (αi ·D)ψ
(0)
]
= 0, x = 0,
∂xψ
(0) −DT∂tφ
(0) + E∂tψ
(0) −
mσ
4
r∑
i=0
(αi ·D)
[
(αi ·D
T )φ(0) + (αi ·D)ψ
(0)
]
+
m
4σ
r∑
i=0
(αi ·D)
[
(αi ·D)φ
(0) − (αi ·D)ψ
(0)
]
= 0, x = 0, (7.7)
where M represents the mass matrix. A solution of the equations of motion (7.6) is
φ(0) =
r∑
k=1
ρk
(
eibkx +Rke
−ibkx
)
e−iakt, x < 0,
ψ(0) =
r∑
k=1
ρkTke
i(bkx−akt), x > 0. (7.8)
The vector ρk, in order to satisfy the equations (7.6), has to be an eigenvector of the matrixM,
namely
M2ρk = (a
2
k − b
2
k)ρk = m
2
kρk, mk = 2m sin
(
kπ
h
)
, k = 1, . . . , r. (7.9)
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By contrast with the half-line case discussed in [21], the vectors ρk do not diagonalise the defect
conditions (7.7), because of the presence of the matrix D. Therefore, explicit expressions for
these vectors are required in order to find the coefficients Rk, Tk appearing in (7.7). Bearing in
mind the expression (2.6) for the soliton solutions, the vectors ρk can be written as follows
ρk = −
r∑
l=0
αl ω
lk, ω = e2πi/h, k = 1, . . . , r. (7.10)
It can be verified easily that these vectors satisfy (7.9).
Inserting (7.8) into the linearized defect conditions (7.7), two expressions containing the un-
known coefficients Rk, Tk are obtained. Multiplying them on the left hand side by ρ
†
k, and
making use of (8.2) and (7.10), leads to
Rk[(−ibk + iak + σ + 1/σ)(2− ω
−k − ωk)− 2iak(1− ω
k)]
+Tk[2iak(1− ω
k)− (2− ω−k − ωk)(σω−k + 1/σ)] + ibk(2− ω
−k − ωk)
+(σ + 1/σ)(2− ω−k − ωk) + iak(ω
k − ω−k) = 0, k = 1, . . . , r,
Rk[2iak(1− ω
−k) + (σω−k + 1/σ)(2− ωk − ω−k)]
+Tk[ibk(2− ω
−k − ωk) + iak(ω
−k − ωk)− (σ + 1/σ)(2− ωk − ω−k)]
+2iak(1− ω
−k) + (σωk + 1/σ)(2− ω−k − ωk) = 0, k = 1, . . . , r.
After a little bit of algebra, and setting ak = mk cosh θ, bk = mk sinh θ, the reflection and
transmission coefficients are found to be
Rk = 0, Tk =
ie−θmk − σ(1− ω−k)
ieθmk + σ(1− ωk)
, k = 1, . . . , r. (7.11)
It can be easily verified for the a2 affine Toda field theory, setting σ ≡ e−η, that the transmission
coefficients (7.11) (r = 1, 2) coincide with the expressions (7.5) for the transmission factors for
the lightest breathers. Moreover, as expected, the reflection factors turn out to be zero. This
result, given that no perturbative calculations are available to suggest otherwise, provides a
further justification for the choice made in (6.12) for the constant ∆.
8 On defects and solutions of the triangle equations
The investigation of the triangle equations for the a2 affine Toda field theory reveals several
possible candidates for the transmission matrix describing the interaction between solitons and
the purely transmitting defects. In previous sections, one of these solutions has been chosen to
be the ‘correct’ matrix describing the scattering between solitons and the jump-defect discussed,
classically, in section 2. Some evidence to support this choice have been provided. However,
for reasons of completeness, some words are also due concerning the other solutions listed in
appendix B.
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As mentioned in section (2), the choice of the ‘clockwise’ cyclic permutation of the simple roots
was arbitrary and made simply in order to give a specific expression for the D matrix. In fact, as
was already pointed out, the other possibility, using the ‘anticlockwise’ permutation, was chosen
in [5]. It turns out that if the alternative choice had been adopted from the start, the corre-
sponding transmission matrix for solitons would have been given by (B.34), instead of (B.22),
and it would have been the soliton transmission matrix that had the zeros corresponding to
classical selection rules. Applying the bootstrap procedure to (B.34) the resulting transmission
matrix for the antisolitons would be found to have no zero components. As a consequence, for
this alternative choice it is the matrix for the solitons that mirrors the classical selection rules
for the delays of solitons and antisolitons passing through the defect. Thus, reversing the sense
of the permutation has the effect of maintaining the asymmetry but interchanging the roles of
solitons and antisolitons. Similar arguments to those used to constrain the overall factor g1(θ)
can be applied with the alternative choice of permutation leading to a suitable overall scalar
function g˜1. The transmission factors for the lightest breathers can be calculated and, provided
a suitable choice for the single independent parameter appearing in the transmission matrix is
made, it can be verified they coincide with (7.5), as was to be expected.
It should be noted that an alternative setting for the jump-defect problem is also possible.
Classically, the distinction between the two settings turned out to be important in the process
of calculating of conserved charges [5]. In fact, according to which setting is chosen, only the
even or odd spin charges are conserved (apart from the spin ±1 charges that correspond to
energy and momentum). The defect conditions for the alternative framework are
∂xφ+ E
T∂tφ−D∂tψ + ∂φB = 0 x = 0,
∂xψ −D
T∂tφ− E
T∂tψ − ∂ψB = 0 x = 0. (8.1)
with D substituted by −D in the defect potential (2.10), and D +DT = −2, E = 1 +DT . An
explicit expression for the matrix D, provided a clockwise permutation is chosen, is given by
D = 2
r∑
a=1
wa (wa+1 − wa)
T . (8.2)
In the quantum context the transmission matrix describing this jump-defect framework is given
by (B.35). Alternatively, choosing the anticlockwise permutation the correct transmission matrix
would be given by (B.23). All the computations performed in this article can be repeated for
this alternative framework without any problems.
The remaining solutions of the triangle equations do not seem to be relevant for the defect.
Some of them fail to be invertible implying they will never satisfy (6.2), and others fail to fit
the pattern implied by the functional arguments presented in section (4).
9 Conclusion
The purpose of this article has been to extend previous work devoted to the sine-Gordon theory
with a defect. During the analysis several intriguing results have emerged. One of these, and
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perhaps the most interesting, is the appearance of an unstable soliton-defect bound state within
a band of couplings that does not include a neighbourhood of the classical limit. In a way, this is
natural for the a2 model because solitons cannot be absorbed by the defect within the classical
field theory; though a logical alternative would have been a complete absence of unstable states.
The next step to take will be to examine the an models in sufficient detail to be able to determine
the pattern of bound states accompanying defect-soliton scattering. One of the first steps will be
to analyse a defect interacting with solitons whose topological charges are described by weights
in the six-dimensional representation (corresponding to the centre spot in the Dynkin diagram)
of a3. This is the first occasion where a classical model has missing solutions (four of them,
corresponding to four particular weights in the 6), and it will be interesting to see if there is a
mechanism to generate states corresponding to them in the quantum theory.
Another intriguing feature is the manner by which the quantum field theory with a defect chooses
to implement the classical selection rules governing the transitions between different topological
charges that are permitted by the defect. In all cases (whether it be the choice of setting or
permutation describing the defect in the Lagrangian), there is an imbalance represented by the
curious asymmetry between the behaviour of solitons and the behaviour of antisolitons repre-
sented typically by (5.9) and (5.10). Some difference between soliton and antisoliton behaviour
was to be expected owing to the explicit breaking by the defect of parity and time-reversal but
the way the difference reveals itself is quite peculiar.
A further interesting fact concerns the matrix E (or equivalently (1 − D)). This matrix is
an ingredient of the defect part of the classical Lagrangian and determined, in the first place,
by insisting upon classical integrability. However, in section (4) it has been shown how it is
alternatively specified by examining the bootstrap in the functional integral context.
It was pointed out in [8] that it appears to be perfectly consistent to allow several defects, or
indeed to allow defects to move with independent velocities. This part of sine-Gordon story has
not been explored yet for the other affine Toda theories and must be deferred for the moment.
One final remark. In most respects, members of the full set of affine Toda field models share
similar features, with such differences as there are attributable to their differing root data. In
gross terms, a feature of one of them is a feature of the others. However, the classical analysis
of integrable defects has only revealed (so far) the possibility of defects within the ar series of
models [5]. On the other hand, all models in the imaginary coupling regime have an S-matrix
to describe the scattering of solitons, and one would expect within each of these models a wide
variety of infinite-dimensional solutions to the triangle equations. It remains to be seen if any
of these solutions can be interpreted as soliton-defect scattering though it would be surprising
if such was not the case. Pushing the analysis in this direction may shed some light on the
existence (or otherwise) of a wider class of integrable defect.
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A S-matrices for the a2 affine Toda field theory
For the a2 affine Toda field theory, apart from the scattering matrix S
11 already described in
section (3), the matrices S12 and S21 are also used in the present article. Consider the following
triple product
A1l (θ1)A
2
k¯(θ2)
≡ A1l (θ1)[ck¯
ij A1i (θ2 − iπ/3)A
1
j(θ2 + iπ/3) + ck¯
jiA1j (θ2 − iπ/3)A
1
i (θ2 + iπ/3)], l
2
k = li + lj,
where l2k ≡ lk¯ = −lk (k = 1, 2, 3) and the value of the couplings is given in (3.10). Then, making
use of (3.5), the non-zero components of the matrix S12 are given by
A1j (θ1)A
2
¯ (θ2) =
3∑
k=1
S12 k¯ kj ¯ (θ12)A
2
k¯(θ2)A
1
k(θ1),
A1j (θ1)A
2
k¯(θ2) = S
12 k¯ j
j k¯
(θ12)A
2
k¯(θ2)A
1
j (θ1), j 6= k, (A.1)
with
S12 ¯ jj ¯ (θ12) = ρ
12(θ12)
(
x12(−q)
1/2 − x−112 (−q)
−1/2
)
,
S12 k¯ kj ¯ (θ12) = ρ
12(θ12)
(
q − q−1
)


x
1/3
12 (−q)
1/2, k = j − 1 mod (3)
x
−1/3
12 (−q)
−1/2, k = j + 1 mod (3)
S12 k¯ j
j k¯
(θ12) = −ρ
12(θ12)
(
x12(−q)
3/2 − x−112 (−q)
−3/2
)
, j 6= k, (A.2)
where the scalar mulitplier ρ12 is
ρ12(θ12) =
(
x12(−q)
−1/2 − x−112 (−q)
1/2
)
ρ11(θ12 + πi/3) ρ
11(θ12 − πi/3).
The non-zero elements of the matrix S21 are equal to the elements described in (A.2) for the
matrix S12 with ρ12 = ρ21, except for the S21 k k¯¯ j elements, for which the index k = j − 1 has to
be replaced by k = j + 1, and vice versa. Such a small difference turns out to be relevant in
the calculation of the transmission factors for the lightest breathers performed in section (7). A
detailed investigation of the a2 affine Toda field theory, including bound states and scattering
processes, can be found in [20].
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B Solutions of the triangle equations for the a2 model
A classification of the possible solutions of the Yang-Baxter equation for purely transmitting
defects (5.1) will be provided in this appendix. As already explained in section (5), because of
the topological charge conservation, the ansatz for the elements of the transmission matrix is
supplied by (5.2). For the analysis performed in this appendix, it is useful to assign a different
letter to each entries of the transmission matrix to avoid the use of many indexes. The notation
chosen is the following
T jβiα (θ) ≡

 A
β
α(θ) K
β
α(θ) V
β
α (θ)
Jβα(θ) B
β
α(θ) I
β
α(θ)
W βα (θ) L
β
α(θ) C
β
α(θ)

 =

 aα(θ) δ
β
α kα(θ) δ
β−α
α vα(θ) δ
β+α0
α
jα(θ) δ
β+α1
α bα(θ) δ
β
α iα(θ) δ
β−α2
α
wα(θ) δ
β−α0
α lα(θ) δ
β+α2
α cα(θ) δ
β
α

 .
In addition, the following short notation will be adopted
(q x12 − q
−1 x−112 ) ≡ a, (x12 − x
−1
12 ) ≡ b, (q − q
−1) ≡ c, (B.1)
with
x12 =
x1
x2
, xj = e
3γθ/2, q = −e−iπγ .
As a starting assumption, all entries of the transmission matrix are supposed to be different
from zero. Expression (5.1) provides several relations involving the elements of the T matrix,
which can be gathered into five groups. For each group of relations, examples will be provided.
The notation A1, A2 etc. will be used to indicate the entries A(θ1), A(θ2), respectively.
• Group 1
A1A2 = A2A1, (B.2)
and eight more equations, one for each entry of the T matrix. For the diagonal entries, this kind
of relation is automatically satisfied, while for the other entries they state that the ratios
kα+α1
kα
,
jα+α1
jα
,
vα+α0
vα
,
wα+α0
wα
,
iα+α2
iα
,
lα+α2
lα
, (B.3)
are independent of rapidity.
• Group 2
b(A1B2 − B2A1) = c(J2K1x
−1/3
12 − J1K2x
1/3
12 ),
b(B1A2 − A2B1) = c(K2J1x
1/3
12 −K1J2x
−1/3
12 ),
c x
1/3
12 (B1A2 − B2A1) = b(J2K1 −K1J2),
c x
−1/3
12 (A1B2 − A2B1) = b(K2J1 − J1K2), (B.4)
and another two similar series of four relations involving the elements A,C,W, V and B,C, I, L,
respectively. The first two expressions in (B.4) force the ratio (x−2/3 kα)/jα to be independent
of rapidity. The remaining two expressions are not independent since their sum turns out to be
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zero. Therefore, only one expression in (B.4) has still to be analyzed. Similar conclusions can
be drawn from the other two series of relations. In the end the constraints state that
kα
jα
x−2/3,
wα
vα
x−2/3,
iα
lα
x−2/3, (B.5)
are independent of rapidity and three expressions remain to be analyzed. The latter will be kept
on one side to be discussed at the end of this section.
• Group 3
aA1K2 − bK2A1 = c x
−1/3
12 A2K1, aK1A2 − bA2K1 = c x
1/3
12 K2A1,
aA2J1 − bJ1A2 = c x
−1/3
12 A1J2, aJ2A1 − bA1J2 = c x
1/3
12 J1A2, (B.6)
aA1V2 − bV2A1 = c x
1/3
12 A2V1, aV1A2 − bA2V1 = c x
−1/3
12 V2A1,
aA2W1 − bW1A2 = c x
1/3
12 A1W2, aW2A1 − bA1W2 = c x
−1/3
12 W1A2. (B.7)
The relations (B.6) are satisfied if aα+α1/aα = q and the two ratios aα x
−2/3/kα and aα x
−4/3/jα
are independent of rapidity; or, if aα+α1/aα = 1/q and the ratios aα x
4/3/kα, aα x
2/3/jα are
independent of rapidity. In short, these solutions are summarized as follows
aα+α1
aα
= q,
aα
kα
x−2/3,
aα
jα
x−4/3 or
aα+α1
aα
=
1
q
,
aα
kα
x4/3,
aα
jα
x2/3. (B.8)
Similarly, for the expressions (B.7) the solutions are
aα+α0
aα
=
1
q
,
aα
vα
x−4/3,
aα
wα
x−2/3 or
aα+α0
aα
= q,
aα
vα
x2/3,
aα
wα
x4/3. (B.9)
In group 3 there are further relations, among which there are eight involving the elements B
and K, J, L, I and another eight involving C and V,W, L, I. Using the same notation as (B.8)
and (B.9), the constraints expressed by the other relations of this group, which are not listed
here, are
bα+α1
bα
= q,
bα
kα
x4/3,
bα
jα
x2/3 or
bα+α1
bα
=
1
q
,
bα
kα
x−2/3,
bα
jα
x−4/3 (B.10)
bα+α2
bα
= q,
bα
iα
x−2/3,
bα
lα
x−4/3 or
bα+α2
bα
=
1
q
,
bα
iα
x4/3,
bα
lα
x2/3 (B.11)
and
cα+α0
cα
= q,
cα
vα
x−4/3,
cα
wα
x−2/3 or
cα+α0
cα
=
1
q
,
cα
vα
x2/3,
cα
wα
x4/3 (B.12)
cα+α2
cα
= q,
cα
iα
x4/3,
cα
lα
x2/3 or
cα+α2
cα
=
1
q
,
cα
iα
x−2/3,
cα
lα
x−4/3. (B.13)
Clearly, the results of the group 3 can be gathered in turn into three subgroups, which will be
called 3A, 3B and 3C because of the fact that their relations incorporate the diagonal entries
A, B or C of the T matrix. Note that each of these subgroups provides four possible different
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solutions, according to the combination chosen. For instance, for the subgroup 3A it is possible
to choose the first expression in (B.8) together with the first expression in (B.9), or the second
one. These are already two different combinations. Similarly, starting with the second expression
in (B.8). Note also that each subgroup provides a complete understanding of the dependence
of the diagonal elements of the T matrix with respect to the simple roots, and therefore with
respect to a general vector α = mα1 + nα2. In fact, it is possible to conclude that the ratios
aα+α2/aα, bα+α0/bα and cα+α1/cα can only be equal to 1 or 1/q
2 or q2. This piece of information
will be relevant for the analysis of the next group of equations.
• Group 4
b(A1I2 − I2A1) = c x
1/3
12 (J2V1 − J1V2); b(I1A2 −A2I1) = c x
−1/3
12 (V2J1 − V1J2),
b(J1V2 − V2J1) = c(x
1/3
12 A2I1 − x
−1/3
12 A1I2); b(V1J2 − J2V1) = c(x
−1/3
12 I2A1 − x
1/3
12 I1A2),
b(L1A2 − A2L1) = c x
1/3
12 (K2W1 −K1W2); b(A1L2 − L2A1) = c x
−1/3
12 (W2K1 −W1K2),
b(K1W2 −W2K1) = c(x
1/3
12 L2A1 − x
−1/3
12 L1A2); b(W1K2 −K2W1) = c(x
−1/3
12 A2L1 − x
1/3
12 A1L2),
with sixteen other similar relations, eight involving the element B together with all the off
diagonal elements of the T matrix, and eight involving the C element together with all the off
diagonal entries. The first constraint provided by all these equations is the following
aα+α2
aα
=
bα+α0
bα
=
cα+α1
cα
= 1. (B.14)
In other words, the other possibilities mentioned previously are not permitted, since they con-
tradict (B.5). This observation allows a reduction in the number of possible combinations of
solutions in each group 3A, 3B and 3C from four to two. At this stage, for pursuing the analysis
of the triangular relations, it is useful to adopt the following notation for the ratios independent
of rapidity appearing in (B.8)-(B.13):
aα
pα
x±ǫp/3 =
1
hap(α)
ta
tp
,
bα
pα
x±ǫp/3 =
1
hbp(α)
tb
tp
,
cα
pα
x±ǫp/3 =
1
hcp(α)
tc
tp
, ǫp = 2, 4, (B.15)
where hkj are exponential functions, tk are constants and pα stands for one of the off-diagonal
entries of the T matrix appearing in expressions (B.8)-(B.13). With this notation, the constraints
provided by the relations in group 4 can be summarized as follows.
Consider the relations in the subgroup 3A, namely (B.8) and (B.9). If the combination
aα+α1
aα
= q,
aα+α0
aα
=
1
q
, (B.16)
holds, then
haj(α0)
hav(α1)
= q2,
hak(α0)
haw(α1)
= 1, hak(α)haw(α + α1)tktw = hal(α)tlta.
On the other hand, if
aα+α1
aα
=
1
q
,
aα+α0
aα
= q, (B.17)
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then
haj(α0)
hav(α1)
= 1,
hak(α0)
haw(α1)
=
1
q2
, haj(α)hav(α− α1)tjtv = hai(α)tita.
Similarly, consider the relations in the subgroup 3B. If
bα+α1
bα
=
1
q
,
bα+α2
bα
= q, (B.18)
then
hbl(α1)
hbj(α2)
= q2,
hbi(α1)
hbk(α2)
= 1, hbi(α)hbk(α + α2)titk = hbv(α)tvtb.
On the other hand, if
bα+α1
bα
= q,
bα+α2
bα
=
1
q
, (B.19)
then
hbl(α1)
hbj(α2)
= 1,
hbi(α1)
hbk(α2)
=
1
q2
, hbl(α)hbj(α− α2)tltj = hbw(α)twtb.
Finally, looking at the relations in the subgroup 3C. If
cα+α0
cα
= q,
cα+α2
cα
=
1
q
, (B.20)
then
hcv(α2)
hcl(α0)
= q2,
hcw(α2)
hci(α0)
= 1, hci(α)hcw(α + α2)titw = hcj(α)tjtc.
Instead, if
cα+α0
cα
=
1
q
,
cα+α2
cα
= q, (B.21)
then
hcv(α2)
hcl(α0)
= 1,
hcw(α2)
hci(α0)
=
1
q2
, hcl(α)hcv(α− α2)tltv = hck(α)tktc.
Finally, the last group of equations is
• Group 5
aV1K2 − bK2V1 = c x
1/3
12 V2K1, aK1V2 − bV2K1 = c x
−1/3
12 K2V1,
aW2J1 − bJ1W2 = c x
1/3
12 W1J2, aJ2W1 − bW1J2 = c x
−1/3
12 J1W2,
with eight further relations. None of these involve the diagonal terms of the transmission matrix.
The constraints provided by them can be summarized as follows
hak(−α0)
hav(α1)
=
haj(α0)
haw(−α1)
= q,
hbl(α1)
hbk(−α2)
=
hbi(−α1)
hbj(α2)
= q,
hcw(−α2)
hcl(α0)
=
hcv(α2)
hci(−α0)
= q.
All these constraints taken together allow eight families of possible solutions that can be written
down explicitly. Firstly, note that the functions of the type hap(α) can be split into the ratios
hp(α)/ha(α) (see (B.15)), where each
hp(α) = q
α(mp α1+np α2)
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with mp and np constants. Bearing this in mind, and taking into account that the values of the
constants mp and np for the diagonal entries are already known, it is possible to simplify the
relations in groups 4 and 5 involving the functions hap(α), and determine the constants mp and
np for the other entries. In order to be as clear as possible, and to avoid the use of a heavy
notation, it is sufficient to write down explicitly as an example only one solution for each family.
The choice of the explicit solutions, which may be called ‘minimal’, is motivated by the fact that
the solutions relevant for the defect problem lie within this group. Despite that, an example of
a complete family of solutions will be provided later, and the use of the term ‘minimal’ should
become clearer.
Rewriting the constants tp as tij , indicating their positions in the transmission matrix (for
instance, tk = t12), the eight ‘minimal’ solutions found - one for each family - are (q
−1 ≡ Q):
• t21 t13 = t23,
t32 t21
t22
= t31,
t32 t13
t33
= t12,

 Q
α·l1 δβα t12 x
4/3 δβ−α1α t13 x
2/3Q−α·l2 δβ+α0α
t21 x
2/3Q−α·l3 δβ+α1α t22Q
α·l2 δβα t23 x
4/3 δβ−α2α
t31 x
4/3 δβ−α0α t32 x
2/3Q−α·l1 δβ+α2α t33Q
α·l3 δβα

 (B.22)
• t12 t31 = t32,
t23 t21
t22
= t13,
t23 t31
t33
= t21,

 Q
−α·l1 δβα t12 x
−2/3Qα·l3 δβ−α1α t13 x
−4/3 δβ+α0α
t21 x
−4/3 δβ+α1α t22Q
−α·l2 δβα t23 x
−2/3Qα·l1 δβ−α2α
t31 x
−2/3Qα·l2 δβ−α0α t32 x
−4/3 δβ+α2α t33Q
−α·l3 δβα

 (B.23)
These two solutions are the solutions used earlier as the soliton transmission matrices without
zero components. The other ‘minimal’ solutions without zeros follow the same pattern but they
are not relevant to the discussion of transmission matrices because they are not invertible. The
notation used for them is abbreviated and omits the Kronecker deltas.
• t21 t13 = t23,
t32 t21
t22
= t31,
t23 t31
t33
= t21,
 Q
α·l1 t12 x
4/3 t13 x
2/3Qα·l1
t21 x
2/3Q−α·l3 t22Q
α·l2 t23 x
4/3Q−α·l3
t31 x
4/3Q−α·l3 t32 x
2/3Qα·l2 t33 x
2Q−α·l3

 (B.24)
• t12 t31 = t32,
t23 t12
t22
= t13,
t32 t13
t33
= t12,
 Q
−α·l1 t12 x
−2/3Qα·l3 t13 x
−4/3Qα·l3
t21 x
−4/3 t22Q
−α·l2 t23 x
−2/3Q−α·l2
t31 x
−2/3Q−α·l1 t32 x
−4/3Qα·l3 t33 x
−2Qα·l3

 (B.25)
• t21 t13 = t23,
t23 t12
t22
= t13,
t32 t13
t33
= t12,
 Q
α·l1 t12 x
4/3Q−α·l2 t13 x
2/3Q−α·l2
t21 x
2/3Qα·l1 t22 x
2Q−α·l2 t23 x
4/3Q−α·l2
t31 x
4/3 t32 x
2/3Qα·l3 t33Q
α·l3

 (B.26)
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• t12 t31 = t32,
t32 t21
t22
= t31,
t23 t31
t33
= t21,

 Q
−α·l1 t12 x
−2/3Q−α·l1 t13 x
−4/3
t21 x
−4/3Qα·l2 t22 x
−2Qα·l2 t23 x
−2/3Q−α·l3
t31 x
−2/3Qα·l2 t32 x
−4/3Qα·l2 t33Q
−α·l3

 (B.27)
• t21 t13 = t23,
t23 t12
t22
= t13,
t23 t31
t33
= t21,

 Q
α·l1 t12 x
4/3Q−α·l2 t13 x
2/3Qα·l1
t21 x
2/3Qα·l1 t22 x
2Q−α·l2 t23 x
4/3Qα·l1
t31 x
4/3Q−α·l3 t32 x
2/3 t33 x
2Q−α·l3

 (B.28)
• t12 t31 = t32,
t32 t21
t22
= t31,
t32 t13
t33
= t12,

 Q
−α·l1 t12 x
−2/3Q−α·l1 t13 x
−4/3Qα·l3
t21 x
−4/3Qα·l2 t22 x
−2Qα·l2 t23 x
−2/3
t31 x
−2/3Q−α·l1 t32 x
−4/3Q−α·l1 t33 x
−2Qα·l3

 . (B.29)
It is not difficult to check the invertibility for these matrices. Consider an infinite-dimensional
matrix A of the general type under consideration:
A =

 a11(α)δ
β
α a12(α)δ
β−α1
α a13(α)δ
β+α0
α
a21(α)δ
β+α1
α a22(α)δ
β
α a23(α)δ
β−α2
α
a31(α)δ
β−α0
α a32(α)δ
β+α2
α a33(α)δ
β
α


this is invertible if and only if, for every α,
a11(α) [a22(α+ α1)a33(α + α1 + α2)− a23(α + α1)a32(α + α1 + α2)]
−a12(α) [a21(α + α1)a33(α + α1 + α2)− a23(α + α1)a31(α + α1 + α2)]
+a31(α) [a21(α+ α1)a32(α + α1 + α2)− a22(α + α1)a31(α + α1 + α2)] 6= 0.
This is similar to the determinant condition for a finite dimensional matrix, but note the shifts
in the arguments of the elements. Using this condition, it is easy to demonstrate that only the
first two solutions listed above are invertible.
The full family of solutions of which (B.22) is the ‘minimal’ example is given by
• t21 t13Qα1·lˆ2 = t23,
t32 t21
t22
Qα2·lˆ3 = t31,
t32 t13
t33
Qα2·lˆ2 = t12,


Qα·l1 δβα t12Q
α·lˆ3 x4/3 δβ−α1α t13 x
2/3Q−α·(l2+lˆ2) δβ+α0α
t21 x
2/3Q−α·(l3+lˆ3) δβ+α1α t22Q
α·l2 δβα t23Q
α·lˆ1 x4/3 δβ−α2α
t31Q
α·lˆ2 x4/3 δβ−α0α t32 x
2/3Q−α·(l1+lˆ1) δβ+α2α t33Q
α·l3 δβα

 (B.30)
where lˆp = (mˆp α1 + nˆp α2) are vectors lying in the weight lattice, such that
α1 · lˆ1 = α2 · lˆ3, α2 · lˆ3 = α0 · lˆ1, α0 · lˆ3 = α1 · lˆ2. (B.31)
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It should be noticed that the extra dependence of α in the off-diagonal entries of the matrix
(B.30) as compared with corresponding elements in (B.22) does not affect the constraints coming
from groups 4 and 5 (dealing with the α dependence), due to (B.31). Setting lˆ1 = lˆ2 = lˆ3 = 0,
the solution (B.22) is recovered. It is in this sense that (B.22) is considered a ‘minimal’ solution.
Finally, it should be pointed out that each solution found can be multiplied by an overall function
of θ that cannot be determined by the triangle equations alone.
In addition to all the above solutions, there are others that allow some entries of the T matrix
to be set equal to zero. Suppose K = I =W = 0, or J = L = V = 0, then the previous analysis
has to be modified. In this situation, the relations in group 2 state that the following ratios
aα
bα
,
aα
cα
,
bα
cα
,
are independent of rapidity. Concerning group 3, because of the presence of T matrix elements
equal to zero, not all constraints listed in (B.8)-(B.13) survive. However, the ones which do
are unmodified. Equations in group 4 force relations (B.14) to hold, as before. In addition, if
K = I =W = 0, they imply the ratios
aα
lα
x2/3,
bα
vα
x2/3,
cα
jα
x2/3, (B.32)
are independent of rapidity, and only one combination of relations in the subgroups 3A, 3B, 3C
is allowed, namely
aα+α1
aα
=
1
q
,
aα+α0
aα
= q,
bα+α1
bα
= q,
bα+α0
bα
=
1
q
,
cα+α0
cα
=
1
q
,
cα+α2
cα
= q,
with
hv(α1)
hj(α0)
=
hl(α1)
hj(α2)
=
hv(α2)
hl(α0)
= 1.
On the other hand, if J = L = V = 0, the ratios
aα
iα
x−2/3,
bα
wα
x−2/3,
cα
kα
x−2/3, (B.33)
are independent of rapidity and only the following combinations of relations in the subgroups
3A, 3B, 3C are permitted, namely
aα+α1
aα
= q,
aα+α0
aα
=
1
q
,
bα+α1
bα
=
1
q
,
bα+α0
bα
= q,
cα+α0
cα
= q,
cα+α2
cα
=
1
q
,
with
hw(α1)
hk(α0)
=
hi(α1)
hk(α2)
=
hi(α0)
hw(α2)
= 1.
Finally, the relations in group 5 disappear completely.
The two ‘minimal’ solutions of this type are
 Q
α·l1 δβα 0 t13 x
2/3 δβ+α0α
t21 x
2/3 δβ+α1α t22Q
α·l2 δβα 0
0 t32 x
2/3 δβ+α2α t33Q
α·l3 δβα

 (B.34)
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and 
 Q
−α·l1 δβα t12 x
−2/3 δβ−α1α 0
0 t22Q
−α·l2 δβα t23 x
−2/3 δβ−α2α
t31 x
−2/3 δβ−α0α 0 t33Q
−α·l3 δβα

 (B.35)
and these are of relevance to the defect for the reasons explained earlier.
For these types of solution there are also general families. For example, (B.35) belongs to the
following set 

Qα·l1 δβα 0 t13 x
2/3Q−α·lˆ2 δβ+α0α
t21 x
2/3Q−α·lˆ3 δβ+α1α t22Q
α·l2 δβα 0
0 t32 x
2/3Q−α·lˆ1 δβ+α2α t33Q
α·l3 δβα

 (B.36)
where the vectors lˆp satisfy (B.31).
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