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Abstract 
Abs t rac t of thesis ent i t led: 
Numerical Methods for Solving Systems of ODEs with BVMs and Restoration of 
Chopped and Nodded Images 
Submi t ted by T A M Yue Hung 
for the degree of Master of Phi losophy i n Ma themat i cs 
at The Chinese Un ivers i ty of Hong K o n g i n Augus t 2002 
Th is thesis is organized in two parts. T h e f i rst par t contains a survey paper^ 
wh ich review some of the latest developments i n using boundary value methods for 
solving systems of o rd inary di f ferent ial equations w i t h i n i t i a l values. The G M R E S 
and waveform re laxat ion methods are used for solv ing the corresponding system 
and the St rang- type precondit ioner is proposed to speed up the convergence. 
We w i l l i l lus t ra te tha t the mu l t i g r id me thod is also applicable to accelerate the 
convergence of W R i terat ions. 
The second par t discusses some numer ica l methods for solving an inverse 
problem aris ing f rom infrared astronomy. The so-called chopped and nodded 
images are needed to be reconstructed f rom a di f ferent ia l technique which is used 
to reduce the effect of the variable background. The main challenge is coming 
f rom the st ructure of the corresponding imaging ma t r i x and the nonnegat iv i ty 
constraint. The previous work was done by Bertero et al.，who used the projected 
Landweber method to reconstruct the images. However, two art i facts, ghosts and 
discontinuit ies, are generated in the reconstructed images. Thus, we introduce 
some numerical methods to el iminate these two art i facts. 
tR. Chan, X. Q. Jin and Y. H. Tarn, Strang-Type Preconditioners for Solving System of ODEs 
by Boundary Value Methods, accepted for publication in Electronic Journal of .Mathematical 
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Chapter 1 
Solving Systems of ODEs with 
Boundary Value Methods 
1.1 Introduction 
Consider the in i t ia l value problem 
‘ ¥ = J m y ⑴ + g ⑴ ， t e i t o . n 1、 dt (1.1) 
、y(to) 二 z, 
where y ( t ) , g ⑴ : M R ^ , z G R爪,and J爪 is the stiffness mat r i x in R爪xm. 
The in i t ia l value methods ( IVMs) , such as the Runge-Kut ta methods and the 
waveform relaxat ion methods are wel l -known methods for solving (1.1)，see [35 . 
This chapter however discusses another class of methods called the boundary 
value methods (BVMs) , see [9 . 
Using B V M s to discretize (1.1), we get a linear system 
M y = (A ( g ) I m - h B ( g ) Jm)y = e i ⑧ z + h[B 0 /爪)g, 
where y , e i , z, and g are vectors, Im is the m-hy-m ident i ty matr ix , and A and 
B are matrices depending on the mult istep rule we used to discretize the t ime-
derivative. The advantage of using B V M s is that the methods are more stable 
1 
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and the resu l t ing l inear system is hence more wel l -condi t ioned. However, the 
system is i n general large and sparse ( w i t h band-s t ruc tu re) , and so lv ing i t is a 
ma jo r p rob lem i n the app l ica t ion of the B V M s . 
The prev ious wo rk was done by Chan, N g and J i n [13]. T h e y used the G M R E S 
method, w h i c h is one of K r y l o v subspace methods, t o solve the discrete system. I n 
order to speed u p the convergence of the G M R E S i terat ions, they used the Strang-
type b lock-precondi t ioners to precond i t ion the discrete system. T h e St rang- type 
b lock-c i rcu lant precondi t ioner of M is of the f o r m 
S = s{A)③ Im — h • s{B) (8) Jm 
where s{A) and s(JB、are the Strang- type c i rcu lant precondi t ioners [12, 23] for A 
and B, wh i ch w i l l be discussed i n §1.3. 
The advantage of the Strang- type precondi t ioner is t ha t i f an Aiy^^i^^-stable 
B V M is used i n (1.1), then S is inver t ib le and the precondi t ioned m a t r i x can be 
decomposed as 
S-^M = “ + 1 ) + L, 
where the rank of L is at most + "2) wh ich is independent of the in tegra t ion 
step size h. I t fol lows tha t the G M R E S method appl ied to the precondi t ioned 
system w i l l converge i n at most 2 m { u i + z/2) + 1 i terat ions i n exact a r i thmet ic . 
Besides B V M s , there is a class of i terat ive methods for the solut ion of systems 
of ODEs known as waveform re laxat ion methods [9,10,12]. Sp l i t t i ng the ma t r i x 
Jm in (1.1) in to 
Jm 二 Q-P 
gives the waveform relaxat ion method 
《 办 ⑴ ⑴ ⑷ ⑷ + g ⑴ ， ( 1 2 ) 
y _ ) ( t o ) = z， 
\ 
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A; 二 0，1 ,2 ,…，where y ( o ) ⑴ is an i n i t i a l guess usual ly g iven by y ( o ) ⑴ = z , for 
t e [ to ,T ] . D i f ferent choices of P lead t o d i f ferent p recond i t i on ing techniques for 
the wave fo rm re laxa t ion methods. We remark t h a t we can p recond i t i on the l inear 
system ar is ing f r o m the app l i ca t ion of B V M s to (1.2), wh i ch w i l l be discussed i n 
§1.5. 
A n o t h e r technique for accelerat ing the convergence of (1.2) is the m u l t i g r i d 
me thod . One example can be found i n [34]. M u l t i g r i d m e t h o d is a classical 
m e t h o d t o solve d i f ferent ia l equat ions, especial ly the e l l i p t i c - t ype equations, see 
7]. I n §1.6, we w i l l discuss how t o combine the ideas w i t h B V M s and waveform 
re laxat ion . We w i l l i l lus t ra te w i t h examples t ha t m u l t i g r i d m e t h o d can actua l ly 
speed u p the convergence of (1.2). 
T h e out l ine of th is chapter is as fol lows. I n §1.2，we w i l l give some back-
g round knowledge about the l inear mu l t i s tep formulae and the precondi t ioned 
G M R E S method. Then , we w i l l invest igate the propert ies of the St rang- type 
b lock-c i rcu lant precondi t ioner i n §1.3. The convergence and cost analysis of the 
m e t h o d w i l l also be given w i t h a numer ica l example. I n §1.4, we use the block-
c i rcu lant precondi t ioner w i t h c i rcu lant blocks ( B C C B precondi t ioner) t o speed 
up the convergence rate. A modi f ied version of the St rang- type B C C B precon-
d i t ioner w i l l be proposed i n th is section t o handle the p rob lem for singular or 
near ly singular stiffness m a t r i x Jm. I n §1.5, we combine the idea of waveform 
re laxat ion me thod and the B V M to solve (1.1). We use the we l l -known circulant 
and skew-circulant decomposi t ion for sp l i t t i ng of the stiffness m a t r i x J爪.P r e -
cond i t ion ing technique discussed i n §1.3 is also used to speed up the convergence. 
Comparisons between th is me thod and the classical sp l i t t i ng methods are also 
given. I n §1.6，we first give the basic idea of the mu l t i g r i d method. Then, we 
w i l l i l lus t ra te how to use the m u l t i g r i d method to speed up the convergence of 
the waveform relaxat ion i terat ions. 
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1.2 Background 
Before discussing how t o solve (1.1), we first give some backg round i n f o r m a t i o n on 
l inear mu l t i s tep formulae and the precond i t ioned G M R E S m e t h o d i n th is section. 
1.2.1 Linear Multistep Formulae 
Consider an i n i t i a l value p rob lem 
: y ' 二 綱 , t e { t o , T l 
\ y{to) = yo. 
T h e …step linear multistep formula ( L M F ) over a u n i f o r m mesh w i t h stepsize h 
is def ined as fol lows 
= 0 (1.3) 
j=0 j=o 
where Vn is the discrete app rox ima t i on t o y ( tn ) , fn denotes /( tn，"n)’ and the 
coefficients sat isfy 
亡 a , 二 1, = L 
j=o j=o 
To get the so lu t ion by (1.3), we need fi i n i t i a l condi t ions yo, yi, ..., 
Since on ly yo is prov ided f r o m the or ig ina l prob lem, we have to find add i t iona l 
condi t ions for the remain ing values y i , 仍， . . • ’ y 『 i . T h e m e t h o d in (1.3) w i t h 
the ( ^ - 1 ) add i t iona l condi t ions is cal led Initial Value Methods ( I V M s ) . A n I V M 
is cal led implicit i f / 3 ^ 7 ^ 0 and explicit i f = 0. I f an I V M is appl ied to an in i t i a l 
value p rob lem on the in terva l [to, ^ iv+^- i ] , we have the fo l lowing discrete prob lem 
丨 叫 队 - 職 、 
ANy = hBNh 導 「 鳴 , (1-4) 
0 
V c / 
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where y =、y…y^^+i, • . . , 广 i ) 了 ， f 二、 f…/时 i， . . .， / t v+^ - i ) ^ , 
( 、 广"" 、 
• ... . • . • • • 
Ajsi = Qfo ... ,召iv 二 A) ... • 
• . . • . . . . • •• 
V 鄉...〜乂ivxw V 汰...^^ J N.N 
Note tha t the matrices An and Bn are N~by_N lower t r iangular Toepl i tz ma-
trices. We recall tha t a mat r i x is said to be Toepl i tz i f i ts entries are constant 
along i ts diagonals. Moreover, the l inear system (1.4) can be solved easily by 
forward recursion. A classical example of I V M is the second order backward 
di f ferent iat ion formulae (BDF) , 
3yn+2 - 4yn+l + "n =饥 fn+2, 
which is a two-step method w i t h ao = 1, a： = —4, 0:2 = 3 and P2 = 2. 
Instead of using f i in i t ia l condit ions for solving (1.1) by (1.3), we can also use 
the so-called Boundary Value Methods (BVMs) . Given z/i, 1^2 > 0 such requires 
z/i in i t ia l add i t ion condit ions yo, y i , •.，y and U2 final add i t ion condit ions 
•TV, y^v+i, ...，yN+u2-i^ which are called ("1’ zy2)-boundary condit ions. Note that 
the class of B V M s contains the class of I V M s ( that is = /x, "2 =〇)• 
The discrete problem generated by a /i-step B V M w i t h ("1, i /2)-boundary con-
dit ions can be wr i t t en in the fol lowing mat r i x form 
( 他 - h A f i ) 、 
O^OViyi-l - 姊 / " i — 1 
^ y = h B i + 0 , 
o^fiUN — hf]山 
\ Yl^ilii^i^i+iUN-i^i 一 " A / i w / v - i + i ) y 
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where y 二 ， 了 ， f = Jn-iY. 0 is a ( iV - "2 -
2 " i ) - b y - l zero vector , A and B are {N - " i ) - b y - ( i V — mat r ices g iven by 
• • • • 
• • • • • . 
• • • 眷 , , • • • • • 
A 二 ao ... ... ... dp , B = po ••• ••• ••• . 
• 推 . • • 
•.. •• : •• •. ••： 
y ao … . 乂 y Pq Pui J 
Note t h a t the coeff icient matr ices are Toep l i t z w i t h lower b a n d w i d t h and upper 
b a n d w i d t h "2. A n example of B V M s is the t h i r d order general ized backward 
d i f fe ren t ia t ion fo rmulae (GBDF)， 
2yn+l + — 6yn-l + yn-2 = 则 n , 
wh ich is a three-step m e t h o d w i t h (2, l ) - b o u n d a r y cond i t ions where ao 二 1， 
a i = —6，0^ 2 = 3, = 2 and /?2 = 6. 
A l t h o u g h I V M s are more eff icient t h a n B V M s (wh ich cannot be solved by 
fo rward recurs ion), the advantage i n us ing B V M s over I V M s comes f r o m the i r 
s tab i l i t y propert ies. For example, the usual B D F are not A-s tab le for ^ > 2 bu t 
the G B D F are A。广^s tab le for any f i > 1, see for instances [1，8] and [9, p. 79 
and Figures 5.1-5.3 . 
1.2.2 Preconditioned GMRES Method 
The generalized m i n i m a l residual ( G M R E S ) m e t h o d was proposed i n 1986 as a 
K r y l o v subspace me thod for solv ing nonsymmet r i c l inear systems A x 二 b. Un l ike 
the normal ized conjugate gradient method, the G M R E S me thod does not require 
compu ta t i on of the act ion of A ^ on a vector. T h e A:-th i t e ra t ion of the G M R E S 
me thod is the so lut ion to the least squares p rob lem 
m i n ||b — .4x||2 
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where x。is the i n i t i a l i terate, JCk = span{ro, A t q , . . . , is the k-th K r y l o v 
subspace and ro 二 b — Axq . I f A 二 / + L , where I is the i den t i t y ma t r i x , then 
the G M R E S method w i l l converge in at most r a n k ( L ) + 1 i terat ions i n exact 
a r i thmet ic , see [23, 33] for detai ls. 
Also, i t is we l l -known t ha t for any c i rculant m a t r i x Cn, i t can be diagonal ized 
by the discrete Fourier m a t r i x Fn, t ha t is 
Cn 二 (1.5) 
where the entries of Fn are given by 
{Fn)j,k = 0 < i , ^ < n - l , (1.6) 
and An is a diagonal m a t r i x ho ld ing the eigenvalues of Cn. We note t ha t An can 
be obta ined i n 0 ( n log n ) operat ions by tak ing the fast Fourier t rans form ( F F T ) 
of the f i rst co lumn of Cn. Once An is obtained, the products C ^ y and C ~ V for 
any vector y can be computed by F F T s i n ( 9 ( n l o g n ) operat ions. Thus, i f we 
use a c i rculant m a t r i x to precondi t ion the Toepl i tz system, then i n each G M R E S 
i terat ion, we need to solve the precondi t ioned system 
Q - 1 如 = c - % 
which can be done in O ( n l o g n ) operations by using Strang's embedding algo-
r i t h m w i t h FFTs , see [12]. For more details about the c i rculant precondit ioners 
for Toepl i tz systems, we refer to [12, 23 . 
1.3 Strang-Type Preconditioners with BVMs 
I n this section, we construct the Strang-type block-circulant precondit ioner for 
solving the systems discretized by BVMs . The main advantage of the Strang-
type precondit ioners is tha t the precondit ioned systems are invert ible and the 
operat ion cost for each i terat ion is smaller than tha t of the direct solvers. 
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1.3.1 Block-BVMs and Their Matrix Forms 
B y using the L M F s ta ted i n (1.3), the ^ -s tep b l o c k - B V M over a u n i f o r m mesh h 
for (1.1) is def ined as fo l lows 
fl — l/ II —u 
^ oci+uYs-^i = " Pi+Js+i, n = iy,..”s-td + iA (1.7) 
i=—i/ i=—u 
Here, y ^ is the discrete app rox ima t i on t o y(tn)，fn === JmYn + gn and gn = g(亡n). 
Also, (1.7) requires ly i n i t i a l condi t ions and j i — v f ina l condi t ions wh ich are 
prov ided by the fo l low ing (ju — 1) add i t i ona l equat ions 
X ^ a p V i 二 h j y i H , j = 1 , — 1， （1.8) 
i=0 i=0 
and 
^-iys-i = P仏-“ j = 卜 " + " +1,…•,s. (1.9) 
i二0 i = 0 
The coefficients 
a ⑴ a n d p ⑴ i n (1.8) and (1.9) should be chosen such tha t 
the t r unca t i on errors for these i n i t i a l and f ina l condi t ions are of the same order 
as t ha t i n (1.7). B y combin ing (1.7)，（1.8) and (1.9), the discrete system of (1.1) 
is given by the fo l lowing block f o r m 
M y = { A ^ I m - h B ^ Jm)y = e i + /爪)g. (1.10) 
Here e i = (1，0，…，Of e IR(钟 D, y = (y。，…，y,)^ G R(奸 g = ( g o , . . . , g . ) ^ 
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e IR(s+i—，and A and B are (5 + l ) - b y - ( s + 1) matr ices given by 
f l … 0 � 
4 ” … 4 1 ) 
； ； ： 0 
(u-1) ("-1) 
ao … 
, Q^o ... Oij^ 
A = 
• • • 
• • • 
• • • 
• • • 
• • • 
ao …a” 
0 ... 4卜奸…） 
• • • 
• • • • • • 
V 4 s ) … 4 s ) ； 
and 
/ o ••• 0 � 
M oil) Po … f t i • • • 
• • • 
ft—” … P ” 0 
Po • • • P, 
A ) … P p 
LJ — • 
A) ••• P, 
0 计时 1) ... 时时 1) 
V d ' � …，欢） / 
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1.3.2 Construction of the Strang-type Preconditioner 
I n [13], we proposed the fo l low ing precond i t ioner for (1.10): 
S = S{A)③ Im- hs(B) (g) Jm, (1 .11) 
where 
/ \ 
ajy • • • a^ ao . . . Oiu-i 
• • • • • 
• • • • • 
. • • • • 
Qo ... • . • O^o 
••• ••• 0 
s{A) = ... ... ••• 
0 •.. 
C^IJ, . • . • • . OLp 
• . . . ‘ 
• • • 鲁 鲁 
. • • • 會 
y Oiu+l …OLp 0；0 … OLu ) 
and s{B) is def ined s imi la r ly by us ing {A}f=o instead of { a j f ^ g i n < 5 ⑷ . T h e 
{a i } f =。and here are the coefficients i n (1.7). We note t h a t s{A) and s{B) 
are the general ized St rang- type c i rcu lant precondi t ioners of A and B respectively, 
see [12:. 
We w i l l show t h a t the precondi t ioner S is inver t ib le p rov ided t h a t the given 
B V M is stable and the eigenvalues of Jm are i n the left ha l f of the complex plane 
C. The s tab i l i t y of a B V M is closely re lated to two character ist ic po lynomia ls of 
degree / i , wh i ch are defined as fol lows 
IX —u 
p{z)三 Z and a{z) = z" (1.12) 
j=—u j=—iy 
Definition 1 [9, p.101] Consider a BVM with the characteristic polynomials 
p{z) and a{z) given by (1.12). The region 
T>j^，n—iy = {q G C : p{z) — q(j{z) has u zeros inside |2：| = 1 
and 11 — V zeros outside |2：| 二 1} 
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is called t he reg ion of A — — - s t a b i l i t y of the given BVM. Moreover，the BVM is 
said to be Ai^^^-j^-stable if 
£- = {qeC: Re{q) < 0 } C T \ ” . 
T h e o r e m 1 If the BVM for (2) is A^^^-^-stahle and hXk{Jm) ^ where 
Afc(Jm) (k — 1, ,m) are the eigenvalues of Jm, then the preconditioner S in 
(1.11) is invertihle. 
Proof : Since s{A) and s{B) are c i rcu lant matr ices, the i r eigenvalues are g iven 
by 
gA{z)三 a广""+ …+ a " + au-1- H + ao^ = ^ ^ 
z z z 
and 
z z z 
evaluated at U j 二 冗奸丄）for = 0，…，s, see [12]. T h e eigenvalues X jk {S) of 
S are therefore g iven by 
\ j k { S ) = gA[⑴ j ) — hXk{Jm)9B{(^ j ) , ：/ = 0，...，<5, k 二 1,... ,m. 
Since the B V M is Ai^，p_,stable，if h \ k { J m ) ^ the …degree po l ynomia l 
p{z) — hXk{Jm)o'{z) w i l l have no roots on the u n i t circle |2：| = 1. Thus for a l l 
/c = 1，...，m, 
gA{z) - h\k{Jm)gB{z) = 4： { p ( ^ ) - h\k{Jm)(^{z)} ^ 0, V ! : ! = 1. 
I t fol lows t ha t Xjk{S) 0 for a l l = 0 , …， s , and k = 1 , . . . , m. Thus S is 
invert ible. • 
I n par t icu lar , we have 
Corollary 1 If the BVM is stable and Xk{Jm) G C—， then the precondi-
tioner S IS invertihle. 
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1.3.3 Convergence Rate and Operation Cost 
As we have stated i n §1.2.2, we have the fo l lowing theorem for the convergence 
rate. 
Theorem 2 We have 
S-〜M = I + L 
where I is the identity matrix and the rank of L is at most Therefore, 
when the GMRES method is applied to solving S'^My 二 ib, the method will 
converge in at most + 1 iterations in exact arithmetic. 
Proof: Let E = M - S, we have by (1.10) and (1.11), 
五二（A — s{A)) h{B — s{B)) ^Jm = LA^Im- hLe <S> Jm. 
I t is easy to check tha t La and Lb are (s + l ) -by- (5 + 1) matrices w i t h nonzero 
entries only in the fol lowing four corners: a + 1) block in the upper left; 
a v-hy-u block in the upper r ight; a 0 — + 1) block in the lower r ight ; 
and a ( / i — — v) block in the lower left. 
Since m 〉 r a n k (La ) < and rank [ L b ) < Thus, we have 
rank(LA % Im) = rajik(IvO . m < m" 
and 
rank(LB ③ Jm) = r a n k ( L B ) .爪 < 爪 
Therefore 
二 /m(s+l) + = Im{s+l) + L, 
where the rank of L is at most 2m/d. • 
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Regard ing the cost per i te ra t ion , the ma in work i n each i te ra t ion for the 
G M R E S method is the mat r i x -vec to r mu l t i p l i ca t i on 
S-'Mz = {s{A) hs{B) (g) Jm)~\A (1.13) 
see for instance Saad [33]. Since A and B are band matr ices and Jm is assumed 
to be sparse, the mat r ix -vec tor mu l t i p l i ca t i on Mz 二 [A ⑧ 一 hB Jm)z can 
be done very fast. 
To compute S'^Mz), since s{A) and s{B) are c i rcu lant matr ices, we have 
the fo l lowing decomposit ions by (1.5), 
= a n d s(^B) 二 FJ^bF* 
where A a and Ab are diagonal matr ices conta in ing the eigenvalues of and 
s(^B) respectively and F is the Fourier m a t r i x defined i n (1.6). I t fol lows tha t 
S-\Mz) = (F* 0 Im){AA hhs <S> Jm)一 0 Im)(Mz). 
Th is product can be obta ined by using F F T s and solving s l inear systems of order 
m. Since Jm is sparse, the m a t r i x 
Aa ⑧ 7m — hAs 0 Jm 
w i l l also be sparse. Thus 5~^(Mz) can be obtained by solving s sparse linear 
systems of order m. I t follows tha t the to ta l number of operat ions per i terat ion 
is 7 i m s log5 + 725mn, where n is the number of nonzero of Jm, and 71 and 72 are 
some posit ive constants. For compar ing the computat iona l cost of the method 
w i t h direct solvers for the linear system (1.10), we refer to [13 . 
1.3.4 Numerical Result 
Now we give an example to i l lustrate the efficiency of the precondit ioner by solv-
ing the test problems given in [3]. The experiments were performed in M A T L A B . 
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We used the M A T L A B - p r o v i d e d M- f i l e "gmres" (see M A T L A B on- l ine documen-
t a t i o n ) t o solve the precond i t ioned systems. I n our tests, the zero vector is the 
i n i t i a l guess and the s topp ing c r i te r ion is | |rg||2/| |ro||2 < where Tg is the 
res idual af ter q i te ra t ions. I n the example, the B V M we used is the t h i r d or-
der general ized A d a m ' s m e t h o d ( G A M ) wh ich has p 二 2. I t s formulae and the 
add i t i ona l i n i t i a l and f ina l condi t ions can be found i n [9, p.153 . 
E x a m p l e 1. Heat equat ion: 
‘ d u d'^u 
Qll 
< ^^(o，t) 二 = 0， t e [0,27r], 
u { x , 0 ) = X , X G [0, t t " . 
We discretize the pa r t i a l d i f ferent ia l operator d '^ /dx^ w i t h cent ra l differences and 
step size equals to 7 r / (m + 1). The system of O D E s ob ta ined is 
‘ y ' { t ) = J ^ y ( t ) , t G [0, 27r] 
y (0 ) = {Xi,X2r'-， 
V 
where Jm is a scaled discrete Laplac ian m a t r i x 
f—2 1 \ 
I •.. 
Jm — 9 • (1-14) 
1 一 2 1 
V 1 - 2 ) 
Table 1.1 lists the numbers of i terat ions required for convergence of the G M -
RES me thod for dif ferent m and 5. I n the table, I means no precondi t ioner is used 
and S denotes the Strang- type block-circulant precondi t ioner wh ich is defined in 
(1.11). We see tha t the number of i terat ions required for convergence, when a 
c i rculant precondit ioner is used, is always less t han tha t when no precondit ioner 
is used. As expected f rom Theorem 2, the numbers under co lumn S stay nearly 
constant for increasing s and m. 
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m s I S m s I S 
24 6 19 4 48 6 47 4 
12 70 4 12 167 4 
24 152 4 24 359 4 
48 227 3 48 >400 3 
96 314 3 96 >400 3 
Table 1.1: Number of i terat ions for convergence in Example 1. 
1.4 Strang-Type BCCB Preconditioner 
The St rang- type precondi t ioner proposed in §1.3 is a b lock-c i rcu lant precondi-
t ioner. I n th is section, St rang- type b lock-c i rcu lant precondi t ioner w i t h c i rcu lant 
blocks ( B C C B precondi t ioner) is proposed for solv ing (1.1) when the stiffness 
ma t r i x Jm is a Toepl i tz m a t r i x in the Wiener class. The ma in advantage of the 
use of B C C B precondi t ioner is tha t the operat ion cost for each G M R E S i te ra t ion 
can be reduced. 
1.4.1 Construction of BCCB Preconditioners 
Instead of using the block-c i rculant precondi t ioner, the Stra i ig- type B C C B pre-
condit ioner can also be constructed for solving (1.10) 
S⑵三 5(4) Sim — hs{B) ^ s{Jm) (1丄5) 
for Jrn being a fu l l Toepl i tz mat r ix . The advantage of B C C B precondit ioners is 
that the operat ion cost in each i terat ion of K ry lov subspace methods for the pre-
condit ioned system is much less than that required by using any block-circulant 
precoiui i t ioi iers. 
Similar to Theorem 1 in §1.3. we can show that if the B V M for (1.1) is / V " - " -
stahle and the eigenvalues of、、(./…）satisfy 
〔 二一 
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for /c 二 1 , . . . ,m, t h e n the precondi t ioner ^^⑵ is inver t ib le . 
For some l inear evo lu t ionary p a r t i a l d i f fe rent ia l equat ions, the m a t r i x Jm is 
usua l ly Toep l i t z and s( J ^ ) is s ingular. No te t h a t the eigenvalues of ⑵ are given 
by 
⑶ ） = 小 ] - 队 J 二 0，...，S， k = ,m, (1.16) 
where cpj and 也.a re eigenvalues of s(y l ) and s{B) respectively. W h e n some 
eigenvalues of s{Jm) are zero, t hen some eigenvalues of ⑵ is the same as the 
eigenvalues of the m a t r i x s (A ) . I t is we l l - known t h a t the eigenvalues of the 
c i rcu lant m a t r i x s ( ⑷ can be expressed as the fo l low ing sum, see [15], 
4>] 二 f a r + ^ r j ' ’ ⑴ = j = 0,…，s , 
where ov+i^ are given by (1.7). 
F r o m the character ist ic po lynomia ls defined i n (1.12), the coefficients must 
sat isfy the consistent condi t ions, 
p ( l ) 二 0 and p ' ( l ) = a ( l ) . 
Thus, we have 
00 = P ( l ) 二 0 
for any consistent B V M . From (1.16), we know tha t ⑵ is singular when some 
eigenvalues of s(Jrn) are zero. I n th is case, we move the zero eigenvalue of s ⑷ to a 
nonzero value. More precisely, we change the m a t r i x s ( ^ ) = Fd iag(0o, •..，(ps、F* 
to 
^A)三 Fd i ag (0o> . . .， ( >s )F \ 
where cji)。三 Re(0s) and F is the Fourier ma t r i x . Define 
5 ⑵ 三 5 ( / l )③ /m - hs{B) % s{Jm). (1-17) 
we can also prove that 5 ⑵ is invert ible, see [25] for a detai l . 
Chapter 1. Solving Systems of ODEs with Boundary Value Methods 17 
1.4.2 Convergence Rate and Operation Cost 
Let 
E 三 M —云⑵，Ei = M - 5, E2 三 S — 5⑵ 
where S is defined by (1.11). T h e n E 二 Ei + E2. F rom Theo rem 2 i n §1.3, we 
know t h a t 
r ank (£ ' i ) < 2 m / i = 0{m) 
where 11 is given by the B V M used for (1.1). For the m a t r i x by (1.11) and 
(1.17), we have 
E2 = {s{A) - ？(A)) ^ I m - hs{B) (g) {Jm - s{Jm)) 
二 La® Im - hs{B) (g) Lj 
where La = s{A) - s(yl) and Lj = Jm- s{Jm)- Since 
L 4 = Fdiag(^o，0，...，0)F* 
is a m a t r i x of rank one, we have 
rank(LA 0 < 1 • m = m = 0{m). (1.18) 
For s{B) (g) LJ i n E2, let Jm be a Toepl i tz m a t r i x i n the Wiener class ( that is, 
X ] 二 - 0 0 M < 00 where dk is the k-th. diagonals of J ^ as m — 00). The ma t r i x 
Lj can be expressed as a sum of a m a t r i x w i t h low rank and a m a t r i x w i t h small 
norm, see [11，23]. More precisely, for any given e 〉 0 , there exists a constant 
C(e) such tha t 
L j 二 + 1 / w i t h r ank ( [ / ) < C{e) and ||y||2 < e, (1.19) 
when m is suff iciently large. Then we have 
s{B) ®Lj = s{B)⑧+ s { B ) � y (1.20) 
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w i t h 
r a n k ( 5 ( 5 ) ^ U ) < s - C{e) = 0{s). (1.21) 
For \\s{B) <S> y\\2i we note t ha t 
\s{B)\\i = M l < oo, ||s(^)||oo = M2 < 00, 
where M i and M2 are two constants independent of the size of the matr ices. 
Therefore, 
||5(^ )||2 < = (MiM2)1/2 二 M3 < (X). (1.22) 
Fur thermore, by (1.19) and (1.22), we have 
\\s{B) (g) y||2 = \\S{B)\\2\\V\\2 < eMs. (1.23) 
B y using (1.18), (1.20), (1.21) and (1.23), we know t h a t for any e > 0, the m a t r i x 
E2 can be decomposed as 
+ hLois) + hW (1.24) 
w i t h 
rank(Lo(m)) = 0 (m) , rank(L•⑷）二 •⑷， | |V7 | |2 < e. 
Thus, i f Jm is a Toepl i tz ma t r i x in the Wiener class, then the spectrum of 
( S ( 2 ) ) - i M is clustered around (1,0) G C. As a consequence, when the G M R E S 
method is appl ied to solving the precondit ioned system 
炉))-iMy = (和))-ib， 
we can expect a fast convergence rate. 
For s impl ic i ty, we assume that s + 1 = m in the fo l lowing analysis of the 
operat ion cost. Regarding the cost in each i te ra t ion of the G M R E S method, the 
main work is the matr ix-vector mul t ip l i ca t ion 
�）-i:\/v 三（礼4) % Im - hs{B) S s[.Jm))-iAIv’ 
Chapter 1. Solving Systems of ODEs with Boundary Value Methods 19 
where v is a vector. Since (云⑵广工 can be diagonalized by the two-dimensional 
Fourier ma t r i x , the matr ix -vector mul t ip l i ca t ion can be obta ined w i t h i n 0{m? 
log 771) operations by using FFTs . For the Strang-type block-circulant precondi-
t ioner S stated in §1.3，in each i terat ion, there are m Toepl i tz systems of order 
m needed to be solved. Thus, the complexi ty in each i te ra t ion of our method is 
much lower. 
1.4.3 Numerical Result 
We give two examples to compare the Strang-type B C C B precondit ioners ⑵ and 
5(2) w i t h the Strang-type block-circulant precondit ioner S. I n these examples, 
the B V M we used is the f i f th order G A M which has p = 4. 
Example 2. Consider the wave equation: 
f 
Ut - u 工 = 0 , 
< zx(:r’ 0 ) 二 sin(:r)， x G [0, t t ] , 
tz(7r，t) = 0， tG[0，27r. v. 
We discretize the par t ia l di f ferential operator d/dx w i t h the first order forward 
differences and step size A x = 7r/m, Xi = iAx. The system of ODEs is obtained 
as follows: 
y,⑴二 Jmy⑴， 力 e[0，2兀]， 
\ y(0) = ( s i n ( : r i ) , s i n ( : r 2 ) , … , s i n ( : r �T， 
where 
( - 1 1 ) 
J — 丄 •.. •.. 
^ " A x ... 1 • 
V - V 
Chapter 1. Solving Systems of ODEs with Boundary Value Methods 20 
Example 3. Consider 
y〔t) = JrMt), t e [ 0 ， i ]， 
y ( 0 ) 二（1，2,3,... ,m)T， 
\ 
where 
(-6 2-1 \ 
2 - 6 2 - 1 
• • • • 
1 • . • • 
— . . • • 
Jm — ‘ 
. • • • -1 • . • . • . • • —1 
•. •. •. 9 • • • ^ 
V - 1 2 -6yl 
Table 1.2 l ists the number of i terat ions requi red for convergence of the G M R E S 
method w i t h di f ferent precondit ioners. F rom the table, we see tha t the numbers 
of i terat ions of ⑵ and 5 ⑵ are s l ight ly larger t h a n those of S. B u t we should 
emphasize t h a t the operat ion costs per i t e ra t ion of S ⑶ and 沒⑵ are less t han 
those of S. We remark t ha t for Example 2, ⑵ is singular. 
1.5 Preconditioned Waveform Relaxation 
Waveform re laxat ion ( W R ) is a classical me thod to solve (1.1) by sp l i t t i ng the 
stiffness m a t r i x Jm in to Q _ P. Typ ica l examples of waveform re laxat ion are the 
so-called Jacobi W R and Gauss-Seidel W R . I n th is section, we use the circulant 
and skew-circulant decomposi t ion for sp l i t t i ng the ma t r i x Jm. We call i t the C+S 
version of W R . We w i l l see tha t the convergence rate of the C + 5 version of W R 
is faster t h a n tha t of the Jacobi and Gauss-Seidel W R . 
1.5.1 Waveform Relaxation 
By sp l i t t i ng the m a t r i x Jm as 
Jm 二 Q-P, (1-25) 
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m 5 I / S §(2) m s \ I S S ⑵ 5 ⑵ 
20 16 29 8 14 20 16 22 5 9 10 
32 38 7 13 32 38 5 9 9 
64 70 6 13 64 70 4 9 9 
128 133 5 13 128 134 4 9 9 
40 16 68 9 16 40 16 22 5 9 9 
32 53 8 15 32 37 5 9 9 
64 66 7 15 64 70 4 9 9 
128 120 6 15 128 134 4 9 9 
80 16 157 10 19 80 16 21 5 9 9 
32 126 8 18 32 37 5 9 9 
64 98 7 18 64 69 4 9 9 
128 116 6 17 128 133 4 9 9 
Table 1.2: Number of i terat ions for convergence i n Examples 2 ( lef t ) and 3 ( r ight ) , 
we can construct an i te ra t ion of the f o rm for (1.1) 
: ⑴ + P y _ ) ⑴ = Q y ⑷ ⑴ + g⑷，亡 e (亡 0，幻， ( 126 ) 
‘ ( 力 o ) = z， 
\ 
where /c = 0，1,…，and y(o) is a given i n i t i a l guess usual ly given by y ( 。 ) ⑴ = z 
for t e [to,T]. The i te ra t ion (1.26) is called the waveform re laxat ion method 
or dynamic i terat ion, see [10]. Th i s me thod or ig inated f r om electr ical network 
s imulat ion, see [26]. I t differs f r o m standard i terat ive techniques in tha t i t is a 
cont inuous- in- t ime analogue of s ta t ionary method by i te ra t ing w i t h funct ions. 
The Jacobi and Gaiiss-Seidel versions of the W R technique are classical meth-
ods. To be more precise, the m a t r i x Jm is f irst decomposed as Jm = L + D + 
where D is a diagonal ma t r i x , L is a s t r i c t l y lower t r iangu lar m a t r i x and is a 
s t r i c t l y upper t r iangular mat r i x . The spl i t t ings 
p 二 D, Q 二 L + U, 
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and 
P = L-rD, Q 二 
define, respectively, the Jacobi and Gauss-Seidel \ V R i terat ions. 
I f J爪 in (1.25) is Toepl i tz，by using the wel l -known circulant and skew-
circulant decomposit ion of Toepl i tz mat r ix , we decompose the mat r i x J … a s 
J爪=Q _ P，where P is a circulant mat r ix and Q is a skew-circulant mat r ix , see 
11]. More precisely, for a Toepl i tz mat r ix 
Tm 二（“-J)「户 1 二（“)口)i, 
we can decompose the mat r ix Tm as 
= C；, + 5 . , (1.27) 
whor f 
^ C{) C[…Crn-2 (.m-1 ^ 
(�m-l 广(） .• .• '^fM-2 
/-T • • i —— . 
V Til — . . . . . • 
r_’ . . . . . . Co Ci 
乂 n (‘J . . . r，n-l / 
/ \ 
-、l> ‘、1 - . • ,、"l —2 -^rti 1 
—5,71 . 1 .、•> . . . • .、 '"-
. . . . ‘ 
^ — . ‘ ‘ 
— - • . • 
- - . . . • >(( � 1 
\ - � 1 一、-’ … —、,,丨 i .�f, / 
wi th 
(0 -r >0 = to. (、=。i： - t - ” , . . : 、 n - = 一 t -.”.“• • 人 - = 1 . 丄 • • . . 川 — 1 . 
一 一 
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T h e W R m e t h o d w i t h th is new scheme is cal led the C S version. 
T h e convergence behavior of the W R methods has been s tud ied extensively 
i n a series of papers i n [27, 29，30] where the authors fo rmu la ted the convergence 
character ist ics of the m e t h o d i n terms of the spectra l radius of the corresponding 
waveform re laxat ion operator . To accelerate the W R i tera t ions, the m u l t i g r i d 
technique was s tud ied i n [34] and the precond i t ion ing technique was discussed in 
1 0 ； . 
1.5.2 Invertibility of the Strang-type preconditioners 
We know t h a t i f the B V M for (1.26) is _Ap，广^^-stable and the eigenvalues of P 
sat isfy 
R e ( A , ( P ) ) G C - , 
for A; = 1, • • • ,m, t hen the St rang- type b lock-c i rcu lant precondi t ioner 
S = s{A) + hs{B) 0 P, (1.28) 
is inver t ib le , see Theorem 1 i n §1.2.2. 
I n some cases, there is a X人P) wh ich does not sat isfy the cond i t ion in Theorem 
1，say, Re{Xi{P)) • C—. I f P is diagonal izable by a un i t a r y ma t r i x , we can "move" 
Xi{P) i n to C— by subt rac t ing Amax + £ f rom the ma in d iagonal of the m a t r i x P, 
where . 
Amax = m a x { R e { A / ( P ) ) • C " } 
and 5 is a posit ive real number. A f te r such a modi f icat ion, a new ma t r i x P can 
be w r i t t e n as 
P 二 P - ( A m a x + 礼 . 
I t yields a new decomposit ion of the ma t r i x Jm-
Jm = Q - P 
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where 
Q = Q+ (Axnax + 印m. 
Obviously, a l l the eigenvalues of P are now i n C一 and therefore Theorem 1 is s t i l l 
applicable. 
1.5.3 Convergence rate and operation cost 
Let A f 二 A (g) /m - (g) P and G = -h{B (g) Q). For the convergence of the 
W R method, we require tha t p{M'^G) < 1 where p(.) is the spectral radius. For 
the convergence rate of the G M R E S method, as shown i n §1.3, by Theorem 2, we 
have S—iM 二 I L where r a n k ( L ) < 2mfi. Thus, the G M R E S w i l l converge in 
at most 2mII + 1 i terat ions in exact ar i thmet ic . Now, we compare the operat ion 
cost w i t h dif ferent W R spl i t t ings for Toepl i tz m a t r i x 
Jm = 二（收 
(i) I n the Jacobi W R iterat ions, since M is a block-Toepl i tz ma t r i x w i t h 
Toepl i tz blocks (plus a small rank per tu rba t ion) , by using Strang's em-
bedding a lgor i thm w i t h FFTs , see [12, 23], M v can be computed w i t h i n 
0{ms\ogms) operations. Meanwhile, 
S = s{A) (g) /爪 + qohs{B) 0 1爪, 
therefore, can be calculated w i t h i n 0{ms l ogs) operations. Thus, com-
pu t ing 5 " ^ ( M v ) requires 0 ( m s log ms) operations. 
(i i) I n the Gauss-Seidel W R iterations, we note tha t 
A/i 0 7爪 + HAB 0 P 
is a block diagonal mat r i x w i t h lower t r iangular Toepl i tz blocks. There-
fore, we have to solve s + 1 lower t r iangular Toepl i tz systems of size m-
by-m. B y using the superfast direct Toepl i tz solver, see [12], i t requires 
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0{smlog^m) operat ions to calculate for some vector w . As i n ( i ) , 
M v can also be computed w i t h i n 0{mslogms) operat ions. Therefore, i t 
requires 0{ms logms + ms log^ m) operat ions to compute 
( i i i ) I n the C + S version of W R i terat ions, since the m a t r i x P is a c i rcu lant 
m a t r i x , we have 
S-\Mv) 二 (F奸 1 0 Fm){AA + hkB 0 ® F ; ) ( M V ) 
B y using the F F T , can be calculated w i t h i n 0[ms log ms) operat ions. 
As i n ( i ) , M v can also be computed w i t h i n 0{ms log ms) operat ions. There-
fore, i t requires 0{ms logms) operat ions to compute 5 ~ ^ ( M v ) . 
Consequently, by Theorem 2, the t o t a l complex i ty of each W R i te ra t ion is bounded 
by 0{m'^slogms) operat ions by using the C + 5 version and the Jacobi version, 
whi le is bounded by 0 ( m ^ s l o g m s + m '^s log^m) operat ions by using the Gauss-
Seidel version. 
1.5.4 Numerical Result 
So far, we have in t roduced our me thod wh ich combines the W R i terat ions, the 
B V M and the G M R E S method together w i t h the Strang- type precondi t ioner for 
solving (1.1). F rom the preceding analysis, we choose diagonal dominant Toepl i tz 
matr ices as our stiffness matrices in order to guarantee the convergence of the 
W R i terat ions. The B V M we used i n the experiments is the f i f t h order G A M , 
see [9]. The stopping cr i ter ion of the W R i terat ions is 
- " " “ ^ - < 10-6 
|y ⑷ " 2 
where is the solut ion after the A;-th W R i terat ion. 
Example 4 Consider 
< y'{t) = Jmy⑴,^ G (0,1], 
\ y ( 0 ) = (1，2广.，771)了， 
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where 
^ - 6 2 - 1 、 
2 — 6 2 - 1 
—1 2 - 6 • . . • . . 
Jm — • 
- 1 ... ••. ... —1 
• . •. •. 9 
• a • ^ 
V — 1 2 -6yl 
Table 1.3 shows the number of W R i terat ions and t o t a l C P U t ime (on a 
886MHz PC) required for convergence w i t h dif ferent combinat ions of ma t r i x sizes 
m and s. As expected, the number of i terat ions required for convergence remains 
almost constant for increasing m and s. 
m s C + S Jacobi GS m s C + S Jacobi GS 
20 16 11 18 11 20 16 2.64 3.63 2.47 
32 11 18 11 32 3.02 4.61 2.91 
64 11 18 11 64 4.39 6.54 4.17 
128 11 17 11 128 7.63 11.04 7.74 
40 16 11 18 11 40 16 2.97 4.72 2.96 
32 11 19 11 32 4.12 6.92 4.23 
64 11 17 11 64 7.52 11.48 7.75 
128 10 17 11 - 128 27.24 44.54 30.65 
60 16 11 18 11 60 16 3.63 5.71 3.74 
32 11 17 11 32 5.44 8.95 5.66 
64 11 17 11 64 16.58 25.98 18.90 
128 10 17 10 128 59.75 106.01 64.49 
Table 1.3: Number of W R iterations (left) and to ta l C P U t ime (sec) (r ight) for 
convergence in Example 4. 
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1.6 Multigrid Waveform Relaxation 
M u l t i g r i d m e t h o d is a wel l -known method for solv ing the di f ferent ia l equations. 
I n [34], they have proposed to use mu l t i g r i d me thod for solving (1.26) w i t h I V M . 
I n th is section, we w i l l show how to combine the ideas w i t h mu l t i g r i d method 
and B V M to accelerate the W R i terat ions. 
1.6.1 Multigrid Method 
M u l t i g r i d me thod have been studied extensively and is one of the best method 
developed i n the past few decades. I t is also an effective too l for solving di f ferent ia l 
equations, especially e l l ipt ic equations. The basic idea of mu l t i g r i d is coming f rom 
two wel l -known techniques, the i terat ive refinement and the coarse gr id correct ion, 
see [7] for details. B y combin ing these two techniques, we can get the so-called 
V-cycle or W-cyc le scheme for mu l t i g r i d method. Here we concentrate on the 
V-cycle scheme wh ich can be described as follows: 
f u n c t i o n P = MGV(" i，"2)( f、g几)； 
i f n = q, 
P 二 化 
e l s e f o r i = 1 : Ui 
P 二 
end; 
e 几+1 =^MGV(z/i，z/2)(0,cr+i); 
fn 二 p + 时 1 ) ; 
f o r i — 1 : 1/2 
end; 
end; 
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where /；^+丄 and /；^+丄 is the smoothing, p ro longat ion and rest r ic t ion operators 
at g r id level n respectively, ] 、 P and g ” are the corresponding ma t r i x , i terate 
and r ight hand side at g r id level n ， a n d "2 are the number of i terat ions i n the 
smooth ing operators, and q is the level of finest gr id . 
Typ i ca l choices of smooth ing operators S"" are the Richardson, Jacobi or 
Gauss-Seidel i terat ions. Also, the typ ica l p ro longat ion and rest r ic t ion operators 
are 
" 2 1 0 、 
i r H .1 2 .1 . (1.29) 
I 0 1 2 lyl 
and = 2 ( / 。 1 , . 
Now, we i l lus t rate how to use mu l t i g r i d me thod to solve the system (1.1) 
w i t h boundary value method. F i rs t , we use the boundary value method defined 
in §1.3.1 to get the discrete system (1.10). Then, we use the mu l t i g r id V-cycle 
scheme stated above to solve this system. I n each gr id level, we use the W R 
i tera t ion as the smooth ing operator, tha t is 
{A^Im + hB^ P)y(好 1) 二 ei (g) z + "(B (g) I J g + h(B ③ Q)y⑷ 
where y ⑷ is the A;-th i terat ion. Moreover, we can choose 
0 as the 
restr ic t ion operator at level n such tha t /二+1 and /；^ +： are defined by (1.29) 
which are corresponding to the t ime and spat ial domain respectively. Also, the 
prolongat ion operator can be defined by ⑧(2/；^+1)了. 
1.6.2 Numerical Result 
We demonstrate the efficiency of the mu l t ig r id method to accelerate the classical 
waveform relaxation. We use the heat equation, which is stated in Example 1， 
as an example. The B V M we used is the t h i r d order G A M which has = 2. 
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m s W R M G W R m s W R M G W R 
8 4 43 17 32 4 693 229 
8 44 12 8 732 184 
16 39 9 16 738 129 
32 38 8 32 703 74 
64 38 7 64 664 38 
128 38 8 128 636 20 
16 4 182 69 64 4 2507 886 
8 184 48 8 2892 728 
16 178 30 16 2842 494 
32 164 17 32 2860 294 
64 153 11 64 2755 161 
128 155 10 128 2656 85 
Table 1.4: Number of i terat ions of waveform relaxat ion ( W R ) and mu l t i g r id 
waveform re laxat ion ( M G W R ) for convergence in Example 1. 
Also, the Gauss-Seidel sp l i t t ing is used in the waveform relaxat ion. Note tha t 
the s topping cr i ter ion of the i terat ions is 
(fc+i) 
- ⑷ y ‘ < 10-6 
| y ( ) | 2 
where y ⑷ is the solut ion after the A;-th mu l t i g r id i terat ion. 
Table 1.4 shows the number of W R iterat ions required for convergence w i t h 
different combinat ions of ma t r i x sizes m and s. We can see tha t the number 
of i terat ions required by the mu l t ig r id waveform relaxat ion method decreases 
when m is f ixed and s increases. However, the number of i terat ions required by 
waveform relaxat ion w i thou t mu l t i g r id remains nearly constant when m is f ixed 
and s increases. 
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1.6.3 Concluding Remark 
From the exper iment , we can see tha t the W R i terat ions required by the mu l t i g r i d 
W R method decreases when m is f ixed and s increases. I t is because the system 
is domina ted by the spat ia l domain when m is f ixed and 5 increases. Thus, the 
mu l t i g r i d m e t h o d can speed up the convergence of the waveform relaxat ion. 
Chapter 2 
Restoration of Chopped and 
Nodded Images 
2.1 Introduction 
I n the rma l inf rared astronomy, the signal s{x, y) i n the image plane is superposed 
by the celestial source / ( x , y) and a large variable background a(x , y, t ) , that is 
5(x, y) = / ( x , y) + a{x, y, t). (2.1) 
To extract the celestial source /，the first prob lem is to el iminate the effect of the 
background a. To do this, we need to obta in another new signal Si coming f rom 
area in the sky close to tha t of the signal 's w i t h a shif t A in the y coordinate at 
t ime t'. Then, the new signal 5i is given by 
Si(工,y ) = /(工，？/ + A ) + a ( x , 2/ + A , 0 . ( 2 . 2 ) 
I f the backgrounds at different t imes are similar, a[x,y + ~ a{x,y,t), and 
the sky area close to that of interest is empty, f{x,y + A) = 0, then we can obtain 
f { x , y ) by subtract ing (2.1) f rom (2.2). Th is technique is called chopping and the 
quant i ty A is called the chopping throw or chopping amplitude. 
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However, the backgrounds at different t imes t and t丨 may not be equal in 
general. Moreover, for mechanical reasons, the chopping ampl i tudes cannot be 
too far f r om the or ig ina l source posit ion. Thus, / ( x , y + A ) ^ 0. Therefore, when 
subt rac t ing (2.1) f r om (2.2), we have 
y) - 51 (x, y) = f i x , y) - / ( x , 2 / + A ) + A a , (2.3) 
where A a is the difference between the corresponding backgrounds. 
So, the next p rob lem is to el iminate A a . To solve this, we can apply the 
nodding (or beam-switching) technique. Th is technique is simi lar to chopping but 
i t changes the chopping ampl i tude to - A i n y coordinate to get the other signal 
S2, tha t is 
S2(x, y) - y) = / ( x , y - A ) - / ( x , y) + A a . (2.4) 
B y subtract ing (2.3) f rom (2.4), we get the so-called chopped and nodded image 
which is given by 
g{x, y)三-si{x, y) + 2s{x, y) - 52(x, y) 
= - / ( x , y - A ) + 2 / ( x , y) - / ( x , y + A ) . (2.5) 
Note tha t the image g is independent of the background. Thus, to restore the 
celestial source / ’ we need to solve an inverse prob lem f rom the chopped and 
nodded image g. • 
Assume tha t the size of pixel of / ( x , y) and g{x, y) is 5 x 6, let A = KS where 
K is an integer and let the image g consists of iV x iV pixels. Then, we can rewrite 
(2.5) in the fol lowing discrete form 
gj,m = -fj,m-K + 2 力，m — fj,m+K (2.6) 
where g]，m and 力，爪 are the samples of g{x, y) and / ( x , y) respectively. 
For each j , let the values 办爪，m = 1, 2，…，iV, be the entries of a vector g] . 
Similarly, let n 二 1 ， 2 ， … + 2K, be the entries of a vector f^. Then, the 
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re la t ion (2.6) can be w r i t t e n i n the fo l lowing m a t r i x fo rm 
g, 二 辟 （2.7) 
where 
/ - 1 0 ••• 0 2 0 ••• 0 - 1 \ 
- 1 0 … 0 2 0 . . . 0 —1 0 
••• ••• ... •.. •.. 
h . . . . . . . . . . . . . ‘ 
0 0 ... 0 2 0 … 0 -1 
^ - 1 0 ••• 0 2 0 ••• 0 - 1 y 
and is called the imaging matrix. Note t ha t the first row of A is 
(-1,0,...,0,2,0,...,0,-1,0,...,0). 
K-1 K-1 N-1 
I n pract ice, there may have some errors i n (2.7). One of t hem is the existence 
of noise. I n [5], they pointed out tha t the noise can be approx imated by whi te 
Gaussian noise. Thus, the j - t h co lumn of chopped and nodded image g w i l l be 
given by 
gj = Aij + xij (2.8) 
where n^ is the Gaussian noise in the j - t h co lumn of g. 
Moreover, since the mat r i x A is i l l -condit ioned, the solut ion of (2.8) w i l l be 
affected by the ampl i f icat ion of the noise. Thus, regular izat ion methods must 
be used in control l ing the ampl i f icat ion of noise. Also, we note tha t , f rom the 
physics point of view, the brightness d is t r ibu t ion of a celestial source must be 
nonnegative. Thus, only nonnegative solut ion of (2.8) is needed. 
The previous work was done by Bertero, Boccacci and Robberto in [5]. The 
so-called projected Landweber method was proposed to restore the chopped and 
nodded images. However, two art i facts, discontinuities and ghosts, appear in the 
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reconstructed images. The discont inui t ies are ma in l y due to the b lock s t ruc ture 
of the imag ing m a t r i x A, whi le the ghosts are due to the use of the p ro jec t ion 
operator . T h e y noted tha t the locat ions of the ar t i facts are re lated to the size 
of the images N and the chopped ampl i tude K. Thus, they appl ied the median 
f i l ter t o more t h a n two restored images wh ich corresponding to di f ferent chopping 
ampl i tudes K t o reduce the art i facts, see [6] for detai ls. 
I n §2.3, we w i l l in t roduce some numer ica l methods to e l iminate the art i facts. 
The f irst one is the classical T i khonov regular izat ion. We use the symmetr ic 
Gauss-Seidel me thod to solve the corresponding l inear system. We note t ha t th is 
approach is jus t a modi f ica t ion of pro jected Landweber method by some damp ing 
operators. Also, th is method can el iminate the ghosts i n the reconstructed images. 
The second me thod is the modi f ied residual n o r m steepest descent ( M R N S D ) 
method. Th i s me thod is a new developed me thod proposed by Hanke, Nagy and 
Vogel i n [18], wh ich is used for solving a m in im iza t i on problems w i t h nonnegat iv-
i t y constra int . The ma in idea is using the parameter izat ion f = exp(z) and the 
bounded l ine search w i t h steepest descent method. F rom the numer ical results, 
we can see tha t the M R N S D method not only can el iminate the ghosts, bu t also 
can give a smooth solut ion. However, we w i l l see tha t some other ar t i facts are 
appeared i n the reconstructed images. 
The f inal method we used is the piecewise po lynomia l t runcated singular 
value decomposi t ion ( P P - T S V D ) method, wh ich was proposed by Hansen and 
Mosegaard in [21]. The main idea is to replace ||Lpf II2 by ||Lpf ||i i n modi f ied t run-
cated singular value decomposit ion ( M T S V D ) , where Lp is the order p derivative 
operator. We note tha t the choice of Lp controls the smoothness of the solutions. 
We can see tha t this method can give good results for one-dimensional case. The 
ghosts and the discontinuit ies are el iminated efficiently. However, there is s t i l l no 
simple implementat ion technique for two-dimensional cases. 
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2.2 The Projected Land web er Method 
I n [5], the p ro jec ted Landweber m e t h o d was proposed by Ber te ro et a l t o restore 
the chopped and nodded images t o get the nonnegat ive solut ions. The i tera t ive 
a l g o r i t h m is g iven as fol lows: 
if 二 0, 
f 广 ) 二 左)+明Tg广 ， 
where P+ is the convex p ro jec t i on onto the closed set of the nonnegat ive vectors 
wh i ch is def ined by 
( 
(P十仏=力，…if 力,n〉0， (2.9) 
0, i f fj,n < 0, 
\ 
and T is a re laxat ion parameter wh i ch satisfies the inequal i t ies 
2 
0 < r < 
w i t h the largest s ingular value ai of the imag ing m a t r i x A. 
T h e y po in ted out t ha t the me thod has a regular iz ing effect, wh ich is usual ly 
cal led semiconvergence [6]: the first iterates approach the required image，but 
the noise will be amplified when the number of iterations is more than a certain 
limit Thus, they in t roduced a s topping cr i ter ion, wh ich is based on the so-called 
discrepancy principle [4] for selecting the op t ima l number of i terat ions to ob ta in 
the best result of the images. F i rs t , they defined the average relative discrepancy 
by 
(k) — 巧 gj 2 
— ^ “ ， 
V Sj 2 / 
where || • II2 denotes the Eucl idean no rm of the vector. The i te ra t ion is stopped i f 
e⑷ is smaller t han some est imated value e of the relat ive root mean square error 
affect ing the image. 
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However, the reconstructed images computed by the projected Laiirlvvebcr 
method always have two kinds of art i facts. The first one is discont inui t ies. The 
ma in reason for the appearance of the discont inui t ies is coming f rom the block 
s t ructure of the imaging ma t r i x A , tha t is 
T = 
where 
^ ( //ci � T计 1 0 \ 
丄= • 
乂 0 IK-K, ®Tq j 
Note tha t 0 is the Kronecker product , I T " is the N-by-N o r thonorma l permuta-
t i on ma t r i x , IK is K-hy-K ident i ty ma t r i x and 
/ -1 2 -1 0 、 
- 1 2 - 1 
Tq= . . . • 
• • • 
• • • 
( • - 1 2 -1 人 侧 
Then, the discontinuit ies appear at the rows Ki, K, K -{- Ki, 2 / ( , 2K Ku ...， 
qK-^Ki, qK + K of the restored brightness d is t r ibut ion, where q and Ki are the 
quot ient and the remainder of N/K respectively. Moreover, the other art i fact 
is the mul t ip le ghost images of br ight stars, wh ich are main ly due to the use of 
pro ject ion for nonnegative cr i ter ion. We note tha t the ghosts are spanned by 
the nu l l vectors of the imaging mat r i x A, which are spaced by K pixels f rom the 
br ight stars and may appear as dark images over a br ight background or versa 
vice. 
I n Figure 2.1, we simulate three one-dimensional examples for testing. The 
first row of Figure 2.1 is the true images, the second row is the corresponding 
chopped and nodded images and the t h i r d row shows the chopped and nodded 
images w i t h 2% noise. The results computed by projected Landweber method 
are shown in Figure 2.2. The relaxat ion parameter r is set to be 1.8/crf in all 
Chapter 2. Restoration of Chopped and Noddrd [nm以、s ：乂） 
01 ‘ • • 
0» 
01 • ‘ 
0* _ 
07• • 07 , 
OT • 
0 • ‘ 
0« • 
OS . . 05 . oi, • 
04 • • • 
04 
‘ • 03 • 
03 • 
52. 02- - -
03 • 
• � ’ � I 
J … ； 二 .. 二 二 i « " " " … … ， … ， … 一 
' r — T — i 
1 I s • 
.. : : : I 0» 
“ \ . \ 。 、 \ _ , — 
- • t L ^ W 一 — r i X U L 
‘ ‘ ‘ 厂 ‘ n ] ‘ ‘ 厂 ‘ n , [ ‘ ‘ i p ‘ ^ 
,4 • - I S . 
OS • 
。，. 〜、 
\ \ ��� 1 一 
丨 \ .——,,I \ I \「--——J 一 、 
——S S is ^ ^ „ » « > » ’ 0 0 丨 20 “ 
Figure 2.1: Three one-dimensional tes t ing images. F i rs t row: or ig ina l images, 
Second row: chopped and nodded images w i t h no noise, T h i r d row: chopped and 
nodded image w i t h 2% noise. 
experiments. We can see t ha t b o t h the ghosts and discont inui t ies appear i n the 
reconstructed images. Also, the intensit ies of the peaks, especially the one outside 
the observed region, are suppressed by the pro jec ted Landweber me thod i n bo th 
the noise free and noisy cases. 
2.3 Other Numerical Methods 
I n th is section, we give some numer ica l methods to e l iminate the art i facts. We 
i l lustrate, by one-dimensional examples, tha t the solut ion of each method has i ts 
own propert ies. Here we only give a br ief descr ipt ion and state out the a lgor i thm 
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Figure 2.2: Reconst ruc ted images of F igure 2.1 computed by p ro jec ted Landweber 
method . 
for each methods. For more detai ls, see [17，28, 20 . 
2.3.1 Tikhonov Regularization 
Standard regu lar iza t ion method for discrete i l l -posed problems, Af = g, is the 
T i khonov regular izat ion [17 
+ (2.10) 
f 2 ^ 2 
where a is the regular izat ion parameter -and \\Rf\\l is the pena l ty t e r m which 
controls the smoothness of the solut ions. I n pract ice, R is chosen to be the 
iden t i t y or the gradient operator. Note tha t the so lut ion of (2.10) is 
[A^A + aR^R)i = A'g (2.11) 
where A^ is the transpose of A. 
However, one ma jo r prob lem of T i khonov regular izat ion is to select a suitable 
regular izat ion parameter a . L-curve [22] and generalized cross-val idat ion ( G C V ) 
.36] are two common approaches to est imate the regular izat ion parameter. On 
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t he o ther hand , i t is h a r d t o solve (2.11) d i rec t l y since the c o m p u t a t i o n a l cost is 
very large. Thus , i te ra t i ve methods, such as p recond i t i oned con jugate grad ient , 
are usua l l y used t o solve the system. 
T o restore the chopped and nodded images, we propose t o use some classical 
re laxa t i on methods t o solve (2.11). We do not use the conjugate grad ient m e t h o d 
because i t is h a r d t o impose the nonnega t i v i t y cons t ra in t on i t . T y p i c a l choices 
of the re laxa t i on m e t h o d are Richardson, Jacobi and Gauss-Seidel methods [16 . 
A lso, the l inear ex t rapo la t i on is used for p rov i d i ng the s tab i l i t y t o the system, 
t h a t is 
= + (2 .12) 
where f * is the in termedia te i terate and a; is the we igh t ing parameter between 0 
and 1. For a l inear system Af = g, i f the m a t r i x A is sp l i t t ed in to M-hN, t hen 
the i te ra t i ve a l go r i t hm combin ing w i t h (2.12) becomes 
f(A:+i) 二 f ⑷ + a ; i k r i ( g — A f ⑷ ) . (2.13) 
M o r e o v e r / t o sat isfy the nonnegat i v i t y const ra in t , we can s imp ly use the projec-
t i o n operator def ined i n (2.9). Note t h a t the p ro jec ted Landweber m e t h o d is j us t 
f i nd ing the least square so lu t ion of (2.7) w i t h R ichardson sp l i t t i ng , M = / , i n 
(2.13). W e also remark t h a t di f ferent choices of M leads to different propert ies 
of the solut ions. . 
I n our numer ica l experiments, we use the symmet r i c Gauss-Seidel (SGS) 
m e t h o d as the sp l i t t i ng scheme to solve (2.11), where the SGS me thod is de-
f ined as fol lows 
f * = ( L + Z ) 广 — ⑷)， (2.14) 
f(好 1) = ([/ + D)-\A^g — Lf*), (2.15) 
such t ha t L , D and U is the s t r i c t l y lower t r iangu lar , d iagonal and s t r i c t l y upper 
t r iangu lar par t of the ma t r i x A^A + aR^R. We also use the l inear ex t rapo la t ion 
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Figure 2.3: Reconstructed images of Figure 2.1 computed by T i khonov regular-
izat ion. 
(2.12) i n b o t h (2.14) and (2.15). Then, combin ing w i t h the pro jec t ion operator, 
our a lgor i thm becomes 
f* 二 f � + u{L + - {A^A + ai^T用f�)’ 
f(/c+i) 二 [r + u{U + Dy^A'g — + aR^R)r\ . 
The reconstructed images of Figure 2.1 computed by the SGS method w i t h 
weight ing parameter uj = 0.5 are i l lust rated in Figure 2.3. I n the noisy case, 
R is chosen to be the gradient operator ‘and the regular izat ion parameter a is 
set to be 0.01. We can see tha t the ghosts in b o t h noise free and noisy cases are 
much smaller t han the results of the projected Landweber method. Moreover, the 
intensit ies of the reconstructed images are much more accurate than the projected 
Landweber method. However, the discontinuit ies s t i l l appear in the reconstructed 
images. 
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2.3.2 MRNSD 
T h e other m e t h o d we used is the modi f ied residual n o r m steepest descent me thod 
( M R N S D ) , wh i ch is used for enforcing the nonnegat iv i ty constra int i n to min imiza-
t i o n problems w i t h o u t the use of the p ro jec t ion operator defined i n (2.9). The 
M R N S D was proposed by Hanke, Nagy and Vogel i n [18], who extended the idea 
suggested f r o m K a u f m a n i n [24], by using the parameter izat ion f = exp(z) in to 
the constra ined least square problems 
m i n J ( f ) 二 “ A f -
f 丄 
subject t o f > 0. 
F i rs t , they used the chain rule t o compute the gradient of J ( f ) w i t h respect 
to z, we have 
g r a d , J ( f ) = F g r a d f J ( f ) = FA^{Ai 一 g) 
where F 二 d iag ( f ) . Then, set t ing g r a d ^ J ( f ) 二 0, we can develop an i terat ive 
a lgo r i thm of the fo rm 
= f ⑷ + akP ⑷ 
where p ⑷ 二 — ⑷ — g ) and Fk = d i a g ( f ⑷ ) . N o t e tha t th is is similar to 
the s tandard steepest descent method, except the negative gradient is weighted 
by the components of the approximate solut ion. To ensure the nonnegat iv i ty of 
f⑷，we take 
OLk = min(aunconstr, Q^bndry) 
where 
〈 p ⑷ ， 作 f ⑷ - g ) 〉 
ttunconstr = 〈p⑷,乂了如⑷〉 
and 
( f ⑷ 、 
Qbndry = m a x { a > 0 : f ⑷ + a p ⑷ > 0 } = = m i n | - ^ ： p!") < 0 
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We note tha t owconstr is the step size determined by the unconstrained l ine search 
method. Then, given a nonnegative in i t i a l guess f(o), we get the fo l lowing M R N S D 
algor i thm: 
function f - MRNSD(.4, f(o)，g)； 
f = f (0)； 
二 diag(f); 
for k = 
u = i4p; 
a = m in ( 7 / ( u ^ u ) , minp.<o(-/i/Pi)； 
f = f + ap; 
F = diag(f); 
z = A^U] 
d 二 d + az; 
end; 
We note tha t the min imizat ion problem (2.10) is equivalent to 
/ \ / \ ‘ 
m in , f - g . (2.16) 
f V V 2 
Thus, we can minimize (2.10) by the M R N S D method w i t h (2.16) in the case of 
existence of noise. 
The results computed by M R N S D method are i l lustrated in Figure 2.4. For 
the noisy case, R is chosen to be the ident i ty and a is set to be 0.01. We can see 
that al l ghosts are removed by the M R N S D method in bo th noise free and noisy 
cases. The intensities of the peaks are much more accurate than the previous 
methods. Moreover, the noise are also suppressed. 
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Figure 2.4: Reconstructed images of Figure 2.1 computed by M R N S D . 
2.3.3 Piecewise Polynomial TSVD 
Besides T ikhonov regularization, the other class of regular izat ion technique is the 
so-called t runcated singular value decomposit ion ( T S V D ) 
m in |lf||2 subject to \\Akf — g\ \ l , 
where Ak is the T S V D mat r i x of rank k given by 
k 
such that cr! are the z-th largest singular value, and u^ and v , are the left and 
r ight singular vectors corresponding to cr^ . One extension of the T S V D method 
is called the modif ied T S V D ( M T S V D ) which is defined as follows: 
m in \\Lpi\\l subject to \\Aki — g\\l, (2.17) 
where Lp is the discrete approximation to the order p derivative operator. Obvi-
ously, the M T S V D solution also is a regularized solution. Also, bo th T S V D and 
M T S V D solutions are continuous and smooth. 
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However, the solut ions may have d iscont inu i t ies i n some cases. Hence, o ther 
regu la r i za t ion a lgo r i thms must be used t o compu te such solut ions. One approach 
is t o replace the | |M | |2 by ||Lif||i i n (2.10). We note t h a t th i s mod i f i ca t i on 
is j us t the t o t a l va r ia t i on regu lar iza t ion proposed by Rud in , Osher and Fa temi 
i n [32] and some special o p t i m i z a t i o n a lgor i thms must be used t o overcome the 
non-d i f fe ren t iab i l i t y of the t e r m ||Lif||i, see [14, 31] for detai ls. 
A n o t h e r approach is the so-called piecewise po l ynom ia l T S V D ( P P - T S V D ) 
wh i ch is proposed by Hansen and Mosegaard i n [21]. T h e m a i n idea is t o replace 
the n o r m ||LpfII2 by | |Lpf | | i i n (2.17), t h a t is 
m in | |Lp f | |? subject t o \\Akf - g\\l (2.18) 
We note t h a t the so lu t ion of (2.18) is piecewise po l ynom ia l w i t h degree p - 1， 
wh ich is proved i n [21 . 
T h e or ig ina l one-dimensional version of the P P - T S V D a lgo r i t hm was based 
on the fact t h a t the P P - T S V D so lu t ion fi^^k can be w r i t t e n as 
k T 
fLp’k = fk — V>k， 二 
where f^ is the T S V D solut ion, V^ = ( v ^ + i , . . •，Vn) and w/, is the so lu t ion of the 
l inear / i - p rob lem 
m i n — (Lpffc)|| i. 
However, i t is not possible to compute the fu l l S V D for large-scale problems 
because of the compu ta t i on cost. Thus, we need an a lgo r i t hm tha t avoids the 
expl ic i t use of the m a t r i x 
One approach was done by Hansen, Jacobsen, Rasmussen and S0rensen in [20 • 
They replace the unconstrained / i -p rob lem w i t h a related l inear ly constrained h -
problem. F i rs t , let I 4 二 ( v i , . . • ， c o n s i s t of the f irst k r ight singular vectors, 
and rewr i te the P P - T S V D solut ion as 
hp,k = h — Yk 
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Figure 2.5: Reconstructed images of F igure 2.1 computed by P P - T S V D . 
where y ^ 二 V》k and lies i n the range of V^. Note t ha t y ^ is or thogonal to the 
range of Vk- Then, y^ can be computed as the so lu t ion t o the l inear ly constrained 
Zi-problem: 
。 m i n | | L p y - ( L p f f c ) | | i subject t o V f y = 0. (2.19) 
Thus, we only need to compute the first k pr inc ip le S V D components of A. 
The imp lementa t ion of th is approach is available i n the Regular izat ion Tools 
package developed by [19], wh ich is w r i t t e n in M A T L A B code i n the funct ion 
" p p t s v d " . The pr inc ipa l S V D components are computed by the bu i l t - i n M A T -
L A B func t ion "svds"，and use the simplex-based method suggested by Barrodale 
and Roberts [2] to solve (2.19). 
The results computed by P P - T S V D method are shown in the Figure 2.5. Lq is 
used in the f irst and the second examples, whi le L2 is used i n the t h i r d example. 
We can see tha t the P P - T S V D method not only can el iminate the ghosts, but 
also can preserve the smoothness in the reconstructed images. Also, the noise are 
also removed and the intensities of the peaks are almost preserved accurately. 
A 
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Figure 2.6: T w o chopped and nodded images: O r i o n nebula ( lef t) and the b r igh t 
star BS1370 ( r igh t ) . 
2.4 Numerical Result 
I n th is section, we give two real examples i n in f rared ast ronomy to compare the 
differences of a l l the numer ica l methods discussed i n §2.2 and §2.3. The f irst one 
is the br ight star BS1370 and the second one is the Or ion nebula, wh ich are taken 
f rom the Un i t ed K i n g d o m Inf rared Telescope on Augus t 26, 1996 and February 
9, 1997 respectively. The corresponding chopped and nodded images are shown 
in Figure 2.6 
The results obta ined by different methods are shown in Figure 2.7. The f irst 
co lumn is the results of the Or ion nebula, the second co lumn is the results of the 
br ight star BS1370 whi le the t h i r d co lumn is the cross-section of the reconstructed 
images of the br igh t star BS1370. Also, Table 2.1 gives the m a x i m u m intensi ty 
and i ts relat ive error of the reconstructed image of the br ight star BS1370 corre-
sponding to different methods. We note tha t there is no result i n the example of 
Or ion nebula by using P P - T S V D method because of the d i f f icu l ty for choosing 
suitable operator Lp and the parameter k i n (2.18) for th is image. 
From the results, we can see tha t the ghosts only appear i n the result of 
the projected Landweber method whi le al l methods we proposed can el iminate 
the ghosts efficiently. We note tha t the m a x i m u m intensi ty of the reconstructed 
images of the br ight star BS1370 are accurate by al l methods. The largest error 
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Methods m a x i m u m in tens i ty error 
Pro jec ted Landweber 10143 0.0006 
T i k h o n o v Regular iza t ion 9952 0.0193 
M R N S D 10231 0.0082 
P P - T S V D 10201 0.0051 
Table 2.1: M a x i m u m in tens i ty and i ts relat ive error of the reconstructed images 
of BS1370. 
is less t h a n 2% wh i ch is given by the T i khonov regular izat ion. However, the 
results computed by the T i khonov regular izat ion s t i l l have some discont inui t ies. 
Moreover, a l though the M R N S D method can get smooth results, i t also generates 
some smal l other ar t i facts i n the result of the Or ion nebula. 
2.5 Concluding Remark 
We have developed some numer ica l methods for the restorat ion of chopped and 
nodded images. These methods can el iminate the ghosts i n the reconstructed 
images, wh ich are generated by the projected Landweber method. Also, these 
methods can determine the intensit ies of the images accurately, even outside the 
observed region. However, we s t i l l cannot el iminate the discont inui t ies in the 
reconstructed images. A l t h o u g h P P - T S V D method can get a smooth solut ion 
in one-dimensional cases, i t is not easy to choose a suitable operator Lp and the 
parameter k. Moreover, the computa t ion cost in two-dimensional case is another 
prob lem for the P P - T S V D method. Thus, fur ther work is needed for developing 
an a lgor i thm in the two-dimensional cases. 
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Figure 2.7: Reconstructed images of the Or ion nebula (f irst column), BS1370 
(second column) and i ts cross-section along the brightest intensi ty ( th i rd column) 
which are computed by: Fi rst row: projected Landweber method, Second row: 
T ikhonov regularizat ion, T h i r d row: M R N S D and Four th row: P P - T S V D . 
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