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Social networks such as Facebook and Twitter, websites that allow us to share and store
information every day, ongoing research in dierent domain elds, advances in data collec-
tion and storage capabilities during the last age, among others, represent dierent sources
of information that increase the observations of phenomena every day and have led to
an information overload in most sciences. The problem is that not all these observations
are necessary or important for the understanding of a phenomenon of interest. These
high-dimensional sources of information represent a challenge in dierent elds such as
the computational one, and also represent a opportunity to learn from the data. There-
fore, methods that perform dimensionality reduction are required. In this thesis, the
dimensionality reduction problem is addressed by using dierent approaches. The rst
approach takes into account the use of some type of supervision such as classes or labels
in the design of the model. The second approach is the inclusion of kernels as a proven
tool to handle non-linearities in the data. Finally, the third strategy is based on on-line
learning and ecient implementations. To carry out these strategies, methods based on
matrix factorization as a main component are proposed.
Keywords: Machine Learning, Dimensionality Reduction, Supervised Learning, On-




Redes sociales como Facebook y Twitter, sitios web que nos permiten compartir y alma-
cenar información, investigaciones en curso en diferentes campos de dominio, avances en
colecciones de datos y capacidades de almacenamiento durante la última era, entre otros,
representan diferentes fuentes de información que incrementan las observaciones de un
fenómeno cada día y han conducido a una sobrecarga en la mayoría de las ciencias. El
problema es que no todas éstas observaciones son necesarias o importantes para el en-
tendimiento de un fenómeno de interés. Ésta alta dimensionalidad de los datos representa
un desafío en campos como el computacional, y también representa una oportunidad para
aprender de los datos. Por lo tanto, métodos que lleven a cabo reducción de la dimen-
sionalidad son requeridos. En ésta tesis, el problema de reducción de la dimensionalidad
es abordado utilizando diferentes enfoques. El primer enfoque toma en consideración el
uso de supervisión como clases o etiquetas en el diseño del modelo. El segundo enfoque es
la inclusión de kernels como herramientas probadas para manejar no-linealidades en los
datos. Finalmente, el último enfoque está basado en aprendizaje en línea e implementa-
ciones ecientes. Para llevar a cabo éstas estrategías, métodos basados en factorización
de matrices como principal componente son propuestos.
Palabras clave: Aprendizaje de máquina, Reducción de la dimensionalidad, apren-
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Chapter 1
Introduction
The Big Data phenomenon is everywhere, from stock market monitoring to information
that we daily share in social networks such as Facebook and Twitter. An increasing
portion of our lives, business and social relations are related with digital platforms and
computational processes. The implications of these new trends are important and so far
we are beginning to understand it. Only a few companies and individuals are wondering
how to respond to these opportunities by trying to make sense of the mountain of data
that now is available and therefore be able to create information-driven business models.
The analysis of the data has become an important tool. As available data becomes more
complex and extensive, modelling it becomes harder. This is why the data analysis is
a big challenge but has bigger opportunities in a wide range of elds. Techniques that
address this challenge are becoming important and have many applications such as the
decision making process for industries, risk assessment, advertising, medical diagnosis,
among other important applications.
1.1 Problem denition
Multimedia information presents many opportunities due to the richness of its high-
dimensional information, but also implies many computational challenges mainly related
with the well-known curse of dimensionality [1] that dramatically aects the speed of
machine learning algorithms. Dimensionality reduction is a technique widely used today
in many machine learning tasks such as regression, annotation, classication, clustering,
pattern recognition, information retrieval among others [2]. It allow us to eliminate the
redundancy and the noise present in the manifold structure of the original high dimen-
sional feature representation and tackles the curse of dimensionality by compressing the
representation in a more expressive reduced set of variables that preserve the most im-
portant characteristics of the initial set. This is done by nding a transformation that
does not alter the information presented by the initial data set. This is possible in many
cases because not all the measured features are important for understanding the under-
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lying phenomena of interest. This behavior is caused by factors such as many features
would be correlated in some way (through linear combinations or functional dependence)
to others and some features have variation smaller than the intrinsic measurement of noise
making them irrelevant. The main problem to address in this proposal is the dimension-
ality reduction. The issues around the problem of dimensionality reduction considered
here are: The learning approach, the nature of the data, and the performance in large
scale scenarios.
First, the learning approach. This can be treated by using dierent scenarios such as
supervised, unsupervised and semi-supervised learning approaches. Unsupervised dimen-
sionality reduction is mainly used with the aim of exploring the data structure and
extracting meaningful information from data without any prior information. However,
unsupervised models can generate many incoherent topics due to their lack of any knowl-
edge. To address this problem, several supervised and semi-supervised dimensionality
reduction models have been proposed to incorporate prior domain knowledge. In general,
prior domain knowledge can be expressed in diverse forms, such as class labels, pairwise
constraints or other prior information. In supervised approaches, this is used, in order
to identify the relationships between a series of predictor variables and a special target
variable (labeled instances) of interest. But a proper annotation of a whole dataset is an
arduous process, and for large-scale real-world collections is infeasible to ensure a reliable
annotation for each instance. So, in many cases we are in a situation where we have a big
quantity of potential data for training our algorithms but only a small fraction with anno-
tations can be used. Non annotated data present valuable information about the manifold
structure of the data that should be exploited in some way and eventually the research
community realized this potential of unlabeled instances as an important guidance in the
learning process establishing the rich domain of semi-supervised learning. In this context,
semi-supervised learning methods are designed to handle this combination of information
because these methods part from the structure of the data itself. Semi-supervised dimen-
sionality reduction can be seen as a new issue in semi-supervised learning, which learns
from a combination of both labeled and unlabeled data.
Second, the nature of the data. Traditional methods that perform dimensionality reduc-
tion suer from being based on linear models. Linear dimensionality reduction methods
are based on the linearity assumption and are fast and easy to implement. However, these
methods are not appropriate to datasets with a non-linear nature, and many data sets,
such as images, do not satisfy the assumption of linearity. New methods have been de-
veloped based on non-linear dimensionality reduction demonstrating better performance
than the linear approaches. Non-linear dimensionality reduction is essential for the anal-
ysis and the interpretation of natural datasets.
Third, the performance in large scale scenarios. Eciency and scalability have been al-
ways important concerns in the elds around data mining, information retrieval, machine
learning and Big Data in general. There are required methods based in on-line formula-
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tions and ecient implementations to perform well in large scale datasets.
We want to address the problem of dimensionality reduction by using a supervised ap-
proach in order to enhance the method with prior information, this is, by including target
variables that guide the process even if we only have a part of the data with target labels
(semi-supervised learning). Additionally, by using a non-linear approach that helps us to
reach better and quality reconstructions. And nally, by implementing the methods using
an on-line strategy that allow us to scale the method when dealing with large collections
of data. This is achieved from the design of the method to the implementation code itself.
1.2 Objectives
The main objective of this thesis is to design or adapt, implement and evaluate an on-line
learning algorithm for supervised non-linear dimensionality reduction. To achieve this
objective, the work has been divided into the following especic objectives:
 To review the scientic literature on supervised dimensionality reduction techniques.
In this stage, we searched and collected the articles in the key topics dimensionality
reduction techniques using supervised and non-linear approaches in the state of the
art.
 To design/adapt an on-line learning algorithm for supervised non-linear dimension-
ality reduction.
 To build an implementation of the algorithm able to exploit high performance ar-
chitectures such as GPU.
 To evaluate the proposed algorithm in a particular task (annotation, classication
or retrieval).
1.3 Results and contributions
The results and contributions of this work can be summarized as follows:
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 Vanegas, J. A., Beltrán, V., and Fabio A. González. "Two-way multimodal on-
line matrix factorization for multi-label annotation." International Conference on
Pattern Recognition Applications and Methods. 2015 (See appendix A).
In this work, we propose an on-line supervised dimensionality reduction method
to perform multilabel annotation compared against state-of-the-art baselines. My
contributions in this work include participations in the development of the code,
design and execution of experiments, writing of the paper, corrections for the nal
submission of the paper and a presentation (oral presentation) of the work at the
conference event.
 Beltrán, V., Vanegas, J. A., and Fabio A. González. "Semi-supervised Dimension-
ality Reduction via Multimodal Matrix Factorization." Progress in Pattern Recog-
nition, Image Analysis, Computer Vision, and Applications. Springer International
Publishing, 2015. 676-682.g (See appendix B) .
In this work, we propose a semi-supervised version of the method "Two-way mul-
timodal online matrix factorization for multi-label annotation" evaluated against
state-of-the-art methods and in large scale scenarios. My contributions in this work
include participations in the development of the code, design and execution of ex-
periments, writing of the paper, corrections for the nal submission of the paper
and presentation of the work (Poster) at the conference event.
 Vanegas, J. A., Beltrán, V., and F. A. González. "Semi-supervised Non-linear
Semantic Embedding for Multi-class Classication" (See appendix C).
In this work we propose a non-linear method called "Semi-Supervised On-line Kernel
Matrix Factorization" compared again state-of-the-art methods using benchmark
datasets. My contributions in this work include participations in the development of
the code, design and execution of experiments, writing of the paper and corrections
for the nal version of the paper.
Most of the code is available in web repositories:
 The code for the articles "Two-way multimodal online matrix factorization for multi-
label annotation." and "Semi-supervised Dimensionality Reduction via Multimodal
Matrix Factorization" is available at
https://bitbucket.org/lvbeltranb/sem_models
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 The code for the method in the article "Semi-supervised Non-linear Semantic Em-
bedding for Multi-class Classication" is available at
https://bitbucket.org/lvbeltranb/ssokmf
1.4 Document structure
This thesis is divided in 6 chapters. Chapter 1 presents the problem statement, objectives,
results and contributions, and document structure. Chapter 2 presents a brief review of
the state of the art divided according to the learning approach in supervised, unsuper-
vised and semi-supervised methods. Chapter 3, 4 and 5 presents the methods "Two-way
multimodal online matrix factorization for multi-label annotation", "Semi-supervised Di-
mensionality Reduction via Multimodal Matrix Factorization" and "Semi-supervised Non-
linear Semantic Embedding for Multi-class Classication" respectively with their corre-




State of the art
2.1 Introduction
There are dierent approaches in the state-of-the-art that try to handle with problems
related with big data challenges such as the dimensionality reduction (DR), manifold
learning, the modelling of non-linear structures, the fusion of dierent sources of infor-
mation (multimodal sources) and the processing of large data. However, most of these
approaches handle these issues in separate strategies. DR as well as manifold learning
and the modelling of non-linear structures on data are the problems most attacked in the
state-of-the-art works. On the other hand, there are few works that handle the problem of
large scale data. Many applications involved with these issues include recognitions tasks
in face datasets, natural images, digit images, also multilabel annotation, classication
taks, transductive and inductive learning, etc.
2.2 Dimensionality Reduction
A dimensionality reduction technique nds low-dimensional structures of data hidden in
high-dimensional observations. Linear DR methods are based on the linearity assumption
and are fast and easy to implement, these methods are not appropriate to non-linear
data sets, and many complex data sets, such as images, do not satisfy the assumption
of linearity. Non-linear DR is essential for the analysis and the interpretation of high
dimensional data sets. There are a high number of linear techniques that perform DR
by embedding the data to a lower semantic space. Approaches like locality preserving
projection (LPP) [3] and neighborhood preserving embedding (NPE) [4] try to preserve
the local neighborhood structure. Also, there are some non-linear alternatives (isometric
feature mapping [5], locally linear embedding [6] and Laplacian Eigenmaps [7], among
others).
In most of the cases, kernel matrix factorization methods extend the linear matrix factor-
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ization methods with kernels in order to achieve a factorization able to extract non-linear
patterns. One of the rst methods to extend matrix factorization with kernels is the work
of Zhang et al. [8] that uses the kernel trick [9] to extend linear methods to work in a
high-dimensional space, called feature space, without calculating an explicit mapping to
that space. In a similar way kernelized versions for other classical matrix factorization
algorithms like principal component analysis (KPCA) [10], and singular value decompo-
sition (KSVD) [11] have been proposed. Zitnik et al. [12] presents a kernelized variant
of matrix tri-factorization. Gonen et al. [13] proposed kernelized Bayesian matrix fac-
torization method that is able to integrate multiple modality sources by coupling matrix
factorization with multiple kernel learning, and several approaches have been presented
based on a kernelized version of canonical correlation analysis (KCCA) [14, 15]. Most
of methods in this review present a kernel-based approach to non-linear data structures.
The DR problem can be treated from dierent learning approches such as supervised,
unsupervised and something in between as it is semi-supervised learning and by using
dierent learning strategies.
2.2.1 Supervised methods
Supervised dimensionality reduction techniques can take into account domain knowledge
and this domain knowledge can be expressed in dierent forms, such as, class labels,
pairwise constraints or another kind of prior information. Fisher linear discriminant anal-
ysis (LDA) [16] was one of the rst techniques to take advantage of class observation to
preserve the separability of the original classes. Among other recent works with a su-
pervised non-linear approach, the following are presented. Xu et al. [17] implements a
weakly supervised setting that prefers relationships between examples rather than their
explicit labels. They propose two new algorithms: a linear algorithm for learning a trans-
formation matrix and a non-linear algorithm that uses the gradient boosting technique
to learn the transformation directly in the function space. Aeini et al. [18] proposes a
supervised method based on neighborhood graph. The method assigns weights to Eu-
clidean distances between data points by using class label information and then uses a
classical method such as LLE and Isomap in the learning process. In [19] a manifold
learning method based on laplacian regularized least squares for head pose estimation
in two stages, the graph embedding stage and the regression stage is proposed. It nds
the low-dimensional embedding of the data and the projection function with intra-class
compactness and inter-class separability using a non-linear setting. Li et al. [20] present
a nonparametric manifold-to-manifold distance to model separability between manifolds.
They include labels and the local structure information of manifolds to perform Nonpara-
metric Discriminant Multi-manifold Learning.
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2.2.1.1 Methods based on Gaussian Process.
Gao et al. [21] propose a supervised version of the method GP-LVM [22] [23] that estab-
lishes mappings from the latent variables to the observed data and the available sample
labels. It is based on the property of the conditional independence in directed graphs,
which is, the label set and the input data are independent, given the latent variables in
the low-dimensional space. The observed data and the class label information are taken
into account in the supervised GP-LVM, therefore, the joint likelihood is learned not only
for the observed samples but also for the label data which is one of the major advantages.
In [24], they propose a method that learns a non-linear reconstruction of the predictors
and target variable in a joint algorithm by optimizing the regression quality over the
training data and by using kernel theory. Vural et al. [25] propose an out-of-sample ex-
tension for supervised manifold learning algorithms based on a combination of dierent
algorithms such as an RBF interpolation function, LLE, a Nearest Neighbor classier, a
SVM, and nally a semi-supervised process using gaussian elds. The main contribution
is the proposed RBF interpolation function.
2.2.1.2 Methods based on Laplacian Eigenmaps.
Raducanu et al. [26] propose a method based on optimizing a certain local margin, uses
the label information to split the Laplacian graph associated to the data into two com-
ponents called within-class graph and between-class graph. This method implements two
properties, rst, it adaptively estimates the local neighborhood surrounding each sam-
ple based on data density and similarity (locality preserving property) and the objective
function simultaneously maximizes the local margin between heterogeneous samples and
pushes the homogeneous samples closer to each other (discriminative property). Later, in
another work they also propose a method [27] that uses a sparse representation approach
as an eective alternative to the parametric construction of the adjacency graph and an
optimal solution to the out-of-sample problem.
2.2.2 Unsupervised methods
The aim in unsupervised learning is analyzing data and looking for patterns. It is a tool for
identifying structures in data. In contrast with every kind of supervised learning, there are
no explicit target outputs associated with each input. The classical Principal Component
Analysis (PCA) [28] is the most well-known dimensionality reduction model, which tries
to model the linear relationship between the high-dimensional observed space and the
low-dimensional space by maximizing the variance of the projected low-dimensional data.
Qiao et al. [29] proposes an explicit non-linear mapping and apply it to a generic manifold
learning method based on the idea of the existence of a polynomial mapping between
the high-dimensional data samples and their low-dimensional representations. The work
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presented in [30] proposes a global unsupervised linear DR method based on low rank
representation that tries to preserve the subspace structure of the original data with
only one parameter to tune to facilitate implementation. Xie et al. [31] presents an
improvement of the method K-Isomap by introducing local weighted connections between
neighborhoods. In [32], they propose an unsupervised optimization method that solves
the manifold learning problem as a generalization of multidimensional scaling techniques.
They use as a base the commonly used cost function, mean-squared error minimization and
extend it to include rst, dierent distance relations between the original and projection
space data points, and second, explicit constraints that preserve distance orders in the
projected space. In [33], the authors propose two strategies to embed high-dimensional
data. First, by using a latent sorting approach and second by using Gaussian embeddings.
The methods are improved by introducing Kernel functions that increase the exibility
of the approach by mapping the patterns to feature spaces.
2.2.3 Semi-Supervised methods
In recent years, there has been a growing amount of methods that implement a semi-
supervised learning strategy. The goal of SSL is to enhance the performance using su-
pervised information of labeled data and their relationships to unlabeled data. Often,
this information will be the labels associated with some of the examples. This is because,
in many practical applications, massive unlabeled examples are often readily available
but labeled ones are fairly expensive to obtain because of high monetary cost or unac-
ceptable labeling time, therefore, semi-supervised DR has attracted much attention. For
instance, semi-supervised discriminant analysis (SDA) [34] and the soft label based lin-
ear discriminant analysis SL-LDA [35] use the labeled data to maximize the separability
between classes and uses the unlabeled data to estimate the intrinsic manifold structure
of the data. Kernel logistic partial least squares (KL-PLS) [36] is a semi-supervised non-
linear DR method that also performs binary classication. It is composed of ordinary
least squares and logistic regressions and an strategy of learning with kernels to handle
non-linear data. They propose a non-linear classication algorithm that combines the
exibility of the empirical kernel map with the supervised properties of the PLS logistic
regression method [37]. Grabocka et al. [38] propose a method which combine a joint
optimization of a reconstruction term expressed as a matrix factorization of latent ma-
trices and a second term, the classication accuracy, expressed as a dual form of the
kernel maximum margin classier. In [35], they propose a semi-supervised version of the
classical method LDA in its linear and non-linear versions to perform transductive and
inductive learning. They present a label propagation process to handle the outlier sam-
ples and datasets with multi-density distribution and also, a inductive method to handle
with the out-of-sample problem. Tang et al. [39] present a semi-supervised method based
on Compressed Sensing [40] to reduce dimensionality. They also use K-SVD and OMP
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algorithms to learn in the training set and to speed up the convergence rate of learning
and strengthen the internal structure of characteristics of the sparse dictionary. In [41],
they presents a semi-supervised DR method based on kernel marginal sher analysis and
sparsity preserving. It is a modied version of MFA [42] that make total use of both
labeled and unlabeled data, applies sparsity preserving and uses kernels to make the
method non-linear. Wang et al. [43] propose a method for feature extraction of non-linear
patterns in a SSL setting. They use a kernel fusionrenement (FR) procedure to gain
sucient dimension reduction and to takes into consideration non-linear patterns and
then apply an standard SSL method in the lower dimensional space. In [44], a method
to improve semi-supervised support vector machines (S3VM) is presented. The method
addreses transductive and inductive learning and attempts to avoid the risk of using a
poor separator such that when unlabeled data is used the performance does not get worse.
In [45], the authors present an approach based on Multiple kernel learning. The idea with
MKL methods is the construction of new kernels by using existing valid kernels instead of
using only one specic kernel. So, the rst stage is a linear combination of valid kernels
to constructs a new kernel and second, the use of this kernel in the Kernel discriminant
analysis method for non-linear supervised dimensionality reduction.
Other alternatives for dimensionality reduction using dierent learning approaches that
are no based on matrix factorization have been proposed. For instance, Wang et al. [46]
proposed a supervised learning method for dimensionality reduction called kernel maxi-
mum margin projection (KMMP), which unlike traditional dimensionality reduction al-
gorithms such as principal component analysis (PCA) and linear discriminant analysis
(LDA), which only see the global Euclidean structure, KMMP is designed for discovering
the local manifold structure by reproducing a non-linear embedding. KMMP is a kernel
generalization of the maximum margin projection (MMP) that discovers the local mani-
fold structure by maximizing the margin between positive and negative examples at each
local neighborhood. Huang et al. [47] uses the SIR [48] method and improve it by intro-
ducing kernels. The method called KSIR generates a subspace by solving a generalized
eigenvalue problem and can be applied to SSL by minimizing the mapping among with-in
class variance and maximizing the between-class variance. Gonen et al. [49] present a
Bayesian-based method to perform semi-supervised multilabel learning that jointly com-
bines linear dimensionality reduction and linear binary classication. In [50], the authors
propose a method which is the multiple kernel version of KFDA based on learning an
appropriate kernel from multiple base kernels for dimensionality reduction and by using
spectral regression and trace ratio maximization to improve the performance.
2.2.3.1 Methods with a multi-manifold learning approach.
Xing et al. [51] addresses the multi-manifold problem learning that assumes the data
points lie on multiple underlying manifolds, ones, well separated, and others intersected
s
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in a semi-supervised setting. In this work, they propose a criterion to evaluate the ge-
ometrical similarity between local tangent spaces and to separate intersecting manifolds
that have dierent orientations, also, to detect the non-linear manifold structures, they
construct a similarity graph with local and geometrical consistency properties. As a main
contribution, they combine multi-manifold learning with a semi-supervised GMM. In [52],
a semi-supervised strategy to perform Multiple Manifold Locally Linear Embedding (MM-
LLE) learning is presented. The multiple manifolds correspond to multiple data classes
and a supervised neighborhood selection method is used in the learning process.
2.2.3.2 Methods based on Pairwise Constraints.
Pairwise constraints (PC) are widely used due to the fact that supervision in the form of
pairwise constraints is often easier to get than labeled data, and is naturally available in
many real application domains. Chen et al. [53] proposes a method based in kernels that
can be seen as a standard eigen-problem and that can be eciently computed and uses
domain knowledge in the form of pair constraints together with the unlabeled samples.
In [54] two methods based on pairwise constraints (PC) are proposed. They incorporate
the local geometrical information of data into the PC denition and construct the PC sets
from the constrained neighborhood graph in order to guide the process in semi-supervised
settings. Later in [55], they also propose the incorporation of PC into the Isomap method
to guide the discriminant manifold learning. In one of their recent works [56], they pro-
pose a framework for semi-supervised learning composed of two maing stages. The rst
stage aims at correcting the possible corruptions in data and training an informative dic-
tionary, and the second stage focuses on sparse coding. They present a label propagation
process to enrich the PC and therefore get more supervised information which is one of the
main contributions of the paper. Wei et al. [57] proposes a method called Adaptive Semi-
Supervised Dimensionality Reduction (ASSDR) that uses as a base a subprocess called
Weighted PC based Semi-Supervised DR. The method take into account the importance
of dierent pairwise constraints by updating the weights of the PC and simultaneously
optimizing the graph construction at each updating iteration using labeled and unlabeled
data. Later, they present a method [58] that uses a sparse representation for the con-
struction of the PC and again runs an adaptative process adjusting the weights of the PC
and optimizing the adjacency matrix and projection matrix at each updating iteration
in a semi-supervised enviroment. In [59] the class-masking problem is adressed by using
multiclass linear disciminant analysis. The method proposed decomposes the multiclass
problem to a set of objective functions, each one, representing the distance between ev-
ery pair of classes (PC) what makes it dierent from traditional LDA algorithms. Wang
et al. [60] proposed a SSL method based on Nonnegative Matrix Factorization. The in-
clusion of semi-supervised information is made by using PC that are incorporated as a
regularization term to the NMF objective function. In adition, the method is presented
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with two objective functions which are Euclidean distance-based objective function and
the KullbackLeibler (KL) divergence-based.
2.2.3.3 Methods based on eigen-decomposition.
The method SELF presented in [61] is a popular and baseline SSL method that is based
on local sher discriminant analysis that can be computed based on eigen-decomposition.
This method is a linear combination of the eigenvalue problems of LFDA [62] and PCA
to maintain the computational advantages of both of them and works well when it is com-
bined with the 1 nearest neighbor classier. Kim et al. [63] propose a Semi-Supervised
non-linear DR method based on Laplacian Eigenmaps that implements a unied objec-
tive function calculated from unlabeled and labeled graphs to detect the subjectivity or
polarity of documents.
2.2.3.4 Methods based on graphs.
Graph-based approaches have attracted wide attention due to their good performance and
ease of implementation. Graph-based semisupervised learning (GSSL) treats both labeled
and unlabeled samples as vertices (nodes) in a graph and builds pairwise edges between
these vertices which are weighed by the anities (similarities) between the corresponding
sample pairs [64]. MMLP [65] is a graph-based semi-supervised learning method that
propagates labels through only a few important paths called minimax paths that idea
refers to the minimal set of paths lying in high-density regions. Cai et al. [66] propose an
approach for semi-supervised dimensionality reduction that is based on dierent concepts
and methods such as Locally linear embedding, Relative transformation, PC, Perceptual
relativity in order to improve the performance of classication on the sparse, noisy or
imbalance data and therefore improving the construction of the graph. Wang et al. [67]
propose a graph-based method using a sparse model. It uses sparse matrix multiplication
to represent the adjacency relations among samples so the computation cost is lower than
traditional graph-based SSL methods, and it has explicit cluster information to improve
the classication accuracy. In [68], a kernel version of the method Flexible Manifold Em-
bedding is proposed to make a good discrimination on non-linear data. It is a graph based
embedding method that preserves the local data distribution via the pairwise similarity
matrix and learns a regression function when the out-of-sample problem is presented.
LPDGL [69] is a graph-based SSL method that follow some manifold assumptions. It
uses the deformed graph Laplacian (DGL) [70] to dene a smoothness term, and pro-
poses an algorithm called LPDGL and its non-linear version derived in RKHS [71] with
a non-linear kernel.
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2.2.4 Large Scale methods
Handling big data constitutes one of the main challenges of information technology in the
new century. Kernel-based methods are a good alternative for modelling non-linearities
and as we can see the majority of methods mentioned before implement a kernel-based
strategy to discover non-linear structures but have been designed without taking into
account scalability considerations because the use of kernels tends to lead to high com-
putational complexities that make them prohibited to use in large-scale collections. For
instance, the kernelized version of CCA (KCCA) used by Yuncho et al. [14] presents a
cubic computational complexity in the number of images in the dataset, which makes it
infeasible for large scale problems. There are few works that consider a large-scale setup
in the formulation of the models: for instance, Hsan et al. [72] propose a reformulation of
the basic algorithm called MCR (Multi-stage Convex Relaxation) to make it suitable for
large scale collections, in a way that makes it possible to achieve a signicant reduction
in learning time and in the amount of required storage by reducing the dimensionality
of some intermediate matrices. There are other works that seek to achieve scalability by
using an online formulation. For instance, Weston et al. [73] learns to represent images
and annotations jointly in a low-dimensional embedding space, using stochastic gradient
descent (SGD) and in a similar manner, Otalora-Montenegro et al. [74] propose an on-
line matrix factorization algorithm also based on SGD. One of the rst and important
works in large-scale semi-supervised learning is the work of [75]. Their linear method
uses the convergence of eigenvectors of the normalized Laplacian graph to eigenfunctions
of weighted Laplace-Beltrami operators, and apply it to a database of 80 million images
gathered from the Internet. Their approach also can include a variety of label types as
noisy labels. Liu et al . [76] introduces the idea of AnchorGraph. This method is based
on Laplacian graphs and allows the construction of large graphs to eciently exploit all
data points in semi-supervised scenarios. Yan et al. [77] propose a method named dual
subspace projections also based on PC that simultaneously preserves the structure of orig-
inal high-dimensional data and the pairwise constraints specied by users. The method
projects data into two dierent subspaces, the kernel space and the original input space
for enforcing the dierent types of constraints. This is proposed as an eigenvalue problem
and uses the kernel trick to handle non-linear data but maintaining the learned mapping
linear making the method eciently when dealing with high dimensional data. In [78],
they addresses the problem of out-of-sample data prediction for datasets composed of dif-
ferent classes of data (multi-manifolds). Their method is composed of two parts, to learn
a global low dimensional multi-manifold structure and to predict low dimensional coordi-
nates. In [79], the authors propose a method based on a hashing technique named Locally
Linear Hashing that tries to preserve local geometric structures by using locality-sensitive
sparse coding and then nding a low-dimensional Hamming space using a linear setting
to perform well in large scale scenarios. In [80], they propose an improved incremental
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version of Isomap that can use the previous computation results and update the low di-
mensional representation of data points as many new samples are collected simultaneously
improving the performance, especially on running time.
In comparison to the aforementioned, the work proposed in this thesis is formulated in
order to tackle the issues mentioned before. First by using (semi) supervised information,
second, by using an strategy to discover non-linear structures (kernels with a budget
restriction) and third by implementing the method using an scalable (on-line) strategy as
SGD. It has been tested with benchmark datasets.
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Chapter 3




In this Chapter, we address the problem of dimensionality reduction implementing a
supervised strategy. The method proposed learns a mapping between the features of
the input sample and the labels, which is later used to predict labels for unannotated
instances. The mapping between the feature representation and the labels is found by
learning a common semantic representation using matrix factorization. We evaluated the
performance of the method in the multi-label annotation task.
The multi-label annotation problem arises in situations such as object recognition in im-
ages where we want to automatically nd the objects present in a given image. Multi-label
annotation has been an active research area in the last years due to its potential impact
in an increasing number of new applications such as music categorization [81], functional
genomics [82], video content analysis [83], noise detection [84], image understanding [85]
and image search [86], among others [87]. The problem of multi-label annotation (or clas-
sication) refers to the problem where a single instance can be simultaneously assigned to
multiple classes. This diers from multi-class classication where each sample is assigned
to only one class. It means that, in multi-class classication, classes are assumed mutually
exclusive, but in multi-label classication classes are often correlated.
A common approach to address multi-label annotation is to handle this problem as a
conventional classication problem, i.e., multiples classiers are trained, and only one
binary classier is used per label. In this way a new instance is annotated by independently
applying the set of classiers. Due to the fact that one classier is required for each label,
this approach may not scale well when there is a large number of labels. An alternative
18 3 Two-way Multimodal Online Matrix Factorization for Multi-label Annotation
approach to solve the problem of multi-label annotation is known as multi-label latent
space embedding (MLLSE) which nds a transformation that maps labels into a reduced
label space. The purpose of this embedding is to nd correlated information in the original
data, that helps to remove irrelevant, redundant or noisy features, and at the same time
to reduce the computational complexity of the learning algorithms.
An important characteristic of the proposed algorithm is its online formulation based on
stochastic gradient descent which can scale to deal with large datasets. According to the
experimental evaluation, which compares the method with state-of-the-art space embed-
ding algorithms, the proposed method presents a competitive performance improving, in
some cases, previously reported results.
The rest of this Chapter is organized as follows: Section 3.2 presents the details of the
proposed multi-label annotation method; Section 3.3 presents the experimental evaluation;
and, nally, Section 3.4 presents some concluding remarks.
3.2 Two-way Multimodal Matrix Factorization
If we describe the feature representation of an instance as an n−dimensional vector, we
can represent the entire collection by a matrix Xv ∈ Rn×l, where l is the number of
elements. In the same way we can represent the labels associated to an specic instance
by an m−dimensional binary indicator vector, where m is the total number of possible
labels, and in the j − th position in the vector we have a value of 1 if the j − th label
is assigned to the image or 0 otherwise. So, we can construct a label indicator matrix
Xt ∈ Rm×l.
In this paper we propose a model that nds a mapping F : Rn → Rr, from the sample
representation space to a semantic space, and simultaneously nds a back-projection
from the semantic space to the original space G : Rr → Rn, where n  r. So we want
to nd two linear transformations what allows to project the original data representation
to a lower-dimensional space (semantic representation) and at the same time learns to
reconstruct from this lower-dimensional representation the original data.
If we assume that both F and G are linear mappings with coecients Wv and W
′
v re-





where Wv ∈ Rr×n is an encoder matrix that projects the original representation to a
lower-dimensional semantic space and W
′
v ∈ Rn×r is a decoder matrix that reconstructs




3.2 Two-way Multimodal Matrix Factorization 19
where Wt ∈ Rr×m, W
′
t ∈ Rm×r are the encoder and decoder matrices for the label infor-
mation respectively.
Our main purpose is to learn a mapping between the original features and label informa-





This condition forces both the original representation and the label representation to share
the same semantic space and denes a mapping between both representations.





























where α controls the relative importance between the reconstruction of the instance repre-
sentation and the label representation, δ controls the relative importance of the mapping
between instance features and label information and β controls the relative importance
of the regularization terms, which penalizes large values for the Frobenius norm of the
transformation matrices.
3.2.1 Gradient Descent Solution
The problem above has a non-convex objective function (eq. 3-4). However, this function
is dierentiable for all the unknown parameters and the solution can be computed using
a gradient descent approach:





where γτ is the step-size in the τ -th iteration used to update each parameter θ and the
gradients of the loss function for each parameter in the model are as follows:
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XTv + 2βWv (3-7)































The previous subsection presents a strategy to nd the coding and decoding matrices by
using a gradient descent approach. Unfortunately, this strategy by itself is not suitable for
large scale data sets, due to the fact that its formulation has high memory requirements,
since all training samples in the dataset are required in each iteration. For this reason, we
want to reformulate the problem using an online learning approach based on stochastic
approximations. The main idea of online learning based on a stochastic approximation
is to update the solution using a single training sample at a time. In this way, we can
scan the whole dataset with low memory requirements. Following this approach, the nal
updating rules only depend on the τ -th sample (x(τ)v , x
(τ)
t , visual and text features for the
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where x(τ)v and x
(τ)
t are vectors of features and label representation, respectively, for one
instance. But also, this method can be generalized by using several samples grouped in
mini-batches, this helps to a faster execution and numerical stability [88].
3.2.2.1 Adaptive Step-size
A potential problem with gradient descent is that it might get stuck in a local minima.
We can alleviate this problem by the inclusion of a momentum term [89]. The main
idea about using momentum is to stabilize the parameter change by making non-radical
updates using a combination of the previous update and the gradient. So in this way the
original update term:










+ p4W (τ−1) (3-15)
where p is the momentum parameter which tries to preserve a portion of the previous
update.
3.2.2.2 Online Learning Algorithm
The nal algorithm for learning process 3.1 is as follows: starts by a random initialization
of the transformation matrices, and for each iteration a mini-batch of instances with its
corresponding features and label representation are randomly sampled from the training
set, then, the gradients of the lost function are calculated for each transformation matrix
(the gradient of the lost functions is calculated by taking into account only the current
observations), and the new transformation matrices are calculated by using the update
terms based on momentum. Finally, the algorithm ends when a predened maximum
number of epochs is reached.
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Algorithm 3.1 Two-way multimodal online matrix factorization algorithm for learning
state
input r:latent space size, γ0: initial step size, epochs: number of epochs, Xv ∈ Rn×l, Xt ∈ Rm×l, α, δ, β
Random initialization of transformation matrices:
W
′(0)
v = random_matrix (r, n)
W
(0)
v = random_matrix (n, r)
W
′(0)
t = random_matrix (r,m)
W
(0)
t = random_matrix (m, r)
for i = 1 to epochs do
for j = 1 to l do
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3.2.3 Prediction
Once the parameters have been learned (coding and decoding matrices) we can use this
model to predict the label representation x̃t from de feature representation xv of a new




The transformation of the input features generates an m−dimensional vector with an
smoothed label representation, which can be interpreted as a probability distribution
which denotes the probability that the j − th label is assigned to an instance. The nal
decision to assign a label would be taken by dening a threshold, so we assign 1 to the
j − th label if x̃t,j = threshold, or we can assign 1 to the top−k labels with the highest
values in the vector.
3.2.4 Implementation details
We used the Pylearn2 library [90] the proposed method. This is a machine learning
research library built on top of Theano [91] that facilitates the use of the GPU in a
transparent way. Its emphasis on modularity allows us the reuse of code components and
there is almost no restrictions on their use. Furthermore, it provides a way of specify-
ing all parameters for a specic and complete experiment without exposing any specic
implementation details. It can be done by using the YAML language. Two of the main
advantages of using Theano and pylearn2 are: rst, it allows to specify our models sym-
bolically and the library optimizes the code for both CPU and GPU. Second, that we
can change the objective function anytime we want and compute the gradients in an easy
way.
Due to these facilities, this is a convenient library to test our method, mainly, due to the
improvement in resource management in GPU and CPU, but also, to the fact that our
method is trained with gradient descent algorithm. This help us to test our method in a
large scale context.
As it was mentioned above, we use the library pylearn2 to take advantage of the compu-
tation and use of resources using a GPU. Table 3-1 shows the total execution time for
some parameter congurations using the GPU and the CPU. The reported time includes
loading time for the dataset, training time and evaluation of the performance with f-score
measure.
The time reported shows that even when running few epochs, the total execution time is
less using GPU than CPU. When running much more epochs and when the dataset gets
bigger, the reduction in time becomes much more signicant. To perform the parameter
exploration, this is very useful, due to the fact, that we have to explore more than seven
parameters to obtain the best results.
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Table 3-1: Execution time using GPU and CPU to run 120, 15 and 1 epochs using the
library pylearn2. Execution time execution includes loading time for the dataset, training
time and evaluation of the performance with f-score measure.
Dataset Epochs 120 15 1
Corel GPU 0:19:40 0:01:15 0:00:45
CPU 0:42:47 0:02:43 0:00:47
Bibtex GPU 0:40:56 0:01:40 0:01:22
CPU 2:08:47 0:06:39 0:01:45
MediaMill GPU 0:54:58 0:07:06 0:03:21
CPU 4:33:19 0:18:18 0:04:20
3.3 Experiments and results
The objective of this section is to evaluate the performance of the proposed algorithm
in dierent multi-label annotation task. The performance of the proposed algorithm is
compared with several baselines using 3 standard multi-label datasets with dierent sizes
and dierent dimension for features representation.
3.3.1 Experimental setup
In order to compare our method, we used the same experimental setup as in [74], i.e. we
use 80% of the images for training and the remaining 20% for test. Results were compared
against 8 MLLSE algorithms (OVA, CCA, CS, PLST, MME, ANMF, MNMF, OMMF).
The proposed method has a set of parameters that impact the quality of the resulting
model. These parameters were experimentally tuned by using a random 5-fold cross
validation in the training set. We have two parameters that control the importance of the
two dierent modalities in our method and a third parameter that controls the relative
importance of the regularization terms. These rst two parameters are α and δ. The
parameter α controls the relative importance of the modalities in an independent way.
It showed to have low values for the visual modality and high values for the textual
modality. The parameter δ controls the relative importance of the mapping between
instance features and label information and it showed to have high values. This setup,
shows how the annotation task is favored, by one hand, giving more importance to the
textual modality (label representation) and second, by imposing a strong independence
between the modalities.
3.3.2 Datasets
The method was evaluated in three standard multi-label and publicly available datasets
with dierent sizes (Corel5k, Bibtex and MediaMill) that have been used in previous works
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Table 3-2: Selected datasets to evaluate our method. The characteristics described in the
table are: total number of possible labels (Labels), features dimensionality (Features),
average number of labels per instance (Label cardinality) and total number of instances
in the dataset (Examples).
Dataset Corel5k Bibtex MediaMill
Labels 374 159 101
Features 500 1,836 120
Label cardinality 3,522 2,402 4.376
Examples 5,000 7,395 43,907
using F1 score to evaluate the annotation performance. The datasets are distributed by
the Mulan framework authors [92]. Table 3-2 summarizes the main characteristics of
these datasets.
Corel 5k is widely used in keyword based image retrieval and image annotation tasks. It
contains around 5000 images manually annotated with 1 to 5 keywords. A standard set
of 499 images are used as test, and the rest is used for training. The vocabulary contains
374 words.
Bibtex contains 7395 bibtex entries that have been tagged by users of a social network
using 159 tags. Each bibtex entry contains a small set of textual elements representing
the author, the title, and the conference or journal name. The text is represented as
bag-of-words, with a feature space with dimensionality equal to 1836.
MediaMill consists of patterns about multimedia les. It dataset includes 43907 sub-shots
with 101 classes, where each image is characterized by a 120-dimensional vector.
3.3.3 Annotation Performance
We used a threshold strategy to evaluate the performance of our method in the same
way as is described in [74]. This is, we assign 1 to the label j of the instance xn if
xnj > threshold.
We evaluated the performance of our method in each one of the datasets, calculating
the F-Measure. Table 3-3 shows the results for each baseline method and the dimension
of the embedding space. In Corel5k and MediaMill datasets, we got the best results in
comparison with the other methods and in Bibtex we got a competitive result, being
surpassed only by OMMF method.
Table 3-4 shows the convergence times of the algorithms Online Matrix Factorization for
Space Embedding (OMMF) and our method in each one of the datasets.
By Comparing our algorithm against the OMMF, we can see gains when dealing with
larger datasets. In Corel5k that contains only 5.000 examples, the gain in time is not bet-
ter. In the case of Bibtex and MediaMill, which are larger, it is evident the improvements
26 3 Two-way Multimodal Online Matrix Factorization for Multi-label Annotation
Table 3-3: F-Measure for each method. The best performance for each dataset, is pre-
sented in bold. values in parentheses are the dimension of the generated embedding space.
Method Corel5k Bibtex MediaMill
0.112 0.372 __
CCA 0.150 0.404 __
CS 0.086 (50) 0.332 (50) __
PLST 0.074 (50) 0.283 (50) __
MME 0.178 (50) 0.403 (50) 0.199 (350)
ANMF 0.210 (30) 0.297 (140) 0.496 (350)
MNMF 0.240 (35) 0.376 (140) 0.510 (350)
OMMF 0.263 (40) 0.436 (140) 0.503 (350)
Our Method 0.283 (100) 0.422 (300) 0.540 (300)
Table 3-4: Convergence time for the algorithm Online Matrix Factorization for Space





in time execution using our implementation, i.e., using the pylearn2 library which makes
use of the GPU.
3.4 Conclusions
In this chapter, we presented a novel method which learns a mapping between the origi-
nal sample representation and labels by nding a common semantic representation. The
method was compared against state-of-art latent space embedding methods showing com-
petitive results in the task of multi-label annotation. An important characteristic of this
method is that, unlike the method proposed by Otalora-Montenegro et al. [74] based on
OMMF, the transformation from the semantic representation to the label space is learned
directly in the training phase, making the annotation process very simple, requiring a
simple multiplication by a transformation matrix. Finally, Another important character-
istic of this method is its ability to deal with large collections of data by using the SGD
algorithm and a GPU implementation, thanks to its formulation as an online learning al-
gorithm, achieving a signicantly reduction in memory requirements and computational
load. A major limitation in this method as well as in other multi-label latent space em-




Reduction via Multimodal Matrix
Factorization
4.1 Introduction
In the previous chapter, the proposed method is designed to work in large scale and su-
pervised scenarios but only when all instances are labeled. In real applications, labeled
instances are fairly expensive to obtain because of high monetary cost or unacceptable
labeling time and conversely large amount of unlabeled instances are often readily avail-
able. In this chapter, we address the problem of dimensionality reduction by extending
the method "Two-way multimodal online matrix factorization (TWOMF) presented in
the previous chapter in its semi-supervised version (STWOMF). As with the previous
method, this method performs a semantic embedding by nding a linear mapping to a
low dimensional semantic space modeled by the original high dimensional feature repre-
sentation and the label space in a semi-supervised fashion. So, annotated instances are
used to maximize the discrimination between classes, but also, non-annotated instances
can be exploited to estimate the intrinsic manifold structure of the data. According with
the experimental evaluation, the proposed STWOMF in comparison with several linear
supervised, unsupervised and semi-supervised dimensionality reduction methods, presents
a competitive performance in classication while having a lower computational cost.
The rest of this Chapter is organized as follows: Section 4.2 presents details about of
the proposed method are explained; Section 4.3, presents an evaluation of the proposed
method in comparison with several state-of-the-art linear methods in dimensionality re-
duction; and nally, Section 4.4 presents some concluding remarks.
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4.2 Semi-supervised Two-way Multimodal Online Ma-
trix Factorization
We can represent an entire collection by a matrixX ∈ Rn×k, where k is the total number of
instances in a training set and n is the number of features that represent each instance. In
a similar way, we can represent the associated classes by a binary matrix T ∈ Rm×k, where
m is the total number of classes in the collection, and a 1 in the j−th position (1 ≤ j ≤ m)
of the i-th column denes the membership of the i-th instance in the j−th class. This
chapter presents a semi-supervised dimensionality reduction framework based on TWOMF
(Two-way Multimodal Online Matrix Factorization ) [93], which simultaneously nds
a mapping from the feature representation and from the class representation to an r-
dimensional common semantic space, where n  r, and additionally, back-projection
functions that reconstruct from this low r-dimensional space to the original feature and
class representations are learned. These mappings are modeled for encoder and decoder
matrices that perform linear transformations to and from the semantic space. So, the
feature representation can be projected to the semantic space by an encoder matrix Wx ∈
Rr×n and reconstructed back by a decoder matrix W ′x ∈ Rn×r such that H ≈ WxX and
X ≈ W ′xH. And, in a similar way, a reconstruction for the label representation is dened
by H ≈ WtT and T ≈ W
′
tH, where, Wt ∈ Rr×m, and W
′
t ∈ Rm×r are the encoder
and decoder matrices for the label representation.Finally, a mapping between the original
features and label representation, forcing an alignment of the semantic projections, is
expressed by: T ≈ W ′tWxX. All these previous conditions are put together and the


























where, xi is the feature vector of the i-th instance in the data collection X and ti is
the corresponding binary label vector, α controls the relative importance between the
reconstruction of the instance representation and the label representation, δ controls the
relative importance of the mapping between instance features and label information and
β controls the relative importance of the regularization terms, which penalize large values
for the Frobenius norm of the transformation matrices. In this chapter, we are interested
in scenarios where we have a large number of instances for training (k instances), but
only a restricted l number of them are properly labeled. The loss function (Eq. 4-1)
takes advantage of both annotated and non-annotated instances. The rst term in the
loss function uses all the instances to model the low semantic space and the second and
third terms use only the annotated instates to model the semantic space and the mapping
between features and label information. The nal algorithm uses stochastic gradient
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Train Test Train Test Train Test
Covtype 581012 8000 8000 100000 2000 54 7
MNIST 60000 10000 8000 8000 60000 10000 784 10
Letters 20000 8000 8000  16 26
USPS 4649 4649 4649 4649  256 10
descent learning [94], by updating the transformation matrices at each iteration with a
mini-batch of instances with their corresponding features and label representation that
are randomly sampled from the training set, due to the fact that samples in a minibatch
are discarded after the minibatch is processed, it is possible to scan large datasets without
memory restrictions.The algorithm ends when a predened maximum number of epochs is
reached. Once the learning process is completed, the projection to the low-rank semantic
representation can be performed by multiplying the original high-dimensional feature
representation by the coding Wx matrix (hi = Wxxi).
4.3 Experiments and results
In this section, we evaluate our algorithm in comparison with several widely-used datasets
for dimensionality reduction, manifold learning and classication tasks (the details of
each dataset are shown in Table 4-1). We evaluate the performance of our algorithm
by calculating classication accuracy in each one of these datasets. We compare our
method with other linear supervised, semi-supervised and unsupervised dimensionality
reduction methods. These methods include SVM (Support Vector Machines) with a linear
kernel [95], LDA [16], SRDA (spectral regression discriminant analysis) [96], SDA [34] and
PCA [28]. For determining the parameters of each method, we perform an exploration
by using 5-fold cross-validation. For our method, we need to determine ve parameters,
including, the learning rate, the mini-batch size and the α, β and δ parameters present
in the cost function.
For all algorithms, except for the supervised, i.e, SVM, LDA and SRDA, we use the
projected training set to construct a nearest neighborhood classier (1NN) for evaluating
the classication accuracy of the projected test set, in a similar setup as in [35]. In
this evaluation, we explore the performance for dierent percentage of randomly selected
annotated instances in training set. Table 4-2 reports the average accuracies for 10 runs
in each conguration in the four datasets using the low-scale partitions (see Table 4-
1). As we can see, the STWOMF presents competitive results in comparison with all
other algorithms when the dimensionality of the semantic representation coincides with
the number of classes (r=C). Furthermore, when the dimensionality increases (r=C+10),
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STWOMF over performs the other algorithms (in our experiments, a further increase of
the dimensionality did not contribute to improve the performance of the algorithm).
An evaluation with the two largest datasets using dierent sizes of training set was per-
formed in order to verify the capability of the proposed method to deal with large-scale
collections. Figure 4-1 presents the average classication accuracies and times for dif-
ferent sizes of the training set (the reported results are the average of 10 runs for each
conguration). The STWOMF is compared against the SDA which is another semi-
supervised method that also uses the unlabeled data to estimate the manifold structure
of the data. For all training sizes only 30% of instances are annotated, so we can see
that both methods are able to learn from labeled and unlabeled instances and both can
improve their performance as more training instances are available. However, STWOMF
presents two advantages: rst, unlike SDA, in STWOMF we can increase the dimension-
ality of the semantic space resulting in an improvement in the performance. For instance,
in the MNIST dataset, the STWOMF using 17 latent factor (STWOMF-r17) presents a
gain in accuracy of about 6 points over the same STWOMF using only 7 latent factor
(STWOMF-r7) and the SDA; and second, STWOMF presents a little increase in the time
required for training as more training instances are used, leading to a speedup of about
3.5x-7x over SDA in MNIST and about 8x in CovType. The main reason for the short
time used in training phase by STWOMF is that, thanks to its online formulation for large
datasets, a few number of epochs are required until the algorithm converges (convergence
in all algorithms is veried by means of a minimum threshold required to improve the
reconstruction error in each epoch). In fact, for both datasets MNIST and CovType only
two epochs are required to achieve convergence.
4.4 Conclusions
We presented an approach for dimensionality reduction that takes advantage of annotated
data to model a semantic low-space representation that preserves the separability of the
original classes. Furthermore, this method has the ability to exploit unlabeled instances
for modeling the manifold structure of the data and use it to improve its performance
in classication. The experimental evaluation shows that the proposed method presents
competitive results in terms of classication accuracy in comparison with several unsu-
pervised, semi-supervised and supervised linear dimensionality reduction methods, but
with the advantage of its online learning formulation that allows it to deal with large
collections of data by achieving a signicantly reduction in computational requirements,
in terms of memory consumption and required time for training.
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Table 4-2: Classication accuracy for dierent percentages of annotated instances in
training set using low-scale partitions. Reported results are the average of 10 runs for






100% 0.725±1.0e-2 0.770±1.0e-2 0.735±0.0 0.708±3.5e-3
60% 0.720±1.9e-2 0.755±1.0e-2 0.719±3.3e-16 0.704±7.6e-3
30% 0.686±1.7e-2 0.712±1.0e-2 0.687±3.3e-16 0.707±7.6e-3
MNIST
100% 0.882±0.0 0.939±0.0 0.870±0.0 0.897±0.0
60% 0.864±0.0 0.930±0.0 0.870±0.0 0.890±0.0
30% 0.848±0.0 0.916±0.0 0.850±0.0 0.881±0.0
LETTERS
100% 0.946±1.5e-2 0.946±1.6e-3 0.950±3.3e-16 0.699±0.0
60% 0.933±1.9e-3 0.923±0.0 0.940±3.0e-4 0.694±3.3e-16
30% 0.905±3.5e-3 0.885±6.1e-3 0.917±4.4e-4 0.680±3.3e-016
USPS
100% 0.936±9.2e-4 0.966±3.3e-3 0.925±6.7e-4 0.943±3.3e-16
60% 0.927±3.4e-3 0.957±1.0e-3 0.917±0.0 0.939±0.0





100% 0.674±3.3e-16 0.698±3.3e-16 0.707±3.3e-16 0.763±3.3e-16
60% 0.679±3.3e-16 0.685±3.3e-16 0.683±3.3e-16 0.724±0.0
30% 0.667±3.3e-16 0.653±0.0 0.639±3.3e-16 0.679±0.0
MNIST
100% 0.839±0.0 0.856±0.0 0.874±0.0 0.938±0.0
60% 0.817±0.0 0.833±0.0 0.863±0.0 0.929±0.0
30% 0.780±0.0 0.786±0.0 0.842±0.0 0.910±0.0
LETTERS
100% 0.701±3.3e-16 0.936±0.0 0.940±0.0 0.940±0.0
60% 0.699±0.0 0.919±3.3e-16 0.913±3.8e-3 0.914±0.0
30% 0.697±3.3e-16 0.893±0.0 0.872±2.5e-3 0.872±3.1e-3
USPS
100% 0.914±6.6e-16 0.921±6.6e-16 0.930±0.0 0.963±0.0
60% 0.901±0.0 0.906±6.6e-16 0.921±6.6e-16 0.953±0.0
30% 0.883±3.3e-16 0.884±0.0 0.903±3.3e-16 0.938±3.3e-16
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Figure 4-1: Average classication accuracy (top) and average required time for training
(bottom) in MNIST (left) and CovType (right) datasets using dierent number of training






In the previous chapters, the problem of dimensionality reduction by using supervision
(including semi-supervised learning) is addressed. Also, the large scale problem is ad-
dressed by implementing a large scale strategy as it is the SGD algorithm that scales to
large collections of data. The last problem to address in this thesis is the non-linear nature
of the data. Therefore, in this chapter, a modied version of the previous methods called
Semi-supervised Online Kernel Matrix Factorization (SS-OKMF) that also performs a
semantic embedding but, unlike the previous methods, it nds a non-linear mapping to
the low dimensional semantic space modeled by the original high dimensional feature rep-
resentation and the target representation. This non-linear modeling is based on kernel
methods, unfortunately, kernel-based methods present an important drawback that is the
high computational requirements that limit their applicability for large-scale problems.
In order to overcome this drawback, the proposed method uses a budget based on a set of
representative points of size b l, where l is the size of the training dataset to tackle the
memory problem, and uses an online formulation based on stochastic gradient descent to
tackle the computation time and keeping low computational requirements in large-scale
problems.
According with the experimental evaluation, the proposed SS-OKMF, in comparison with
several non-linear supervised, unsupervised and semi-supervised dimensionality reduction
methods, presents a competitive performance in transductive as well as in inductive learn-
ing such as classication tasks while having a lower computational cost. We performed
experiments in 6 benchmark datasets to evaluate the transductive performance and to
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evaluate the inductive performance, we used the standard USPS handwritten dataset. In
both learning approaches, the results show a competitive performance in comparison with
state-of-the-art methods.
The rest of this Chapter is organized as follows: Section 5.2 presents details about of the
proposed method are explained; Section 5.3 presents an evaluation of the proposed method
in comparison with several state-of-the-art non-linear supervised, unsupervised and semi-
supervised methods for dimensionality reduction; and nally, Section 5.4 presents some
summary ideas and concluding remarks.
5.2 Semi-supervised Online Kernel Matrix Factoriza-
tion
5.2.1 Matrix factorization
For an entire collection represented by a matrix X ∈ Rn×l, where l is the total number of
instances in a training set and n is the number of features that represent each instance, we
can nd a low level semantic representation by factorizing this original matrix as a product
of two smaller matrices: F ∈ Rn×r that is known as the basis matrix and H ∈ Rr×l that
is known as the encoding matrix, with the restriction of r  n.
X ≈ FH (5-1)
This projection perform a linear transformation from an original high dimensional feature
representation to a low dimensional semantic representation.
In this paper we use kernel methods to generalize the basis matrix (W ) to model non-
linear mappings by translating the factorization problem to the features space induced by
a kernel function (a kernel function k : x × x → R induces a mapping Φ : χ → F from
the input space, χ = Rn (represented by X, original representation), to a feature space,
F = Rp). This modication would be directly translated to:
Φ (X) ' FΦH (5-2)
But, unfortunately the calculation of this factorization is infeasible due to FΦ depends
explicitly on the mapping function φ(·). Therefore, instead of calculate directly FΦ, we
impose the restriction that the column vectors of FΦ lie within the space of Φ (X), this is,
FΦ is composed by linear combinations of the X points in the feature space (Φ (X)W ).
Φ (X) ' Φ (X)WH (5-3)
This modication avoid the necessity of evaluating the data in the feature space, by
requiring only the kernel value between the data points (K = φT (X)φ (X)), additionally,
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Figure 5-1: Semi-supervised Kernel Matrix Factorization Model
only a reduced number b  l of representative points are used to construct the basis
matrix (we construct a budget kernel matrix B ∈ Rb×l instead of the full kernel matrix
X ∈ Rl×l ):
Φ (X) ' Φ (B)WxH (5-4)
This mitigate the high computational cost of constricting the huge Gram Matrix (Kernel
Matrix).
5.2.2 Semi-supervised formulation
The encoding matrix H present the original data points in an r dimensional semantic
space that models the manifold structure of the data. This space presents interesting
properties that help to grouping similar data points, using only its feature representation,
but, in this paper we want to take advantage of also annotated instances that can help
to preserve the separability between dierent classes. For this purpose, we want the
construction of the matrix H to be inuenced also by the class representation. This is
achieved by solving a second factorization problem dened by:
Y ' WyHk (5-5)
where, Y ∈ Rm×k is the one hot representation of the associated classes for k < l annotated
instances (the class of each data point is represented for anm dimensional vector, wherem
is total number of classes in the collection, and a 1 in the j−th position (1 ≤ j ≤ m) denes
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the membership of the instance in the j−th class), Wy ∈ Rm×r is a weight matrix (basis
matrix) for the class reconstruction and Hk ∈ Rr×k is a subset of the latent representation
described previously in Equation 5-4 composed by only the annotated instances.
The purpose is to nd a common latent representation modeled by both, the feature rep-
resentation and the class representation of the training instances (See Figure 5-1). These
previous conditions are put together and the general problem is solved as an optimization
problem by minimizing the following loss function:
min
Wx,Wy,hi
J (Wx,Wy, hi) =
α
2













where α controls the relative importance of reconstructing the feature representation, β
controls the relative importance of reconstructing the class representation, and λ1, λ2 and
λ3 control the relative importance of the regularization terms that penalizes big values
for the weight matrices and avoid overtting. This implies that in the learning process
Wx and H are aected by both labeled and unlabeled instances, but Wy is updated only
by the labeled ones.
5.2.3 Online formulation
The proposed method can be formulated as an online learning method by using stochastic
gradient descent (SGD). The idea of online learning using stochastic approximations is to
compute the new solution for each unknown in the problem using a single data sample at
a time. Then, we can scan large data sets without memory restrictions. Thus, the loss
function can be rewritten as follows:
min
Wx,Wy,hi
Ji (Wx,Wy, hi) =
α
2













And the updating rule is reformulated in such a way that it only depends on the i-th
sample. So, for the weight matrices the classic stochastic gradient updating rule is used
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as follows:
Wx,τ+1 = Wx,τ − γτgx,τ (5-7)
Wy,τ+1 = Wy,τ − γτgy,τ (5-8)
where W∗,τ is the value of W∗ at iteration τ , γτ is the learning rate, which controls how
large of a step to take in the direction of the negative gradient, and gx and gy are the




= αΦ (B)T Φ (xi)h
T
i +
αΦ (B)T Φ (B)Wxhih
T
i + λ1Wx











i − βWyhihTi + λ2Wy (5-10)





, where bj ∈ Rn corresponds to the j-th column of B. In a
similar way we can replace Φ (B)T Φ (xi) by k (B, xi) ∈ Rb×1. This replacing leads to an
important result, that is, that we can avoid computing the explicit mapping of the data
into the feature space induced by the kernel function k and use instead the kernel trick
(compute the kernel in the input space directly).
Finally, the updating rule for hi is a closed formula resulting from calculating the partial
derivative of the loss function with respect hi and equal it to zero.
b = αW Tx k (B, xi) + βW
T
y yi
a = αW Tx k (B,B)Wx + βW
T
y Wy + λ3I
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h = a−1b (5-11)
5.2.4 Budget selection
Using a budget leads to our method SS-OKMF to save memory, given it is not necessary
to store the complete kernel matrix of size l× l, but a smaller kernel matrix of the budget
of size, where b  l reducing signicantly the algorithm complexity and keeping low
computational requirements for training in large-scale collections. Two important aspects
related with the budget constraint are the size of the budget (number of training instances
contained in the budget) and the selection method to construct the budget. This with
the aim of preserving or even improving the performance of the method and also achieve
a substantial reductions in memory consumption and computational time.
First, the budget size selection was performed by exploring in a validation partition bud-
get sizes from 5% to 100% of all samples and by selecting the budget size of highest
performance in each one of the datasets.
Second, we explore two methods for the construction of the budget itself:
 Random selection: On each one of the datasets, we apply a random selection of b
instances to compose the budget matrix.
 K-means: Instead of selecting instances, we constructed prototypes by applying the
K-means method on each dataset by setting the number of centroids as b (the budget
size). Finally, the centroids founded for the method K-means compose the budget
matrix.
5.2.5 SS-OKMF algorithm
With the denition of the updating rules for all the model parameters, the general training
algorithm for SS-OKMF (Algorithm 5.1), can be described as follows: starts by a random
initialization of the weight matrices and each iteration consists in: rst, calculating the
latent representation from an observed pair of features and class representation randomly
sampled and the weight matrices from the previous iteration, and second, updating the
weight matrices by using the previously dened updating rules. For each iteration, a
learning rate is calculated. In order to ensure convergence, it is dened as a decreasing
function [97] that depends on the number of iterations and an initial step size γ0.
This algorithm can be generalized by using mini-batches (several grouped samples) at
each iteration instead of using only one. This allows a faster convergence rate and also
implies a better numerical stability [88].
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Algorithm 5.1 Semi-supervised Online Kernel Matrix Factorization
1. input γ0: initial step size, N : number of iterations
2. Initialization of the weight matrices:
Wx,0 = random_matrix (b, r)
Wy,0 = random_matrix (n, r)
3. for τ = 1 to N do
4. New observation:








6. Calculate learning rate :
γτ = γ0/(1 + γ0λτ)
7. Update transformation matrices:
Wx,τ+1 =Wx,τ − γτgx,τ
Wy,τ+1 =Wy,τ − γτgy,τ
8. Update semantic representation:
hi = f(Wx,Wy, xi, yi)
9. end for
10. return Wx,N+1, Wy,N+1
5.2.6 Multi-class Classication
Once we have found the weight matrices by using the previous algorithm, we can used them
to predict the corresponding class for unlabeled instances. This is done by using Equation
5-11 to calculate the corresponding semantic representation with β = 0 (without class
information) and back-project this semantic representation to the class representation
with Wy as follows:
where yp can be interpreted as a vector that denes an score or probability for each
possible class. So we can assign the unlabeled instance to the class associated to the
dimension with the maximum value in the predicted vector.
5.3 Experiments and Results
5.3.1 Experimental setup
We evaluate the quality of the semantic space generated by our method and the ability of
automatically predicts the corresponding class in dierent tasks including the transductive
ability and classication accuracy in benchmark datasets.
For all experiments, we obtained the parameters that reach the best performance for our
method by using ve-fold cross validation for a linear kernel as well as for a RBF kernel.
For our method, we need to determine six hyperparameters, including, the learning rate
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a = αW Tx k (B,B)Wx + λ3I
b = αW Tx k (B, x)
hp = a
−1b (5-12)
yp = Wyhp (5-13)
(γτ ), the mini-batch size and the α, β, λ1, λ2, λ3 hyperparameters present in the cost
function.
5.3.2 Transductive experiments
We performed experiments to compare our method in a transductive setup by evaluating
the error rate of SS-OKMF against the results reported in [98], [65] and [69] on six real
benchmark data sets, including USPS, BCI, g241c, g241n, Digit1, and COIL2. All this
datasets present data of dierent nature, G241C and G241N are articial datasets were
the data points are generated with a cluster assumption, the former is constructed by
drawning points from two unit-variance isotropic Gaussians and the later was constructed
to present a potentially misleading cluster structure. Digit1 is another articial dataset
that was constructed by generating articially images of the digit '1' with transformations
of translations, rotations and added noise. USPS is derived from the well known USPS set
of handwritten digits by choosing only two classes (digits 2 and 5) and BCI is a dataset
of EEG signals recorded from a single person while he imagined movements with his right
and left hand. Table 5-1 presents the main characteristics for each data set. For further
information about these dataset please refer to [98].
The two dierent setups are l = 10 and l = 100 for each data set. The reported error rates
are the mean values of the outputs of 12 independent runs. In each run, the labeled and
unlabeled examples are the same for all methods and the partitions are the standard (See
detailed information about these data sets in [98]). We compare our method with some
state-of-the-art algorithms. Two supervised: 1NN [99] and SVM [100], two unsupervised:
MVU+1NN [101] and LEM+1NN [6], and fteen semi-supervised: QC+CMN [102], Dis-
crete Reg [103], TSVM [104], SGT [105], Cluster-Kernel [106], Data Dep. Reg. [107],
CHM [108], Self [109], LP [102], PVM [110], AGR [76], MMLP [65], LPDGL(Linear) [69]
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Dataset Classes Dimension Points Comments
g241c 2 241 1500 Articial
g241n 2 241 1500 Articial
Digit1 2 241 1500 Articial
USPS 2 241 1500 Imbalanced
Coil2 2 241 1500
BCI 2 117 400
Table 5-1: Properties of transductive datasets
and LPDGL (Non-linear) [69]. Results are shown in table 5-2.
In the last column, we show the average performance rank of a method over the datasets.
The ranking arranges the methods under comparison by test error rate in ascending order.
For a single dataset, we assign rank 1 for the method with the lowest average test error
on that dataset, then rank 2 for the method with the second lowest test error, and so on.
The average ranking is the average value of the rankings of the method on all the datasets.
The smaller the ranking score, the better the method has performed. As we can see, the
best methods are semi-supervised proving that by using a combination of supervised and
unsupervised information we can get improvements in the performance of the method.
Although our method does not have the best performance in all datasets, we have the
majority of best results comparing the rest of the methods demonstrating consistency in
the results. As with the method LPDGL, we can use the linear and non-linear versions
and in most of the cases the non-linear versions get improvements, especially in the L=100
partition. Even so, in some datasets the dierence is not signicant or even the non-linear
version perform worst. This could implicate that for these datasets a radial basis function
kernel is not the best option and maybe another kind of kernel could be more appropriate
to model the singularities of the structure of its data.
We can explore the size of the budget and the method to select the budget itself. In
each on of the datasets, we explore these both issues, in most of the cases when using
a budget size smaller than 100% of the instances, we obtain the same or even better
results with 50% or less of the total of instances. The selection of the budget itself was
made by using the centroids founded when applying the method k-means and by using a
random selection, giving this last one better or the same results. So, by using the method
K-means, the results do not get signicant improvements and instead the consumption of
resources is aected.
5.3.3 Classication Performance
In this section, we evaluate our algorithm in a classic classication task. We evaluate the
performance of our algorithm by calculating classication accuracy in the USPS dataset.
We compare our method with other linear and non-linear supervised, semi-supervised
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Datasets USPS BCI g241c g241d Digit1 COIL
Avg. Rank
l(#Labeled Samples) 10
1NN 19,82 48,74 44,05 43,22 23,47 65,91 13,33
SVM 20,03 49,85 47,32 46,66 30,6 68,36 17,67
MVU+1NN 14,88 50,24 48,68 47,28 11,92 62,72 14,33
LEM+1NN 19,14 49,94 47,47 45,34 12,04 65,96 14,67
QC+CMN 13,61 50,36 39,96 46,55 9,8 59,63 10,17
Discrete Reg 16,07 49,51 49,59 49,05 12,64 63,38 14,5
TSVM 25,2 49,15 24,71 50,08 17,77 67,5 15,33
SGT 25,36 49,59 22,76 18,64 8,92 - 10,83
Cluster-Kernel 19,41 48,31 48,28 42,05 18,73 67,32 13,33
Data_Dep,Reg 17,96 50,21 41,25 45,89 12,49 63,65 13,33
LDS 17,57 49,27 28,85 50,63 15,63 61,9 12,17
Laplacian RLS 18,99 48,97 43,95 45,68 5,44 54,54 9,5
CHM 20,53 46,9 39,03 43,01 14,86 - 11,66
Self 20,13 50,81 40,67 49,84 11,38 46,51 13,83
LP 10,55 48,38 43,61 43,63 9,61 35,13 5,83
PVM 15,36 49,1 39,25 37,72 17,08 39,77 8,16
AGR 27,02 49,89 42,09 45,54 11,45 39,43 13
MMLP 14,44 49,57 44,35 44,7 11,16 35,93 8,83
LPDGL(Linear) 19,77 43,5 44,15 45,11 38,11 73,21 14,17
LPDGL 17,88 48,17 42,73 42,01 5,37 61,69 6,83
SSOKMF 21,07 42,97 15,66 19,04 11,20 38,82 6,16
SSOKMF-RBF 20,93 42,58 12,79 28,82 10.97 37,48 5,33
Table 5-2: Error rate for 6 benchmark datasets in the transductive setup for dierent
methods in the state of the art for l =10 labeled samples. The three best results for each
dataset are marked in red, blue and green, respectively.
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Datasets USPS BCI g241c g241d Digit1 COIL
Avg. Rank
l(#Labeled Samples) 100
1NN 7,64 44,83 40,28 37,49 6,12 23,27 12,5
SVM 9,75 34,31 23,11 24,64 5,53 22,93 9,83
MVU+1NN 6,09 47,42 44,05 43,21 3,99 32,27 13,16
LEM+1NN 6,09 44,64 42,14 39,43 2,52 36,49 10,83
QC+CMN 6,36 46,22 22,05 28,2 3,15 10,03 8,67
Discrete Reg 4,68 47,67 43,65 41,65 2,77 9,61 9,5
TSVM 9,77 33,25 18,46 22,42 6,15 25,8 9,33
SGT 6,8 45,03 17,41 9,11 2,61 - 8,33
Cluster-Kernel 9,68 35,17 13,49 4,95 3,79 21,99 7
Data_Dep,Reg 5,1 47,47 20,31 32,82 2,44 11,46 7,67
LDS 4,96 43,97 18,04 23,74 3,46 13,72 6,33
Laplacian RLS 4,68 31,36 24,36 26,46 2,92 11,92 6,16
CHM 7,65 36,03 24,82 25,67 3,79 - 11,16
LPDGL(Linear) 13,44 24,9 34,04 33,62 10,19 70,64 12,5
LPDGL 5,09 34,52 21,54 23,9 2,23 7,27 4,67
SSOKMF 19,85 31,94 12,85 8,80 7,80 17,27 8
SSOKMF-RBF 12,62 30,58 12,88 22,91 5,97 15,53 7,33
Table 5-3: Error rate for 6 benchmark datasets in the transductive setup for dierent
methods in the state of the art for l =100 labeled samples. The three best results for each
dataset are marked in red, blue and green, respectively.
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and unsupervised dimensionality reduction methods. These methods include SVM (Sup-
port Vector Machines) with linear and Gaussian kernels [95], LDA [16], SRDA (spectral
regression discriminant analysis) [96], SDA [34], PCA [28], KPCA [111] and LLE [6].
5.3.3.1 Handwritten Digit Recognition
The USPS image dataset contains 9298 images of handwritten digits divided in 4649
training images and 4649 testing images. Each image consists of p=16Ö16=256 gray-
scale pixel intensities taken as the feature dimension. The images belong to 10 classes,
i.e., digits 09. It dataset was adopted to assess the ability of algorithms to recognize
handwritten digits and because it is widely used in semi-supervised state-of-the-art works1.
Classication Performance
Figure 5-2 presents the gain in performance in comparison with a similar linear algorithm
in the USPS dataset. The Figure shows the average classication accuracy using dierent
percentage of annotated samples. First, we can see that both methods, the proposed SS-
OKMF and the STWOMF [112] preserve a similar performance with about 50% of the
labeled samples, which shows empirically the ability of both methods to exploit unlabeled
instances, even so it can be seen that the proposed algorithm present a gain in performance
of about 15 points, this is because the ability of SS-OKMF to model complex relations
due to non-linear formulation.
Figure 5-3 shows a competitive performance compared with other methods in the state-
of-the-art. We evaluate the methods by using the representation itself or by using 1-knn.
The best result (d-ssokmf) is obtained when using the representation itself instead of
using 1-KNN to evauate the classication accuracy.
5.3.4 Large Scale Experiments
In this section, we evaluated the performance of the method in terms of classication ac-
curacy and training time when increasing the number of samples to construct the budget.
We use the MNIST database of handwritten digits that contains 60000 training samples
and 10000 testing samples2. The digits are size-normalized and centered in a xed-size
image. Each image consists of p=28Ö28=784 gray-scale pixel intensities taken as the
feature dimension. Aditionally, we normalize the data to have mean equal of zero and a
standard deviation of one. The images belong to 10 classes, i.e., digits 09.
The experimentation setup is as follows: At each result, we reported the average (accuracy
/ time) of running two experiments. In all the results, we use 60000 samples to train
1http://www.cad.zju.edu.cn/home/dengcai/Data/MLData.htm
2http://yann.lecun.com/exdb/mnist/
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Figure 5-2: Average classication accuracy for dierent percentage of annotated samples.
Comparison between linear and non-linear methods.
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Figure 5-3: Average classication accuracy for several linear and non-linear supervised,
semi-supervised and unsupervised dimensionality reduction methods.
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Figure 5-4: Average classication accuracy for the MNIST datastet when incrementing
the budget size.
the method and 10000 to evaluate its performance (accuracy / time). The budget size
increases from 1000 to 10000 samples.
Performance
Figures 5-4 and 5-5 shows the results of the SSOKMF method in terms of classication
accuracy and training time in the MNIST dataset. It is quite evident that the accuracy
improves when more samples are included in the construction of the budget, but also,
the training time increases considerably when the size of the budget becomes higher. But
also, we can see that the contribution in the improving in the performance is becoming
less signicant as the size of the budget increases, and the maximum accuracy is achieved
with a budget size composed of about 11000 samples. This implies that only the 18% of
the training samples are required to construct a suitable budget, which is a signicant
reduction in the amount of required memory. This result not only implies less memory
but also less training time, as is evidenced in Figure 5-5.
5.4 Conclusions
We have presented a novel semi-supervised kernel matrix factorization method that uses a
budget restriction to tackle the memory issue and computation time. The main advantage
of using a budget in our method SS-OKMF is that allow us to save memory, given it is not
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Figure 5-5: Training time for the MNIST datastet when incrementing the budget size.
necessary to store the complete kernel matrix, but a smaller kernel matrix of the size of
the budget reducing signicantly the algorithm complexity and keeping low computational
requirements in large-scale problems.
SS-OKMF is able to take advantage of annotated data to model a semantic low-dimensional
space that preserves the separability of the original classes, and additionally, has the abil-
ity to exploit unlabeled instances for modeling the manifold structure of the data and use
it to improve its performance in transductive as well as inductive settings such as clas-
sication tasks. The experimental evaluation shows that the proposed method presents
competitive results in terms of error rate in the transductive setup as well as classi-
cation accuracy in the inductive approach, in comparison with several unsupervised,
semi-supervised and supervised dimensionality reduction methods. In a good percentage
of the evaluated datasets our method shows a signicant improve over several existing
SSL method.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
Nowadays, the dimensionality of the data is an ongoing problem. This problem is ad-
dressed from dierent approaches. Here, we considered three: rst, the inclusion of su-
pervised information, second, the nature of the data and nally, the performance in large
scale scenarios. In this thesis, methods based on these three issues to perform dimension-
ality reduction were proposed. The main idea around the design of these methods was the
learning of a mapping between the original sample representation and label representation
by nding a common low dimensional semantic space.
6.1.1 Dimensionality Reduction using a Supervised approach
In the state of the art, methods that include some type of supervision perform better
than the unsupervised ones because of in unsupervised learning there is no prior knowl-
edge assumed about the model structure. Target information can help to create better
discrimination models because of the additional information provided by the labels. The
rst strategy to create a model to carry out the process of dimensionality reduction was
based on the idea of including target information in the learning model and this is why, all
the proposed methods here, are designed to use some type of target information such as
the classes or labels associated with the samples. The proposed methods learn a mapping
between the original sample representation and labels by nding a common low dimen-
sional semantic representation. In all the experiments conducted, the supervised methods
(including ours) perform better than the unsupervised ones demonstrating the advantage
of using supervised information in the construction of the models.
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6.1.2 Dimensionality Reduction using a Semi-Supervised approach
In many applications, unlabeled training examples are readily available but labeled ones
are fairly expensive to obtain. Additionally, unlabeled data can be exploited to estimate
the intrinsic manifold structure of the data. Therefore, it helps in getting better low
dimensional semantic spaces and transformation functions. The second strategy adopted
was based on this idea to help reducing the dimensionality and keeping the intrinsic
manifold structure of the data by implementing a semi-supervised approach. This strategy
was implemented in the methods presented in chapter 4 "Semi-Supervised TWOMF"
and chapter 5 "Semi-Supervised OKMF". The methods were evaluated in classication
tasks in their inductive and transductive (only in the method SSOKMF) abilities. The
results show that by using more samples even when label information is missing, a higher
performance can be obtained.
6.1.3 Dimensionality Reduction using a Non-linear approach
When the nature of the data is non-linear, linear models have poor performances. This
is why, the third strategy is based on implementing a non-linear approach to build better
low dimensional semantic spaces taking into account the nature of the data. The solution
adopted was the inclusion of kernels in the design of the model. This is because of, kernel-
based methods have proven to be a good alternative for modelling non-linearities. The
rst two methods "TWOMF" and "Semi-Supervised TWOMF" present a linear approach
that impose a limitation respect their exibility. In contrast, the third one "SSOKMF"
was implemented using a non-linear strategy. The main drawback of using kernels is the
high computational requirements that limit their applicability for large-scale problems.
To solve this, a budget restriction based on a set of representative points of size much
lower than the size of the training dataset was implemented. The method was evaluated
in classication tasks by using benchmark datasets and compared against recent state-
of-the-art works showing a competitive performance. Although the results of the method
are competitive, a better evaluation in large scenarios is required.
6.1.4 Considerations about Large Scale
Generally, large scale problems are constrained by the maximal computing time, usually
because the supply of training samples is very large. The solution to the problem of large
scale here, is achieved by adopting two dierent strategies: First, an on-line learning ap-
proach in the design of all the methods. This is, the methods are optimized using the
SGD [97] algorithm. SGD allow the calculation of the gradient of the lost functions by
taking into account only current observations (single samples or a set of them - mini-
batches), achieving signicantly reductions in memory requirements and computational
loads. Second, by using highly parallelized implementations based on GPU. An important
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observation about parallelization strategies is that, when the size of the dataset is consid-
erably large, the performance in terms of consumption of resources improves signicantly.
Experiments conducted show improvements in the performance in terms of time when
addressing the problem or large scale data from both sides: the model design and the
implementation details.
6.2 Future Work
There are some factors related with the method SSOKMF in which it is necessary to
conduct further exploration. First, the performance when dierent types of kernels are
used, second, the method used to construct the budget matrix B and nally, the big
number of hyperparameters to setup.
First, the kind of kernel used. Kernel functions provide a way to manipulate data and
this is why it requires further analysis respect the appropiate kernel for dierent types of
data. These "types" of data refer to the domain, structure or complexity of the datasets
and also the characteristics of the dataset itself such as the partition sizes, the proportion
of labeled and unlabeled samples, the number of samples for each class, the evaluation
setup, among others. As a future work, it is planned to perform an evaluation of other
kinds of kernels that may be more suitable for the singularities presented on each dataset.
Second, the method to select the samples for the budget matrix B. Two dierent meth-
ods were studied. First, randomly selecting p instances of the original data and second
applying k-means xing k to the budget size. However, it is necessary to evaluate other
methods to select the most representative set of instances to construct the budget that
can help to improve the performance of the method SSOKMF.
Third, the big number of hyperparameters that dicult the training step. So, another
important future task is to perform an analysis of the sensibility and general behavior of
the algorithm respect to each hyperparameter, in order to try to dene the most suitable
conguration rank according with the dataset properties, and that would reduce the
complexity of the hyperparameter exploration step.
Also, better comparisons using larger datasets are required, specially when using the
method Online Kernel Matrix Factorization. This is a dicul task because one of the
main drawbacks in research is the comparison against state-of-the-art methods because
of their lack of clear setups, availability of the datasets and the implementation code
of the algorithms. Also, this is dicult because most of the current methods do not
use large datasets to evaluate their performance. Aditionally, there are not large scale
semi-supervised estandar datasets to perform an evaluation and therefore, to perform
comparisons is not possible.
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Abstract: This paper presents a matrix factorization algorithm for multi-label annotation. The multi-label annotation
problem arises in situations such as object recognition in images where we want to automatically find the
objects present in a given image. The solution consists in learning a classification model able to assign one
or many labels to a particular sample. The method presented in this paper learns a mapping between the
features of the input sample and the labels, which is later used to predict labels for unannotated instances.
The mapping between the feature representation and the labels is found by learning a common semantic
representation using matrix factorization. An important characteristic of the proposed algorithm is its online
formulation based on stochastic gradient descent which can scale to deal with large datasets. According to the
experimental evaluation, which compares the method with state-of-the-art space embedding algorithms, the
proposed method presents a competitive performance improving, in some cases, previously reported results.
1 INTRODUCTION
Multi-label annotation has been an active research
area in the last years due to its potential impact in an
increasing number of new applications such as music
categorization (Trohidis et al., 2008), functional ge-
nomics (Zhang and Zhou, 2006), video content anal-
ysis (Wang et al., 2008), noise detection (Qi et al.,
2012), image understanding (Wu et al., 2010) and
image search (Siddiquie et al., 2011), among oth-
ers (Tsoumakas and Katakis, 2007). The problem
of multi-label annotation (or classification) refers to
the problem where a single instance can be simul-
taneously assigned to multiple classes. This differs
from multi-class classification where each sample is
assigned to only one class. It means that, in multi-
class classification, classes are assumed mutually ex-
clusive, but in multi-label classification classes are of-
ten correlated.
A common approach to address multi-label an-
notation is to handle this problem as a conventional
classification problem, i.e., multiples classifiers are
trained, and only one binary classifier is used per la-
bel. In this way a new instance is annotated by in-
dependently applying the set of classifiers. Due to
the fact that one classifier is required for each label,
this approach may not scale well when there is a large
number of labels.
An alternative to dealing with large number of la-
bels is to find a compact representation of them using
a dimensionality reduction method. This approach is
followed by multi-label latent space embedding meth-
ods which have shown competitive results.
In this paper we describe a method for multi-label
annotation based on semantic embedding. The pro-
posed method finds a common semantic space for the
original features representation of an instance and its
corresponding labels to model a direct mapping be-
tween the feature representation and annotation la-
bels. An important characteristic of the proposed
method is its formulation as an online learning algo-
rithm based on stochastic gradient decent, which al-
lows it to deal with large collections of data, achiev-
ing a significantly reduction in memory requirements
and computational load.
The rest of this paper is organized as follows: Sec-
tion 2 discusses the related work; Section 3 presents
the details of the proposed multi-label annotation
method; Section 4 presents the experimental evalua-
tion; and, finally, Section 5 presents some concluding
remarks.
2 RELATED WORK
An alternative approach to solve the problem of multi-
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Abstract. This paper presents a matrix factorization method for dimensional-
ity reduction, semi-supervised two-way multimodal online matrix factorization
(STWOMF). This method performs a semantic embedding by finding a linear
mapping to a low dimensional semantic space modeled by the original high di-
mensional feature representation and the label space. An important characteris-
tic of the proposed algorithm is that the new representation can be learned in a
semi-supervised fashion. So, annotated instances are used to maximize the dis-
crimination between classes, but also, non-annotated instances can be exploited
to estimate the intrinsic manifold structure of the data. Another important advan-
tage of this algorithm is its online formulation that allows to deal with large-scale
collections by keeping low computational requirements. According with the ex-
perimental evaluation, the proposed STWOMF in comparison with several linear
supervised, unsupervised and semi-supervised dimensionality reduction meth-
ods, presents a competitive performance in classification while having a lower
computational cost.
1 Introduction
Multimedia information presents many opportunities due to the richness
of its high-dimensional information, but also implies many computa-
tional challenges mainly related with the well-known “curse of dimen-
sionality” [3] that dramatically affects the speed of machine learning al-
gorithms. Dimensionality reduction allows to eliminate the redundancy
and the noise present in the manifold structure of the original high di-
mensional feature representation and tackles the curse of dimensionality
by compressing the representation in a more expressive reduced set of
variables that preserve the most important characteristics of the initial
set. This is done by finding a transformation that does not alter the in-
formation presented by the initial data set. Dimensionality reduction is a
technique widely used today in many machine learning tasks such as re-
gression, annotation, classification, clustering, pattern recognition, infor-
mation retrieval among others [1]. This technique would be used in unsu-
pervised as well as supervised approaches. Unsupervised dimensionality
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This paper presents a method for multi-class classication based on
dimensionality reduction via matrix factorization. The method called
semi-supervised online kernel matrix factorization (SS-OKMF) performs
a semantic embedding by nding a non-linear mapping to a low dimen-
sional semantic space modeled by the original high dimensional feature
representation and the class representation. This non-linear modeling is
based on kernel methods, unfortunately, kernel-based methods present
an important drawback that is the high computational requirements that
limit their applicability for large-scale problems. In order to overcome
this drawback, the proposed method uses a budget based on a set of rep-
resentative points of size b l, where l is the size of the training dataset
to tackle the memory problem, and uses an online formulation based on
stochastic gradient descent to tackle the computation time and keeping
low computational requirements in large-scale problems.
An important characteristic of the proposed algorithm is that the
new low-dimensional semantic representation can be learned in a semi-
supervised fashion. So, annotated instances are used to maximize the
discrimination between classes, but also, non-annotated instances can be
exploited to estimate the intrinsic manifold structure of the data. Accord-
ing with the experimental evaluation, the proposed SS-OKMF, in compar-
ison with several non-linear supervised, unsupervised and semi-supervised
dimensionality reduction methods, presents a competitive performance in
transductive as well as in inductive learning such as classication tasks
while having a lower computational cost. We performed experiments in
6 benchmark datasets to evaluate the transductive ability, we also used
the standard USPS handwritten dataset to evaluate the inductive ability.
Finally, we used the MNIST dataset to evaluate the performance in large
scale scenarios. The results show a competitive performance in compari-
son with state-of-the-art methods.
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