We study the initial-boundary-value problems for multidimensional scalar conservation laws in noncylindrical domains with Lipschitz boundary. We show the existenceuniqueness of this problem for initial-boundary data in L ∞ and the flux-function in the class C 1 . In fact, first considering smooth boundary, we obtain the L 1 -contraction property, discuss the existence problem and prove it by the Young measures theory. In the end we show how to pass the existence-uniqueness results on to some domains with Lipschitz boundary.
Introduction
In this paper we study the initial-boundary-value problems for multidimensional scalar conservation laws in noncylindrical domains with Lipschitz boundary. We prove the existence-uniqueness of this problem for the flux-function in the class C It is well known that the initial-boundary-value problem, also called IBVP, generally is not well posed; an interesting description can be seen in Serre [26] vol. 2. The important question is how we should consider the boundary condition. The first work in this way was Bardos, LeRoux and Nédélec [2] , which extend to bounded domains the fundamental paper by Kruzkov [19] for Cauchy problems. They established that the boundary condition is given by an inequality to be verified for almost everywhere point at the boundary. This is possible since they consider data in BV, so the notion of trace at the boundary exists in a strong sense. Moreover, they have considered cylindrical domains with piecewise smooth boundary. The question on how the boundary condition should be assumed, was further studied by DuBois and LeFloch [9] . They observed the equivalence from their notion and that one given by Bardos, LeRoux and Nédélec [2] in the scalar case. It was Otto [23] who proved the well-posedness of the IBVP for L ∞ data. From the notion of boundary entropy pairs he introduces a weak formulation in which sense we shall consider the boundary condition. It is important to notice that Otto has proven the L , considering cylindrical domains with smooth boundary. Again for these type domains, Kondo and LeFloch [18] uses the notion of boundary condition proposed in Joseph and LeFloch [16] , to prove existence-uniqueness and compactness results in a class of entropy measure-value solutions to the IBVP.
The notion of normal traces for L ∞ or even L p fields is fundamental to ensure a precise notion for the boundary condition. This question is addressed by Chen & Frid [3] , [5] , who introduced the notion of Divergence-Measure Fields, denoted by DM, of L ∞ or L p fields whose divergence is a Radon measure and, they generalized for these fields the Gauss-Green theorem. Finally, we mention the strong trace result obtained by Vasseur [31] , with the aid of normal traces, generalized Gauss-Green theorem, cited above, and the kinetic formulation introduced by Lions-Perthame-Tadmor [20] . Vasseur shows this result, with a non-degeneracy condition on the flux-function, moreover in the class C 3 . Hence, the weak boundary condition introduced by Otto [23] is equivalent to that one given by Bardos, LeRoux and Nédélec [2] . Notice that this equivalence is still open for a general flux-function.
Let Q T be an open subset of IR

n+1
, whose points are denoted by (t, x) ∈ IR × IR n . We will denote by Γ T the lateral boundary of Q T and by Ω the set Q T ∩ {t = 0} = ∅. We are concerned with the following IBVP:
Find u : Q T → IR, satisfying 
a.e., and therefore DL(t, y) exists and can be regarded as a linear mapping from IR
Since L is a bi-Lipschitz map, the Jacobian of L is positive, that is,
a.e.).
Let Ω ⊂ IR
n be an open set with regularly deformable Lipschitz boundary ∂Ω, see Chen & Frid [3] . Set
and for some T ∈ IR, T > 0
Moreover, we can write
Now, we assume that Θ : ∂Ω × [0, 1] →Ω is a regular Lipschitz deformation for ∂Ω and fix a standard regular Lipschitz deformation
where Since we are concerned with scalar conservation laws, any η ∈ C 1 (IR) is an entropy. Indeed, it is enough to take
for (1.5) to be satisfied and, one has to mention, we are always considering convex pairs. An important example of a generalized convex entropy pairs are the Kruzkov's entropies, i.e., the parameterized family
is a convex entropy pair and
Analogously, if F(u, v) is the uniform limit of a sequence of boundary entropy pairs over compact sets, then we call it a generalized boundary entropy pair.
A common example of boundary entropy pairs are given by the quadratic ones. Here, we give an example of a parameterized family of boundary entropy pair, that it will be used in section 2
The following definition tells us in which sense a function u ∈ L ∞ (Q T ) is a weak entropy solution of (1.1)-(1.3).
(1.9)
• Initial Condition (1.2): For any openΩ such thatΩ ⊂ Ω,
e., and any boundary entropy pair
where n s is the outward unit normal field defined
For convenience we extend the weak entropy solution u ∈ L
and satisfies (1.9) , then the fields [3] , [5] .
Next we recall a result in Chen & Frid [3] which provides, as in [22] , a more convenient way to express the concept of weak entropy solution of (1.1)-(1.3) as given by Definition 1.3. 
(1.12)
As in [22] , Theorem 1.1 implies a maximum principle for the hyperbolic problem.
In particular,
(1.14)
P roof. To get rid of the boundary term, we choose in (
(1.15)
First we prove (1.13-1). Define, for each ∈ IN, the following boundary entropy
where v := max{ ess sup
With this boundary entropy in (1.15) and observing that α ≡ 0 in Ω, letting → ∞, we arrive at
Now, let δ > 0, τ < T and ζ(t) = χ (−τ −δ,τ +δ) (t). Then, after mollifying and passing to the limit, and making δ → 0
Analogously, we obtain (1.13-2). The proof of (1.14) is immediate from (1.13), observing that
Stability
The main focus of this section is to show the L 1 -contraction property, which establishes stability for (1.1)-(1.3). Basically we double variables as Kruzkov [19] to obtain this contraction, but since we are concerned with IBVP and the domain is noncylindrical, some features are needed, we have made all of them in details. We prove the continuous dependence of a solution with the initialboundary data considering Γ T smooth. In particular, we obtain uniqueness of solution for equal data. 
Moreover, for almost all t ∈ (0, T ) we have
(Ω), satisfying (1.9) − (1.11) in the sense of Definition 1.3. In order to simplify the notation, we drop the subscript (i = 1, 2) in all remaining proof, as soon as indifferent. Now, for each v, w ∈ IR and ∈ IN, we define
Hence F and F converge uniformly to F in (1.6) and F in (1.8) respectively. Using these entropies and the Dominated Convergence Theorem, from (1.9) and (1.11) we obtain:
ess lim 
Then mollifying ζ, i.e., ζ n ≡ ζ * ρ n , where ρ n is a standard mollifier, we get
Using the coarea formula [11] , [12] in the second integral of the above inequality, we obtain
At the same integral we use the area formula [11] , [12] . Then passing to the limit as n → ∞ and making δ → 0 + , first we observe that ϕ| Γ s can be replaced by ϕ|
s with an error that goes to 0 when δ → 0
Now, we observe that
Since the essential limit of each integral exists and denoting by n(r) the limit of n s (ψ s (r)) when s → 0 + , we obtain
Then from (2.5)-(2.7), we obtain for any
3. In order to make the doubling of variables, we make two changes of coordi-
and Q T = L((0, T ) × Ω). For convenience we consider the inclusion map
analogouslyΘ(t, y ) andn(t, y ). Then applying the area formula, we obtain from (2.8)
where JL, JL c are the Jacobians of the transformations. Now, we study the integrand in the first integral, we have
Hence we obtain with the first transformation
Now we make a second transformation. Since ∂Ω is smooth, for any y 0 ∈ ∂Ω we can find r > 0 and a mapping γ ∈ C
; IR) such that, upon rotating and relabelling the coordinate axes if necessary
Write U ≡ U (y 0 , r) and suppose temporally thatφ(t, y) has compact support contained in (0, T ) × U . Let
and denote y = (y , y n ) = H(z). Analogously, we have
) n (y),
(y). Moreover, we define
and consider the following change of variables
Then H is a diffeomorphism of class C ∞ , and for all (t, z) ∈ (0, T ) × B the Jacobian of H is one. Denote
J(t, z) = (JL • H)(t, z),
whereφ(t, z) has compact support contained in (0, T )×B. Remaking the same procedure for the first transformation, from (2.9) we obtain
(2.10)
Further we make φ(t, z) =φ(t, z)J(t, z), so φ(t, z) is a nonnegative smooth
function and has compact support contained in (0, T ) × B. Then from (2.10) we obtain
where the function g is given by
Now, we double the variables. Let
Observing that ∇ τ,ζ φ = ∇ t,z φ, ∇ τ,ζ ρ ε = −∇ t,z ρ ε and adding the analogous equation whereũ 1 andũ 2 have been interchanged and so (t, z) with (τ, ζ), we
Now, we are about to study the convergence of each term. First we show that
).
Then IF is Lipschitz in all variables, see Kruzkov [19] Lemma 3, and as usual we make
From the properties of IF and ρ ε , we get
where C is a positive constant independent of ε. Then J 1 → 0 as ε → 0 + . Moreover, for ε > 0 sufficiently small J 2 is independent of ε. Indeed, making the change of coordinates (t, z, τ, ζ) → (t, z, ς = t − τ, ξ = z − ζ), it follows that
From what (2.13) follows. Now, we show that I 2 and I 3 go to zero when ε → 0
Sincef is a smooth function in the first two variables, we can write
.
Hence
where the modulus of IH is o(ε 2 ) and from the properties of the functionsf , ρ ε , we obtain
Now, for convenience we denote
Like IF the functions IK i , IK ij are Lipschitz in all variables, and with this notation
Since ρ has compact support, integrating by parts we have
Subtracting the above expression from J 3 and due the properties of IK i , IK ij and ρ ε we get
from what it follows that J 3 → 0 when ε → 0 + . Then I 2 → 0 as ε → 0 + and analogously I 3 . Now, let us look at I 4 . Set
which is a Lipschitz function in all variables. Proceeding analogously for IF in I 1 , we get
t, z))] · ∇ t,z J(t, z) φ(t, z) dz dt
(2.14)
Further we observe that there exists a constant L > 0 depending on F, L and H such that
Now we investigate the boundary terms. We begin showing that
From Fubini´s Theorem, we can write
Then taking the limit as ε → 0 + we obtain (2.16). Analogously
Remain to show the convergence of I 6 and I 8 . Let us show that
Again by Fubini´s Theorem, we have 
( 2.20) 6. Now, we write φ(t, z) =φ(t, z)J(t, z) and make the change of variables returning to the cylinder (0, T ) × Ω. Then, we get
yφ (t, y) JL(t, y) dy dt
+L T 0 Ω∩U |ū 1 (t, y) −ū 2 (t,
y)|φ(t, y) JL(t, y) dy dt
Before we make the transformation to the noncylindrical domain, we remember that we have supposed that sptφ ⊂ (0, T ) × U . Since ∂Ω is compact, we can cover ∂Ω by a finite number of balls
be a sequence of smooth functions, such that
Then (2.21) is satisfied for eachφ i , (i = 0, · · · , N ). Since each inequality is nonnegative, adding from i = 0 to N and observing that
we obtain for any nonnegative functionφ
Returning to the noncylindrical domain Q T , from (2.22) we get for any
7. Now we observe that there exists a constant M > 0, depending on F and
Consequently,
and taking the limit as s → 0 + , we obtain
From (2.23) and (2.24), we get for any
( 2.25) 8. Let δ > 0 be small enough, and H δ (t) the Heaviside function. In (2.25), we
where
, φ ≥ 0, and ρ n a standard mollifier. Then we have
Observing that |H δ * ρ n | ≤ 1, and (H δ * ρ n )(t) converge to the Dirac measure concentrated in δ, we take the limit as n → ∞ and making δ → 0
Moreover, since
where C 1 e C 2 are positive constants, utilizing (1.10) we complete the proof of (2.1).
9. Now we finish the proof showing the L 1 contraction. In (2.1), we choose
, ζ ≥ 0 and from Fubini´s Theorem, we have
(2.27) Let δ > 0 be small enough and for t < T we take in (2.27) ζ equals the characteristic function on (δ, t + δ), i.e., ζ = χ (δ,t+δ) . After mollifying and passing the limit, making δ → 0 + , we get for almost all t ∈ (0, T )
Therefore, from Gronwall´s inequality (integral form) we obtain (2.2). 2
Remark 2.1 We should make only one change of coordinates in the proof of Theorem 2.1, we made two for clarity. Although, we do not have to work with the jacobian of this one transformation (it is one), the constant L in (2.1) continues depend on the derivatives of the jacobian matrix of this transformation, see (2.15).
Existence-Uniqueness
The aim of this section is to study the existence of a weak entropy solution to the IBVP (1.1)-(1.3) . We prove the existence and uniqueness to ( Here we use the vanishing viscosity method to obtain the desired result, that is, for ε > 0 we study the parabolic perturbation of the IBVP (1.1)-(1.3) . We make use of the well known results of existence, uniqueness and uniform L ∞ bound for quasilinear parabolic problems. Following the vanishing viscosity method, we study the convergence of a family {u ε } ε>0 , solutions to the perturbed problems. An usual procedure in the scalar case, going back to Kruzkov [19] , is to derive uniform estimates (with respect to the parameter ε > 0) on
These estimates and the uniform L ∞ bound on u ε imply that the family {u ε } ε>0 is compact in L 1 (Q T ). Although, it seems impossible to derive such estimates for noncylindrical domains, even in the one-dimensional case. A problem arises due to the presence of a nonzero time component of the outward unit normal field. In a view of this difficulty, we follow a method introduced by DiPerna [7] and further developed by Szepessy [27] based in the uniqueness of measure-value solutions.
Given ε > 0, we consider the following perturbed problem obtained from (1.1)-(1.3) This uniform estimate implies the existence of a subsequence {u
According to Young measures theory, see DiPerna [7] and Tartar [29] , [30] , associated with this subsequence {u
there exists a measurable family of Young measures ν (.) 
where Prob(IR) is the space of nonnegative Radon measures over IR with unit mass. For any g ∈ C(IR) the L ∞ (Q T ) weak star limit
exists, and . 1)-(1.3) . P roof. 
and for any g ∈ C(IR)
where ν (t,x) is the associated family of Young measures.
2. Let δ > 0 be a real number sufficiently small and s = min{ dist((t, x), Γ), δ}.
Henceh(t, x) is globally Lipschitz and smooth on the closure of
Further, we define L := sup 0<s<δ |∆ t,xh (t, x)|. Then the function 6) whereM > 0. Moreover, for almost all (t, x) ∈ Q T we have
The above result, that is, (3.6)-(3.8) is a suitable modification for noncylindrical domains the similar obtained in Otto [22] for cylindrical ones, see also Málec, Necas, Rokyta, and Ruzicka [21] . As [21] , [22] , we obtain from (3.6) and equation (3.1) that u ε satisfies for all boundary entropy pairs
where we have used (3.7)-(3.8). 
Formally, we have for any nonnegative function
where we have used (3.11), the Fubini's Theorem and the product rule. This argument can be made rigorous by a standard mollification (see Szepessy [27] ).
4. Now, we claim that ν 1 (t,x) and ν 2 (t,x) have supports consisting of a common single point u(t, x) for a.e. (t, x) ∈ Q T , i.e.,
Letting ζ tends to the characteristic function on (s, t), 0 < s ≤ t, we get
and the initial data is assumed in the strong sense, so that both terms in the right hand side of the above inequality converges to zero as t → 0 + . Then, making s → 0 + in (3.13), we get
Consequently, for almost everywhere (t,
(3.14)
Thus, the assertion follows by (3.14) and a contradiction argument. Indeed, following Szepessy [27] we suppose that there exists w 1 = w 2 with
for each (t, x) ∈ Q T and such that (3.14) holds. Then, by definition there are
such that sptφ 1 ∩ sptφ 2 = ∅ and
Thus by Fubini's theorem and (3.14)
which is a contradiction.
5. Now in (3.10) with ν (t,x) = δ u(t,x) , we obtain that u is the unique function that satisfies 
Passage to Lipschitz Boundary
In this section we show how we can extend the last result, i.e. Theorem 3.1 to regularizable Lipschitz domains. In order to obtain this result we utilize the notion of regularized problems, that is, for δ > 0 we make a regularization of the IBVP (1.1)-(1.3) . To study the convergence of a family {u δ } δ>0 , solutions to the regularized problems, we utilize the same technics of the Section 3. The stability result does not pass to regularizable Lipschitz domains, due that, we do not have a uniform bound (if respect to the parameter δ > 0) on L in (2.1).
In Section 1 we have defined Q T from the cylinder (0, T ) × Ω by a bi-Lipschitz map L(t, y), hence the lateral boundary Γ T was a Lipschitz variety and since we have assumed that ∂Ω is a regular deformable Lipschitz boundary, Γ T possess the same regularity. Now without loss of generality, we can assume that the map L is defined in a domain of IR n+1 containing the set IR × Ω and its deformations. Analogously, we do not continue considering x(t, y) = y for t ≤ 0 and assume that ∂Ω is smooth. By abuse of notation we continue denoting by Ω the set Q T ∩ {t = 0}. The set Q T as defined above is an example of a regularizable Lipschitz domain in IR
3
. In fact, we have a family of examples, since we can change a, b and principally γ.
