Abstract. A numerical study of the isothermal fluid equations with a nonmonotone equation of state (like that of van der Waals) and with viscosity and capillarity terms is presented. This system is ill-posed (i.e., elliptic in x vs. t) in some regions of state space and well-posed (i.e., hyperbolic) in other regions.
in which v is specific volume, u is velocity, x is the Lagrangian space variable, e is the viscosity coefficient, and 6 is the capillarity coefficient. The capillarity term was first proposed by Korteweg [10] and later analyzed by Felderhof [2] and Bongiorno, Scriven, and Davis [1] . This system with a van der Waals pressure law was analyzed by Slemrod [19] , [20] as a simple model for liquid-gas phase transitions.
The van der Waals pressure term is (1.2) p(v) properties of this system will occur in other more realistic phase transition models [3] or in other conservation laws of mixed type [14] , [18] . Traveling wave solutions for (1.1)-(1.3) representing phase transitions and shock waves were analyzed by Slemrod [19] , [20] and Hagan and Slemrod [5] . In particular, they showed that the capillarity term in (1.1) is necessary to get a full set of phase transition waves. Moreover, inclusion of capillarity eliminates some phase jumps and thus provides some uniqueness. These traveling wave solutions were then combined with rarefaction waves by Shearer 15] - [ 17] and Hattori [6] , [7] to produce approximate solutions of the Riemann problem. The rarefaction waves would be exact solutions if e and 3 were zero. By a Riemann problem solution, we mean any combination of traveling waves (shocks or phase transitions) and rarefactions that connect two given states (b/l, /31) at x=-and (ur, vr) at x=. A surprising result of Shearer [17] is that the Riemann problem solution for given end states (Ul, Vl) and (u,., Vr) is not unique.
Viscosity and capillarity provide a selection principle for the nonunique weak solutions of the first-order part of (1.1). We use this because it seems more physically and mathematically correct than the alternatives, including chord conditions or hyperbolic numerical methods such as Lax-Friedrichs or Lax-Wendroff.
We present numerical computations of the initial value problem for (1.1), with the pressure law (1.3) for rarefaction waves ( 5) and for shock waves and rarefaction waves ( 6 and 7). In particular, we show that all of these waves are stable to sufficiently small initial perturbations, if the end states of the wave are not in the spinoidal region. This may be surprising because of the nonuniqueness of Riemann problem solutions and because the phase transition waves pass smoothly through the spinoidal region.
Stability of these phase transitions is explained by their narrow width ( 7.5). On the other hand, for moderate-sized initial perturbations, these waves may be unstable as described in 5 and 7.
At present there is no mathematical analysis of stability of Riemann problem solutions for systems like (1.1) that are not strictly hyperbolic. Our numerical computations and resulting conclusions should be a useful guide for future analysis as well as further computations.
Related work on this system and other systems of mixed type has been performed by several authors: Nicolaenko [12] performed numerical solutions of (1.1) with periodic boundary conditions and analyzed inertial manifolds for this system. Slemrod and Flaherty [21] numerically solved (1.1) with e 6 0 using the Lax-Friedrichs method, which provides numerical regularization terms. Slemrod and Marsden [22] analyzed chaos for (1.1) with forcing terms. General initial value problems have been discussed in [8] , [23 ] . 
This is the wave interval of instability. Figure 3 shows the real part of A versus the wave number k for fixed p'> 0, e, and 6. Although we wish to solve the Cauchy problem for (3.1) on the whole real line, the numerical scheme must be solved on an interval [a, b] . Thus, in addition to initial conditions, we introduce artificial boundary conditions; i.e., 3)
The following finite difference equation (FDE) (3.4)
is consistent with the PDE (3.1), with global discretization error (3.5) E. v(n At, j Ax)-v., in which v(n At, j Ax) is the exact value of the solution of (3.1) at the point with coordinate (n At, j Ax) and v is the solution of the numerical scheme (3.4 
d24, PDE, FDE, dp + 1. (3.12) Computations with such initial data recover these time dependent solutions. Figure   4 shows a solution with two rarefactions. In Fig. 5 shock, a forward shock, or a combination of them. The solution of (4.1) with initial data (4.4) will be approximated by the corresponding shock profiles S__ ', S;*, or S-*S;*. If viscosity dominates dispersion, then the shock profiles are monotone functions; while if dispersion dominates viscosity, then the solutions have oscillations around the corresponding spiral node. These traveling wave solutions solve an autonomous ordinary differential equation and will be oscillatory when one of the endpoints is a spiral node, which is the case if
as discussed by Whitham [26, p. 482]. In case of a combination of two shocks, the oscillations are in front of each profile, whether forward or backward. Figure 9 shows a combination of two monotone shock profiles, and Fig. 10 shows a combination of two oscillatory shock profiles. (4) If 6 0, then the only possible stationary phase jump is the connection (m-M), i.e., the Maxwell equal area connection.
(5) If 6 0, then any stationary phase jump is admissible, i.e., any connection of the type (U-Ust) is admissible. This case was treated by Pego [13] and Shearer [16] . The resulting solution satisfies the chord condition of Wendroff [25] . Now fix Ul, e, and 6. Then from part (3) Because the curve S-R-has a positive slope (see Fig. 2(a) ), the state UI cannot be on the curve S-R-passing through the point Ul. Thus, UI cannot be connected to UI by $ or R ' which is not consistent with part (2) . This implies that Ur cannot be connected directly to the other phase, so that there must be a state on S+R / through Ur which will be connected to a point on the curve S-R-through Ur. But by (3a) and (3b) such points must be UI and U*. Similar reasoning for any of the initial data prescribed in this section argues that the solution is one of the 12 types listed in the classification.
(6) Finally, suppose U D 3. Then there is no admissible phase jump for 6 0 as shown by Slemrod [20] , and the only possible connection (UI-U,.) for any Ur H,.
.e,e, e, is oj ..+ For 6 0 the connection is either So or S_SoR+. 6 . Stability of traveling wave solutions. In this section we investigate the asymptotic behavior (stability or instability) of traveling wave solutions for (1.1), as classified in 5, with perturbations in their initial data. Consider the initial data
in which the function Uo(x) is a traveling wave solution of (1.1), and the function Vo(x) is the initial perturbation, which is a function of small size decaying to zero at infinity.
Goodman [4] , Kawashima and Matsumura [9] , and Liu [11] have proved that shock profiles are stable with respect to small initial perturbations satisfying (6.2) ff+ccx]OWo(x)12dxc, V=O,Wo; a =0, 1,2,
provided that the system of equations is strictly hyperbolic and genuinely nonlinear with positive viscosity matrix on the right-hand side, and that the shocks are weak enough, i.e., IVl-v,.I is small enough. This result does not apply to the system (1.1), since it is of mixed type, the right-hand side includes a dispersion term in addition to the viscosity, and the phase jumps cannot be made weak. Our investigation of stability and instability is entirely numerical. (1) If the initial perturbation (6.3) does not enter the elliptic region, i.e., U(x, O) is in the same phase as U, then the solution of (1.1) with this initial data consists of two trains of N-waves moving in opposite directions along the characteristics of (1.1). The N-wave structure is due to the nonlinearity of the pressure p(v). If Note that in all the cases above, the structure of the unstable solution in the case of the viscous system (6 =0) is (SoSo'" So), and in the case of the dispersive system (6 O) the structure of the unstable solution is (S_S_jS+jS+).
Next, consider the stability of nonconstant traveling wave solutions. We now distinguish three types of traveling wave solutions.
6.2. Stability of monotone shock profiles. Viscous shock profiles are monotone solutions connecting two end states which are in the same phase. Such solutions are stable with respect to infinitesimal perturbations. The perturbations result in two decaying diffusive N-waves, in agreement with Liu's analysis of shock wave stability. However, if the perturbations are effective-elliptic perturbations, then the shock profiles may be unstable and approach another combination of shock profiles. Such instability will occur if the following conditions are satisfied:
(1) If the system (1.1) is dispersive (6 0 Figure 20 shows a phase jump connecting a state in the metastable region, and we might expect that adding an effective-elliptic perturbation would lead to instability. This is seen for a short time, but as time increases the short time instability disappears as a result of the interaction with the moving phase jump, and two decaying N-waves form. This shows that phase jumps are stable solutions of system (1.1). If k is a typical wave number for the function u'(x), then (6.5) w=O(1/k). 
