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Abstract
In this paper, we consider the unconstrained submodular maximization problem. We propose
the first algorithm for this problem that achieves a tight (1/2−ε)-approximation guarantee using
O˜(ε−1) adaptive rounds and a linear number of function evaluations. No previously known
algorithm for this problem achieves an approximation ratio better than 1/3 using less than
Ω(n) rounds of adaptivity, where n is the size of the ground set. Moreover, our algorithm easily
extends to the maximization of a non-negative continuous DR-submodular function subject to
a box constraint, and achieves a tight (1/2− ε)-approximation guarantee for this problem while
keeping the same adaptive and query complexities.
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1 Introduction
Faced with the massive data sets ubiquitous in many modern machine learning and data mining
applications, there has been a tremendous interest in developing parallel and scalable optimization
algorithms. At the heart of designing such algorithms, there is an inherent trade-off between the
number of adaptive sequential rounds of parallel computations (also known as adaptive complex-
ity), the total number of objective function evaluations (also known as query complexity) and the
resulting solution quality.
In the context of submodular maximization, the above trade-off has recently received a growing
interest. We say that a set function f : 2N → R on a finite ground set N of size n is submodular if
it satisfies
f(S ∪ {e}) − f(S) ≥ f(T ∪ {e}) − f(T ) for every S ⊆ T ⊆ N and e ∈ N \ T .
We also say that such a function is monotone if it satisfies f(S) ≤ f(T ) for every two sets S ⊆
T ⊆ N . The definition of submodularity intuitively captures diminishing returns, which allows
submodular functions to faithfully model diversity, cooperative costs and information gain, making
them increasingly important in various machine learning and artificial intelligence applications [17].
Examples include viral marketing [33], data summarization [36, 47], neural network interpretation
[18], active learning [30, 31], sensor placement [34], dictionary learning [16], compressed sensing
[19] and fMRI parcellation [45], to name a few. At the same time, submodular functions also enjoy
tractability as they can be minimized exactly and maximizaed approximately in polynomial time.
In fact, there has been a surge of novel algorithms to solve submodular maximization problems
at scale under various models of computation, including centralized [11, 13, 28, 43], streaming
[2, 12, 14, 35], distributed [5, 6, 37, 39] and decentralized [41] frameworks. While the aforementioned
works aim to obtain tight approximation guarantees, and some other works strove to achieve this
goal with a minimal number of functions evaluations [1, 10, 25, 26, 38], until recently almost
all works on submodular maximization ignored one important aspect of optimization, namely,
the adaptive complexity. More formally, the adaptive complexity of a submodular maximization
procedure is the minimum number of sequential rounds required for implementing it, where in each
round polynomially-many independent function evaluations can be executed in parallel [4]. All the
previously mentioned works may require Ω(n) adaptive rounds in the worst case.
A year ago, Balkanski and Singer [4] showed, rather surprisingly, that one can achieve an
approximation ratio of 1/3−ε for maximizing a non-negative monotone submodular function subject
to a cardinality constraint using O(ε−1 log n) adaptive rounds. They also proved that no constant
factor approximation guarantee can be obtained for this problem in o(log n) adaptive rounds. The
approximation guarantee of [4] was very quickly improved in several independent works [3, 20, 23]
to 1 − 1/e − ε (using O(ε−2 log n) adaptive rounds), which almost matches an impossibility result
by [42] showing that no polynomial time algorithm can achieve (1 − 1/e + ε)-approximation for
the problem, regardless of the amount of adaptivity it uses. It should be noted also that [23]
manages to achieve the above parameters while keeping the query complexity linear in n. An
even more recent line of work studies algorithms with low adaptivity for more general submodular
maximization problems, which includes problems with non-monotone objective functions and/or
constraints beyond the cardinality constraint [15, 21, 22]. Since all these results achieve constant
approximation for problems generalizing the maximization of a monotone submodular function
subject to a cardinality constraint, they all inherit the impossibility result of [4], and thus, use at
least Ω(log n) adaptive rounds.
In this paper, we study the Unconstrained Submodular Maximization (USM) problem which
asks to find an arbitrary set S ⊆ N maximizing a given non-negative submodular function f(S).
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This problem was studied by a long list of works [9, 11, 24, 27, 29], culminating with a linear time
1/2-approximation algorithm [11], which was proved to be the best possible approximation for the
problem by [24]. Since it does not impose any constraints on the solution, USM does not inherit the
impossibility result of [4]. In fact, it is known that one can get approximation ratios of 1/4 and 1/3
for this problem using 0 and 1 adaptive rounds, respectively [24]. The results of [24] leave open
the question of whether one can get an optimal approximation for USM while keeping the number of
adaptive rounds independent of n. In this paper we answer this question in the affirmative. Specif-
ically, we prove the following theorem, where the notation O˜ hides a polylogarithmic dependence
on ε−1.
Theorem 1.1. For every constant ε > 0, there is an algorithm that achieves (1/2−ε)-approximation
for USM using O˜(ε−1) adaptive rounds and a query complexity which is linear in n.
To better understand our result, one should consider the way in which the algorithm is allowed
to access the objective function f . The most natural way to allow such an access is via an oracle
that given a set S ⊆ N returns f(S). Such an oracle is called a value oracle for f . A more
powerful way to allow the algorithm access to f is through an oracle known as a value oracle for
the multilinear extension F of f . The multilinear extension of the set function f is a function
F : [0, 1]N → R defined as F (x) = E[f(R(x))] for every vector x ∈ [0, 1]N , where R(x) is a random
set that includes every element u ∈ N with probability xu, independently. A value oracle for F is
an oracle that given a vector x ∈ [0, 1]N returns F (x).
In Section 3 we describe and analyze an algorithm which satisfies all the requirements of The-
orem 1.1 and assumes value oracle access to F . Since the multilinear extension F can be approx-
imated arbitrarily well using value oracle access to f via sampling (see, e.g., [13]), it is standard
practice to convert algorithms that assume value oracle access to F into algorithms that assume
such access to f . However, a straightforward conversion of this kind usually increases the query
complexity of the algorithm by a factor of O(n), which is unacceptable in many applications. Thus,
we describe and analyze in Appendix A an alternative algorithm which satisfies all the requirements
of Theorem 1.1 and assumes value oracle access to f . While this algorithm is not directly related
to the algorithm from Section 3, the two algorithms are based on the same ideas, and thus, we
chose to place only the simpler of them in the main part of the paper.
Before concluding this section, we would like to mention that the notion of diminishing returns
can be extended to the continuous domains as follows. A differentiable function F :X → Rn, defined
over a compact set X ⊂ Rn, is called DR-submodular [8] if for all vectors x, y ∈ X such that x ≤ y we
have∇F (x) ≥ ∇F (y)—where the inequalities are interpreted coordinate-wise. A canonical example
of a DR-submodular function is the multilinear extension of a submodular set function. It has been
recently shown that non-negative DR-submodular functions can be (approximately) maximized
over convex bodies using first-order methods [8, 32, 40]. Moreover, inspired by the double greedy
algorithm of [11], it was shown that one can achieve a tight 1/2-approximation guarantee for the
maximization of such functions subject to a box constraint [7, 44]. The algorithm we describe in
Section 3 can be easily extended to maximize also arbitrary non-negative DR-submodular functions
subject to a box constraint as long as it is possible to evaluate both the objective function and
its derivatives. The extended algorithm still achieves a tight (1/2 − ε)-approximation guarantee,
while keeping its original adaptive and query complexities. The details of the extension are given
in Appendix B.
2
1.1 Our Technique
All the known algorithms for maximizing a non-negative monotone submodular function subject to
a cardinality constraint that use few adaptive rounds update their solutions in iterations. A typical
such algorithm decides which elements to add to the solution in a given iteration by considering
the set of elements with (roughly) the largest marginal, and then adding as many such elements as
possible, as long as the improvement in the value of the solution is roughly linear in the number of
added elements. This yields a bound on the number iterations (and thus, adaptive rounds) through
the following logic.
• The increase stops being roughly linear only when the marginal of a constant fraction of the
elements considered decreased significantly. Thus, the set of elements with the maximum
marginal decreases in an exponential rate, and after a logarithmic number of iterations no
such elements remains, which means that the maximum marginal itself decreases.
• After the maximum marginal decreases a few times, it becomes small enough that one can
argue that there is no need to add additional elements to the solution.
A similar idea can be used to decrease the number of adaptive round used by standard algo-
rithms for USM such as the algorithm of [11]. However, this results in an algorithm whose adaptive
complexity is still poly-logarithmic in n. Moreover, both parts of the logic presented above are
responsible for this. First, the maximum marginal is only guaranteed to reduce after a logarithmic
number of iterations. Second, the maximum marginal has to decrease all the way from f(OPT ) to
ε · f(OPT )/n, where OPT is an arbitrary optimal solution, which requires a logarithmic number
of decreases even when every decrease is by a constant factor.
Getting an adaptive complexity which is independent of n requires us to modify the above
framework in two ways. The first modification is that rather than using the maximum marginal to
measure the “advancement” we have made so far, we use an alternative potential function which
is closely related to the gain one can expect from a single element in the next iteration. Since each
update adds elements until the gain stops being linear in the number of elements added, we are
guaranteed that the gain pair element decreases significantly after every iteration, and so does the
potential function.
Unfortunately, the potential function might originally be as large as 2n · f(OPT ), and the
algorithm has to decrease it all the way to at most ε · f(OPT ), which means that the above
modification alone cannot make the adaptive complexity independent of n. Thus, we also need
a second modification which is a pre-processing step designed to decrease the potential to O(1) ·
f(OPT ) in a single iteration. The pre-processing is based on the observation that as long as the
gain that can be obtained from a random element is large enough, this gain overwhelms any loss
that can be incurred due to this element. Thus, one can evolve the solution in a random way until
the potential becomes larger than f(OPT ) only by a constant factor.
2 Preliminaries
Given a set S ⊆ N , we denote by 1S the characteristic vector of S, i.e., a vector that contains 1 in the
coordinates corresponding to elements of S and 0 in the remaining coordinates. Additionally, given
vectors x, y ∈ [0, 1]N , we denote by x∨ y and x∧ y their coordinate-wise maximum and minimum,
respectively. Similarly, we write x < y and x ≤ y when these inequalities hold coordinate-wise.
Given an element u ∈ N and a vector x ∈ [0, 1]N , we denote by ∂uF (x) the partial derivative
of the multilinear extension F with respect to the u-coordinate of x. One can note that, due to the
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multilinearity of F , ∂uF (x) obeys the equality
∂uF (x) = F (x ∨ 1{u})− F (x ∧ 1N\{u}) .
One consequence of this equality is that an algorithm with a value oracle access to F also has access
to F ’s derivatives. As usual, we denote by ∇F (x) the gradient of F at the point x, i.e., ∇F (x) is
a vector whose u-coordinate is ∂uF (x).
The following is a well-known property that we often use in our proofs.
Observation 2.1. Given the multilinear extension F of a submodular function f : 2N → R and two
vectors x, y ∈ [0, 1]N obeying x ≤ y, ∇F (x) ≥ ∇F (y).
Proof. Let t be a uniformly random vector t ∈ [0, 1]N . For the sake of the proof it is useful to
assume that R(x) = {u ∈ N | xu ≥ tu} and R(y) = {u ∈ N | yu ≥ tu}. Notice that this assumption
does not change the distributions of R(x) and R(y), and thus, we still have F (x) = E[f(R(x))]
and F (y) = E[f(R(y))]. Furthermore, the assumption yields R(x) ⊆ R(y), which implies (by the
submodularity of f) that for every element u ∈ N we have
∂uF (x) = F (x ∨ 1{u})− F (x ∧ 1N\{u}) = E[f(R(x) ∪ {u}) − f(R(x) \ {u})]
≥ E[f(R(y) ∪ {u})− f(R(y) \ {u})] = F (y ∨ 1{u})− F (y ∧ 1N\{u}) = ∂uF (y) .
3 Algorithm
Consider Theorem 3.1, and observe that Theorem 1.1 follows from it when we allow the algorithm
value oracle access to the multilinear extension F of the objective function. In this section, we prove
Theorem 3.1 by describing and analyzing an algorithm that obeys all the properties guaranteed by
this theorem.
Theorem 3.1. For every constant ε > 0, there is an algorithm that assumes value oracle access
to the multilinear extension F of the objective function and achieves (1/2− 44ε)-approximation for
USM using O(ε−1) adaptive rounds and O(nε−2 log ε−1) value oracle queries to F .
Before presenting the promised algorithm, let us quickly recall the main structure of one of the
algorithms used by [11] to get an optimal 1/2-approximation for USM. This algorithm maintains two
vectors x, y ∈ [0, 1]N whose original values are 1∅ and 1N , respectively. To update these vectors,
the algorithm considers the elements of N one after the other in some arbitrary order. When
considering an element u ∈ N , the algorithm finds an appropriate value ru ∈ [0, 1], increases xu
from 0 to ru and decreases yu from 1 to ru. One can observe that this update rule guarantees two
things. First, that x ≤ y throughout the execution of the algorithm, and second, that both x and
y become equal to the vector r (i.e., the vector whose u-coordinate is ru for every u ∈ N ) when
the algorithm terminates.
The analysis of the algorithm of [11] depends on the particular choice of ru used. Specifically,
Buchbinder et al. [11] showed that their choice of ru guarantees that the change in F (x) + F (y)
following every individual update of x and y is at least twice the change in −F (OPT (x, y)) following
this update, where OPT (x, y) , (1OPT ∨ x) ∧ y. Since x and y start as 1∅ and 1N , respectively,
and end up both as r, this yields
2F (r)− [f(∅) + f(N )] ≥ 2[F (OPT (1∅,1N ))− F (OPT (r, r))] = 2[f(OPT )− F (r)] ,
which implies the 1/2-approximation ratio of the algorithm by rearrangement and the non-negativity
of f .
4
The algorithm that we present in this section is similar to the algorithm of [11] in the sense that
it also maintains two vectors x, y ∈ [0, 1]N and updates them in a way that guarantees two things.
First, that the inequality x ≤ y holds throughout the execution of the algorithm, and second, that
the change in F (x) + F (y) following every individual update of x and y is at least (roughly) twice
the change in −F (OPT (x, y)) following this update. More formally, the properties of our update
procedure, which we term Update, are described by the following proposition. In this proposition,
and throughout the section, we assume that n ≥ 3 and ε is in the range (0, 1/3).1
Proposition 3.2. The input for Update consists of two vectors x, y ∈ [0, 1]N and two scalars
∆ ∈ (0, 1] and γ ≥ 0. If this input obeys y − x = ∆ · 1N (i.e., every coordinate of the vector y
is larger than the corresponding coordinate of x by exactly ∆), then Update outputs two vectors
x′, y′ ∈ [0, 1]N and a scalar ∆′ ∈ [0, 1] obeying
(a) y′ − x′ = ∆′ · 1N ,
(b) either ∆′ = 0 or 1N [∇F (x
′)−∇F (y′)] ≤ 1N [∇F (x)−∇F (y)]− γ and
(c) [F (x′) + F (y′)]− [F (x) + F (y)] ≥ 2(1 − 3ε) · [F (OPT (x, y)) − F (OPT (x′, y′))]− γ(∆ −∆′)−
2ε2 · 1N [∇F (x)−∇F (y)].
Moreover, Update requires only a constant number of adaptive rounds and O(nε−1 log ε−1) value
oracle queries to F .
One can observe that in addition to the guarantees discussed above, Proposition 3.2 also shows
that Update significantly decreases the expression 1N [∇F (x) − ∇F (y)]. Intuitively, this decrease
represents the “progress” made by every execution of Update, and it allows us to bound the number
of iterations (and thus, adaptive rounds) used by our algorithm. Nevertheless, to make the number
of iterations independent of n, we need to start with x and y vectors for which the expression
1N [∇F (x)−∇F (y)] is already not too large. We use a procedure named Pre-Process to find such
vectors. The formal properties of this procedure are given by the next proposition.
Proposition 3.3. The input for Pre-Process consists of a single value τ ≥ 0. If τ ≥ f(OPT )/4,
then Pre-Process outputs two vectors x, y ∈ [0, 1]N and a scalar ∆ ∈ [0, 1] obeying
(a) y − x = ∆ · 1N ,
(b) either ∆ = 0 or 1N [∇F (x)−∇F (y)] ≤ 16τ and
(c) F (x) + F (y) ≥ 2[f(OPT )− F (OPT (x, y))] − 4ε · f(OPT ).
Moreover, Pre-Process requires only a constant number of adaptive rounds and O(n/ε) value oracle
queries to F .
We defer the presentation of the procedures Update and Pre-Process and their analyses to
Sections 3.1 and 3.2, respectively. However, using these procedures we are now ready to present
the algorithm that we use to prove Theorem 3.1. This algorithm is given as Algorithm 1.
Let us denote by ℓ the number of iterations made by Algorithm 1. We begin the analysis of the
algorithm with the following lemma, which proves some basic properties of Algorithm 1.
Lemma 3.4. It always holds that τ ∈ [f(OPT )/4, f(OPT )], and for every integer 0 ≤ i ≤ ℓ it
holds that xi, yi ∈ [0, 1]N , ∆i ∈ [0, 1] and xi +∆i · 1N = y
i.
Proof. It was proved by Feige et al. [24] that F (1/2 · 1N ) = E[f(R(1/2 · 1N ))] ≥ f(OPT )/4. In
contrast, since R(1/2 · 1N ) is always a feasible solution, we get F (1/2 · 1N ) = E[f(R(1/2 · 1N ))] ≤
E[f(OPT )] = f(OPT ). This completes the proof of the first part of the lemma.
1If n < 3, then USM can be solved in constant time (and adaptivity) by enumerating all the possible solutions; and
if ε ≥ 1/3, then Theorem 3.1 is trivial.
5
Algorithm 1: Algorithm for USM with Value Oracle Access to F
1 Let τ ← F (1/2 · 1N ) and γ ← 4ετ .
2 Let i← 0 and (x0, y0,∆0)← Pre-Process(τ).
3 while ∆i > 0 do
4 Let (xi+1, yi+1,∆i+1)← Update(xi, yi,∆i, γ).
5 Update i← i+ 1.
6 return R(xi).
We prove the rest of the lemma by induction. For i = 0 the lemma holds by the guarantee of
Proposition 3.3. Assume now that the lemma holds for some 0 ≤ i−1 < ℓ, and let us prove it for i.
By the induction hypothesis we have xi−1, yi−1 ∈ [0, 1]N , ∆i−1 ∈ [0, 1] and xi−1+∆i−1 ·1N = y
i−1.
Moreover, the fact that the i − 1 iteration was not the last one implies that ∆i−1 6= 0. Hence, all
the conditions of Proposition 3.2 on the input for Update hold with respect to the execution of this
procedure in the i-th iteration of Algorithm 1, and thus, the proposition guarantees xi, yi ∈ [0, 1]N ,
∆i ∈ [0, 1] and xi +∆i · 1N = y
i, as required.
The last lemma shows that the input for the procedure Pre-Process obeys the conditions of
Proposition 3.3 and the input for the procedure Update obeys the conditions of Proposition 3.2 in
all the iterations of Algorithm 1. The following lemma uses these facts to get an upper bound on
the number of iterations performed by Algorithm 1 and a lower bound on the value of the output
of this algorithm. We note that the proofs of this lemma and the corollary that follows it resemble
the above discussed analysis of the algorithm of [11].
Lemma 3.5. ℓ ≤ 5ε−1 and F (xℓ)+F (yℓ) ≥ 2(1−3ε) · [f(OPT )−F (OPT (xℓ, yℓ))]−168ε ·f(OPT ).
Proof. Consider the potential function Φ(i) = 1N [∇F (x
i)−∇F (yi)], and let us study the change in
this potential as a function of i. Since ∆i > 0 for every i < ℓ and the conditions of Proposition 3.2
are satisfied in all the iterations of Algorithm 1, this proposition guarantees Φ(i) ≤ Φ(i− 1)− 4ετ
for every 1 ≤ i ≤ ℓ − 1. In other words, the potential function decreases by at least 4ετ every
time that i increases by 1, and thus, Φ(0) ≥ Φ(ℓ− 1) + 4ετ(ℓ − 1). Next, we would like to bound
Φ(0) and Φ(ℓ − 1). Since the conditions of Proposition 3.3 are also satisfied, it guarantees that
Φ(0) = 1N [∇F (x
0) − ∇F (y0)] ≤ 16τ . In contrast, the submodularity of f and the inequality
yℓ−1 = xℓ−1 + ∆ℓ−1 · 1N ≥ x
ℓ−1 imply Φ(ℓ − 1) = 1N [∇F (x
ℓ−1) − ∇F (yℓ−1)] ≥ 1N [∇F (x
ℓ−1) −
∇F (xℓ−1)] = 0. Combining all the above observations, we get
Φ(0) ≥ Φ(ℓ− 1) + 4ετ(ℓ− 1)⇒ 16τ ≥ 4ετ(ℓ− 1)⇒ ℓ ≤ 1 + 4ε−1 ≤ 5ε−1 .
Let us now get to proving the second part of the lemma. By Proposition 3.3, we get
F (x0) + F (y0) ≥ 2[f(OPT )− F (OPT (x0, y0))]− 4ε · f(OPT ) (1)
≥ 2(1− 3ε) · [f(OPT )− F (OPT (x0, y0))]− 4ε · f(OPT ) ,
where the second inequality holds since F (OPT (x0, y0)) is the expected value of f over some
distribution of sets, and thus, is upper bounded by f(OPT ). Additionally, Proposition 3.2 implies
that for every 1 ≤ i ≤ ℓ we have
[F (xi) + F (yi)]− [F (xi−1) + F (yi−1)]− 2(1− 3ε) · [F (OPT (xi−1, yi−1))− F (OPT (xi, yi))]
≥ − 4ετ(∆i−1 −∆i)− 2ε2 · 1N [∇F (x
i−1)−∇F (yi−1)]
= − 4ετ(∆i−1 −∆i)− 2ε2 · Φ(i− 1) ≥ −4ετ(∆i−1 −∆i)− 32ε2τ ,
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where the second inequality holds since we have already proved that Φ(0) ≤ 16τ and that Φ(i) is a
decreasing function of i in the range 0 ≤ i ≤ ℓ−1. Adding up the last inequality for every 1 ≤ i ≤ ℓ
and adding Inequality (1) to the sum, we get
F (xℓ) + F (yℓ) ≥ 2(1 − 3ε) · [f(OPT )− F (OPT (xℓ, yℓ))]− 4ετ(∆0 −∆ℓ)− 32ℓε2τ − 4ε · f(OPT )
≥ 2(1 − 3ε) · [f(OPT )− F (OPT (xℓ, yℓ))]− 4ετ − 32ℓε2τ − 4ε · f(OPT )
≥ 2(1 − 3ε) · [f(OPT )− F (OPT (xℓ, yℓ))]− (8ε+ 32ℓε2) · f(OPT )
≥ 2(1 − 3ε) · [f(OPT )− F (OPT (xℓ, yℓ))]− 168ε · f(OPT ) ,
where the second inequality holds since ∆0 −∆ℓ ≤ 1, the third inequality holds since τ ≤ f(OPT )
by Lemma 3.4 and the last inequality holds by plugging in the upper bound we have on ℓ.
Corollary 3.6. F (xℓ) ≥ (1/2 − 44ε) · f(OPT ). Hence, the approximation ratio of Algorithm 1 is
at least 1/2− 44ε.
Proof. We first note that the second part of the corollary follows from the first one since the last
line of Algorithm 1 returns a random set whose expected value, with respect to f , is F (xℓ). Thus,
the rest of the proof is devoted to proving the first part of the corollary.
Observe that ∆ℓ = 0 because otherwise the algorithm would not have stopped after ℓ iterations.
Thus, yℓ = xℓ+∆ℓ ·1N = x
ℓ and OPT (xℓ, yℓ) = (1OPT ∨x
ℓ)∧yℓ = xℓ. Plugging these observations
into the guarantee of Lemma 3.5, we get
2F (xℓ) ≥ 2(1− 3ε) · [f(OPT )− F (xℓ)]− 168ε · f(OPT ) ,
and the corollary now follows immediately by rearranging the last inequality and using the non-
negativity of F .
To complete the proof of Theorem 3.1 we still need to upper bound the adaptivity of Algorithm 1
and the number of value oracle queries that it uses, which is done by the next lemma.
Lemma 3.7. The adaptivity of Algorithm 1 is O(ε−1), and it uses O(nε−2 log ε−1) value oracle
queries to F .
Proof. Except for the value oracle queries used by the procedures Update and Pre-Process, Algo-
rithm 1 uses only a single value oracle query (for evaluating τ). Thus, the adaptivity of Algorithm 1
is at most
1 + (adaptivity of Pre-Process) + ℓ · (adaptivity of Update) , (2)
and the number of oracle queries it uses is at most
1 + (value oracle queries used by Pre-Process) + ℓ · (value oracle queries used by Update) . (3)
Proposition 3.2 guarantees that each execution of the procedure Update requires at most O(1)
rounds of adaptivity and O(nε−1 log ε−1) oracle queries, and Proposition 3.3 guarantees that the
single execution of the procedure Pre-Process requires at most O(1) rounds of adaptivity and
O(n/ε) oracle queries. Plugging these observations and the upper bound on ℓ given by Lemma 3.5
into (2) and (3), we get that the adaptivity of Algorithm 1 is at most
1 +O(1) + 5ε−1 ·O(1) = O(ε−1) ,
and its query complexity is at most
1 +O(n/ε) + 5ε−1 · O(nε−1 ln ε−1) = O(nε−2 log ε−1) .
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3.1 The Procedure Update
In this section we describe the promised procedure Update and prove that it indeed obeys all the
properties guaranteed by Proposition 3.2. Let us begin by recalling Proposition 3.2.
Proposition 3.2. The input for Update consists of two vectors x, y ∈ [0, 1]N and two scalars
∆ ∈ (0, 1] and γ ≥ 0. If this input obeys y − x = ∆ · 1N (i.e., every coordinate of the vector y
is larger than the corresponding coordinate of x by exactly ∆), then Update outputs two vectors
x′, y′ ∈ [0, 1]N and a scalar ∆′ ∈ [0, 1] obeying
(a) y′ − x′ = ∆′ · 1N ,
(b) either ∆′ = 0 or 1N [∇F (x
′)−∇F (y′)] ≤ 1N [∇F (x)−∇F (y)]− γ and
(c) [F (x′) + F (y′)]− [F (x) + F (y)] ≥ 2(1 − 3ε) · [F (OPT (x, y)) − F (OPT (x′, y′))]− γ(∆ −∆′)−
2ε2 · 1N [∇F (x)−∇F (y)].
Moreover, Update requires only a constant number of adaptive rounds and O(nε−1 log ε−1) value
oracle queries to F .
The procedure Update itself appears as Algorithm 2 and consists of two main steps. In the
first step the algorithm calculates for every element u ∈ N a basic rate ru ∈ [0, 1] whose intuitive
meaning is that if an update of size δ is selected during the second step, then xu will be increased
by δru and yu will be decreased by δ(1 − ru). Thus, we are guarantees that the difference yu − xu
decreases by δ for all the elements of N . We also note that the formula for calculating the basic
rate ru is closely based on the update rule used by the algorithm of [11].
To understand the second step of Update, observe that F (x′)+F (y′) can be rewritten in terms
of the δ selected as F (x+ δr) + F (y − δ(1N − r)), whose derivative according to δ is
r · ∇F (x+ δr)− (1N − r) · ∇F (y − δ(1N − r)) .
For δ = 0 this derivative is r ·∇F (x)− (1N − r) · ∇F (y) = ar+ b(1N − r), and the algorithm looks
for the minimum δ ∈ [0,∆] for which the derivative becomes significantly smaller than that. For
efficiency purposes, the algorithm only checks possible δ values out of an exponentially increasing
series of values rather than every possible δ value. The algorithm then makes an update of size δ.
Since δ is (roughly) the first δ value for which the derivative decreased significantly compared to
the original derivative, making a step of size δ using rates calculated based on the marginals at x
and y makes sense. Moreover, since the derivative does decrease significantly after a step of size δ,
1N [∇F (x
′)−∇F (y′)] should intuitively be significantly smaller than 1N [∇F (x) −∇F (y)], which
is one of the guarantees of Proposition 3.2.
We begin the analysis of Update with the following observation, which states some useful prop-
erties of the vectors produced by Update, and (in particular) implies part (a) of Proposition 3.2.
In this observation, and in the rest of the section, we implicitly assume that the input of Update
obeys all the requirements of Proposition 3.2.
Observation 3.8. 1∅ ≤ r ≤ 1N and 0 ≤ δ ≤ ∆, and thus, x ≤ x
′, y′ ≤ y and ∆′ ∈ [0, 1].
Moreover, y′ − x′ = ∆′ · 1N .
Proof. To see why 1∅ ≤ r ≤ 1N holds, consider an arbitrary coordinate ru of r. The only case in
which this coordinate is not set to either 0 or 1 by Update is when both au and bu are positive, in
which case
ru =
au
au + bu
∈ (0, 1) .
We also observe that the definition of δ implies 0 ≤ δ ≤ ∆, and thus, we get x′ = x + δr ≥ x,
y′ = y − δ(1N − r) ≤ y and ∆
′ = ∆− δ ∈ [0,∆] ⊆ [0, 1].
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Algorithm 2: Update(x, y,∆, γ)
1 Let a← ∇F (x) and b← −∇F (y).
2 for every u ∈ N do
3 if au > 0 and bu > 0 then ru ← au/(au + bu).
4 else if au > 0 then ru ← 1.
5 else ru ← 0.
6 Let δ be the minimum value in {δ ∈ [0,∆) | ∃j∈Z,j≥0 δ = ε
2(1 + ε)j} for which
r · ∇F (x+ δr)− (1N − r) · ∇F (y − δ(1N − r)) ≤ ar + b(1N − r)− γ .
If there is no such value, we set δ = ∆.
7 Let x′ ← x+ δr, y′ ← y − δ(1N − r) and ∆
′ = ∆− δ.
8 return (x′, y′,∆′).
It remains to prove y′ − x′ = ∆′ · 1N , which follows since
y′−x′ = (y−δ(1N −r))− (x+δr) = (y−x)−δ ·1N = ∆ ·1N −δ ·1N = (∆−δ) ·1N = ∆
′ ·1N .
Our next objective is to prove part (b) of Proposition 3.2, which shows that Update makes
a significant progress when one measures progress in terms of the decrease in the value of the
expression 1N [∇F (x)−∇F (y)].
Lemma 3.9. If ∆′ > 0, then 1N [∇F (x
′)−∇F (y′)] ≤ 1N [∇F (x)−∇F (y)]− γ.
Proof. Note that ∆′ > 0 implies δ < ∆, which only happens when
r · ∇F (x+ δr)− (1N − r) · ∇F (y − δ(1N − r)) ≤ ar + b(1N − r)− γ .
Plugging in the definitions of a, b, x′ and y′, the last inequality becomes
r · ∇F (x′)− (1N − r) · ∇F (y
′) ≤ r · ∇F (x)− (1N − r) · ∇F (y)− γ .
To remove the vector r from this inequality, we add to it the two inequalities (1N − r) · ∇F (x
′) ≤
(1N − r) ·∇F (x) and −r ·∇F (y
′) ≤ −r ·∇F (y). Both these inequalities hold due to submodularity
since x ≤ x′ and y ≥ y′. One can observe that the result of this addition is the inequality guaranteed
by the lemma.
We now get to proving part (c) of Proposition 3.2. Towards this goal, we need to find a way to
relate the expression [F (x′)+F (y′)]−[F (x)+F (y)] to the difference F (OPT (x, y))−F (OPT (x′, y′)).
The next lemma upper bounds the last difference. Let us define U+ = {u ∈ N | au > 0 and bu > 0}.
Lemma 3.10. F (OPT (x, y)) − F (OPT (x′, y′)) ≤ δ ·
∑
u∈U+ max{buru, au(1− ru)}.
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Proof. Using the chain rule, we get
F (OPT (x, y)) − F (OPT (x′, y′)) = F ((1OPT ∨ x) ∧ y)− F ((1OPT ∨ x
′) ∧ y′)
= −
∫ δ
0
dF ((1OPT ∨ (x+ tr)) ∧ (y − t(1N − r)))
dt
dt
=
∫ δ
0
{ ∑
u∈OPT
(1− ru) · ∂uF ((1OPT ∨ (x+ tr)) ∧ (y − t(1N − r)))
−
∑
u∈N\OPT
ru · ∂uF ((1OPT ∨ (x+ tr)) ∧ (y − t(1N − r)))

 dt .
Using the submodularity of f and the fact that x ≤ (1OPT ∨ (x + tr)) ∧ (y − t(1N − r)) ≤ y, the
rightmost side of the last equation can be upper bounded as follows.
F (OPT (x, y))− F (OPT (x′, y′)) ≤
∫ δ
0


∑
u∈OPT
(1− ru) · ∂uF (x)−
∑
u∈N\OPT
ru · ∂uF (y)

 dt
=
∫ δ
0


∑
u∈OPT
au(1− ru) +
∑
u∈N\OPT
buru

 dt ≤
∫ δ
0
∑
u∈N
max{buru, au(1− ru)}dt
= δ ·
∑
u∈N
max{buru, au(1− ru)} .
To complete the proof of the lemma, it remains to observe that for every element u ∈ N \ U+
it holds that max{buru, au(1− ru)} = 0. To see that this is the case, note that every such element
u must fall into one out of only two possible options. The first option is that au > 0 and bu ≤ 0,
which imply ru = 1, and thus, max{buru, au(1− ru)} = max{bu, 0} = 0. The second option is that
au ≤ 0, which implies ru = 0, and thus, max{buru, au(1− ru)} = max{0, au} = 0.
Next, we would like to lower bound [F (x′)+F (y′)]− [F (x)+F (y)], which we do in Lemma 3.12.
However, before we can state and prove this lemma, we need to prove the following technical
observation.
Observation 3.11. For every element u ∈ N , auru + bu(1− ru) ≥ max{au, bu}/2 ≥ 0.
Proof. The submodularity of f implies
au + bu = ∂uF (x)− ∂uF (y) ≥ ∂uF (x)− ∂uF (x) = 0 ,
which yields the second inequality of the observation.
In the proof of the first inequality of the observation we assume for simplicity that au ≥ bu.
The proof for the other case is analogous. There are now three cases to consider. If bu is positive,
then so must be au by our assumption, which implies ru = au/(au + bu), and thus,
auru + bu(1− ru) ≥ auru =
(au)
2
au + bu
≥
(au)
2
2au
=
au
2
=
max{au, bu}
2
.
The second case we need to consider is when au = 0. Note that in this case ru = 0, which implies
auru + bu(1− ru) = bu =
max{au, bu}
2
,
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where the second equality holds since the inequality au+ bu ≥ 0 proved above and our assumptions
that au = 0 and au ≥ bu yield together au = bu = 0. It remains to consider the case in which
bu ≤ 0 and au 6= 0. Note that the inequality au + bu ≥ 0 proved above implies that in this case we
have au > 0, and thus, ru = 1 and
auru + bu(1− ru) = au ≥
max{au, bu}
2
.
Intuitively, the following lemma holds because the way in which δ is chosen by Update guarantees
that there exists a value η which is small, either in absolute terms or compared to δ, such that the
derivative of F (x+ δ′r) + F (y − δ′(1N − r)) as a function of δ
′ is almost ar + b(1N − r) for every
δ′ ∈ [0, δ − η].
Lemma 3.12. [F (x′) + F (y′)]− [F (x) + F (y)] ≥ (1− 3ε)δ ·
∑
u∈U+[auru + bu(1− ru)]− δγ − 2ε
2 ·
1N [∇F (x)−∇F (y)].
Proof. Let us define δ(j) = ε2(1 + ε)j for every j ≥ 0, and let us denote by j∗ the non-negative
value for which δ = δ(j∗)—if such a value does not exist, which can happen only when δ = ∆ < ε2,
then we set j∗ = 0. For convenience, we also define δ(−1) = 0, which implies, in particular, that
the inequality δ(⌈j∗⌉ − 1) < δ always holds. Using this notation and the chain rule, we get
F (x′)− F (x) =
∫ δ
0
dF (x+ tr)
dt
dt =
∫ δ
0
r · ∇F (x+ tr)dt
=
∫ δ(⌈j∗⌉−1)
0
r · ∇F (x+ tr)dt+
∫ δ
δ(⌈j∗⌉−1)
r · ∇F (x+ tr)dt
≥
∫ δ(⌈j∗⌉−1)
0
r · ∇F (x+ tr)dt+
∫ δ
δ(⌈j∗⌉−1)
r · ∇F (y)dt ,
where the inequality holds by the submodularity of f since x+ tr ≤ x′ = y′−∆′ ·1N ≤ y
′ ≤ y. We
note that the range of the second integral on the rightmost side of the last inequality corresponds
to the range [δ − η, δ] from the intuition given before the lemma.
Using an analogous argument we can also get
F (y′)− F (y) ≥ −
∫ δ(⌈j∗⌉−1)
0
(1N − r) · ∇F (y − t(1N − r))dt−
∫ δ
δ(⌈j∗⌉−1)
(1N − r) · ∇F (x)dt .
Adding this inequality to the previous one yields
[F (x′) + F (y′)]− [F (x) + F (y)] ≥
∫ δ(⌈j∗⌉−1)
0
[r · ∇F (x+ tr)− (1N − r) · ∇F (y − t(1N − r))]dt
+
∫ δ
δ(⌈j∗⌉−1)
[r · ∇F (y)− (1N − r) · ∇F (x)]dt . (4)
Our next objective is to lower bound the second integral on the right hand side of Inequality (4).
Towards this goal, we need to prove that for every element u ∈ N \ U+ we have
ru · ∂uF (y)− (1− ru) · ∂uF (x) ≥ 0 . (5)
To see that this is the case, note that every element u ∈ N \U+ must fall into one of the following
two cases. The first case is au = ∂uF (x) > 0 and bu = −∂uF (y) ≤ 0, which imply ru = 1, and
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thus, ru · ∂uF (y)− (1 − ru) · ∂uF (x) = ∂uF (y) ≥ 0; and the other case is au = ∂uF (x) ≤ 0, which
imply ru = 0, and thus, ru · ∂uF (y) − (1 − ru) · ∂uF (x) = −∂uF (x) ≥ 0. Now, that we have
proved Inequality (5), we are ready to lower bound the second integral on the right hand side of
Inequality (4).
∫ δ
δ(⌈j∗⌉−1)
[r · ∇F (y)− (1N − r) · ∇F (x)]dt ≥ −
∫ δ
δ(⌈j∗⌉−1)
∑
u∈U+
max{∂uF (x),−∂uF (y)}dt
≥ − [δ(⌈j∗⌉)− δ(⌈j∗⌉ − 1)] ·
∑
u∈U+
max{∂uF (x),−∂uF (y)} .
where the first inequality follows from Inequality (5) and the second inequality holds since δ(⌈j∗⌉) ≥
δ.
Next, we lower bound the first integral on the right hand side of Inequality (4). The definitions
of j∗ and δ guarantee that for every 0 ≤ t < δ(⌈j∗⌉ − 1) it holds that
r · ∇F (x+ tr)− (1N − r) · ∇F (y − t(1N − r)) ≥ ar + b(1N − r)− γ ,
and thus,
∫ δ(⌈j∗⌉−1)
0
[r · ∇F (x+ tr)− (1N − r) · ∇F (y − t(1N − r))]dt ≥ δ(⌈j
∗⌉ − 1) · [ar + b(1N − r)− γ] .
Plugging all the bounds we have proved back into Inequality (4) gives us
[F (x′) + F (y′)]− [F (x) + F (y)] ≥ δ(⌈j∗⌉ − 1) · [ar + b(1N − r)− γ]
− [δ(⌈j∗⌉)− δ(⌈j∗⌉ − 1)] ·
∑
u∈U+
max{∂uF (x),−∂uF (y)} .
There are now two cases to consider. If j∗ = 0, then δ(⌈j∗⌉− 1) = δ(−1) = 0 and δ ≤ δ(0) = ε2
(to see why the last inequality holds, recall that j∗ = 0 can happen only when δ = δ(0) or
δ = ∆ < δ(0)), which yields
[F (x′) + F (y′)]− [F (x) + F (y)] ≥ −δ(0) ·
∑
u∈U+
max{∂uF (x),−∂uF (y)}
≥ (1− 3ε)δ ·
∑
u∈U+
max{∂uF (x),−∂uF (y)} − 2δ(0) ·
∑
u∈U+
max{∂uF (x),−∂uF (y)}
≥ (1− 3ε)δ ·
∑
u∈U+
max{au, bu} − 2ε
2 ·
∑
u∈U+
[∂uF (x)− ∂uF (y)]
≥ (1− 3ε)δ ·
∑
u∈U+
[auru + bu(1− ru)]− 2ε
2 · 1N [∇F (x)−∇F (y)] ,
where the second and last inequalities hold since the submodularity of f and the inequality y =
x+∆·1N ≥ x imply that for every element u ∈ N we have ∂uF (x)−∂uF (y) ≥ ∂uF (x)−∂uF (x) = 0;
and the third inequality holds due to the definition of U+ and the fact that the sum of two non-
negative numbers always upper bounds their maximum. Consider now the case of j∗ > 0. In this
case δ(⌈j∗⌉)−δ(⌈j∗⌉−1) = ε ·δ(⌈j∗⌉−1) and δ = δ(j∗) ≥ δ(⌈j∗⌉−1) ≥ (1+ε)−1 ·δ(j∗) = (1+ε)−1δ.
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Thus,
[F (x′) + F (y′)]− [F (x) + F (y)]
≥ δ(⌈j∗⌉ − 1) ·

ar + b(1N − r)− γ − ε · ∑
u∈U+
max{∂uF (x),−∂uF (y)}


≥ δ(⌈j∗⌉ − 1) · (1− 2ε) ·
∑
u∈U+
[auru + bu(1− ru)]− δ(⌈j
∗⌉ − 1) · γ
≥ (1 + ε)−1δ · (1− 2ε) ·
∑
u∈U+
[auru + bu(1− ru)]− δγ ≥ (1− 3ε)δ ·
∑
u∈U+
[auru + bu(1− ru)]− δγ ,
where the last three inequalities hold since the inequalities auru + bu(1 − ru) ≥ max{au, bu}/2 =
max{∂uF (x),−∂uF (y)}/2 and auru + bu(1 − ru) ≥ 0 hold for every element u ∈ N by Observa-
tion 3.11. The lemma now follows because in both the case of j∗ > 0 and the case of j∗ = 0 we got
a guarantee that is at least as strong as the guarantee of the lemma.
The next corollary completes the proof of part (c) of Proposition 3.2. Its proof combines the
guarnatees of Lemmata 3.10 and 3.12.
Corollary 3.13.
[F (x′) + F (y′)]− [F (x) + F (y)] ≥ 2(1− 3ε) · [F (OPT (x, y)) − F (OPT (x′, y′))]− γ(∆ −∆′)
− 2ε2 · 1N [∇F (x)−∇F (y)] .
Proof. Our first objective is to show that for every element u ∈ N we have
2 ·max{buru, au(1− ru)} ≤ auru + bu(1− ru) . (6)
There are three cases to consider: ru = 0, ru = 1 and ru ∈ (0, 1). Let us consider first the case
ru = 0. In this case au must be non-positive, which reduces Inequality (6) to 0 ≤ bu. To see that
the last inequality is true, observe that the submodularity of f and that fact that y = x+∆·1N ≥ x
imply together bu = −∂uF (y) ≥ −∂uF (x) = −au ≥ 0. Consider next the case that ru = 1. In this
case bu must be non-positive and au must be positive, which guarantees that Inequality (6) holds.
It remains to consider the case that ru ∈ (0, 1), which implies that ru = au/(au + bu), and thus,
auru + bu(1− ru) =
(au)
2 + (bu)
2
au + bu
≥
2aubu
au + bu
.
The last inequality implies Inequality (6) since buru = aubu/(au+bu) = au(1−ru), which completes
the proof that Inequality (6) holds for every u ∈ N .
We are now ready to prove the corollary. Observe that
F (OPT (x, y))− F (OPT (x′, y′)) ≤ δ ·
∑
u∈U+
max{buru, au(1− ru)} ≤
δ
2
·
∑
u∈U+
[auru + bu(1− ru)]
≤
[F (x′) + F (y′)]− [F (x) + F (y)] + γδ + 2ε2 · 1N [∇F (x)−∇F (y)]
2(1− 3ε)
=
[F (x′) + F (y′)]− [F (x) + F (y)] + γ(∆ −∆′) + 2ε2 · 1N [∇F (x)−∇F (y)]
2(1 − 3ε)
,
where the first inequality holds by Lemma 3.10, the second by Inequality (6), the third holds by
Lemma 3.12 and the equality holds by the definition of ∆′. The corollary now follows by rearranging
this inequality.
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To complete the proof of Proposition 3.2 it remains to upper bound the adaptivity of Algorithm 2
and the number of value oracle queries used by this algorithm.
Lemma 3.14. Algorithm 2 has constant adaptivity and uses O(nε−1 log ε−1) value oracle queries
to F .
Proof. Observe that all the value oracle queries used by Update can be made in two parallel steps.
One step for computing a and b, which requires 4n value oracle queries to F , and one additional
step for determining δ. This already proves that Algorithm 2 has constant adaptivity. To prove
the other part of the lemma, we still need to show that δ can be determined using O(nε−1 ln(n/ε))
value oracle queries.
Algorithm 2 determines δ by evaluating the inequality appearing on Line 6 in it for at most
⌈ln1+ε(ε
−2)⌉ ≤ 1 +
ln ε−2
ln(1 + ε)
≤ 1 +
ln ε−1
ε/2
= 1 + 2ε−1 ln ε−1 = O(ε−1 log ε−1)
different possible δ values, where the second inequality holds since ln(1+z) ≥ z/2 for every z ∈ [0, 1].
Each evaluation requires 4n value oracle queries, and thus, all the evaluations together require only
O(nε−1 log ε−1) queries, as promised.
3.2 The Procedure Pre-Process
In this section we describe the promised procedure Pre-Process and prove that it indeed obeys all
the properties guaranteed by Proposition 3.3. Let us begin by recalling Proposition 3.3.
Proposition 3.3. The input for Pre-Process consists of a single value τ ≥ 0. If τ ≥ f(OPT )/4,
then Pre-Process outputs two vectors x, y ∈ [0, 1]N and a scalar ∆ ∈ [0, 1] obeying
(a) y − x = ∆ · 1N ,
(b) either ∆ = 0 or 1N [∇F (x)−∇F (y)] ≤ 16τ and
(c) F (x) + F (y) ≥ 2[f(OPT )− F (OPT (x, y))] − 4ε · f(OPT ).
Moreover, Pre-Process requires only a constant number of adaptive rounds and O(n/ε) value oracle
queries to F .
The procedure Pre-Process itself appears as Algorithm 3. To understand this procedure,
consider the expression F (t · 1N ) + F ((1 − t) · 1N ). The derivative of this expression by t is
1N · [∇F (t ·1N )−∇F ((1−t) ·1N )]. Using this observation, we get that Pre-Process sets x = t ·1N
and y = (1 − t) · 1N for (roughly) the first t for which the derivative becomes upper bounded by
16τ . This has two advantages, first that 1N · [∇F (x)−∇F (y)] is small, which is one of the things
we need to guarantee, and second, that F (x) + F (y) is at least (roughly) 16τ · t ≥ 4t · f(OPT ),
which is much larger than the loss that OPT (x, y) can suffer due to an x whose coordinates are all
only t and a y whose coordinates are all as close to 1 as 1− t.
We begin the analysis of Algorithm 3 with the following two quite straightforward observations
which prove that this algorithm obeys parts (a) and (b) of Proposition 3.3.
Observation 3.15. x and y are both vectors in [0, 1]N , ∆ is a scalar in [0, 1] and they obey
y − x = ∆ · 1N .
Proof. The way in which Algorithm 3 choose a value for δ guarantees that δ ∈ [ε, 1/2] ⊆ [0, 1].
Thus, x = δ · 1N ∈ [0, 1]
N , y = (1− δ) · 1N ∈ [0, 1]
N and
∆ = 1− 2δ ∈ [1− 2 · (1/2), 1 − 2ε] ⊆ [0, 1] .
To complete the proof of the observation, note that
y = (1− δ) · 1N = (∆ + δ) · 1N = x+∆ · 1N .
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Algorithm 3: Pre-Process(τ)
1 Let δ be the minimum value in {δ′ ∈ [ε, 1/2) | ∃j∈Z,j≥1 δ
′ = εj} for which
1N · [∇F (δ · 1N )−∇F ((1 − δ) · 1N )] ≤ 16τ .
If there is no such value, we set δ = 1/2.
2 Let x← δ · 1N , y ← (1− δ) · 1N and ∆ = 1− 2δ.
3 return (x, y,∆).
Observation 3.16. If ∆ > 0, then 1N [∇F (x)−∇F (y)] ≤ 16τ .
Proof. Note that ∆ = 0 whenever δ = 1/2. Thus, we only need to consider the case in which
δ < 1/2. We observe that in this case the way in which δ is picked by Algorithm 3 guarantees that
1N · [∇F (x)−∇F (y)] = 1N · [∇F (δ · 1N )−∇F ((1− δ) · 1N )] ≤ 16τ .
Our next objective is to prove part (c) of Proposition 3.3. The following lemma lower bounds
the term OPT (x, y) that appears in this part.
Lemma 3.17. F (OPT (x, y)) ≥ ∆ · f(OPT ).
Proof. For every λ ∈ [0, 1] and vector z ∈ [0, 1]N we define Tλ(z) = {u ∈ N | zu ≥ λ}. Using this
notation, the Lova´sz extension fˆ : [0, 1]N → R of a set function f is defined as
fˆ(z) =
∫ 1
0
f(Tλ(z))dλ
for every vector z ∈ [0, 1]N .
It is well known that the Lova´sz extension of a submodular function lower bounds the multilinear
extension of the same function (see, e.g., [46]), and thus,
F (OPT (x, y)) ≥ fˆ(OPT (x, y)) =
∫ 1
0
f(Tλ(OPT (x, y))dλ
≥
∫ 1−δ
δ
f(Tλ(OPT (x, y))dλ =
∫ 1−δ
δ
f(OPT )dλ = (1− 2δ) · f(OPT ) ,
where the second inequality follows from the non-negativity of f and the second equality holds
since the u-coordinate of OPT (x, y) = (1OPT ∨ (δ · 1N )) ∧ ((1 − δ) · 1N ) is equal to δ if u 6∈ OPT
and to 1− δ if u ∈ OPT .
Next, we prove a lower bound on the sum F (x) + F (y), which also appears in part (c) of
Proposition 3.3.
Lemma 3.18. F (x) + F (y) ≥ (δ − ε) · 16τ .
Proof. Using the chain rule we get
F (x) = F (δ · 1N ) = f(∅) +
∫ δ
0
dF (t · 1N )
dt
dt = f(∅) +
∫ δ
0
1N · ∇F (t · 1N )dt
≥
∫ δ
0
1N · ∇F (t · 1N )dt =
∫ δ−ε
0
1N · ∇F (t · 1N )dt+
∫ δ
δ−ε
1N · ∇F (t · 1N )dt ,
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where the inequality follows from the non-negativity of f . Using an analogous argument we can
also get
F (y) ≥ −
∫ δ−ε
0
1N · ∇F ((1− t) · 1N )dt−
∫ δ
δ−ε
1N · ∇F ((1 − t) · 1N )dt .
Adding this inequality to the previous one yields
F (x) + F (y) ≥
∫ δ−ε
0
1N · [∇F (t · 1N )−∇F ((1 − t) · 1N )]dt
+
∫ δ
δ−ε
1N · [∇F (t · 1N )−∇F ((1− t) · 1N )]dt
≥ (δ − ε) · 16τ +
∫ δ
δ−ε
1N · [∇F (t · 1N )−∇F ((1− t) · 1N )]dt ≥ (δ − ε) · 16τ ,
where the second inequality holds since the choice of δ and the submodularity of f guarantee
that 1N · [∇F (t · 1N ) − ∇F ((1 − t) · 1N )] is at least 16τ for every 0 ≤ t < δ − ε, and the
last inequality holds since the submodularity of f and the fact that δ ∈ [ε, 1/2] imply together
1N · [∇F (t · 1N )−∇F ((1− t) · 1N )] ≥ 0 for every t ∈ [0, δ].
Combining the last two lemmata, we can now get part (c) of Proposition 3.3.
Corollary 3.19. If τ ≥ f(OPT )/4, then F (x)+F (y) ≥ 2[f(OPT )−F (OPT (x, y))]−4ε ·f(OPT ).
Proof. Observe that
F (x) + F (y) ≥ (δ − ε) · 16τ = (1−∆− 2ε) · 8τ ≥ (1−∆− 2ε) · 2f(OPT )
= 2[f(OPT )−∆ · f(OPT )]− 4ε · f(OPT )
≥ 2[f(OPT )− F (OPT (x, y))] − 4ε · f(OPT ) ,
where the first inequality follows from Lemma 3.18 and the second inequality follows from our
assumption that τ ≥ f(OPT )/4 and the observation that ∆ = 1 − 2δ ≤ 1− 2ε. Additionally, the
last inequality follows from Lemma 3.17.
To complete the proof of Proposition 3.3 it remains to upper bound the adaptivity of Algorithm 3
and the number of value oracle queries used by it.
Lemma 3.20. Algorithm 3 has constant adaptivity and uses O(n/ε) value oracle queries to F .
Proof. Observe that all the value oracle queries used by Pre-Process can be made in a single
parallel step, and thus, Algorithm 2 has constant adaptivity. To prove the other part of the lemma,
we need to show that δ can be determined using O(n/ε) value oracle queries.
Algorithm 3 determines δ by evaluating the inequality appearing on Line 1 in it for⌊
1/2
ε
⌋
≤
ε−1
2
≤ ε−1
different possible δ values. Each evaluation requires 4n value oracle queries, and thus, all the
evaluations together require only O(n/ε) queries, as promised.
16
References
[1] Ashwinkumar Badanidiyuru and Vondra´k Jan. Fast algorithms for maximizing submodular
functions. In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA).
SIAM, 2014.
[2] Ashwinkumar Badanidiyuru, Baharan Mirzasoleiman, Amin Karbasi, and Andreas Krause.
Streaming submodular maximization: Massive data summarization on the fly. In The 20th
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 2014.
[3] Eric Balkanski, Aviad Rubinstein, and Yaron Singer. An exponential speedup in parallel
running time for submodular maximization without loss in approximation. In SODA, 2019.
To appear.
[4] Eric Balkanski and Yaron Singer. The adaptive complexity of maximizing a submodular
function. In STOC, pages 1138–1151, 2018.
[5] Rafael Barbosa, Alina Ene, Huy Nguyen, and Justin Ward. The power of randomization:
Distributed submodular maximization on massive datasets. In International Conference on
Machine Learning, pages 1236–1244, 2015.
[6] Rafael da Ponte Barbosa, Alina Ene, Huy L Nguyen, and Justin Ward. A new framework for
distributed submodular maximization. In Foundations of Computer Science (FOCS), pages
645–654. IEEE, 2016.
[7] An Bian, Joachim M Buhmann, and Andreas Krause. Optimal dr-submodular maximization
and applications to provable mean field inference. arXiv preprint arXiv:1805.07482, 2018.
[8] Andrew An Bian, Baharan Mirzasoleiman, Joachim M. Buhmann, and Andreas Krause. Guar-
anteed non-convex optimization: Submodular maximization over continuous domains. In Pro-
ceedings of the 20th International Conference on Artificial Intelligence and Statistics (AIS-
TATS), pages 111–120, 2017.
[9] Niv Buchbinder and Moran Feldman. Deterministic algorithms for submodular maximization
problems. ACM Trans. Algorithms, 14(3):32:1–32:20, 2018.
[10] Niv Buchbinder, Moran Feldman, Joseph Naor, and Roy Schwartz. Submodular maximization
with cardinality constraints. In ACM-SIAM Symposium on Discrete Algorithms (SODA),
pages 1433–1452, 2014.
[11] Niv Buchbinder, Moran Feldman, Joseph Naor, and Roy Schwartz. A tight linear time (1/2)-
approximation for unconstrained submodular maximization. SIAM J. Comput., 44(5):1384–
1402, 2015.
[12] Niv Buchbinder, Moran Feldman, and Roy Schwartz. Online submodular maximization with
preemption. In Proceedings of the twenty-sixth annual ACM-SIAM symposium on Discrete
algorithms, pages 1202–1216. Society for Industrial and Applied Mathematics, 2015.
[13] Gruia Ca˘linescu, Chandra Chekuri, Martin Pa´l, and Jan Vondra´k. Maximizing a monotone
submodular function subject to a matroid constraint. SIAM J. Comput., 40(6):1740–1766,
2011.
17
[14] Chandra Chekuri, Shalmoli Gupta, and Kent Quanrud. Streaming algorithms for submodular
function maximization. In International Colloquium on Automata, Languages, and Program-
ming (ICALP), pages 318–330. Springer, 2015.
[15] Chandra Chekuri and Kent Quanrud. Submodular function maximization in parallel via the
multilinear relaxation. In SODA, 2019. To appear.
[16] Abhimanyu Das and David Kempe. Submodular meets spectral: Greedy algorithms for sub-
set selection, sparse approximation and dictionary selection. In International Conference on
Machine Learning, pages 1057–1064, 2011.
[17] Brian W Dolhansky and Jeff A Bilmes. Deep submodular functions: Definitions and learning.
In Advances in Neural Information Processing Systems, pages 3396–3404, 2016.
[18] Ethan R. Elenberg, Alexandros G. Dimakis, Moran Feldman, and Amin Karbasi. Streaming
weak submodularity: Interpreting neural networks on the fly. In Advances in Neural Informa-
tion Processing Systems, 2017.
[19] Ethan R. Elenberg, Rajiv Khanna, Alexandros G. Dimakis, and Sahand Negahban. Restricted
strong convexity implies weak submodularity. CoRR, abs/1612.00804, 2016.
[20] Alina Ene and Huy L. Nguyen. Submodular maximization with nearly-optimal approximation
and adaptivity in nearly-linear time. In SODA, 2019. To appear.
[21] Alina Ene, Huy L. Nguyen, and Adrian Vladu. Submodular maximization with packing con-
straints in parallel. CoRR, abs/1808.09987, 2018.
[22] Matthew Fahrbach, Vahab S. Mirrokni, and Morteza Zadimoghaddam. Non-monotone sub-
modular maximization with nearly optimal adaptivity complexity. CoRR, abs/1808.06932,
2018.
[23] Matthew Fahrbach, Vahab S. Mirrokni, and Morteza Zadimoghaddam. Submodular maxi-
mization with optimal approximation, adaptivity and query complexity. In SODA, 2019. To
appear.
[24] Uriel Feige, Vahab S. Mirrokni, and Jan Vondra´k. Maximizing non-monotone submodular
functions. SIAM J. Comput., 40(4):1133–1153, 2011.
[25] Moran Feldman, Christopher Harshaw, and Amin Karbasi. Greed is good: Near-optimal
submodular maximization via greedy optimization. In Conference on Learning Theory, 2017.
[26] Moran Feldman, Amin Karbasi, and Ehsan Kazemi. Do less, get more: Streaming submodular
maximization with subsampling. CoRR, abs/1802.07098, 2018.
[27] Moran Feldman, Joseph Naor, and Roy Schwartz. Nonmonotone submodular maximization
via a structural continuous greedy algorithm - (extended abstract). In ICALP, pages 342–353,
2011.
[28] Moran Feldman, Joseph Naor, and Roy Schwartz. A unified continuous greedy algorithm
for submodular maximization. In Foundations of Computer Science (FOCS), pages 570–579.
IEEE, 2011.
[29] Shayan Oveis Gharan and Jan Vondra´k. Submodular maximization by simulated annealing.
In SODA, pages 1098–1116, 2011.
18
[30] Daniel Golovin and Andreas Krause. Adaptive submodularity: Theory and applications in
active learning and stochastic optimization. Journal of Artificial Intelligence Research, 42:427–
486, 2011.
[31] Andrew Guillory and Jeff A. Bilmes. Active semi-supervised learning using submodular func-
tions. In Uncertainty in Artificial Intelligence (UAI), pages 274–282, 2011.
[32] S. Hamed Hassani, Mahdi Soltanolkotabi, and Amin Karbasi. Gradient methods for submod-
ular maximization. In Advances in Neural Information Processing Systems, pages 5843–5853,
2017.
[33] David Kempe, Jon Kleinberg, and E´va Tardos. Maximizing the spread of influence through
a social network. In Proceedings of the ninth ACM SIGKDD international conference on
Knowledge discovery and data mining, pages 137–146. ACM, 2003.
[34] Andreas Krause, Carlos Guestrin, Anupam Gupta, and Jon M. Kleinberg. Near-optimal sensor
placements: Maximizing information while minimizing communication cost. In Proceedings of
the Fifth International Symposium on Information Processing in Sensor Networks (IPSN),
2006.
[35] Ravi Kumar, Benjamin Moseley, Sergei Vassilvitskii, and Andrea Vattani. Fast greedy algo-
rithms in mapreduce and streaming. In SPAA, pages 1–10. ACM, 2013.
[36] Hui Lin and Jeff A. Bilmes. Learning mixtures of submodular shells with application to
document summarization. In Proceedings of the Twenty-Eighth Conference on Uncertainty in
Artificial Intelligence, pages 479–490, 2012.
[37] Vahab Mirrokni and Morteza Zadimoghaddam. Randomized composable core-sets for dis-
tributed submodular maximization. In Proceedings of the Forty-Seventh Annual ACM on
Symposium on Theory of Computing, pages 153–162. ACM, 2015.
[38] Baharan Mirzasoleiman, Ashwinkumar Badanidiyuru, Amin Karbasi, Jan Vondrak, and An-
dreas Krause. Lazier than lazy greedy. In AAAI Conference on Artificial Intelligence, pages
1812–1818, 2015.
[39] Baharan Mirzasoleiman, Amin Karbasi, Rik Sarkar, and Andreas Krause. Distributed sub-
modular maximization: Identifying representative elements in massive data. In Advances in
Neural Information Processing Systems, pages 2049–2057, 2013.
[40] Aryan Mokhtari, Hamed Hassani, and Amin Karbasi. Conditional gradient method for stochas-
tic submodular maximization: Closing the gap. arXiv preprint arXiv:1711.01660, 2017.
[41] Aryan Mokhtari, Hamed Hassani, and Amin Karbasi. Decentralized submodular maximization:
Bridging discrete and continuous settings. International Conference on Machine Learning
(ICML), 2018.
[42] G. L. Nemhauser and L. A. Wolsey. Best algorithms for approximating the maximum of a
submodular set function. Math. Oper. Res., 3(3):177–188, 1978.
[43] George L. Nemhauser, Laurence A. Wolsey, and Marshall L. Fisher. An analysis of approxi-
mations for maximizing submodular set functions - I. Mathematical Programming, 1978.
19
[44] Rad Niazadeh, Tim Roughgarden, and Joshua R. Wang. Optimal algorithms for contin-
uous non-monotone submodular and DR-submodular maximization. arXiv preprint arXiv:
1805.09480, 2018.
[45] Mehraveh Salehi, Amin Karbasi, Dustin Scheinost, and R Todd Constable. A submodular
approach to create individualized parcellations of the human brain. In International Conference
on Medical Image Computing and Computer-Assisted Intervention, pages 478–485. Springer,
2017.
[46] Jan Vondra´k. Symmetry and approximability of submodular maximization problems. SIAM
J. Comput., 42(1):265–304, 2013.
[47] Kai Wei, Yuzong Liu, Katrin Kirchhoff, and Jeff Bilmes. Using document summarization
techniques for speech data subset selection. In Proceedings of Annual Meeting of the Association
for Computational Linguistics: Human Language Technologies, 2013.
A Algorithm for Discrete Set
As discussed above, our algorithm from Section 3 can be implemented using a value oracle access
to f (rather than to its multilinear extension F ) at the cost of increasing the query complexity by a
factor of n (i.e., making it roughly quadratic in n). In many practical cases, however, such a query
complexity is infeasible. Thus, in this section, we present an alternative algorithm that uses only
a nearly linear in n number of oracle queries to f . The result we prove in this section is formally
summarized as Theorem A.1. One can observe that this theorem implies Theorem 1.1.
Theorem A.1. For every constant 0 < ε ≤ 1/208, there is an algorithm that achieves (1/2 −
104ε)-approximation for USM using O(ε−1 ln ε−1) adaptive rounds and O(nε−4 ln3(ε−1)) value oracle
queries to f .
The algorithm that achieves the guarantees stated as Theorem A.1 is presented in Algorithm 4.
Recall that Algorithm 1 maintains two sequences of fractional vectors xi, yi ∈ [0, 1]N that preserve
the invariant that xi ≤ yi. Similarly, Algorithm 4 maintains two sequences of discrete sets Xi, Y i ⊆
N that preserves the analogous invariant that Xi ⊆ Y i. In Algorithm 4 and its analysis we use a
few useful shorthands. Specifically, given a set S ⊆ N and an element u ∈ N , we use S + u and
S −u as shorthands for the union S ∪{u} and the expression S \ {u}, respectively. We also denote
by f(u | S) , f(S + u)− f(S) the marginal gain of u with respect to S.
Algorithm 4: Algorithm for USM with Value Oracle Access to f
1 Let τ be an estimate of the expectation of f(R(1/2 · 1N )) obtained by averaging
m = ⌈200 ln(6/ε)⌉ independent samples from the distribution of this random expression.
2 Let ℓ← ⌈ε−1 ln(ε−1)⌉ and (X0, Y 0)← Discrete-PreProcess(τ).
3 for i = 1 to ℓ do Let (Xi+1, Y i+1)← Discrete-Update(Xi, Y i).
4 return Z ← Xℓ ∪ {u ∈ Y ℓ \Xℓ | f(u | Xℓ) > 0}.
Algorithm 4 invokes two subroutines named Discrete-PreProcess and Discrete-Update,
which are counterparts of the subroutines Pre-Process and Update used by Algorithm 1. The
subroutine Discrete-PreProcess outputs the two initial sets X0 and Y 0, while Discrete-Update
updates the two sets at each iteration. Algorithm 4 and its subroutines are all quite similar to their
counterparts from Section 3, with the main difference being that Algorithm 4 and its subroutines
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have to approximate via sampling quantities (such as τ) that can be directly determined given
oracle access to F .
Before getting to the analysis of Algorithm 4, we present the following two propositions, which
summarize the guarantees of the two subroutines. The proofs of these propositions are deferred
to Sections A.1 and A.2. Throughout this section, we use OPT (X,Y ) , (OPT ∪X) ∩ Y , where
X and Y are two subsets of N . We note that this is an overload of notation since we previously
defined OPT (x, y) for vectors x, y ∈ [0, 1]N in a related, but slightly different, way. We also assume
throughout the section, like in Section 3, that n ≥ 3, and given an event E we denote by 1[E ] its
indicator.
Proposition A.2. The input for Discrete-Update consists of two subsets X,Y ⊆ N . If X ⊆ Y ,
then there exists an event EU of probability at least 1− ε
2 ln−1(ε−1)/8 such that conditioned on this
event Discrete-Update outputs two subsets X ′ and Y ′ obeying
(a) X ⊆ X ′ ⊆ Y ′ ⊆ Y ,
(b) E
{∑
u∈Y ′\X′ [f(u | X
′)− f(u | Y ′ − u)]
}
≤ (1− ε) ·
∑
u∈Y \X [f(u | X)− f(u | Y − u)], and
(c) E[f(X ′) + f(Y ′)] − [f(X) + f(Y )] ≥ 2(1 − 15ε) · [f(OPT (X,Y )) − E[f(OPT (X ′, Y ′))]] −
2ε2 ln−1(ε−1) ·
∑
u∈Y \X [f(u | X)− f(u | Y − u)].
Moreover, Discrete-Update requires a constant number of adaptivity rounds and O(nε−3 ln2(ε−1))
value oracle queries to f .
Proposition A.3. The input for Discrete-PreProcess consists of a single value τ ≥ 0. If
τ ≥ 1/5 ·f(OPT ), then there exists an event EP of probability at least 1−ε/3 such that conditioning
on this event Discrete-PreProcess outputs two sets X and Y obeying
(a) X ⊆ Y ,
(b) E
{∑
u∈Y \X [f(u | X)− f(u | Y − u)]
}
≤ 60τ , and
(c) E[f(X) + f(Y )] ≥ 2[f(OPT )− E[f(OPT (X,Y ))]] − 4ε · f(OPT ).
Moreover, Discrete-PreProcess requires only O(nε−3 ln(ε−1)) value oracle queries to f and a
constant number of adaptivity rounds.
We are now ready to begin the analysis of Algorithm 4. Let EG denote the event that
f(OPT )/5 ≤ τ ≤ f(OPT ), where τ is defined in Line 1 of Algorithm 4. Lemma A.4 lower
bounds the probability of EG.
Lemma A.4. Pr[EG] ≥ 1− ε/3.
Proof. Let W1,W2, . . . ,Wm denote the m independent random samples that are used by Algo-
rithm 4 to estimate f(R(1/2 · 1N )). We observe that they satisfy 0 ≤ f(R(1/2 · 1N )) ≤ f(OPT )
because f is non-negative and R(1/2 · 1N ) is always a feasible solution. Since τ = m
−1
∑m
i=1Wi, we
immediately get from this τ ≤ f(OPT ). Additionally, by Hoeffding’s inequality,
Pr
[
τ <
f(OPT )
5
]
≤ Pr
[
τ < E[f(R(1/2 · 1N ))] −
f(OPT )
20
]
≤ 2 exp
(
−
2m2 · [f(OPT )/20]2
m · [f(OPT )]2
)
= 2exp
(
−
m
200
)
≤
ε
3
,
where the first inequality holds since E[f(R(1/2 · 1N ))] ≥ f(OPT )/4 (recall that this is a known
result originally proved by Feige et al. [24]).
Observe that, in particular, EG implies that τ fulfills the requirement of Proposition A.3. The
next lemma shows that together with other events it also shows that the invariant Xi ⊆ Y i is
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maintained throughout the execution of Algorithm 4, which is a requirement of Proposition A.2.
In this lemma, and in the rest of the section, we denote by E iU the event EU corresponding to the
execution of the subroutine Discrete-Update in the i-th iteration of Algorithm 4.
Lemma A.5. For every 0 ≤ i ≤ ℓ, conditioned on EG, EP and {E
i
U | 1 ≤ j ≤ i}, we have
Xi ⊆ Y i ⊆ N .
Proof. We prove the lemma by induction. Since we assume that EG and EP both hold, part (a)
of Proposition A.3 guarantees that X0 ⊆ Y 0 ⊆ N , which is the base of the induction. Next, let
us assume that the lemma holds for i− 1 ≥ 0, and let us prove it for i. The induction hypothesis
implies that the requirement of Proposition A.2 is satisfied. Since we also condition on E iU, part (a)
of this proposition gives us Xi−1 ⊆ Xi ⊆ Y i ⊆ Y i−1 ⊆ N , which completes the proof.
Using the last lemma we can now prove the following technical claim, which will come handy
in the proofs appearing later in this section. Consider the function
Φ(i) = E

 ∑
u∈Y i\Xi
[f(u | Xi)− f(u | Y i − u)]
∣∣∣∣∣∣ EG, EP, {EjU | 1 ≤ j ≤ i}

 .
Lemma A.6. For every 0 ≤ i ≤ ℓ, Φ(i) ≤ 60 · f(OPT ). Moreover, Φ(ℓ) ≤ 61ε · f(OPT ).
Proof. Since Lemma A.5 guarantees that the conditions of Proposition A.2 are satisfied in iteration
number k of Algorithm 4 given EG, EP and {E
j
U | 1 ≤ j ≤ k − 1}, part (b) of this proposition
guarantees that for every 1 ≤ k ≤ ℓ we have
Φ(k) ≤ (1− ε) · E

 ∑
u∈Y k−1\Xk−1
[f(u | Xk−1)− f(u | Y k−1 − u)]
∣∣∣∣∣∣ EG, EP, {EjU | 1 ≤ j ≤ k}


≤
(1− ε) · Φ(k − 1)
Pr[EkU | EG, EP, {E
j
U | 1 ≤ j ≤ k − 1}]
,
where the second inequality holds by the law of total expectation since the submodularity of f
guarantees that f(u | Xk−1)− f(u | Y k−1−u)] ≥ 0 for every element u ∈ Y k−1 \Xk−1. Combining
this inequality for every 1 ≤ k ≤ i yields
Φ(i) ≤
(1− ε)i · Φ(0)∏i
k=1 Pr[E
k
U | EG, EP, {E
j
U | 1 ≤ j ≤ k − 1}]
≤
60(1 − ε)i · f(OPT )
(1− ε2 ln−1(ε−1)/8)i
≤ 60 · f(OPT ) ,
where the last inequality holds since ε < 1/3 by the assumption of Theorem A.1, and the second
inequality holds since given EG the condition of Proposition A.3 applies, and thus, Φ(0) ≤ 60τ ≤
60 · f(OPT )—τ ≤ f(OPT ) because τ is the average value of f over m feasible solutions.
For i = ℓ, we get
Φ(ℓ) ≤
60(1 − ε)ℓ · f(OPT )
(1− ε2 ln−1(ε−1)/8)ℓ
≤
60(1 − ε)ε
−1 ln(ε−1) · f(OPT )
1− [1 + ε−1 ln(ε−1)] · ε2 ln−1(ε−1)/8
≤
60e− ln(ε
−1) · f(OPT )
1− ε(ε ln−1(ε−1) + 1)/8
≤
60ε · f(OPT )
0.993
≤ 61ε · f(OPT ) ,
where the penultimate inequality holds since ε < 1/20 by the assumption of Theorem A.1.
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The first result that we prove using the above technical lemma is a lower bound on the expected
value of f(Xℓ) + f(Y ℓ).
Lemma A.7. Conditioned on EG and EP,
E[f(Xℓ) + f(Y ℓ)] ≥ 2(1− 15ε)[f(OPT ) − E[f(OPT (Xℓ, Y ℓ))]]− 127ε · f(OPT ) .
Proof. Recall that the event EG implies that the condition of Proposition A.3 is satisfied, hence,
conditioned on EG and EP we have
E[f(X0) + f(Y 0)] ≥ 2[f(OPT )− E[f(OPT (X0, Y 0))]] − 4ε · f(OPT ) (7)
≥ 2(1− 15ε) · [f(OPT )− E[f(OPT (X0, Y 0))]]− 4ε · f(OPT ) ,
where the second inequality holds since F (OPT (X0, Y 0)) is the expected value of f over some
distribution of sets, and thus, is upper bounded by f(OPT ).
We now would like to prove by a backward induction on i that for every 0 ≤ i ≤ ℓ we have
conditioned on EG, EP and {E
j
U | 1 ≤ j ≤ i} the inequality
E[f(Xℓ) + f(Y ℓ)− f(Xi)− f(Y i)] ≥ 2(1 − 15ε) · E[f(OPT (Xi, Y i))− f(OPT (Xℓ, Y ℓ))] (8)
− 122(ℓ − i) · ε2 ln−1(ε−1) · f(OPT )− 6f(OPT ) ·
ℓ∑
j=i+1
(1− Pr[Ej
U
| {EkU | i < k < j}]) .
For i = ℓ this inequality is trivial since both its sides are equal to 0. Thus, let us assume that the
inequality holds for 1 ≤ i+ 1 ≤ ℓ, and let us prove it for i. Since Lemma A.5 guarantees that the
conditions of Proposition A.2 are satisfied in iteration number i + 1 of Algorithm 4 given EG, EP
and {Ej
U
| 1 ≤ j ≤ i}, we get—conditioned on these events and E i+1
U
—the inequality
E[f(Xi+1) + f(Y i+1)− f(Xi)− f(Y i)]− 2(1 − 15ε) · E[f(OPT (Xi, Y i))− f(OPT (Xi+1, Y i+1))]
≥ − 2ε2 ln−1(ε−1) · E

 ∑
u∈Y i\Xi
[f(u | Xi)− f(u | Y i − u)]

 .
Adding this inequality to the induction hypothesis for i+ 1, we get that conditioned on the same
set of events we also have
E[f(Xℓ) + f(Y ℓ)− f(Xi)− f(Y i)] ≥ 2(1 − 15ε) · E[f(OPT (Xi, Y i))− f(OPT (Xℓ, Y ℓ))] (9)
−

122(ℓ − i− 1) · f(OPT ) + 2E

 ∑
u∈Y i\Xi
[f(u | Xi)− f(u | Y i − u)]



 · ε2 ln−1(ε−1)
− 6f(OPT ) ·
ℓ∑
j=i+2
(1− Pr[EjU | {E
k
U | i+ 1 < k < j}]) .
Since the values of f(Xℓ) + f(Y ℓ) − f(Xi) − f(Y i) and f(OPT (Xi, Y i)) − f(OPT (Xℓ, Y ℓ)) are
always in the ranges [−2f(OPT ), 2f(OPT )] and [−f(OPT ), f(OPT )], respectively, removing the
condition on E i+1U changes the expectations of these expressions by at most 6f(OPT ) · Pr[E
i+1
U |
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EG, EP, {E
j
U
| 1 ≤ j ≤ i}]. Additionally, since the submodularity of f guarantees that f(u |
Xi)− f(u | Y i − u) ≥ 0 whenever Xi ⊆ Y i,
E

 ∑
u∈Y i\Xi
[f(u | Xi)− f(u | Y i − u)]
∣∣∣∣∣∣ EG, EP, {EjU | 1 ≤ j ≤ i+ 1}


≤
E
[∑
u∈Y i\Xi [f(u | X
i)− f(u | Y i − u)]
∣∣∣ EG, EP, {EjU | 1 ≤ j ≤ i}
]
Pr[E i+1U | EG, EP, {E
j
U | 1 ≤ j ≤ i}]
≤
Φ(i)
1− ε2 ln−1(ε−1)/8
≤
60 · f(OPT )
0.987
≤ 61 · f(OPT ) ,
where the penultimate inequality holds by Lemma A.6 and the fact that ε ≤ 1/3 by the assumption
of Theorem A.1. Combining all these observations with Inequality (9), we get that conditioned on
the the events EG, EP and {E
j
U | 1 ≤ j ≤ i}, but not the event E
i+1
U , we still have
E[f(Xℓ) + f(Y ℓ)− f(Xi)− f(Y i)] ≥ 2(1− 15ε) · E[f(OPT (Xi, Y i))− f(OPT (Xℓ, Y ℓ))]
− 122(ℓ − i) · ε2 ln−1(ε−1) · f(OPT )− 6f(OPT ) ·
ℓ∑
j=i+1
(1− Pr[Ej
U
| {EkU | i < k < j}]) ,
which completes the proof by induction of Inequality (8).
Plugging now i = 0 into Inequality (8) and adding the result to Inequality (7), we get that
conditioned on EG and EP
E[f(Xℓ) + f(Y ℓ)]− 2(1 − 15ε)[f(OPT ) − E[f(OPT (Xℓ, Y ℓ))]]
≥ − ℓ · 122ε2 ln−1(ε−1) · f(OPT )− 4ε · f(OPT )− 6f(OPT ) ·
ℓ∑
j=1
(1− Pr[EjU | {E
k
U | 0 < k < j}])
≥ − [1 + ε−1 ln(ε−1)] · [122ε2 ln−1(ε−1) + 6ε2 ln−1(ε−1)/8] · f(OPT )− 4ε · f(OPT )
= − [ε ln−1(ε−1) + 1] · 122.75ε · f(OPT )− 4ε · f(OPT ) ≥ −127ε · f(OPT ) ,
where the second inequality holds since Pr[Ej
U
| EG, EP, {E
k
U | 0 < k < j}] ≥ 1 − ε
2 ln−1(ε−1)/8,
and the last inequality holds since ε < 1/110 by the assumption of Theorem A.1.
The last lemma involves the the expected values with respect to f of the sets Xℓ, Y ℓ and
OPT (Xℓ, Y ℓ). Since Xℓ ⊆ Y ℓ (conditioned on the appropriate events), all these sets are subsets of
Y ℓ and include Xℓ. The following lemma shows that this implies that E[f(Z)] upper bounds their
expected values with respect to f , up to some error.
Lemma A.8. Conditioned on EG, EP, we have E[f(Z)] ≥ E[f(W )] − 63ε · f(OPT ) for every
(random) set W that obeys Xℓ ⊆W ⊆ Y ℓ given these events and {E iU | 1 ≤ i ≤ ℓ}.
Proof. We begin by proving that, conditioned on the events EG, EP and {E
j
U | 1 ≤ j ≤ ℓ}, we have
E[f(Z)] ≥ E[f(W )]−Φ(ℓ) ≥ E[f(W )]− 61ε−1 · f(OPT ) . (10)
The second inequality is an immedaite consequence of Lemma A.6, and thus, we concentrate now
on proving the first inequality. Note that since, given the above mentioned events, both W and Z
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are subsets of Y ℓ and include Xℓ, the submodularity of f guarantees
f(Z) ≥ f(W ) +
∑
u∈Z\W
f(u | Y ℓ − u)−
∑
u∈W\Z
f(u | Xℓ)
≥ f(W )−
∑
u∈(Z\W )∪(W\Z)
[f(u | Xℓ)− f(u | Y ℓ − u)]
≥ f(W )−
∑
u∈Y ℓ\Xℓ
[f(u | Xℓ)− f(u | Y ℓ − u)] ,
where the second inequality holds since the definition of Z guarantees that −f(u | Xℓ) ≤ 0 for
every u ∈ Z and f(u | Y ℓ − u) ≤ f(u | Xℓ) ≤ 0 for every u 6∈ Z; and the last inequality holds since
the submodularity of f guarantees f(u | Xℓ) − f(u | Y ℓ − u) ≥ 0 for every u ∈ Y ℓ \Xℓ. Taking
now expectation of this inequality conditioned on the events EG, EP and {E
j
U
| 1 ≤ j ≤ ℓ}, we get
Inequality (10).
To prove the lemma, it remains to show that |E[f(S) | EG, EP] − E[f(S) | EG, EP, {E
i
U | 1 ≤
i ≤ ℓ}]|≤ ε · f(OPT ) for every (random) set S. To see why that follows from the low of total
expectation, notice that f(S) always has a value between 0 and f(OPT ) and that
Pr
[
ℓ⋂
i=1
E iU | EG, EP
]
=
ℓ∏
i=1
Pr
[
E iU | EG, EP, {E
j
U | 1 ≤ j ≤ i− 1}
]
≥ (1− ε2 ln−1(ε−1)/8)ℓ
≥ 1− ℓ · ε2 ln−1(ε−1)/8 = 1− [1 + ε−1 ln(ε−1)] · ε2 ln−1(ε−1)/8
= 1− [ε ln−1(ε−1) + 1] · ε/8 ≥ 1− ε ,
where the last inequality holds since ε < 1/20 by the assumption of Theorem A.1.
The following corollary is a consequence of the last two lemmata.
Corollary A.9. Conditioned on EG and EP,
E[f(Z)] ≥ (1/2− 103ε) · f(OPT ) .
Proof. All the expectations in this proof are implicitly conditioned on EG and EP. As discussed
above, Lemma A.8 shows that E[f(Z)] upper bounds E[f(Xℓ)], E[f(Y ℓ)] and E[f(OPT (Xℓ, Y ℓ))]
up to an error of 63ε · f(OPT ). Plugging this bound into the guarantee of Lemma A.7, we get
2E[f(Z)] + 126ε · f(OPT ) ≥ 2(1 − 15ε)[f(OPT ) − E[f(Z)]− 63ε · f(OPT )]
− 127ε · f(OPT ) .
The corollary now follows by rearranging this inequality.
The last corollary gives a guarantee on the approximation ratio of Algorithm 4 which is condi-
tioned on EG and EP. However, to prove Theorem A.1, we need to prove an unconditional lower
bound on E[f(Z)], which is done by the next lemma.
Lemma A.10. E[Z] ≥ (1/2− 104ε) · f(OPT ).
Proof. By the law of total expectation,
E[Z] = Pr[EG] · Pr[EP | EG] · E[Z | EG, EP] + (1− Pr[EG, EP]) · E[Z | E
c
G ∨ E
c
P]
≥ Pr[EG] · Pr[EP | EG] · E[Z | EG, EP]
≥ (1− ε/3)2 · (1/2− 103ε) · f(OPT ) ≥ (1/2− 104ε) · f(OPT ) ,
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where the first inequality follows from the non-negativity of f , and the second inequality follows
from the guarantees of Proposition A.3, Lemma A.4 and Corollary A.9.
To complete the proof of Theorem A.1, we still need to upper bound the adaptivity of Algo-
rithm 4 and the number of value oracle queries that it uses, which is done by the next lemma.
Lemma A.11. The adaptivity of Algorithm 1 is O(ε−1 ln ε−1), and it uses O(nε−4 ln3(ε−1)) value
oracle queries to f .
Proof. Except for the value oracle queries used by the two procedures Discrete-Update and
Discrete-PreProcess, Algorithm 4 uses only m value oracle query for calculating τ and up to n
value oracle queries for determining the set Z. Since these queries can be done in two adaptive
rounds, the adaptivity of Algorithm 4 is at most
2 + (adaptivity of Discrete-PreProcess) + ℓ · (adaptivity of Discrete-Update) , (11)
and the number of oracle queries it uses is at most
m+ n+ (value oracle queries used by Discrete-PreProcess) (12)
+ ℓ · (value oracle queries used by Discrete-Update) .
Proposition A.2 guarantees that each execution of the procedure Discrete-Update requires at most
O(1) rounds of adaptivity and O(nε−3 ln2(ε−1)) oracle queries, and Proposition A.3 guarantees
that the single execution of the procedure Discrete-PreProcess requires at most O(1) rounds of
adaptivity and O(nε−3 ln(ε−1)) oracle queries. Plugging these observations and the values of m
and ℓ into (11) and (12), we get that the adaptivity of Algorithm 4 is at most
2 +O(1) + (⌈ε−1 ln ε−1⌉) ·O(1) = O(ε−1 ln ε−1) ,
and its query complexity is at most
⌈200 ln(6/ε)⌉ + n+O(nε−3 ln(ε−1)) + (⌈ε−1 ln ε−1⌉) ·O(nε−3 ln2(ε−1)) = O(nε−4 ln3(ε−1)) .
A.1 The Procedure Discrete-Update
In this section we describe the procedure Discrete-Update used by Algorithm 4, and prove that it
obeys all the properties guaranteed by Proposition A.2. The pseudo-code of the procedure appears
as Algorithm 5. We remind the reader that Discrete-Update is a counterpart of the procedure
Update from Section 3.1.
Let us recall now Proposition A.2. We remind the reader that our objective is to prove that
Algorithm 5 obeys all the properties guaranteed by this proposition.
Proposition A.2. The input for Discrete-Update consists of two subsets X,Y ⊆ N . If X ⊆ Y ,
then there exists an event EU of probability at least 1− ε
2 ln−1(ε−1)/8 such that conditioned on this
event Discrete-Update outputs two subsets X ′ and Y ′ obeying
(a) X ⊆ X ′ ⊆ Y ′ ⊆ Y ,
(b) E
{∑
u∈Y ′\X′ [f(u | X
′)− f(u | Y ′ − u)]
}
≤ (1− ε) ·
∑
u∈Y \X [f(u | X)− f(u | Y − u)], and
(c) E[f(X ′) + f(Y ′)] − [f(X) + f(Y )] ≥ 2(1 − 15ε) · [f(OPT (X,Y )) − E[f(OPT (X ′, Y ′))]] −
2ε2 ln−1(ε−1) ·
∑
u∈Y \X [f(u | X)− f(u | Y − u)].
Moreover, Discrete-Update requires a constant number of adaptivity rounds and O(nε−3 ln2(ε−1))
value oracle queries to f .
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Algorithm 5: Discrete-Update(X,Y )
1 for every u ∈ N do
2 if u ∈ Y \X then
3 Let au ← f(u | X) and bu ← −f(u | Y − u).
4 if au > 0 and bu > 0 then ru ← au/(au + bu).
5 else if au > 0 then ru ← 1.
6 else ru ← 0.
7 else
8 Let au ← 0, bu ← 0 and ru ← 0.
9 Let γ ← ε · 1Y \X(a+ b).
10 Let Γ← {δ ∈ [0, 1) | ∃j∈Z,j≥0 δ = ε
2 ln−1(ε−1) · (1 + ε)j}.
11 For every δ′ ∈ Γ, let G(δ′) be an estimate of the expectation of
∑
u∈Y \X
[ru · f(u | X ∪ R(δ
′r)− u)− (1− ru) · f(u | Y \ R(δ
′(1Y \X − r))− u)]
obtained by averaging m = ⌈ε−2 ln(112ε−3 ln2(ε−1))/2⌉ independent samples from the
distribution of this random expression.
12 Let δ be the minimum value in Γ for which G(δ) ≤ ar+ b(1Y \X − r)− 2γ. If there is no such
value, we set δ ← 1.
13 Let X ′ ← X and Y ′ ← Y .
14 for every u ∈ Y \X do
15 with probability ru do
16 Update X ′ ← X ′ + u with probability δ. //Thus, u is added to X ′ with prob. δru.
17 else
18 Update Y ′ ← Y ′ − u with probability δ. //u is removed from Y ′ with prob. δ(1− ru).
19 return (X ′, Y ′).
We begin the analysis of Algorithm 5 with the following technical lemma.
Lemma A.12. |Γ|≤ 1 + 6ε−1 ln ε−1 = O(ε−1 ln ε−1).
Proof. Every value in Γ is a value in the range [0, 1) having the form ε2 ln−1(ε−1) · (1+ ε)i for some
non-negative integer i. The number of values of this form in the above range is
⌈log1+ε(ε
−2 ln ε−1)⌉ ≤ 1 +
ln(ε−2 ln ε−1)
ln(1 + ε)
≤ 1 +
2 ln ε−1 + ln ln ε−1
ε/2
≤ 1 +
3 ln ε−1
ε/2
= 1 + 6ε−1 ln ε−1 = O(ε−1 ln ε−1) ,
where the second inequality holds since ln(1+z) ≥ z/2 for every z ∈ [0, 1] and the third holds since
ln a ≤ a for every real value a.
At this point we need to define the event EU from Proposition A.2. Let us define this event as
the event that for every δ′ ∈ Γ the estimate G(δ′) is equal to the expectation it should estimate up
to an error of γ. The following lemma shows that EU indeed happens with at least the probability
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guaranteed by Proposition A.2. In this lemma, and in the rest of this section, we implicitly assume
that the condition X ⊆ Y of Proposition A.2 holds.
Lemma A.13. Pr[EU] ≥ 1− ε
2 ln−1(ε−1)/8.
Proof. We will prove that, for every given δ′ ∈ Γ, with probability at least 1− ε3 ln−2(ε−1)/56 the
estimate G(δ′) is equal to the expectation of∑
u∈Y \X
[ru · f(u | X ∪ R(δ
′r)− u)− (1− ru) · f(u | Y \ R(δ
′(1Y \X − r))− u)] (13)
up to an error of γ. Note that the lemma follows from this via the union bound because Algorithm 5
calculates |Γ| estimates and Lemma A.12 guarantees that
[ε3 ln−2(ε−1)/56] · |Γ|≤ [ε3 ln−2(ε−1)/56] · (1 + 6ε−1 ln ε−1)
= ε3 ln−2(ε−1)/56 + 6ε2 ln−1(ε−1)/56
≤ ε2 ln−1(ε−1)/56 + 6ε2 ln−1(ε−1)/56 = ε2 ln−1(ε−1)/8 .
Recall now that G(δ′) is calculated by averaging m independent samples of the random expres-
sion (13), and let us denote these samples by W1,W2, . . . ,Wm. We observe that because of the
submodularity of f and the fact that R(δ′r) and R(δ′(1Y \X − r)) are both subsets of Y \X we have
Wi =
∑
u∈Y \X
[ru · f(u | X ∪ R(δ
′r)− u)− (1− ru) · f(u | Y \ R(δ
′(1Y \X − r))− u)]
≥
∑
u∈Y \X
[ru · f(u | Y − u)− (1− ru) · f(u | X)] = −
∑
u∈Y \X
[rubu + (1− ru)au]
and
Wi =
∑
u∈Y \X
[ru · f(u | X ∪ R(δ
′r)− u)− (1− ru) · f(u | Y \ R(δ
′(1Y \X − r))− u)]
≤
∑
u∈Y \X
[ru · f(u | X)− (1− ru) · f(u | Y − u)] =
∑
u∈Y \X
[auru + bu(1− ru)]
for every 1 ≤ i ≤ m. Hence, the difference between the maximum and minimum values that Wi
can take is
∑
u∈Y \X(au + bu). If this difference is 0, then every sample Wi must be equal to its
expectation, and we are done. Thus, we may assume in the rest of the proof that
∑
u∈Y \X(au+ bu)
is positive. Using this assumption we get, by Hoeffding’s inequality, that the probability that the
average G(δ′) = m−1 ·
∑m
i=1Wi of the samples deviates from its expectation by more than γ is at
most
2 exp
(
−
2mγ2
(
∑
u∈Y \X au + bu)
2
)
= 2exp(−2mε2)
≤ 2 exp(− ln(112ε−3 ln2(ε−1))) ≤ ε3 ln−2(ε−1)/56 .
Our next objective to prove parts (a) and (b) of Proposition A.2, which is done by the next two
claims.
Observation A.14. X ⊆ X ′ ⊆ Y ′ ⊆ Y .
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Proof. The set X ′ is formed by adding elements to X, and therefore, is a superset of X. Similarly,
the set Y ′ is formed by removing elements from Y , and therefore, is a subset of Y . Next we show
that X ′ ⊆ Y ′, which do by proving that every element u ∈ X ′ belongs also to Y ′.
There are two cases to consider. In the first case, we assume that u ∈ X ′ ∩ X(= X), which
implies u ∈ Y (since X ⊆ Y ) and u /∈ Y \X. Since only elements of Y \X can be removed form
Y when the set Y ′ is constructed, this implies that u remains in Y ′. The second case we need to
consider is when u ∈ X ′ \X. In this case u was added to X ′, which implies that u ∈ Y \X ⊆ Y
because only elements in Y \X may be added to X ′. Since u can either be added to X ′ or removed
from Y ′ but not both, the fact that it was added to X ′ implies that it was not removed from Y ′,
and thus, we get again u ∈ Y ′, as promised.
Lemma A.15. Conditioned on the event EU, we have E
{∑
u∈Y ′\X′ [f(u | X
′)− f(u | Y ′ − u)]
}
≤
(1− ε) ·
∑
u∈Y \X [f(u | X)− f(u | Y − u)].
Proof. We will prove that the lemma holds conditioned on any fixed choice of values for the estimates
{G(δ′) | δ′ ∈ Γ} as long as every estimate deviates from the expectation it should estimate by up
to γ. One can observe that this will imply that the lemma holds also unconditionally by the law of
total expectation since the event EU happens exactly when the estimates have this property.
The fact that we fixed the estimates {G(δ′) | δ′ ∈ δ′ ∈ Γ} implies that δ is also deterministic,
and thus, we only need to handle the randomness used to construct X ′ and Y ′. If δ = 1, then
we deterministically have X ′ = Y ′, which makes the left side of the inequality we need to prove
0. Hence, the inequality holds in this case since the submodularity of f and the fact that X ⊆ Y
guarantee together that f(u | X)− f(u | Y − u) ≥ 0 for every u ∈ Y \X.
In the rest of the proof we consider the case of δ < 1. Note that the distributions of the sets
X ′ and Y ′ are X ∪ R(δr) and Y \ R(δ(1Y \X − r)), respectively. Thus, we get in this case
E


∑
u∈Y \X
[ru · f(u | X
′ − u)− (1− ru) · f(u | Y
′ − u)]

 (14)
=
∑
u∈Y \X
{ru · E[f(u | X
′ − u)]− (1− ru) · E[f(u | Y
′ − u)]}
=
∑
u∈Y \X
{ru · E[f(u | X ∪ R(δr)− u)]− (1− ru) · E[f(u | Y \ R(δ(1Y \X − r))− u)]}
≤ G(δ) + γ ≤ ar + b(1Y \X − r)− γ =
∑
u∈Y \X
[ru · f(u | X)− (1− ru) · f(u | Y − u)]− γ ,
where the first inequality follows from our assumption that G(δ) is equal to the expectation it
estimates up to an error of γ, and the second inequality follows from the way δ is chosen.
Observe now that by the submodularity of f , for every u ∈ Y \X, we have
f(u | X ′ − u) ≤ f(u | X)⇒ E[(1− ru) · f(u | X
′ − u)] ≤ (1− ru) · f(u | X)
and
f(u | Y ′ − u) ≥ f(u | Y − u)⇒ E[−ru · f(u | Y
′ − u)] ≤ −ru · f(u | Y − u) .
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Adding these inequalities (for every such u) to Inequality (14), we get
E


∑
u∈Y \X
[f(u | X ′ − u)− f(u | Y ′ − u)]

 ≤
∑
u∈Y \X
[f(u | X)− f(u | Y − u)]− γ
= (1− ε) ·
∑
u∈Y \X
[f(u | X)− f(u | Y − u)] .
To complete the proof of the lemma, it remains to observe that∑
u∈Y ′\X′
[f(u | X ′)− f(u | Y ′ − u)] ≤
∑
u∈Y \X
[f(u | X ′ − u)− f(u | Y ′ − u)]
because for every element u ∈ Y ′ \X ′ we have
f(u | X ′)− f(u | Y ′ − u)] = f(u | X ′ − u)− f(u | Y ′ − u)] ,
and for every other element u ∈ Y \X the submodularity of f and the fact that X ′ ⊆ Y ′ imply
together
f(u | X ′ − u)− f(u | Y ′ − u)] ≥ 0 .
Proving part (c) of Proposition A.2 is slightly more involved, and the following few claims are
devoted to its proof. Let us define U+ = {u ∈ Y \X | au > 0 and bu > 0}.
Lemma A.16. Conditioned on the particular value chosen for δ,
f(OPT (X,Y ))− E[f(OPT (X ′, Y ′))] ≤ δ ·
∑
u∈U+
max{buru, au(1− ru)} .
Proof. Fix an arbitrary order u1, u2, . . . , u|Y \X| for the elements of Y \ X, and let us denote by
Xi, for every 0 ≤ i ≤ |Y \X|, a set which agrees with X ′ on the elements u1, . . . , ui and with the
set X on all other elements (formally, Xi = X ∪ (X ′ ∩ {u1, u2, . . . , ui})). Similarly, let Y
i be a set
which agrees with Y ′ on the elements u1, . . . , ui and with the set Y on all other elements (formally,
Y i = Y ′ ∪ (Y \ {u1, u2, . . . , ui})).
Fix now some 1 ≤ i ≤ |Y \X|, and let us bound the expectation of the difference f(OPT (Xi−1,
Y i−1)) − f(OPT (Xi, Y i)). There are two cases to consider. The first case is when ui 6∈ OPT . In
this case OPT (Xi−1, Y i−1) = OPT (Xi, Y i) unless ui ends up in X
′, and thus, we get
f(OPT (Xi−1, Y i−1))− f(OPT (Xi, Y i)) = 1[ui ∈ X
′] · [−f(u | OPT (Xi−1, Y i−1))]
≤ 1[ui ∈ X
′] · [−f(u | Y − u)] = bui · 1[ui ∈ X
′] ,
where the inequality follows from the submodularity of f . Taking expectation now over both sides
of the last inequality, we get
E[f(OPT (Xi−1, Y i−1))− f(OPT (Xi, Y i))] ≤ bui · E[1[ui ∈ X
′]] = bui · δrui .
The second case we need to consider is the case when ui ∈ OPT . In this case OPT (X
i−1, Y i−1) =
OPT (Xi, Y i) unless ui ends up outside of Y
′, and thus, we get
f(OPT (Xi−1, Y i−1))− f(OPT (Xi, Y i)) = 1[ui 6∈ Y
′] · f(u | OPT (Xi−1, Y i−1)− u)
≤ 1[ui 6∈ Y
′] · f(u | X) = aui · 1[ui 6∈ Y
′] ,
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where the inequality follows from the submodularity of f . Taking expectation now over both sides
of the last inequality, we get
E[f(OPT (Xi−1, Y i−1))− f(OPT (Xi, Y i))] ≤ aui · E[1[ui 6∈ Y
′]] = aui · δ(1 − rui) .
By combining the results that we got for the two cases, we get that it always holds that
E[f(OPT (Xi−1, Y i−1))− f(OPT (Xi, Y i))] ≤ δ ·max{buirui , aui(1− rui)} .
Summing up this inequality over all 1 ≤ i ≤ |Y \X|, we get
f(OPT (X,Y ))− E[f(OPT (X ′, Y ′))] =
|Y \X|∑
i=1
E[f(OPT (Xi−1, Y i−1))− f(OPT (Xi, Y i))]
≤
|Y \X|∑
i=1
[δ ·max{buirui , aui(1− rui)}] = δ ·
∑
u∈Y \X
max{buru, au(1− ru)} .
To complete the proof of the lemma, it remains to observe that for every element u ∈ (Y \X) \U+
it holds that max{buru, au(1− ru)} = 0. To see that this is the case, note that every such element
u must fall into one out of only two possible options. The first option is that au > 0 and bu ≤ 0,
which imply ru = 1, and thus, max{buru, au(1− ru)} = max{bu, 0} = 0. The second option is that
au ≤ 0, which implies ru = 0, and thus, max{buru, au(1− ru)} = max{0, au} = 0.
Observation A.17. For every element u ∈ N , auru + bu(1− ru) ≥ max{au, bu}/2 ≥ 0.
Proof. If u /∈ Y \X, au = bu = ru = 0, and thus, the equality holds trivially. Hence, in the sequel,
we assume u ∈ Y \X. Observe now that by the submodularity of f
au + bu = f(u | X)− f(u | Y ) ≥ 0 ,
hence, at least one of the values au or bu must be positive, which implies the second inequality of
the observation.
To prove the first inequality of the observation, we need to consider a few cases. If au ≥ bu > 0,
then we have
auru + bu(1− ru) =
a2u + b
2
u
au + bu
≥
a2u
2au
=
au
2
=
max{au, bu}
2
.
The case bu ≥ au > 0 is analogous, and thus, we skip it. Consider now the case of au > 0 ≥ bu. In
this case ru = 1, and thus,
auru + bu(1− ru) = au ≥
au
2
=
max{au, bu}
2
.
The last case we need to consider is the case of au ≤ 0, which implies ru = 0, and also implies
bu ≥ 0 since we already proved that au + bu ≥ 0. Thus, we get in this case
auru + bu(1− ru) = bu ≥
bu
2
=
max{au, bu}
2
.
Lemma A.18. Conditioned on any fixed choice for the estimates {G(δ′) | δ ∈ Γ} such that every
one of these estimates is equal to the expectation of the expression it should estimate up to an error
of γ,
E[f(X ′)+f(Y ′)]−[f(X)+f(Y )] ≥ (1−15ε)δ ·
∑
u∈U+
[auru+bu(1−ru)]−2ε
2 ln−1(ε−1)·
∑
u∈Y \X
(au+bu) .
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Proof. Let us define δ(j) = ε2 ln−1(ε−1) · (1 + ε)j for every j ≥ 0, and let us denote by j∗ the
non-negative value for which δ = δ(j∗). Note that such non-negative value always exists since
ε2 ln−1(ε−1) ≤ 1. For convenience, we also define δ(−1) = 0, making δ(·) a strictly increasing
function on {−1} ∪ [0,∞), which implies, in particular, that the inequality δ(⌈j∗⌉ − 1) < δ always
holds. For ease of reading, let us denote δˆ = δ(⌈j∗⌉ − 1).
Let us now denote by R1 a random set that contains every element u ∈ Y \X with probability
δru, independently, and by R2 a random set that contains every element of R1 with probability δˆ/δ,
independently. Note that R2 is always a subset of R1 and the two sets have the same distributions
as R(δˆr) and R(δr), respectively. Using these observations we now get
E[f(X ′)]− f(X) = E[f(R(δr) | X)] = E[f(R1 | X)] = E[f(R2 | X)] + E[f(R1 \R2 | X ∪R2)]
≥ E

 ∑
u∈Y \X
1[u ∈ R2] · f(u | X ∪R2 − u)

+ E

 ∑
u∈Y \X
1[u ∈ R1 \R2] · f(u | Y − u)


=
∑
u∈Y \X
Pr[u ∈ R2] · E[f(u | X ∪R2 − u)]−
∑
u∈Y \X
Pr[u ∈ R1 \R2] · bu
= δˆ ·
∑
u∈Y \X
ru · E[f(u | X ∪R(δˆr)− u)]− δ ·
(
1−
δˆ
δ
)
·
∑
u∈Y \X
rubu ,
where the inequality follows from the submodularity of f and the penultimate equality holds since
the distribution of X ∪ R2 − u is independent of the membership of u in R2. Using an analogous
argument we can also get
E[f(Y ′)]−f(Y ) ≥ −δˆ ·
∑
u∈Y \X
(1−ru)·E[f(u | Y \R(δˆ(1Y \X−r))−u)]−δ ·
(
1−
δˆ
δ
)
·
∑
u∈Y \X
(1−ru)au .
Adding this inequality to the previous one yields
E[f(X ′) + f(Y ′)]− [f(X) + f(Y )] (15)
≥ δˆ ·
∑
u∈Y \X
{
ru · E[f(u | X ∪R(δˆr)− u)]− (1− ru) · E[f(u | Y \R(δˆ(1Y \X − r))− u)]
}
− δ ·
(
1−
δˆ
δ
)
·
∑
u∈Y \X
[rubu + (1− ru)au]
≥ δˆ ·
∑
u∈Y \X
{
ru · E[f(u | X ∪R(δˆr)− u)]− (1− ru) · E[f(u | Y \R(δˆ(1Y \X − r))− u)]
}
− δ ·
(
1−
δˆ
δ
)
·
∑
u∈U+
[rubu + (1− ru)au] ,
where the last inequality holds since every element of (Y \X)\U+ must obey either au > 0, bu ≤ 0
and ru = 1 or au ≤ 0 and ru = 0, and in both cases we clearly have rubu + (1− ru)au ≤ 0.
There are now two cases to consider. If j∗ = 0, then δˆ = δ(⌈j∗⌉ − 1) = δ(−1) = 0 and
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δ = δ(j∗) = δ(0) = ε2 ln−1(ε−1), which yields
E[f(X ′) + f(Y ′)]− [f(X) + f(Y )] ≥ −δ(0) ·
∑
u∈U+
[rubu + (1− ru)au] ≥ −δ(0) ·
∑
u∈U+
max{au, bu}
≥ δ ·
∑
u∈U+
[auru + bu(1− ru)]− 2δ(0) ·
∑
u∈U+
(au + bu)
≥ (1− 15ε)δ ·
∑
u∈U+
[auru + bu(1− ru)]− 2ε
2 ln−1(ε−1) ·
∑
u∈Y \X
(au + bu) ,
where the third inequality holds by the definition of U+ since the sum of any two non-negative
values always upper bounds their maximum, and the last inequality holds since for every u ∈ Y \X
we have auru + bu(1− ru) ≥ 0 by Observation A.17 and au + bu = f(u | X)− f(u | Y − u) ≥ f(u |
X)−f(u | X) = 0 by the submodularity of f . It remains to prove the lemma for the case of j∗ > 0.
In this case two things happen. First δˆ/δ ≥ (1 + ε)−1. Second, since δˆ ∈ Γ and δˆ < δ, the way δ
was chosen must imply that G(δˆ) ≥ ar + b(1Y \X − r) − 2γ. Recall now that G(δˆ) is an estimate
for the expectation of∑
u∈Y \X
[ru · f(u | X ∪ R(δˆr)− u)− (1− ru) · f(u | Y \ R(δˆ(1Y \X − r))− u)] ,
and by the assumption of the lemma it is correct up to an error of γ, which implies that the
expectation of the last expression is at least ar + b(1Y \X − r) − 3γ. Plugging these observations
into Inequality (15), we get
E[f(X ′) + f(Y ′)]− [f(X) + f(Y )]
≥ δˆ[ar + (b(1Y \X − r)− 3γ]− δ ·
(
1−
δˆ
δ
)
·
∑
u∈U+
[rubu + (1− ru)au]
≥ δˆ ·
∑
u∈Y \X
[auru + bu(1− ru)− 3ε(au + bu)]− εδ ·
∑
u∈Y \X
max{au, bu} ,
where the second inequality holds since max{au, bu} ≥ 0 by Observation A.17 for every u ∈ Y \X.
The same observation also shows that auru + bu(1 − ru) ≥ max{au, bu}/2 ≥ max{0, (au + bu)/4}.
Plugging this bound into the previous inequality gives us
E[f(X ′) + f(Y ′)]− [f(X) + f(Y )] ≥ (1− 12ε)δˆ ·
∑
u∈Y \X
[auru + bu(1− ru)]− εδ ·
∑
u∈Y \X
max{au, bu}
≥ (1− 13ε)δ ·
∑
u∈Y \X
[auru + bu(1− ru)]− εδ ·
∑
u∈Y \X
max{au, bu}
≥ (1− 15ε)δ ·
∑
u∈Y \X
[auru + bu(1− ru)] ≥ (1− 15ε)δ ·
∑
u∈U+
[auru + bu(1− ru)] .
We are now ready to prove part (c) of Proposition A.2.
Corollary A.19. Conditioned on EU,
E[f(X ′) + f(Y ′)]− [f(X) + f(Y )] ≥ 2(1− 15ε) · [f(OPT (X,Y ))− E[f(OPT (X ′, Y ′))]]
− 2ε2 ln−1(ε−1) ·
∑
u∈Y \X
(au + bu) .
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Proof. Our first objective is to show that for every element u ∈ Y \X we have
2 ·max{buru, au(1− ru)} ≤ auru + bu(1− ru) . (16)
There are three cases that we need to consider. If au > 0 and bu > 0, then Inequality (16) reduces
to
2aubu
au + bu
≤
a2u + b
2
u
au + bu
,
which holds since a2u + b
2
u ≥ 2aubu for every two real numbers au and bu. Consider now the case
in which au > 0 and bu ≤ 0. In this case ru = 1 and Inequality (16) reduces to 2max{bu, 0} ≤ au,
which is true because 2max{bu, 0} = 0 ≤ au. Finally, consider the case of au ≤ 0. In this case
ru = 0 and Inequality (16) reduces to 2max{0, au} ≤ bu. To see why this inequality holds, note
that since au ≤ 0 and au + bu ≥ 0, we have bu ≥ 0 in this case, and thus, 2max{0, au} = 0 ≤ bu.
This completes the proof that Inequality (16) always holds.
We are now ready to prove the corollary. Lemma A.16 applies conditioned on every given choice
for δ. By taking the expectation of its guarantee over the distribution of δ values resulting from
the condition of the corollary (the condition is independent of the random decision made by the
algorithm after choosing δ), we get
f(OPT (X,Y ))− E[f(OPT (X ′, Y ′))] ≤ E[δ] ·
∑
u∈U+
max{buru, au(1− ru)} .
Similarly, Lemma A.18 applies conditioned on any fixed choice for the estimates {G(δ′) | δ′ ∈ Γ}
which obeys the condition of the current corollary. Thus, again we can take expectation of both its
sides over the distribution of these estimates conditioned on the condition of the corollary, which
gives us
E[f(X ′) + f(Y ′)]− [f(X) + f(Y )]
≥ (1− 15ε)E[δ] ·
∑
u∈U+
[auru + bu(1− ru)]− 2ε
2 ln−1(ε−1) ·
∑
u∈Y \X
(au + bu) .
The corollary now follows by combining the last two inequalities with the inequality
2 ·
∑
u∈U+
max{buru, au(1− ru)} ≤
∑
u∈U+
[auru + bu(1− ru)] ,
which is an immediate consequence of Inequality (16).
To complete the proof of Proposition A.2, it remains to bound its adaptivity and the number
of oracle queries it uses, which is done by the next lemma.
Lemma A.20. Discrete-Update has constant adaptivity and uses O(nε−3 ln2(ε−1)) value oracle
queries to f .
Proof. Observe that all the value oracle queries used by Discrete-Update can be made in two
parallel steps. One step for computing a and b, which requires 4n value oracle queries to f ,
and one additional step for calculating the estimates {G(δ′) | δ′ ∈ Γ}. This already proves that
Discrete-Update has constant adaptivity. To prove the other part of the lemma, we still need to
bound the number of value oracle queries used for calculating the estimates.
Since Discrete-Update calculates one estimate for every value δ′ ∈ Γ, we get that it calculates
only O(ε−1 ln ε−1) estimates by Lemma A.12. Every estimate is done by averaging m samples,
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and every sample is obtained using up to 4n value oracle queries, and thus, the number of queries
requires for all the estimates is at most
4nm ·O(ε−1 ln ε−1) = ⌈ε−2 ln(112ε−3 ln2(ε−1))/2⌉ ·O(nε−1 ln ε−1)
≤ ⌈ε−2 ln(112ε−3 · (ε−1)2)/2⌉ · O(nε−1 ln ε−1)
= O(ε−2 ln ε−1) ·O(nε−1 ln ε−1) = O(nε−3 ln2(ε−1)) .
A.2 The Procedure Discrete-PreProcess
In this section we describe the procedure Discrete-PreProcess used by Algorithm 4, and prove
that it obeys all the properties guaranteed by Proposition A.3. We remind the reader that this
procedure is a counterpart of the procedure Pre-Process from Section 3.2. The pseudo-code of
Discrete-PreProcess appears as Algorithm 6. Given a value δ′ ∈ [0, 1/2], we use in this procedure
and its analysis the notation R(δ′) to denote a random pair of sets (X ′, Y ′) whose distribution is
defined as follows. For every element u ∈ N , independently, with probability δ′ the element u
belongs to both sets X ′ and Y ′, with probability δ′ it belongs to neither set, and with the remaining
probability it belongs to Y ′ but not to X ′. Note that if (X ′, Y ′) = R(δ′), then X ′ ⊆ Y ′ by definition.
Algorithm 6: Discrete-PreProcess(τ)
1 Let Γ← {δ′ ∈ [ε, 1/2) | ∃j∈Z,j≥1 δ = εj}.
2 For every δ′ ∈ Γ, consider the random expression
∑
u∈N
[f(u | Rux(δ
′)− u)− f(u | Ruy (δ
′)− u)] ,
where Rux(δ
′) and Ruy (δ
′) are random variables such that (Rux(δ
′), Ruy (δ
′)) ∼ R(δ′) for every
element u ∈ N , independently. Let G(δ′) be an estimate of the expectation of this
expression obtained by averaging m = ⌈36ε−2 ln(3ε−2)⌉ independent samples from the
distribution of the expression.
3 Let δ be the minimum value in Γ for which G(δ) ≤ 30τ . If there is no such value, we set
δ ← 1/2.
4 return R(δ).
Let us now recall Proposition A.3. We remind the reader that our objective is to prove that
Algorithm 6 obeys all the properties guaranteed by this proposition.
Proposition A.3. The input for Discrete-PreProcess consists of a single value τ ≥ 0. If
τ ≥ 1/5 ·f(OPT ), then there exists an event EP of probability at least 1−ε/3 such that conditioning
on this event Discrete-PreProcess outputs two sets X and Y obeying
(a) X ⊆ Y ,
(b) E
{∑
u∈Y \X [f(u | X)− f(u | Y − u)]
}
≤ 60τ , and
(c) E[f(X) + f(Y )] ≥ 2[f(OPT )− E[f(OPT (X,Y ))]] − 4ε · f(OPT ).
Moreover, Discrete-PreProcess requires only O(nε−3 ln(ε−1)) value oracle queries to f and a
constant number of adaptivity rounds.
We observe that part (a) of Proposition A.3 follows immediately from the fact that Algorithm 6
returns a random set from the distribution of R(δ). Proving the other parts of the proposition is
more involved, and we begin with the following technical observation. Starting from this point, all
the claims we present implicitly assume that the conditions of Proposition A.3 hold.
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Observation A.21. The set Γ is of size at most (2ε)−1.
Proof. The set Γ contains only values from the range [ε, 1/2) that are of the form εj. The number
of such values within this range is at most⌊
1/2
ε
⌋
≤ (2ε)−1 .
Let us now define the event EP references by Proposition A.3. For every δ
′ ∈ Γ, we denote by
Eδ′ the expectation that G(δ
′) estimates. Then, the event EP is the event that for every δ
′ ∈ Γ the
estimate G(δ′) is equal Eδ′ up to an error of max{Eδ′/2, f(OPT )}.
Lemma A.22. Pr[EP] ≥ 1− ε/3.
Proof. Algorithm 6 makes |Γ|≤ (2ε)−1 estimates (where the inequality is due to Observation A.21).
Thus, by the union bound, to prove that all the estimates are correct up to the error allowed by
EP, it suffices to prove that every particular estimate is correct up to this error with probability at
least 1− 2ε2/3. In the rest of the prove we show that this is indeed the case.
Fix then some value δ′ ∈ Γ, and letWi,u be the value of the i-th sample of f(u | R
u
x(δ
′)−u)−f(u |
Ruy (δ
′) − u) used to calculate G(δ′). Observe that since Rux(δ
′) is always a subset of Ruy (δ
′) the
submodularity of f guarantees that
Wi,u = f(u | R
u
x(δ
′)− u)− f(u | Ruy (δ
′)− u) ≥ 0 .
In contrast, the submodularity of f also guarantees that
Wi,u ≤ f(u | ∅)− f(u | N − u) ≤ f({u}) + f(N − u) ≤ 2f(OPT ) ,
where the second inequality holds by the monotonicity of f and the last inequality follows from the
observation that {u} and N − u are feasible solutions.
Let us now define Zi,u = Wi,u/[2f(OPT )] for every 1 ≤ i ≤ m and u ∈ N . Clearly these
variables are independent, and moreover, they all belong to the range [0, 1]N . Using this notation,
the event that G(δ′) is correct up to an error of max{Eδ′/2, f(OPT )} can be written as the event
that the random variable
Z =
m∑
i=1
∑
u∈N
Zi,u
belongs to the range [min{E[Z]/2,E[Z] − m/2},max{1.5 · E[Z],E[Z] +m/2}]. In the rest of the
proof we show that the last event happens with probability at most 2ε2/3. There are two cases
to consider. If E[Z] ≤ mε2/3, then the inequality Z ≥ E[Z] − m/2 holds trivially because Z is
non-negative, and by Markov’s inequality we also have
Pr[Z ≥ E[Z] +m/2] ≤ Pr[Z ≥ m/2] ≤
E[Z]
m/2
≤
mε2/3
m/2
=
2ε2
3
.
Consider now the case in which E[Z] ≥ mε2/3. Since Z is the sum independent random variables
taking values only from the range [0, 1], the Chernoff bound guarantees that the probability that
Z 6∈ [E[Z]/2, 1.5 · E[Z]/2] is at most
2 exp
(
−
E[Z]
12
)
≤ 2 exp
(
−
mε2
36
)
≤ 2 exp(− ln(3ε−2)) =
2ε2
3
.
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The next lemma proves part (b) of Proposition A.3.
Lemma A.23. Conditioned on EP, E
{∑
u∈Y \X [f(u | X)− f(u | Y − u)]
}
≤ 60τ .
Proof. We will prove the lemma conditioned on any fixed choice of values for the estimates {G(δ′) |
δ′ ∈ δ′ ∈ Γ} which make the EP hold. One can observe that this will imply the lemma holds also
unconditionally by the law of total expectation since the event EU is completely determined by the
values of these estimates.
The fact that we fixed the estimates {G(δ′) | δ′ ∈ δ′ ∈ Γ} implies that δ is also deterministic,
and thus, we only need to handle the randomness used to construct X and Y . If δ = 1/2, then
we deterministically have X = Y , which makes the left side of the inequality we need to prove 0.
Hence, the inequality holds in this case since its right hand side is non-negative.
In the rest of the proof we consider the case of δ < 1/2. Note that the distributions of X and
Y are identical to the distributions of Rux(δ) and R
u
y (δ), respectively. Thus, we get in this case
E
{∑
u∈N
[f(u | X − u)− f(u | Y − u)]
}
=
∑
u∈N
{E[f(u | X − u)]− E[f(u | Y − u)]}
=
∑
u∈N
{E[f(u | Rux(δ) − u)]− E[f(u | R
u
y(δ) − u)]}
≤ max{G(δ) + f(OPT ), 2G(δ)} ≤ max{30τ + f(OPT ), 60τ} = 60τ ,
where the first inequality follows from our assumption that the value of G(δ) obey the requirement
of EP, and thus, is equal to Eδ up to an error of max{Eδ/2, f(OPT )}, the second inequality follows
from the way δ is chosen and the last equality holds since τ ≥ f(OPT )/5.
To complete the proof of the lemma, it remains to observe that since X ⊆ Y , the submodularity
of f guarantees that f(u | X − u) − f(u | Y − u) ≥ 0 for every element u ∈ N , and thus, it
deterministically holds that∑
u∈Y \X
[f(u | X)− f(u | Y − u)] ≤
∑
u∈N
[f(u | X)− f(u | Y − u)] .
Our next objective is to prove part (c) of Proposition A.3. To do that, we first bound in
Lemma A.25 the value of the expectation E[f(OPT (X,Y ))] appearing in this part of the proposi-
tion. The following is a know lemma that we use in the proof of Lemma A.25.
Lemma A.24 (Lemma 2.3 of [24] (rephrased)). Let f : 2N → R be submodular and A,B ⊆ N
two (not necessarily disjoint) sets. If A(p) and B(q) are independent random subsets of A and B,
respectively, such that A(p) includes every element of A with probability p and B(q) includes every
element of B with probability q, then
E[f(A(p) ∪B(q))] ≥ (1− p)(1− q) · f(∅) + p(1− q) · f(A) + q(1− p) · f(B) + pq · f(A ∪B) .
Lemma A.25. Conditioned on a fixed choice of δ, E[f(OPT (X,Y ))] ≥ (1− 2δ) · f(OPT ).
Proof. Every element u ∈ OPT belongs to OPT (X,Y ) with probability 1 − δ and every element
u 6∈ OPT belongs to OPT (X,Y ) with probability δ. Moreover, for every element its membership in
OPT (X,Y ) is independent from the membership of other elements in this set once δ is fixed. Thus,
OPT (X,Y ) can be view as the union of two independent random sets, one of which is a random
subset of OPT containing every element of OPT with probability 1− δ, and the other is a random
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subset of N \OPT containing every element of N \OPT with probability δ. By Lemma A.24, the
expected value according to f of such a set is at least
δ(1 − δ) · f(∅) + (1− δ)2 · f(OPT ) + δ2 · f(N \OPT ) + δ(1 − δ) · f(N )
≥ (1− δ)2 · f(OPT ) ≥ (1− 2δ) · f(OPT ) ,
where the inequalities follows from the non-negativity of f .
Next, we prove a lower bound on the expectation E[f(X) + f(Y )], which is another term
appearing in part (c) of Proposition A.3.
Lemma A.26. Conditioned on any fixed choice for the estimates {G(δ′) | δ ∈ Γ} which makes the
event EP happen, E[f(X) + f(Y )] ≥ 4(δ − ε) · f(OPT ).
Proof. If δ = ε, then the left side of the inequality that we need to prove is non-negative and its
right side is 0, which makes the lemma trivial. Thus, we may assume in the rest of the proof that
δ ≥ 2ε. Let us define now by R1 a random set that contains every element u ∈ N with probability δ,
independently, and by R2 a random set that contains every element of R1 with probability (δ−ε)/δ,
independently. Note that R2 is always a subset of R1 and the two sets have the same distributions
as Rux(δ − ε) and R
u
x(δ), respectively (for every element u ∈ N ). Using these observations we now
get
E[f(X)] = E[f(Rux(δ))] = E[f(R1)] = E[f(R2)] + E[f(R1 | R2)]
≥ E
[∑
u∈N
1[u ∈ R2] · f(u | R2 − u)
]
+ E
[∑
u∈N
1[u ∈ R1 \R2] · f(u | R(1/2) − u)
]
=
∑
u∈N
Pr[u ∈ R2] · E[f(u | R2 − u)] +
∑
u∈N
Pr[u ∈ R1 \R2] · E[f(u | R(1/2) − u)]
= (δ − ε) ·
∑
u∈N
E[f(u | Rux(δ − ε)− u)] + δ ·
(
1−
ε
δ
)
·
∑
u∈N
E[f(u | R(1/2) − u)] ,
where the inequality follows from the non-negativity and submodularity of f and the penultimate
equality holds since the distribution of R2− u is independent of the membership of u in R2. Using
an analogous argument we can also get
E[f(Y )] ≥ (δ − ε) ·
∑
u∈N
E[−f(u | Ruy (δ − ε)− u)] + δ ·
(
1−
ε
δ
)
·
∑
u∈N
E[−f(u | R(1/2) − u)] .
Adding this inequality to the previous one yields
E[f(X) + f(Y )] ≥ (δ − ε) ·
∑
u∈N
E[f(u | Rux(δ − ε)− u)− f(u | R
u
y (δ − ε)− u)]
≥ (δ − ε) ·max{G(δ − ε)− f(OPT ), (2/3) ·G(δ − ε)}
≥ (δ − ε) ·max{30τ − f(OPT ), 20τ} ≥ (δ − ε) · 4f(OPT ) ,
where the second inequality follows from our assumption that the value of G(δ − ε) obeys the
event EP, the third inequality follows from the choice of δ and the last inequality follows from the
assumption that τ ≥ f(OPT )/5.
Combining the last two lemmata, we can now get part (c) of Proposition A.3.
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Corollary A.27. Conditioned on EP, E[f(X) + f(Y )] ≥ 2[f(OPT ) − E[f(OPT (X,Y ))]] − 4ε ·
f(OPT ).
Proof. Lemma A.25 applies conditioned on every given choice for δ. By taking the expectation of
its guarantee over the distribution of δ values resulting from the condition of the corollary (the
condition is independent of the random decision made by the algorithm after choosing δ), we get
E[f(OPT (X,Y ))] ≥ (1− 2E[δ]) · f(OPT ) .
Similarly, Lemma A.26 applies conditioned on any fixed choice for the estimates {G(δ′) | δ′ ∈ Γ}
which obeys the condition of the current corollary. Thus, again we can take expectation of both its
sides over the distribution of these estimates conditioned on the condition of the corollary, which
gives us
E[f(X) + f(Y )] ≥ 4(E[δ] − ε) · f(OPT ) .
The corollary now follows by combining the last two inequalities.
Lemma A.28. Algorithm 6 has constant adaptivity and uses O(nε−3 ln(ε−1)) value oracle queries
to f .
Proof. Observe that all the value oracle queries used by Discrete-PreProcess can be made in
one step, and thus, the this procedure has constant adaptivity. To prove the other part of the
lemma, we observe that Discrete-PreProcess uses oracle queries only for calculating the estimates
{G(δ′) | δ′ ∈ Γ}. There are |Γ| such estimates, each estimate is calculated based on m samples
and each sample requires 4n oracle queries. Thus, the total number of oracle queries used by
Discrete-PreProcess is
|Γ|·m · 4n ≤
1
2ε
· (36ε−2 ln(3ε−2) + 1) · 4n = O(nε−3 ln(ε−1)) ,
where the first inequality follows from Observation A.21.
B Algorithm for DR-Submodular Functions
In this section, we study the maximization of a DR-submodular function subject to a box constraint.
A function F :
∏
u∈N [au, bu]→ R is DR-submodular [8] if for every two vectors x, y ∈
∏
u∈N [au, bu]
and two scalars u ∈ N and k ≥ 0, it holds that
F (keu + x)− F (x) ≥ F (keu + y)− F (y) ,
provided that x ≤ y and keu + x, keu + y ∈
∏
u∈N [au, bu], where eu is the n-dimensional vec-
tor whose u-th component is 1 and all its other components are zeros. One can note that the
gradient of a differentiable DR-submodular function F obeys ∇F (x) ≥ ∇F (y) for every two vec-
tors x, y ∈
∏
u∈N [au, bu] such that x ≤ y [8]. Another immediate observation is that every such
function can be rescaled into a DR-submodular function defined on the hypercube [0, 1]N . To be
precise, G(x) = F (a+ (b− a)x) is a DR-submodular function on the hypercube provided that F is
DR-submodular on
∏
u∈N [au, bu], and the two functions share their maximum values. Therefore,
throughout this section we assume, without loss of generality, that F is DR-submodular on the hy-
percube. Additionally, we assume that F is non-negative and differentiable and that we have access
to oracles that return F (x) given a vector x ∈ [0, 1]N and return ∂uF (x) given such a vector and
an element u ∈ N . Under these assumptions, we study the optimization problem maxx∈[0,1]N F (x),
which we refer to as UDRSM in the remainder of this section.
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Let z∗ denote an arbitrary optimal solution for UDRSM. Throughout this section, OPT (x, y)
denotes (z∗∨x)∧y for any two vectors x, y ∈ [0, 1]N . We remark that this definition is different from
the definition of OPT (x, y) used in Section 3. However, the modification is a natural consequnce
of the fact that the optimal solution is no longer a discrete set.
The result that we prove in this section is summarized in Theorem B.1.
Theorem B.1. For every constant ε ∈ (0, 1/3), there is an algorithm that assumes value oracle
access to the objective function F and achieves (1/2 − 44ε)-approximation for UDRSM using O(ε−1)
adaptive rounds and O(nε−2 log ε−1) value oracle queries to F .
The proposed algorithm that obeys all properties and guarantees promised in Theorem B.1 is
presented as Algorithm 7. The algorithm is identical to Algorithm 1 except for its returned value.
Since USM anticipates a discrete solution, Algorithm 1 returns a subset obtained by randomly
rounding the potentially fractional vector xi. In contrast, Algorithm 7 returns the vector xi itself.
The two subroutines that Algorithm 7 invokes are exactly Pre-Process (Algorithm 3) and Update
(Algorithm 2) from Section 3.
Algorithm 7: Algorithm for Box-Constrained DR-Submodular Maximization
1 Let τ ← F (1/2 · 1N ) and γ ← 4ετ .
2 Let i← 0 and (x0, y0,∆0)← Pre-Process(τ).
3 while ∆i > 0 do
4 Let (xi+1, yi+1,∆i+1)← Update(xi, yi,∆i, γ).
5 Update i← i+ 1.
6 return xi.
The analysis of the number of adaptive rounds of Algorithm 7 and the number of oracle queries
it uses is the same as the one done in the proof of Theorem 3.1. Thus, in the sequel, we only prove
the first part of Theorem B.1, i.e., that Algorithm 7 achieves (1/2 − 13ε)-approximation for UDRSM
for every constant ε ∈ (0, 1/25].
In Section B.1 we show that Proposition 3.2, which gives the properties of the procedure Update
under the USM setting, applies (as is) also to the UDRSM setting. For convenience, we repeat the
proposition itself below.
Proposition 3.2. The input for Update consists of two vectors x, y ∈ [0, 1]N and two scalars
∆ ∈ (0, 1] and γ ≥ 0. If this input obeys y − x = ∆ · 1N (i.e., every coordinate of the vector y
is larger than the corresponding coordinate of x by exactly ∆), then Update outputs two vectors
x′, y′ ∈ [0, 1]N and a scalar ∆′ ∈ [0, 1] obeying
(a) y′ − x′ = ∆′ · 1N ,
(b) either ∆′ = 0 or 1N [∇F (x
′)−∇F (y′)] ≤ 1N [∇F (x)−∇F (y)]− γ and
(c) [F (x′) + F (y′)]− [F (x) + F (y)] ≥ 2(1 − 3ε) · [F (OPT (x, y)) − F (OPT (x′, y′))]− γ(∆ −∆′)−
2ε2 · 1N [∇F (x)−∇F (y)].
Moreover, Update requires only a constant number of adaptive rounds and O(nε−1 log ε−1) value
oracle queries to F .
The properties of the subroutine Pre-Process are given by Proposition B.2, which is proved in
Section B.2. One can observe that this proposition is identical to Proposition 3.3, which gives the
properties of Pre-Process under the USM setting, except for two changes. First, that every appear-
ance of f(OPT ) in Proposition 3.3 is replaced with an appearance of F (z∗) in Proposition B.2; and
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second, that Proposition B.2 refers also to the derivative oracle (which is not necessary in the USM
setting since the derivatives of the multilinear extension can be calculated using a value oracle).
Proposition B.2. The input for Pre-Process consists of a single value τ ≥ 0. If τ ≥ F (z∗)/4,
then Pre-Process outputs two vectors x, y ∈ [0, 1]N and a scalar ∆ ∈ [0, 1] obeying
(a) y − x = ∆ · 1N ,
(b) either ∆ = 0 or 1N [∇F (x)−∇F (y)] ≤ 16τ and
(c) F (x) + F (y) ≥ 2[F (z∗)− F (OPT (x, y))]− 4ε · F (z∗).
Moreover, Pre-Process requires only a constant number of adaptive rounds and O(n/ε) value and
derivative oracle queries to F .
The following is a technical lemma that we use both in the analysis of Algorithm 7 and in the
proof of Proposition B.2.
Lemma B.3. For every vector z ∈ [0, 1]N and value δ ∈ [0, 1], the following two inequalities hold:
F (z ∨ (δ · 1N )) ≥ (1− δ) · F (z) and F (z ∧ ((1 − δ) · 1N )) ≥ (1− δ) · F (z).
Proof. Note that the lemma is trivial for δ = 0. Thus, in the rest of the proof we assume δ ∈ (0, 1].
Let us now prove the first inequality of the lemma. Consider the function G(t) = F (z+ t
δ
(1∅ ∨ (δ ·
1N −z))). For every t ∈ [0, 1], we have z+
t
δ
(1∅∨(δ ·1N −z)) ≥ z ≥ 1∅ and z+
t
δ
(1∅∨(δ ·1N −z)) ≤
z+ 1
δ
(1∅∨(δ ·1N−z)) = z∨(1N+(1−1/δ)z) ≤ 1N , where the last inequality holds since 1−1/δ ≤ 0.
Thus, the function G is well-defined for t ∈ [0, 1]. By the chain rule, its derivative is
∇F
(
z +
t
δ
(1∅ ∨ (δ1N − z))
)
·
1
δ
(1∅ ∨ (δ1N − z)).
By the DR-submodularity of F , the first factor in this derivative is non-decreasing in t. Since the
second term is a non-negative constant vector, we obtain that the entire derivative is non-decreasing
in t, which implies that G is concave. Therefore,
F (z ∨ δ1N ) = G(δ) ≥ (1− δ) ·G(0) + δ ·G(1) ≥ (1− δ) · F (z),
where the second inequality holds since G(0) = F (z) and G(1) ≥ 0 (this follows from the non-
negativity of F ).
We now get to proving the second inequality of the lemma. Consider the function H(t) =
F (z− t
δ
(1∅ ∨ (z− (1− δ)1N ))). For every t ∈ [0, 1], we have z−
t
δ
(1∅ ∨ (z− (1− δ)1N )) ≤ z ≤ 1N
and z − t
δ
(1∅ ∨ (z − (1 − δ)1N )) ≥ z −
1
δ
(1∅ ∨ (z − (1 − δ)1N )) = z ∧ (
1−δ
δ
(1 − z)) ≥ 1∅. Thus,
the function H is well-defined for t ∈ [0, 1]. Additionally, we can prove that H is concave using an
argument similar to the one used above to prove that G is concave. Therefore,
F (z ∧ (1− δ)1N ) = H(δ) ≥ (1− δ) ·H(0) + δ ·H(1) ≥ (1− δ) · F (z),
where the second inequality holds since H(0) = F (z) and H(1) ≥ 0.
The following two lemmata correspond to lemmata from Section 3.
Lemma B.4 (Corresponds to Lemma 3.4). It always holds that τ ∈ [1/4 · F (z∗), F (z∗)], and for
every integer 0 ≤ i ≤ ℓ it holds that xi, yi ∈ [0, 1]N , ∆i ∈ [0, 1] and xi +∆i · 1N = y
i.
Proof. Observe that
F (1/2 · 1N ) = F ((z
∗ ∨ (1/2 · 1N )) ∧ ((1− 1/2) · 1N ))
≥ (1− 1/2) · F (z∗ ∨ 1/2 · 1N ) ≥ (1 − 1/2)
2 · F (z∗) = 1/4 · F (z∗) ,
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where the first inequality follows from the second inequality of Lemma B.3 by setting z = z∗∨ (1/2 ·
1N ) and the second inequality follows from the first inequality of Lemma B.3 by setting z = z
∗.
Moreover, by the definition of z∗, we have τ = F (1/2 · 1N ) ≤ F (z
∗), which completes the proof of
the first part of the lemma, i.e., that τ ∈ [1/4 · F (z∗), F (z∗)].
The proof of the second part of the lemma is identical to the proof of the corresponding part
of Lemma 3.4, and thus, we omit it.
Lemma B.5 (Corresponds to Lemma 3.5). ℓ ≤ 5ε−1 and F (xℓ) + F (yℓ) ≥ 2(1 − 3ε) · [F (z∗) −
F (OPT (xℓ, yℓ))]− 168ε · F (z∗).
Proof. The proof of Lemma 3.5 can be used to prove the current lemma under the following slight
modifications.
• Every appearance of f(OPT ) should replaced with F (z∗).
• Every reference to Proposition 3.3 or Lemma 3.4 should be replaced with a reference to
Proposition B.2 or Lemma B.4, respectively.
• The proof uses the inequality F (OPT (x0, y0)) ≤ F (z∗). This inequality follows from the
definition of z∗ since OPT (x0, y0) ∈ [0, 1]N .
The following corollary completes the proof of the approximation guarantee part of Theorem B.1.
Corollary B.6. F (xℓ) ≥ (1/2 − 44ε) · F (z∗). Hence, the approximation ratio of Algorithm 1 is at
least 1/2− 44ε.
Proof. Observe that ∆ℓ = 0 because otherwise the algorithm would not have stopped after ℓ
iterations. Thus, yℓ = xℓ + ∆ℓ · 1N = x
ℓ and OPT (xℓ, yℓ) = (z∗ ∨ xℓ) ∧ yℓ = xℓ. Plugging these
observations into the guarantee of Lemma B.5, we get
2F (xℓ) ≥ 2(1− 3ε) · [F (z∗)− F (xℓ)]− 168ε · F (z∗) ,
and the corollary now follows immediately by rearranging the last inequality and using the non-
negativity of F .
B.1 The Procedure Update
In this subsection, we prove that Proposition 3.2 still holds in the context of UDRSM. Let us recall
the statement of this proposition.
Proposition 3.2. The input for Update consists of two vectors x, y ∈ [0, 1]N and two scalars
∆ ∈ (0, 1] and γ ≥ 0. If this input obeys y − x = ∆ · 1N (i.e., every coordinate of the vector y
is larger than the corresponding coordinate of x by exactly ∆), then Update outputs two vectors
x′, y′ ∈ [0, 1]N and a scalar ∆′ ∈ [0, 1] obeying
(a) y′ − x′ = ∆′ · 1N ,
(b) either ∆′ = 0 or 1N [∇F (x
′)−∇F (y′)] ≤ 1N [∇F (x)−∇F (y)]− γ and
(c) [F (x′) + F (y′)]− [F (x) + F (y)] ≥ 2(1 − 3ε) · [F (OPT (x, y)) − F (OPT (x′, y′))]− γ(∆ −∆′)−
2ε2 · 1N [∇F (x)−∇F (y)].
Moreover, Update requires only a constant number of adaptive rounds and O(nε−1 log ε−1) value
oracle queries to F .
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Proposition 3.2 was proved in the context of USM in Section 3.1. Except for the proof of
Lemma 3.10, all the proofs in this section can be made to apply to UDRSM by simply replacing every
reference to the submodularity of f with a reference to the DR-submoduarlity of F . Thus, to prove
that Proposition 3.2 holds in the context of UDRSM, it suffices to prove that Lemma 3.10 holds in
this setting, which is what we do next.
Recall that U+ , {u ∈ N | au > 0 and bu > 0}.
Lemma 3.10. F (OPT (x, y)) − F (OPT (x′, y′)) ≤ δ ·
∑
u∈U+ max{buru, au(1− ru)}.
Proof. For every t ∈ [0, δ], define v(t) , (z∗ ∨ (x + tr)) ∧ (y − t(1N − r)), A(t) , {u ∈ N | z
∗
u <
xu + tru}, and B(t) , {u ∈ N | z
∗
u > yu − t(1− ru)}. Note that A(t) and B(t) are disjoint subsets
of N . Using the chain rule, we get
F (OPT (x, y)) − F (OPT (x′, y′)) = F ((z∗ ∨ x) ∧ y)− F ((z∗ ∨ x′) ∧ y′) = −
∫ δ
0
dF (v(t))
dt
dt
=
∫ δ
0


∑
u∈B(t)
(1− ru) · ∂uF (v(t)) −
∑
u∈A(t)
ru · ∂uF (v(t))

 dt .
Using the DR-submodularity of F and the fact that x ≤ v(t) ≤ y, the rightmost side of the last
equation can be upper bounded as follows.
F (OPT (x, y))− F (OPT (x′, y′)) ≤
∫ δ
0


∑
u∈B(t)
(1− ru) · ∂uF (x)−
∑
u∈A(t)
ru · ∂uF (y)

 dt
=
∫ δ
0


∑
u∈B(t)
au(1− ru) +
∑
u∈A(t)
buru

 dt ≤
∫ δ
0
∑
u∈A(t)∪B(t)
max{buru, au(1− ru)}dt
≤
∫ δ
0
∑
u∈N
max{buru, au(1− ru)} = δ ·
∑
u∈N
max{buru, au(1− ru)} ,
where the last inequality holds since for every element u ∈ N the maximum max{au, bu} is non-
negative by Observation 3.11, and thus, the maximum max{buru, au(1− ru)} is also non-negative.
To complete the proof of the lemma, it remains to observe that for every element u ∈ N \ U+
it holds that max{buru, au(1− ru)} = 0. To see that this is the case, note that every such element
u must fall into one out of only two possible options. The first option is that au > 0 and bu ≤ 0,
which imply ru = 1, and thus, max{buru, au(1− ru)} = max{bu, 0} = 0. The second option is that
au ≤ 0, which implies ru = 0, and thus, max{buru, au(1− ru)} = max{0, au} = 0.
B.2 The Procedure Pre-Process
In this subsection, we present the proof of Proposition B.2. Before presenting the proof, let us
recall the statement of the proposition.
Proposition B.2. The input for Pre-Process consists of a single value τ ≥ 0. If τ ≥ F (z∗)/4,
then Pre-Process outputs two vectors x, y ∈ [0, 1]N and a scalar ∆ ∈ [0, 1] obeying
(a) y − x = ∆ · 1N ,
(b) either ∆ = 0 or 1N [∇F (x)−∇F (y)] ≤ 16τ and
(c) F (x) + F (y) ≥ 2[F (z∗)− F (OPT (x, y))]− 4ε · F (z∗).
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Moreover, Pre-Process requires only a constant number of adaptive rounds and O(n/ε) value and
derivative oracle queries to F .
We omit the proofs of parts (a) and (b) because they are identical to the proofs of the correspond-
ing parts in Proposition 3.3 (these parts are proved by Observations 3.15 and 3.16, respectively).
Similarly, the analysis of the number adaptive rounds and the number of value oracle queries is
identical to the proof of Lemma 3.20. Next, we prepare some results in order to prove part (c) of
Proposition B.2.
Lemma B.7 (Counterpart of Lemma 3.17). F (OPT (x, y)) ≥ ∆ · f(z∗).
Proof. Observe that
F (OPT (x, y)) = F ((z∗ ∨ (δ · 1N )) ∧ ((1 − δ) · 1N ))
≥ (1− δ) · F (z∗ ∨ (δ · 1N )) ≥ (1− δ)
2 · F (z∗) ≥ (1− 2δ) · F (z∗) ,
where the first inequality follows from the second inequality of Lemma B.3 when setting z =
z∗ ∨ (δ · 1N ), the second inequality follows from the first inequality of Lemma B.3 when setting
z = z∗, and the third inequality is due to the non-negativity of F .
Lemma B.8 (Counterpart of Lemma 3.18). F (x) + F (y) ≥ (δ − ε) · 16τ .
Proof. The proof is identical to that of Lemma 3.18, except that f(∅) should be replaced by
F (1∅).
The following corollary of the last two lemmata completes the proof of part (c).
Corollary B.9 (Counterpart of Corollary 3.19). If τ ≥ F (z∗)/4, then F (x) + F (y) ≥ 2[F (z∗) −
F (OPT (x, y))] − 4ε · F (z∗).
Proof. The proof is identical to that of Corollary 3.19, except that f(OPT ) should be replaced by
F (z∗).
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