It is today acknowledged that neural network language models outperform backoff language models in applications like speech recognition or statistical machine translation. However, training these models on large amounts of data can take several days. We present efficient techniques to adapt a neural network language model to new data. Instead of training a completely new model or rely on mixture approaches, we propose two new methods: continued training on resampled data or insertion of adaptation layers. We present experimental results in an CAT environment where the post-edits of professional translators are used to improve an SMT system. Both methods are very fast and achieve significant improvements without over-fitting the small adaptation data.
INTRODUCTION
A language model (LM) plays an important role in many natural language processing applications, namely large vocabulary continuos speech recognition and statistical machine translation (SMT). For a very long time, back-off n-gram models were considered to be the state-of-the-art, in particular when large amount of training data are available.
An alternative approach is based on the use of high-dimensional embeddings of the words and the idea to perform the probability estimation in this space. By these means, meaningful interpolations can be expected. The projection and probability estimation can be jointly learned by a neural network (Bengio et al., 2003) . These models, also called continuous space language models (CSLM), have seen a surge in popularity, and it was confirmed in many studies that they systematically outperform back-off n-gram models by a significant margin in SMT. Many variants of the basic approach were proposed during the last years, e.g. the use of recurrent architectures (Mikolov et al., 2010) or LSTM (Sundermeyer et al., 2012) . More recently, neural networks were also used for the translation model in an SMT system (Le et al., 2012; Schwenk, 2012; Cho et al., 2014) , and first translations systems entirely based on neural networks were proposed (Sutskever et al., 2014; Bahdanau et al., 2014) .
However, to the best of our knowledge, all these systems are static, i.e. they are trained once on a large representative corpus and are not changed or adapted to new data or conditions. The ability to adapt to changing conditions is a very important property of an operational SMT system. The need for adaptation occurs for instance in a system to translate daily news articles in order to account for the changing environment. Another typical application is the integration of an SMT system in an CAT 1 tool: we want to improve the SMT systems with help of user corrections. Finally, one may also want to adapt a generic SMT to a particular genre or topic for which we lack large amounts of specific data. Various adaptation schemes were proposed for classical SMT systems, but there is only very limited works involving neural network models.
In this paper, we consider the adaptation of the CSLM of an SMT system in an CAT environment.
We use an open-source CAT tool and a closely integrated SMT system which is already adapted to the task. For each source sentence, the system proposes an eventual match in the translation memory and the translation by the SMT system. The human translator can decide to either post-edit them, or to perform a new translation from scratch. After one day of work, we want to use all the post-edited 1 Computer Assisted Translation 1 arXiv:1412.6650v2 [cs.NE] 23 Dec 2014 sentences to adapt the SMT systems, so that the translation quality is improved for the next day. This means that the SMT system will be adapted to the specific translation project. One important particularity of the task is that we have a very small amount of adaptation data, usually around three thousand words. This paper is organized as follows. In the next two sections, we summarize basic notions of statistical machine translation and continuous space language models. We then present our tasks and results. The paper concludes with a discussion and directions of future research.
RELATED WORK
Popular approaches to adapt the LM in an SMT system are mixture models, e.g. (Foster & Kuhn, 2007; Koehn & Schroeder, 2007) and data selection. In the former case, separate LMs are trained on the available corpora and are then merged into one, the interpolation coefficients being estimated to minimize perplexity on an in-domain development corpus. This is known as linear mixture models. We can also integrate the various corpus-specific LMs as separate feature functions in the usual log-linear model of an SMT system.
Data selection aims at extracting the most relevant subset of all the available LM training data. The approach proposed in (Moore & Lewis, 2010) has turned out to be the most effective one in many settings. Adaptation of the LM of an SMT models in an CAT environment was also investigated in several studies, e.g. (Bach et al., 2009; Bertoldi et al., 2012; Cettolo et al., 2014) .
Adaptation to new data was also investigated in the neural network community, in particular by the speech recognition community.
STATISTICAL MACHINE TRANSLATION
In the statistical approach to machine translation, all models are automatically estimated from examples. Let us assume that we want to translate a sentence in the source language s to a sentence in the target language t. Then, the fundamental equation of SMT is: 
The translation model P (s|t) is estimated from bitexts, bilingual sentence aligned data, and the language model P (t) from monolingual data in the target language. A popular approach are phrasebased models which translate short sequences of words together (Koehn et al., 2003; Och & Ney, 2003) . The translation probabilities of these phrase pairs are usually estimated by simple relative frequency. The LM is normally a 4-gram back-off model. The log-linear approach is commonly used to consider more models , instead of just a translation and language model.
where h m (s, t) is a so-called feature function. The weights λ m are optimised during the tuning stage. In the Moses system, fourteen feature functions are usually used.
Automatic evaluation of an SMT system is still an open question and many metrics have been proposed. In this study we use the BLEU score which measures the n-gram precision between the translation and a human reference translation (Papineni et al., 2002) . Higher values mean better translation quality.
CONTINUOUS SPACE LANGUAGE MODEL
The basic architecture of an CSLM is shown in Figure 1 . The words are first projected onto a continuous representation, the remaining part of the network estimates the probabilities. Usually one tanh hidden and a softmax output layer are used, but recent studies have shown that deeper architecture perform better . We will use three tanh hidden and a softmax output layer as depicted in Figure 1 . This type of architecture is now well known and the reader is referred to the literature for further details, e.g. (Schwenk, 2007) . All our experiments were performed with the open-source CSLM toolkit 2 (Schwenk, 2013) , which was extended for our purposes. This toolkit implements fully connected feed-forward CSLMs using so-called shortlists at the output layer. The proposed adaptation schemes could be also applied to other architectures, e.g. an hierarchical or class decomposition at the output layer, or recurrent network topologies.
ADAPTATION SCHEMES
As mentioned above, the most popular and most successful adaptation schemes for standard backoff LMs are data selection and mixture models. Both could be also applied to CSLMs. In practice, this would mean that we train a completely new CSLM on data selected by the adaptation process, or that we train several CSLMs, e.g. a generic and task-specific one, and combine them in linear or log-linear way. However, full training of an CSLM usually takes a substantial amount of time, often several hours or even days in function of the size of the available training data. Building several CSLMs and combining them would also increase the translation time.
Therefore, we propose new CSLM adaptation schemes which are very efficient: they can be performed in a couple of minutes. The underlying idea of both techniques is not to train new models, but to slightly change the existing CSLM in order to account for the new training data. In the first method, we perform continued training of the CSLM with a mixture of the new adaptation data and the original training data. In the second method, adaptation layers are inserted in the neural network as outlined in red in Figure 1 . This additional layer is initialized with the identity matrix and only the weights of this layer are updated. A similar approach was used to adapt an CSLM in a speech recognition system (Park et al., 2010) .
TASK AND BASELINES
Our task is to improve an SMT system which is closely integrated into an open-source CAT tool with the post-edits provided by professional human translators. This tool and algorithms to update standard phrase-based SMT systems, including back-off language models, were developed in the framework of the European project Matecat (Cettolo et al., 2014) . We consider the translation of legal texts from English into German and French. The available resources for each language pair are summarized in Table 1 .
Each SMT system is based on Moses and build according the following procedure. First we perform data selection on the parallel and monolingual corpora in order to extract the data which is the most representative to our development set. Data selection is now a well established method in the SMT community. It is performed for the language (Moore & Lewis, 2010) and translation model (Axelrod et al., 2011) We train a 4-gram back-off LM and a phrase-based system using the standard Moses parameters. The coefficients of the 14 feature functions are optimized by MERT to maximize the BLEU score on the development data. This system is used to create 1000best lists which are then rescored with an CSLM trained on the same data. The CSLM probability is added a fifteenth feature function and the weights are again optimized.
RESULTS FOR THE ENGLISH/GERMAN SYSTEM
The 4-gram back-off LM built on the selected data has a perplexity of 151.1. Given the fact that an CSLM can be very efficiently trained on long context windows, we used a 32-gram in all experiments. By these means we hope to capture long range depencies in German. The projection layer of the CSLM was of dimension 320, followed by three tanh hidden layers of size 1024 and a softmax output layer of 32k neurons. The initial learning rate was set to 0.06 and exponentially decreased over the iterations. The network converged after 7 epochs with a perplexity of 96.6, i.e. at 36% relative reduction. The total training time is less than 7 hours on a Nvidia K20x GPU.
To analyze our project adaptation techniques we have split another legal document into two parts of about 3k words each, the usual amount a human translator processes in a day. The first part, "day 1", is used to adapt the SMT system, and we aim to improve the translation performance on the second part, named "day 2". Various adaptation schemes are compared in Tables 3 and 4 . The network is adapted on the data from Day 1 and we want to improve performance on Day 2. At the same time, we do not want to overfit the data and keep good performance on the domain-specific Dev set. To achieve this, we continued training of the networks with a mixture of old and new data. All the adaptation data was always used (Day 1, 3k words) and small fractions of the domain-selected data were randomly sampled at each epoch, so that the adaptation data accounts for 11, 25, 45, 62 and 77 % respectively.
Since the networks are trained on very small amounts of data (5 -27k words), the overall adaptation process takes only a few minutes.
We experiment along the following lines:
1. network topologies: we add hidden layers with 1024 neurons using linear or hyperbolic tangent activation functions. This additional layer is initialized with the identitymatrix and then trained alone or together with all other ones.
2. resampling coefficients of adaptation and generic data: since the Day1 data (∼ 3K examples) is only a tiny fraction of the out-of-project data, we take only a small proportion of each corpus, in order to increase the in-project dataset proportion. In Tables 3 and 4 we give the details of these proportions.
3. starting learning rate. The first set of experiments uses a fixed starting learning rate of 0.0005, which is less than the 0.005 learning rate, with which the training of the ANN on the baseline corpora ended (the rationale behind this decision is that the adaptation corpora is quite small and we do not want to overfit). We experiment with both higher and lower starting learning rates, see Table 4 .
We record the perplexity of the adapted CSLM on Day 2 (∼ 11K words), which is then used as a guideline for selecting the best networks to integrate into an SMT system. Keeping the initial network topology (upper part of With respect to the second mehod, i.e. inserting additional adaptation layers, we experimented with two different topologies: insert either two or three new consecutive layers. For each option, there are four possible slots where to insert the layer(s).
Both options were combined with different proportions of the baseline corpora and Day 1, which we found to be optimal at 89%/11%. This is somewhat counterintuitive, because we would expect the ANN to perform better if the proportion of Day 1 is higher (e.g. 77%), but it is not the case.
Although none of the new networks outperform the original one that is incrementally adapted to the new data, they show some promise nevertheless. For example, the one with an tanh layer inserted at the last position achieves a very low perplexity (95.07) on the development data.
After we determined the proportion of the Day 1 dataset that yields the best performance, we used this setting to experiment with different starting learning rates. Empirically we have shown (see Table 4 ) that slightly increasing the initial learning rate from 0.0005 to 0.00075 improves the performance on the test set. Another interesting point is that a range of models with 2 hyperbolic tangent hidden layers (see Table 4 ) give a near-best result on both datasets, i.e. they are almost as good as the baseline CSLM with continued learning on Day 2 (and CSLM with 1 new hyperbolic tangent layer on the development set Table 4 : Test Results of CSLM with two new hidden layers adapted to Day 1 with different starting learning rates. All networks have been trained for 100 iterations with the hyperbolic tangent activation function and 11% of adaptation data.
As already mentioned, certain results are somewhat counterintuitive:
1. Higher proportion of in-project data does not improve perplexity. In fact, we found empirically (and lated used this proportion to fine-tune the networks) that the proportion of 11% (or 25%) often gives better perplexity of Day 2 data, including the best perplexity of 94.55 (see Table 3 ). Further experiments confirmed that increasing the proportion of Day 1 data in the training corpora degrades performance (hence these results are not presented here). This proportion was used in the investigation of the best learning rates (Table 4 ).
2. Dedicated hidden layers do not noticeably improve the network's performance. We started adaptation by adding a new hidden layer and training only its weights: all other ∼ 500M weights were kept fixed. None of these outperformed the incrementally-trained neural network (three hidden layers), and further experiments with topologies showed that training all weights produces superior results (hence results with dedicated servers are not presented here); therefore, networks reported in Tables 4were fully-trained. Finally, Table 2 lower part gives the BLEU scores of projected adapted systems. When no CSLM is used, the BLEU score on Day 2 increases from 19.31 to 20.14 (+0.83). Both CSLM adaptation schemes obtained quite similar BLEU scores: 21.12 and 21.26 respectively, the insertion of additional layers having a slight advantage. This is an improvement of 1.12 BLEU with respect to the CSLM before adaptation, i.e the gain brought by the CSLM increases after adaptation. This nicely shows the effectiveness of our adaptation scheme.
RESULTS FOR THE ENGLISH/FRENCH SYSTEM
A second set of experiments was performed to confirm the effectiveness of our adaptation procedure on a different language pair: English/French. In the MT community it is very well known that the translation into German is a very hard task which is reflected in the low BLEU scores around 20 (see Table 2 ). On the other hand, our baseline SMT system for the English/French language pair has a BLEU score well above 40. One may argue that it is more complicated to further improve such a system.
In addition, we investigate adaptation of the SMT system and the CSLM over five consecutive days: the human translator works for one day and corrects the SMT hypothesis, these corrections are used to adapt the system and this one used for the second day. The human corrections are again injected into the system and a new system for the third day is build, and so on. With this adaptation scheme we want to verify whether our methods are robust or quickly overfit the adaptation data. Since the incremental learning method (see Table 3 ) showed the best performance on Day 2 and a good one on dev set, we use this topology (no new inserted layers) and the starting learning rate of 0.001235 for all our experiments. The data from the five consecutive days is coming from one large document. Therefore, we decided to always use all the available data to adapt our models. For instance, after the third day, the data from Day 1, 2 and 3 is used to build a new systems for the forth day. The proportions of each day in the corpus used to continue the training of the CSLM are given in Table 5 (note that every day's proportion decreases, but their combined share increases from 39% to 68%). The perplexities of the various CSLMs are givien in Table 6 . Adaptation allows to decrease by more than 10% relative forr each day. For comparison, we also give the BLEU scores when using four reference translations: the one of the three human translators and one independent translation which was provided by the European Commission. We still observe small gains altough three out of four translations were not used in the adaptation process. This shows that our adaptation scheme not only learns the particular style of one translator, but also achieves generic improvements. Table 7 : BLEU scores produces by a baseline SMT (without CSLM), project-adapted SMT with baseline (unadapted) CSLM and project-adapted SMT with adapted CSLM. The first value in every cell is the BLEU score obtained using a generic reference; the second one is obtained through a combined reference from 3 translators + generic 6 CONCLUSIONS In this paper, we presented a thorough study of different techniques to adapt a continuous space language model to small amounts of new data. In our case, we want to integrate user corrections so that a statistical machine translation system performs better on similar texts.
Machine
We compared continued training with small learning rates on a mixture of new adaptation data and resampled previous generic data. This adaptation scheme is very fast since we train on a very small amount of data, about 50k examples. This can be performed in a couple of minutes. In a second scheme, we proposed to add one or two additional layers in the network, initialized with the idendity matrix, and to train only these layers.
Our tasks are the translation of legal texts from English into German and French. Both adaptation schemes achieved significant improvements of the perplexity of the continuos space language models. When integrating these adapted neural netowork language models into an SMT system, important gains in the BLEU score were observed.
