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In today’s digital world, improvements in acquisition and storage technology are allowing us to
acquire more accurate and finer application-specific data, whether it be tick-by-tick price data from
the stock market or frame-by-frame high resolution images and videos from surveillance systems,
remote sensing satellites and biomedical imaging systems. Many important large-scale applications
can be modeled as optimization problems with millions of decision variables. Very often, the desired
solution is sparse in some form, either because the optimal solution is indeed sparse, or because a
sparse solution has some desirable properties.
Sparse and low-rank solutions to large scale optimization problems are typically obtained by
regularizing the objective with `1 and nuclear norms, respectively. Practical instances of these prob-
lems are very high dimensional (≈ million variables) and typically have dense and ill-conditioned
data matrices. Therefore, interior point based methods are ill-suited for solving these problems.
The large scale of these problems forces one to use the so-called first-order methods that only
use gradient information at each iterate. These methods are efficient for problems with a “simple”
feasible set such that Euclidean projections onto the set can be computed very efficiently, e.g. the
positive orthant, the n-dimensional hypercube, the simplex, and the Euclidean ball. When the
feasible set is “simple”, the subproblems used to compute the iterates can be solved efficiently.
Unfortunately, most applications do not have “simple” feasible sets. A commonly used technique
to handle general constraints is to relax them so that the resulting problem has only “simple”
constraints, and then to solve a single penalty or Lagrangian problem. However, these methods
generally do not guarantee convergence to feasibility.
The focus of this thesis is on developing new fast first-order iterative algorithms for computing
sparse and low-rank solutions to large-scale optimization problems with very mild restrictions on
the feasible set – we allow linear equalities, norm-ball and conic inequalities, and also certain
non-smooth convex inequalities to define the constraint set. The proposed algorithms guarantee
that the sequence of iterates converges to an optimal feasible solution of the original problem,
and each subproblem is an optimization problem with a “simple” feasible set. In addition, for
any  > 0, by relaxing the feasibility requirement of each iteration, the proposed algorithms can
compute an -optimal and -feasible solution within O(log (−1)) iterations which requires O(−1)
basic operations in the worst case. Algorithm parameters do not depend on  > 0. Thus, these
new methods compute iterates arbitrarily close to feasibility and optimality as they continue to
run. Moreover, the computational complexity of each basic operation for these new algorithms is
the same as that of existing first-order algorithms running on “simple” feasible sets. Our numerical
studies showed that onlyO (log (−1)) basic operations, as opposed toO (−1) worst case theoretical
bound, are needed for obtaining -feasible and -optimal solutions.
We have implemented these new first-order methods for the following problem classes: Ba-
sis Pursuit (BP) in compressed sensing, Matrix Rank Minimization, Principal Component Pur-
suit (PCP) and Stable Principal Component Pursuit (SPCP) in principal component analysis.
These problems have applications in signal and image processing, video surveillance, face recogni-
tion, latent semantic indexing, and ranking and collaborative filtering. To best of our knowledge,
an algorithm for the SPCP problem that has O(1/) iteration complexity and has a per iteration
complexity equal to that of a singular value decomposition is given for the first time.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
In today’s digital world, improvements in acquisition and storage technology are allowing us to ac-
quire more accurate and finer application-specific data, whether it be tick-by-tick price data from
the stock market or frame-by-frame high resolution images and videos from surveillance systems,
remote sensing satellites and biomedical imaging systems. The data associated with many applica-
tions in image and video processing, machine learning and portfolio optimization can have millions
of variables. Although processing such high dimensional data in science and business is computa-
tionally very challenging, it provides us with the opportunity to improve our understanding of the
application; and if done efficiently, it is likely to result in effective solutions to important practical
problems.
Many applications with high dimensional data can be modeled as optimization problems. Solv-
ing these optimization problems can lead to a variety of potentially important practical results such
as detecting and following moving objects in a noisy video, constructing a portfolio that is robust
to stock returns from tail distributions, reducing the time spent in an MRI machine by as much
as 80% and cutting the radiation exposure of a CT scan by as much as 85% without hurting the
diagnostic quality of the images in both cases. With the methodology proposed in this dissertation,
accurate solutions to these large optimization problems can be computed efficiently.
In many of these problems, the desired solution is sparse in some form, i.e. it has very few
non-zero coefficients under some transform, either because the optimal solution is indeed sparse,
or because a sparse solution has some desirable properties. In the video surveillance problem
the goal is to “remove” the still background from the video in order to track only the sparse set
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of non-zero pixels corresponding to moving objects. In the portfolio optimization example, for
practical purposes, one may be interested in holding a portfolio of only a few hundred assets out
of several thousand available investment instruments. In biomedical imaging problems one can
exploit the fact that digital images of interest can be approximated very well by very few large
non-zero wavelet coefficients. In many machine learning applications, sparse or low-rank solutions
are desired because of their statistical validity.
A vector x∗ ∈ Rn is called sparse if the number of components that are non-zero, |{i : |xi| 6=
0}|, is small. In Compressed Sensing (CS), one wants to reconstruct the unknown sparse vector
x∗ ∈ Rn from a small number of linear measurements b = Ax∗ ∈ Rm where m  n. Recently,
Cande´s, Romberg, Tao and Donoho [13, 14, 15, 22] showed that x∗ can be recovered with very
high probability by solving the convex Basis Pursuit (BP) problem minx∈Rn{‖x‖1 : Ax = b}
when A ∈ Rm×n satisfies some regularity conditions. Similarly, X ∈ Rn×n is a low-rank matrix if
σ(X) ∈ Rn is sparse, where σ(X) ∈ Rn denotes the vector of singular values of X. In the matrix
completion problem one is interested in recovering the unknown low-rank matrix X∗ ∈ Rn×n using
the set of known values of its components (X∗)ij for (i, j) ∈ Λ where |Λ|  n2. Recht et al. [47, 17]
have recently shown that X∗ can be recovered with very high probability by solving the convex
optimization problem minX∈Rm×n{‖X‖∗ : Xij = (X∗)ij ∀(i, j) ∈ Λ}, where ‖X‖∗ :=
∑
σi(X)
denotes the nuclear norm of X, when Λ satisfies some regularity conditions.
Since optimization problems with `1 and / or nuclear norms can be reformulated as linear,
convex quadratic or semidefinite programming problems, complexity theory implies that they can
be solved efficiently. However, practical instances of these problems are very high dimensional (≈
million variables) and typically have dense and ill-conditioned data matrices. Therefore, interior
point based methods which require factorization of these large and dense matrices are ill-suited for
solving these problems.
The large scale of these problems forces one to use the so-called first-order methods that only use
gradient information at each iterate. When directly applied, Nesterov-type first-order methods [6,






iterations and at each iteration these methods solve a subproblem over the
feasible set of the original problem. When the feasible set is such that the Euclidean projection onto
the set can be computed efficiently, the subproblems encountered in Nesterov-type methods can
CHAPTER 1. INTRODUCTION 3
also be solved very efficiently via a mere matrix-vector multiplication for `1-regularized problems
and via a singular value decomposition (SVD) for nuclear norm regularized problems. Examples
of such “simple” sets include the positive orthant, the n-dimensional hypercube, the simplex, and
the Euclidean ball.
Unfortunately, most applications do not have “simple” sets. A commonly used technique to
deal with more general constraints is to reformulate the original problem in penalty or Lagrangian
form to relax all or some of the constraints so that the resulting problem either becomes uncon-
strained or has only “simple” constraints. Such penalty or Lagrangian problems can be solved very
efficiently using first-order methods such as projected gradients, fixed-point iterations or Nesterov-
type methods that solve simple subproblems at each iteration. However, existing methods that
solve the relaxed formulation generally do not guarantee that the sequence of iterates will converge
to a feasible solution of the original problem. Moreover, for these relaxation methods the selection
of the penalty or Lagrange multiplier is an important but a nontrivial task.
1.1 Contribution of The Thesis
In this dissertation, we have developed new fast first-order iterative algorithms for computing
sparse and low-rank solutions to optimization problems with very mild restrictions on the feasible
set. We allow the constraints defining the feasible set to include linear equalities, norm ball and
conic inequalities, and also certain non-smooth convex inequalities. These algorithms combine the
desirable properties of the Nesterov-type algorithms and those of the relaxation-based algorithms
– they guarantee that the sequence of iterates converge to the optimal feasible solution of the
original constrained problem, and each subproblem is an optimization problem with a “simple”
feasible set. Moreover, for any  > 0, by relaxing the feasibility requirement on the iterates, these
algorithms can compute an -feasible and -optimal solution within O(log (−1)) iterations which
requires O(−1) basic operations in the worst case. And the computational complexity of each basic
operation for these new algorithms is the same as that of existing first-order algorithms running on
“simple” feasible sets. Algorithm parameters do not depend on  > 0. Thus, these new methods
compute iterates arbitrarily close to feasibility and optimality as they continue to run. In addition,
one does not have to guess the penalty or Lagrange multipliers – the algorithm computes these
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multipliers by itself! We have implemented these new first-order methods for the following problem
classes: Basis Pursuit (BP) in compressed sensing, Matrix Rank Minimization, Principal Com-
ponent Pursuit (PCP) and Stable Principal Component Pursuit (SPCP) in principal component
analysis. These problems have applications in signal and image processing, video surveillance, face
recognition, latent semantic indexing, and ranking and collaborative filtering.
In the rest of this chapter, we briefly highlight the important results of the following chapters.
Throughout the thesis we let γk ↘ η (resp. γk ↗ η) denote that the monotonically decreasing
(resp. increasing) sequence {γk}k∈Z+ converges to η.
1.1.1 Smoothed Penalty Algorithm (SPA)




{‖x‖1 : Ax = b}, (1.1)
and its relaxed counterpart when there is error on the problem parameter b ∈ Rm
min
x∈Rn
{‖x‖1 : ‖Ax− b‖2 ≤ δ}. (1.2)
Both problems appear in the context of compressed sensing (CS).
SPA is motivated by two works of Nesterov. Those works are briefly summarized below. Let
E be a finite dimensional vector space, endowed with a norm ‖.‖. In [44], Nesterov proposed an
algorithm to solve min{f(x) : x ∈ Q1}, where f is a convex function, ∇f is Lipschitz continuous
with constant L, and Q1 ⊂ E is a closed convex set such that for arbitrary x˜ ∈ E , the projection of
x˜ onto the set can be computed efficiently, i.e. min{‖x− x˜‖ : x ∈ Q1}. Examples of such “simple”
sets include the positive orthant, an n-dimensional box, a simplex or an Euclidean ball. Nesterov
showed that for any  > 0, the `-th iterate x(`) ∈ Q1 is -optimal, i.e. f(x(`)) − infx∈Q1 f(x) ≤ ,





, which is also shown to be the optimal rate for this problem class. Hence,
in the rest of this section, we assume that we are given an oracle that takes a convex function f ,





many basic operations, outputs an -optimal and feasible solution to the optimization problem
minx{f(x) : x ∈ Q}, i.e. x¯ ← ORACLE1(f,Q, ) such that f(x¯) −minx{f(x) : x ∈ Q} ≤  and
x¯ ∈ Q.
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In [45], Nesterov considered functions of the form f(x) = max{〈Ax, u〉−φ(u) : u ∈ Q2}, where
φ is a continuous convex function on Q2, and Q2 is a bounded closed convex “simple” set. He
showed that for any continuous and strongly convex function d(.) on Q2, the smoothed function
fµ(x) := max{〈Ax, u〉 − φ(u) − µd(u) : u ∈ Q2} is a convex, differentiable function and ∇fµ is
Lipschitz continuous with constant Lµ. Moreover, for any fixed  > 0, setting µ = Ω(), we can






Therefore, solving min{fµ(x) : x ∈ Q1} with the algorithm in [44] guarantees that the `-th iterate
x(`) is -optimal and feasible for all ` ≥ O (1 ). Thus, allowing some form of non-smoothness in












still significantly superior to the O( 1
2
) rate of subgradient methods for general non-smooth convex
minimization.
Our proposed methodology is motivated by the fact that the polyhedra {x ∈ Rn : Ax = b}
in (1.1) and the convex set {x ∈ Rn : ‖Ax − b‖2 ≤ δ} in (1.2) are not “simple” sets; therefore, a
direct application of Nesterov’s algorithm [45] to the non-smooth problems (1.1) and (1.2), has a
very large per iteration complexity.
Now for the sake of simplicity we focus on the basis pursuit problem (1.1). Given p(x) := ‖x‖1














denote two sequences of convex functions
with Lipschitz continuous gradients that approximate p and f , respectively, and constructed as
described in [45], which is briefly described above. Then for all k ≥ 1, P (k) := λ(k)p(k)µ + f (k)ν is
a smooth convex approximation of λ(k)‖x‖1 + ‖Ax − b‖2 and f (k)ν is a penalty function for the
feasible set in (1.1), i.e. f
(k)
ν (x˜) = 0 if Ax˜ = b; otherwise, f
(k)
ν (x˜) > 0. Moreover, let {η(k)}k∈Z+
denote a sequence such that η(k) ≥ ‖x(k)∗ ‖2, where x(k)∗ ∈ argminx P (k)(x), for all k ≥ 1. Then,
given P (k), F (k) := {x ∈ Rn : ‖x‖2 ≤ η(k)}, and (k), the oracle produces x(k), i.e. x(k) ←
ORACLE1(P
(k), F (k), (k)), such that P (k)(x(k))−minx{P (k)(x) : x ∈ F (k)} ≤ (k) and ‖x(k)‖2 ≤
η(k) for all k ≥ 1.
In Chapter 3, we will give affirmative answers to the following questions:
1. Is there a way to construct sequences of {P (k)}k∈Z+ , {F (k)}k∈Z+ and {(k)}k∈Z+ so that any
limit point of {x(k)}k∈Z+ is a solution to (1.1) or (1.2), where x(k) ← ORACLE1(P (k), F (k), (k))?
2. If we can construct such sequences, then is it possible to give a complexity result on the
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number of basic operations to obtain an -optimal and -feasible solution to (1.1) or (1.2)?
3. While preserving the worst case complexity, can we modify the oracle to obtain a solution to
(1.1) or (1.2) faster in practice?
4. Can we extend this methodology to solve more general problems?
Now, we will briefly summarize the construction we used and then talk about how to modify the
oracle to improve its practical performance. To converge to the feasible region in (1.1), we adopt
a penalty method, i.e. λ(k) ↘ 0. Since we want to solve (1.1), in the limit we require the approx-
imations to be perfect. Hence, we selected the smoothing parameter sequence {(µ(k), ν(k))}k∈Z+
such that p
(k)
µ → p and f (k)ν → f uniformly as k → ∞, respectively. Note that as k ↗ ∞, p(k)µ
approximates ‖.‖1 much better and f (k)ν converges to the exact penalty function ‖A. − b‖2. Since
we are far away from the solution of (1.1) when λ(k) is large, there is no need to require a good ap-
proximation for the true objective function and the exact penalty function. Moreover, because the
number of operations the oracle needs on the k-th call depends on (k) and the Lipschitz constant






, with a finer approximation it would only take more steps to find
an (k)-optimal solution to the k-th subproblem.
To summarize, {(k)}k∈Z+ is chosen such that SPA computes a solution for (1.1) by inexactly
solving a sequence of optimization problems of the form min‖x‖2≤η(k)
{
λ(k)‖x‖1 + ‖Ax − b‖2
}
by
calling the oracle, i.e. at the k-th iteration of SPA, we call ORACLE1(P
(k), F (k), (k)) to inexactly
solve the subproblem min‖x‖2≤η(k) P
(k)(x). Finally, to improve the practical performance, we modify
the oracle to produce x(k) when either the current iterate is an (k)-optimal solution to the k-th
subproblem or the norm of ∇P (k) at the current iterate is less than τ (k), where (k) ↘ 0 and
τ (k) ↘ 0. This methodology allows us to take larger steps when solving the initial subproblems
and finer steps for the later subproblems that approximate the original problem more accurately.
In each iteration of Nesterov’s algorithm, which is our oracle, the update step reduces to com-
puting the gradient of a suitably smoothed version of the function λ(k)‖x‖1 + ‖Ax− b‖2, i.e. P (k),
and solving a minimum norm problem of the form minx
{
1
2‖x − z‖22 : ‖x‖2 ≤ η
}
, which has O(n)
complexity. Hence per iteration complexity is dominated by the time of computing the gradient of
P (k), which requires computing AT (Ax− b), and can, therefore, be computed efficiently in the CS
context.
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As the smoothing parameter ν(k) converge to zero, the smooth approximation of ‖Ax− b‖2, i.e.
f
(k)
ν , converges uniformly to ‖Ax − b‖2. Hence, the iterates with small infeasibility are penalized
more harshly in SPA as compared to algorithms employing the smooth penalty ‖Ax − b‖22, and
therefore, SPA converges faster in practice when the feasibility tolerance is small.
The main contributions of Chapter 3 are as follows. We show that SPA converges to an optimal
solution x∗ of the basis pursuit problem, i.e. x∗ ∈ argminx∈Rn{‖x‖1 : Ax = b}. We also show
that there exist a priori fixed parameter settings such that, for all small enough , the iterates x(k)
computed by our algorithm are -feasible, i.e. ‖Axk − b‖2 ≤ , and -optimal, | ‖xk‖1 − ‖x∗‖1| ≤ ,
after O˜ (log (1 )) SPA iterations, which requires O˜ (− 32) Nesterov iterations in the worst case,
where the complexity of each Nesterov iteration is dominated by computing matrix-vector mul-
tiplications, Ax and AT y, which is O(n log(n)) when A is a partial DCT or DFT matrix. The
SPA algorithmic framework is very flexible: Instead of `2-penalty, one can use ‖Ax − b‖β penalty
for β = 1,∞. The framework easily extends to the analysis-based relaxed recovery problem
min{‖Wx‖1 : ‖Ax − b‖2 ≤ δ} for a given W ∈ Rn×n with orthogonal rows. Moreover, while
each iteration of Nesterov’s algorithm applied to solving min{‖x‖1 : ‖Ax− b‖2 ≤ δ} requires O(n3)
work, SPA only requires a matrix-vector multiplication with O(n log(n)) or O(n2) work per each
iteration depending on A.
1.1.2 First-order Augmented Lagrangian algorithm (FAL)
In Chapter 4, we improve the theoretical results of SPA and propose the FAL [2] algorithm, which
has improved theoretical and practical performance when compared to SPA.
Let f be a convex function that has a Lipschitz continuous gradient with constant L. A
proximal gradient algorithm given in [50] can solve min{‖x‖1 + f(x) : x ∈ Q} very efficiently when
Q is a closed convex “simple” set. It is shown in [50] that for any fixed  > 0, the `-th iterate





. Hence, we assume that we are given an oracle that
takes a convex function f , with Lipschitz continuous gradient, a closed convex set Q,  > 0 as





many basic operations, outputs an -optimal and feasible solution
to the optimization problem minx{‖x‖1 + f(x) : x ∈ Q}, i.e. x¯ ← ORACLE2(f,Q, ) such that
‖x¯‖1 + f(x¯)−minx{‖x‖1 + f(x) : x ∈ Q} ≤  and x¯ ∈ Q.
Please note that the polyhedra {x ∈ Rn : Ax = b} in (1.1) and the convex set {x ∈ Rn : ‖Ax−
CHAPTER 1. INTRODUCTION 8
b‖2 ≤ δ} in (1.2) are not “simple” sets; therefore, calling the oracle for problems with these feasible
sets will have a large per iteration complexity.
Again for the sake of simplicity we focus on the basis pursuit problem (1.1). FAL computes a
solution to (1.1) by repeatedly calling ORACLE2 on a sequence of augmented Lagrangian subprob-
lems of the form min‖x‖1≤η(k) P
(k)(x), where P (k)(x) := λ(k)‖x‖1 + ‖Ax− b− λ(k)θ(k)‖22, λ(k) ↘ 0,
θ(k) is a Lagrange multiplier for the equality constraints and {η(k)}k∈Z+ is a suitably chosen se-
quence. Then, given P (k), F (k) := {x ∈ Rn : ‖x‖1 ≤ η(k)}, and (k), the oracle produces x(k), i.e.
x(k) ← ORACLE2(P (k), F (k), (k)), such that P (k)(x(k)) − minx{P (k)(x) : x ∈ F (k)} ≤ (k) and
‖x(k)‖1 ≤ η(k) for all k ≥ 1. Finally, to improve the practical performance, we modify the oracle to
produce x(k) when either the current iterate is an (k)-optimal solution to the subproblem or at the
current iterate there exists a subgradient of P (k) which has a norm less than τ (k), where (k) ↘ 0
and τ (k) ↘ 0.
In Chapter 4, we will give affirmative answers to the following questions:
1. Is there a way to construct sequences of {P (k)}k∈Z+ , {F (k)}k∈Z+ and {(k)}k∈Z+ so that any
limit point of {x(k)}k∈Z+ is a solution to (1.1) or (1.2), where x(k) ← ORACLE2(P (k), F (k), (k))?
2. If we can construct such sequences, then is it possible to give a complexity result on the
number of basic operations to obtain an -optimal and -feasible solution to (1.1) or (1.2)?
3. Can we extend this methodology to solve more general problems?
The main contributions of this chapter are as follows. FAL converges to an optimal solution
x∗ of the basis pursuit problem and for all  > 0, the iterates x(k) computed by our algorithm are
-feasible and -optimal after O (log (−1)) FAL iterations, which requires O (κ2(A)−1) iterations
of the oracle in the worst case, where κ(A) := σmax(A)σmin(A) is the condition number of A; and the
computational complexity of each iteration of the oracle is dominated by computing matrix-vector
multiplications of the form AT (Ax−b). Since `1 term is not smoothed and FAL uses many structural
properties of the `1-norm, we obtain a better convergence rate result for FAL compared to the rate
of SPA. On the other hand, in contrast to FAL, SPA can solve a more general class of problems.
For instance, while SPA can be used to compute -optimal saddle points for matrix games [45] with
additional polyhedral constraints on one of the players’ the decision set, FAL cannot solve this type
of problem.
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We show that at any iterate the complexity of computing the subgradient of P (k) with the
least `2-norm is O(n). In practice, this stopping condition for the inner iterations improved the
practical performance significantly. In order to converge to feasibility faster in practice, augmented
Lagrangian framework is adopted. We found that FAL was 2–6 times faster than all the other
state-of-the-art algorithms for compressed sensing tested in our numerical experiments and on the
problem sets we tested, FAL computed only O (log (−1)) matrix-vector multiplications as opposed
to O (−1) worst case theoretical bound to obtain an -feasible and -optimal solution to the basis
pursuit problem. A very striking result that we observed in our numerical experiments was that,
for all reasonably small error tolerances, FAL always correctly identified the zero-set of the target
signal x∗, i.e. the set of indices I0 = {i ∈ {1, 2, ..., n} : (x∗)i = 0}, without any additional heuristic
thresholding step. Once I0 is determined, the signal can often be very accurately recovered by
solving a set of linear equations.
1.1.3 Augmented Lagrangian algorithm for Composite norm minimization (FALC)
In Chapter 5 we describe a new first-order augmented Lagrangian algorithm (FALC) [3] that solves
many important “sparse” optimization problems, e.g. basis pursuit, matrix rank minimization,
matrix Completion, video segmentation, principal component pursuit and stable principal compo-
nent pursuit for PCA, LP, SOCP and SDP problems in a unified manner. These problems appear
in the context of signal processing, ranking as in Netflix problem [46], biomedical imaging [1], and
homeland security applications in surveillance.
Let σ : Rm×n → Rmin{m,n}+ be a function returning singular values of its argument, the matrix
norm ‖σ(.)‖α denote either the Frobenius, the nuclear, or the `2-operator norm, the vector norms
‖.‖β and ‖.‖γ denote either the `1-norm, `2-norm or the `∞-norm; A(.), C(.), D(.), F(.) and G(.) are
linear operators from Rm×n to vector spaces of appropriate dimensions and F be a strongly convex
function. All the optimization problems we mentioned above are special cases of the following
optimization problem
minX∈Rm×n{µ1‖σ(X)‖α + µ2‖C(X)− d‖β + 〈R,X〉+ F (X) : X ∈ S}, (1.3)
where S can be one of the following sets
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S1 = {X ∈ Rn×n : D(X) = c},
S2 = {X ∈ Rn×n : ‖A(X)− b‖γ ≤ δ},
S3 = {X ∈ Rn×n : ‖G(X)− g‖2 ≤ 〈H,X〉 − h},
S4 = {X ∈ Rn×n : F(X)  G}.
This unified optimization formulation reveals that FALC can solve “sparse” optimization with very
general side constraints involving linear equalities, conic and norm-ball type inequalities provided
that a feasible point given at the beginning of the algorithm. Moreover, if we are provided with
X0 ∈ Rm×n such that X0 ∈
⋂4
i=1 Si, then FALC can also solve (1.3) with the feasible set S =⋂4
i=1 Si.
In Chapter 5, we extend the results obtained in the previous chapters to the more general
problem (1.3) by showing that FALC converges to an optimal solution X∗ of the problem (1.3) and
for all small enough  > 0, the iterates X(k) computed by FALC are -feasible and -optimal after
O( log(−1)) FALC iterations, which require at most O(−1) SVDs. In numerical experiments we
notice that each iteration requires only a small constant (2 ∼ 4) number of SVDs.
1.1.4 First-order algorithms for stable principal component pursuit problem




{‖X‖∗ + ξ ‖S‖1 : ‖X + S −D‖F ≤ δ}, (1.4)
where D ∈ Rm×n, is corrupted with a dense error matrix, ζ0 such that ‖ζ0‖F ≤ δ. Problem (1.4)
has applications in video surveillance, face recognition, latent semantic indexing, and ranking and
collaborative filtering. The stable principal component pursuit (SPCP) problem is a non-smooth
convex optimization problem, the solution of which has been shown both in theory and in practice
to enable one to recover the low rank and sparse components of a matrix whose elements have been
corrupted by Gaussian noise. In Chapter 6, we first show how several existing first-order methods
can be applied to this problem very efficiently. Specifically, we show that the subproblems that
arise when applying optimal gradient methods of Nesterov, alternating linearization methods and
alternating direction augmented Lagrangian methods to the SPCP problem either have closed-form
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solutions or have solutions that can be obtained with very modest effort. Later, we develop a new
first order algorithm, NSA, based on partial variable splitting. All but one of the methods analyzed
require at least one of the non-smooth terms in the objective function to be smoothed and obtain an
-optimal feasible solution to the SPCP problem in O(−1) iterations. NSA, which works directly
with the fully non-smooth objective function, is proved to be convergent under mild conditions
on the sequence of parameters it uses. Our computational tests show that the latter method,
NSA, although its complexity is not known, is the fastest among the four algorithms described
and substantially outperforms ASALM [48], the only existing method for the SPCP problem. To
best of our knowledge, an algorithm for the SPCP problem that has O(1/) iteration complexity
to obtain an -optimal solution and has a per iteration complexity equal to that of a singular value
decomposition is given for the first time; and the algorithms proposed in Chapter 6 are the only
ones in the literature for SPCP problem that generate feasible iterates at each each iteration.
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Chapter 2
Preliminaries
In this chapter we state and briefly discuss Nesterov’s algorithm [45] and Tseng’s Algorithm 3
in [50] that are the starting point for our work. Let E denote a finite dimensional real vector
space with a norm ‖.‖. The space of linear functionals on E is denoted by E∗ with dual norm
‖s‖∗ := sup‖x‖≤1 〈s, x〉, where 〈s, x〉 denotes the value of s ∈ E∗ at x ∈ E . Let h : E → R
be a differentiable and strongly convex function with convexity parameter c > 0, i.e. h(y) ≥
h(x) + 〈∇h(x), y − x〉 + c2‖y − x‖2 for all x, y ∈ domh. In this thesis, we will refer to a function
h(.) with these properties as a prox function.
2.1 Nesterov’s algorithm




where f : E → R is convex on a closed convex set Q ⊂ E and it has a Lipschitz continuous gradient,
∇f : Q→ R, with constant L, i.e.
‖∇f(y)−∇f(x)‖∗ ≤ L ‖y − x‖ ∀x, y ∈ Q. (2.2)
Assume that minx∈Q h(x) = 0. Algorithm NESTEROV in Figure 2.1 is the Nesterov’s algorithm
in [45] and Lemma 2.1.1 gives the iteration complexity of Algorithm NESTEROV.
CHAPTER 2. PRELIMINARIES 13
Lemma 2.1.1 Let f : E → R be differentiable and convex on a closed convex set Q ⊂ E. Suppose
that ∇f is Lipschitz continuous with constant L. Fix  > 0 and let {x(`), y(`), z(`)}`∈Z be the
sequence generated by Algorithm NESTEROV displayed in Figure 2.1. Then we have f(y(`)) ≤
minx∈Q f(x) +  whenever ` ≥
√
4L
c h(xs)− 1, where xs ∈ argminx∈Q f(x).
Proof: See Theorem 2 in [45].
Algorithm NESTEROV
1: input: a prox function h(.), x(0) ∈ E such that x(0) ∈ argminx∈Q h(x)
2: `← 0
3: while ` ≥ 0 do






‖y − x(`)‖2 : y ∈ Q
}










h(z) : z ∈ Q
}





7: `← `+ 1
8: end while
Figure 2.1: Nesterov Algorithm
2.2 Accelerated proximal gradient algorithm




p(x) + f(x), (2.3)
where p : E → R and f : E → R are proper, lower semicontinuous (lsc), convex functions and F ⊂ E
is such that xs ∈ F for some xs ∈ argminx∈ E p(x) + f(x). We assume that dom p is closed, f
is differentiable on an open set containing dom p and ∇f is Lipschitz continuous on dom p with
constant L. If F is not given, then all the minimizations below can be carried out as unconstrained,
i.e. F = E .
Given x(0) ∈ dom p and F ⊂ E as defined above, Algorithm APG displayed in Figure 2.2
shows each step of Algorithm 3 in [50] for solving (2.3) when {X`}`∈Z+ in [50] are set as follows:
X` := F for all ` ≥ 0. One way to choose x(`+1) in line 8 of Algorithm APG is to set it
to xˆ(`+1), i.e. x(`+1) ← xˆ(`+1). Another way, proposed in [50], is to set x(`+1) by solving an
unconstrained problem, i.e. x(`+1) ← argminx∈E H(`)(x), where H(`)(x) is defined in line 7 of
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Algorithm APG. Clearly both selections satisfy the condition H(`)(x(`+1)) ≤ H(`)(xˆ(`+1)) given
in line 8 of Algorithm APG.
Algorithm APG
1: input: a prox function h(.), x(0) ∈ dom p and F ∈ E such that
xs ∈ F for some xs ∈ argminx∈ E p(x) + f(x)
2: z(0) ← argminx∈dom p h(x), ϑ(0) ← 1, `← 0
3: while ` ≥ 0 do
4: y(`) ← (1− ϑ(`))x(`) + ϑ(`)z(`)












h(z) : z ∈ F
}
6: xˆ(`+1) ← (1− ϑ(`))x(`) + ϑ(`)z(`+1)












10: `← `+ 1
11: end while
Figure 2.2: Accelerated Proximal Gradient Algorithm
































x(`+1) ← xˆ(`+1). (2.6)
Please note that unlike two update rule suggested in [50], i.e. (2.5) and (2.6), in Chapter 4 and
Chapter 6, we use the first update rule, i.e. (2.4). In (2.4), we solve a constrained problem to
compute x(`+1), i.e. x(`+1) ← argminx{H(`)(x) : x ∈ F}. Using induction, it is easy to show that
the condition given in line 8 of Algorithm APG is still true when update rule (2.4) is used for
all ` ≥ 1, which is needed for the proof of Lemma 2.2.1. Therefore, the result of Lemma 2.2.1
continues to hold with this modification.
Next, Lemma 2.2.1 gives the iteration complexity of Algorithm APG.
Lemma 2.2.1 Let p : E → R and f : E → R be a proper, lower semicontinuous (lsc), con-
vex functions satisfying above assumptions and F ⊂ E be such that xs ∈ F for some xs ∈
argminx∈ E p(x) + f(x). Assume that h is differentiable on an open set containing dom p and
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minx∈dom p h(x) = 0. Fix  > 0 and let {x(`), y(`), z(`)}`∈Z be the sequence generated by Algo-





Proof: See Corollary 3 in [50] for the details of proof.
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Part I
First Order Methods for Sparse
Optimization
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Chapter 3
Smoothed Penalty Method for
Compressed Sensing
3.1 Introduction
In this part of the thesis, we briefly discuss and compare with ours, the existing first-order algorithms
for solving the basis pursuit problem
min
x∈Rn
‖x‖1 subject to Ax = b, (3.1)
where `1-norm ‖x‖1 =
∑n
i=1 |xi|, xi denotes the i-th component of the vector x ∈ Rn, b ∈ Rm,
A ∈ Rm×n and the number of equations m  n. This problem can be reformulated into a linear
program (LP) and therefore, can, in theory, be solved efficiently.
LPs of the form (3.1) have recently attracted a lot of attention since they serve as the basis for
a new signal processing paradigm known as compressive sensing (CS) [13, 14, 15, 22]. The goal
in CS is to recover a sparse signal x∗ from a small set of linear measurements or transform values
b = Ax∗.
In the last decade, CS has attracted many researchers from various diverse fields. It has found
many applications in biomedical imaging; just to name a few examples, in [1, 43] CS has been
used to reduce patient time spent in magnetic resonance imaging (MRI) and to cut down the
radiation exposure in computed tomography imaging (CT) while the diagnostic image quality is
almost preserved. Specifically, CT is one of the most popular diagnostic tools available to medical
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professionals. However, its diagnostic power comes at a cost of significant radiation exposure. For
a fixed level of current in the X-ray tube, the amount of radiation exposure is proportional to the
number of angular measurements necessary to successfully reconstruct the imaged volume. CS
on the other hand is a technique that allows one to reconstruct signals from a very reduced set
of samples provided that the target signal is compressible in an appropriately defined transform
domain. Combining the two gives clinicians the benefits of CT while at the same time limiting the
risk posed by excessive radiation. The main difficulty in applying CS to CT is that the Fourier
(frequency) domain values cannot be directly obtained. In [1], we formulate the computed tomog-
raphy reconstruction problem within a compressed sensing framework using partial pseudo-polar
Fourier transform. Simulated results indicate that the number of angular projections and hence
the associated radiation can be cut by a factor of 4 to 8 without noticeable loss of image quality.




‖x‖0 subject to Ax = b, (3.2)
where the `0-norm ‖x‖0 =
∑n
i=1 1(xi 6= 0) and 1(.) is the indicator function that outputs 1 if its
argument is true; and 0 otherwise. Recently, Candes, Romberg and Tao [13, 14, 15] and Donoho [22]
have shown that when the target signal x∗ is s-sparse, i.e. only s of the n components are non-
zeros, and the measurement matrix A satisfies some regularity conditions, the sparse signal can be
recovered by solving the LP (3.1) with probability 1 − O(e−γn) for some γ > 0 provided that the
number of measurements m = O(s ln(n)). Thus, in theory, the sparse signal can be recovered very
efficiently.
However, in practice, solving the LP (3.1) is hard. This is because the constraint matrix A is
large and dense, and the LPs are often ill-conditioned. Thus, general purpose simplex-based LP
solvers are not able to efficiently solve (3.1). In typical CS applications, the problem dimension is
large – n ≈ 106; therefore, general purpose interior point methods that require factorization of an
m× n matrix are not practical for solving LPs that arise in CS applications.
The measurement matrix A in CS applications has a lot of structure that can be exploited
by special purpose algorithms. For example, in many applications A is a partial discrete cosine
transform matrix, i.e. measurement b = Ax∗ is the value of the discrete cosine transform (DCT)
of the signal x∗ for a small set of frequencies. Consequently, Ax and AT y can be computed very
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efficiently using the Fast Fourier Transform (FFT) for any x ∈ Rn and y ∈ Rm. In some other
applications A is a partial wavelet matrix; once again Ax and AT y can be computed efficiently by
using forward and inverse wavelet transforms. A number of different recently proposed algorithms
exploit this structural fact to efficiently solve (3.1). One class of these algorithms solve (3.1) in









Figueiredo, Nowak and Wright [27] propose the gradient projection for sparse reconstruction (GPSR)
algorithm that uses gradient projection method with Barzilai-Borwein steps to solve (3.3). Hale,
Yin and Zhang [29, 30] propose solving (3.3) using fixed point continuation (FPC) algorithm that
embeds soft-thresholding (IST) algorithm [20] in a continuation strategy. Wen, Yin, Goldfarb and
Zhang [52] improve the performance of FPC by adding an active set (AS) step. Yin, Osher, Gold-
farb and Darbon [55] solve (3.3) using Bregman iterative regularization. In this algorithm one









for a fixed penalty multiplier λ¯ > 0, where b(k) are obtained by suitably updating the measurement
vector b. This method utilizes FPC for solving the unconstrained subproblems (3.4). Yang and
Zhang [54] proposed algorithm YALL1, which uses alternating direction minimization technique,
to solve different problems encountered in CS: (3.1), (3.3) and the constrained form
min ‖x‖1,
s.t. ‖Ax− b‖2 ≤ δ,
(3.5)
for a given noise parameter δ > 0 when the measurement vector b ∈ Rm contains noise. GPSR,
FPC and FPC-AS only converge to the optimal solution of (3.3). There are no known continuation
schemes that ensure that these algorithm converge to the solution of (3.1). Bregman iteration
based methods [55] and YALL1 [54] provably converge to the optimal solution of the basis pursuit
problem (3.1); however, their convergence rates are unknown.
Other algorithms for the basis pursuit problem include an iterative solver in an interior-point
framework [34], and an accelerated projected gradient method [21]. In [51], Van den Berg and
Friedlander adapt the nonmonotone spectral projected gradient algorithm to efficiently solve the
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least absolute shrinkage and selection operator (LASSO) subproblem Ψ(t) = min{‖Ax − b‖2 :
‖x‖1 ≤ t} and then update the LASSO parameter t using a Newton step to solve the relaxed basis
pursuit problem (3.5). The algorithm in [51] provably converges to the optimal solution of the
relaxed problem (3.5); however, the convergence rate is again unknown.
In [4], Aybat and Iyengar proposed a first-order smoothed penalty algorithm (SPA) to solve the
sparse recovery problem (3.1). SPA employs Nesterov’s optimal gradient method for non-smooth
convex optimization [45] to solve the penalty subproblems. SPA solves (3.1) by inexactly solving a











µ (x) is a smooth approximation of ‖x‖1, f (k)ν (x) is a smooth approximation of ‖Ax−b‖2 and
η(k) > 0 is a suitably chosen bound on the `2-norm of an optimal solution of the k-th subproblem.
The subproblems are solved using Nesterov’s optimal algorithm for simple sets [44, 45]. An iteration
of Nesterov’s algorithm involves computing the gradient λ(k)∇p(k)µ (x) +∇f (k)ν (x), and solving two










The optimal solution to this proximal gradient descent step reduces to projecting the unconstrained
solution z − 1Lc onto an `2-ball. In [4] it was shown that the complexity of computing gradient
λ(k)∇p(k)µ (x) + ∇f (k)ν (x) is dominated by the time of computing AT (Ax − b), and can, therefore,
be computed efficiently in the CS context. SPA converges to an optimal solution x∗ of (3.1), i.e.
x∗ ∈ argmin{‖x‖1 : Ax = b} and that there exist a priori fixed parameter settings such that,
for all small enough , the SPA iterates x(k) are -feasible, i.e. ‖Ax(k) − b‖2 ≤ , and -optimal,∣∣ ‖x(k)‖1 − ‖x∗‖1∣∣ ≤ , after O˜ (log (−1)) SPA iterations that requires O˜ (− 32) Nesterov iterations
in the worst case, where the complexity of each Nesterov iteration is either O (n log(n)) or O(n2)
depending on the complexity of vector multiplication with A.
Becker, Bobin and Cande`s have independently proposed NESTA [7] for solving the the relaxed
`1-minimization problem (3.5) and, by setting δ = 0, the basis pursuit problem (3.1). NESTA,
which is a direct application of Nesterov’s algorithm [45] for non-smooth convex functions to (3.5),
computes an -optimal solution for (3.5) in O(1 ) Nesterov iterations, where each Nesterov iteration
involves computing the gradient of suitably smoothed version of the `1-norm ‖x‖1 and solving an
CHAPTER 3. SMOOTHED PENALTY METHOD FOR COMPRESSED SENSING 21










See [45] and Section 3.2 for details on the smoothing and the optimization problem for Nesterov
update. When ATA is an orthogonal projector, i.e. the rows of A are orthonormal (as is the case
when A is a partial Fourier or DCT matrix), solving (3.6) requires one to compute one matrix-
vector multiplication of the form Ax and one of the form AT y, and is, therefore, very efficient
in the CS context. However, when ATA is not orthogonal projector (as is the case when the
measurement matrix A is a Gaussian matrix or when it corresponds to a partial non-orthogonal
wavelet transform or the partial pseudo-polar Fourier transform that arises in the context of CT
imaging [1]) the complexity of the update step is O(n3) and is, therefore, prohibitive for practical
applications. NESTA can be embedded in a continuation scheme that allows one to obtain a
solution with any desired accuracy.
In Chapter 4 (see also [2]) we propose the First-Order Augmented Lagrangian (FAL) algo-
rithm that computes a solution to (3.1) by inexactly solving a sequence of augmented Lagrangian




λ(k)‖x‖1 + ‖Ax− b− λ(k)θ(k)‖22
}
,
where λ(k) → 0, θ(k) is a Lagrange multiplier for the equality constraints and η(k) is a suitably chosen
bound on the `1-norm of an optimal solution of the k-th subproblem. In FAL the subproblems are
inexactly solved using an infinite-memory algorithm [50], which is inspired by the FISTA framework
introduced in [6] and Nesterov’s infinite memory algorithm in [45]. FAL converges to an optimal
solution x∗ of the basis pursuit problem and for all  > 0, the iterates x(k) computed by our
algorithm are -feasible and -optimal after O (log (−1)) FAL iterations, which requires O (κ2(A) )
iterations of Tseng’s algorithm in the worst case, where κ(A) := σmax(A)σmin(A) is the condition number
of A; and the computational complexity of each iteration in Tseng’s algorithm is dominated by
computing matrix-vector multiplications of the form AT (Ax− b).
Since FAL exploits many structural properties of the `1-norm, it has better theoretical properties
and better practical performance for the basis pursuit problem than those of SPA. On the other
hand, SPA can be extended easily to solve a more general class of problems with non-smooth convex




{p(x) : ‖Ax− b‖γ ≤ δ}.
In this formulation, p(x) = maxu∈U φ(x, u), where U is a compact convex set, φ : Rn × U → R
is a continuous function such that φ(., u) is convex and differentiable for all u ∈ U and φ(x, .) is
linear for all x ∈ Rn. To give an example, finding saddle points for matrix games [45] is of the form
we discussed above: minx∈∆1, Ax=b maxu∈∆2{uTQx + cx1 + cT2 u} for some Q ∈ Rm×n, c1 ∈ Rn and
c2 ∈ Rm, where ∆1 = {x ∈ Rn : 1Tx = 1, x ≥ 0} and ∆2 = {u ∈ Rm : 1Tu = 1, x ≥ 0} are unit
simplices. While SPA can solve the saddle point problem above, FAL cannot.
The main contributions of this chapter are as follows:
(a) We show that SPA converges to an optimal solution x∗ of (3.1), i.e. x∗ ∈ argmin{‖x‖1 :
Ax = b}. See Theorem 3.2.1 and Corollary 3.2.1 for details. In order for the algorithm to be
efficient, we only require that the matrix-vector product Ax and AT y be computed efficiently;
in particular, we do not require that A has orthonormal rows. This implies that our algorithm
can be used to recover compressed CT scans [1] where ATA is not an orthogonal projector.
(b) We show an explicit bound on the degree of sub-optimality
∣∣ ‖x(k)‖1 − ‖x∗‖1∣∣ for any iterate
x(k). Thus, the user can stop the algorithm at any iteration k with a guarantee on the sub-
optimality. See Theorem 3.2.2 for details. Using this result we also establish a convergence
rate for the algorithm. We show that there exist a priori fixed parameter settings such that,
for all small enough , the iterates x(k) computed by our algorithm are -feasible, i.e. ‖Ax(k)−
b‖2 ≤ , and -optimal,
∣∣ ‖x(k)‖1 − ‖x∗‖1∣∣ ≤ , after O˜(log(− 32 )) SPA iterations that require
O˜(− 32 ) Nesterov iterations in the worst case, where the complexity of each Nesterov iteration
is dominated by computing Ax and AT y for some x and y; and which is O(n log(n)) when A
is a partial DCT or DFT matrix. See Theorem 3.2.3 for details.
(c) The SPA algorithmic framework is very flexible. One can change the penalty ‖Ax−b‖2 to either
‖Ax−b‖1 or ‖Ax−b‖∞ without affecting any aspect of the theoretical or practical performance.
The framework easily extends to the relaxed recovery problem min{‖x‖1 : ‖Ax−b‖p ≤ δ}, where
p = 1, 2,∞.
The rest of the chapter is organized as follows. In Section 3.2 we motivate SPA and discuss its
convergence properties. In Section 3.3 we discuss extension of SPA to related optimization problems.
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In Section 3.4 we discuss some implementation details and show SPA in full detail. In Section 3.5
we report the results of our numerical experiments.
3.2 Convergence properties of SPA
Let σmin(A) and σmax(A) denote the smallest and the largest singular values of the measurement
matrix A ∈ Rm×n, respectively. We assume that A has full row rank; consequently, AT has full
column rank. Let x∗ ∈ <n denote an optimal solution of the basis pursuit problem (3.1), i.e.
x∗ ∈ argminx{‖x‖1 : Ax = b}.




λ‖x‖1 + ‖Ax− b‖2
}
, (3.7)
with λ ↘ 0. Since f(x) = ‖Ax − b‖2 is an exact penalty function for the feasible region of (3.1),
there exists λ∗ > 0 such that the optimal solution x∗ of (3.1) is also optimal for (3.7) for all
λ ≤ λ∗ < ∞. However, both ‖x‖1 and f(x) are non-smooth convex functions of x; consequently,
sub-gradient based optimization methods for (3.7) are likely to perform poorly. We propose an
algorithm that computes an optimal solution for basis pursuit problem (3.1) by solving a sequence
of appropriately “smoothed” version of (3.7). The smoothing and the algorithm builds on the work
of Nesterov [45]. Since we solve a smoothed version of the penalized optimization problem (3.7), we
are not guaranteed that the optimal solution x∗ of (3.1) is a solution of the smoothed optimization
problem for some λ > 0.








where µ > 0. The optimal u for a particular x, denoted by ux, is given by









1 x > 0,
0 x = 0,
−1 x < 0.
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The smoothed function pµ(x) =
∑n




2µ , 0 ≤ |y| ≤ µ,
|y| − µ2 , µ < |y|,
(3.10)
denotes the Hu¨ber penalty function used in robust statistics [32]. The function pµ(x) is convex
with a Lipschitz continuous gradient ∇pµ(x) = ux with the Lipschitz constant Lpµ = 1µ .
We smooth the exact penalty function f(x) = ‖Ax− b‖2 by setting
fν(x) = max{w∈Rm:‖w‖2≤1}
{




= Hν(‖Ax− b‖2), (3.11)




ν , ‖Ax− b‖2 ≤ ν,
Ax−b
‖Ax−b‖2 , ‖Ax− b‖2 > ν.
(3.12)
Note that ‖wx‖2 = min{1, ν−1‖Ax− b‖2}, and when ‖wx‖2 < 1 we must have wx = ν−1(Ax− b).
The function fν(x) is convex and has Lipschitz continuous gradient ∇fν(x) = ATwx with the
Lipschitz constant Lfν =
σ2max(A)
ν since σmax(A) = max{‖u‖2≤1,‖v‖2≤1}{uTAv}. Moreover, the penalty
fν(x) ≥ 0 for all x ∈ Rn and ν > 0.
One can smooth p(x) (resp. f(x)) using any strongly convex function d1(u) (resp. d2(w)) for
which the maximization problem defining pµ(x) (resp. fν(x)) can be solved in closed form. We chose
d1(u) =
1
2‖u‖22 (resp. d2(w) = 12‖w‖22) because ux (resp. wx) has a very simple structure which
allows us to establish convergence results easily. See [45] for details of the smoothing technique.









for a suitably chosen sequence {(µ(k), ν(k), λ(k), η(k))}k∈Z+ .
For all k ≥ 1, define P (k)(x) := λ(k)p(k)µ (x) + f (k)ν (x) and let x(k)∗ ∈ argminx∈Rn P (k)(x). Al-
gorithm SPA displayed in Figure 3.1 gives the outline (see Algorithm SPA-Implementable
given in Figure 3.2 for an implementable version of SPA). This is the version we use for the estab-
lishing the theoretical properties of the algorithm. The algorithm takes a sequence of multipliers{
(µ(k), ν(k), (k), τ (k), λ(k))
}
k∈Z+ as an input. In Section 3.4 we describe how we set these multipliers.
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In each iteration of SPA, we call Algorithm NESTEROV, displayed in Figure 2.1. Using
Algorithm NESTEROV, which requires an initial iterate and a prox function as inputs, one can
solve minx∈Rn{f(x) : x ∈ Q}, where f : Rn → R is a convex function with Lipschitz continuous
gradient and Q ⊂ Rn is a closed convex set. In the k-th SPA iteration, we run Algorithm NES-
TEROV on the problem minx∈Rn{P (k)(x) : ‖x‖2 ≤ η(k)} with the initial iterate x(k−1) and the
prox function h(k)(x) := 12‖x − x(k−1)‖22 to compute x(k) such that ‖x(k)‖2 ≤ η(k), and one of the
following conditions holds:
(a) P (k)(x(k)) ≤ infx∈Rn P (k)(x) + (k),
(b) ‖∇P (k)(x(k))‖2 ≤ τ (k).
(3.14)








and F (k) := {x ∈ Rn : ‖x‖2 ≤ η(k)} is a closed convex set, Lemma 2.1.1





Nesterov iterations. In Lemma 3.2.1 we give




µ(k), ν(k), λ(k), (k), τ (k)
)}
k∈Z+
2: x(0) ← arg min{‖x‖2 : Ax = b}
3: k ← 0
4: while (Stopping Criterion is false) do
5: k ← k + 1
6: P (k)(x) := λkp
(k)
µ (x) + f
(k)
ν (x)
7: h(k)(x) := 1
2
‖x− x(k−1)‖22
8: η(k) ← p(k)µ (x(0)) + µ(1)n2
9: F (k) := {x ∈ Rn : ‖x‖2 ≤ η(k)}
10: Use Algorithm NESTEROV displayed in Figure 2.1 with initial iterate x(k−1) and prox function h(k) to
compute x(k) ∈ F (k) such that
11: either
12: P (k)(x(k)) ≤ infx∈Rn P (k)(x) + (k)
13: or
14: ‖∇P (k)(x(k))‖2 ≤ τ (k)
15: end while
16: return x(k)
Figure 3.1: Outline of Smoothed Penalty Algorithm (SPA)
In the rest of this section, we establish theoretical properties of SPA. Given  > 0, let NSPA(),
SPA iteration count, denote the number of times Algorithm NESTEROV is called within Al-
gorithm SPA until an -optimal and -feasible solution to (3.1) is found. During the k-th call,
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Algorithm NESTEROV inexactly solves (3.13), which we call the “k-th subproblem”. Let N (k)
denote the number of iterations of Algorithm NESTEROV until one of the stopping criteria in
(3.14) is met. Finally, let Ninner be the total number of Algorithm NESTEROV iterations until




Theorem 3.2.1 Let χ := {x(k)}k∈Z+ denote the sequence of iterates generated by Algorithm SPA
displayed in Figure 3.1, for a fixed sequence
{
(µ(k), ν(k), (k), τ (k), λ(k))
}
k∈Z+ such that
(i) Smoothing parameter for ‖x‖1: µ(k) ↘ 0,
(ii) Smoothing parameter for f(x): ν(k) ↘ 0,
(iii) Penalty multiplier: λ(k) ↘ 0,
(iv) Approximate optimality parameters: (k) ↘ 0 such that (k)
λ(k)




Then, χ is a bounded sequence and any limit point x¯ of this sequence is an optimal solution of the
basis pursuit problem (3.1).
Proof: Fix k ≥ 1. Then
‖x(k)∗ ‖2 ≤ ‖x(k)∗ ‖1 ≤ p(k)µ (x(k)∗ ) + µ(k)n2 ≤ 1λ(k)P (k)(x
(k)














where the first inequality follows from ‖.‖2 ≤ ‖.‖1, the second inequality holds because the optimal
ux in (3.9) satisfies ‖ux‖22 ≤ n, the third inequality follows from f (k)ν (x) ≥ 0 for all x ∈ Rn, the
fourth inequality uses the definition x
(k)
∗ ∈ argminx∈Rn P (k)(x), and the final inequality follows
from the fact that fν(x
(0)) = 0 since Ax(0) = b and µ(1) ≥ µ(k) for all k ≥ 1. Thus, we can
restrict the iterate x(k) ∈ F (k) = {x ∈ Rn : ‖x‖2 ≤ η(k)} without any loss of generality. Moreover,
since p
(k)
µ (x) ≤ ‖x‖1 for all x ∈ Rn and µ(k) ↘ 0, it follows that η(k) ≤ ‖x(0)‖1 + µ(1)n2 for all
k ≥ 1. Therefore, sequence {x(k)}k∈Z+ is bounded and has a limit point. Let x¯ denote any limit
point of this sequence and let K ⊂ Z+ denote a subsequence such that limk∈K x(k) = x¯. Along the
subsequence K, we have one of the following three possibilities:
(i) eventually all iterates x(k) satisfy the -optimality stopping condition (3.14)(a),
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(ii) eventually all iterates x(k) satisfy the gradient stopping condition (3.14)(b),
(iii) for all k, there exists ka > k and kb > k such that the iterate x
(ka) satisfies the -optimality
stopping condition (3.14)(a), and x(kb) satisfies the gradient stopping condition (3.14)(b).
Thus, we are guaranteed that we either have a sub-sequence Ka ⊂ K such that for all k ∈ Ka, x(k)
satisfies -optimality stopping condition (3.14)(a); or we have a subsequence Kb ⊂ K such that for
all k ∈ Kb, x(k) satisfies the gradient stopping condition (3.14)(b). We consider each of these two
cases below.
(a) There exists subsequence Ka ⊂ K such that for all k ∈ Ka, x(k) satisfies -optimality stopping
condition (3.14)(a). Since P (k)(x(k)) ≤ P (k)(x(k)∗ ) + (k), it follows that



















Since x∗ ∈ argmin{‖x‖1 : Ax = b} satisfies Ax∗ = b, all the bounds in (3.15) hold when x(0)
replaced by x∗. Thus, for all k ∈ Ka







Since µ(k) ↘ 0, (k)
λ(k)














Since pµ(.) ≥ 0 for all µ > 0,
0 ≤ f (k)ν (x(k)) ≤ P (k)(x(k)) ≤ P (k)(x(k)∗ ) + (k) ≤ P (k)(x∗) + (k) ≤ λ(k)‖x∗‖1 + (k). (3.18)
The penalty fν(x) = Hν(‖Ax−b‖2) (see (3.11)), where Hν(.) denotes the Hu¨ber function given
in (3.10). Since supx∈R |Hν(k)(x)− |x|| ≤ ν
(k)
2 , it follows that limk∈Ka Hν(k)(‖Ax(k) − b‖2) =
‖Ax¯ − b‖2. Since µ(k) ↘ 0 and λ(k) ↘ 0, taking the limit of both sides of (3.18) along the
sub-sequence Ka, it follows that
‖Ax¯− b‖2 = lim
k∈Ka
f (k)ν (x
(k)) ≤ 0. (3.19)
Thus, from (3.19), (3.17) and the fact that x∗ ∈ argmin{‖x‖1 : Ax = b}, it follows that x¯ is
an optimal solution for the basis pursuit problem (3.1).
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(b) There exists a sub-sequence Kb ⊂ K such that, for all k ∈ Kb, x(k) satisfies the gradient stopping
condition (3.14)(b). The gradient ∇P (k)(x(k)) = λ(k)u(k) +ATwk where u(k) satisfies (3.9) with
x = x(k) and µ = µ(k), and w(k) satisfies (3.12) with x = x(k) and ν = ν(k). Therefore, for all
k ∈ Kb,
‖∇P (k)(x(k))‖2 = ‖λ(k)u(k) +ATwk‖2 ≤ τ (k).
Since ‖u(k)‖2 ≤
√
n, it follows that
‖ATw(k)‖2 ≤ τ (k) + λ(k)‖u(k)‖2 ≤ τ (k) + λ(k)
√
n.
Hence, limk∈Kb ‖ATw(k)‖2 = 0, or equivalently limk∈Kb ATw(k) = 0. Since AT is assumed to
have a full column rank, it follows that limk∈Kb w
(k) = 0.
Thus, ∃K > 0 such that ‖w(k)‖2 < 1 for k ∈ Kb ∩ {` ∈ Z+ : ` ≥ K}. Recall that (3.12)
implies that ‖w(k)‖2 = min{1, 1ν(k) ‖Ax(k) − b‖2}. Therefore, when ‖w(k)‖2 < 1, we must
have w(k) = 1
ν(k)
(Ax(k) − b), i.e. Ax(k) − b = ν(k)w(k). Consequently, limk∈Kb w(k) = 0 and
limk∈Z+ ν(k) = 0 together imply
Ax¯ = b. (3.20)
Next, we show that x¯ is a Karush-Kuhn-Tucker (KKT) point, and is, therefore, optimal. For
all k ≥ 1, ‖∇p(k)µ (x(k))‖∞ = ‖u(k)‖∞ ≤ 1. Therefore, there exists a vector g¯ ∈ Rn and a
subsequence K′b ⊂ Kb such that
lim
k∈K′b
u(k) = g¯. (3.21)
Since limk∈K x(k) = x¯ and (3.21) holds, it follows that g¯ ∈ ∂‖x‖1 |x=x¯, i.e.
g¯(i) =
 sign(x¯(i)) |x¯(i)| 6= 0,∈ [−1, 1] x¯(i) = 0.
Let θ(k) = −w
(k)
λ(k)
. Since ∇P (k)(x) = λ(k)u(k) + ATw(k), we have that AT θ(k) = u(k) −
1
λ(k)
∇P (k)(x(k)). From the assumption AT has full column rank, θ(k) = (AAT )−1A(u(k) −
1
λ(k)




= 0. And since (3.21) implies that limk∈K′b u
(k) exists, it follows that
θ¯ = limk∈K′b θ
(k) exists and we have
g¯ = AT θ¯. (3.22)
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From (3.20) and (3.22), it follows that x¯ is a KKT point for the basis pursuit problem (3.1).
Since ‖x‖1 is convex, the optimization problem (3.1) is a convex programming problem with
equality constraints and the KKT conditions are sufficient for optimality. Therefore, we can
conclude that x¯ is an optimal solution for (3.1).
In compressed sensing exact recovery occurs only when minx∈Rn{‖x‖1 : Ax = b} has a unique
solution. The following Corollary establishes that SPA converges to this solution.
Corollary 3.2.1 Suppose the basis pursuit problem minx∈Rn{‖x‖1 : Ax = b} has a unique optimal
solution. Let {x(k)}k∈Z+ denote the sequence of iterates generated by Algorithm SPA displayed
in Figure 3.1 when the sequence
{
(µ(k), ν(k), (k), τ (k), λ(k))
}
k∈Z+ satisfies all the conditions in The-
orem 3.2.1. Then limk→∞ x(k) = x∗ where x∗ = argmin{‖x‖1 : Ax = b}.
Theorem 3.2.1 and Corollary 3.2.1 continue to hold when we penalize the infeasibility by the `1 or
the `∞-norm. Therefore, the version of SPA that uses `1 or `∞ penalty also recovers the optimal
solution.
In order to minimize a convex function f with a Lipschitz continuous gradient over the simple
constraint set of the form F := {x ∈ Rn : ‖x‖2 ≤ η}, in every iteration of the Nesterov’s optimal










where c is a function of the gradients of the function f computed in all the previous iterates and
L denotes the Lipschitz constant of the gradient of the function f . Therefore, in each Algo-
rithm NESTEROV iteration the update step reduces to x = η





quently, the most expensive step of Algorithm NESTEROV when used in SPA is computing
the gradient, ∇P (k)(x) which involves matrix multiplications of the form AT (Ax− b).
Lemma 3.2.1 The number of iterations Algorithm NESTEROV, displayed in Figure 2.1, does
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denotes the Lipschitz constant for ∇P (k). The computational complexity
of each iteration is bounded by the complexity of computing AT (Ax− b) for an arbitrary x ∈ Rn.
Remark 3.2.1 Algorithm NESTEROV guarantees the bound (3.23) for all initial starting
points for the k-th subproblem. We are not able to take advantage of the fact that the particular
initial point x(k−1) for the k-th subproblem is close to an optimal solution for the k-th subproblem
since P (k−1)(x) ≈ P (k)(x) for all x.
Proof: In the k-th SPA iteration, we apply Algorithm NESTEROV to the optimization
problem minx∈Rn{P (k)(x) : ‖x‖2 ≤ η(k)} by setting the initial iterate to x(k−1) and the prox
function to h(k)(x) = 12‖x − x(k−1)‖2. Let {y(k,`)}`∈Z+ and {x(k,`)}`∈Z+ denote the sequences of
y-iterates and x-iterates computed by the Algorithm NESTEROV for the k-th subproblem. We
terminate and set x(k) = x(k,`) when ‖∇P (k)(y(k,`))‖2 ≤ τ (k) or terminate and set x(k) = y(k,`)
whenever we can guarantee P (k)(y(k,`)) ≤ P (k)(x(k)∗ ) + (k).
In this proof we will bound the number of Nesterov iterations required to compute an iterate
y(k,`) that satisfies the -optimality stopping condition P (k)(y(k,`)) ≤ P (k)(x(k)∗ ) + (k). The bound
we compute is clearly an upper bound on the number of Algorithm NESTEROV iterations
required to compute the iterate x(k), i.e. on N (k).
The convexity parameter of the prox-function h(k) is 1. Hence, Lemma 2.1.1 shows that









∗ ) ≤ 12(‖x
(k)




, it is guaranteed that y(k,`) is
(k)-optimal for all ` ≥ N¯ (k).
In each iteration of Algorithm NESTEROV, one has to compute one gradient ∇P (k)(xˆ)
for some xˆ and solve two optimization problems of the form min{cTx + L(k)2 ‖x − x˜‖22 : ‖x‖2 ≤
η(k)} for given c and x˜. From (3.12) and (3.9), it follows that the complexity of computing
the gradient ∇P (k)(xˆ) = λ(k)uxˆ + ATwxˆ is given by the complexity of computing the matrix-











can be computed in O(n) worst-case complexity, it follows that
the computational complexity of each Nesterov update step is bounded by the complexity of com-
puting AT (Axˆ− b) for an arbitrary xˆ.
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Next, we characterize the finite iteration performance of SPA. This analysis will lead to a conver-
gence rate result in Theorem 3.2.3.
Theorem 3.2.2 Let {x(k)}k∈Z+ denote the sequence of iterates generated by Algorithm SPA
displayed in Figure 3.1, where the multipliers τ (k) and (k) are chosen to satisfy τ (k) ≤
√
2L(k)(k),
for all k ≥ 1. Then for all k ≥ 1,

























‖Ax(k) − b‖2 ≤ ν(k).
Proof: Fix k ≥ 1. Suppose x(k) satisfies the -optimality stopping condition (3.14)(a), i.e.
P (k)(x(k)) ≤ infx∈Rn P (k)(x) + (k). Then the bound (3.16) in the proof of Theorem 3.2.1 implies
that







Now, suppose x(k) satisfies the gradient-stopping condition (3.14)(b). Since P (k) is convex, it
follows that P (k)(x∗) ≥ P (k)(x(k)) + ∇P (k)(x(k))T (x∗ − x(k)). Thus, Cauchy-Schwartz inequality
implies that
P (k)(x(k)) ≤ P (k)(x∗) + ‖∇P (k)(x(k))‖2‖x∗ − x(k)‖2 ≤ λ(k)‖x∗‖1 + τ (k)(‖x∗‖1 + η(k)). (3.26)
where the last inequality follows from the fact that p
(k)
µ (x) ≤ ‖x‖1 for all x, f (k)ν (x∗) = 0 because







≤ ‖x∗‖1 + τ
(k)
λ(k)









n < σmin(A). Since P
(k) is convex and has a Lipschitz continuous gradient with
the Lipschitz constant L(k), it follows that
1
2L(k)
‖∇P (k)(x)‖22 ≤ P (k)(x)− P (k)(x(k)∗ ),
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for all x ∈ Rn. When x(k) satisfies the (k)-optimality condition we are guaranteed that ‖∇P (k)(x(k))‖2
≤
√
2L(k)(k). Therefore, the iterate x(k) always satisfies ‖∇P (k)(x(k))‖2 ≤ max{
√
2L(k)(k), τ (k)}.
Since τ (k) ≤
√
2L(k)(k) for all k ≥ 1, we have ‖∇P (k)(x(k))‖2 ≤
√
2L(k)(k) for all k ≥ 1 and this,
in turn, implies that
‖∇f (k)ν (x(k))‖2 = ‖ATw(k)‖2 ≤ (
√





where the last inequality follows from the fact that ‖∇p(k)µ (x(k))‖∞ = ‖u(k)‖∞ ≤ 1. Since A has











Since ‖w(k)‖ < 1, (3.12) implies that w(k) = Ax(k)−b
ν(k)
, and therefore, ‖Ax(k) − b‖2 = ν(k)‖w(k)‖2 ≤
ν(k).





n < σmin(A). We establish a lower bound for ‖x(k)‖1 using the linear
programming duality. The following is a primal-dual pair of problems:
minx∈Rn ‖x‖1,
subject to Ax = b.
maxw∈Rm bTw,
subject to ‖ATw‖∞ ≤ 1.
Let w∗ denote the optimal dual solution. Then ‖x∗‖1 = bTw∗ and ‖ATw∗‖2 ≤
√




. Linear programming duality also implies that
minimize λ‖x‖1 + ‖Ax− b‖2
x ∈ Rn
maxw∈Rm λbTw,














n ≤ σmin(A), weak duality implies that minx∈Rn{λ(k)‖x‖1 +
‖Ax − b‖2} ≥ λ(k)bTw∗. Next, we relate the primal objective function with `1-norm and exact
penalty terms to the smoothed objective function of the k-th subproblem, i.e. P (k)(x).
min
x
P (k)(x) ≥ min
x
{
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Also,
P (k)(x(k)) = λ(k)p(k)µ (x
(k)) + f (k)ν (x
(k)),














< 1 implies that w(k) = Ax
(k)−b
ν(k)
and ‖Ax(k) − b‖2 ≤ ν(k). The lower bound follows from (3.28) and (3.30).
Theorem 3.2.1 and 3.2.2 reveal the relationship between four multipliers (µ(k), ν(k), (k), τ (k), λ(k))
used in SPA. For the convergence proof and finite iteration performance of SPA given in Theo-
rem 3.2.1 and Theorem 3.2.2 to be true at the same time, we should require that (k)/λ(k) → 0
and τ (k)/λ(k) → 0 as k → ∞ such that τ (k) ≤
√
2L(k)(k) for all k ≥ 1. Both the upper and
lower bounds (3.24) and (3.25) in Theorem 3.2.2 imply that all the terms in the multiplier sequence
{µ(k)}k∈Z+ should be scaled as 1n as a function of the target signal dimension n to ensure that the
error is O(1). The lower bound (3.25) in Theorem 3.2.2 implies that ν(k)/λ(k) → 0 as k → ∞.




n ≤ σmin(A); therefore, the terms in the sequence
{λ(k)}k∈Z+ should scale as σmin(A)√n . In compressive sensing applications with Discrete Cosine Trans-
form (DCT) σmin(A) = 1; thus, in this setting λ
(k) = O( 1√
n
) for all k ∈ Z+. In the result below
we fix (κ, (0), τ (0), λ(0)) > 0 (independent of the problem dimension n) and then use these scaling
rules to construct a multiplier sequence that guarantees a very good convergence rate for SPA.
Theorem 3.2.3 Fix 0 < δ < 1, 0 < α < 1 and strictly positive parameters (κ, (0), τ (0), λ(0)) such
that (0) ≤ 4n (λ(0) + ‖A‖22)2. Select the sequence multipliers as follows:
µ(k) =
 κn , k = 1,α(1+δ)µ(k−1) k > 1, ν(k) =

















αδλ(k−1) k > 1,
τ (k) = 
(k)
2‖x(0)‖1+κ k ≥ 1,
(3.31)







denotes the Lipschitz constant of ∇P (k)(.). Let {x(k)}k∈Z+ denote
sequence of iterates computed by Algorithm SPA, displayed in Figure 3.1, corresponding to this
set of multipliers.
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. Then for all  < ˜, we have ‖Ax(k) − b‖2 ≤  and





















iterations of Algorithm NESTEROV in the worst case, where the computational complexity of
each iteration is bounded by the complexity of computing AT (Ax− b) for an arbitrary x ∈ Rn.
Remark 3.2.2 This result has the following implications:
1. Note that the parameter sequence {(µ(k), ν(k), (k), τ (k), λ(k)) : k ≥ 1} is fixed a priori, in par-
ticular it is independent of . Theorem 3.2.3 establishes that for all  < ˜ the iterates x(k) are





2. From Lemma 3.2.1 it follows that the complexity of computing one matrix-vector product of
Ax and one matrix-vector product of the form AT y are the dominant terms in the computa-
tional complexity of computing a Nesterov update in Algorithm NESTEROV, displayed in
Figure 2.1. When A is partial DCT or Fourier matrix, both these matrix-vector products can be
computed in O(n log(n)) operations.
3. The bounds established above for ˜, NSPA() and the running time all contain constants that
depend on the initial values (κ, (0), τ (0), λ(0)), α and δ. We now evaluate the constants as a
function of α and δ for a particular choice of the initial values and demonstrate that these con-
stants are not very large. Suppose we scale the problem parameters (A, b) to obtain (A¯, b¯) such
that σmax(A¯) = 1. Then we apply SPA on the scaled problem with κ = 
(0) = 1, and λ(0) = 2.























) − 32 (1+δ)
⌉
Algorithm NESTEROV iter-
ations, i.e. total inner iterations denoted by Ninner, for computing -optimal and -feasible solu-








Proof: In this proof we rely on the results in Theorem 3.2.1 and Theorem 3.2.2. Therefore,
we have to ensure that all the relevant conditions are met for the specific choice of multipliers
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selected above. Since α < 1, all the multipliers µ(k), ν(k), λ(k) converge to zero monotonically.













Thus, (k) and τ (k) = 
(k)








2 converges to zero and since τ
(k) = (2‖x(0)‖1 + κ)−1(k), it follows that
τ (k)
λ(k)
= (2‖x(0)‖1 + κ)−1 · 
(k)(
λ(k)






n, L(k) ≥ L(1) for all k ≥ 1 and (0) ≤ 4n (λ(0) + σ2max(A))2




















Thus, the multiplier sequence {(µ(k), ν(k), (k), τ (k), λ(k))}k∈Z+ satisfies all the conditions for Theo-

















n ≤ σmin(A) for all













Then Theorem 3.2.2 implies that for all k ≥ K1 + 1,











‖Ax− b‖2 ≤ ν(k) = κ√
n
α(1+δ)(k−1),
and for all k ≥ 1,



























where the equality in (3.32) follows from the fact that
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and the inequality in (3.33) follows from L(k) ≥ σ2max(A)
ν(k)


















(1 + δ) log( 1α)
,
K4() = max






(2 + δ) log( 1α)
 .
Then, for all k ≥ K + 1, where K := max{K1,K2(),K3(),K4()}, we have
∣∣‖x(k)‖1 − ‖x∗‖1∣∣ ≤ ,
and ‖Ax(k) − b‖2 ≤ , i.e. NSPA() ≤ dKe+ 1. Since K1 is independent of , K2() and K3() are
all monotonically decreasing in , it follows that for all small enough , max{K2(),K3()} ≥ K1.
In particular, this bound holds for all


























Moreover, for all  < ˜,


















Since η(k) ≤ ‖x(0)‖1 + µ(1)n2 = ‖x(0)‖1 + κ2 , Lemma 3.2.1 imply that K iterations of Algorithm SPA
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Suppose the complexity of computing matrix-vector products of the formAx andAT y isO(n log(n)).
This is the case, for example, when A is a partial DCT or Fourier matrix. Then the complexity
of each iteration of Algorithm NESTEROV with the family of prox-functions h(k)(x) = 12‖x−
x(k−1)‖22 requires O(n log(n)) operations. Therefore, it follows that Algorithm SPA displayed in












Suppose A does not have orthogonal rows but the complexity of computing the matrix-vector
products of the form Ax, AT y is stillO(n log(n)) . This is the case, for example, when A corresponds
to a partial non-orthogonal wavelet transform or a partial pseudo-polar Fourier transform that
arises in the context of CT imaging [1]. Theorem 3.2.3 establishes that SPA computes an -optimal
solution in O(− 32 ) operations. An -optimal solution to the basis pursuit problem (3.1) can be
computed in O(−1) iterations by applying Nesterov algorithm [45] to the following smoothed
problem (Π) : min{pµ¯(x) : Ax = b, ‖x‖2 ≤ η}, where pµ¯ denotes the smooth approximation to
the ‖x‖1 defined in (3.8), µ¯ = n and the bound η can be set to ‖x(0)‖1 +  such that x(0) =
argmin{‖x‖2 : Ax = b} as in SPA (NESTA [7] calls Nesterov’s algorithm to solve (Π) without
bounding the feasible region). However, now the Nesterov iterates must satisfy Ax = b. This
requires a projection onto the affine space defined by A and b; thus, the complexity of each Nesterov
update is now O(m2 + n log(n)). Hence, the complexity of solving the basis pursuit problem by
applying Nesterov’s algorithm [45], i.e. Algorithm NESTEROV, over the set {x ∈ Rn : Ax =
b, ‖x‖2 ≤ η} is O
(√
n(m2 + n log(n))
(‖x(0)‖1 + ) −1) (see Theorem 3 in [45] for the iteration
complexity). Since, in practice, m = O(n), it follows that SPA is superior to directly applying
the Nesterov algorithm [45] to the smoothed basis pursuit problem provided  ≥ O( 1
n2
). Since the
problem dimension n is typically large, the lower bound on  is quite small. In the next section,
we show that SPA is superior to a feasible Nesterov-type algorithms for noisy recovery for all
 ≥ O( 1
n4
), i.e. for almost all practical instances.
3.3 Extensions of the SPA to noisy recovery
A simple modification of SPA solves the noisy signal recovery problem
minimize ‖x‖1,
subject to ‖Ax− b‖2 ≤ δ.
(3.36)
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Next, we smooth this function to get the smoothed penalty function
φν(x) = max{(w,t):‖w‖2≤t, t∈[0,1]}
{










Using results in [31] by Hoda et al. one can show that the function h(t, w) = 12
(
t2 + t‖wt ‖22
)
is
strongly convex over the truncated cone {(t, w) : ‖w‖2 ≤ t, t ∈ [0, 1]}, and consequently, φν(x) is
a convex function with a Lipschitz continuous gradient. Given the structure of h(t, w), one can









wˆT (Ax− b)− ν
2
‖wˆ‖22





Recall that the smoothed `2-penalty function fν(x) = max‖wˆ‖2≤1
{
wˆT (Ax− b)− 12‖wˆ‖22
}
with the
















. Thus, the gradient ∇φν(x) = txwˆx, where wˆx is given
by (3.12).
Theorem 3.2.1, Corollary 3.2.1, Theorem 3.2.2 and Theorem 3.2.3 all remain valid for SPA ap-
plied to the penalized objective function λpµ(x)+φν(x). Thus, SPA efficiently computes a solution
for the noisy recovery problem (3.36). Note that unlike NESTA [7], SPA does not require ATA to
be orthogonal projector, i.e. A does not need to have orthonormal rows. Suppose matrix-vector
multiplications of the form Ax, AT y are fast in that they can be computed in O(n log(n)) time;
but, A does not have orthogonal rows. For such matrices the complexity of computing a feasible
Nesterov update is O(n3); thus, comparing O(n 72 −1) operations for Nesterov-type algorithms with
feasible updates (see the paragraph below Theorem 3.2.3) with O(n 32 − 32 ) operations for SPA, it
follows that the complexity bound for SPA is superior to Nesterov-type algorithms that compute
feasible iterates as long as  ≥ O( 1
n4
).
The analysis in this section can be extended to solve noisy recovery problems min{‖x‖1 :
‖Ax − b‖1 ≤ δ} and min{‖x‖1 : ‖Ax − b‖∞ ≤ δ}. These formulations are interesting when the
measurement noise has a Laplacian or Extreme Value distributions.
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3.4 Implementation details of Algorithm SPA
In this section we describe all the details of SPA. Algorithm SPA-Implementable displayed in








τ , cµ, cν , c, cλ
)
2: x(0) ← arg min{‖x‖2 : Ax = b}, k ← 0
3: while (k ≥ 0) do
4: k ← k + 1
5: P (k)(x) := λ(k)p
(k)
µ (x) + f
(k)
ν (x)
6: if (k == 1) then
7: λ1 ← 2√n , τ1 ← c
(0)














, (k) ← c min{(k−1), β(k−1)}
























13: /* Start Nesterov Update */














































19: if ‖y(k,`) − y(k,`−1)‖∞ ≤ γ then
20: xsol ← y(k,`)
21: return xsol
22: end if
23: `← `+ 1
24: end while
25: /* End Nesterov Updates */
26: if ∇P (k)(x(k,`))‖2 ≤ τ (k) then
27: x(k) ← x(k,`)
28: else
29: x(k) ← y(k,`)
30: end if
31: β(k) ← λ(k)‖x(k)‖1 + ‖Ax(k) − b‖2
32: end while
33: return x(k)
Figure 3.2: Implementable Smoothed Penalty Algorithm (SPA)
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3.4.1 Bounds on iterates and modified Nesterov updates
Recall that for the k-th subproblem iterate x(k) does not need to be (k)-optimal, Algorithm NES-
TEROV iterations can be terminated early when ‖∇P (k)(x(k))‖ ≤ τ (k) for some τ (k) such that
τ (k)/λ(k) → 0, and the iterates are uniformly bounded. We found that in practice terminating the
Nesterov iterations using the gradient condition was significantly faster.
Let x(0) = argmin{‖x‖2 : Ax = b} = AT (AAT )−1b. An analysis similar to that in the proof
of Theorem 3.2.1 establishes that ‖x(k)∗ ‖2 ≤ p(k)µ (x(0)) + (µ(1)n)/2. Thus, when A has orthonormal
rows, x(0) = AT b and the bound p
(k)
µ (x(0)) + (µ(1)n)/2 can be computed efficiently. When A does
not have orthonormal rows, the complexity of computing x(0) = AT (AAT )−1b, and the bound
p
(k)
µ (x(0)) + (µ(1)n)/2 is O(m2n). Alternatively, we note that
p(k)µ (x









Thus, one can restrict the iterates to the set
{







σˆmin(A) is an estimate for σmin(A). In our numerical experiments we found that it was computa-
tionally more efficient to compute the latter bound.
We compute the SPA iterates {x(k)}k∈Z+ using a slightly modified version of Nesterov’s optimal
algorithm for simple sets [44, 45]. We solve the k-th subproblem
minimize P (k)(x),
subject to ‖x‖2 ≤ η(k),
by iteratively computing three sets of iterates{(x(k,`), y(k,`), z(k,`))}`∈Z+ :
1. y(k,`) iterate is computed in Step 16 of Algorithm SPA-Implementable in Figure 3.2 using
















































where Sk = {y ∈ Rn : ‖y‖2 ≤ η(k)} and the projection Π`2(η, yˆ) = argmin{‖y − yˆ‖22 : ‖y‖2 ≤
η}. The projection Π`2 can be computed with a O(n) worst case complexity. This update
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scheme is not the standard Nesterov y-update [45] as shown in Figure 2.1; however, using the
last paragraph of Lemma 1 in [45], one can show that this is a valid and possibly an improved
update.
2. The z(k,`) iterate in Step 17 of Algorithm SPA-Implementable in Figure 3.2 is computed








∇P (k)(x(k,i))T z + L
2
















Note that in the k-th sub-problem, we use the prox function h(x) = 12‖x−x(k,0)‖22 to compute
the iterates {z(k,`)}, where x(k,0) = x(k−1).











y(k,`−1), for all ` ≥ 1.
We terminate the iterations when either the gradient condition ‖∇P (x(k,`))‖2 ≤ τ (k) or the inner
iteration counter ` > N (k) which guarantees that the iterate y(k,`) is (k)-optimal. In all of our
numerical experiments, the Nesterov updates were always terminated when ‖∇P (x(k,`))‖2 ≤ τ (k),
i.e. the gradient termination condition was always satisfied before the -optimality termination
condition.
3.4.2 Stopping criterion for SPA
We terminate SPA when the `∞ difference between successive inner iterates are below a threshold
γ > 0, i.e. ‖y(k,`) − y(k,`−1)‖∞ ≤ γ for any k ≥ 1. In our numerical experiments we set γ by
experimenting with a small instance of the problem.
3.4.3 Multiplier selection
The approximate optimality parameter τ (k) is set as follows:
τ (1) ← c(0)τ ‖∇P (1)(x(0))‖2,
τ (k+1) ← min{c(1)τ τ (k), c(0)τ ‖∇P (k+1)(x(k))‖2}, for all k ≥ 1.
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Guided by the scaling result implicit in Theorem 3.2.3 we set λ1 =
2√
n
, and then set λ(k) = cλλ
(k−1)
for all k > 1.
We arbitrarily set initial (0) = β(0) := λ1‖x(0)‖1. In the k-th iteration of SPA, we solve a
smoothed version of the penalized optimization problem
minimize λ(k)‖x‖1 + ‖Ax− b‖2,
subject to ‖x‖2 ≤ η(k)
(3.38)
The dual of (3.38) is given by
maximize −bTw − η(k)‖ATw + λ(k)u‖2,
subject to ‖u‖∞ ≤ 1,
‖w‖2 ≤ 1.
(3.39)
We use the duality gap of the primal iterates x(k) to update the multiplier sequence {(k)}k∈Z+ . For
k ≥ 1, let β(k) denote an upper bound on duality gap of x(k) iterate computed by approximately
solving the k-th subproblem. Then β(k) can be set in either of the following two update methods:
(i) Since (u(k), w(k)) = (0, 0) is feasible for the dual problem (3.39) for all k ≥ 1, β(k) =
λ(k)‖x(k)‖1 + ‖Ax(k) − b‖2 is a valid upper bound on the duality gap of the iterate x(k).
(ii) Nesterov’s algorithm [45] for non-smooth optimization returns an approximately optimal dual
iterates, (uˆ(k), wˆ(k)). Thus, β(k) = λ(k)‖x(k)‖1+‖Ax(k)−b‖2+bT wˆ(k)+η(k)‖AT wˆ(k)+λ(k)uˆ(k)‖2
is a valid upper bound on the duality gap. Note that β(k) can be computed efficiently using
one additional matrix-vector multiplication of the form AT y.
For the numerical results reported in Section 3.5, we we take β(k) to be λ(k)‖x(k)‖1 + ‖Ax(k)− b‖2.
k ← c min{(k−1), β(k−1)}, for all k ≥ 1,
is set as the target approximation error for the next subproblem. Nesterov’s algorithm [45] for








and ν = 
(k)√
nλ(k)+1
in order to minimize the number of iterations required by
Algorithm NESTEROV to compute an (k)-optimal solution. Since also we require that µ(k)




















, k ≥ 1, ν(0) =∞.
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τ , cµ, cν , c, cλ) on the smallest n = 64 × 64 problem and then
used the same values for all the other problems.






→ 0, the condition for Theorem 2.4, i.e. τ (k) ≤
√
2L(k)(k) for all k ≥ 1, was not imposed. This
is because in our numerical experiments we found that for moderate values of the coefficient c
(1)
τ
the gradient stopping condition was satisfied before the -optimality stopping condition (3.14)(a),
and therefore, we do not require τ (k) ≤
√
2L(k)(k) in practice.
Since the parameter sequence {(µ(k), ν(k), λ(k))}k∈Z+ follow the scaling in Theorem 3.2.3, we
should expect that the optimal choice of initial multipliers (µ(0), ν(0), λ(0)) should be independent
of n for a given measurement ratio m/n and sparsity ratio s/n. In our numerical experiments we
found this to be approximately true. We exploit this fact by tuning the parameters (µ(0), ν(0), λ(0))
on the smallest problem (with n = 64× 64) and then use these parameters for all larger problems.
3.5 Numerical experiments
We conducted two sets of numerical experiments with SPA. The goal in the first set of experiments
was to investigate how the complexity of SPA grows with the problem dimension. The second set
of experiments compares the performance of SPA with another Nesterov-type algorithm NESTA [7]
and a fixed point continuation algorithm FPC [29, 30]. All the numerical experiments were con-
ducted on an IBM Thinkpad laptop with a Intel Core 2 CPU T7200 @2.0 GHz processor, 3GB
SDRAM running MATLAB 7.2 on Windows XP Professional operating system.
3.5.1 Experimental setup
We tested SPA on randomly generated target signals. The target signal x∗ ∈ Rn was chosen to be
s-sparse, i.e. exactly s out of n components were nonzero. Following the experimental setup in a
recent paper of Becker, et al. [7] we set




(i) the set Λ was constructed by randomly selecting s indices from the set {1, . . . , n},
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(ii) Θ
(1)
i , i ∈ Λ, were independently, and identically distributed Bernoulli random variables taking
values +1 or −1 with equal probability,
(iii) Θ
(2)
i , i ∈ Λ, were independently, and identically distributed uniform[0, 1] random variables.
The signals x∗ were created in this manner have a dynamic range of 100dB.
The measurement matrix A and the measurement vector b were constructed as follows. We
randomly selected m = n4 frequencies from the set {0, . . . , n}. Let A ∈ Rm×n denote a m × n
partial Discrete Cosine matrix constructed from these randomly selected frequencies and b = Ax∗
denote the Discrete Cosine transform of the signal x∗ evaluated at the chosen frequencies.
We found that for a fixed measurement ratio m/n, sparsity ratio s/n, and the accuracy tolerance
γ, the total number of Nesterov updates is effectively independent of the dimension n of the target
signal. In our experiment we exploit this empirical result by first tuning the constants controlling the
parameter updates for a smallest sized problem and subsequently using these fixed parameters for
solving all larger problems. In our numerical experiments the constants controlling the parameter
update were set as follows:
c(0)τ = 0.2, c
(1)
τ = 0.855, cµ = 0.1, cν = 0.1, c = 0.8, cλ = 0.9. (3.41)
For the numerical results reported in this section we only used one projection at the beginning of
the algorithm to uniformly bound the iterates x(k) using x(0) = argmin{‖x‖2 : Ax = b} = AT b.
3.5.2 Algorithm scaling results
We tested the algorithm for s-sparse signals with
(i) three different sizes: small n = 64× 64, medium n = 256× 256, and large n = 512× 512,
(ii) two sparsity levels: high s = dn/400e, and low s = dn/40e.
In order to assess the convergence properties of the SPA we replaced the stopping criterion ‖y(k,`)−
y(k,`−1)‖∞ ≤ γ with
‖y(k,`) − x∗‖∞ ≤ γ. (3.42)
We report results for γ = 1, 10−1 and 10−2. The signal model in (3.40) and the stopping
criterion implies that the algorithm produces x(k) with 5 + log10(1/γ) digits of accuracy. Note that
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Sparsity γ Table
s = n/400 1 Table 3.3
s = n/400 0.1 Table 3.5
s = n/400 0.01 Table 3.7
s = n/40 1 Table 3.2
s = n/40 0.1 Table 3.4
s = n/40 0.01 Table 3.6
Table 3.1: Reference Table for Numerical Tests of SPA
the stopping criterion (3.42) is only used to test the convergence properties the algorithm in this
simulation study.
The Table 3.1 summarizes the sparsity conditions and the parameter settings that were investi-
gated in the numerical experiments. The column marked Table lists the table where we display the
results corresponding to the parameter setting of the particular row, e.g. the results for s = n/40
and γ = 0.1 are displayed in Table 3.4. In Tables 3.2– 3.7, the row labeled Ninner lists the total
number of Algorithm NESTEROV iterations during the course of SPA, the row labeled NSPA
lists the number of SPA iterations, the row labeled nMat lists the total number of matrix-vector
multiplications computed. All other rows are self-explanatory. We generated 10 random instances
for each of the experimental conditions. The column labeled average lists the average taken over
the 10 random instances, the columns labeled min (resp. max) list the minimum (resp. maximum)
over the 10 instances.
The experiment results support the following conclusions:
(a) SPA is very efficient in computing a solution to (3.1) – the algorithm requires anywhere from
5 to 8 iterations to converge.
(b) For a given sparsity type (high or low) and stopping criterion γ, the total number of SPA
iterations, i.e. NSPA, and the total number of Algorithm NESTEROV iterations, i.e.
Ninner, are very slowly growing functions of the dimension n of the target signal.
(c) Ninner (and also the overall running time of SPA) increases with the number of non-zero ele-
ments in the target signal x∗. Increasing the number of non-zero elements from s = n/400 to
s = n/40 nearly doubled Ninner.
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As remarked in Section 3.4.3 we used the fixed set of constants in (3.41) to update the parameter
sequence for all the experiments.
3.5.3 Comparison of SPA with other solvers
In this section we report the results of our numerical experiments comparing SPA with NES-
TAv1.1 [7] and FPC v2.0 [30]. We considered two sets of problems. In the first set the measure-
ment matrix A was a partial DCT and in the second set A was a random Gaussian matrix. The
experimental results for the case where A is a partial DCT matrix and for the case where A is a
random Gaussian matrix, are reported in Table 3.8 and Table 3.9, respectively. In Tables 3.8–3.9,
the row labeled Ninner lists the total number of Nesterov iterations in the columns corresponding
to SPA and NESTA, and the total number of shrinkage iterations in the column corresponding to
FPC; the row labeled nMat lists the number of matrix-vector products computed during the course
of the three algorithms. All other rows are self-explanatory.
3.5.3.1 DFT Case
In the first set of problems the matrix A was a partial DCT matrix and we created 10 random
problems of size n = 512× 512 using the procedure described in Section 3.5.1.
We chose parameter values for each of the three algorithms so that they produced a solution
xsol with `∞-error approximately equal to 5 × 10−4, i.e. ‖xsol − x∗‖∞ ≈ 5 × 10−4. We set the
parameter values for each algorithm by solving a set of small size problems and these parameter
values were fixed throughout the experiments.
1. For SPA, we set γ = 5× 10−5.





tinuation on µ. When δ is set to 0, NESTA handles ‖Ax − b‖2 ≤ δ constraint as Ax = b
and since AAT = I is assumed, projections on to {x ∈ Rn : Ax = b} affine space can be
done efficiently. NESTA stops when
|pµ(x(k))−p¯µ(x(k))|
p¯µ(x(k))






(k−`)). For NESTA, we set µ = 1× 10−4 and γ = 1× 10−10.
3. FPC solves minx∈Rn ‖x‖1 + 1λ‖Ax− b‖22. For FPC, we set 1λ = 1.5× 104.
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As shown in Figure 3.2, we first compute a projection x(0) = AT b to bound the iterate sequence
{x(k)}k∈Z+ and we start SPA with x(0). For the k-th SPA iteration, the simple set {x ∈ Rn : ‖x‖2 ≤
‖x(0)‖1 + µ(1)n2 } was chosen to bound the Nesterov iterates.
The experimental results for the case where A is a partial DCT matrix are reported in Table 3.8.
The results show that all three algorithms produce similar results with comparable running times.
While SPA and NESTA required approximately the same number of matrix-vector products, FPC
required far fewer matrix-vector products to produce a result of similar `∞-error.
3.5.3.2 Gaussian Case
We created 10 random problems of size n = 120×120 (for n > 1202 the problem did not fit into the
memory of the computer that we used for our experiments). The target signal are created using
(3.40) described in Section 3.5.1 and the each element Aij of the measurement matrix A ∈ Rm×n was
drawn independently and identically according to a univariate standard Gaussian distribution. As
in the DFT case, we chose parameter values for each of the three algorithms so that they produced
a solution xsol with `∞-error approximately equal to 5×10−4, i.e. ‖xsol−x∗‖∞ ≈ 5×10−4. We set
the parameter values for each algorithm by solving a set of small size problems and these parameter
values were fixed throughout the experiments. For SPA, we set γ = 2× 10−5. For NESTA, we set
µ = 1× 10−4 and γ = 1× 10−10. For FPC, we set 1λ = 5× 104.
For this set of experiments we did not compute the costly projection AT (AAT )−1b to initialize
the algorithm and to bound the iterate sequence {x(k)}k∈Z+ . We instead used the alternative bound
described in Section 3.4.1. For the k-th SPA iteration, we restricted the iterates to the the simple
set
{






, where σˆmin(A) was an estimate of σmin(A).
We pre-processed the problem data before using SPA for each random problem. We rescaled
the constraints by setting (Aˆ, bˆ) = σˆ−1max(A)(A, b), where σˆmax(A) is an estimate of σmax(A). We
set the initial iterate x(0) in SPA to x(0) = (σˆmax(A))
−2AT b – note that x(0) is not a projection
on to {x : Aˆx = bˆ} when A is Gaussian. The estimate σˆmax(A) and σˆmin(A) were computed
using the procedure described in Figure 3.3. FPC also by default rescales the problem by setting
(Aˆ, bˆ) = σ−1max(A)(A, b).
The results for the case where A is a Gaussian matrix are reported in Table 3.9. The row labeled
Preprocessing Time lists the elapsed time during the estimation procedure at the beginning of
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Procedure ESTIMATEσ()
1: input: A ∈ Rm×n, constants c1 > 1, c2 > 1
2: k ← 1, σˆmin(A)←∞, σˆmax(A)← −∞
3: while (k < 40) do
4: k ← k + 1
5: y = randn(m, 1), x← x/‖x‖2
6: if ‖AT y‖2 < σˆmin(A) then
7: σˆmin(A)← ‖AT y‖2
8: end if
9: if ‖AT y‖2 > σˆmax(A) then




14: σˆmax(A)← σˆmax(A) · c2
15: return σˆmin(A) and σˆmax(A)
Figure 3.3: Procedure for estimating σmin(A) and σmax(A) for SPA
SPA and the time needed for FPC to rescale the problem; NESTA does not do any preprocessing,
hence we report it as 0. The row labeled Algorithm Time lists the time needed for all three
algorithms to terminate on the pre-processed input, and the row labeled Total Time lists the total
time that is the sum of the pre-processing time and the algorithm time.
The experimental results show that while the running times for SPA and FPC produce similar
results is comparable; the running time for NESTA is considerably larger. In each iteration of SPA
and FPC, the most time consuming steps are one matrix-vector product of the form Ax and one of
the form AT y. On the other hand, in every iteration of NESTA one has to, in addition, project a
vector z on to the feasible set {x ∈ Rn : Ax = b}, i.e. compute AT (AAT )−1(b− Az). The matrix
(AAT )−1 used in the projection operator is computed once at the beginning of the algorithm (note
that we add the time required to compute (AAT )−1 to the algorithm time for NESTA). Therefore,
in each iteration NESTA incurs an additional O(m2) computational cost due to multiplication with
(AAT )−1; consequently, although all three algorithms do compute approximately the same number
of matrix-vector products, the running time of NESTA to produce a result of similar `∞-error is
larger.
CHAPTER 3. SMOOTHED PENALTY METHOD FOR COMPRESSED SENSING 49
3.6 Conclusion
We propose the smoothed penalty algorithm (SPA) for the sparse recovery problem. The SPA
recovers the target signal by solving a sequence of smoothed penalty subproblems, and each sub-
problem is solved using Nesterov’s optimal method for simple sets [44, 45]. We show that the
continuation scheme used in SPA provably converges to the target signal and we are also able to
compute a convergence rate. Since we penalize infeasibility by the exact penalty function ‖Ax−b‖,
where ‖ · ‖ can be `1, `2 or `∞ norm, an accurate solution is obtained before penalty parameter
takes on arbitrarily small value; consequently, our proposed algorithm is numerically stable. We
found that for a fixed measurement and sparsity ratios, i.e. m/n and s/n, , and a fixed tolerance
on the solution accuracy γ, the total number of Nesterov iterations is effectively independent of the
dimension n of the target signal; thus, one can tune the parameters on a small size problem and
use these parameters for larger problems. The numerical results reported in this chapter show that
SPA required very few iterations to accurately recover the target signal.
SPA is a very general algorithmic framework that can be used for `1-minimization, relaxed `1-
minimization, `1-minimization problems with linear side constraints, and also for convex optimiza-











that arise in the context of maximum likelihood estimation for sparse graphical networks. The cost
of this flexibility is that SPA is not always as efficient as algorithms such as FPC that explicitly
utilize the `1 objective term. In the next chapter we propose a new augmented Lagrangian algo-
rithm [2] for the basis pursuit problem that explicitly uses the `1 structure and is competitive with
other specialized algorithms for `1-minimization.
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Chapter 4
Augmented Lagrangian Method for
Compressed Sensing
In this chapter we propose a first-order augmented Lagrangian (FAL) algorithm that solves the









for an appropriately chosen sequence {(λ(k), θ(k), η(k))}k∈Z. Each of these subproblems are solved
using Algorithm 3 in [50], which is Algorithm APG, shown in Figure 2.2, with x-update rule (2.4).
Each iteration of Algorithm APG involves computing the gradient of 12‖Ax − b‖22 and making
two updates. Each update step in Algorithm APG reduces to a constrained “shrinkage” problem
(see Equation 4.45). Hence, the complexity of each Algorithm APG iteration is dominated by
computing AT (Ax− b), which can be computed efficiently in the CS context.
The main contributions of this chapter are as follows:
(a) We show that FAL converges to an optimal solution x∗ of the basis pursuit problem (3.1), i.e.
x∗ ∈ argmin{‖x‖1 : Ax = b}.
(b) There exists an a-priori fixed sequence {λ(k)}k∈Z+ such that for all  > 0, iterates x(k) com-
puted by FAL are -feasible, i.e. ‖Ax(k) − b‖2 ≤ , and -optimal,
∣∣ ‖x(k)‖1 − ‖x∗‖1∣∣ ≤ , after
O(log(−1)) FAL iterations that requires O(−1) Algorithm APG iterations, where the com-
putational complexity of each iteration of Algorithm APG is O(n log(n)) or O(n2) depending
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on the complexity of vector multiplication with A.
(c) On the problem sets we tested, FAL computed only O (log (−1)) matrix-vector multiplications
as opposed to O (−1) the worst case theoretical bound to obtain an -feasible and -optimal
solution to the basis pursuit problem.
We have compared the performance of FAL with SPA [4], NESTA [7], FPC [30], FPC-AS [52]
and YALL1 [54]. On known hard CS instances FAL is competitive with the best solver and on
randomly generated data FAL is at least two times faster than all the other solvers. A very striking
result that we observed in our numerical experiments was that when there is no measurement
noise, FAL always correctly identifies the zero-set of the target signal x∗, i.e. the set of indices
I0 = {i ∈ {1, 2, ..., n} : (x∗)i = 0}, without any additional heuristic thresholding for all reasonably
small error tolerance. Once I0 is determined, the signal can often be very accurately recovered by
solving a set of linear equations.
This chapter is organized as follows. In Section 4.1 we prove the main convergence results for
FAL. Later, in Section 4.3 we discuss some implementation details and in Section 4.4 we report the
results from our numerical experiments comparing FAL with other algorithms well known in the
`1-minimization literature.
4.1 Convergence Properties of FAL
As in Chapter 3, let σmin(A) and σmax(A) denote the smallest and the largest singular values of
the measurement matrix A ∈ Rm×n, respectively. And let κ(A) := σmax(A)/σmin(A) denote the
condition number of A. We assume that A has full row rank; consequently, AT has full column
rank. Let x∗ ∈ <n denote an optimal solution of the `1-minimization problem (3.1). We also
assume that η > 0, a bound on the `1-norm of x∗, i.e. ‖x∗‖1 ≤ η, is given.
Since −λθT (Ax−b)+ 12‖Ax−b‖22 = 12‖Ax−b−λθ‖22− λ
2





λ(k)‖x‖1 + f (k)(x)
}
, (4.2)
where f (k)(x) = 12‖Ax− b− λ(k)θ(k)‖22 and η(k) := η + λ
(k)
2 ‖θ(k)‖22.
For all k ≥ 1, define P (k)(x) := λ(k)‖x‖1 + f (k)(x) and let x(k)∗ ∈ argminx∈Rn P (k)(x). Since
P (k)(x
(k)
∗ ) ≤ P (k)(x∗), Ax∗ = b and ‖x∗‖1 ≤ η, we have ‖x(k)∗ ‖1 ≤ η(k). Therefore, η(k) is an
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upper bound on ‖x(k)∗ ‖1. Figure 4.1 displays the outline of FAL (see Figure 4.2 for a more detailed,
implementable version). The algorithm takes a sequence of multipliers
{(
λ(k), (k), τ (k)
)}
k∈Z+ as
an input. In Section 4.3.5 we describe how we set these multipliers.
In each iteration of FAL, we call Algorithm APG given in Figure 2.2 with x-update rule (2.4).
Using Algorithm APG one can solve the problem minx∈Rn{λ‖x‖1 + f(x) : ‖x‖1 ≤ η}, where f :
Rn → R is a proper, lower semicontinuous, convex function with Lipschitz continuous gradient and
η > 0 is such that ‖xs‖α ≤ η for some xs ∈ argminx∈Rn λ‖x‖1+f(x). Algorithm APG requires an
initial iterate and a prox function as inputs. In the k-th FAL iteration, we run Algorithm APG
on minx∈Rn{P (k)(x) : ‖x‖1 ≤ η(k)}, with the initial iterate to x(k−1) and the prox function
h(k)(x) := 12‖x − x(k−1)‖22, to compute x(k) such that ‖x(k)‖1 ≤ η(k) and one of the following two
conditions holds:
(a) P (k)(x(k)) ≤ minx∈Rn P (k)(x) + (k),
(b) ‖g(k)‖2 ≤ τ (k), for some g(k) ∈ ∂P (k)(x)|x(k) ,
(4.3)
where ∂P (k)(x)|x(k) denotes the set of subgradients of the function P (k) at x(k).
Since f (k)(x) is a proper, lower semicontinuous, convex function that has a Lipschitz continuous
gradient ∇f (k) with constant L = σ2max(A), Lemma 2.2.1 guarantees that we can compute x(k) in
O( 1√
(k)
) Algorithm APG iterations. In Lemma 4.1.1 we give an exact bound on the number of
Algorithm APG iterations needed for any subproblem.
In the rest of this section, we establish theoretical properties of FAL. Given  > 0, let NFAL(),
FAL iteration count, be the number of times Algorithm APG is called within Algorithm FAL
until an -feasible and -optimal solution to (3.1) is found. During the k-th call, Algorithm APG
inexactly solves (4.2), which we call the “k-th subproblem”. Let N (k) denote the number of iter-
ations Algorithm APG does until one of the stopping criteria (4.3) holds. Finally, let Ninner be
the total number Algorithm APG iterations until an -feasible and -optimal solution to (3.1) is




In the result below we establish that every limit point of the FAL iterate sequence {x(k)}k∈Z,
is an optimal solution of the `1-recovery problem.




λ(k), (k), τ (k)
)}
k∈Z+ , x
(0) ∈ Rn and η > 0 such that η ≥ ‖x∗‖1
2: θ(1) = 0, k ← 0
3: while (Stopping Criterion is false) do
4: k ← k + 1
5: P (k)(x) := λ(k)‖x‖1 + 12‖Ax− b− λ(k)θ(k)‖22
6: h(k)(x) := 1
2
‖x− x(k−1)‖22
7: η(k) ← η + λ(k)
2
‖θ(k)‖22
8: F (k) := {x ∈ Rn : ‖x‖1 ≤ η(k)}
9: Use Algorithm AGP displayed in Figure 2.2 with x-update rule (2.4), initial iterate x(k−1), prox function
h(k)(x) and bound η(k) to compute x(k) ∈ F (k) such that
10: either
11: P (k)(x(k)) ≤ infx P (k)(x) + (k)
12: or
13: ‖g(k)‖2 ≤ τ (k), for some g(k) ∈ ∂P (k)(x)|x(k)




Figure 4.1: Outline of First-Order Augmented Lagrangian Algorithm (FAL)
Theorem 4.1.1 Given x(0) ∈ Rn and η > 0 such that η ≥ ‖x∗‖1, let X = {x(k)}k∈Z+ denote the
sequence of iterates generated by Algorithm FAL displayed in Figure 4.1, for a fixed sequence of
{(λ(k), (k), τ (k))}k∈Z+ such that
(i) penalty multipliers, λ(k) ↘ 0,
(ii) approximate optimality parameters, (k) ↘ 0 such that (k)
(λ(k))2
≤ B1 for all k ≥ 1 for some
B1 > 0,
(iii) subgradient tolerance parameters, τ (k) ↘ 0 such that τ (k)
λ(k)
→ 0 as k → 0.
Then, X is a bounded sequence and any limit point x¯ of this sequence {x(k)}k∈Z+ is an optimal
solution of the `1-minimization problem (3.1).
Proof: Lemma 2.2.1 guarantees that in the k-th FAL iteration Algorithm APG displayed in
Figure 2.2 terminates after a finite number of steps for all k ≥ 1. Hence, {x(k)}k∈Z+ sequence
exists.
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Consider the case where the k-th call to Algorithm APG terminates with the iterate x(k)
satisfying (4.3)(a). Then Corollary A.0.1 applied to P (k)(x) = λ(k)‖x‖1 + ‖Ax − b − λ(k)θ(k)‖22
guarantees that
‖AT (Ax(k) − b− λ(k)θ(k))‖∞ ≤
√
2(k) σmax(A) + λ
(k).
Next, suppose the k-th call to Algorithm APG terminates with an iterate x(k) that satisfies
(4.3)(b), i.e. there exists q(k) ∈ ∂‖x‖1|x(k) such that ‖λ(k)q(k) + AT (Ax(k) − b− λ(k)θ(k))‖2 ≤ τ (k).
Then
‖AT (Ax(k) − b− λ(k)θ(k))‖∞ ≤ τ (k) + λ(k)‖q(k)‖∞ ≤ τ (k) + λ(k), (4.5)
where we use the fact that ‖q(k)‖∞ ≤ 1.
Since θ(1) = 0, θ(k+1) = θ(k) − Ax(k)−b
λ(k)


















2B1 σmax(A), B2}+ 1
)


















Moreover, since for all k ≥ 1,
‖x(k)‖1 ≤ η(k) ≤ η + λ
(1)
2
B2θ ≡ Bx, (4.10)
we can conclude that {x(k)}k∈Z+ is a bounded sequence; hence, it has a limit point. Let x¯ denote
any limit point of this sequence and let K ⊂ Z+ denote a subsequence such that limk∈K x(k) = x¯.
Suppose that there exists a further subsequence Ka ⊂ K such that for all k ∈ Ka Algo-
rithm APG iterations for the k-th subproblem terminates with an iterate x(k) satisfying (4.3)(a).
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For any fixed k ≥ 1, since x(k)∗ ∈ argminx∈Rn P (k)(x), it follows that P (k)(x(k)∗ ) ≤ P (k)(x∗). Thus,



























Since ‖.‖1 ≥ 0, we have that
1
2




Taking the limit along Ka and using (4.7), we have
1
2
‖Ax¯− b‖22 ≤ 0, (4.13)
i.e. Ax¯ = b. From (4.12), (4.13) and the fact that x∗ ∈ argmin{‖x‖1 : Ax = b}, it follows that x¯
is an optimal solution for the basis pursuit problem (3.1).
Now, consider the complement case, i.e. there exists K ∈ K such that for all k ∈ Kb :=
K∩{k ≥ K}, Algorithm APG iterations for the k-th subproblem terminates with an iterate x(k)
that satisfies (4.3)(b).
For all k ∈ Kb, there exists q(k) ∈ ∂‖x‖1|x(k) such that
‖λ(k)q(k) +AT (Ax(k) − b− λ(k)θ(k))‖2 ≤ τ (k). (4.14)
Since limk→∞ λ(k)θ(k) = 0, taking the limit of both sides of (4.5) for k ∈ Kb, we have ‖AT (Ax¯ −
b)‖∞ ≤ 0. Since A as full row rank, it follows that
Ax¯ = b. (4.15)
For all k ∈ Kb, q(k) ∈ ∂‖x‖1|x(k) , therefore, ‖q(k)‖∞ ≤ 1.
Hence, there exists a subsequence K′b ⊂ Kb such that limk∈K′b q(k) = q¯ exists. One can easily
show that q¯ ∈ ∂‖x‖1|x¯. Dividing both sides of (4.14) by λ(k), we get
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for all k ∈ K′b. Since limk∈K′b q(k) = q¯, limk∈Z+ τ
(k)
λ(k)
= 0 and A has full row rank, it follows that
limk∈K′b θ
(k+1) = θ¯ exists and taking the limit of both sides of (4.16), we have
q¯ = AT θ¯. (4.17)
(4.15) and (4.17) together imply that x¯ is feasible to the basis pursuit problem, i.e. min{‖x‖1 : Ax =
b}, and there exists θ¯ ∈ Rm such that KKT conditions are satisfied at x¯. Since the basis pursuit
problem is convex, we can conclude that x¯ is an optimal solution of the basis pursuit problem.
In compressed sensing exact recovery occurs only when min{‖x‖1 : Ax = b} has a unique
solution. The following Corollary establishes that FAL converges to this solution.
Corollary 4.1.1 Suppose the Basis Pursuit problem min{‖x‖1 : Ax = b} has a unique optimal
solution. Let {x(k)}k∈Z+ denote the sequence of iterates generated by Algorithm FAL displayed in
Figure 4.1, when the sequence {(λ(k), (k), τ (k))}k∈Z+ satisfies all the conditions in Theorem 4.1.1.
Then limk→∞ x(k) = x∗ where x∗ = argmin{‖x‖1 : Ax = b}.
We next establish a bound on the complexity of computing x(k) when {(λ(k), (k), τ (k))}k∈Z+
satisfies all the conditions in Theorem 4.1.1.
Lemma 4.1.1 The number of iterations done by Algorithm APG until computing an x(k) that








The computational complexity of each iteration of Algorithm APG, displayed in Figure 2.2, with
x-update rule (2.4) is bounded by the complexity of computing AT (Ax − b) for an arbitrary x.
Moreover, when {(λ(k), (k), τ (k))}k∈Z+ satisfies all the conditions in Theorem 4.1.1, N (k) is bounded
by










where Bθ > 0 is the constant given in (4.6).
Proof: In the k-th FAL iteration, we apply Algorithm APG to inexactly solve the optimization
problem minx∈Rn{P (k)(x) : ‖x‖1 ≤ η(k)}, i.e. the k-th subproblem given in (4.2), with the initial
iterate x(k−1) and the prox function h(k)(x) = 12‖x − x(k−1)‖2. Let {x(k,`)}`∈Z+ and {y(k,`)}`∈Z+
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denote the sequence of x-iterates and y-iterates computed by Algorithm APG. We terminate and
set x(k) = y(k,`) when ‖g‖2 ≤ τ (k) for some g ∈ ∂P (k)(x)|y(k,`) or terminate and set x(k) = x(k,`)
whenever we can guarantee P (k)(x(k,l)) ≤ P (k)(x(k)∗ ) + (k).
In this proof we will bound the number of Algorithm APG iterations required to compute
an iterate x(k,`) that satisfies the -optimality stopping condition P (k)(x(k,`)) ≤ P (k)(x(k)∗ ) + (k).
The bound we compute is clearly an upper bound on the number of Algorithm APG iterations
required to compute the iterate x(k), i.e. on N (k).
The convexity parameter of the prox-function h(k) is 1. Hence, Lemma 2.2.1 establishes that




‖x(k)∗ − x(k−1)‖2 − 1,
where L = σ2max(A) is the Lipschitz constant of ∇f (k)(.) for all k ≥ 1.
Since ‖x(k)∗ ‖1 ≤ η(k) and ‖.‖1 ≥ ‖.‖2, using triangular inequality we have













From (4.11) the inexact minimizer of (k − 1)-th subproblem x(k−1) satisfies











k∈Z+ is a decreasing sequence, it follows that




Then, using (4.20) and the fact that 
(k)
(λ(k))2
≤ B1 for all k ≥ 1, we obtain the bound for N (k) given
in (4.19).
Each iteration of Algorithm APG involves computing two matrix-vector multiplications each
with O(n log n) or O(n2) worst-case complexity depending on A and computing the solution of the
the so-called shrinkage problem
min
x∈Rn
λ‖x‖1 + ‖x− x˜‖22.
which has a O(n) worst-case complexity. This establishes the result.
Next, we characterize the finite iteration performance of FAL. This analysis will lead to a
convergence rate result in Theorem 4.1.3.
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Theorem 4.1.2 Let {x(k)}k∈Z+ denote the sequence of iterates generated by Algorithm FAL
displayed in Figure 4.1, when τ (k) = c (k) for all k ≥ 1, for some 0 < c < 1. Then, for all k ≥ 1,
(i) ‖Ax(k) − b‖2 ≤ 2Bθλ(k),
(ii)









where B1 > 0 is a constant such that
(k)
(λ(k))2
≤ B1; Bθ > 0 is the constant given in (4.6) and
Bx ≥ max{1, ‖x(k)‖1} for all k ≥ 1.
Proof: For all k ≥ 1,
‖Ax(k) − b‖2 ≤ ‖Ax(k) − b− λ(k)θ(k)‖2 + λ(k)‖θ(k)‖2 = λ(k)‖θ(k+1)‖2 + λ(k)‖θ(k)‖2 ≤ 2Bθλ(k),
where the last inequality follows from the uniform bound, ‖θ(k)‖2 ≤ Bθ for all k ≥ 1, established
in (4.6). This establishes (i).
The FAL iterates {x(k)}k∈Z satisfy
P (k)(x(k)) = λ(k)‖x(k)‖1 + 1
2


















Next, we establish a lower bound for P (k)(x
(k)
∗ ) using the following linear programming duality.
The following is a primal-dual pair of problems:
minx∈Rn ‖x‖1
subject to Ax = b.
maxw∈Rm bTw
subject to ‖ATw‖∞ ≤ 1.
(4.23)
Let w∗ ∈ Rm denote an optimal solution of the maximization problem in (4.23). Linear program-
ming duality also implies that
minx∈R λ‖x‖1 + 12‖Ax− b− λθ‖22 maxw∈Rm −λ
2
2 ‖w‖22 + λ(b+ λθ)Tw
subject to ‖ATw‖∞ ≤ 1.
(4.24)
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Since w∗ is also feasible for the maximization problem in (4.24), it follows that
P (k)(x
(k)























where (4.25) follows from weak duality for primal-dual problems in (4.24) and (4.26) follows from
strong duality for primal-dual problems in (4.23), i.e. bTw∗ = ‖x∗‖1, and Cauchy-Schwartz inequal-
ity. Thus, (4.22) implies that

















where the second inequality follows from the fact that ‖ATw∗‖∞ ≤ 1.
The final step in the proof is to establish the upper bound in (ii). In the first case, suppose that
k-th subproblem terminates with an iterate x(k) satisfying (4.3)(a). Then, from (4.11) we have that







In the second case, suppose that k-th subproblem terminates with an iterate x(k) satisfying (4.3)(b).
Then from the convexity of P (k) we have that
P (k)(x(k)) ≤ P (k)(x∗)−
〈
g(k), x∗ − x(k)
〉
≤ ‖g(k)‖2‖x∗ − x(k)‖2 ≤ τ (k)‖x∗ − x(k)‖2. (4.28)
Hence, it follows that






‖x∗ − x(k)‖2. (4.29)
Combining (4.27) and (4.29), we have




+B1 max{1, c‖x∗ − x(k)‖2}
)
λ(k), (4.30)
where (4.30) follows from the bound on ‖θ(k)‖2 established in (4.6) and from the fact that for all
k ≥ 1, τ (k) = c(k) and Bx ≥ ‖x(k)‖1.
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Theorem 4.1.3 For any 0 < α < 1, there exists a sequence of multipliers {(λ(k), (k), τ (k))}k∈Z+
such that for all  > 0, iterates generated by Algorithm FAL displayed in Figure 4.1, is -feasible,









Moreover, NFAL() iterations of FAL requires Ninner iterations of Algorithm APG, displayed in





























where the computational complexity of each iteration is bounded by the complexity of computing
AT (Ax− b) for an arbitrary x ∈ Rn.
Proof: Fix λ(1) = 1, (1) = 2 and choose 0 < α < 1 and update the parameters as follows:
for all k ≥ 1,
λ(k+1) = α λ(k),
(k+1) = α2 (k),
τ (k) = 12Bx 
(k),
(4.32)
where Bx ≥ max{1, ‖x(k)‖1} ((4.10) in Theorem 4.1.1 shows that such BX > 0 exists). For this






= 2 for all k ≥ 1. Hence,
the constant B1 in Lemma 4.1.1 and Theorem 4.1.2 can be set to 2.
Now scale the problem parameters (A, b) to obtain (A¯, b¯) such that L = σmax(A¯) = 1 and apply
FAL on the problem defined by (A¯, b¯). Since B1 = 2 and Bx ≥ max{1, ‖x(k)‖1}, (4.6) imply that
Bθ = 3
√
nκ(A), where κ(A) := σmax(A)σmin(A) .
Theorem 4.1.2 applied to the problem defined by (A¯, b¯) guarantees that for all k ≥ 1,












Thus, ∣∣∣‖x(k)‖1 − ‖x∗‖1∣∣∣ ≤ ,
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From Theorem 4.1.2 we also have that for all k ≥ 1,
‖Ax(k) − b‖2 ≤ 2Bθλ(1) α(k−1). (4.35)





























Since κ(A) ≥ 1, from B1 = 2 and Bθ = 3
√
nκ(A), it follows that U = 8nκ2(A).
Then (4.34) and (4.36) imply that for all  > 0, the number of FAL iterations required to















































































From Lemma 4.1.1, we have N (k) ≤ N¯ (k) for all k ≥ 1. Hence, it is true N¯inner is an upper bound
on Ninner since Ninner =
∑NFAL()
k=1 N
(k) ≤ ∑NFAL()k=1 N¯ (k) = N¯innner. Then from (4.37) it follows


























Plugging the values of λ(1) = 1, B1 = 2, Bθ = 3
√
nκ(A) and U = 8nκ2(A) in (4.38), we obtain
(4.31).
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4.2 Extension of FAL to noisy recovery
A simple modification of FAL solves the noisy signal recovery problem, min{‖x‖1 : ‖Ax−b‖2 ≤ δ}.
(4.39) is an equivalent problem, obtained by introducing a slack variable s ∈ Rm,
min ‖x‖1,
s.t. Ax+ s = b,
‖s‖2 ≤ δ,
(4.39)




P (k)(x, s) : ‖x‖1 ≤ η(k), ‖s‖2 ≤ δ
}
, (4.40)
where P (k)(x, s) := λ(k)‖x‖1 + f (k)(x, s), f (k)(x, s) = 12‖Ax + s − b − λ(k)θ(k)‖22 and η(k) := η +
λ(k)
2 ‖θ(k)‖22.
The following lemma helps us modify the inner iteration stopping condition (4.3) so that The-
orem 4.1.1, Corollary 4.1.1, Theorem 4.1.2 and Theorem 4.1.3 all remain valid for FAL applied to
problem (4.39).
Lemma 4.2.1 Let f : Rm → R be a convex function such that ∇f is Lipschitz continuous on
Q ⊂ Rm with Lipschitz constant L and Q be a closed convex set. Then, s∗ ∈ argmins∈Rm{f(s) : s ∈
Q} if and only if d(s∗, Q) = 0, where d(s,Q) := L(s − piQ(s)) and piQ(s) = argminq∈Rm{‖q −(
s− 1L∇f(s)
) ‖2 : q ∈ Q}.
Proof: See Theorem 2.2.7 in [44].








→ 0 as k → 0 for all i ∈ {1, 2}. In
the k-th FAL iteration, we run Algorithm APG displayed in Figure 2.2 on (4.40) over the set










of the following two conditions holds:
(a) P (k)(x(k)) ≤ minx∈Rn P (k)(x) + (k),
(b) ‖g(k)‖2 ≤ τ (k)1 , and ‖d
(
s(k), F (k)
) ‖2 ≤ τ (k)2 , (4.41)
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for some g(k) ∈ ∂xP (k)(x, s)|x(k),s(k) , where ∂xP (k)(x)|x(k) denotes the projection of the subdifferen-




onto the x components.
Thus, FAL efficiently computes a solution for the noisy recovery problem, min{‖x‖1 : ‖Ax −
b‖2 ≤ δ}. Note that unlike NESTA [7], FAL is efficient when A does not have orthonormal
rows. For such A, while per iteration complexity of FAL is O(n2), NESTA requires O(n3) work
per iteration. The brief discussion given in this section can be extended to solve noisy recovery
problems min{‖x‖1 : ‖Ax − b‖1 ≤ δ} and min{‖x‖1 : ‖Ax − b‖∞ ≤ δ}. These formulations are
interesting when the measurement noise has a Laplacian or Extreme Value distributions.
4.3 Implementation Details of Algorithm FAL
In this section we describe all the details of FAL. Algorithm FAL-Implementable displayed in
Figure 4.2 is an implementable version of Algorithm FAL for solving the basis pursuit problem
given in (3.1).
4.3.1 Bounds on the iterates {x(k)}k∈Z+
Let x(0) = argmin{‖x‖2 : Ax = b} = AT (AAT )−1b. Computing x(0) requires a projection onto
the affine space {x ∈ <n : Ax = b}. By pre-computing the inverse matrix (AAT )−1 ∈ Rm×m
once, which has a complexity of O(m3), one can reduce the running time of this projection to
O(m2 + kb(m,n)) where kb(m,n) denotes the complexity of computing ATx for A ∈ Rm×n. In our
experimental studies, A is a partial DCT or Gaussian matrix.
When A is a partial DCT matrix, computing x(0) requires O(n log(n)) operations. Since Ax(0) =
b and x∗ ∈ argmin{‖x‖1 : Ax = b}, we have ‖x∗‖1 ≤ ‖x(0)‖1. Hence, we set the bound η in
Algorithm FAL-Implementable to ‖x(0)‖1. Then, for all k ≥ 1, η(k) = ‖x(0)‖1 + λ(k)2 ‖θ(k)‖22 and
‖x(k)∗ ‖1 ≤ η(k). When A is a Gaussian matrix, we did not compute AT (AAT )−1b, instead we set
x(0) = AT b as in the DCT case. But note that, ‖x(0)‖1 = ‖AT b‖1 is not an upper bound on ‖x∗‖1






It is also known that when every element of A ∈ Rm×n is independently distributed as standard
Gaussian, with very high probability, we have
(
1−√mn )√n ≤ σmin(A) and the bound becomes




λ(k), (k), τ (k), t(k)
)}
k∈Z+
2: L← σ2max(A), x(0) ← argmin{‖x‖2| Ax = b}, η ← ‖x(0)‖1, k ← 0
3: τ (0) ←∞, λ(1) ← 0.99‖x(0)‖∞, θ(1) = 0
4: while (k ≥ 0) do




7: f (k)(x) := 12‖Ax− b− λ(k)θ(k)‖22
8: g(k) ← min{‖λ(k)q +∇f (k)(x(k−1))‖2 : q ∈ ∂‖x‖1|x(k−1)}
9: η(k) ← η + λ(k)2 ‖θ(k)‖22








11: x(k,0) ← x(k−1), z(k,0) ← x(k−1), y(k,0) ← x(k−1), `← 0, a← 0, ϑ(0) ← 1
12: repeat
13: a← a+ ∇f(k)(y(k,`))
ϑ(`)










‖z‖1 : ‖z‖1 ≤ η(k)
}










‖x‖1 : ‖x‖1 ≤ η(k)
}
16: if Stopping Criterion is true then







21: y(k,`+1) ← (1− ϑ(`+1))x(k,`+1) + ϑ(`+1)z(k,`+1)
22: g(k,`+1) ← min{‖λ(k)q +∇f (k)(y(k,`+1))‖2 : q ∈ ∂‖x‖1 |y(k,`+1)}
23: `← `+ 1
24: until (` > N¯ (k)) or (g(k,`) ≤ τ (k))
25: if g(k,`) ≤ τ (k) then
26: x(k) ← y(k,`)
27: else
28: x(k) ← x(k,`)
29: end if
30: θ(k+1) ← θ(k) − Ax(k)−b
λ(k)
31: end while
Figure 4.2: Implementable First-Order Augmented Lagrangian Algorithm (FAL)
tight as n → ∞. From this bound and (4.42), it follows that ‖x∗‖1 ≤ 11−√m
n
‖b‖2. Hence, we set
the bound η in Algorithm FAL-Implementable to 1
1−√m
n
‖b‖2. Then, for all k ≥ 1, η(k) =
η + λ
(k)
2 ‖θ(k)‖22 and ‖x
(k)
∗ ‖1 ≤ η(k).
Hence, we will inexactly minimize P (k)(.) over {x ∈ <n : ‖x‖1 ≤ η(k)} to ensure that the
{x(k)}k∈Z+ sequence always remains bounded.
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Figure 4.3: Logarithmic plots of relative solution error, relative feasibility and relative optimality
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4.3.2 Subgradient based stopping condition for inner updates
If the iterate x(k) is required to satisfy only (4.3)(a), i.e. P (k)(x(k)) ≤ infx∈Rn P (k)(x) + (k) shown
in the step 11 of Algorithm FAL displayed in Figure 4.1, then it can still be shown that any limit
point of the sequence {x(k)}k∈Z+ is an optimal solution of the basis pursuit problem (3.1). However,
in our numerical experiments we found that this termination condition is very inefficient in practice
and is, in fact, stronger than what we need for Theorem 4.1.1 and Corollary 4.1.1 to hold. Hence,
using a subgradient based stopping criterion (4.3)(b) together with (4.3)(a), we found in practice to
be much more effective. The stopping criterion (4.3)(a) helps us to derive the worst case complexity
results for FAL given in Theorem 4.1.3. On the other hand, by early terminating the iterations
of Algorithm APG when the subgradient based stopping criterion (4.3)(b) holds, we observed
O(log(1/)) complexity in practice as opposed to O(1/) worst case complexity of Theorem 4.1.3.
In order to demonstrate this phenomenon, we randomly created 5 instances of x∗ ∈ Rn and partial
DCT matrix A ∈ Rm×n as described in Section 4.4.1.1 such that n = 642 and m = n4 . Any x∗
created contains dm10e nonzero components such that the largest and smallest magnitude of those
components are 105 and 1, respectively.
We ran Algorithm FAL-Implementable displayed in Figure 4.2, which is the implementable
version of FAL, on these randomly generated 5 problems until ‖x(k,`) − x(k,`−1)‖∞ ≤ 5 × 10−11
for any k ≥ 1, where k denotes the current FAL iteration number and ` denotes the current
iteration number of Algorithm APG on the k-th subproblem. Let xsol denote the output of
Algorithm FAL-Implementable. For any random instance we solve, let NFAL denote the num-
ber of FAL iterations done until the stopping condition above is satisfied, N(k) be the number of




(k) be the total number of inner iterations.
For all five instances NFAL ≈ 45, Ninner ≈ 95, max1≤i≤n{|(xsol)i−(x∗)i| : (x∗)i 6= 0} ≈ 7×10−11,
max1≤i≤n{|(xsol)i| : (x∗)i = 0} = 0 and ‖Axsol − b‖2 ≈ 1× 10−10. These numbers show that each
output xsol is 15 digits accurate and very close to feasibility.





(k,`). Figure 4.3 plots the
relative error of inner iterates x
(j)
in , relative feasibility and relative optimality at the j-th cumulative
iteration of Algorithm APG for 1 ≤ j ≤ Ninner. As we have discussed before, we observe
O(log(1/)) complexity in Figure 4.3 as opposed to O(1/) worst case complexity of Theorem 4.1.3.
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In order to check the stopping condition (4.3)(b), in line 22 of Algorithm FAL-Implementable
we compute the subgradient q ∈ ∂‖x‖1 |y(k,`+1) that minimizes
‖λ(k)q +∇f (k)(y(k,`+1))‖2, (4.43)
or equivalently, the subgradient that solves min{‖g‖2 : g ∈ ∂P (k)(x)|y(k,`+1)}. This optimization
problem can be solved efficiently, i.e. given ∇f (k)(y(k,`+1)), it takes O(n) operations to compute
the optimal g.
4.3.3 Details of inner iterations
As a preliminary, in Section 2.2 we give Algorithm 3 in [50] to solve the problem min{p(x) + f(x)}
ensuring that the iterates lie in a closed convex set F ⊂ Rn, where p and f are proper, lower
semi-continuous and convex functions such that ∇f is Lipschitz continuous and xs ∈ F for some
xs ∈ argminx∈Rn{p(x) + f(x)}.
In this section we briefly discuss the details of the particular implementation of Algorithm APG,
displayed in Figure 2.2, for computing
min
‖x‖1≤η
λ‖x‖1 + f(x), (4.44)
where f satisfies the assumptions stated above. Let L denote the Lipschitz constant of ∇f and
η > 0 is such that ‖xs‖1 ≤ η for some xs ∈ argminx∈Rn λ‖x‖1 + f(x). The form of subproblems
given in (4.1) is a special case of this general formulation.
If η is not given, then all the minimizations can be carried out as unconstrained, i.e. η = ∞.
Given x(0) ∈ Rn and η as defined above, we will briefly go over the steps of Algorithm APG
displayed in Figure 2.2 when the prox function h(x) = 12‖x− x(0)‖22 for solving (4.44).
Algorithm APG with x-update rule (2.4) computes three sets of iterates (x(`), y(`), z(`)):
1. y(`) is a convex combination of x(`) and z(`): y(`) = (1− ϑ(`))x(`) + ϑ(`)z(`).
2. z(`+1) is computed using the gradients ∇f(y(i)) for all the iterates i ≤ ` in Step 5 of Algo-
rithm APG, which can be equivalently written as
z(`+1) = argmin














‖z‖1 : ‖z‖1 ≤ η
}
.
CHAPTER 4. AUGMENTED LAGRANGIAN METHOD FOR COMPRESSED SENSING 72
Thus, in Step 14 of Algorithm FAL-Implementable shown in Figure 4.2 we compute the
z(`) iterate.
3. x(`+1) is computed using y(`) and only the gradient ∇f(y(`)) in Step 8 of Algorithm APG,













‖x‖1 : ‖x‖1 ≤ η
}
.
Thus, in Step 15 of Algorithm FAL-Implementable shown in Figure 4.2 we compute the
x(`) iterate. Unlike in Algorithm 3 in [50] (see Equation (17)), we solve a constrained problem
to compute x(`) iterate. Using induction, it is easy to show that all the results of Corollary 3
in [50] continue to hold with this modification, i.e. the condition given in Equation (14) in
[50] is still true for all ` ≥ 1.






‖x− x˜‖22 : ‖x‖1 ≤ η
}
(4.45)
can be solved in O(n log(n)) time. Therefore, all three iterates (x(`), y(`), z(`)) can be efficiently
computed for the subproblems (4.1) in FAL.
4.3.4 Stopping criterion for FAL
When there is no measurement noise, we terminate when the `∞ difference between successive inner
iterates is below a threshold γ, i.e. for any k ≥ 1 we stop when
‖x(k,`) − x(k,`−1)‖∞ ≤ γ, (4.46)
holds for some ` ≥ 1. In our numerical experiments we set γ by experimenting with a small instance
of the problem. On the other hand, when b is corrupted with noise, then we stop the algorithm





holds for some ` ≥ 1. In the noisy measurement case, where b = Ax∗ + ζ such that ζ ∈ Rm is a
vector of i.i.d. random variables with standard deviation %, we set γ = %.
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4.3.5 Multiplier selection
Given c¯τ ∈ (0, 1) and {c(k)τ }k∈Z+ , {c(k)λ }k∈Z+ sequences, for all k ≥ 1 the approximate optimality
parameter τ (k) and λ(k) are set as follows:
g(1) = min{‖λ(0)q +AT (Ax(0) − b)‖2 : q ∈ ∂‖x‖1 |x(0)},
τ (1) = c¯τg
(1),
λ(1) = 0.99‖x(0)‖∞,
g(k) = min{‖λ(k)q +AT (Ax(k−1) − b− λ(k)θ(k))‖2 : q ∈ ∂‖x‖1 |x(k−1)},












for all k ≥ 2. In all our experiments, c¯τ = 0.9.
In first iteration of FAL, we solve the problem
min
‖x‖1≤η





since η(1) = η. When A has orthogonal rows like the DCT case, we set x(0) = AT b and η = ‖x0‖1
(see Section 4.3.1). Since Ax(0) = b and P (1)(x(0)) = λ(1)‖x(0)‖1 and P (1)(x) ≥ 0 for all x ∈ <n, the
initial duality gap is less than or equal to λ(1)‖x(0)‖1. Hence, we initialize (1) = 0.99λ(1)‖x(0)‖1 and






(k) for all k ≥ 1. However, when A is gaussian, Ax(0) 6= b, when x(0) = AT b.







(k) for all k ≥ 1.
Let x∗ ∈ <n be the target signal, s = ‖x∗‖0 and A ∈ <m×n be the partial DCT measurement
matrix. In our numerical experiments we observed that for a given measurement ratio m/n and
sparsity ratio s/m, there exists a fixed κ ∈ (0, 1) such that setting c(k)λ = κ and c(k)τ = κ− 0.01 > 0
performs well in terms of the total number of matrix multiplications required. Moreover, our
numerical tests also suggested that for a given measurement ratio m/n and sparsity ratio s/m,
the performance of the sequence of multipliers {λ(k), (k), τ (k)}k∈Z+ computed in (4.48) above is
effectively independent of the dimension n of the target signal; thus, one can tune the parameters
on a smaller problem and then use the same set of parameters for all larger problems with the same
m/n and s/m ratios. For example, when m/n = 0.25 and s/m = 0.1, setting κ = 0.4 works well
for all n ∈ {64× 64, 256× 256, 512× 512}.
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In CS problems, n and m values are always known; however, the sparsity s may not be known.
In our numerical experiments, we used a unified updating rule for all values of the ratios m/n
and s/m. At every FAL iteration (i.e. every outer iteration), we estimate s/m ratio. When
stopping condition (4.3) holds, we set the k-th FAL iterate x(k) to either y(k,`) or x(k,`) depending





λ − 0.01 and c(k)λ = c(ξ(k)), where c : [0, 1] 7→ (0, 1) is an increasing, piecewise
constant function with minx∈[0,1]{c(x)} > 0.01. The specific c(.) function used in all our numerical
experiments is given in (4.50).
When updating x and z iterates in Algorithm APG displayed in Figure 2.2, Lipschitz constant
L determines the step size, 1L . During the numerical tests we have observed that long steps,
t
L ,
where t > 1, speeds up the convergence. At the beginning of k-th FAL iteration, we fix a step size
parameter t(k) and use a constant step size of t
(k)
L until the inner stopping condition (4.3) holds
for the k-th subproblem. In this heuristic approach, t(k) is a function of ξ(k) defined in the above
paragraph. In our experiments, we set t(k) = t(ξ(k)), where t : [0, 1] 7→ [1,+∞) is a decreasing,
piecewise constant function. The specific t(.) function used in all our numerical experiments is
given in (4.51).
4.4 Numerical experiments
We conducted three sets of numerical experiments with FAL. In the first set of experiments we solve
basis pursuit problem when there is no measurement error. The goals in the first set of experiments
are to investigate how the complexity of FAL grows with the problem dimension and to compare
the performance of FAL with performances of other Nesterov-type algorithms SPA [4], NESTA [7]
and fixed point continuation algorithms FPC, FPC-BB [29, 30], FPC-AS [52] and alternating
direction proximal gradient method YALL1 [54]. In the second set of experiments, we compare
the performance of FAL with performances other solvers when there is significant measurement
noise. These two sets of experiments were conducted using randomly generated target signals. We
describe the methodology used for signal generation for each experimental setting in Section 4.4.1.1
and Section 4.4.3.1. In the third set of experiments, we compare the performance and robustness
of these algorithms on a set of small sized hard compressed sensing problems, CaltechTest[12].All
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the numerical experiments were conducted on a desktop 4 dual-core AMD Opteron 2218 @2.6 GHz
processor, 16 GB RAM running running MATLAB 7.12 on Fedora 14 operating system.
4.4.1 Experiments with no measurement noise
4.4.1.1 Signal generation
We tested FAL on randomly generated target signals. The target signal x∗ ∈ <n was chosen to be
s-sparse, i.e. exactly s out of n components were nonzero. Following the experimental setup in a
recent paper of Becker, et al. [7] we set




(i) the set Λ was constructed by randomly selecting s indices from the set {1, . . . , n},
(ii) Θ
(1)
i , i ∈ Λ, were independently, and identically distributed Bernoulli random variables taking
values +1 or −1 with equal probability,
(iii) Θ
(2)
i , i ∈ Λ, were independently, and identically distributed uniform[0, 1] random variables.
The signals x∗ were created in this manner have a dynamic range of 100dB.
The measurement matrix A and the measurement vector b were constructed as follows. We
randomly selected m = n4 frequencies from the set {0, . . . , n}. Let A ∈ <m×n denote a m × n
partial Discrete Cosine matrix constructed from these randomly selected frequencies and b = Ax∗
denote the Discrete Cosine transform of the signal x∗ evaluated at the chosen frequencies.
We found that for fixed measurement and sparsity ratios, i.e. m/n and s/n, and the accuracy
tolerance γ, the total number of inner iterations, i.e. the number of updates in Algorithm APG
displayed in Figure 2.2, is effectively independent of the dimension n of the target signal. In our
experiments we exploit this empirical result by first tuning the constants controlling the parameter
updates on a small sized problem and subsequently using these constants to come up with an
increasing piecewise constant function c : [0, 1]→ (0, 1) described in Section 4.3.5. The c(.) function
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used in all the numerical experiments is as follows:
c(ξ) =

0.9, if ξ ≥ 0.9;
0.85, if 0.9 > ξ ≥ 0.6;
0.8, if 0.6 > ξ ≥ 0.25;
0.6, if 0.25 > ξ ≥ 0.1;
0.4, if ξ < 0.1.
(4.50)
In order to speed up the algorithm in practice, we have used a constant step size of t
(k)
L in




1.8, if ξ ≥ 0.9;
1.85, if 0.9 > ξ ≥ 0.6;
1.9, if 0.6 > ξ ≥ 0.25;
2, if 0.25 > ξ ≥ 0.1;
3, if ξ < 0.1.
(4.51)
4.4.1.2 Algorithm scaling results
We tested the algorithm for s-sparse signals with
(i) three different sizes: small n = 64× 64, medium n = 256× 256, and large n = 512× 512,
(ii) two sparsity levels: high s = dn/400e, and low s = dn/40e.
In order to assess the convergence properties of the FAL, we replaced the condition in the stopping
criterion (4.46):
“For any k ≥ 1, stop whenever ‖x(k,`) − x(k,`−1)‖∞ ≤ γ holds for some ` ∈ Z+” with the following
condition
‖x(k,`) − x∗‖∞ ≤ γ. (4.52)
We report results for γ = 1, 10−1 and 10−2. The signal model in (4.49) and the stopping criterion
implies that the algorithm produces a solution xsol with 5 + log10(1/γ) digits of accuracy. Note
that the stopping criterion (4.52) is only used in the first set of numerical experiments to test the
convergence properties the algorithm.
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Sparsity γ Table
s = n/400 1 Table 4.3
s = n/400 0.1 Table 4.4
s = n/400 0.01 Table 4.5
s = n/40 1 Table 4.6
s = n/40 0.1 Table 4.7
s = n/40 0.01 Table 4.8
Table 4.1: Summary of numerical experiments
The initial update coefficients c
(1)
λ = 0.4, c
(1)
τ = 0.4. For k ≥ 2, c(k)λ and c(k)τ values are set as
described in Section 4.3.5 using the c(.) function given in (4.50).
The Table 4.1 summarizes the sparsity conditions and the parameter settings that were inves-
tigated in the first set of numerical experiments. The column marked Table lists the table where
we display the results corresponding to the parameter setting of the particular row, e.g. the results
for s = n/40 and γ = 0.1 are displayed in Table 4.7. In Tables 4.6–4.5, the row labeled Ninner
lists the total number Algorithm APG iterations done during the course of FAL, the row labeled
CPU lists the running time of the algorithm in seconds, the row labeled NFAL lists the number
of FAL iterations and the row labeled nMat lists the total number of matrix-vector multiplica-
tions computed using A ∈ Rm×n. In this row, we report two numbers for FPC-AS: the first one
is number of multiplications with A during the fixed point iterations and the second one is the
number of multiplications with a reduced form of A during the subspace optimization iterations.
All other rows are self-explanatory. We generated 10 random instances for each of the experimental
conditions. The column labeled average lists the average taken over the 10 random instances, the
columns labeled min (resp. max) list the minimum (resp. maximum) over the 10 instances.
The experiment results support the following conclusions:
(a) FAL is very efficient in computing a solution to (3.1) – the algorithm requires anywhere from
11 to 20 iterations to converge.
(b) For a given sparsity type (high or low) and stopping criterion γ, the number of FAL iterations
and the total number of inner iterations is a very slowly growing function of the dimension n
of the target signal.
(c) The total number of matrix-vector multiplications (total number of inner iterations and also
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the overall running time of FAL) increases with the number of non-zero elements in the target
signal x∗. Increasing the number of non-zero elements from s = n/400 to s = n/40 has caused
the total number of matrix-vector multiplications to increase less than 30%.
(d) On problems with high sparsity, FAL always recovers the zero-set of the target signal. We will
see that this feature of FAL will also be true for all the experiments with low sparsity in the
second and third experimental sets where a reasonably small error tolerance γ is used.
4.4.1.3 Comparison with other solvers on random instances
In this section we report the results of our numerical experiments comparing FAL with SPA [4],
NESTA [7], FPC [29, 30], FPC-AS [52] and YALL1 [54]. In our experiments we used NESTA
v1.1 [http://www.acm.caltech.edu/~nesta/], FPC and FPC-BB, which is a state-of-the-art
version of FPC that uses Barzilai-Borwein steps [5] to accelerate the performance of the algo-
rithm in practice, that come with v2.0 package [http://www.caam.rice.edu/~optimization/
L1/fpc/], FPC-AS v1.21 [http://www.caam.rice.edu/~optimization/L1/FPC_AS/] and YALL1
v1.3 [http://www.www.yall1.blogs.rice.edu].
We created 10 random problems of size n = 512 × 512 using the procedure described in Sec-
tion 4.4.1.1. We chose parameter values for each of the six solvers so that they produce a solution
xsol with `∞-error approximately equal to 5×10−4, i.e. ‖xsol−x∗‖∞ ≈ 5×10−4. For each algorithm
we set the parameters by solving a set of small size problems and these parameter values were fixed
throughout the experiments, all other parameters are set to their default values. The termination
criteria are not directly comparable due to different formulations of the problem solved by different
solvers. However, for FAL we tried to set the stopping parameter γ such that on the average the
stopping criterion for FAL is tighter than the stopping criteria of all the other algorithms tested.
1. FAL: γ = 2.5 × 10−4, c(1)λ = 0.4, c(1)τ = 0.4 and t(1) = 2. For k ≥ 2, c(k)λ , c(k)τ and t(k) values
are set as described in Section 4.3.5 using the c(.) and t(.) functions given in (4.50) and (4.51),
respectively.
2. SPA: γ = 5× 10−5, c(0)τ = 0.2, c(1)τ = 0.855, c = 0.8, cλ = 0.9 and cµ = cν = 0.1. For details on
these parameters refer to [4].
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3. NESTA: µ = 1 × 10−4 and γ = 1 × 10−10. NESTA solves min‖Ax−b‖2≤δ pµ(x), where pµ(x) =
max{xTu− µ2‖u‖22 : ‖u‖∞ ≤ 1}. NESTA terminates when |pµ(x
(k))−p¯µ(x(k))|
p¯µ(x(k))






4. FPC and FPC-BB: 1λ = 1.5× 104. FPC and FPC-BB solve minx∈<n ‖x‖1 + 1λ‖Ax− b‖22.
5. FPC-AS: λ = 7.5× 10−5. FPC-AS solves minx∈<n λ‖x‖1 + 12‖Ax− b‖22.
6. YALL1 (BP): γ = 1× 10−9 and maxit = 500. YALL1 (BP) algorithm solves the basis pursuit
problem minx∈<n{‖x‖1 : Ax = b} and terminates when ‖xk+1−xk‖2‖xk+1‖2 ≤ γ. maxit is the maximum
number of iterations allowed.
The results of the experiments are displayed in Table 4.5. In Table 4.5, the row labeled CPU
lists the running time of each algorithm in seconds and all the other rows labels are as defined in
Section 4.4.1.2. The experimental results in Table 4.5, show that FAL was six times faster than
SPA and NESTA, approximately four times faster than FPC, and two times faster than FPC-BB
and FPC-AS algorithms. Moreover, unlike the other solvers, for all 10 randomly created problems in
the test set, FAL accurately identified the zero-set of the target signal x∗, i.e. I0 = {i ∈ {1, 2, ..., n} :
(x∗)i = 0} without any thresholding. This feature of FAL is very appealing in practice. For signals
with a large dynamic range, almost all of the state-of-the-art efficient algorithms produce a solution
with many small non zeros terms, and it is often hard to determine the threshold. The minimum,
average and maximum of FAL iterations, NFAL, are 24, 24.5 and 25, respectively. Also we have
noticed that in each FAL iteration, FAL does around 4 ± 1 inner iterations. This empirical fact
is the reason why we see O(log(1/)) iteration complexity in practice as reported in Section 4.3.2,
instead of O(1/) worst case theocratical bound proved in Theorem 4.1.3.
4.4.2 Comparison with other solvers on hard instances
In order to demonstrate the robustness of FAL, we tested it on some small sized hard problems:
CaltechTest1, CaltechTest2, CaltechTest3 and CaltechTest4 [12]. This set of problems is
hard because the dynamic range of the nonzero components of the target signal is very large (see
Table 4.2). For example, the target signal x∗ ∈ R512 in CaltechTest1 has 33 nonzero components
with magnitude of 105 and 5 components with magnitude of 1, i.e. x∗ has a dynamic range of
100dB.
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In this set of problems the measurement vector b contains noise ζ, i.e. b = Ax∗ + ζ. However,




, is very high for these problems. SNR of b in
CaltechTest1, CaltechTest2, CaltechTest3 and CaltechTest4 problems are equal to 228dB,
265dB, 168dB and 261dB, respectively. Due to these very high SNR values, we treat this problem
set under this section and solve them via basis pursuit formulation (3.1).
For FAL, SPA, NESTA v1.1, FPC and FPC-BB that come with v2.0 solver package, FPC-
AS v1.21 and YALL1 v1.3, we chose parameter values that produce a solution xsol with high
accuracy in reasonable time. These parameter values were fixed for all the 4 problems in the
CaltechTest set and all other parameters are set to their default values. The termination criteria
are not directly comparable due to different formulations of the problem solved by different solvers.
However, for FAL we tried to set the stopping parameter γ such that on the average the stopping
criterion of FAL is similar or tighter than the stopping criteria of all the other algorithms tested.
1. FAL: γ = 5 × 10−9 and the initial update coefficients c(1)λ = 0.8, c(1)τ = 0.8 and t(1) = 1.9.
For k ≥ 2, c(k)λ , c(k)τ and t(k) values are set as described in Section 4.3.5 using the c(.) and t(.)
functions given in (4.50) and (4.51), respectively.
2. SPA: γ = 1× 10−8, c(0)τ = 0.1, c(1)τ = 0.72, c = 0.8, cλ = 0.9 and cµ = cν = 0.4. For details on
these parameters refer to [4].
3. NESTA: µ = 1× 10−7 and γ = 1× 10−16. See Section 4.4.1.3 for the definition of µ and γ.
4. FPC and FPC-BB: 1λ = 1 × 1010, xtol = 10−10, gtol = 10−8 and mxitr = 20000, where xtol,
gtol set the termination conditions on the relative change in iterates and gradient, respectively,
and mxitr is the iteration limit allowed. See Section 4.4.1.3 for the definition of λ.
5. FPC-AS: λ = 1 × 10−10 and gtol = 10−14, where gtol is the termination criterion on the
maximum norm of sub-gradient. See Section 4.4.1.3 for the definition of λ.
6. YALL1 (BP): γ = 1× 10−17 and maxit = 20000. See the item describing YALL1 (BP) for the
definition of for the definition of γ and maxit in Section 4.4.1.3.
The results of the experiments are displayed in Table 4.10. In Table 4.10, the row labeled CPU
lists the running time of each algorithm in seconds, the row labeled rel.err lists the relative error of
CHAPTER 4. AUGMENTED LAGRANGIAN METHOD FOR COMPRESSED SENSING 81
the `1 norm of the solution, i.e rel.err =
|‖xsol‖1−‖x∗‖1|
‖x∗‖1 , the row labeled inf .err+ lists the absolute
error on the nonzero components of x∗, i.e inf .err+ = max{|(xsol)i − (x∗)i| : (x∗)i 6= 0}, the row
labeled inf .err0 lists the absolute error on the zero components of x∗, i.e inf .err0 = max{|(xsol)i| :
(x∗)i = 0}, the row labeled ‖r‖2 lists the `2 of the residuals, i.e ‖r‖2 = ‖Axsol − b‖2 and the rows
labeled nMat and nnz list the total matrix-vector multiplications done and the number of nonzero
components in the solution vector xsol, respectively.
Test results in Table 4.10 shows that FAL and FPC-AS v1.21 clearly outperform the other algo-
rithms. Among the two, FPC-AS v1.21 performed significantly better on CaltechTest1 and Cal-
techTest2 problems; but FAL is better on CaltechTest4 problem. On CaltechTest3 problem,
although FPC-AS v1.21 has done slightly less matrix-vector computations, in terms of CPU time
FAL is better; this fact suggests that subspace optimizations done in FPC-AS can sometimes take
substantial time comparing to the time required by matrix-vector multiplications with large matrix.
None of the solvers, except FAL, were able to identify the true support and zero sets for any of the
CaltechTest instances. Since, for all the CaltechTest instances, nnz = ‖x∗‖0 and inf.err0 = 0
when FAL terminates, it follows that FAL accurately identifies the support and the zero-set of the
target signal x∗, i.e. I+ = {i ∈ {1, 2, ..., n} : |x∗(i)| 6= 0} and I0 = {i ∈ {1, 2, ..., n} : x∗(i) = 0},
without any thresholding or post-processing.
problem n m s (magnitude, # elements of this magnitude)
CaltechTest1 512 128 38 (105, 33), (1, 5)
CaltechTest2 512 128 37 (105, 32), (1, 5)
CaltechTest3 512 128 32 (10−1, 31), (10−6, 1)
CaltechTest4 512 102 26 (104, 13), (1, 12), (10−2, 1)
Table 4.2: Characteristics of The Problems in CaltechTest Problem Set
4.4.3 Experiments with measurement noise
4.4.3.1 Signal generation
The target signal x∗ ∈ <n was chosen to be s-sparse, i.e. exactly s out of n components were
nonzero. We set
(x∗)i = 1(i ∈ Λ) Θi, (4.53)
where
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(i) the set Λ was constructed by randomly selecting s indices from the set {1, . . . , n},
(ii) Θi, i ∈ Λ, were independently, and identically distributed standard Gaussian random vari-
ables.
The measurement matrix A and the measurement vector b were constructed as follows. The number
of observations m = dn4 e. Elements of A ∈ <m×n are independently distributed standard Gaussian
random variables. The measurement vector b ∈ Rm has the following form
b = Ax∗ + ζ, (4.54)
where ζ ∈ Rm denote the measurement error such that its elements are independently distributed
Gaussian random variables with mean 0 and standard deviation %. Signal-to-noise ratio of b is
given by











Hence, for a given SNR value we select % according to (4.55). In our experiments, for each random
x∗, we obtain 3 different measurement vectors, b, with 20dB, 30dB and 40dB SNR values.
4.4.3.2 Comparison with other solvers on random instances
In this section we report the results of our numerical experiments comparing FAL with NESTA [7],
FPC-BB [29, 30], FPC-AS [52] and YALL1 [54]. In our experiments we used NESTA v.1.1 [http:
//www.acm.caltech.edu/~nesta/], FPC-BB that comes with v.2.0 package [http://www.caam.
rice.edu/~optimization/L1/fpc/], FPC-AS v.1.21 [http://www.caam.rice.edu/~optimization/
L1/FPC_AS/] and YALL1 v1.3 [http://yall1.blogs.rice.edu/].
For each noise level, we created 10 random problems of size n = 128× 128 using the procedure
described in Section 4.4.3.1. We have used the same termination criterion in all the algorithms.





for all the other algorithms, where % is the standard deviation of Gaussian noise in b, which is
defined in Section 4.4.3.1. All the parameters other than explained below are set to their default
values.
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Some of the solvers we tested solve minx∈<n ‖x‖1 + 1λ‖Ax − b‖22. In [29], it is proposed that
when b = Ax∗ + ζ, where ζ is a vector whose elements are independently distributed as Gaussian,






, where χ21−α,m is the 1−α critical value of
the χ2 distribution with m degrees of freedom. Moreover, since every element of A is independently
distributed as standard Gaussian, then we also know that, with very high probability, (1−√mn )2n ≤




2n bounds become tight as n → ∞. Hence, in our numerical
experiments, σ2min(A) and σ
2









We have used getM mu.m that comes with FPC v.2.0 package to compute 1λ according to above
formula using the approximations for σmin(A) and σmax(A). Depending on the SNR, we calculate
different 1λ values, e.g.
1




λ = 0.4, c
(1)
τ = 0.4 and t(1) = 2. For k ≥ 2, c(k)λ , c(k)τ and t(k) values are set as described
in Section 4.3.5 using the c(.) and t(.) functions given in (4.50) and (4.51), respectively.
2. NESTA: it solves min‖Ax−b‖2≤δ pµ(x), where pµ(x) = max{xTu − µ2‖u‖22 : ‖u‖∞ ≤ 1}. µ =




2m % as described in [7].
3. FPC-BB: it solves minx∈<n ‖x‖1 + 12λ‖Ax− b‖22 and 1λ is set as described above depending on
the SNR value.
4. FPC-AS: it solves minx∈<n λ‖x‖1 + 12‖Ax− b‖22 and λ is set as described above depending on
the SNR value.
5. YALL1 (L1/L2): it solves minx∈<n ‖x‖1 + 12λ‖Ax − b‖22 and 1λ is set as described above de-
pending on the SNR value.




The results of the experiments are displayed in Tables 4.5–4.5. In Table 4.5–4.5, the row labeled
CPU lists the running time of each algorithm in seconds and all the other rows labels are as defined
in Section 4.4.1.2. The experimental results in Table 4.5–4.5, show that even though FAL is an
algorithm for basis pursuit problem (3.1), it is significantly faster then the other state-of-the-art
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algorithms tested on compressed sensing problems with noisy measurements of SNR ranging from
20dB to 40dB. It should be noted that although nMat significantly determines CPU, some other
operations can add to CPU time significantly. For instance, at 40dB FAL did 62.8 and FPC-AS
did 66.8 matrix multiplications on average; on the other hand while the average CPU time for FAL
was 13.1 secs, it was 18.9 secs for FPC-AS. This difference in the CPU times can be explained by
many other smaller size matrix vector multiplications with a reduced A FPC-AS did during the
subspace optimization iterations.
4.5 Conclusion
We propose a first-order augmented lagrangian algorithm (FAL) for the sparse recovery problem.
The FAL recovers the target signal by solving a sequence of augmented lagrangian subproblems, and
each subproblem is solved using a slight modification of Algorithm 3 in [50]. We give a continuation
scheme on penalty parameter λ used in FAL that guarantees the convergence of the iterate sequence
to the target signal and we are also able to compute a convergence rate. We found that for a fixed
measurement and sparsity ratios, i.e. m/n and s/n, and solution accuracy parameter γ, the total
number of inner iterations is effectively independent of the dimension n of the target signal; thus,
one can tune the parameters on a small size problem and then use these parameters for all larger
problems with the same measurement and sparsity ratios. The numerical results reported in this
chapter show that FAL required very few iterations to accurately recover the target signal. In our
numerical studies, we also observed that FAL does O(log(−1)) matrix multiplications as opposed
to the O(−1) worst case theoretical bound shown.
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n=512×512 n=256×256 n=64×64
Average Max Average Max Average Max
Ninner 27.0 27 26.5 27 29.3 34
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 1.70E-06 2.12E-06 3.96E-06 1.12E-05 1.29E-05 2.62E-05
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 3.23E-01 3.78E-01 5.73E-01 1.00E+00 9.09E-01 1.00E+00
max{|(xsol)i| : (x∗)i = 0} 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
‖Axsol − b‖2 0.703 0.781 0.799 1.809 0.604 0.850
‖xsol‖1 5588229.9 7000555.1 1508014.9 1838186.7 193826.1 311446.4
‖x∗‖1 5588239.3 7000565.2 1508021.0 1838194.7 193828.2 311447.1
CPU 13.5 13.7 3.1 3.1 0.2 0.3
NFAL 14.0 14.0 13.6 14.0 12.6 14.0
nMat 56 56 55 56 60.6 70
Table 4.3: FAL: Numerical Test Results for n ∈ {642, 2562, 5122}, m = n/4, s = m/100 and
‖xsol − x∗‖∞ ≤ 1
n=512×512 n=256×256 n=64×64
Average Max Average Max Average Max
Ninner 28.9 29 28.4 29 35.1 45
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 6.79E-08 2.69E-07 1.03E-07 2.49E-07 4.96E-07 1.06E-06
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 2.58E-02 9.51E-02 5.57E-02 9.07E-02 6.22E-02 8.76E-02
max{|(xsol)i| : (x∗)i = 0} 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
‖Axsol − b‖2 0.047 0.187 0.062 0.109 0.037 0.065
‖xsol‖1 5588239.4 7000565.5 1508020.8 1838194.5 193828.1 311446.9
‖x∗‖1 5588239.3 7000565.2 1508021.0 1838194.7 193828.2 311447.1
CPU 14.5 14.7 3.3 3.4 0.3 0.4
NFAL 14.9 15.0 14.4 15.0 14.0 14.0
nMat 59.8 60 58.8 60 72.2 92
Table 4.4: FAL: Numerical Test Results for n ∈ {642, 2562, 5122}, m = n/4, s = m/100 and
‖xsol − x∗‖∞ ≤ 10−1
n=512×512 n=256×256 n=64×64
Average Max Average Max Average Max
Ninner 29.9 30 29.5 30 37.7 49
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 6.36E-08 9.54E-08 4.77E-08 6.85E-08 4.57E-08 1.66E-07
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 7.66E-03 9.27E-03 6.92E-03 8.60E-03 5.63E-03 9.63E-03
max{|(xsol)i| : (x∗)i = 0} 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
‖Axsol − b‖2 0.027 0.032 0.013 0.015 0.004 0.006
‖xsol‖1 5588239.7 7000565.6 1508021.0 1838194.8 193828.2 311447.1
‖x∗‖1 5588239.3 7000565.2 1508021.0 1838194.7 193828.2 311447.1
CPU 15.0 15.2 3.4 3.5 0.3 0.4
NFAL 15.0 15.0 15.0 15.0 14.7 16.0
nMat 61.8 62 61 62 77.4 100
Table 4.5: FAL: Numerical Test Results for n ∈ {642, 2562, 5122}, m = n/4, s = m/100 and
‖xsol − x∗‖∞ ≤ 10−2
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n=512×512 n=256×256 n=64×64
Average Max Average Max Average Max
Ninner 28.9 29 28.2 29 27.2 28
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 6.82E-07 2.51E-06 2.01E-06 3.31E-06 4.93E-06 8.35E-06
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 6.46E-01 9.83E-01 8.26E-01 9.88E-01 7.92E-01 1.00E+00
max{|(xsol)i| : (x∗)i = 0} 1.31E-01 2.24E-01 1.83E-01 4.07E-01 1.19E-01 2.12E-01
‖Axsol − b‖2 2.432 4.802 2.020 2.441 0.857 1.203
‖xsol‖1 56631758.9 59669790.2 14250619.6 15030777.3 1033569.1 1289376.0
‖x∗‖1 56631797.7 59669841.3 14250648.3 15030813.1 1033574.2 1289377.9
CPU 14.5 14.6 3.3 3.4 0.2 0.6
NFAL 14.9 15.0 14.2 15.0 13.8 14.0
nMat 59.8 60 58.4 60 56.4 58
Table 4.6: FAL: Numerical Test Results for n ∈ {642, 2562, 5122}, m = n/4, s = m/10 and
‖xsol − x∗‖∞ ≤ 1
n=512×512 n=256×256 n=64×64
Average Max Average Max Average Max
Ninner 33.7 35 32.7 34 31.2 33
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 5.30E-07 7.38E-07 6.70E-07 1.03E-06 4.56E-07 8.46E-07
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 9.21E-02 9.98E-02 8.96E-02 9.58E-02 7.06E-02 8.92E-02
max{|(xsol)i| : (x∗)i = 0} 1.17E-03 6.17E-03 2.38E-03 1.26E-02 7.16E-03 2.40E-02
‖Axsol − b‖2 0.601 0.748 0.357 0.469 0.087 0.120
‖xsol‖1 56631827.7 59669880.2 14250657.8 15030821.1 1033574.7 1289378.1
‖x∗‖1 56631797.7 59669841.3 14250648.3 15030813.1 1033574.2 1289377.9
CPU 16.8 17.6 3.8 4.0 0.2 0.7
NFAL 17.1 18.0 16.7 17.0 15.7 16.0
nMat 69.4 72 67.4 70 64.4 68
Table 4.7: FAL: Numerical Test Results for n ∈ {642, 2562, 5122}, m = n/4, s = m/10 and
‖xsol − x∗‖∞ ≤ 10−1
n=512×512 n=256×256 n=64×64
Average Max Average Max Average Max
Ninner 38.7 39 38.3 39 37.7 39
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 4.94E-08 5.80E-08 4.32E-08 5.54E-08 2.16E-08 5.06E-08
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 8.71E-03 9.96E-03 8.51E-03 9.88E-03 7.19E-03 9.41E-03
max{|(xsol)i| : (x∗)i = 0} 1.58E-04 1.11E-03 0.00E+00 0.00E+00 0.00E+00 0.00E+00
‖Axsol − b‖2 0.069 0.084 0.038 0.042 0.010 0.011
‖xsol‖1 56631794.9 59669838.5 14250647.7 15030812.4 1033574.2 1289377.9
‖x∗‖1 56631797.7 59669841.3 14250648.3 15030813.1 1033574.2 1289377.9
CPU 19.3 19.5 4.4 4.5 0.3 0.7
NFAL 19.7 20.0 19.3 20.0 18.8 19.0
nMat 79.4 80 78.6 80 77.4 80
Table 4.8: FAL: Numerical Test Results for n ∈ {642, 2562, 5122}, m = n/4, s = m/10 and
‖xsol − x∗‖∞ ≤ 10−2
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FAL FPC-AS
Average Max Average Max
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 2.6E-09 3.2E-09 3.5E-08 3.6E-08
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 5.1E-04 6.2E-04 6.5E-04 7.1E-04
max{|(xsol)i| : (x∗)i = 0} 0 0 1.2E-04 1.5E-04
‖Axsol − b‖2 3.7E-03 4.4E-03 1.2E-02 1.2E-02
‖xsol‖1 56631797.8 59669841.4 56631795.7 59669839.3
‖x∗‖1 56631797.7 59669841.3 56631797.7 59669841.3
CPU 11.0 12.3 22.2 23.9
nMat 98 99 109 / 205.6 109 / 208
SPA NESTA
Average Max Average Max
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 1.0E-08 1.1E-08 6.5E-08 6.7E-08
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 6.0E-04 6.8E-04 7.4E-04 8.4E-04
max{|(xsol)i| : (x∗)i = 0} 6.6E-05 7.1E-05 2.3E-04 3.1E-04
‖Axsol − b‖2 6.0E-03 6.3E-03 4.0E-10 4.1E-10
‖xsol‖1 56631798.3 59669841.9 56631801.4 59669845.0
‖x∗‖1 56631797.7 59669841.3 56631797.7 59669841.3
CPU 67.3 73.0 72.1 80.1
nMat 583.2 587 629.4 633
FPC FPC-BB
Average Max Average Max
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 3.5E-08 3.5E-08 3.2E-08 3.3E-08
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 6.8E-04 7.3E-04 6.1E-04 6.7E-04
max{|(xsol)i| : (x∗)i = 0} 1.6E-04 1.9E-04 1.3E-04 1.6E-04
‖Axsol − b‖2 1.2E-02 1.2E-02 1.1E-02 1.1E-02
‖xsol‖1 56631795.7 59669839.3 56631795.9 59669839.5
‖x∗‖1 56631797.7 59669841.3 56631797.7 59669841.3
CPU 40.4 50.0 22.7 26.4
nMat 381 385 193 193
YALL1 (BP)
Average Max
|‖xsol‖1 − ‖x∗‖1|/‖x∗‖1 2.26E-04 2.41E-04
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 3.68E+01 4.00E+01
max{|(xsol)i| : (x∗)i = 0} 5.14E+00 6.35E+00





Table 4.9: FAL vs Other Algorithms: Numerical Test Results for m = n/4, s = m/10 and ‖xsol −
x∗‖∞ ≈ 5× 10−4
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FAL FPC-AS YALL1 (L1/L2)
Average Max Average Max Average Max
‖xsol − x∗‖2/‖x∗‖2 0.007 0.008 0.007 0.008 0.009 0.009
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 1.36E-02 1.72E-02 2.24E-02 2.93E-02 1.79E-02 2.15E-02
max{|(xsol)i| : (x∗)i = 0} 1.12E-02 1.29E-02 9.02E-03 1.11E-02 1.30E-02 1.39E-02
‖Axsol − b‖2 4.06E-02 4.70E-02 4.38E-02 4.98E-02 4.63E-02 4.96E-02
CPU 13.1 13.8 18.9 20.3 33.5 36.1
nMat 62.8 65 67.8/113.8 71/117 132.4 143
NESTA FPC-BB YALL1 (L1/L2con)
Average Max Average Max Average Max
‖xsol − x∗‖2/‖x∗‖2 0.019 0.020 0.012 0.012 0.010 0.011
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 4.11E-02 4.52E-02 2.32E-02 2.59E-02 1.88E-02 2.30E-02
max{|(xsol)i| : (x∗)i = 0} 1.30E-02 1.55E-02 1.33E-02 1.61E-02 1.48E-02 1.57E-02
‖Axsol − b‖2 6.89E-02 6.89E-02 2.50E-02 2.58E-02 3.42E-02 3.86E-02
CPU 264.1 293.0 39.4 43.7 34.9 39.9
nMat 109.6 113 178.8 187 159.8 181
PreprocessTime 581.7 667.8 N/A N/A N/A N/A
Table 4.11: FAL vs Other Algorithms: Numerical Test Results for Gaussian A and x∗ with
SNR(b) = 40dB
FAL FPC-AS YALL1 (L1/L2)
Average Max Average Max Average Max
‖xsol − x∗‖2/‖x∗‖2 0.024 0.027 0.023 0.027 0.031 0.033
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 5.36E-02 6.08E-02 5.83E-02 7.45E-02 6.20E-02 6.96E-02
max{|(xsol)i| : (x∗)i = 0} 3.68E-02 4.02E-02 3.78E-02 4.18E-02 3.92E-02 4.26E-02
‖Axsol − b‖2 1.17E-01 1.34E-01 1.05E-01 1.09E-01 1.04E-01 1.07E-01
CPU 10.8 11.0 19.8 22.2 19.6 24.4
nMat 51.8 53 72.4/118.4 79/125 87.8 91
NESTA FPC-BB YALL1 (L1/L2con)
Average Max Average Max Average Max
‖xsol − x∗‖2/‖x∗‖2 0.078 0.082 0.035 0.036 0.038 0.041
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 1.71E-01 1.95E-01 6.86E-02 7.61E-02 6.32E-02 7.75E-02
max{|(xsol)i| : (x∗)i = 0} 6.15E-02 7.34E-02 3.92E-02 4.59E-02 4.88E-02 5.73E-02
‖Axsol − b‖2 0.21808 0.21808 7.79E-02 7.90E-02 5.79E-02 6.21E-02
CPU 207.1 221.1 25.8 27.9 25.4 29.3
nMat 73.2 75 120.4 133 104 107
PreprocessTime 581.7 667.8 N/A N/A N/A N/A
Table 4.12: FAL vs Other Algorithms: Numerical Test Results for Gaussian A and x∗ with
SNR(b) = 30dB
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FAL FPC-AS YALL1 (L1/L2)
Average Max Average Max Average Max
‖xsol − x∗‖2/‖x∗‖2 0.090 0.103 0.099 0.105 0.105 0.112
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 1.95E-01 2.37E-01 1.96E-01 2.32E-01 2.09E-01 2.33E-01
max{|(xsol)i| : (x∗)i = 0} 1.33E-01 1.87E-01 1.23E-01 1.38E-01 1.35E-01 1.51E-01
‖Axsol − b‖2 3.45E-01 5.14E-01 2.78E-01 2.89E-01 2.76E-01 2.82E-01
CPU 8.3 8.6 22.6 23.9 11.8 12.9
nMat 39.6 41 78.8/124.8 83/129 52 53
NESTA FPC-BB YALL1 (L1/L2con)
Average Max Average Max Average Max
‖xsol − x∗‖2/‖x∗‖2 0.251 0.267 0.100 0.109 0.124 0.132
max{|(xsol)i − (x∗)i| : (x∗)i 6= 0} 5.40E-01 6.12E-01 1.99E-01 2.28E-01 2.12E-01 2.59E-01
max{|(xsol)i| : (x∗)i = 0} 1.82E-01 2.13E-01 1.19E-01 1.38E-01 1.53E-01 1.78E-01
‖Axsol − b‖2 0.68967 0.68967 2.50E-01 2.53E-01 1.15E-01 1.22E-01
CPU 170.1 176.4 23.8 27.0 16.2 16.7
nMat 47.4 49 102.2 107 63 65
PreprocessTime 581.7 667.8 N/A N/A N/A N/A
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Chapter 5
Augmented Lagrangian Algorithm for
Composite Norm Minimization
5.1 Introduction
In this chapter we consider the class of composite norm minimization problems defined as follows:
min
X∈Rm×n
µ1‖σ(X)‖α + µ2‖C(X)− d‖β subject to ‖A(X)− b‖γ ≤ δ, (5.1)
where σ(X) ∈ Rmin{m,n}+ denotes the vector of singular values of the matrix X ∈ Rm×n, b ∈ Rq,
d ∈ Rp, A : Rm×n → Rq, q < mn, and C : Rm×n → Rp, p < mn, are linear operators and α, β, γ ∈
{1, 2,∞}. For α ∈ {1, 2,∞} the vector norm ‖.‖α denotes the `1-norm, `2-norm or the `∞-norm,
respectively. Since the Nuclear norm ‖X‖∗ = ‖σ(X)‖1, the Frobenius norm ‖X‖F = ‖σ(X)‖2,
and the `2-operator norm ‖X‖2 = ‖σ(X)‖∞, the term ‖σ(X)‖α denotes either the nuclear, the
Frobenius, or the `2-operator norm.
In Section 5.2, we propose a first-order augmented Lagrangian algorithm (FALC) that can
solve (5.1). We assume that A has full rank – we do not need this constraint on the operator C.
Although we focus on establishing the properties of FALC for problems of the form (5.1), we show
in Section 5.5 that our proposed framework extends to a much larger class of problems of the form
(5.12).
We show below that many well studied sparse optimization problems are special cases of (5.1).
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Nuclear norm-minimization The special case with α = 1, i.e. ‖σ(X)‖1 = ‖X‖∗, µ2 = 0, and
δ = 0, is known as nuclear norm minimization problem
min
X∈Rm×n
‖X‖∗ subject to A(X) = b. (5.2)
Nuclear norm minimization problem is a convex approximation for the NP-hard rank minimization
problem minX∈Rm×n{rank(X) : A(X) = b}, where rank(X) denotes the rank of X ∈ Rm×n.
Let X0 ∈ Rm×n be the unknown low-rank matrix such that A(X0) = b. Let r = rank(X0) and
n¯ = max{m,n}.
Rank minimization arises in many different contexts, e.g. system identification [41], optimal
control [25, 26, 24], low-dimensional embedding in Euclidean space [40], and matrix completion [17].
Matrix completion problem is the special case where the operator A picks a subset of the matrix
elements, i.e the linear constraints are of the form Xij = (X0)ij for (i, j) ∈ Ω. In [17], it is shown
that there exists a unique minimizer of the matrix completion problem and it is the unknown low-
rank data matrix X0 with very high probability provided that O(n¯1.2r log(n¯)) entries of X0 sampled
uniformly at random, i.e. |Ω| = O(n¯1.2r log(n¯)), and X0 satisfies some regularity conditions. The
Netflix prize problem [46] is an example of the matrix completion problem.
For the nuclear norm minimization problem in (5.2), Recht et al. [47] have shown that when the
linear operator A : Rm×n → Rq satisfies some regularity properties, and the number of measure-
ments q = O(r(m+n) log(mn)), the optimal solution of the SDP (5.2) is the optimal solution of the
rank minimization problem with very high probability. Thus, FALC can be used to approximately
solve rank minimization problems.








‖X‖2F : A(X) = b
}
, (5.3)
is solved inexactly, where λ(k) ↘ 0 as k →∞. Let X(k)∗ denote the minimizer of the k-th subproblem
(5.3) and X∗ := argminX{‖X‖F : X is a solution of (5.2)}. Then, it is shown that limk∈Z+ ‖X(k)∗ −
X∗‖F = 0. In [11], (5.3) is solved using Uzawa’s algorithm, which is in fact a subgradient algorithm
applied to the dual problem and is a predecessor of the augmented Lagrangian method. Each
iteration requires one SVD computation. Moreover, Cai et al. proved that Uzawa iterates X(k,`)
for the k-th subproblem converges to X
(k)
∗ , i.e. lim`∈Z+ X(k,`) = X
(k)
∗ , provided that positive step
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sizes used in Uzawa’s algorithm are bounded above by 2/‖A‖22, where ‖A‖2 denotes the spectrum
norm of A. In practice, they update λ(k) whenever {X(k,`)}`∈Z+ stabilizes. SVT algorithm does not
work well when rank(X0) is not very small, where X0 is the unknown matrix such that A(X0) = b.
In [42], Ma et al. propose solving (5.2) using fixed point continuation (FPC) algorithm that
embeds soft-thresholding (IST) algorithm [20] in a continuation strategy. In [42], soft-thresholding
is applied on the singular values of the iterates. Hence each iteration of FPC requires one SVD









is solved inexactly, where λ(k) ↘ λ¯ as k → ∞ for some λ¯ > 0. Let X(k)∗ denote the minimizer
of the k-th subproblem (5.4) and {X(k,`)}`∈Z+ denote the sequence of IST iterates for the k-th
subproblem. Then Ma et al. proved that lim`∈Z+ X(k,`) = X
(k)
∗ . As in SVT algorithm, λ(k) is
updated whenever {X(k,`)}`∈Z+ stabilizes.
In [28], Goldfarb et al. proposed first-order algorithms based on variable splitting and mini-
mization in alternating directions to solve minx P (x) such that P = f + g, where f , g are convex
functions and at least one of them has a Lipschitz continuous gradient. Instead of solving this
problem directly, they solve an equivalent problem, min{f(x)+g(s) : x = s}, using the augmented
Lagrangian framework. This class of problems includes minx∈Rn ‖x‖1 + 12λ‖Ax − b‖22 encountered
in compressed sensing, minX∈Rm×n ‖X‖∗+ 12λ‖A(X)− b‖2F encountered in nuclear norm minimiza-
tion. Suppose that f is smooth and g is a general convex function, then FALM-S [28] algorithm






is the Lipschitz constant of ∇f .
In [47], it is shown that for all r¯ ≥ rank(X0), the quadratic problem
min
L∈Rm×r¯,R∈Rn×r¯
{‖L‖2F + ‖R‖2F : A(LRT ) = b} , (5.5)
is equivalent to the nuclear norm minimization problem in (5.2). Although the objective function
is a smooth quadratic, the constraint is nonconvex in (5.5). Therefore, solving (5.5) is not any
simpler than solving (5.2). Burer and Monteiro [9, 10] gave an algorithm for solving an SDP in
standard form via low-rank matrix factorizations, which can be used to solve (5.5).
For other existing algorithmic methodologies for solving the nuclear norm minimization problem,
see [11, 28, 38, 39, 42, 49] and references therein.
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Basis-pursuit problem The special case of (5.1) with β = 1, µ1 = 0, δ = 0, C(X) = X ∈ Rn×1
and d = 0, is the basis pursuit problem
min
x∈Rn
‖x‖1 subject to Ax = b, (5.6)
where A ∈ Rq×n and b ∈ Rq. LPs of the form (5.6) have recently attracted a lot of attention
since they appear in the context of a new signal processing paradigm known as compressed sens-
ing (CS) [13, 14, 15, 22]. The goal in CS is to recover a sparse signal x0 from a small set of linear




‖x‖0 subject to Ax = b, (5.7)
where the `0-norm ‖x‖0 =
∑n
i=1 1(xi 6= 0). Recently, Cande´s, Romberg and Tao [13, 14, 15] and
Donoho [22] have shown that, if the target signal x0 is s-sparse, i.e. only s of the n components
are non-zeros, the matrix A ∈ Rq×n has q = O(s log(n)) and is chosen randomly according to a
specified set of distributions, then the sparse target signal x0 is the unique optimal solution of the
LP (5.6) with very high probability. Thus, x0 can be recovered by solving an LP, and therefore,
in theory signal recovery is very efficient. In practice, however, solving such LPs is hard because
the matrix A in (5.6) is large and dense, and in addition these LPs are often ill-conditioned. Thus,
general purpose simplex-based LP solvers are not able to efficiently solve (5.6). The measurement
matrix A in CS applications has a lot of structure, in particular the matrix-vector multiplication
Ax and AT y can be computed efficiently. Recently, a number of different algorithms have been
proposed to exploit this structural fact to efficiently solve (5.6) [2, 4, 21, 27, 29, 30, 34, 51, 52, 55].
Please refer to Section 3.1 for a brief survey of the previous work on `1-minimization to obtain
sparse solution.
Principal component pursuit The special case of (5.1) with α = 1, i.e. ‖σ(X)‖α = ‖X‖∗
denoting the nuclear norm, β = 1, µ1 = 1, µ2 > 0, A = 0, b = 0, δ = 0 and the operator
C : Rm×n → Rmn such that C(X) = vec(X), where vec(X) is vector obtained by stacking the
columns of X ∈ Rm×n in order, is the principal component pursuit problem
min
X∈Rm×n
‖X‖∗ + µ2‖vec(X)− d‖1, (5.8)
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for some d ∈ Rmn. In [16, 38], it is shown that if data matrix D ∈ Rm×n is of the form D =
X0 + S0, where X0 is a low rank matrix and S0 is a sparse matrix, then one can recover the low
rank and sparse components of D by solving the problem given in (5.8) with d = vec(D) and
µ2 = 1/
√
n¯ provided that X0 and S0 satisfy some regularity conditions. Here r = rank(X0) and
n¯ = max{m,n}.
The algorithms proposed by Goldfarb et al. in [28], based on variable splitting and minimiza-
tion in alternating directions, can be used to solve (5.8). These class of algorithms can solve
minx f(x) + g(x), where f , g are convex functions and at least one of them has a Lipschitz continu-
ous gradient. However, the principal component pursuit problem shown in (5.8) has both terms in
the objective function non-smooth. Therefore, after smoothing one of the functions using Nesterov
smoothing [45], one can use FALM-S [28] algorithm to compute an -optimal solution of (5.8) in
O (1 ) iterations.
SVT [11] algorithm, originally proposed for (5.2), can be modified to solve a relaxation of the












(‖X‖2F + ‖S‖2F ) : X + S = D
}
,
where λ¯ > 0 is a given relaxation parameter.
APG in [39], is an accelerated proximal gradient algorithm [6, 50] to solve a penalty relaxation
form of (5.8), i.e.
min
X∈Rm×n
‖X‖∗ + µ2‖vec(S)‖1 + λ¯−1‖vec(X + S)− d‖22. (5.9)
APG is a direct application of FISTA [6] on (5.9) with only difference in the initial steps. Conver-
gence and iteration complexity results of FISTA require that λ¯ is fixed at each iteration. On the
other hand, APG starts with a large λ(0) > 0 and at the k-iteration of FISTA uses the penalty mul-
tiplier λ(k) = max{cλ(k−1), λ¯} for some 0 < c < 1. Since after some point λ(k) = λ¯ for all sufficiently
large k, worst case complexity of FISTA and APG are the same. Thus, for all k ≥ k∗ = O(1/
√
),
APG iterates (X(k), S(k)) are -optimal for the penalty problem (5.9). The main drawback of this
approach is that it cannot guarantee convergence to feasibility.
In [38], Lin et al proposed I-ALM algorithm for solving (5.8). It is an alternating direction
minimization method on the augmented Lagrangian function. The iterate sequence of I-ALM is
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proved to converge to an optimal solution of (5.8) but the complexity of the algorithm is unknown.
Moreover, I-ALM can also be used to solve matrix completion problem.
For other existing algorithmic approaches for solving principal component pursuit, see [16, 28,
38, 39, 56] and references therein.
In [56], it is shown that the recovery is still possible even when the data matrix is corrupted
with a dense error matrix. If the data matrix D is of the form D = X0 + S0 + ζ0, where X0 is a
low rank matrix, S0 is a sparse matrix and (ζ0)ij is independent and identically distributed for all
i, j such that ‖ζ0‖F ≤ δ, then solving the stable principal component pursuit problem
minX,S∈Rm×n ‖X‖∗ + 1√n¯‖vec(S)‖1,
subject to ‖X + S −D‖F ≤ δ,
(5.10)
produces (X∗, S∗) such that ‖X∗ −X0‖2F + ‖S∗ − S0‖2F ≤ Cmnδ2 for some constant C with high
probability, provided that X0 and S0 satisfy some regularity conditions. Principal component
pursuit and stable principal component pursuit both have applications in video surveillance and
face recognition.
The only existing algorithm, ASALM, designed to solve (5.10) is proposed by Tao et al. in
[48]. The sequence of ASALM iterates converges to an optimal solution of the problem (5.10);
however, the complexity of the algorithm is unknown. In ASALM, first the augmented Lagrangian
of (5.11) is minimized by alternating among X,S and Y variables. Next the Lagrangian multiplier
is updated. And these two steps are repeated until the iterates are stabilized. ASALM uses a fixed






‖vec(S)‖1 : X + S + Y = D, ‖Y ‖F ≤ δ
}
. (5.11)
In Chapter 6, we describe the NSA algorithm based on partial variable splitting and alternat-
ing direction minimization of the augmented Lagrangian of a problem equivalent to (5.10). NSA
algorithm is faster and also more robust to changes in problem parameters compared to ASALM.
And in the same chapter, we also propose other first-order algorithms for (5.10) that have O(1/)
iteration complexity and have a per iteration complexity equal to that of a singular value decom-
position. To best of our knowledge, a complexity result is given for the first time for the stable
principal component pursuit problem.
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Problems with semidefinite constraints In Section 5.5 we show that FALC can be extended
to solve a larger class of optimization problems of the form
minX∈Rm×n µ1‖σ(X)‖α + µ2‖C(X)− d‖β + 〈R,X〉+ F (X),
subject to D(X) = c,
‖A(X)− b‖γ ≤ δ,
‖G(X)− g‖2 ≤ 〈H,X〉 − h,
F(X)  G,
(5.12)
where R,H ∈ Rm×n, D and G are linear operators that map X to a vector, F is linear operator
that maps X to a symmetric matrix,  denotes the partial order induced by the cone of positive
semidefinite matrices and F : Rm×n → R is a strongly convex function.
In this more general setting, µ1 ≥ 0 and µ1 ≥ 0 are allowed. However, when µ1 = µ2 =
0, either there should be a strongly convex function F in the objective, or an upper bound on
‖σ(X∗)‖ should be provided for the convergence results of FALC to be still valid, where X∗ is
an optimal solution to (5.12) and ‖.‖ can be `1, `2 or `∞-norms. Please note that this class of
problems include many well studied optimization problems. With these set of constraints in our tool
box, using FALC we can solve linear programming (LP), second-order cone programming (SOCP)
and semidefinite programming (SDP) problems. To give an example, using FALC one can solve
minX∈Rm×n{〈R,X〉 : D(X) = c, F(X)  G} when D has full rank. In Section 5.5, we briefly
discuss how our proposed framework can be extended to produce -feasible and -optimal solutions
of these problems by computing only O(1/) projections onto “simple” sets such as the positive
orthant, the Lorentz cone or the semidefinite cone depending on the problem at hand.
In the sparse PCA problem
minx∈Rn ‖Σ− xxT ‖F subject to ‖x‖0 ≤ s, (5.13)
the goal is to compute an s-sparse vector x that is “close” to the eigenvector corresponding to
the largest eigenvalue of the positive semidefinite matrix Σ. The optimization problem (5.13)
is not convex, and is, therefore, hard to solve. Let X = xxT . Then (5.13) is equivalent to
minX∈Rm×n{‖X−Σ‖F : ‖vec(X)‖0 ≤ s2, rank(X) = 1, X  0}. Since ‖X‖∗ is the tightest convex
upper bound for rank(X), and ‖X‖∗ = Tr(X) for positive semidefinite matrices, the relaxed
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problem
minX∈Rn×n ‖X − Σ‖F + µ‖vec(X)‖1 + ν 〈I,X〉 ,
subject to X  0.
(5.14)
is a convex approximation for (5.13), where µ and ν control the sparsity on the entries and the
singular values of X, respectively. See [18, 19, 33] for existing approaches for solving the sparse
PCA problem.
Problems of the form (5.12) also appear in signal shaping applications. One such problem is
the design of the optimal acquisition basis for radar applications. For simplicity assume that we
are in a 1-D setting, and we discretize the space. Let x0 ∈ RL denote the unknown locations of
objects (i.e. reflectors). Let d(t) denote the signal transmitted by the radar. Then the received




d(t− τj)(x0)j + ηt, t = 1, . . . , N.
where τj denotes the round-trip delay corresponding to the j-th discrete location, and ηt ∼ N (0, σ2)
denotes the receiver noise. Thus, y = Dx0 + η ∈ RN , where the columns of D ∈ RN×L are impulse
response of the channel for different delays, and η ∼ N (0, σ2I). Typically, x0 is very sparse, i.e.
‖x0‖0 << L, therefore, one could recover x0 by solving the CS-like LP min{‖x‖1 : ‖y−Dx‖2 ≤ σ}.
The power cost of this approach is likely to be high since the matched filter and the analog-to-digital
converter (ADC) has to run at a very high rate to generate y(t) for all t. Since x is sufficiently
sparse, it is possible that x0 can be recovered from a lower dimensional projection Wy of the
observations y by solving the LP min{‖x‖1 : WDx = Wy} for some W ∈ RM×N , where M < N .
Such a projection saves device power because the matrix multiplication Wy is implemented as a
matched filter in the analog domain and the ADC only needs to convert the product. For good
performance of this strategy, one requires the following properties:
(i) small row dimension of W : this ensures a low dimensional transformed signal Wy.
(ii) small mutual incoherence max{|(DTW TWD)ij | : diag(DTW TWD) = I} of the measurement
matrix WD: this ensures that x can be reliably recovered by the LP.
(iii) small noise power σ2Tr(W TW ) of the compressed signal Wy.
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Let K = W TW  0. Since the nuclear norm ‖K‖∗ = Tr(K) is the best convex approximation for
rank(K) = rank(W ), a good projection matrix W can be computed by solving the SDP
minK∈RN×N µ1 〈I,K〉+ µ2‖vecoff (DTKD)‖∞,
subject to diag(DTKD) = I,
K  0,
(5.15)
where diag(X) denote a diagonal matrix with entries given by the diagonal elements ofX, vecoff (X) =
vec(X − diag(X)), and I is an identity matrix of size N .
The composite norm minimization problem (5.1) can be reformulated as an SDP, and can,
therefore, in theory, be solved efficiently [8]. However, for practical instances the resulting SDPs
are large and typically dense. Therefore, interior point based SDP solvers perform very poorly
on these instances. Recently a number of different first-order or restricted memory methods have
been proposed for solving special cases of (5.1). Above we have provide references to the existing
literature on algorithmic approaches for solving many of these special cases.
We now propose a first-order augmented Lagrangian algorithm (FALC) to solve (5.1) and show
that FALC can be extended easily to solve problem (5.12) with the same complexity guarantees.
In Section 5.2, we establish the convergence properties of FALC for the optimization problem (5.1)
and later in Section 5.5, we briefly describe the extension to the more general problem (5.12).
To obtain separable and efficiently solvable subproblems, we introduce slack variables s ∈ Rp
and y ∈ Rq, and reformulate (5.1) as
minX∈Rm×n µ1‖σ(X)‖α + µ2‖s‖β,
subject to C(X) + s = d,
A(X) + y = b,
‖y‖γ ≤ δ.
(5.16)
We solve (5.16) by inexactly solving a sequence of optimization problems of the form
min
X∈Rm×n, s∈Rp, y∈Rq :‖y‖γ≤δ

λ(k)(µ1‖σ(X)‖α + µ2‖s‖β)
− λ(k)(θ(k)1 )T (A(X) + y − b) + 12‖A(X) + y − b‖22
− λ(k)(θ(k)2 )T (C(X) + s− d) + 12‖C(X) + s− d‖22
 , (5.17)
for an appropriately chosen sequence of parameters {(λ(k), θ(k)1 , θ(k)2 )}k∈Z+ . We solve these sub-
problems using Algorithm APG, displayed in Figure 2.2, with x-update rule (2.6) where in each
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update step we need to solve one problem of the form
min
X∈Rm×n, s∈Rp, y∈Rq :‖y‖γ≤δ

λ(k)(µ1‖σ(X)‖α + µ2‖s‖β) +

∇Xf (k)(X˜, s˜, y˜)
∇sf (k)(X˜, s˜, y˜)











for a given (X˜, s˜, y˜) where
f (k)(X, s, y) := − λ(k)(θ(k)1 )T (A(X) + y − b) + 12‖A(X) + y − b‖22
− λ(k)(θ(k)2 )T (C(X) + s− d) + 12‖C(X) + s− d‖22
denotes the “smooth” part of the objective function in (5.17). Note that (5.18) is separable in X, s
and y variables. Solving (5.18) reduces to one vector “shrinkage” [20] in s ∈ Rp; one projection onto
`γ-ball in y ∈ Rq; and one “matrix shrinkage” [42] (or constrained “matrix shrinkage”, see (5.47))
in X ∈ Rm×n.
In this chapter we establish the following properties for the FALC algorithm.





µ1‖σ(X)‖α + µ2‖C(X)− d‖β : ‖A(X)− b‖γ ≤ δ
}
.
(b) Suppose (5.1) has a unique optimal solution X∗. There exists and we can construct an a-priori
fixed sequence {λ(k)}k∈Z+ such that for all  > 0, iterates X(k) computed by FALC are -feasible
and -optimal, i.e.
‖A(X(k)) + y(k) − b‖2 ≤ , ‖y(k)‖γ ≤ δ∣∣∣ (µ1‖σ(X(k))‖α + µ2‖C(X(k))− d‖β)− (µ1‖σ(X∗)‖α + µ2‖C(X∗)− d‖β)∣∣∣ ≤ ,
after O(log(−1)) FALC iterations that requires O(−1) Algorithm APG iterations in the
worst case where the complexity of each Algorithm APG iteration is O(min{nm2, n2m})
when µ1 > 0 or by complexity of matrix-vector multiplications when µ1 = 0 and µ2 > 0.
(c) On the problem sets we tested, FALC required only O (log (−1)) Algorithm APG iterations
as opposed to O (−1) the worst case theoretical bound to obtain an -feasible and -optimal
solution.
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This chapter is organized as follows. In Section 5.2 we prove the main convergence results for FALC
and in Section 5.3 we discuss all the implementation details of FALC. In Section 5.4 we report the
results from our numerical experiments comparing FALC with other algorithms to solve principal
component pursuit problems. Finally, in Section 5.5, we briefly discuss the general problem (5.12)
and conclude.
5.2 Convergence properties of FALC
In this section, we give convergence results for FALC when µ1 > 0 and µ2 ≥ 0. Later, when we
discuss the extensions of this methodology in Section 5.5, we briefly talk about how to modify the
algorithm when µ1 = 0.
The linear maps A and C in (5.1) can be represented as A(X) = Avec(X) and C(X) =
C vec(X), where A ∈ Rq×mn and C ∈ Rp×mn. Let σmin(A) and σmax(A) denote the smallest and
the largest singular values of A, respectively. We assume that A has full row rank; consequently,
AT has full column rank. We also assume that X(0) ∈ Rm×n is given, such that A(X(0)) = b. Let
X∗ denote an optimal solution of (5.1) and define M :=
 I 0 C
0 I A
 .
By completing squares, it is easy to see that (5.17) is equivalent to
min
X∈Rm×n, s∈Rp, y∈Rq :‖y‖γ≤δ
P (k)(X, s, y), (5.19)
where
P (k)(X, s, y) := λ(k)(µ1‖σ(X)‖α + µ2‖s‖β) + f (k)(X, s, y),
f (k)(X, s, y) := 12‖A(X) + y − b− λ(k)θ
(k)

















∗ ) := argminX∈Rm×n,s∈Rp,y∈Rq{P (k)(X, s, y) : ‖y‖γ ≤ δ}.
Algorithm FALC displayed in Figure 5.1 is the outline of Algorithm FALC. The algorithm takes
the sequence of multipliers
{(
λ(k), (k), τ (k), ξ(k)
)}
k∈Z+ as an input. In Section 5.3.5 we describe
how we set these multipliers.
In each iteration of FALC, we call Algorithm APG, displayed in Figure 2.2, with x-update
rule (2.6). Algorithm APG can solve minx∈E{p(x)+f(x)}, where E is a finite dimensional vector
space, p and f are proper, lower semicontinuous, convex functions and ∇f is Lipschitz continuous
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on dom p, which is assumed to be a closed set. Algorithm APG requires an initial iterate and a
prox function as inputs. In the k-th FALC iteration, we run Algorithm APG on (5.19) with the
prox function h(k)(X, s) = 12‖X − X(k−1)‖2F + 12‖s − s(k−1)‖22 + 12‖y − y(k−1)‖22 and initial iterate
(X(k−1), s(k−1), y(k−1)) to compute a new iterate (X(k), s(k), y(k)) such that one of the following two
stopping conditions hold:
(a) P (k)(X(k), s(k), y(k)) ≤ minX∈Rm×n,s∈Rp,y∈Rq{P (k)(X, s, y) : ‖y‖γ ≤ δ}+ (k)
(b)
√
‖G‖2F + ‖g‖22 ≤ τ (k), for some (G, g) ∈ ∂X,sP (k)(., ., .)|(X(k),s(k),y(k)),
µ1‖σ(X(k))‖α ≤ η(k) and δ‖∇yP (k)(X(k), s(k), y(k))‖γ∗ +∇yP (k)(X(k), s(k), y(k))T y(k) ≤ ξ(k)
(5.21)
where ‖.‖γ∗ denotes the dual norm of ‖.‖γ , η := µ1‖σ(X(0))‖α + µ2‖C(X(0))− d‖β for some X(0) ∈
Rm×n such that A(X(0)) = b and η(k) := η + λ(k)2
(




(k)(., ., .)|(X(k),s(k),y(k)), which we call the set of partial subgradients, denotes the projection




(G, g) ∈ Rm×n × Rp : G ∈ λ(k)µ1 ∂‖σ(.)‖α|X(k) +∇Xf (k)(X(k), s(k), y(k)),g ∈ λ(k)µ2 ∂‖.‖β|s(k) +∇sf (k)(X(k), s(k), y(k)).
 .
Let 1χ denote the indicator function of the closed convex set χ ⊂ Rq, i.e. if y ∈ χ, then 1χ(y) = 0;
otherwise, 1χ(y) = ∞. µ1‖σ(X)‖α + µ2‖s‖β + 1χ(y) is a proper, lower semicontinuous, convex
function of (X, s, y), where χ := {y ∈ Rq : ‖y‖γ ≤ δ}. Moreover, f (k)(X, s, y) is a proper, lower-
semicontinuous (lsc), convex function that has a Lipschitz continuous gradient, ∇f (k), defined on
Rm×n×Rp×Rq with a Lipschitz constant L for all k ≥ 1. Hence, when we apply Algorithm APG
with x-update rule (2.6) on (5.19), Lemma 2.2.1 guarantees that (X(k), s(k), y(k)) satisfying (5.21)(a)
can be computed in O( 1√
(k)
) Algorithm APG iterations. In Lemma 5.2.1 we prove a uniform
bound on the number of Algorithm APG iterations needed to solve any subproblem encountered
in FALC.
In the rest of this section, we establish theoretical properties of FALC. Given  > 0, let
NFALC(), FALC iteration count, be the number of times Algorithm APG is called within Al-
gorithm FALC until an -feasible and -optimal solution to (5.1) is found. During the k-th call,
Algorithm APG inexactly solves (5.19), which we call the “k-th subproblem”. Let N (k) denote





λ(k), (k), τ (k), ξ(k)
)}
k∈Z+ , X
(0) ∈ Rm×n such that A(X(0)) = b
2: s(0) ← d− C(X(0)), y(0) ← 0
3: η := µ1‖σ(X(0))‖α + µ2‖C(X(0))− d‖β
4: θ
(1)
1 ← 0, θ(1)2 ← 0, k ← 0
5: while (Stopping Criterion is false) do
6: k ← k + 1
7: f (k)(X, s, y) := 1
2
‖A(X) + y − b− λ(k)θ(k)1 ‖22 + 12‖C(X) + s− d− λ(k)θ(k)2 ‖22
8: P (k)(X, s, y) := λ(k)(µ1‖σ(X)‖α + µ2‖s‖β) + f (k)(X, s, y)
9: h(k)(X, s, y) := 1
2
‖X −X(k−1)‖2F + 12‖s− s(k−1)‖22 + 12‖y − y(k−1)‖22
10: η(k) ← η + λ(k)
2
(
‖θ(k)1 ‖22 + ‖θ(k)2 ‖22
)
11: F (k) := {(X, s) ∈ Rm×n × Rp : µ1‖σ(X)‖α ≤ η(k)}
12: Use Algorithm APG displayed in Figure 2.2 with x-update rule (2.6), initial iterate (X(k−1), s(k−1), y(k−1))
and prox function h(k)(X, s, y) to compute (X(k), s(k), y(k)) such that
13: either
14: P (k)(X(k), s(k), y(k)) ≤ infX,s,y{P (k)(X, s, y) : ‖y‖γ ≤ δ}+ (k)
15: or
16:
√‖G‖2F + ‖g‖22 ≤ τ (k), for some (G, g) ∈ ∂X,sP (k)(., ., .)|(X(k),s(k),y(k)) and
17: δ‖∇yP (k)(X(k), s(k), y(k))‖γ∗ +∇yP (k)(X(k), s(k), y(k))T y(k) ≤ ξ(k) and (X(k), s(k), y(k)) ∈ F (k)
18: θ
(k+1)









21: return (X(k), s(k), y(k))
Figure 5.1: Outline of First-Order Augmented Lagrangian Algorithm (FALC)
the number of iterations Algorithm APG needs until one of the stopping criteria (5.21) is met.
Finally, let Ninner be the total number Algorithm APG iterations until an -optimal and -feasible




In the result below we establish that every limit point of the FALC iterate sequence {(X(k), s(k),
y(k))}k∈Z+ , is an optimal solution for the composite norm minimization problem. In order to
compute bounds on the iterates, we need to introduce dual norms. The dual ‖σ(.)‖α∗ of the matrix
norm ‖σ(.)‖α is defined as
‖σ(X)‖α∗ = max{〈W,X〉 : ‖σ(W )‖α ≤ 1}.
It is easy to establish that α∗ is the Ho¨lder conjugate of α, i.e. 1α∗ +
1
α = 1 (see Proposition 2.1 in
[47] for details). The dual norm of the vector norm ‖x‖β is clearly ‖x‖β∗ , where β∗ is the Ho¨lder
CHAPTER 5. AUGMENTED LAGRANGIAN ALGORITHM FOR COMPOSITE NORM
MINIMIZATION 105
conjugate of β, i.e. 1β∗ +
1











Then, it is easy to show that
1
I(α∗)
‖σ(X)‖α ≤ ‖X‖F ≤ I(α)‖σ(X)‖α, 1
J(β∗)
‖x‖β ≤ ‖x‖2 ≤ J(β)‖x‖β. (5.22)
Theorem 5.2.1 Let X = {X(k) : k ∈ Z+} denote the sequence of iterates generated by Algo-
rithm FALC displayed in Figure 5.1 for a fixed sequence of parameters {λ(k), (k), τ (k), ξ(k)}k∈Z
such that
(i) penalty multiplier, λ(k) ↘ 0,
(ii) approximate optimality parameter, (k) ↘ 0 such that (k)
(λ(k))2
≤ B for all k ≥ 1 for some
B > 0,
(iii) subgradient tolerance parameters, τ (k) ↘ 0 and ξ(k) ↘ 0 such that τ (k)
λ(k)




Then X = {X(k) : k ∈ Z+} is a bounded sequence and any limit point X¯ of this sequence {X(k)}k∈Z+
is an optimal solution of the composite norm minimization problem (5.1).
Proof: Lemma 2.2.1 guarantees that in the k-th FALC iteration Algorithm APG displayed
in Figure 2.2 terminates after a finite number of steps for all k ≥ 1. Hence, the sequence
{(X(k), s(k), y(k))}k∈Z+ exists.
First, we show that for all k > 1,






















Consider the following two cases:
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(a) The k-th call to Algorithm APG terminates with the iterate (X(k), s(k), y(k)) satisfying
(5.21)(a). Then Corollary B.0.2 guarantees that
‖C(X(k)) + s(k) − d− λ(k)θ(k)2 ‖2 ≤
√
2(k) σmax(M) + J(β
∗)λ(k)µ2, (5.24a)





(b) The k-th call to Algorithm APG terminates with an iterate (X(k), s(k), y(k)) that satisfies
(5.21)(b). Hence, there exists Q(k) ∈ ∂‖σ(.)‖α|X(k) and q(k) ∈ ∂‖.‖β|s(k) such that√
‖λ(k)µ1Q(k) +∇Xf (k)(X(k), s(k), y(k))‖2F + ‖λ(k)µ2q(k) +∇sf (k)(X(k), s(k), y(k))‖22 ≤ τ (k).
Since ‖q(k)‖β∗ ≤ 1 and ‖σ(Q(k))‖α∗ ≤ 1, from the definition of I(.) and J(.) in (5.22), it follows
that ‖σ(Q(k))‖F ≤ I(α∗) and ‖q(k)‖2 ≤ J(β∗). Then we have
‖C(X(k)) + s(k) − d− λ(k)θ(k)2 ‖2 ≤ τ (k) + J(β∗)λ(k)µ2, (5.25a)
‖A∗(A(X(k)) + y(k) − b− λ(k)θ(k)1 ) + C∗(C(X(k)) + s(k) − d− λ(k)θ(k)2 )‖F
≤ τ (k) + I(α∗)λ(k)µ1. (5.25b)
Thus, from (5.24) and (5.25), it follows that for all k ≥ 1










































→ 0, (5.23) implies that there exist Bθ1 > 0 and Bθ2 > 0 such that for all k ≥ 1
‖θ(k)1 ‖2 ≤ Bθ1 , ‖θ(k)2 ‖2 ≤ Bθ2 . (5.27)





i = 0, (5.28)















We next show that {(X(k), s(k), y(k))}k∈Z+ is a bounded sequence. Consider the following two
possibilities.
(a) (X(k), s(k), y(k)) satisfies (5.21)(a). Recall that we chose X(0) ∈ Rm×n such that A(X(0)) = b







∗ ) ≤ P (k)(X(0), s(0), y(0)) = λ(k)η + 1
2
(
‖λ(k)θ(k)1 ‖22 + ‖λ(k)θ(k)2 ‖22
)
,











∗ ) + (k)
λ(k)








1 ‖22 + ‖θ(k)2 ‖22.
(b) (X(k), s(k), y(k)) satisfies (5.21)(b). Then trivially, µ1‖σ(X(k))‖α ≤ η(k).




. Hence, for all k ≥ 1,









Therefore, we can conclude that there exists a subsequence K ⊂ Z+ such that limk∈KX(k) = X¯
exists. We have previously shown that limk→∞ λ(k)θ
(k)
i = 0 for i ∈ {1, 2}. Hence, (5.26a) guarantees
that limk∈K s(k) = s¯ exists; similarly (5.26b) and the full row-rank assumption on A together
guarantee that limk∈K y(k) = y¯ exists. Then, taking the limit of both sides of (5.26a) for k ∈ K, we
have ‖C(X¯) + s¯ − d‖2 ≤ 0, i.e. s¯ = d − C(X¯). Moreover, taking the limit of both sides of (5.26b)
for k ∈ K and using the fact that s¯ = d−C(X¯), we have ‖A∗(A(X¯) + y¯− b)‖2 ≤ 0. Since A as full
row rank and ‖y(k)‖γ ≤ δ for all k ≥ 1, we have
A(X¯) + y¯ = b, ‖y¯‖γ ≤ δ. (5.33)
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Therefore, we can conclude that X¯ is feasible, i.e. ‖A(X¯)− b‖γ ≤ δ.
In the rest of the proof, we will show that X¯ ∈ argmin{µ1‖σ(X)‖α+µ2‖C(X)−d‖β : ‖A(X)−
b‖γ ≤ δ}. We consider the following two cases:
(a) There exists a further subsequence Ka ⊂ K such that for all k ∈ Ka, (X(k), s(k), y(k)) satisfies
(5.21)(a), i.e. the sequence {(X(k), s(k), y(k))}k∈Z+ computed in Step 12 of FALC satisfies
0 ≤ P (k)(X(k), s(k), y(k))− P (k)(X(k)∗ , s(k)∗ , y(k)∗ ) ≤ (k) ∀k ≥ 1. (5.34)
For X∗ ∈ argminX∈Rm×n{µ1‖σ(X)‖α+µ2‖C(X)−d‖β : ‖A(X)− b‖γ ≤ δ}, let s∗ := d−C(X∗)
and y∗ := b−A(X∗). Since (X(k)∗ , s(k)∗ , y(k)∗ ) ∈ argminX∈Rm×n, s∈Rp, y∈Rq{P (k)(X, s, y) : ‖y‖γ ≤
δ}, it follows that P (k)(X(k)∗ , s(k)∗ , y(k)∗ ) ≤ P (k)(X∗, s∗, y∗) for k ≥ 1. Thus, (5.34) implies that
P (k)(X(k), s(k), y(k)) ≤ P (k)(X∗, s∗, y∗) + (k). Hence, for all k ≥ 1,





(k)(X∗, s∗, y∗) + (k)
λ(k)
,











Taking the limit of both sides of (5.35) along the subsequence Ka, and using the fact that
s¯ = d− C(X¯), we get
µ1‖σ(X¯)‖α + µ2‖C(X¯)− d‖β = lim
k∈Ka
µ1‖σ(X(k))‖α + µ2‖s(k)‖β,














= µ1‖σ(X∗)‖α + µ2‖C(X∗)− d‖β, (5.36)
where (5.36) follows from the fact that {θ(k)i } is uniformly bounded for i = 1, 2, λ(k) → 0,
and (k)/λ(k) → 0. Thus, from (5.33), (5.36) and the fact that X∗ ∈ argmin{µ1‖σ(X)‖α
+µ2‖C(X∗) − d‖β : ‖A(X) − b‖γ ≤ δ}, it follows that X¯ is an optimal solution for the
composite norm minimization problem (5.1).
(b) There exists K ∈ K such that, for all k ∈ Kb = K∩ {k ≥ K}, the Algorithm APG iterations
for the k-th subproblem terminates with an iterate (X(k), s(k), y(k)) that satisfies (5.21)(b).
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For all k ∈ Kb, there exist Q(k) ∈ ∂‖σ(.)‖α|X(k) and q(k) ∈ ∂‖.‖β|s(k) such that (5.21)(b) holds.
Hence, we have
‖λ(k)µ2q(k) +∇sf (k)(X(k), s(k), y(k))‖2 ≤ τ (k), (5.37a)
‖λ(k)µ1Q(k) +∇Xf (k)(X(k), s(k), y(k))‖F ≤ τ (k), (5.37b)
δ‖∇yf (k)(X(k), s(k), y(k))‖γ∗ +∇yf (k)(X(k), s(k), y(k))T y(k) ≤ ξ(k). (5.37c)
For all k ∈ Kb, Q(k) ∈ ∂‖σ(.)‖α|X(k) and q(k) ∈ ∂‖.‖β|s(k) , therefore, ‖σ(Q(k))‖α∗ ≤ 1 and
‖q(k)‖β∗ ≤ 1. Hence, there exists a subsequence K′b ⊂ Kb such that limk∈K′b(Q(k), q(k)) = (Q¯, q¯)
exists. One can easily show that Q¯ ∈ ∂‖σ(.)‖α|X¯ and q¯ ∈ ∂‖.‖β|s¯. Dividing both sides of
(5.37a) by λ(k), we get




for all k ∈ Kb ⊃ K′b. Since limk∈K′b q(k) = q¯ and limk∈Z+ τ
(k)
λ(k)
= 0, it follows that limk∈K′b θ
(k+1)
2 =
θ¯2 exists and taking the limit of both sides of (5.38), we have
µ2q¯ = θ¯2.
Dividing both sides of (5.37b) by λ(k), we get




for all k ∈ Kb ⊃ K′b. Since limk∈K′b Q(k) = Q¯, limk∈Z+ τ
(k)
λ(k)
= 0 and A has full row rank,
it follows that limk∈K′b θ
(k+1)
1 = θ¯1 exists and taking the limit of both sides of (5.39), we
have µ1Q¯ − µ2C∗(q¯) = A∗(θ¯1). Note that q¯ ∈ ∂‖.‖β|s¯ and s¯ = d − C(X¯). Hence, −C∗(q¯) ∈
∂‖d− C(.)‖β|X¯ and we have
A∗(θ¯1) = G∗ G∗ ∈ ∂µ1‖σ(.)‖α + µ2‖d− C(.)‖β|X¯ , (5.40)











for all k ∈ Kb ⊃ K′b. Since limk∈K′b θ
(k+1)
1 = θ¯1, taking the limit of both sides of (5.41) and
multiplying by −1, we have
0 ≤ −δ‖θ¯1‖γ∗ + (θ¯1)T y¯ = min
y:‖y‖γ≤δ
−(θ¯1)T (y − y¯).
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Thus,
−(θ¯1)T (y − y¯) ≥ 0 ∀y : ‖y‖γ ≤ δ. (5.42)
Consequently, (5.40) and (5.42) together imply that (X¯, y¯) satisfies the first order optimality




µ1‖σ(X)‖α + µ2‖C(X)− d‖β − (θ¯1)T (A(X) + y − b) : ‖y‖γ ≤ δ
}
. (5.43)
Since (5.43) is convex, it follows that (X¯, y¯) is an optimal solution to the relaxed problem (5.43).
Moreover, from (5.33), (X¯, y¯) is feasible to the composite norm minimization problem, i.e.
min{µ1‖X‖α + µ2‖d− C(X)‖β : A(X) + y = b, ‖y‖γ ≤ δ}. Therefore, X¯ ∈ argmin{µ1‖X‖α +
µ2‖d− C(X)‖β : ‖A(X)− b‖γ ≤ δ}.
For compressed sensing, exact recovery occurs only when minx∈Rn{‖x‖1 : Ax = b} has a unique
solution. Similarly, for matrix completion problems, we recover the data matrix exactly, provided
that minX∈Rm×n{‖X‖∗ : Xij = Mij (i, j) ∈ Ω} has a unique solution. The following corollary
establishes that FALC converges to this solution.
Corollary 5.2.1 Suppose the composite norm minimization problem (5.1) has a unique optimal
solution X∗. Let {X(k)}k∈Z+ denote the sequence of iterates generated by Algorithm FALC
displayed in Figure 5.1 when the sequence of {(λ(k), (k), τ (k), ξ(k))}k∈Z satisfies all the conditions
in Theorem 5.2.1. Then limk→∞X(k) = X∗.
We next establish a bound on the complexity of computing the iterate (X(k), s(k), y(k)) when
{(λ(k), (k), τ (k), ξ(k))}k∈Z+ satisfies all the conditions in Theorem 5.2.1.
Lemma 5.2.1 Let N (k) be the number of iterations required by Algorithm APG with x-update
rule (2.6) until it computes (X(k), s(k), y(k)) that satisfies (5.21). Then there exists a constant C
such that for all k ≥ 1
N (k) ≤ Cσmax(M) 1√
(k)
, (5.44)
when {(λ(k), (k), τ (k), ξ(k))}k∈Z+ satisfies all the conditions in Theorem 5.2.1. The computational
complexity of each iteration of Algorithm APG, displayed in Figure 2.2, is bounded by the com-
plexity of computing an SVD of X ∈ Rm×n, which is O(min{nm2, n2m}).
CHAPTER 5. AUGMENTED LAGRANGIAN ALGORITHM FOR COMPOSITE NORM
MINIMIZATION 111
Proof: In the k-th FALC iteration, we apply Algorithm APG to inexactly solve the optimiza-
tion problem minX,s,y{P (k)(X, s, y) : ‖y‖γ ≤ δ}, i.e. the k-th subproblem (5.19), by using the initial
iterate (X(k−1), s(k−1), y(k−1)) and setting the prox function to h(k)(X, s, y) = 12‖X −X(k−1)‖2F +
1
2‖s − s(k−1)‖22 + 12‖y − y(k−1)‖22. Let {(X(k,`), s(k,`), y(k,`))}`∈Z+ denote the sequence of x-iterates
computed by Algorithm APG. In this proof we will bound the number of Algorithm APG it-
erations required to compute an iterate (X(k,`), s(k,`), y(k,`)) that satisfies the -optimality stopping
condition, i.e. (5.21)(a). We terminate and set (X(k), s(k), y(k)) = (X(k,`), s(k,`), y(k,`)) whenever
(5.21)(a) holds. The bound we compute is clearly an upper bound on the number of Algo-
rithm APG iterations required to compute the iterate (X(k), s(k), y(k)) that satisfies one of the
stopping conditions in (5.21).
The convexity parameter of the prox-function h(k) is 1. Hence, Lemma 2.2.1 establishes that











P (k)(X(k,`), s(k,`), y(k,`)) ≤ inf
X,s,y
{P (k)(X, s, y) : ‖y‖γ ≤ δ}+ (k),





 is the Lipschitz constant of ∇f (k) for all k ≥ 1.
Let X∗ denote the optimal solution of (5.1). Setting s∗ = d−C(X∗) and y∗ = b−A(X∗), we have
‖y∗‖γ ≤ δ. Since (X∗, s∗, y∗) is feasible to the k-th subproblem, we also have P (k)(X(k)∗ , s(k)∗ , y(k)∗ ) ≤
P (k)(X∗, s∗, y∗), which implies




‖θ(k)1 ‖22 + ‖θ(k)2 ‖22
)
.
From (5.35), it follows that the inexact minimizer of (k− 1)-th subproblem (X(k−1), s(k−1), y(k−1))
satisfies

























‖s(k−1)‖β + ‖s(k)∗ ‖β
)
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where (5.46) follows from the fact that ‖y(k)∗ ‖ ≤ δ, ‖y(k−1)‖ ≤ δ and (5.45) together with the

































Each iteration of Algorithm APG with x-update rule (2.6) involves computing the solution of
the following optimization problems.






‖X − X˜‖2F : ‖σ(X)‖α ≤ η
}
(5.47)
for a given X˜ ∈ Rm×n. Lemma B.0.4 establishes when α ∈ {1,∞} the worst-case com-
plexity of computing a solution to (5.47) is the same that of computing a full SVD, i.e.
O(min{nm2, n2m}), and when α = 2, the worst-case complexity is O(mn).









for a given s˜ ∈ Rp. Lemma B.0.4 establishes that the complexity of solving the vector shrinkage
problem is O(p log(p)) when β ∈ {1,∞} and O(p) when β = 2.
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‖y − y˜‖22 : ‖y‖γ ≤ δ
}
(5.49)
for a given y˜ ∈ Rq. Lemma B.0.4 establishes that the complexity of solving the vector shrinkage
problem is O(q log(q)) when γ ∈ {1,∞} and O(q) when γ = 2.
Next, we characterize the finite iteration performance of FALC. This analysis will lead to a conver-
gence rate result in Theorem 5.2.3.
Theorem 5.2.2 Let {(X(k), s(k), y(k))}k∈Z+ denote the sequence of iterates generated by Algo-




τ (k) = κ1
(k) and ξ(k) = κ2
(k) for all k ≥ 1 so that lim τ (k)
λ(k)
→ 0 and lim ξ(k)
λ(k)
→ 0 as k →∞. Then
there exists c1 > 0, c2 > 0 and c3 > 0 such that for all k ≥ 1,
(i) ‖y(k)‖γ ≤ δ such that ‖A(X(k)) + y(k) − b‖2 ≤ c1λ(k),
(ii)
∣∣(µ1‖σ(X(k))‖α + µ2‖C(X(k))− d‖β)− (µ1‖σ(X∗)‖α + µ2‖C(X∗)− d‖β)∣∣ ≤ c2λ(k) + c3√(k).
Proof: Given k ≥ 1, consider the following two cases:
(a) (X(k), s(k), y(k)) satisfies (5.21)(a). Then, from (5.35) it follows that












(b) (X(k), s(k), y(k)) satisfies (5.21)(b). Then from the convexity of P (k), it follows that
P (k)(X(k), s(k), y(k))




− gT (s∗ − s(k))−∇yP (k)(X(k), s(k), y(k))T (y∗ − y(k)),
≤ P (k)(X∗, s∗, y∗) + ‖G‖F ‖X∗ −X(k)‖F + ‖g‖2‖s∗ − s(k)‖2
− min
y:‖y‖γ≤δ
∇yP (k)(X(k), s(k), y(k))T (y − y(k)),
≤ P (k)(X∗, s∗, y∗) + τ (k)(‖X∗ −X(k)‖F + ‖s∗ − s(k)‖2) +∇yP (k)(X(k), s(k), y(k))T y(k)
+δ‖∇yP (k)(X(k), s(k), y(k))‖γ∗ ,
≤ P (k)(X∗, s∗, y∗) + τ (k)
(
‖X∗ −X(k)‖F + ‖s∗ − s(k)‖2
)
+ ξ(k), (5.51)
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where (G, g) ∈ ∂X,sP (k)(., ., .)|(X(k),s(k),y(k)) and ∂X,sP (k)(., ., .)|(X(k),s(k),y(k)) denotes the set of
partial subgradients of the function P (k) at (X(k), s(k), y(k)). Hence, it follows that













Thus, from (5.50) and (5.52), it follows that for all k ≥ 1




















where (5.53) follows from the bound on ‖θ(k)i ‖2 for i ∈ {1, 2} established in (5.27). From (5.22) and
Corollary B.0.2 in Appendix A, it follows that for all k ≥ 1,







Triangular inequality and the uniform bound ‖θ(k)2 ‖2 ≤ Bθ2 , for all k ≥ 1, established in (5.27),
imply that












Thus, (5.53) and (5.55) together imply that





























Since {(X(k), s(k), y(k))}k∈Z+ is a bounded sequence, τ (k) = κ1(k) and ξ(k) = κ2(k) for all k ≥ 1,
(5.56) implies one side of the bound in (ii).
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For all k ≥ 1,
‖A(X(k)) + y(k) − b‖2 ≤ ‖A(X(k)) + y(k) − b− λ(k)θ(k)1 ‖2 + λ(k)‖θ(k)1 ‖2,
= λ(k)‖θ(k+1)1 ‖2 + λ(k)‖θ(k)1 ‖2,
≤ 2Bθ1λ(k),
where the last inequality follows the fact that ‖θ(k)1 ‖2 ≤ Bθ1 for all k ≥ 1; see (5.27) for details.
This establishes (i).






∗ ) using the following pair of Lagrangian
duals
minX∈Rm×n µ1‖σ(X)‖α + µ2‖C(X)− d‖β,
s.t. ‖A(X)− b‖γ ≤ δ.
(5.57a)
maxw∈Rq ,v∈Rp bTw + dT v − δ‖w‖γ∗ ,
s.t. ‖σ(A∗(w) + C∗(v))‖α∗ ≤ µ1,
‖v‖β∗ ≤ µ2.
(5.57b)
Let (w∗, v∗) denote the optimal solution of the dual (5.57b). Let f(X, s, y) = 12‖A(X) + y − b −
λθ1‖22+ 12‖C(X)+s−d−λθ2‖22. Moreover, (5.58a) and (5.58b) below are also a Lagrange primal-dual
pair of problems.
minX∈Rm×n,s∈Rp,y∈Rq λ(µ1‖σ(X)‖α + µ2‖s‖β) + f(X, s, y),
s.t. ‖y‖γ ≤ δ.
(5.58a)
maxw∈Rq ,v∈Rp λ(b+ λθ1)Tw + λ(d+ λθ2)T v − λ22 (‖w‖22 + ‖v‖22)− λδ‖w‖γ∗ ,
s.t. ‖σ(A∗(w) + C∗(v))‖α∗ ≤ µ1,
‖v‖β∗ ≤ µ2.
(5.58b)



















‖w∗‖22 + ‖v∗‖22 − 2(θ(k)1 )Tw∗ − 2(θ(k)2 )T v∗
))
,





‖w∗‖22 + ‖v∗‖22 + 2‖θ(k)1 ‖2‖w∗‖2 + 2‖θ(k)2 ‖2‖v∗‖2
)
, (5.59)
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where the first inequality follows from weak duality for primal-dual pair in (5.58), and (5.59) follows
from strong duality for primal-dual pair in (5.57) and the Cauchy-Schwartz inequality.
Since the FALC iterates {X(k)}k∈Z satisfy



























‖θ(k+1)1 ‖22 + ‖θ(k+1)2 ‖22
)
. (5.60)
Thus, the bound on ‖θ(k)i ‖2, i ∈ {1, 2} established in (5.27), and the inequalities (5.59) and
(5.60), together imply that





(Bθ1 + ‖w∗‖2)2 + (Bθ2 + ‖v∗‖2)2
)
. (5.61)
The bound ‖A∗(w∗) + C∗(v∗)‖F ≤ I(α∗)‖σ(A∗(w∗) + C∗(v∗))‖α∗ ≤ I(α∗)µ1 implies that
σmin(A)‖w∗‖2 ≤ ‖A∗(w∗)‖F ≤ I(α∗)µ1 + ‖C∗(v∗)‖F ≤ I(α∗)µ1 + σmax(C)‖v∗‖2,
and the bound ‖v∗‖β∗ ≤ µ2 implies that ‖v∗‖2 ≤ J(β∗) µ2.
From (5.54), triangular inequality, and the uniform bound ‖θ(k)2 ‖2 ≤ Bθ2 , for all k ≥ 1, estab-
lished in (5.27), it follows that






From (5.61) and (5.62), it follows that
µ1‖σ(X(k))‖α + µ2‖C(X(k))− d‖β
≥ µ1‖σ(X∗)‖α + µ2‖C(X∗)− d‖β
−
(
(Bθ1 + ‖w∗‖2)2 + (Bθ2 + ‖v∗‖2)2
2
+ µ2J(β










This establishes the result.
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Theorem 5.2.3 Fix 0 < ν < 1, and strictly positive parameters (λ(1), (1), τ (1), ξ(1)). Then there
exists and one can construct a sequence of parameters {(λ(k), (k), τ (k), ξ(k))}k∈Z+ such that for all
 > 0, Algorithm FALC displayed in Figure 5.1 computes an -feasible and -optimal solution
X¯ ∈ Rm×n to problem (5.1), i.e. for some y¯ ∈ Rq such that ‖y¯‖γ ≤ δ, we have
‖A(X¯) + y¯− b‖2 ≤ ,
∣∣(µ1‖σ(X¯)‖α + µ2‖C(X¯)− d‖β)− (µ1‖σ(X∗)‖α + µ2‖C(X∗)− d‖β)∣∣ ≤ ,





iterations of Algorithm APG displayed in Figure 2.2.
Proof: Fix λ(1) > 0, (1) > 0 and choose 0 < ν < 1 and update the parameters as follows: for all
k ≥ 1,
λ(k+1) = ν λ(k), ξ(k) = 12 
(k),
(k+1) = ν2 (k), τ (k) = 14(BX+δ) 
(k),
(5.63)
where max{‖X∗‖F , ‖X(k)‖F } ≤ BX for all k ≥ 1 ((5.32) in Theorem 5.2.1 shows that such BX > 0
exists).







k ≥ 1. Hence, setting B = (1)
(λ(1))2
, Theorem 5.2.2 guarantees there exist c2 > 0 and c3 > 0 such
that for all k ≥ 1,∣∣∣(µ1‖σ(X(k))‖α + µ2‖C(X(k))− d‖β)− (µ1‖σ(X∗)‖α + µ2‖C(X∗)− d‖β)∣∣∣ ≤ (c2λ(1) + c3√(1) ) ν(k−1).
Thus, ∣∣∣(µ1‖σ(X(k))‖α + µ2‖C(X(k))− d‖β)− (µ1‖σ(X∗)‖α + µ2‖C(X∗)− d‖β)∣∣∣ ≤ ,













) + 1. (5.64)
Moreover, Theorem 5.2.2 also implies that there exists c1 > 0 such that for k ≥ 1,
‖A(X(k)) + y(k) − b‖2 ≤ c1λ(1) νk−1.











) + 1. (5.65)
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From (5.44) in Lemma 5.2.1 it follows that there exists a constant C such that NFALC() FALC
























(1− ν) · ν
−NFALC(),
















iterations of Algorithm APG with x-update rule (2.6), where each iteration requires O(min{nm2,
n2m}) work for one SVD computation.
Procedure INITIALIZE()
1: f (k)(X, s, y) = 1
2
‖A(X) + y − b− λ(k)θ(k)1 ‖22 + 12‖C(X) + s− d− λ(k)θ(k)2 ‖22
2: η(k) ← η + λ(k)
2
(
‖θ(k)1 ‖22 + ‖θ(k)2 ‖22
)
















1 ← X(k−1), X(k,0)2 ← X(k−1), X(k,0)3 ← X(k−1)
5: s
(k,0)
1 ← s(k−1), s(k,0)2 ← s(k−1), s(k,0)3 ← s(k−1)
6: y
(k,0)
1 ← y(k−1), y(k,0)2 ← y(k−1), y(k,0)3 ← y(k−1)
Figure 5.2: Initialization Procedure used in FALC-Implementable





λ(k), (k), τ (k), ξ(k)
)}
k∈Z+
2: L← σ2max(M), X(0) ← argmin{‖X‖F | A(X) = b}, s(0) ← d− C(X(0)), y(0) ← 0, η ← µ1‖X(0)‖∗ + µ2‖s(0)‖1
3: θ
(1)
1 = 0, θ
(1)
2 = 0, τ
(0) ←∞, k ← 0
4: while (k ≥ 0) do
5: k ← k + 1
6: INITIALIZE()








3 )← (1− ϑ(`))(X(k,`)1 , s(k,`)1 , y(k,`)1 ) + ϑ(`)(X(k,`)2 , s(k,`)2 , y(k,`)2 )



























13: [U,D, V ] = svd(X(k,0) − ΣX
Lp
)












































































1 − X˘(k,`+1)2 )− ΣX
)
+∇f (k)X (X(k,`+1)2 , s(k,`+1)2 , y(k,`+1)2 )
20: g ← argmin
{
‖v‖2 : v = λ(k)µ2p+∇sf (k)(X(k,`+1)2 , s(k,`+1)2 , y(k,`+1)2 ), p ∈ ∂‖.‖1 |s(k,`+1)2
}

























(ϑ(`))4 − 4(ϑ(`))2 − (ϑ(`))2
)
/2
23: if ‖X(k,`+1)1 −X(k,`)1 ‖F ≤ % and ‖s(k,`+1)1 − s(k,`)1 ‖2 ≤ % then
24: (Xsol, ssol)← (X(k,`+1)1 , s(k,`+1)1 )
25: return (Xsol, ssol)
26: end if
27: if (` == 0) then
28: τ
(k)
X ← min{ c¯ττ (k−1)X , cτ‖G‖F }, τ (k)s ← min{ c¯ττ (k−1)s , cτ‖g‖2}, ξ(k) ← min{ c¯ξξ(k−1), cξφ}
29: end if
30: `← `+ 1
31: until (` > N (k)) or
(




‖G‖F ≤ τ (k)X and ‖g‖2 ≤ τ (k)s and φ ≤ ξ(k)
)
then
33: (X(k), s(k), y(k))← (X(k,`)2 , s(k,`)2 , y(k,`)2 )
34: else













Figure 5.3: Implementable First-Order Augmented Lagrangian Algorithm (FALC)
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5.3 Implementation details of Algorithm FALC
In this section we describe all the details of FALC. Algorithm FALC-Implementable displayed
in Figure 5.3 is an implementable version of Algorithm FALC for solving problem (5.1) with ‖σ(.)‖α
and ‖.‖β denoting the nuclear and `1 norms, respectively.
5.3.1 Bounds on the iterates {X(k)}k∈Z+
Let X(0) = argminX∈Rm×n{‖X‖F : A(X) = b}, s(0) = d − C(X(0)) and y(0) = 0, where A is a
surjective linear map. Computing X(0) requires a projection onto the affine space {X ∈ Rm×n :
A(X) = b}. Let (X(k)∗ , s(k)∗ , y(k)∗ ) = argmin{P (k)(X, s, y) : X ∈ Rm×n, s ∈ Rp, ‖y‖γ ≤ δ}. Since
A(X(0)) = b, s(0) = d − C(X(0)) and f (k)(X, s, y) ≥ 0 for all X ∈ Rm×n, s ∈ Rp and y ∈ Rq, it
follows that




‖θ(k)1 ‖22 + ‖θ(k)2 ‖22
)
. (5.67)
Let η := µ1‖σ(X(0))‖α + µ2‖s(0)‖β and for each k ≥ 1, η(k) := η + λ(k)2
(
‖θ(k)1 ‖22 + ‖θ(k)2 ‖22
)
. We
inexactly minimize P (k) over the set{
X ∈ Rm×n, s ∈ Rp, y ∈ Rq : µ1‖σ(X)‖α ≤ η(k), ‖y‖γ ≤ δ
}
, (5.68)
to ensure that the {X(k)}k∈Z+ sequence always remains bounded, which also implies that {s(k)}k∈Z+






is required to satisfy only (5.21)(a), i.e. P (k)(X(k), s(k), y(k)) ≤
inf{P (k)(X, s, y) : X ∈ Rm×n, s ∈ Rp, ‖y‖γ ≤ δ}+ (k) shown in the step 14 of Algorithm FALC





k∈Z+ is an optimal solution of the composite norm minimization problem (5.1). However, in
our numerical experiments we found that this termination condition is very inefficient in practice
and is, in fact, stronger than what we need for Theorem 5.2.1 and Corollary 5.2.1 to hold. Hence,
using a subgradient based stopping criterion (5.21)(b) together with (5.21)(a), we found in practice
to be much more effective. The stopping criterion (5.21)(a) helps us to derive the worst case
complexity results for FALC given in Theorem 5.2.3. On the other hand, by early terminating
CHAPTER 5. AUGMENTED LAGRANGIAN ALGORITHM FOR COMPOSITE NORM
MINIMIZATION 121
the iterations of Algorithm APG when the subgradient based stopping criterion (5.21)(b) holds,
we observed O(log(1/)) complexity in practice as opposed to O(1/) worst case complexity of
Theorem 5.2.3.
To check the stopping condition (5.21)(b), Algorithm FALC-Implementable displayed in
Figure 5.3 computes a subgradient (G, g) ∈ ∂X,sP (k)(., ., .)|(X(k,`+1)2 ,s(k,`+1)2 ,y(k,`+1)2 ) in line 19 and
line 20 such that
G = λ(k)µ1Q+∇Xf (k)(X(k,`+1)2 , s(k,`+1)2 , y(k,`+1)2 )
and
























2 is defined in (5.72). It can be easily shown that Q ∈ ∂‖σ(.)‖α|X(k,`+1)2 . Moreover,
given ∇sf (k) at (X(k,`+1)2 , s(k,`+1)2 , y(k,`+1)2 ) the complexity of computing q ∈ ∂‖.‖β|s(k,`+1)2 ⊂ R
p is
O(p) when β ∈ {1, 2} and O(p log(p)) when β =∞.
5.3.3 Details of inner iterations
As a preliminary, in Section 2.2 we give Algorithm APG to solve the problem min{p(x) + f(x) :
x ∈ F}, where p and f are proper, lower semi-continuous and convex functions such that ∇f is
Lipschitz continuous. F is such that xs ∈ F for some xs ∈ argmin{p(x) + f(x)}.
Let f be a function that satisfies the assumptions stated above and ∇f has a Lipschitz constant
L with respect to norm ‖.‖ on Rm×n × Rp × Rq such that for any X ∈ Rm×n, s ∈ Rp and y ∈ Rq,
‖(X, s, y)‖ =
√
‖X‖2F + ‖s‖22 + ‖y‖22. (5.69)
In this section we briefly discuss the details of the particular implementation of Algorithm APG
displayed in Figure 2.2 for computing
min
X∈Rm×n,s∈Rp,y∈Rq
λ(µ1‖σ(X)‖α + µ2‖s‖β) + 1χ(y) + f(X, s, y), (5.70)
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where χ := {y ∈ Rq : ‖y‖γ ≤ δ} and 1χ denotes the indicator function of set χ. Let p(X, s, y) :=
λ(µ1‖σ(X)‖α+µ2‖s‖β)+1χ(y). Note that p is proper, lower semi-continuous and convex function.
Let (X∗, s∗, y∗) ∈ argminX∈Rm×n, s∈Rp, y∈Rq{p(X, s, y) + f(X, s, y)} and let η denote any upper






and η as defined above, we will briefly go over the steps of Algo-
rithm APG displayed in Figure 2.2 for solving (5.70) when the prox function h(X, s, y) =
1
2‖X−X(0)‖2F + 12‖s−s(0)‖22+ 12‖y−y(0)‖22 and F := {(X, s, y) ∈ Rm×n×Rp×Rq : µ1‖σ(X)‖α ≤ η}.






















3 = (1− ϑ(`))X(`)1 + ϑ(`)X(`)2 ,
s
(`)
3 = (1− ϑ(`))s(`)1 + ϑ(`)s(`)2 ,
y
(`)















∥∥∥X −(X(0)1 − 1L ∑`
i=0






















∥∥∥X −(X(0)1 − 1L ∑`
i=0























∥∥∥s−(s(0)1 − 1L ∑`
i=0




































∥∥∥y −(y(0)1 − 1L ∑`
i=0






Thus, in Step 15 and Step 16 of Algorithm FALC-Implementable, displayed in Figure 5.3,


























1 = (1− ϑ(`))X(`)1 + ϑ(`)X(`+1)2 ,
s
(`+1)
1 = (1− ϑ(`))s(`)1 + ϑ(`)s(`+1)2 ,
y
(`+1)
1 = (1− ϑ(`))y(`)1 + ϑ(`)y(`+1)2 .
In order to solve (5.71) and (5.72) we need to compute one SVD. The iteration description above
implicitly assumed that we need to compute this SVD exactly. This is not necessary – inexactly
computing the SVD adds a small additional error term.
5.3.4 Stopping criterion for FALC
In our numerical experiments, we terminate either the distance between successive inner iterates
are below a threshold % for each component, i.e. ‖X(k,`)1 −X(k,`−1)1 ‖F ≤ %, ‖s(k,`)1 −s(k,`−1)1 ‖2 ≤ % or
there exist partial subgradients with sufficiently small norm for each component, i.e. ‖G‖F ≤ ςX ,
‖g‖2 ≤ ςs for some (G, g) ∈ ∂X,sP (k)(., ., .)|(X(k,`)2 ,s(k,`)2 ,y(k,`)2 ) and
δ‖∇yP (k)(X(k,`)2 , s(k,`)2 , y(k,`)2 )‖γ∗ +∇yP (k)(X(k,`)2 , s(k,`)2 , y(k,`)2 )T y(k,`)2 ≤ ςy.
In our numerical experiments we set %, ςX , ςs and ςy by experimenting with a small instance of the
problem.
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5.3.5 Multiplier selection
Given c¯τ ∈ (0, 1), c¯ξ ∈ (0, 1), c¯λ > 0, cτ ∈ (0, 1), cξ ∈ (0, 1), cλ ∈ (0, 1), for all k ≥ 1 the approximate
optimality parameters τ (k), ξ(k) and the penalty parameter λ(k) are set as follows:
Z(1) = argminZ∈Rm×n ‖Z −
(






z(1) = argminz∈Rp ‖z −
(






v(1) = argminv:‖v‖γ≤δ ‖v −
(





X(0) − 1Lp∇Xf (1)(X(0), s(0), y(0))− Z(1)
)
+∇Xf (1)(Z(1), z(1), v(1)),
g(1) = argmin{‖v‖2 : v = λ(1)µ2p+∇sf (1)(Z(1), z(1), v(1)), p ∈ ∂‖.‖β|z(1)},
τ
(1)






δ‖∇yf (1)(Z(1), z(1), v(1))‖γ∗ +∇yf (k)(Z(1), z(1), v(1))T v(1)
)
λ(1) = c¯λ‖X(0)‖2,
Z(k) = argminZ∈Rm×n ‖Z −
(






z(k) = argminz∈Rp ‖z −
(






v(k) = argminv:‖v‖γ≤δ ‖v −
(





X(k−1) − 1Lp∇Xf (k)(X(k−1), s(k−1), y(k−1))− Z(k)
)
+∇Xf (k)(Z(k), z(k), v(k)),



















ξ(k) = min{cξ ξ(k−1),
(
δ‖∇yf (k)(Z(k), z(k), v(k))‖γ∗ +∇yf (k)(Z(k), z(k), v(k))T v(k)
)}
λ(k) = cλ λ
(k−1),
for all k ≥ 2. In all our experiments, c¯τ = 0.999 and c¯ξ = 0.999.
We initialize FALC with (X(0), s(0)), y(0) such that A(X(0)) = b, s(0) = d−C(X(0)) and y(0) = 0.
In first iteration of FALC, we solve the problem
min
‖σ(X)‖α≤η(1), ‖y‖γ≤δ
P (1)(X, s, y) = min
‖σ(X)‖α≤η(1), ‖y‖γ≤δ
λ(1)(µ1‖σ(X)‖α + µ2‖s‖β) + f (1)(X, s, y),
where η(1) = µ1‖σ(X(0))‖α + µ2‖s(0)‖β. Since X(0) is feasible, f (1)(X(0), s(0), y(0)) = 0 and
P (1)(X(0), s(0), y(0)) = λ(1)η(1). Then P (1)(X, s, y) ≥ 0 for all X ∈ Rm×n implies that the ini-
tial duality gap is less than or equal to λ(1)η(1). Hence, we initialize (1) = 0.99λ(1)η(1) and then
set (k+1) = c2λ
(k) for all k ≥ 1.
CHAPTER 5. AUGMENTED LAGRANGIAN ALGORITHM FOR COMPOSITE NORM
MINIMIZATION 125
5.4 Numerical experiments
We conducted two sets of numerical experiments with FALC. In the first set of experiments we solved
a set of randomly generated instances of principal component pursuit problems defined in (5.8).
In this setting, we compare FALC with another augmented Lagrangian algorithm I-ALM [38], a
proximal gradient algorithm APG [39] and a soft-thresholding algorithm SVT [11]. In the second
set of experiments, we solved a set of randomly generated instances of stable principal component
pursuit problem (5.10) using only FALC. In Section 5.4.1, we describe the methodology we have
used in both experimental settings for generating random problem instances. All the numerical
experiments were conducted on an IBM Thinkpad laptop with a Intel Core 2 CPU T7200 @2.0 GHz
processor, 3GB SDRAM running MATLAB 7.2 on Windows XP Professional operating system.
5.4.1 Data generation
We tested FALC on randomly generated data matrices D = X0 + S0 + ζ0, where
i. X0 = UV
T , such that U ∈ Rn×r, V ∈ Rn×r for r = 0.05n and Uij ∼ N (0, 1), Vij ∼ N (0, 1) for
all i, j are independent standard Gaussian variables,
ii. Λ ⊂ {(i, j) : 1 ≤ i, j ≤ n} such that cardinality of Λ, |Λ| = p for p = 0.05n2,
iii. (S0)ij ∼ U [−1, 1] for all (i, j) ∈ Λ are independent uniform random variables between −1 and
1,
iv. (ζ0)ij ∼ δU [−1, 1] for all i, j are independent Gaussian variables.
5.4.2 Principal Component Pursuit Problem
In this section we solve the problem
minX,S∈Rm×n ‖X‖∗ + µ2‖vec(S)‖1,
subject to X + S = D,
(5.75)
and report the results of our numerical experiments comparing FALC with I-ALM [38], APG [39]
and SVT [11]. All the codes for I-ALM, APG and SVT, can be found at http://perception.csl.
uiuc.edu/matrix-rank/home.html. Please note that SVT [11] algorithm was originally proposed
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for solving the matrix completion problem. The algorithm we used in our numerical study is an
adaptation of the SVT algorithm by Wright and Rao at the Perception and Decision Laboratory
in University of Illinois, Urbana-Champaign to solve robust PCA problem.
We created 10 random problems of size n = 500, i.e. D ∈ R500×500 using the procedure described
in Section 5.4.1, where δ is set to 0, i.e. ζ0 = 0. We chose parameter values for each of the four
algorithms so that they produce a solution Xsol and Ssol with relative-infeasibility approximately
equal to 5 × 10−9, i.e. ‖Xsol+Ssol−D‖F‖D‖F ≈ 5 × 10−9. For each algorithm we set the parameters
by solving a set of small size problems and these parameter values were fixed throughout the
experiments, all other parameters are set to their default values. The termination criteria are not
directly comparable due to different formulations of the problem solved by different solvers. For
FALC we attempted to set the stopping parameter % such that on average the stopping criterion
for FALC is tighter than the stopping criteria of all the other algorithms we tested.
1. FALC: Problem (5.75) is a special case of problem (5.1) with δ = 0, α = 1 and β = 1. Therefore,
f (k)(X, s, y) defined in (5.20) simplifies to f (k)(X,S) = 12‖vec(X + S) − vec(D) − λ(k)θ
(k)
1 ‖22
(note that for all k ≥ 1, θ(k)2 = 0). We set cτ = 0.4, cξ = 0.4, cλ = 0.4, c¯τ = 0.999, c¯ξ = 0.999,
c¯λ = 2 and initialize θ
(1)








Finally, we set % = 1 × 10−5 and terminate FALC when the distance between successive inner
iterates are below the threshold % for each component, i.e. ‖X(k,`)1 −X(k,`−1)1 ‖F ≤ % and ‖s(k,`)1 −
s
(k,`−1)
1 ‖2 ≤ % for any k ≥ 1. We used PROPACK [35] for computing partial singular value
decompositions. In order to estimate the rank of X0, we followed the scheme proposed in
Equation (17) in [38]. The code for PROPACK is available at [http://soi.stanford.edu/
~rmunk/PROPACK/].
2. I-ALM: I-ALM solves min{‖X‖∗ + 1√n‖vec(S)‖1 : X + S = D}. Let (X(k), s(k)) be the k-th
iterate. I-ALM terminates when ‖X
(k)+s(k)−D‖F
‖D‖F ≤ 1× 10−8.






+ 12‖X + S −D‖2F
}
. Stop-
ping tolerance is set to 5 × 10−11 (the definition of stopping criteria is complicated, for details
see partial APG code at [http://perception.csl.uiuc.edu/matrix-rank/home.html]. In the
code, by default λ¯ is set to σmax(D)× 10−9.
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+12(‖X‖2F + ‖S‖2F ) : X + S = D
}
. Let (X(k), S(k)) be the k-th iterate when λ¯ is set to 1× 103.
SVT terminates ‖X
(k)+S(k)−D‖F
‖D‖F ≤ 5× 10−4. Please note that we have chosen a weaker stopping
criterion for SVT.
The results of the experiments are displayed in Table 5.1. In Table 5.1, the row labeled CPU lists
the running time of each algorithm in seconds and all other rows are self-explanatory. The column
labeled average lists the average taken over the 10 random instances, the columns labeled min
(resp. max) list the minimum (resp. maximum) over the 10 instances. The experimental results
in Table 5.1, show that FALC is competitive with the state of the art algorithms, e.g. I-ALM,
APG and SVT, specialized for solving robust PCA problem. Even though FALC is not special
purpose algorithm for robust PCA, in our numerical experiments, FALC required fewer singular
value decompositions when compared to APG and SVT. In addition, for all 10 randomly created
problems in the test set, only FALC and I-ALM accurately identified the zero-set of the sparse
component S0, i.e. I0 = {(ij) ∈ {1, 2, ..., n} × {1, 2, ..., n} : (S0)ij = 0} without any thresholding.
This feature of FALC is very appealing in practice. For signals with a large dynamic range, almost
all of the state-of-the-art efficient algorithms produce a solution with many small non zeros terms,
and it is often hard to determine the threshold.
5.4.3 Stable Principal Component Pursuit Problem
In this section, we solve the problem
minX,S∈Rm×n ‖X‖∗ + µ2‖vec(S)‖1,
subject to ‖vec(X + S −D)‖∞ ≤ δ,
(5.77)
and report the results of our numerical experiments using FALC. To best of our knowledge, there
are no publicly available code specialized for solving problem in (5.77), other than general purpose
SDP solvers.
We created 10 random problems of size n = 500, i.e. D ∈ R500×500 using the procedure described
in Section 5.4.1, where δ is set to 1 × 104, i.e. each entry of the noise term ζ0 is coming from a
uniform distribution between [−δ, δ]. We chose the value of the stopping parameter so that FALC
produces a solution Xsol and Ssol with
‖Xsol+Ssol−D‖F
‖D‖F ≈ 1× 10−5.
CHAPTER 5. AUGMENTED LAGRANGIAN ALGORITHM FOR COMPOSITE NORM
MINIMIZATION 128
FALC I-ALM
Average Min Max Average Min Max
svd # 42.6 40 45 31.6 30 33
‖Xsol −X0‖F/‖X0‖F 4.65E-09 2.28E-09 7.04E-09 1.85E-09 5.90E-10 3.40E-09
‖Ssol − S0‖F/‖S0‖F 1.79E-07 8.89E-08 2.69E-07 1.94E-07 4.80E-08 3.85E-07
| ‖Xsol‖∗ − ‖X0‖∗|/‖X0‖∗ 1.88E-10 4.74E-11 4.15E-10 1.13E-11 3.67E-12 2.07E-11
max{|σi − σ0i | : σ0i > 0} 2.61E-07 1.01E-07 5.15E-07 8.69E-08 2.34E-08 2.54E-07
max{|σi| : σ0i = 0} 1.57E-13 4.22E-14 3.48E-13 1.47E-13 5.92E-14 3.66E-13
| ‖vec(Ssol)‖1 − ‖vec(X0)‖1|/‖vec(X0)‖1 1.97E-08 7.44E-09 3.02E-08 2.24E-09 4.13E-10 5.11E-09
max{|(Ssol)ij − (S0)ij| : |(S0)ij| > 0} 1.31E-06 5.99E-07 1.75E-06 1.07E-05 2.31E-06 2.45E-05
max{|(Ssol)ij| : (S0)ij = 0} 0 0 0 0 0 0
rank 25 25 25 25 25 25
‖Xsol + Ssol −D‖F/‖D‖F 4.67E-09 2.31E-09 7.04E-09 4.66E-09 1.08E-09 9.63E-09
CPU 23.6 19.4 32.3 15.9 12.0 24.4
APG SVT
Average Min Max Average Min Max
svd # 187.7 187 188 833.9 819 857
‖Xsol −X0‖F/‖X0‖F 4.14E-09 3.99E-09 4.39E-09 1.79E-04 1.76E-04 1.80E-04
‖Ssol − S0‖F/‖S0‖F 1.63E-07 1.57E-07 1.72E-07 2.04E-02 2.02E-02 2.08E-02
| ‖Xsol‖∗ − ‖X0‖∗|/‖X0‖∗ 3.96E-09 3.82E-09 4.20E-09 1.66E-05 1.53E-05 1.85E-05
max{|σi − σ0i | : σ0i > 0} 1.99E-06 1.90E-06 2.11E-06 1.45E-02 1.17E-02 1.68E-02
max{|σi| : σ0i = 0} 1.26E-13 6.84E-14 1.91E-13 2.39E-13 7.58E-14 6.79E-13
| ‖vec(Ssol)‖1 − ‖vec(X0)‖1|/‖vec(X0)‖1 1.83E-07 1.76E-07 1.92E-07 5.03E-03 4.89E-03 5.14E-03
max{|(Ssol)ij − (S0)ij| : |(S0)ij| > 0} 1.95E-07 1.80E-07 2.25E-07 1.19E-01 1.07E-01 1.33E-01
max{|(Ssol)ij| : (S0)ij = 0} 3.70E-08 2.09E-08 6.64E-08 5.50E-03 3.59E-03 8.45E-03
rank 25 25 25 25 25 25
‖Xsol + Ssol −D‖F/‖D‖F 5.43E-09 5.24E-09 5.77E-09 4.99E-04 4.98E-04 5.00E-04
CPU 87.7 71.6 101.6 265.2 252.0 273.1
Table 5.1: FALC vs I-ALM, APG, SVT: Numerical Test Results for PCP problem with n = 500,
r = 0.05n2, p = 0.05n
Problem in (5.77) is a special case of (5.1). Therefore, f (k)(X, s, y) defined in (5.20) simplifies
to f (k)(X,S, y) = 12‖vec(X + S) + y − vec(D)− λ(k)θ
(k)
1 ‖22 (note that for all k ≥ 1, θ(k)2 = 0). We
set the parameter values for FALC by solving a set of small size problems and these parameter
values were fixed throughout the experiments, all other parameters are set to their default values,
i.e. cτ = 0.4, cξ = 0.4, cλ = 0.4, c¯τ = 0.999, c¯ξ = 0.999. We set c¯λ = 1.5 and initialize θ
(1)
1 as in
[38], i.e. as in (5.76).
Finally, We set % = 1 × 10−5, ς = 1 × 10−3 and terminate FALC when either the distance

























‖∞ ≤ % for any k ≥ 1 or there exist partial
subgradients with sufficiently small norm for each component, i.e.
‖G‖F ≤ ς/2, ‖g‖2 ≤ ς for some (G, g) ∈ ∂X,sP (k)(., ., .)|(X(k,`)2 ,s(k,`)2 ,y(k,`)2 )
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and
δ‖∇yP (k)(X(k,`)2 , s(k,`)2 , y(k,`)2 )‖γ∗ +∇yP (k)(X(k,`)2 , s(k,`)2 , y(k,`)2 )T y(k,`)2 ≤ ς.
We have used PROPACK [35] for computing partial singular value decompositions. In order to
estimate the rank of X0, we followed the scheme proposed in Equation (17) in [38]. The results of
the experiments are displayed in Table 5.2.
FALC
Average Min Max
svd # 53.8 49 60
‖Xsol −X0‖F/‖X0‖F 1.71E-05 1.66E-05 1.83E-05
‖Ssol − S0‖F/‖S0‖F 4.04E-04 2.61E-04 9.11E-04
| ‖Xsol‖∗ − ‖X0‖∗|/‖X0‖∗ 1.59E-05 1.56E-05 1.61E-05
max{|σi − σ0i | : σ0i > 0} 9.70E-03 9.43E-03 1.01E-02
max{|σi| : σ0i = 0} 1.56E-09 1.37E-10 7.97E-09
| ‖vec(Ssol)‖1 − ‖vec(X0)‖1|/‖vec(X0)‖1 2.35E-04 2.12E-04 3.11E-04
max{|(Ssol)ij − (S0)ij| : |(S0)ij| > 0} 3.83E-03 1.26E-03 8.63E-03
max{|(Ssol)ij| : (S0)ij = 0} 0 0 0
rank 25 25 25
‖Xsol + Ssol −D‖F/‖D‖F 2.15E-05 1.95E-05 2.89E-05
CPU 35.3 30.8 44.6
Table 5.2: FALC: Numerical Test Results for SPCP problem with n = 500, r = 0.05n2, p = 0.05n,
δ = 1× 10−4
5.5 Extensions and conclusion
The algorithmic framework proposed in this chapter extends to the following much more general
class of problems:
minX∈Rm×n µ1‖σ(X)‖α + µ2‖C(X)− d‖β+ < R,X > +F (X),
subject to ‖A(X)− b‖γ ≤ δ,
D(X) = c,
‖G(X)− g‖2 ≤ 〈H,X〉 − h,
F(X)  G,
(5.78)
where the matrix norm ‖σ(.)‖α denotes either the nuclear norm, the Frobenius norm, or the `2-
norm, the vector norms ‖.‖β and ‖.‖γ denote either the `1-norm, `2-norm or the `∞-norm, and A(.),
C(.), D(.), F(.) and G(.) are linear operators from Rm×n to vector spaces of appropriate dimensions.
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By introducing slack variables, (5.78) can be reformulated as follows.
min µ1‖σ(X)‖α + µ2‖s‖β+ < R,X > +F (X),
subject to D(X) = c,
C(X) + s = d,
A(X) + y = b, ‖y‖γ ≤ δ,
G(X) + v = g, 〈H,X〉 − t = h, ‖v‖2 ≤ t,
F(X) + S = G, S  0,
(5.79)
where the decision variables are: X ∈ Rm×n, s ∈ Rp, y ∈ Rq, v ∈ Rr, t ∈ R, S ∈ Rm×n.
In this more general setting, the FALC inexactly solves subproblems of the form:
min
X, s, ‖y‖γ≤δ, ‖v‖2≤t, S0
P (k)(X, s, y, v, t, S), (5.80)
where
P (k)(X, s, y, v, t, S) := λ(k)
(
µ1‖σ(X)‖α + µ2‖s‖β+ < R,X > +F (X)
)
+ f (k)(X, s, y, v, t, S),




1 ‖22 + 12‖C(X) + s− d− λ(k)θ
(k)
2 ‖22
+ 12‖A(X) + y − b− λ(k)θ
(k)





〈H,X〉 − t− h− λ(k)θ(k)5
)2
+ 12‖F(X) + S −G− λ(k)θ
(k)
6 ‖2F .
Note that we do not dualize neither the norm constraint ‖y‖ ≤ δ nor the cone constraints: ‖v‖2 ≤ t













∗ ) ∈ argminP (k)(X, s, y, v, t, S). Suppose that X(0) ∈ Rm×n
that satisfies all the constraints in (5.80) is provided. Let




〉− h, S(0) := G−F(X(0)), η := µ1‖σ(X(0))‖α + µ2‖C(X(0))− d‖β.
Then, the way we implement FALC depends on the objective function. For all cases we need
to ensure that {X(k)}k∈Z+ sequence is bounded so that it has a limit point. Suppose that we
are solving the composite norm minimization problem with just D(X) = c constraint. If the
boundedness condition on {X(k)}k∈Z+ is not satisfied, then {X(k)}k∈Z+ sequence can escape to
infinity in the affine space defined by the null space of D.
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If there is a strongly convex function F with convexity parameter ρ > 0 in the objective function,
then using the strong convexity property of F , we obtain the following in equality




X(0) − ∇F (X(0))+Rρ
)
‖2F




i=1 ‖θ(k)i ‖2F .
Define
η(k) := η +
1
2ρ





‖θ(k)i ‖2F . (5.81)
Depending on the positive components of (µ1, µ2), we redefine F
(k) in line 11 of Algorithm FALC
displayed in Figure 5.1.
1. µ1 > 0: We use η
(k) defined in (5.81) to form set F (k).
2. µ1 = 0: We use η
(k) defined in (5.81) and set
F (k) :=
{

















In both cases, the implementable algorithm almost does not change. The only change is to calculate
∇F at every iteration of Algorithm APG additional to one ∇f computation per iteration.
If C ∈ Rp × mn, corresponding to C linear operator, has full column rank, then there is an
alternative way to implement the algorithm when µ1 = 0 and µ2 > 0. In this case, we use
F (k) := {(X, s) ∈ Rm×n × Rp : µ2‖s‖β ≤ η(k)}, which changes the implementable algorithm
only slightly. This time when calculating the updates in Algorithm APG, the update problems
corresponding to X components becomes unconstrained, instead s updates are calculated by solving
a constrained problem over F (k). Please note that we do not assume full column rank, then
{X(k)}k∈Z+ may not have a limit point.
Next, suppose that the objective function does not have a strongly convex function F . If
R 6= 0, then FALC algorithm only works when µ1 > ‖σ(R)‖∗α. This condition follows from Ho¨lder’s
inequality and from
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However, if we are provided with an upper bound, η > 0 on ‖σ(X∗)‖, where X∗ is an optimal
solution to (5.78) and ‖.‖ can be `1, `2 or `∞-norms, then we FALC works for µ1 ≥ 0 and µ2 ≥ 0.
In this case, F (k) := {(X, s) ∈ Rm×n × Rp : ‖σ(X)‖ ≤ η} should be used.
Finally, when the objective function does not have a strongly convex function F and R = 0,
then FALC algorithm works for µ1 ≥ 0 and µ2 ≥ 0. Definition of F (k) should be modified when
µ1 = 0.
FALC solves (5.80) by solving constrained shrinkage problems of the following form.











‖S − S˜‖2F : S  0
}
. (5.83)
For given X˜ ∈ Rm×n and S˜ ∈ Rm×n, λ > 0 and η > 0, these problems can be efficiently
solved when ‖σ(.)‖α is the either the the nuclear norm, Frobenius norm, or the `2-norm, or
equivalently, the `1, `2 or `∞ norm of the singular values of X. Note that subproblem given
in (5.83) is only needed when solving the augmented Lagrangian subproblem corresponding
to F(X)  G constraints.




















(t− t˜)2 − 1
2
‖v − v˜‖22 : ‖v‖2 ≤ t
}
. (5.86)
For given s˜, y˜, (v˜, t˜), λ > 0 and δ, these problems can be efficiently solved when β and γ are
either `2, `1 or `∞ vector norms. Note that subproblems given in (5.85) and (5.86) are only
needed when solving the augmented Lagrangian subproblem corresponding to ‖A(X)−b‖γ ≤ δ
and ‖G(X)− g‖2 ≤ 〈H,X〉 − h constraints, respectively.
The extension (5.78) allows us to model a wider class of problems. Having ‖A(X) − b‖γ ≤ δ as
the only constraint with γ = 2, and setting µ2 = 0, F (.) = 0 and R = 0 results in a special case
that includes matrix completion problems with noisy data. Setting β =∞, α = 2 and leaving only
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semidefinite cone constraint results in a special case that arises in the optimal acquisition basis
design for compressive sensing.
The main contribution of this chapter is an efficient first-order augmented lagrangian algo-
rithm (FALC) for the composite norm minimization problem (5.1) and its extension (5.78). The
FALC recovers the low rank target matrix by solving a sequence of augmented lagrangian sub-
problems, and each subproblem is solved using Algorithm APG in Figure 2.2 with x-update rule
(2.6). We show that the continuation scheme on penalty parameter λ used in FALC guarantees
that the iterate sequence provably converges to the target signal and we are also able to compute
a convergence rate. The performance of FALC in our limited numerical experiments has been very
promising. To best of our knowledge, for the stable PCA problem, FALC is the first algorithm with
a known complexity bound.
CHAPTER 6. FIRST-ORDER METHODS FOR STABLE PRINCIPAL COMPONENT
PURSUIT 134
Chapter 6
First-Order Methods for Stable
Principal Component Pursuit
In [16, 53], it was shown that when the data matrix D ∈ Rm×n is of the form D = X0 + S0, where
X0 is a low-rank matrix, i.e. rank(X0) min{m,n}, and S0 is a sparse matrix, i.e. ‖S0‖0  mn
(‖.‖0 counts the number of nonzero elements of its argument), one can recover the low-rank and
sparse components of D by solving the principal component pursuit problem
min
X∈Rm×n
‖X‖∗ + ξ ‖D −X‖1, (6.1)
where ξ = 1√
max{m,n} .





j=1 |Xij |, ‖X‖∞ := max{|Xij | : 1 ≤ i ≤ m, 1 ≤ j ≤ n} and ‖X‖2 :=
σmax(X), where σmax(X) is the maximum singular value of X.













‖V T ei‖22 ≤
µr
n





where ei denotes the i-th unit vector.
Theorem 6.0.1 [16] Suppose D = X0 + S0, where X0 ∈ Rm×n with m < n satisfies (6.2) for
some µ > 0, and the support set of S0 is uniformly distributed. Then there are constants c, ρr,
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ρs such that with probability of at least 1 − cn−10, the principal component pursuit problem (6.1)
problem (6.1) exactly recovers X0 and S0 provided that
rank(X0) ≤ ρrmµ−1(log(n))−2 and ‖S0‖0 ≤ ρsmn. (6.3)
In [57], it is shown that the recovery is still possible even when the data matrix, D, is corrupted
with a dense error matrix, ζ0 such that ‖ζ0‖F ≤ δ, by solving the stable principal component
pursuit (SPCP) problem
(P ) : min
X,S∈Rm×n
{‖X‖∗ + ξ ‖S‖1 : ‖X + S −D‖F ≤ δ}. (6.4)
Specifically, the following theorem was proved in [57].
Theorem 6.0.2 [57] Suppose D = X0 + S0 + ζ0, where X0 ∈ Rm×n with m < n satisfies (6.2)
for some µ > 0, and the support set of S0 is uniformly distributed. If X0 and S0 satisfy (6.3), then
for any ζ0 such that ‖ζ0‖F ≤ δ the solution, (X∗, S∗), to the stable principal component pursuit
problem (6.4) satisfies ‖X∗−X0‖2F+‖S∗−S0‖2F ≤ Cmnδ2 for some constant C with high probability.
Principal component pursuit and stable principal component pursuit both have applications in
video surveillance and face recognition. For existing algorithmic approaches to solving principal
component pursuit see [16, 28, 38, 39, 57] and references therein. In this chapter, we develop
four different fast first-order algorithms to solve the SPCP problem (P ). The first two algorithms
are direct applications of Nesterov’s optimal algorithm [45] and the proximal gradient method
of Tseng [50], which is inspired by both FISTA and Nesterov’s infinite memory algorithms that
are introduced in [6] and [45], respectively. In this chapter, it is shown that both algorithms can
compute an -optimal, feasible solution to (P ) in O(1/) iterations. The third and fourth algorithms
apply an alternating direction augmented Lagrangian approach to an equivalent problem obtained
by partial variable splitting. The third algorithm can compute an -optimal, feasible solution to
the problem in O(1/2) iterations, which can be easily improved to O(1/) complexity. Given
 > 0, all first three algorithms use suitably smooth versions of at least one of the norms in
the objective function. The fourth algorithm (NSA) works directly with the original non-smooth
objective function and can be shown to converge to an optimal solution of (P ), provided that a
mild condition on the increasing sequence of penalty multipliers holds. To best of our knowledge,
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an algorithm for the SPCP problem that has O(1/) iteration complexity and has a per iteration
complexity equal to that of a singular value decomposition is given for the first time.
The only algorithm that we know of that has been designed to solve the SPCP problem (P ) is the
algorithm ASALM [48]. The results of our numerical experiments comparing NSA algorithm with
ASALM has shown that NSA is faster and also more robust to changes in problem parameters.
6.1 Proximal gradient algorithm with smooth objective function
In this section we show that Nesterov’s optimal algorithm [44, 45] for simple sets is efficient for
solving (P ).









〈S,W 〉 − ν
2
‖W‖2F . (6.6)
Clearly, fµ(.) and gν(.) closely approximate the non-smooth functions f(X) := ‖X‖∗ and g(S) :=
‖S‖1, respectively. Also let χ := {(X,S) ∈ Rm×n × Rm×n : ‖X + S −D‖F ≤ δ} and L = 1µ + 1ν ,
where 1µ and
1
ν are the Lipschitz constants for the gradients of fµ(.) and gν(.), respectively. Then
Algorithm NESTEROV displayed in Figure 2.1 applied to the problem
min
X,S∈Rm×n
{fµ(X) + ξ gν(S) : (X,S) ∈ χ}, (6.7)
is displayed in Figure 6.1.









s ) and (X(k+1), S(k+1)) lie in χ. Hence, Algorithm SPG displayed in Figure 6.1 enjoys
the full convergence rate ofO(L/k2) of the Nesterov’s method. Thus, setting µ = Ω() and ν = Ω(),
Algorithm SPG computes an -optimal and feasible solution to problem (P ) in k∗ = O(1/)








s ) that need to be computed at each iteration of







‖X − X˜‖2F + ‖S − S˜‖2F
)
+ 〈Qx, X〉+ 〈Qs, S〉 : (X,S) ∈ χ
}
. (6.8)
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Algorithm SPG
1: input: X(0) ∈ Rm×n, S(0) ∈ Rm×n
2: k ← 0
3: while k ≤ k∗ do
















‖X −X(k)‖2F + ‖S − S(k)‖2F
)























‖X −X(0)‖2F + ‖S − S(0)‖2F
)





















9: k ← k + 1
10: end while
11: return (X(k∗), S(k∗))
Figure 6.1: Smooth Proximal Gradient (SPG) Algorithm
The following lemma shows that the solution to problems of the form (Ps) can be computed
efficiently.
Lemma 6.1.1 The optimal solution (X∗, S∗) to problem (Ps) can be written in closed form as
follows.


















































+ 12 qs(S˜). (6.12)
Proof: Suppose that δ > 0. Writing the constraint in problem (Ps), (X,S) ∈ χ, as
1
2




the Lagrangian function for (6.8) is given as
L(X,S; θ) = L
2
(













(‖X + S −D‖2F − δ2) .
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Therefore, the optimal solution (X∗, S∗) and optimal Lagrangian multiplier θ∗ ∈ R must satisfy the
Karush-Kuhn-Tucker (KKT) conditions:
i. ‖X∗ + S∗ −D‖F ≤ δ,
ii. θ∗ ≥ 0,
iii. θ∗ (‖X∗ + S∗ −D‖F − δ) = 0,
iv. L(X∗ − X˜) + θ∗(X∗ + S∗ −D) +Qx = 0,
v. L(S∗ − S˜) + θ∗(X∗ + S∗ −D) +Qs = 0.
Conditions iv and v imply that (X∗, S∗) satisfy (6.9) and (6.10), from which it follows that








Case 1: ‖qx(X˜) + qs(S˜)−D‖F ≤ δ
Setting X∗ = qx(X˜), S∗ = qs(S˜) and θ∗ = 0, clearly satisfies (6.9), (6.10) and conditions i (from
(6.14)), ii and iii. Thus, this choice of variables satisfies all the five KKT conditions.
Case 2: ‖qx(X˜) + qs(S˜)−D‖F > δ




. Since ‖qx(X˜) + qs(S˜)−D‖F > δ, θ∗ > 0; hence, ii is satisfied.
Moreover, for this value of θ∗, it follows from (6.14) that ‖X∗+S∗−D‖F = δ. Thus, KKT conditions
i and iii are satisfied.












satisfies all the five KKT conditions.
Now, suppose that δ = 0. Since S∗ = D −X∗, problem (Ps) can be written as
minX∈Rm×n ‖X − X˜ + QxL ‖2F + ‖D −X − S˜ + QsL ‖2F ,
which is also equivalent to the problem: minX∈Rm×n ‖X − qx(X˜)‖2F + ‖X − (D − qs(S˜))‖2F . Then
(6.12) trivially follows from first-order optimality conditions for this problem and the fact that
S∗ = D −X∗.
CHAPTER 6. FIRST-ORDER METHODS FOR STABLE PRINCIPAL COMPONENT
PURSUIT 139
6.2 Proximal gradient algorithm with partially smooth objective
function




{fµ(X) + ξ ‖S‖1 : (X,S) ∈ χ}, (6.15)




Algorithm APG, displayed in Figure 2.2 can solve minx∈E{p(x)+f(x)} when f is differentiable
on an open set containing dom p and ∇f is Lipschitz continuous on dom p with constant L, where
E is a finite dimensional real vector space. Let p(X,S) = ξ ‖S‖1 + 1χ(X,S), where 1χ(., .) denotes
the indicator function of the closed convex set χ, i.e. if (X,S) ∈ χ, then 1χ(X,S) = 0; otherwise,
1χ(X,S) =∞. Since p and fµ satisfy the assumptions of Algorithm APG, we can use it to solve
(6.15).
Algorithm PSPG, displayed in Figure 6.2, shows each step of Algorithm APG applied to
problem in (6.15) (Lemma 2.2.1 is also true for the convex combination coefficients used in Line 7
and the coefficient i+12 used in Line 6 of Algorithm PSPG). Please note that (X
(k), S(k)) iterates
in Algorithm PSPG corresponds to x-iterates of Algorithm APG when x-update rule (2.6) is
used.
Algorithm PSPG





s )← (X(0), S(0)), k ← 0























































8: k ← k + 1
9: end while
10: return (X(k∗), S(k∗))
Figure 6.2: Partially Smooth Proximal Gradient (PSPG) Algorithm
Mimicking the proof in [50], it is easy to show that Algorithm PSPG, which uses the prox
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function 12‖X −X(0)‖2F , converges to the optimal solution of (6.15). As Algorithm SPG, which
is displayed in Figure 6.1, the current algorithm also keeps all iterates in χ and hence it enjoys
the full convergence rate of O(L/k2). Thus, setting µ = Ω(), Algorithm PSPG computes an
-optimal, feasible solution to problem (P ) in k∗ = O(1/) iterations.
The only thing left to be shown is that the optimization subproblems in Algorithm PSPG















‖X − X˜‖2F : (X,S) ∈ χ
}
, (6.16)
for some ρ > 0. Lemma 6.2.1 shows that these computations can be done efficiently.
Lemma 6.2.1 The optimal solution (X∗, S∗) to problem (Pns) can be written in closed form as
follows.















(D − S∗) + ρ
ρ+ θ∗
q(X˜), (6.18)
where q(X˜) := X˜− 1ρ Q, E and 0 ∈ Rm×n are matrices with all components equal to ones and zeros,
respectively, and  denotes the componentwise multiplication operator. θ∗ = 0 if ‖D− q(X˜)‖F ≤ δ;











Moreover, θ∗ can be efficiently computed in O(mn log(mn)) time.







|D − q(X˜)| − ξρ E, 0
}
and X∗ = D − S∗. (6.20)
Proof: Suppose that δ > 0. Let (X∗, S∗) be an optimal solution to problem (Pns) and θ∗ denote
the optimal Lagrangian multiplier for the constraint (X,S) ∈ χ written as (6.13). Then the KKT
optimality conditions for this problem are
i. Q+ ρ(X∗ − X˜) + θ∗(X∗ + S∗ −D) = 0,
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ii. ξG+ θ∗(X∗ + S∗ −D) = 0 and G ∈ ∂‖S∗‖1,
iii. ‖X∗ + S∗ −D‖F ≤ δ,
iv. θ∗ ≥ 0,
v. θ∗ (‖X∗ + S∗ −D‖F − δ) = 0.





 θ∗D + ρ q(X˜)
θ∗D − ξG
 , (6.21)










 θ∗D + ρ q(X˜)
ρθ∗
ρ+θ∗ (D − q(X˜))− ξG
 . (6.22)




G+ S∗ + q(X˜)−D = 0. (6.23)












Thus, S∗ is the optimal solution to the “shrinkage” problem and is given by (6.17). (6.18) follows
from the first equation in (6.22), and it implies
X∗ + S∗ −D = ρ
ρ+ θ∗
(S∗ + q(X˜)−D). (6.24)
Therefore,
‖X∗ + S∗ −D‖F = ρ
ρ+ θ∗
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Case 1: ‖D − q(X˜)‖F ≤ δ
θ∗ = 0, S∗ = 0 and X∗ = q(X˜) trivially satisfy all the KKT conditions.
Case 2: ‖D − q(X˜)‖F > δ
It is easy to show that φ(.) is a strictly decreasing function of θ. Since φ(0) = ‖D−q(X˜)‖F > δ and
limθ→∞ φ(θ) = 0, there exists a unique θ∗ > 0 such that φ(θ∗) = δ. Given θ∗, S∗ and X∗ can then
be computed from equations (6.17) and (6.18), respectively. Moreover, since θ∗ > 0 and φ(θ∗) = δ,
(6.25) implies that X∗, S∗ and θ∗ satisfy the KKT conditions.
We now show that θ∗ can be computed in O(mn log(mn)) time. Let A := |D − q(X˜)| and
0 ≤ a[1] ≤ a[2] ≤ ... ≤ a[mn] be the mn elements of the matrix A sorted in increasing order, which
can be done in O(mn log(mn)) time. Defining a[0] := 0 and a[mn+1] := ∞, we then have for all






















For all k¯ < j ≤ mn define θj such that 1θj = 1ξ a[j]−1ρ and let k¯ := max
{
j : 1θj ≤ 0, j ∈ {0, 1, ...,mn}
}
.












Also define θk¯ := ∞ and θmn+1 := 0 so that φ(θk¯) := 0 and φ(θmn+1) = φ(0) = ‖A‖F > δ. Note
that {θj}{k¯<j≤mn} contains all the points at which φ(θ) may not be differentiable for θ ≥ 0. Define









= δ and θ > 0, (6.29)
since φ(θ) is continuous and strictly decreasing in θ for θ ≥ 0. Solving the equation in (6.29)
requires finding the roots of a fourth-order polynomial (a.k.a. quartic function); therefore, one can
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compute θ∗ > 0 using the algebraic solutions of quartic equations (as shown by Lodovico Ferrari in
1540), which requires O(1) operations.




a2[i] = δ, (6.30)








. Hence, we have proved that problem (Pns) can be
solved efficiently.
Now, suppose that δ = 0. Since S∗ = D −X∗, problem (Pns) can be written as
minS∈Rm×n
ξ
ρ‖S‖1 + 12‖S − (D − q(X˜))‖2F . (6.31)
Then (6.20) trivially follows from first-order optimality conditions for the above problem and the
fact that X∗ = D − S∗.
The following lemma will be used later in Section 6.4. However, we give its proof here, since it
uses some of the results shown in the proof of Lemma 6.2.1.
Lemma 6.2.2 Suppose that δ > 0. Let (X∗, S∗) be an optimal solution to problem (Pns) and θ∗
be an optimal Lagrangian multiplier such that (X∗, S∗) and θ∗ together satisfy the KKT conditions,
i-v in the proof of Lemma 6.2.1. Then (W ∗,W ∗) ∈ ∂1χ(X∗, S∗), where W ∗ := −Q+ ρ(X˜ −X∗) =
θ∗(X∗ + S∗ −D).
Proof: Let W ∗ := −Q+ ρ(X˜ −X∗), then from i and v of the KKT optimality conditions in the
proof of Lemma 6.2.1, we have W ∗ = θ∗(X∗ + S∗ −D) and
‖W ∗‖F = θ∗‖X∗ + S∗ −D‖ = θ∗(‖X∗ + S∗ −D‖ − δ) + θ∗δ = θ∗δ. (6.32)
Moreover, for all (X,S) ∈ χ, it follows from the definition of χ that 〈W ∗, θ∗(X + S −D)〉 ≤
θ∗‖W ∗‖F ‖X + S − D‖F ≤ θ∗δ‖W ∗‖F . Thus, for all (X,S) ∈ χ, we have 〈W ∗,W ∗〉 = ‖W ∗‖2F =
θ∗δ‖W ∗‖F ≥ 〈W ∗, θ∗(X + S −D)〉. Hence,
0 ≥ 〈W ∗, θ∗(X + S −D)−W ∗〉 = 〈W ∗, θ∗(X −X∗ + S − S∗)〉 ∀ (X,S) ∈ χ. (6.33)
It follows from the proof of Lemma 6.2.1 that if ‖D − q(X˜)‖F > δ, then θ∗ > 0, where q(X˜) =
X˜ − 1ρQ. Therefore, (6.33) implies that
0 ≥ 〈W ∗, X −X∗ + S − S∗〉 ∀ (X,S) ∈ χ. (6.34)
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On the other hand, if ‖D− q(X˜)‖F ≤ δ, then θ∗ = 0. Hence W ∗ = θ∗(X∗+S∗−D) = 0, and (6.34)
follows trivially. Therefore, (6.34) always holds and this shows that (W ∗,W ∗) ∈ ∂1χ(X∗, S∗).
6.3 Alternating linearization and augmented Lagrangian algorithms
In this and the next section we present algorithms for solving problems (6.15) and (6.4) that are
based on partial variable splitting combined with alternating minimization of a suitably linearized
augmented Lagrangian function. We can write problems (6.4) and (6.15) generically as
min
X,S∈Rm×n
{φ(X) + ξ g(S) : (X,S) ∈ χ}. (6.35)
For problem (6.4), φ(X) = f(X) = ‖X‖∗, while for problem (6.15), φ(X) = fµ(X) given in (6.5).
In this section, we first assume that φ : Rm×n → R and g : Rm×n × Rm×n → R are any closed
convex functions such that ∇φ is Lipschitz continuous, and χ is a general closed convex set. Here we




{φ(X) + ξ g(S) : X = Z, (Z, S) ∈ χ}. (6.36)
Let ψ(Z, S) := ξ g(S) + 1χ(Z, S) and define the augmented Lagrangian function
Lρ(X,Z, S;Y ) = φ(X) + ψ(Z, S) + 〈Y,X − Z〉+ ρ
2
‖X − Z‖2F . (6.37)
Then minimizing (6.37) by alternating between X and then (Z, S) leads to several possible methods
that can compute a solution to (6.36). These include the alternating linearization method (ALM)
with skipping step that has an O( ρk ) convergence rate, and the fast version of this method with an
O( ρ
k2
) rate (see [28] for full splitting versions of these methods). In this chapter, we only provide a
proof of the complexity result for the alternating linearization method with skipping steps (ALM-
S) in Theorem 6.3.1 below. One can easily extend the proof of Theorem 6.3.1 to an ALM method
based on (6.37) with the function g(S) replaced by a suitably smoothed version (see [28] for the
details of ALM algorithm).
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Algorithm ALM-S
1: input: X(0) ∈ Rm×n, S(0) ∈ Rm×n, Y (0) ∈ Rm×n
2: Z(0) ← X(0), k ← 0
3: while k ≥ 0 do
4: X(k+1) ← argminX Lρ(X,Z(k), S(k);Y (k))
5: if φ(X(k+1)) + ψ(X(k+1), S(k)) > Lρ(X(k+1), Z(k), S(k);Y (k)) then
6: X(k+1) ← Z(k)
7: end if







9: Y (k+1) ← −∇φ(Xk+1) + ρ(X(k+1) − Z(k+1))
10: k ← k + 1
11: end while
Figure 6.3: Alternating Minimization with Skipping Steps (ALM-S) Algorithm
Theorem 6.3.1 Let φ : Rm×n → R and ψ : Rm×n×Rm×n → R be closed convex functions such that
∇φ is Lipschitz continuous with Lipschitz constant L, and χ be a closed convex set. Let Φ(X,S) :=
φ(X) + ψ(X,S). For ρ ≥ L, the sequence {Z(k), S(k)}k∈Z+ generated by Algorithm ALM-S,
displayed in Figure 6.3, satisfies




where (X∗, S∗) = argminX,S∈Rm×n Φ(X,S), nk :=
∑k−1
i=0 1{Φ(X(i+1),S(i))>Lρ(X(i+1),Z(i),S(i);Y (i))} and
1{.} is 1 if its argument is true; otherwise, 0.
Proof: See Appendix C.1 for the proof.
We obtain Algorithm PS-ALM, displayed in Figure 6.4, by applying Algorithm ALM-
S, displayed in Figure 6.3, to solve problem (6.15), where the smooth function φ(X) = fµ(X),
defined in (6.5), the non-smooth closed convex function is ξ ‖S‖1 + 1χ(X,S) and χ = {(X,S) ∈
Rm×n × Rm×n : ‖X + S − D‖F ≤ δ}. Theorem 6.3.1 shows that Algorithm PS-ALM has an
iteration complexity of O( 1
2
) to obtain -optimal and feasible solution of (P ).
Using the fast version of Algorithm ALM-S, a fast version of Algorithm PS-ALM with
O(ρ/k2) convergence rate, employing partial splitting and alternating linearization, can be con-
structed. This fast version can compute an -optimal and feasible solution to problem (P ) in
O(1/) iterations. Moreover, like the proximal gradient methods described earlier, every update
in each iteration for these methods can be computed efficiently. The subproblems to be solved at
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Algorithm PS-ALM
1: input: Y (0) ∈ Rm×n
2: Z(0) ← 0, S(0) ← D, k ← 0
3: while k ≥ 0 do
4: X(k+1) ← argminX fµ(X) +
〈





5: B(k) ← fµ(X(k+1)) + ξ ‖S(k)‖1 +
〈






(k+1)) + ξ ‖S(k)‖1 + 1χ(X(k+1), S(k)) > B(k) then
7: X(k+1) ← Z(k)
8: end if






‖Z −X(k+1)‖2F : (Z, S) ∈ χ}
10: Y (k+1) ← −∇fµ(X(k+1)) + ρ(X(k+1) − Z(k+1))
11: k ← k + 1
12: end while
Figure 6.4: Partially Smooth Alternating Linearization Method (PS-ALM)




















‖Z − Z˜‖2F : (Z, S) ∈ χ}. (6.40)
Let U diag(σ)V T denote the singular value decomposition of the matrix X˜ − Q/ρ, then X∗, the
minimizer of the subproblem in (6.39), can be easily computed as U diag
(
σ − σmax{ρσ, 1+ρµ}
)
V T .
And Lemma 6.2.1 shows how to solve the subproblem in (6.40).
6.4 Non-smooth augmented Lagrangian algorithm
Algorithm NSA, displayed in Figure 6.5, is a Non-Smooth Augmented Lagrangian Algorithm
(NSA) that solves the non-smooth problem (P ). The subproblem in Step 4 of Algorithm NSA
is a matrix shrinkage problem and can be solved efficiently by computing a singular value decom-
position (SVD) of an m × n matrix; and Lemma 6.2.1 shows that the subproblem in Step 6 can
also be solved efficiently.
We now prove that Algorithm NSA converges under fairly mild conditions on the sequence
{ρ(k)}k∈Z+ of penalty parameters. We first need the following lemma, which extends the similar
result given in [38] to partial splitting of variables.
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Algorithm NSA
1: input: Z(0) ∈ Rm×n, Y (0) ∈ Rm×n
2: k ← 0
3: while k ≥ 0 do
4: X(k+1) ← argminX{‖X‖∗ +
〈





‖X − Z(k)‖2F }
5: Yˆ (k+1) ← Y (k) + ρ(k)(X(k+1) − Z(k))










7: Let θ(k) be an optimal Lagrangian dual variable for the 1
2




8: Y (k+1) ← Y (k) + ρ(k)(X(k+1) − Z(k+1))
9: Choose ρ(k+1) such that ρ(k+1) ≥ ρ(k)
10: k ← k + 1
11: end while
Figure 6.5: Non-Smooth Augmented Lagrangian Algorithm (NSA)
Lemma 6.4.1 Suppose that δ > 0. Let {X(k), Z(k), S(k), Y (k), θ(k)}k∈Z+ be the sequence generated
by Algorithm NSA displayed in Figure 6.5. (X∗, X∗, S∗) = argminX,Z,S{‖X‖∗ + ξ ‖S‖1 : 12‖Z +
S−D‖2F ≤ δ
2
2 , X = Z} be any optimal solution, Y∗ ∈ Rm×n and θ∗ ≥ 0 be any optimal Lagrangian
duals corresponding to the constraints X = Z and 12‖Z + S − D‖2F ≤ δ
2
2 , respectively. Then
{‖Z(k) −X∗‖2F + 1(ρ(k))2 ‖Y (k) − Y∗‖2F }k∈Z+ is a non-increasing sequence and∑














Y∗ − Y (k+1), X∗ + S∗ − Z(k+1) − S(k+1)
〉
<∞.
Proof: See Appendix C.2 for the proof.
Given partially split SPCP problem, minX,Z,S{‖X‖∗ + ξ‖S‖1 : X = Z, (Z, S) ∈ χ}, let L be
its Lagrangian function
L(X,Z, S;Y, θ) = ‖X‖∗ + ξ ‖S‖1 + 〈Y,X − Z〉+ θ
2
(‖Z + S −D‖2F − δ2) . (6.41)
Theorem 6.4.1 Suppose that δ > 0. Let {X(k), Z(k), S(k), Y (k), θ(k)}k∈Z+ be the sequence generated






= ∞: Then limk∈Z+ Z(k) = limk∈Z+ X(k) = X∗, limk∈Z+ S(k) = S∗ such that
(X∗, S∗) = argmin{‖X‖∗ + ξ ‖S‖1 : ‖X + S −D‖F ≤ δ}.







=∞: If ‖D−X∗‖F 6= δ, then limk∈Z+ θ(k) = θ∗ ≥ 0 and limk∈Z+ Y (k) = Y∗ such
that (X∗, X∗, S∗, Y∗, θ∗) is a saddle point of the Lagrangian function L in (6.41). Otherwise,
if ‖D − X∗‖F = δ, then there exists a limit point, (Y∗, θ∗), of the sequence {Y (k), θ(k)}k∈Z+






=∞ is similar to the condition in Theorem 2 in [38], which
is needed to show that Algorithm I-ALM converges to an optimal solution of the robust PCA problem.
Remark 6.4.2 Let D = X0 + S0 + ζ0 such that ‖ζ0‖F ≤ δ and (X0, S0) satisfies the assumptions
of Theorem 6.0.2. If ‖S0‖F >
√
Cmnδ, then with very high probability, ‖D −X∗‖F > δ, where C
is the numerical constant defined in Theorem 6.0.2. Therefore, most of the time in applications,
one may not encounter the case where ‖D −X∗‖F = δ.
Proof: From Lemma 6.4.1 and the fact that X(k+1)−Z(k+1) = 1
ρ(k)







‖Y (k+1) − Y (k)‖2F =
∑
k∈Z+
‖X(k+1) − Z(k+1)‖2F .
Hence, limk∈Z+(X(k) − Z(k)) = 0.
Let (X#, X#, S#) = argminX,Z,S{‖X‖∗ + ξ ‖S‖1 : 12‖Z + S − D‖2F ≤ δ
2
2 , X = Z} be any
optimal solution, Y # ∈ Rm×n and θ# ≥ 0 be any optimal Lagrangian duals corresponding to
X = Z and 12‖Z + S −D‖2F ≤ δ
2
2 constraints, respectively and f
∗ := ‖X#‖∗ + ξ ‖S#‖1.
Moreover, let χ = {(Z, S) ∈ Rm×n × Rm×n : ‖Z + S − D‖F ≤ δ} and 1χ(Z, S) denote
the indicator function of the closed convex set χ, i.e. 1χ(Z, S) = 0 if (Z, S) ∈ χ; otherwise,
1χ(Z, S) = ∞. Since the sequence {(Z(k), S(k))}k∈Z+ produced by NSA is a feasible sequence for
the set χ, we have 1χ(Z
(k), S(k)) = 0 for all k ≥ 1. Hence, the following inequality is true for all
k ≥ 0
‖X(k)‖∗ + ξ ‖S(k)‖1
= ‖X(k)‖∗ + ξ ‖S(k)‖1 + 1χ(Z(k), S(k)),
≤ ‖X#‖∗ + ξ ‖S#‖1 + 1χ(X#, S#)−
〈

























Y #, Z(k) −X(k)
〉
, (6.42)
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where the inequality follows from the convexity of norms and the fact that −Y (k) ∈ ξ ∂‖S(k)‖1,
−Yˆ (k) ∈ ∂‖X(k)‖∗ and (Y (k), Y (k)) ∈ ∂1χ(Z(k), S(k)); the final equality follows from rearranging
the terms and the fact that (X#, S#) ∈ χ.
For all k ∈ Z+, define
A(k) :=
〈








Y # − Y (k), X# + S# − Z(k) − S(k)
〉
.





(k) < ∞. Since ∑k∈Z+ 1ρ(k) = ∞, there exists
K ⊂ Z+ such that
lim
k∈K
A(k) = 0. (6.43)
(6.43) and the fact that limk∈Z+ Z(k) − X(k) = 0 imply that along K (6.42) converges to f∗ =
‖X#‖∗ + ξ ‖S#‖1 = min{‖X‖∗ + ξ ‖S‖1 : (X,S) ∈ χ}; hence along {‖X(k)‖∗ + ξ ‖S(k)‖1}k∈K is a
bounded sequence. Therefore, there exists K∗ ⊂ K ⊂ Z+ such that limk∈K∗(X(k), S(k)) = (X∗, S∗).
Also, since limk∈Z+ Z(k) − X(k) = 0 and (Z(k), S(k)) ∈ χ for all k ≥ 1, we also have (X∗, S∗) =
limk∈K∗(Z(k), S(k)) ∈ χ. Since the limit of both sides of (6.42) along K∗ gives ‖X∗‖∗ + ξ ‖S∗‖1 =
limk∈K∗ ‖X(k)‖∗ + ξ ‖S(k)‖1 ≤ f∗ and (X∗, S∗) ∈ χ, we conclude that (X∗, S∗) = argmin{‖X‖∗ +
ξ ‖S‖1 : (X,S) ∈ χ}.
It is also true that (X∗, X∗, S∗) is an optimal solution to an equivalent problem: argminX,Z,S{‖X‖∗+
ξ ‖S‖1 : 12‖Z+S−D‖2F ≤ δ
2
2 , X = Z}. Now, let Y¯ ∈ Rm×n and θ¯ ≥ 0 be optimal Lagrangian duals
corresponding to X = Z and 12‖Z + S −D‖2F ≤ δ
2
2 constraints, respectively. From Lemma 6.4.1, it
follows that {‖Z(k)−X∗‖2F + 1(ρ(k))2 ‖Y (k)− Y¯ ‖2F }k∈Z+ is a bounded non-increasing sequence. Hence,
it has a unique limit point, i.e.
lim
k∈Z+











‖Y (k) − Y¯ ‖2F = 0,
where the equalities follow from the facts that limk∈K∗ Z(k) = X∗, µk ↗ ∞ as k → ∞ and
{Yˆ (k)}k∈Z+ , {Y (k)}k∈Z+ are bounded sequences. limk∈Z+ ‖Z(k) − X∗‖F = 0 and limk∈Z+ Z(k) −
X(k) = 0 imply that limk∈Z+ X(k) = X∗.
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{∣∣∣∣D − (X(k+1) + 1ρ(k) Y (k)
















If ‖D − (X(k+1) + 1
ρ(k)
Y (k))‖F ≤ δ, then θ(k) = 0; otherwise, θ(k) > 0 is the unique solution such
that φk(θ














In the following, it is shown that the sequence {S(k)}k∈Z+ has a unique limit point S∗. Since




Y (k) = X∗.
Case 1: ‖D −X∗‖F ≤ δ
Previously, we have shown that that exists a subsequence K∗ ⊂ Z+ such that limk∈K∗(X(k), S(k)) =
(X∗, S∗) = argminX,S{‖X‖∗+ξ‖S‖1 : ‖X+S−D‖F ≤ δ}. On the other hand, since ‖D−X∗‖F ≤ δ,
(X∗,0) is a feasible solution. Hence, ‖X∗‖∗ + ξ‖S∗‖ ≤ ‖X∗‖∗, which implies that S∗ = 0.
‖X(k)‖∗ + ξ ‖S(k)‖1 = ‖X(k)‖∗ + ξ ‖S(k)‖1 + 1χ(Z(k), S(k)),
≤ ‖X∗‖∗ + ξ ‖0‖1 + 1χ(X∗,0)−
〈

















Y (k), Z(k) −X∗
〉
. (6.47)
Since the sequences {Y (k)}k∈Z+ and {Yˆ (k)}k∈Z+ are bounded and limk∈Z+ X(k) = limk∈Z+ Z(k) =
X∗, taking the limit on both sides of (6.47), we have













Y (k), Z(k) −X∗
〉
= ‖X∗‖∗.
Therefore, limk∈Z+ ‖S(k)‖1 = 0, which implies that limk∈Z+ S(k) = S∗ = 0.
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Case 2: ‖D −X∗‖F > δ
Since ‖D− (X(k+1) + 1
ρ(k)
Y (k))‖F → ‖D−X∗‖F > δ, there exists K ∈ Z+ such that for all k ≥ K,
‖D − (X(k+1) + 1
ρ(k)
Y (k))‖F > δ. For all k ≥ K, φk(.) is a continuous and strictly decreasing
function of θ for θ ≥ 0. Hence, inverse function φ−1k (.) exits around δ for all k ≥ K. Thus,
φk(0) = ‖D − (X(k+1) + 1ρ(k) Y (k))‖F > δ and limθ→∞ φk(θ) = 0 imply that θ(k) = φ−1k (δ) > 0
for all k ≥ K. Moreover, φk(θ) ≤ φ(θ) := ‖ ξθ E‖F implies that θ(k) ≤ ξ
√
mn
δ for all k ≥ K.
Therefore, {θ(k)}k∈Z+ is a bounded sequence, which has a convergent subsequence Kθ ⊂ Z+ such
that limk∈Kθ θ




























Note that since ‖D −X∗‖F > δ, φ∞ is invertible around δ, i.e. φ−1∞ exists around δ. Thus, θ∗ =
φ−1∞ (δ). Since Kθ is an arbitrary subsequence, we can conclude that θ∗ := limk∈Z+ θ(k) = φ−1∞ (δ).




S(k+1) = sign (D −X∗)max
{





and this completes the first part of the theorem.
Now, we will show that if ‖D − X∗‖F 6= δ, then the sequences {θ(k)}k∈Z+ and {Y (k)}k∈Z+
have unique limits. Note that from (C.33), it follows that Y (k) = θ(k−1)(Z(k) + S(k) − D) for all
k ≥ 1. First suppose that ‖D −X∗‖F < δ. Since ‖D − (X(k+1) + 1ρ(k) Y (k))‖F → ‖D −X∗‖F < δ,
there exists K ∈ Z+ such that for all k ≥ K, ‖D − (X(k+1) + 1ρ(k) Y (k))‖F < δ. Thus, from
Lemma 6.2.1 for all k ≥ K, θ(k) = 0, S(k+1) = 0, Z(k+1) = X(k+1) + 1
ρ(k)
Y (k), which implies
that θ∗ := limk∈Z+ θ(k) = 0 and Y∗ = limk∈Z+ Y (k) = limk∈Z+ θ(k−1)(Z(k) + S(k) − D) = 0 since
S∗ = limk∈K∗ S(k) = limk∈Z+ S(k) = 0, limk∈Z+ Z(k) = X∗ and ‖D −X∗‖F < δ. Now suppose that
‖D − X∗‖F > δ. In Case 2 above we have shown that θ∗ = limk∈Z+ θ(k). Hence, there exists
Y∗ ∈ Rm×n such that Y∗ = limk∈Z+ θ(k−1)(Z(k) + S(k) −D) = θ∗(X∗ + S∗ −D).







= ∞. From Lemma 6.4.1, we have ∑k∈Z+ ‖Z(k+1) − Z(k)‖2F < ∞.















=∞, there exists a subsequence K ⊂ Z+ such that limk∈K ‖Yˆ (k+1)−Y (k+1)‖2F =
0. Hence, limk∈K(ρ(k))2‖Z(k+1) − Z(k)‖2F = 0, i.e. limk∈K ρ(k)(Z(k+1) − Z(k)) = 0.
Using (C.31), (C.32) and (C.33), we have
0 ∈ ∂‖X(k+1)‖∗ + θ(k)(Z(k+1) + S(k+1) −D) + ρ(k)(Z(k+1) − Z(k)), (6.52)
0 ∈ ξ∂‖S(k+1)‖1 + θ(k)(Z(k+1) + S(k+1) −D). (6.53)
If ‖D − X∗‖ 6= δ, then there exists Y∗ ∈ Rm×n such that Y∗ = limk∈Z+ θ(k−1)(Z(k) + S(k) −
D) = θ∗(X∗ + S∗ − D). Taking the limit of (6.52),(6.53) along K ⊂ Z+ and using the fact that
limk∈K ρ(k)(Z(k+1) − Z(k)) = 0, we have
0 ∈ ∂‖X∗‖∗ + θ∗(X∗ + S∗ −D), (6.54)
0 ∈ ξ∂‖S∗‖1 + θ∗(X∗ + S∗ −D). (6.55)
(6.54) and (6.55) together imply that (X∗, S∗), Y∗ = θ∗(X∗+S∗−D) and θ∗ satisfy KKT optimality
conditions for the problem minX,Z,S{‖X‖∗ + ξ ‖S‖1 : 12‖Z + S − D‖2F ≤ δ
2
2 , X = Z}. Hence,
(X∗, X∗, S∗, Y∗, θ∗) is a saddle point of the Lagrangian function
L(X,Z, S;Y, θ) = ‖X‖∗ + ξ ‖S‖1 + 〈Y,X − Z〉+ θ
2
(‖Z + S −D‖2F − δ2) .
Suppose that ‖D −X∗‖F = δ. Fix k > 0. If ‖D − (X(k+1) + 1ρ(k) Y (k))‖F ≤ δ, then θ(k) = 0.




for any k > 0, 0 ≤ θ(k) ≤ ξ
√
mn
δ . Since {θ(k)}k∈Z+ is a bounded sequence, there exists a further
subsequence Kθ ⊂ K such that θ∗ := limk∈Kθ θ(k−1) and Y∗ := limk∈Kθ θ(k−1)(Z(k) + S(k) − D) =
θ∗(X∗ + S∗ −D) exist. Thus, taking the limit of (6.52),(6.53) along Kθ ⊂ Z+ and using the facts
that limk∈K ρ(k)(Z(k+1)−Z(k)) = 0 and X∗ = limk∈Z+ X(k) = limk∈Z+ Z(k), S∗ = limk∈Z+ S(k) exist,
we conclude that (X∗, X∗, S∗, Y∗, θ∗) is a saddle point of the Lagrangian function L(X,Z, S;Y, θ).
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6.5 Numerical experiments
Our preliminary numerical experiments showed that among the four algorithms discussed in this
chapter, NSA is the fastest. It also has very few parameters that need to be tuned. Therefore,
we only report the results for NSA. We conducted two sets of numerical experiments with NSA
to solve (6.4), where ξ = 1√
max{m,n} . In the first set we solved randomly generated instances of
the stable principal component pursuit problem. In this setting, first we tested only NSA to see
how the run times scale with respect to problem parameters and size; then we compared NSA with
another alternating direction augmented Lagrangian algorithm ASALM [48]. In the second set of
experiments, we ran NSA and ASALM to extract moving objects from an airport security noisy
video [37].All the numerical experiments were conducted on an IBM Thinkpad laptop with a Intel
Core 2 CPU T7200 @2.0 GHz processor, 3GB SDRAM running MATLAB 7.2 on Windows XP
Professional operating system.
6.5.1 Random Stable Principal Component Pursuit Problems
We tested NSA on randomly generated stable principal component pursuit problems. The data
matrices for these problems, D = X0 + S0 + ζ0, were generated as follows
i. X0 = UV
T , such that U ∈ Rn×r, V ∈ Rn×r for r = crn and Uij ∼ N (0, 1), Vij ∼ N (0, 1) for
all i, j are independent standard Gaussian variables and cr ∈ {0.05, 0.1},
ii. Λ ⊂ {(i, j) : 1 ≤ i, j ≤ n} such that cardinality of Λ, |Λ| = p for p = cpn2 and cp ∈ {0.05, 0.1},
iii. (S0)ij ∼ U [−100, 100] for all (i, j) ∈ Λ are independent uniform random variables between
−100 and 100,
iv. (ζ0)ij ∼ %N (0, 1) for all i, j are independent Gaussian variables.
We created 10 random problems of size n ∈ {500, 1000, 1500}, i.e. D ∈ Rn×n, for each of the two
choices of cr and cp using the procedure described above, where % was set such that signal-to-noise
ratio of D is either 80dB or 45dB. Signal-to-noise ratio of D is given by
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Hence, for a given SNR value, we selected % according to (6.56). Table 6.1 displays the % value




8n)% in (6.4) in the first set of
SNR n cr=0.05 cp=0.05 cr=0.05 cp=0.1 cr=0.1 cp=0.05 cr=0.1 cp=0.1
80dB
500 0.0014 0.0019 0.0015 0.0020
1000 0.0015 0.0020 0.0016 0.0021
1500 0.0016 0.0020 0.0018 0.0022
45dB
500 0.0779 0.1064 0.0828 0.1101
1000 0.0828 0.1101 0.0918 0.1171
1500 0.0874 0.1136 0.1001 0.1236
Table 6.1: % values depending on the experimental setting
experiments for both NSA and ASALM.
Our code for NSA was written in MATLAB 7.2 and can be found at http://www.columbia.
edu/~nsa2106. We terminated the algorithm when
‖(X(k+1), S(k+1))− (X(k), S(k))‖F
‖(X(k), S(k))‖F + 1
≤ %. (6.57)
The results of our experiments are displayed in Tables 6.2 and 6.3. In Table 6.2, the row labeled
CPU lists the running time of NSA in seconds and the row labeled SVD# lists the number
of partial singular value decomposition (SVD) computed by NSA. The minimum, average and
maximum CPU times and number of partial SVD taken over the 10 random instances are given for
each choice of n, cr and cp values. Table C.3 and Table C.4 in the appendix list additional error
statistics.
With the stopping condition given in (6.57), the solutions produced by NSA have ‖Xsol+Ssol−D‖F‖D‖F
approximately 1.5× 10−4 when SNR(D) = 80dB and 5× 10−3 when SNR(D) = 45dB, regardless
of the problem dimension n and the problem parameters related to the rank and sparsity of D, i.e.
cr and cp. After thresholding the singular values of Xsol that were less than 1× 10−12, NSA found
the true rank in all 120 random problems solved when SNR(D) = 80dB, and it found the true
rank for 113 out of 120 problems when SNR(D) = 45dB, while for 6 of the remaining problems
rank(Xsol) is off from rank(X0) only by 1. Table 6.2 shows that the number of partial SVD was a
very slightly increasing function of n, cr and cp. Moreover, Table 6.3 shows that the relative error
of the solution (Xsol, Ssol) was almost constant for different n, cr and cp values.
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cr=0.05 cp=0.05 cr=0.05 cp=0.1 cr=0.1 cp=0.05 cr=0.1 cp=0.1
SNR n Field min/avg/max min/avg/max min/avg/max min/avg/max
80dB
500
SVD# 9/9.0/9 9/9.5/10 10/10.0/10 11/11/11
CPU 3.2/4.4/5.1 3.6/5.1/6.6 4.3/5.2/6.4 5.0/6.2/8.1
1000
SVD# 9/9.9/10 10/10.0/10 11/11/11 12/12.0/12
CPU 16.5/19.6/22.4 14.6/20.7/24.3 25.2/26.9/29.1 27.9/31.2/36.3
1500
SVD# 10/10.0/10 10/10.9/11 12/12.0/12 12/12.2/13
CPU 38.6/44.1/46.6 43.7/48.6/51.9 78.6/84.1/90.8 80.7/97.7/155.2
45dB
500
SVD# 6/6/6 6/6.9/7 7/7.1/8 8/8/8
CPU 2.3/2.9/4.2 2.9/3.6/4.5 2.9/3.9/6.2 3.5/4.2/6.0
1000
SVD# 7/7.0/7 7/7.0/7 8/8.1/9 9/9.0/9
CPU 11.5/13.4/17.4 10.6/13.3/17.9 17.1/18.7/20.7 19.7/23.8/28.9
1500
SVD# 7/7.9/8 8/8.0/8 9/9.0/9 9/9.0/9
CPU 34.1/37.7/44.0 30.7/37.1/45.6 55.6/59.0/63.7 55.9/59.7/64.8
Table 6.2: NSA: Solution time for decomposing D ∈ Rn×n, n ∈ {500, 1000, 1500}
cr=0.05 cp=0.05 cr=0.05 cp=0.1 cr=0.1 cp=0.05 cr=0.1 cp=0.1




‖X0‖F 4.0E-4 / 4.2E-4 5.8E-4 / 8.5E-4 3.6E-4 / 3.9E-4 4.4E-4 / 4.5E-4
‖Ssol−S0‖F
‖S0‖F 1.7E-4 / 1.8E-4 1.6E-4 / 2.5E-4 1.6E-4 / 1.8E-4 1.3E-4 / 1.3E-4
1000
‖Xsol−X0‖F
‖X0‖F 2.0E-4 / 2.4E-4 3.8E-4 / 4.1E-4 2.2E-4 / 2.2E-4 2.8E-4 / 2.9E-4
‖Ssol−S0‖F
‖S0‖F 1.2E-4 / 1.4E-4 1.5E-4 / 1.6E-4 1.2E-4 / 1.3E-4 1.1E-4 / 1.1E-4
1500
‖Xsol−X0‖F
‖X0‖F 1.8E-4 / 2.2E-4 2.1E-4 / 2.6E-4 1.3E-4 / 1.3E-4 2.8E-4 / 2.9E-4
‖Ssol−S0‖F




‖X0‖F 6.0E-3 / 6.2E-3 8.0E-3 / 9.2E-3 6.1E-3 / 6.3E-3 8.1E-3 / 8.2E-3
‖Ssol−S0‖F
‖S0‖F 2.1E-3 / 2.2E-3 2.3E-3 / 2.7E-3 2.2E-3 / 2.3E-3 2.7E-3 / 2.9E-3
1000
‖Xsol−X0‖F
‖X0‖F 4.1E-3 / 4.2E-3 6.1E-3 / 6.2E-3 4.6E-3 / 4.7E-3 6.0E-3 / 6.5E-3
‖Ssol−S0‖F
‖S0‖F 1.9E-3 / 1.9E-3 2.4E-3 / 2.5E-3 2.3E-3 / 3.5E-3 3.1E-3 / 3.7E-3
1500
‖Xsol−X0‖F
‖X0‖F 3.4E-3 / 3.6E-3 4.7E-3 / 4.7E-3 3.9E-3 / 4.0E-3 5.3E-3 / 5.3E-3
‖Ssol−S0‖F
‖S0‖F 1.8E-3 / 1.8E-3 2.3E-3 / 2.3E-3 2.6E-3 / 3.5E-3 3.1E-3 / 3.1E-3
Table 6.3: NSA: Solution accuracy for decomposing D ∈ Rn×n, n ∈ {500, 1000, 1500}
Next, we compared NSA with ASALM [48] for a fixed problem size, i.e. n = 1500 where
D ∈ Rn×n. In all the numerical experiments, we terminated NSA according to (6.57). For random
problems with SNR(D) = 80dB, we terminated ASALM according to (6.57). However, for random
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problems with SNR(D) = 45dB, ASALM produced solutions with 99% relative errors when (6.57)
was used. Therefore, for random problems with SNR(D) = 45dB, we terminated ASALM either
when it computed a solution with better relative errors comparing to NSA solution for the same
problem or when an iterate satisfied (6.57) with the righthand side replaced by 0.1%. The code for
ASALM was obtained from the authors of [48].
The comparison results are displayed in Table 6.5 and Table 6.6. In Table 6.5, the row labeled
CPU lists the running time of each algorithm in seconds and the row labeled SVD# lists the
number of partial SVD computation of each algorithm. In Table 6.5, the minimum, average and
maximum of CPU times and the number of partial SVD computation of each algorithm taken over
the 10 random instances are given for each two choices of cr and cp. Moreover, Table C.1 and
Table C.2 given in the appendix list different error statistics.
We used PROPACK [35] for computing partial singular value decompositions. In order to
estimate the rank of X0, we followed the scheme proposed in Equation (17) in [38].
Both NSA and ASALM found the true rank in all 40 random problems solved when SNR(D) =
80dB. NSA found the true rank for 39 out of 40 problems with n = 1500 when SNR(D) = 45dB,
while for the remaining 1 problem rank(Xsol) is off from rank(X0) only by 1. On the other
hand, when SNR(D) = 45dB, ASALM could not find the true rank in any of the test problems.
For each of the four problem settings corresponding to different cr and cp values, in Table 6.4
we report the average and maximum of rank(Xsol) over 10 random instances, after thresholding
the singular values of Xsol that were less than 1 × 10−12. Table 6.5 shows that for all of the
rank(X0) = 75 rank(X0) = 150
cr=0.05 cp=0.05 cr=0.05 cp=0.1 cr=0.1 cp=0.05 cr=0.1 cp=0.1
Alg. avg / max avg / max avg / max avg / max
NSA 75 / 75 75 / 75 150.1 / 151 150 / 150
ASALM 175.8 / 177 179 / 207 222.4 / 224 201.9 / 204
Table 6.4: NSA vs ASALM: rank(Xsol) values for problems with n = 1500, SNR(D) = 45dB
problem classes, the number of partial SVD required by ASALM was more than twice the number
that NSA required. On the other hand, there was a big difference in CPU times; this difference
can be explained by the fact that ASALM required more leading singular values than NSA did
per partial SVD computation. Table 6.6 shows that although the relative errors of the low-rank
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components produced by NSA were slightly better, the relative errors of the sparse components
produced by NSA were significantly better than those produced by ASALM. Finally, in Figure 6.6,
we plot the decomposition of D = X0 +S0 + ζ0 ∈ Rn×n generated by NSA, where rank(X0) = 75,
‖S0‖0 = 112, 500 and SNR(D) = 45. In the first row, we plot randomly selected 1500 components
of S0 and 100 leading singular values of X0 in the first row. In the second row, we plot the same
components of Ssol and 100 singular of Xsol produced by NSA. In the third row, we plot the
absolute errors of Ssol and Xsol. Note that the scales of the graphs showing absolute errors of Ssol
and Xsol are larger than those of S0 and X0. And in the fourth row, we plot the same 1500 random
components of ζ0. When we compare the absolute error graphs of Ssol and Xsol with the graph
showing ζ0, we can confirm that the solution produced by NSA is inline with Theorem 6.0.2.
cr=0.05 cp=0.05 cr=0.05 cp=0.1 cr=0.1 cp=0.05 cr=0.1 cp=0.1
SNR Alg. Field min/avg/max min/avg/max min/avg/max min/avg/max
80dB
NSA
SVD# 10/10.0/10 10/10.9/11 12/12.0/12 12/12.2/13
CPU 38.6/44.1/46.6 43.7/48.6/51.9 78.6/84.1/90.8 80.7/97.7/155.2
ASALM
SVD# 22/22.0/22 20/20.0/20 29/29.0/29 29/29.4/30
CPU 657.3/677.8/736.2 809.7/850.0/874.7 1277.3/1316.1/1368.6 1833.2/1905.2/2004.7
45dB
NSA
SVD# 7/7.9/8 8/8.0/8 9/9.0/9 9/9.0/9
CPU 34.1/37.7/44.0 30.7/37.1/45.6 55.6/59.0/63.7 55.9/59.7/64.8
ASALM
SVD# 21/21/21 18/18.5/19 28/28.0/28 27/27.3/28
CPU 666.6/686.9/708.9 835.7/857.1/887.2 1201.9/1223.2/1277.5 1677.1/1739.1/1846.5
Table 6.5: NSA vs ASALM: Solution time for decomposing D ∈ Rn×n, n = 1500
cr=0.05 cp=0.05 cr=0.05 cp=0.1 cr=0.1 cp=0.05 cr=0.1 cp=0.1




‖X0‖F 1.8E-4 / 2.2E-4 2.1E-4 / 2.6E-4 1.3E-4 / 1.3E-4 2.8E-4 / 2.9E-4
‖Ssol−S0‖F
‖S0‖F 1.3E-4 / 1.6E-4 9.6E-5 / 1.1E-4 8.1E-5 / 8.5E-5 1.3E-4 / 1.4E-4
ASALM
‖Xsol−X0‖F
‖X0‖F 3.9E-4 / 4.2E-4 8.4E-4 / 8.8E-4 6.6E-4 / 6.8E-4 1.4E-3 / 1.4E-3
‖Ssol−S0‖F




‖X0‖F 3.4E-3 / 3.6E-3 4.7E-3 / 4.7E-3 3.9E-3 / 4.0E-3 5.3E-3 / 5.3E-3
‖Ssol−S0‖F
‖S0‖F 1.8E-3 / 1.8E-3 2.3E-3 / 2.3E-3 2.6E-3 / 3.5E-3 3.1E-3 / 3.1E-3
ASALM
‖Xsol−X0‖F
‖X0‖F 4.6E-3 / 4.8E-3 7.3E-3 / 8.4E-3 4.7E-3 / 4.7E-3 7.8E-3 / 7.9E-3
‖Ssol−S0‖F
‖S0‖F 4.8E-3 / 4.9E-3 5.8E-3 / 7.0E-3 5.5E-3 / 5.5E-3 7.3E-3 / 7.5E-3
Table 6.6: NSA vs ASALM: Solution accuracy for decomposing D ∈ Rn×n, n = 1500
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Figure 6.6: NSA: Comparison of randomly selected 1500 components of ζ0 with absolute errors of
those components in Ssol and σ(Xsol). D ∈ Rn×n, n = 1500, SNR(D) = 45dB
6.5.2 Foreground Detection on a Noisy Video
We used NSA and ASALM to extract moving objects in an airport security video [37], which
is a sequence of 201 grayscale frames of size 144 × 176. We assume that the airport security
video [37] was not corrupted by Gaussian noise. We formed the i-th column of the data ma-
trix D by stacking the columns of the ith frame into a long vector, i.e. D is in R25344×201. In
order to have a noisy video with SNR = 20dB signal-to-noise ratio (SNR), given D, we chose
% = ‖D‖F /(
√
144× 176× 201 10SNR/20) and then obtained a noisy D by D = D + % randn(144 ∗
176, 201), where randn(m,n) produces a random matrix with independent standard Gaussian en-
tries. Solving for (X∗, S∗) = argminX,S∈R25344×201{‖X‖∗ + ξ‖S‖1 : ‖X + S − D‖F ≤ δ}, we
decompose D into a low rank matrix X∗ and a sparse matrix S∗. We estimate the i-th frame
background image with the i-th column of X∗ and estimate the i-th frame moving object with the
i-th column of S∗. Both algorithms are terminated when
‖(X(k+1),S(k+1))−(X(k),S(k))‖F
‖(X(k),S(k))‖F+1 ≤ %× 10
−4.
The recovery statistics of each algorithm are are displayed in Table 6.7. (Xsol, Ssol) denote
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the variables corresponding to the low-rank and sparse components of D, respectively, when the
algorithm of interest terminates. Figure 6.5.2 and Figure 6.5.2 show the 35-th, 100-th and 125-th
frames of the noise added airport security video [37] in their first row of images. The second and
third rows in these tables have the recovered background and foreground images of the selected
frames, respectively. Even though the visual quality of recovered background and foreground are
very similar, Table 6.7 shows that both the number of partial SVDs and the CPU time of NSA are
significantly less than those for ASALM.
Alg. CPU SVD# ‖Xsol‖∗ ‖Ssol‖1 rank(Xsol) ‖Xsol+Ssol−D‖F‖D‖F
NSA 160.8 19 398662.9 76221854.1 81 0.00068
ASALM 910.0 94 401863.6 75751977.1 89 0.00080




Figure 6.7: Background extraction from a video with 20dB SNR using NSA
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Appendix A
Appendix for Chapter 5
Theorem A.0.1 Let f : Rn → R denote a convex function that has a Lipschitz continuous gradient
∇f with a Lipschitz constant L; and let x∗ denote any unconstrained minimizer of the function






(|∇fi(x¯)| − λ)2 ≤ . (A.1)
The bound (A.1) implies ‖∇f(x¯)‖∞ ≤
√
2L+ λ.
Proof: Given  > 0, fix x¯ ∈ Rn such that λ‖x¯‖1 + f(x¯) − (λ‖x∗‖1 + f(x∗)) ≤ . Since f
has Lipschitz continuous gradient, using the triangular inequality for ‖.‖1, it follows that for any
y ∈ Rn,
λ‖y‖1 + f(y) ≤ λ‖x¯‖1 + f(x¯) +∇f(x¯)T (y − x¯) + L
2
‖y − x¯‖22 + λ‖y − x¯‖1, ∀y ∈ Rn, (A.2)
where xT y ∈ < denotes the usual Euclidean inner product of x ∈ <n and y ∈ <n. Taking the
minimum with respect to y, we get
λ‖x∗‖1 + f(x∗) ≤ λ‖x¯‖1 + f(x¯) + min
y∈Rn
{
∇f(x¯)T (y − x¯) + L
2
‖y − x¯‖22 + λ‖y − x¯‖1
}
. (A.3)
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wT (y − x¯) + L
2




























max{|w| − λ, 0}, (A.7)
where (A.6) follows from shrinkage operation: given ν > 0, z∗ = argminz∈Rn{ν‖z‖1 + 12‖z− ζ‖22} =
sign(ζ)max{|ζ| − ν, 0}, where  is component-wise multiplication operator, and all other vector
operators such as |.|, sign(.) and max{., .} are defined to operate component-wise. Substituting y∗




wT (y − x¯) + L
2

























(|wi| − λ) + λ
)





(|wi| − λ)2 (A.11)
Thus, (A.11) and (A.3) together give:




(|wi| − λ)2. (A.12)





(|wi| − λ)2 ≤ . (A.13)
Therefore, we can conclude that |wi| ≤
√
2L+ λ for all i, i.e. ‖∇f(x¯)‖∞ ≤
√
2L+ λ.
Corollary A.0.1 Suppose x¯ is -optimal to the problem minx∈Rn P (x), i.e. 0 ≤ P (x¯)−minx∈Rn P (x)
≤ , where
P (x) = λ‖x‖1 + 1
2
‖Ax− b− λθ‖22.
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If A has full row rank, then
‖AT (Ax¯− b− λθ)‖∞ ≤
√
2 σmax(A) + λ,





2 σmax(A) + λ
)
,
where σmax(A) denotes the maximum singular value of A.
Proof: Let f(x) = 12‖Ax− b− λθ‖22, then ∇f(x) = AT (Ax− b− λθ). For any x, y ∈ Rn, we have
‖∇f(x)−∇f(y)‖2 = ‖ATA(x− y)‖2 ≤ σ2max(A)‖x− y‖2,
where σmax(A) is the maximum singular-value of A. Thus, f : <n → < is a convex function and
∇f is Lipschitz continuous with the constant L = σ2max(A).
Since x¯ is an -optimal solution to minx∈Rn P (x) = minx∈Rn λ‖x‖1 + f(x), Theorem A.0.1 in
Appendix A guarantees that




2 σmax(A) + λ,
and
‖Ax¯− b− λθ‖2 ≤ ‖A














2 σmax(A) + λ).
Lemma A.0.1 Let f : Rn → R be a strictly convex function and X ⊂ Rn be a closed, convex set.
Let x¯ = argminx∈X f(x) and x∗ = argminx∈Rn f(x). If x∗ 6∈ X, then x¯ ∈ ∂X, where ∂X denotes
the boundary of X.
Proof: We will establish the result by contradiction. Assume that x¯ is in the interior of X,
i.e. x¯ ∈ int(X). Hence, ∃  > 0 such that B2(x¯, ) = {x ∈ Rn : ‖x − x¯‖2 < } ⊂ X.
Since f is strictly convex and x∗ 6= x¯, f(x∗) < f(x¯). Choose 0 < λ < ‖x¯−x∗‖2 < 1 so that
λx∗ + (1− λ)x¯ ∈ B2(x¯, ) ⊂ X. Since f is strictly convex,
f(λx∗ + (1− λ)x¯) < λf(x∗) + (1− λ)f(x¯) < f(x¯). (A.14)
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However, λx∗ + (1 − λ)x¯ ∈ B2(x¯, ) ⊂ X and f(λx∗ + (1 − λ)x¯) < f(x¯) contradicts the fact that
f(x¯) < f(x) for all x ∈ X. Therefore, x¯ 6∈ int(X). Since x¯ ∈ X, then it must be true that x¯ ∈ ∂X.
Lemma A.0.2 Given y ∈ Rn, λ > 0 and η > 0, let x∗ = argmin{λ‖x‖1 + 12‖x− y‖22 : ‖x‖1 ≤ η}.
Then x∗ can be computed with deterministic worst case complexity of O(n log(n)) using sorting,
and with an expected complexity of O(n) using a randomized search.
Proof: Since f(x) ≡ λ‖x‖1 + 12‖x− y‖22 is strongly convex and the optimization problem
min f(x) (A.15)
s.t. ‖x‖1 ≤ η,
satisfies Slater’s constraint qualification; strong duality holds and (A.15) has a unique primal opti-
mal solution. Moreover, (A.15) has a bounded optimal value, which implies that the dual optimal
value is attained. Let x∗ ∈ Rn and α∗ ∈ R denote, respectively, the primal and dual optimal
solutions.
L(x, α) = λ‖x‖1 + 1
2
‖x− y‖22 + α(‖x‖1 − η), (A.16)
= (λ+ α)‖x‖1 + 1
2
‖x− y‖22 − αη, (A.17)
denote the Lagrangian function. Since strong duality holds, x∗ is a minimizer of L(x, α∗); and,




L(x, α) = sign(y)max{|y| − (λ+ α), 0}. (A.18)
Since x∗(α∗) = x∗, it follows that if α∗ can be computed efficiently, then so can x∗.
Note that x∗(0) = sign(y)max{|y| − λ, 0} is the unique unconstrained minimizer of f(x). If
‖x∗(0)‖1 ≤ η, then trivially x∗ = x∗(0). However, if ‖x∗(0)‖1 > η, since f(x) is strictly convex,
Lemma A.0.1 implies that x∗ must be on the boundary of the set {x ∈ Rn : ‖x‖1 ≤ η}, i.e.
‖x∗‖1 = η. Therefore,
α∗ ∈ {α > 0 : ‖x∗(α)‖1 = η}. (A.19)
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((|yi| − λ)− α) =
n∑
i=1
(|x∗(0)| − α)+. (A.20)
Note that ‖x∗(α)‖1 is a strictly decreasing continuous function of α. Since ‖x∗(0)‖1 > η, there
exists a unique αˆ > 0 such that ‖x∗(αˆ)‖1 = η. From (A.19), we can conclude that α∗ = αˆ.
To compute αˆ such that ‖x∗(αˆ)‖1 = η, sort |x∗(0)| in decreasing order. Let |x∗[i](0)| denote the
ith largest component of |x∗(0)|. When α = |x∗[n](0)|, ‖x∗(α)‖1 > η > 0; and when α > |x∗[1](0)|,
‖x∗(α)‖1 = 0. Hence, there exists 1 ≤ i∗ < n such that ‖x∗(α)‖1 ≤ η for α = |x∗[i∗](0)| and
‖x∗(α)‖1 > η for α = |x∗[i∗+1](0)|. Then it follows that









Thus, x∗ = x∗(α∗) can be computed in O(n log(n)) operations. Singer et al [23] show that α∗
can be computed in expected O(n) operations using a slightly modified version of the randomized
median finding algorithm.
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Appendix B
Appendix for Chapter 7
Theorem B.0.2 Let f : Rm×n×Rp×Rq → R denote a convex function with a Lipschitz continuous
gradient ∇f with a Lipschitz constant L with respect to the norm ‖.‖ on Rm×n × Rp × Rq defined
as follows:
‖(X, s, y)‖ =
√
‖X‖2F + ‖s‖22 + ‖y‖22. (B.1)
Let (X∗, s∗, y∗) ∈ argminX,s,y{λ(µ1‖σ(X)‖α +µ2‖s‖β) + f(X, s, y) : ‖y‖γ ≤ δ}. Suppose (X¯, s¯, y¯) ∈





+ f(X¯, s¯, y¯) ≤ λ(µ1‖σ(X∗)‖α + µ2‖s∗‖β)+ f(X∗, s∗, y∗) + 
for some  > 0. Then








where I(·) and J(·) are defined in (5.22), α∗ and β∗ denote the Ho¨lder conjugate of α and β,
respectively.
Proof: Since ∇f is Lipschitz continuous with constant L, the triangular inequality for ‖σ(.)‖α
and ‖.‖β implies that for any Y ∈ Rm×n, q ∈ Rp and z ∈ Rq
λ(µ1‖σ(Y )‖α + µ2‖q‖β) + f(Y, q, z)
≤ λ(µ1‖σ(X¯)‖α + µ2‖s¯‖β) + f(X¯, s¯, y¯) + λ(µ1‖σ(Y − X¯)‖α + µ2‖q − s¯‖β)
+




‖Y − X¯‖2F +
L
2
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where 〈X,Y 〉 = Tr(XTY ) ∈ R denotes the usual Euclidean inner product of X ∈ Rm×n and
Y ∈ Rm×n. Since Y , q and z are arbitrary, it follows that
λ(µ1‖σ(X∗)‖α + µ2‖s∗‖β) + f(X∗, s∗, y∗)
≤ λ(µ1‖σ(X¯)‖α + µ2‖s¯‖β) + f(X¯, s¯, y¯)
+ min
Y ∈Rm×n
{〈∇Xf(X¯, s¯, y¯), Y − X¯〉+ L
2





∇sf(X¯, s¯, y¯)T (q − s¯) + L
2










The first minimization problem on the right hand side of (B.2) can be simplified as follows:
min
Y ∈Rm×n
{〈∇Xf(X¯, s¯, y¯), Y − X¯〉+ L
2









‖Y − X¯‖2F +






‖Y ∗(W )− X¯‖2F +
〈∇Xf(X¯, s¯, y¯) +W,Y ∗(W )− X¯〉} ,
=− min
W :‖σ(W )‖α∗≤λµ1
‖∇Xf(X¯, s¯, y¯) +W‖2F
2L
, (B.4)
Y ∗(W ) = X¯ − ∇Xf(X¯,s¯,y¯)+WL is the minimizer of the inner minimization problem in (B.3).




∇sf(X¯, s¯, y¯)T (q − s¯) + L
2






















‖∇sf(X¯, s¯, y¯) + u‖22
2L
, (B.6)
q∗(u) = s¯− ∇sf(X¯,s¯,y¯)+uL is the minimizer of the inner minimization problem in (B.5).
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Thus, (B.2), (B.4), (B.6) and (B.7) together imply that
λ(µ1‖σ(X∗)‖α + µ2‖s∗‖β) + f(X∗, s∗, y∗) ≤ λ(µ1‖σ(X¯)‖α + µ2‖s¯‖β) + f(X¯, s¯, y¯)
− min
W :‖σ(W )‖α∗≤λµ1



















‖∇Xf(X¯, s¯, y¯) +W‖2F + min
u:‖u‖β∗≤λµ2
‖∇sf(X¯, s¯, y¯) + u‖22 ≤ 2L. (B.8)




‖∇Xf(X¯, s¯, y¯) +W‖2F ≤ 2L. (B.9)
Suppose ‖∇Xf(X¯, s¯, y¯)‖F > I(α∗)λµ1. Then the optimal solution of the optimization problem
in (B.9) is
W ∗ = −I(α∗)λµ1 · ∇Xf(X¯, s¯, y¯)‖∇Xf(X¯, s¯, y¯)‖F .
Then (B.8) implies that (‖∇Xf(X¯, s¯, y¯)‖F − I(α∗)λµ1)2 ≤ 2L, i.e. ‖∇Xf(X¯, s¯, y¯)‖F ≤
√
2L +
I(α∗)λµ1. This is trivially true when ‖∇Xf(X¯, s¯, y¯)‖F ≤ I(α∗)λµ1. Therefore, we can conclude
that always
‖∇Xf(X¯, s¯, y¯)‖F ≤
√
2L+ I(α∗)λµ1.
A similar analysis establishes that ‖∇sf(X¯, s¯, y¯)‖2 ≤
√
2L+ J(β∗)λµ2.
Corollary B.0.2 Let α, β ∈ {1, 2,∞} and
P (X, s, y) = λ(µ1‖σ(X)‖α + µ2‖s‖β) + f(X, s),
f(X, s, y) =
1
2
‖A(X) + y − b− λθ1‖22 +
1
2
‖C(X) + s− d− λθ2‖22,
where A : Rm×n → Rq and C : Rm×n → Rp denote linear A(X) = A vec(X), C(X) = C vec(X)
for all X ∈ Rm×n, where A ∈ Rq×mn and C ∈ Rp×mn are the matrix representation of the linear
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maps A(.) and C(.), respectively; and vec(X) denotes the vector obtained by stacking the columns
of X in order.
Suppose (X¯, s¯, y¯) is -optimal for the problem minX,s,y{P (X, s, y) : ‖y‖γ ≤ δ}, i.e.
0 ≤ P (X¯, s¯, y¯)− min
X∈Rm×n, s∈Rp, y∈Rq :‖y‖γ≤δ
P (X, s, y) ≤ ,
and the matrix A has full row rank. Then








‖C(X¯) + s¯− d− λθ2‖2 ≤ J(β∗)µ2λ+ σmax(M)
√
2,
where σmax(X) and σmin(X) denote respectively the maximum and minimum singular values of a
matrix X; M =
 I 0 C
0 I A
 , and I(α∗), J(β∗) are defined in (5.22).
Proof: Let f(X, s, y) = 12‖A(X) + y − b− λθ1‖22 + 12‖C(X) + s− d− λθ2‖22 and ‖.‖ be the norm
on Rm×n × Rp × Rq defined in (B.1), then for any X1, X2 ∈ Rm×n, s1, s2 ∈ Rp and y1, y2 ∈ Rq, we
have




∇Xf(X1, s1, y1)−∇Xf(X2, s2, y2)
∇sf(X1, s1, y1)−∇sf(X2, s2, y2)





= ‖∇Xf(X1, s1, y1)−∇Xf(X2, s2, y2)‖2F + ‖∇sf(X1, s1, y1)−∇sf(X2, s2, y2)‖22
+ ‖∇yf(X1, s1, y1)−∇yf(X2, s2, y2)‖22,
= ‖A∗(A(X1 −X2) + y1 − y2) + C∗(C(X1 −X2) + s1 − s2)‖2F
+ ‖C(X1 −X2) + s1 − s2‖22 + ‖A(X1 −X2) + y1 − y2‖22,
= ‖AT (A vec(X1 −X2) + y1 − y2) + CT (C vec(X1 −X2) + s1 − s2)‖22
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Hence,












‖X1 −X2‖2F + ‖s1 − s2‖22 + ‖y1 − y2‖22,
= σ2max(M) ‖(X1, s1, y1)− (X2, s2, y2)‖,
where σmax(M) is the maximum singular-value of M . Thus, f : Rm×n × Rp × Rq → R is a convex
function and ∇f is Lipschitz continuous with respect to ‖.‖ with Lipschitz constant L = σ2max(M).
Since (X¯, s¯, y¯) is an -optimal solution to the problem min{P (X, s, y) : X ∈ Rm×n, s ∈
Rp, ‖y‖γ ≤ δ}, Theorem B.0.2 guarantees that
‖∇Xf(X¯, s¯, y¯)‖F = ‖A∗(A(X¯) + y¯ − b− λθ1) + C∗(C(X¯) + s¯− d− λθ2)‖F
≤
√
2 σmax(M) + I(α
∗)λµ1, (B.10)
‖∇sf(X¯, s¯, y¯)‖2 = ‖C(X¯) + s¯− d− λθ2‖2 ≤
√
2 σmax(M) + J(β
∗)λµ2. (B.11)
The bound (B.10) and the triangular inequality for Frobenius norm implies that
‖A∗(A(X¯) + y¯ − b− λθ1)‖F ≤ ‖C∗(C(X¯) + s¯− d− λθ2)‖F +
√
2 σmax(M) + I(α
∗)λµ1. (B.12)
Since ‖C∗(C(X¯) + s¯− d− λθ2)‖F ≤ σmax(C) ‖C(X¯) + s¯− d− λθ2‖2, (B.12) implies that







2 σmax(M) + I(α
∗)λµ1.
Consequently,
‖A(X¯) + y¯ − b− λθ1‖2
≤ 1
σmin(A)















Lemma B.0.3 Let (E , ‖.‖) be a normed vector space, f : E → R be a strictly convex function
and χ ⊂ E be a closed, convex set with a non-empty interior. Let x¯ = argminx∈χ f(x) and x∗ =
argminx∈E f(x). If x∗ 6∈ χ, then x¯ ∈ bdχ, where bdχ denotes the boundary of χ.
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Proof: We will establish the result by contradiction. Assume x¯ is in the interior of χ, i.e.
x¯ ∈ int(χ). Then ∃  > 0 such that B(x¯, ) = {x ∈ E : ‖x− x¯‖ < } ⊂ χ. Since f is strictly convex
and x∗ 6= x¯, f(x∗) < f(x¯). Choose 0 < λ < ‖x¯−x∗‖ < 1 so that λx∗+ (1− λ)x¯ ∈ B(x¯, ) ⊂ χ. Since
f is strictly convex,
f(λx∗ + (1− λ)x¯) < λf(x∗) + (1− λ)f(x¯) < f(x¯). (B.13)
However, λx∗ + (1 − λ)x¯ ∈ B(x¯, ) ⊂ χ and f(λx∗ + (1 − λ)x¯) < f(x¯) contradicts the fact that
f(x¯) < f(x) for all x ∈ χ. Therefore, x¯ 6∈ int(χ). Since x¯ ∈ χ, it follows that x¯ ∈ bdχ.




‖X − Y ‖2F : ‖σ(X)‖α ≤ η}
mins∈Rp {λ‖s‖β + 1
2
‖s− q‖22 : ‖s‖β ≤ η}
that need to be solved in each Algorithm APG update step, displayed in Figure 2.2.
Lemma B.0.4 Let X¯ = argminX∈Rm×n
{
λ‖σ(X)‖α + 12‖X − Y ‖2F : ‖σ(X)‖α ≤ η
}
of the con-
strained matrix shrinkage problem. Then
X¯ = U diag(s¯)V T ,
where U diag(σ)V T denotes the SVD of Y such that σ ∈ Rr+ and r = rank(Y ); and s¯ denotes the






‖s− σ‖22 : ‖s‖α ≤ η
}
.
Since the worst case complexity of computing the SVD of Y is O(min{n2m,m2n}) the complexity
of the computing X¯ is O(min{n2m,m2n} + Tv(r, α)), where Tv(r, α) denotes the complexity of
computing the solution of an r-dimensional constrained vector shrinkage problem with norm ‖.‖α.
The function
Tv(p, α) =
 O(p log(p)) α = 1,∞,O(p), α = 2, (B.14)
Proof: The standard results in non-linear convex optimization over matrices implies that X¯ is of
the form X¯ = U diag(s¯)V T (see Corollary 2.5 in [36]).






‖s− q‖22 : ‖s‖β ≤ η
}
.
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(i) β = 1: First considered the unconstrained case, i.e. η = ∞. The unconstrained solution s∗
has a closed form s∗ = sign(q)max{|q|−λ1,0} and can be computed with O(p) complexity,
where  denotes componentwise multiplication and 1 is a vector of ones.
When η < ∞, the constrained optimal solution, s¯, can be computed with O(p log(p)) com-
plexity. See Lemma A.0.2.
(ii) β = 2: First considered the unconstrained case, i.e. η = ∞. Since `2-norm is self dual,


























































Then the unconstrained optimal solution s∗ = s∗(u∗) = qmax
{
1− λ‖q‖2 , 0
}
and the com-
plexity of computing s¯ is O(p).
Next, consider the constrained optimization problem, i.e. η <∞. The constrained optimum
s¯ = s∗, whenever s∗ is feasible, i.e. ‖s∗‖2 ≤ η. Since f(s) := λ‖s‖2 + 12‖s − q‖22 is strongly





‖s− q‖22 : ‖s‖2 ≤ η
}
= λη + min
{1
2
‖s− q‖22 : ‖s‖22 = η2
}
.
The unique KKT point for the optimization problem min
{
1









2 is ϑ =
‖q‖2
η − 1. It is easy to




2‖s − q‖22 : ‖s‖22 ≤ η2
}




2‖s− q‖22 : ‖s‖2 = η
}
. Hence, the complexity of computing s¯ is O(p)
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(iii) β = ∞: First consider the unconstrained problem. Since `1-norm is the dual norm of the














































where (B.16) follows from the fact that s∗(u) := argmins∈Rp{uT s+ 12‖s− q‖22} = q − u. The
result in (i) implies that complexity of computing u∗ = minu: ‖u‖1≤λ
1
2‖u− q‖22 is O(p log(p)).
Thus, the unconstrained optimal solution s∗ = s∗(u∗) = q−u∗ can be computed in O(p log(p))
operations.
Next, consider the constrained optimization problem. The constrained optimum, s¯ = s∗
whenever s∗ is feasible, i.e. ‖s∗‖∞ ≤ η. Since f(s) = λ‖s‖∞ + 12‖s − q‖22 is strictly convex,





‖s− q‖22 : ‖s‖∞ ≤ η
}
= λη + min
{1
2
‖s− q‖22 : ‖s‖∞ = η
}
.
Then, it is easy to check sign(s¯i) = sign(qi) for all i = 1, . . . , p. Moreover, ‖s∗‖∞ > η implies









‖s− |q| ‖22 : 0 ≤ si ≤ η
}
.
For 1 ≤ i ≤ p, we have min{|qi| , η} = argminsi∈R
{
1
2(si− |qi|)2 : 0 ≤ si ≤ η
}
. Thus, it follows
that s¯ = sign(q)min{|q|, η1}. Hence the complexity of computing s¯ is O(p log(p)).
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Appendix C
Appendix for Chapter 8
C.1 Proof of Theorem 6.3.1
Definition 1 Let φ : Rm×n → R and ψ : Rm×n×Rm×n → R be closed convex functions and define







‖Z −X‖2F , (C.1)
Qψ(Z|X,S) := φ(Z) + ψ(X,S) +
〈























is any subgradient in the subdifferential ∂ψ at the point (X,S).
Lemma C.1.1 Let φ, ψ, Qφ, Qψ, pφx, p
φ




s be as given in Definition A.1. and
Φ(X,S) := φ(X) + ψ(X,S). Let X¯ ∈ Rm×n and define Xˆ := pφx(X¯) and Sˆ := pφs (X¯). If
Φ(Xˆ, Sˆ) ≤ Qφ(Xˆ, Sˆ|X¯), (C.5)








≥ ‖X − Xˆ‖2F − ‖X − X¯‖2F . (C.6)















) ∣∣∣ Xˆ, Sˆ) , (C.7)
















‖2F − ‖X − Xˆ‖2F . (C.8)




































































, S − Sˆ
〉
,
φ(X) ≥ φ(X¯) +
〈
γφ(X¯), X − X¯
〉
.















γφ(X¯), X − X¯
〉
. (C.12)


































‖X − X¯‖2F ,
= ρ
〈









‖X − Xˆ‖2F − ‖X − X¯‖2F
)
.
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, X − Xˆ
〉
, (C.16)



















































































































































‖2F − ‖X − Xˆ‖2F
)
.
Hence, we have (C.8).
We are now ready to give the proof of Theorem 6.3.1.
Proof: Let I := {0 ≤ i ≤ k − 1 : Φ(X(i+1), S(i)) ≤ Lρ(X(i+1), Z(i), S(i);Y (i))} and Ic :=
{0, 1, ..., k − 1} \ I. Since ∇φ(.) is Lipschitz continuous with Lipschitz constant L and ρ ≥ L,
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Φ(pφx(X), p
φ
s (X)) ≤ Qφ(pφx(X), pφs (X)| X) is true for all X ∈ Rm×n. Since (C.5) in Lemma C.1.1
is true for all X¯ ∈ Rm×n, (C.6) is true for all (X,S) ∈ Rm×n × Rm×n. Particularly, since for all
i ∈ I ∪ Ic
(Z(i+1), S(i+1)) = argmin
Z,S
Qφ(Z, S| X(i+1)), (C.17)
setting (X,S) := (X∗, S∗) and X¯ := X(i+1) in Lemma C.1.1 imply that p
φ
x(X(i+1)) = Z(i+1),




Φ(X∗, S∗)− Φ(Z(i+1), S(i+1))
)
≥ ‖Z(i+1) −X∗‖2F − ‖X(i+1) −X∗‖2F . (C.18)
Moreover, (C.17) implies that for all i ∈ I ∪ Ic, there exits
(





∂ψ(Z(i), S(i)) such that
γψx (Z
(i), S(i)) +∇φ(X(i)) + ρ(Z(i) −X(i)) = 0, (C.19)
γψs (Z
(i), S(i)) = 0. (C.20)
(C.19) and the definition of Y (i+1) of Algorithm ALM-S shown in Figure 6.3 imply that
γψx (Z
(i), S(i)) = −∇φ(X(i)) + ρ(X(i) − Z(i)) = Y (i).
Hence, by defining Qψ(.| Z(i), S(i)) according to (C.2) using γψx (Z(i), S(i)) = Y (i), for all X ∈ Rm×n
we have
Lρ(X,Z(i), S(i);Y (i)) = φ(X) + ψ(Z(i), S(i)) +
〈





‖X − Z(i)‖2F ,
= Qψ(X| Z(i), S(i)),
for all i ∈ I ∪ Ic. Hence, for all i ∈ I,
X(i+1) = argmin
X
Lρ(X,Z(i), S(i);Y (i)) = argmin
X
Qψ(X|Z(i), S(i)).
Thus, for all i ∈ I, setting X¯ := X(i) in Lemma C.1.1 imply pφx(X(i)) = Z(i), pφs (X(i)) = S(i)
and pψ(pφx(X(i)), p
φ
s (X(i))) = pψ(Z(i), S(i)) = X(i+1). For all i ∈ I we have Φ(X(i+1), S(i)) ≤
Lρ(X(i+1), Z(i), S(i);Y (i)) = Qψ(X(i+1)|Z(i), S(i)). Hence, for all i ∈ I setting X¯ := X(i) in





Φ(X∗, S∗)− Φ(X(i+1), S(i))
)
≥ ‖X(i+1) −X∗‖2F − ‖Z(i) −X∗‖2F . (C.21)
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2Φ(X∗, S∗)− Φ(X(i+1), S(i))− Φ(Z(i+1), S(i+1))
)
≥ ‖Z(i+1) −X∗‖2F − ‖Z(i) −X∗‖2F . (C.22)




Φ(X∗, S∗)− Φ(Z(i+1), S(i+1))
)
≥ ‖Z(i+1) −X∗‖2F − ‖Z(i) −X∗‖2F . (C.23)












≥ ‖Z(k) −X∗‖2F − ‖Z(0) −X∗‖2F . (C.24)




Φ(X(i+1), S(i))− Φ(Z(i+1), S(i+1))
)
≥ ‖Z(i+1) −X(i+1)‖2F ≥ 0. (C.25)




Φ(X(i), S(i−1))− Φ(Z(i), S(i))
)
≥ ‖Z(i) −X(i)‖2F ≥ 0. (C.26)
Moreover, since for all i ∈ I setting X¯ := X(i) in Lemma C.1.1 satisfies (C.7), setting (X,S) :=




Φ(Z(i), S(i))− Φ(X(i+1), S(i))
)
≥ ‖X(i+1) − Z(i)‖2F ≥ 0. (C.27)





Φ(Z(i), S(i))− Φ(X(i+1), S(i))
)
≥ 0. (C.28)
Adding (C.25) and (C.28) yields Φ(Z(i), S(i)) ≥ Φ(Z(i+1), S(i+1)) for all i ∈ I∪Ic and adding (C.26)
and (C.28) yields Φ(X(i), S(i−1)) ≥ Φ(X(i+1), S(i)) for all i = 1, ..., k − 1. Hence,
k−1∑
i=0
Φ(Z(i+1), S(i+1)) ≥ kΦ(Z(k), S(k)), and
∑
i∈I
Φ(X(i+1), S(i)) ≥ nkΦ(X(k), S(k−1)). (C.29)




(2|I|+ |Ic|) Φ(X∗, S∗)− nkΦ(X(k), S(k−1))− kΦ(Z(k), S(k))
)
≥ −‖X(0) −X∗‖2F . (C.30)
Hence, (6.38) follows from the facts: 2|I|+ |Ic| = k + nk and nkΦ(X(k), S(k−1)) + kΦ(Z(k), S(k)) ≥
(k + nk)Φ(Z
(k), S(k)) due to (C.25).
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C.2 Proof of Lemma 6.4.1
Proof: Since Y∗ and θ∗ are optimal Lagrangian dual variables, we have
(X∗, X∗, S∗) = argmin
X,Z,S
‖X‖∗ + ξ ‖S‖1 + 〈Y∗, X − Z〉+ θ∗
2
(‖Z + S −D‖2F − δ2) .
Then from first-order optimality conditions, we have
0 ∈ ∂‖X∗‖∗ + Y∗,
0 ∈ ξ ∂‖S∗‖1 + θ∗(X∗ + S∗ −D),
− Y∗ + θ∗(X∗ + S∗ −D) = 0.
Hence, −Y∗ ∈ ∂‖X∗‖∗ and −Y∗ ∈ ξ ∂‖S∗‖1.
For k ≥ 0, X(k+1) is the optimal solution for the k-th subproblem given in Step 4 of Algo-
rithm NSA, which displayed in Figure 6.5. Then, from the first-order optimality conditions it
follows that
0 ∈ ∂‖X(k+1)‖∗ + Y (k) + ρ(k)(X(k+1) − Z(k)). (C.31)
For k ≥ 0, let θ(k) ≥ 0 be the optimal Lagrange multiplier for the quadratic constraint in the k-th
subproblem given in Step 6 in Algorithm NSA. Since (S(k+1), Z(k+1)) is the optimal solution,
from the first-order optimality conditions it follows that
0 ∈ ξ∂‖S(k+1)‖1 + θ(k)(Z(k+1) + S(k+1) −D), (C.32)
−Y (k) + ρ(k)(Z(k+1) −X(k+1)) + θ(k)(Z(k+1) + S(k+1) −D) = 0. (C.33)
From (C.31), it follows that −Yˆ (k+1) ∈ ∂‖X(k+1)‖∗. Hence, {Yˆ (k)}k∈Z+ is a bounded sequence.
From (C.32) and (C.33), it follows that −Y (k+1) ∈ ξ ∂‖S(k+1)‖1. Hence, {Y (k)}k∈Z+ is also a
bounded sequence.
Furthermore, since Y (k+1) − Y (k) = ρ(k)(X(k+1) − Z(k+1)) and Y (k+1) − Yˆ (k+1) = ρ(k)(Z(k) −
Z(k+1)), we have











































X∗ − Z(k+1), Y (k+1) − Y∗
〉
.




‖Y (k+1) − Y∗‖2F
= ‖Z(k) −X∗‖2F +
1
(ρ(k))2
‖Y (k) − Y∗‖2F − ‖Z(k+1) − Z(k)‖2F −
1
(ρ(k))2
‖Y (k+1) − Y (k)‖2F
+ 2
〈






Y (k+1) − Y (k), Y (k+1) − Y∗
〉
,
= ‖Z(k) −X∗‖2F +
1
(ρ(k))2
‖Y (k) − Y∗‖2F − ‖Z(k+1) − Z(k)‖2F −
1
(ρ(k))2
‖Y (k+1) − Y (k)‖2F
+ 2
〈













−Y (k+1) + Y∗, X∗ − Z(k+1)
〉)
,
= ‖Z(k) −X∗‖2F +
1
(ρ(k))2
‖Y (k) − Y∗‖2F − ‖Z(k+1) − Z(k)‖2F −
1
(ρ(k))2
‖Y (k+1) − Y (k)‖2F
+ 2
〈










−Y (k+1) + Y∗, X∗ − Z(k+1)
〉
,
= ‖Z(k) −X∗‖2F +
1
(ρ(k))2
‖Y (k) − Y∗‖2F − ‖Z(k+1) − Z(k)‖2F −
1
(ρ(k))2













−Y (k+1) + Y∗, X∗ − Z(k+1)
〉
. (C.34)
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Since −Y (k) ∈ ξ ∂‖S(k)‖1 for all k ≥ 1 and −Y∗ ∈ ξ ∂‖S∗‖1, we have for all k ≥ 1〈
−Y (k+1) + Y (k), S(k+1) − S(k)
〉
≥ 0, (C.35)〈
−Y (k+1) + Y∗, S(k+1) − S∗
〉
≥ 0. (C.36)





‖Y (k+1) − Y∗‖2F
≤ ‖Z(k+1) −X∗‖2F +
1
(ρ(k))2
‖Y (k+1) − Y∗‖2F ,
≤ ‖Z(k) −X∗‖2F +
1
(ρ(k))2
‖Y (k) − Y∗‖2F − ‖Z(k+1) − Z(k)‖2F −
1
(ρ(k))2


















−Y (k+1) + Y∗, X∗ + S∗ − Z(k+1) − S(k+1)
〉
. (C.37)
Applying Lemma 6.2.2 on the k-th subproblem given in Step 6 in Algorithm 6.5, it follows that
(Y (k+1), Y (k+1)) ∈ ∂1χ(Z(k+1), S(k+1)).
Using arguments similar to those used in the proof of Lemma 6.2.2, one can also show that
(Y∗, Y∗) ∈ ∂1χ(X∗, S∗).
Moreover, since −Y (k) ∈ ξ ∂‖S(k)‖1, −Yˆ (k) ∈ ξ ∂‖X(k)‖∗ for all k ≥ 1, −Y∗ ∈ ξ ∂‖S∗‖1 and
−Y∗ ∈ ∂‖X∗‖∗, we have〈
Y (k+1) − Y (k), Z(k+1) + S(k+1) − Z(k) − S(k)
〉
≥ 0,〈
−Y (k+1) + Y∗, X∗ + S∗ − Z(k+1) − S(k+1)
〉
≥ 0,〈
−Y (k+1) + Y∗, S(k+1) − S∗
〉
≥ 0,〈
−Yˆ (k+1) + Y∗, X(k+1) −X∗
〉
≥ 0,
for all k ≥ 1. Therefore, the above inequalities and (C.37) together imply that {‖Z(k) − X∗‖2F +
1
(ρ(k))2
‖Y (k) − Y∗‖2F }k∈Z+ is a non-increasing sequence. Moreover, we also have
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∑
k∈Z+
‖Z(k+1) − Z(k)‖2F +
1
(ρ(k))2




































‖Y (k) − Y∗‖2F − ‖Z(k+1) −X∗‖2F −
1
(ρ(k+1))2
‖Y (k+1) − Y∗‖2F
)
< ∞.
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C.3 Additional Statistics for Numerical Experiments
cr=0.05 cp=0.05 cr=0.05 cp=0.1
NSA ASALM NSA ASALM
Error Type avg / max avg / max avg / max avg / max
| ‖Xsol‖∗ − ‖X0‖∗|/‖X0‖∗ 1.7E-6 / 5.2E-6 6.9E-6 / 1.0E-5 5.0E-6 / 3.2E-5 2.3E-5 / 3.8E-5
max{|(σsol)i − (σ0)i| : (σ0)i > 0} 4.1E-2 / 5.2E-2 3.9E-2 / 4.7E-2 5.2E-2 / 1.8E-1 1.1E-1 / 1.7E-1
max{|(σsol)i| : (σ0)i = 0} 7.9E-13 / 2.2E-12 6.3E-13 / 1.6E-12 8.6E-13 / 2.0E-12 1.1E-12 / 2.0E-12
| ‖Ssol‖1 − ‖S0‖1|/‖S0‖1 1.1E-5 / 1.4E-5 6.2E-6 / 9.7E-6 9.7E-6 / 1.5E-5 8.6E-5 / 9.7E-5
max{|(Ssol)ij − (S0)ij| : (S0)ij 6= 0} 2.9E-1 / 3.5E-1 5.9E-1 / 8.0E-1 2.2E-1 / 2.4E-1 5.9E-1 / 7.4E-1
max{|(Ssol)ij| : (S0)ij = 0} 0 / 0 4.0E-1 / 7.2E-1 8.3E-3 / 1.1E-2 1.9E-1 / 5.5E-1
cr=0.1 cp=0.05 cr=0.1 cp=0.1
NSA ASALM NSA ASALM
Error Type avg / max avg / max avg / max avg / max
| ‖Xsol‖∗ − ‖X0‖∗|/‖X0‖∗ 5.6E-6 / 6.4E-6 4.6E-5 / 4.9E-5 6.2E-6 / 7.1E-6 1.2E-4 / 1.4E-4
max{|(σsol)i − (σ0)i| : (σ0)i > 0} 5.7E-2 / 6.2E-2 1.2E-1 / 1.3E-1 8.8E-2 / 1.0E-1 3.0E-1 / 3.7E-1
max{|(σsol)i| : (σ0)i = 0} 6.9E-13 / 1.5E-12 6.2E-13 / 9.9E-13 6.2E-13 / 1.3E-12 3.9E-13 / 1.0E-12
| ‖Ssol‖1 − ‖S0‖1|/‖S0‖1 1.2E-5 / 1.6E-5 1.6E-4 / 1.7E-4 3.4E-5 / 3.7E-5 2.5E-4 / 2.7E-4
max{|(Ssol)ij − (S0)ij| : (S0)ij 6= 0} 1.6E-1 / 1.9E-1 6.7E-1 / 8.3E-1 1.7E-1 / 2.0E-1 7.9E-1 / 9.5E-1
max{|(Ssol)ij| : (S0)ij = 0} 7.0E-3 / 1.1E-2 1.5E-1 / 2.5E-1 1.3E-2 / 1.9E-2 1.2E-1 / 2.5E-1
Table C.1: NSA vs ASALM: Additional statistics on solution accuracy for decomposing D ∈ Rn×n,
n = 1500, SNR(D) = 80dB
cr=0.05 cp=0.05 cr=0.05 cp=0.1
NSA ASALM NSA ASALM
Error Type avg / max avg / max avg / max avg / max
| ‖Xsol‖∗ − ‖X0‖∗|/‖X0‖∗ 1.8E-4 / 3.6E-4 1.4E-3 / 1.5E-3 2.2E-4 / 2.4E-4 2.4E-3 / 2.6E-3
max{|(σsol)i − (σ0)i| : (σ0)i > 0} 5.9E-1 / 1.8E+0 1.1E+0 / 1.5E+0 9.8E-1 / 1.1E+0 2.3E+0 / 2.6E+0
max{|(σsol)i| : (σ0)i = 0} 6.4E-13 / 1.3E-12 3.7E+0 / 3.8E+0 6.1E-13 / 1.0E-12 4.7E+0 / 5.5E+0
| ‖Ssol‖1 − ‖S0‖1|/‖S0‖1 1.7E-4 / 1.9E-4 4.2E-3 / 4.3E-3 1.3E-4 / 1.3E-4 2.9E-3 / 3.6E-3
max{|(Ssol)ij − (S0)ij| : (S0)ij 6= 0} 1.0E+0 / 1.2E+0 3.0E+0 / 3.6E+0 1.3E+0 / 1.4E+0 3.2E+0 / 3.8E+0
max{|(Ssol)ij| : (S0)ij = 0} 3.6E-1 / 4.0E-1 2.2E+0 / 2.6E+0 5.3E-1 / 6.1E-1 2.3E+0 / 3.1E+0
cr=0.1 cp=0.05 cr=0.1 cp=0.1
NSA ASALM NSA ASALM
Error Type avg / max avg / max avg / max avg / max
| ‖Xsol‖∗ − ‖X0‖∗|/‖X0‖∗ 3.7E-4 / 6.5E-4 9.7E-5 / 1.3E-4 6.7E-4 / 6.8E-4 8.4E-4 / 9.0E-4
max{|(σsol)i − (σ0)i| : (σ0)i > 0} 1.3E+0 / 1.5E+0 1.2E+0 / 1.3E+0 2.5E+0 / 2.8E+0 1.3E+0 / 1.5E+0
max{|(σsol)i| : (σ0)i = 0} 1.6E-1 / 1.6E+0 3.6E+0 / 3.7E+0 7.3E-13 / 1.7E-12 3.2E+0 / 3.3E+0
| ‖Ssol‖1 − ‖S0‖1|/‖S0‖1 8.1E-4 / 3.2E-3 4.7E-3 / 4.8E-3 8.9E-4 / 9.0E-4 4.4E-3 / 4.5E-3
max{|(Ssol)ij − (S0)ij| : (S0)ij 6= 0} 9.3E-1 / 1.1E+0 2.7E+0 / 3.3E+0 1.1E+0 / 1.2E+0 3.2E+0 / 3.5E+0
max{|(Ssol)ij| : (S0)ij = 0} 5.7E-1 / 6.6E-1 1.1E+0 / 1.4E+0 7.1E-1 / 7.9E-1 1.3E+0 / 1.6E+0
Table C.2: NSA vs ASALM: Additional statistics on solution accuracy for decomposing D ∈ Rn×n,
n = 1500, SNR(D) = 45dB
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