We will propose a new algorithm for finding critical points of cost functions defined on a differential manifold. We will lift the initial cost function to a manifold that can be embedded in a Riemannian manifold (Euclidean space) and will construct a vector field defined on the ambient space whose restriction to the embedded manifold is the gradient vector field of the lifted cost function. The advantage of this method is that it allows us to do computations in Cartesian coordinates instead of using local coordinates and covariant derivatives on the initial manifold. We will exemplify the algorithm in the case of SO(3) averaging problems and will rediscover a few well known results that appear in literature.
solve this problem is to write it as an optimization problem, more precisely to construct a cost function G N : N → R associated with this set of sample points and then the average is defined by arg min
y∈N G N (y).
Of special interest are the cost functions of least square type G N (y) := When the function G N is differentiable, this is equivalent with solving the equation dG N (y) = 0 and with testing for which solutions the minimum value is attained. In order to write this equation we need the knowledge of a local system of coordinates on the manifold N , a requirement that might be difficult to fulfill in many practical cases. Another problem that we may encounter with this approach is that the set of sample points {y 1 , . . . , y r } might not be entirely included in the domain of a single local system of coordinates. One way to overcome these difficulties is to lift the problem on a simpler manifold S. Let P : S → N be a surjective submersion. The lifted cost function is G S : S → R defined by G S = G N • P. The set equality P({x ∈ S | dG S (x) = 0}) = {y ∈ N | dG N (y) = 0} shows that it is sufficient to solve the equation dG S (x) = 0 on the simpler manifold S and project these solutions on the manifold N .
A way to solve this new problem is to endow S with a Riemannian metric τ and compute the equilibrium points of the gradient vector field ∇ τ G S and verify which of them are local/global minima. We note that if x 0 ∈ S is a critical point of the vector field ∇ τ G S , then it is a critical point of the vector field ∇ τ G S , where τ is any other Riemannian metric on S. Although the manifold S might have a simpler geometrical structure than the initial manifold N , we still need a local system of coordinates or the knowledge of covariant derivatives on the manifold S in order to be able to compute the critical points of the function G S , see [2, 3, 10, 12, 20, 25] . To further avoid the use of Riemannian geometry of the manifold S we will embed S in a larger space M.
In the current paper we propose a solution for finding the critical points of the lifted cost function G S by constructing a vector field v 0 ∈ X (M) on the ambient space M (usually a Euclidean space), that is tangent to the submanifold S and by also constructing a Riemannian metric τ on S such that v 0|S = ∇ τ G S . Consequently, the critical points of the vector field v 0 (usually written in Cartesian coordinates) that belong to S are critical points of the lifted cost function G S and their projection through the surjective submersion P gives the critical points of the initial cost function G N . This construction will be illustrated in details for the averaging problem on the Lie group SO(3) associated with four different cost functions. Among these functions we will study the p-power cost functions. We will analyze and compare the averaging problems for 2-power cost functions and 4-power cost functions cases. The 2-power cost functions case has been studied before in the literature. We will show that the 4-power cost functions case differs from the 2-power cost functions case in few important aspects.
In the literature the problem of averaging on Lie groups is often solved by using the exponential map as a tool to introduce local coordinates and so lifting the problem on the tangent space, see [3, 5, [12] [13] [14] 22] . This method can be generalized to the context of Riemannian manifolds as there also exists an exponential map. The exponential map can be further replaced by the more general notion of retraction developed in [3, 4, 11] . Averaging problems coming from real world applications have been studied in [2, 3, 17, [25] [26] [27] by using the notions of covariant derivatives and the geometry of geodesics on various Riemannian manifolds. In this paper we will propose a different algorithm in order to deal with averaging problems on general differentiable manifolds.
Other interesting cost functions are the ones that come from the Fermat-Torricelli problem. This averaging problem has been studied on various spaces, see [8, 9, 16, 21] , and it will be of interest to apply the techniques developed in this paper to such problems.
Averaging on a Differentiable Manifold
We will solve the averaging problem presented in the Introduction by embedding the manifold S as a submanifold of a Riemannian manifold (M, g). Furthermore, we will assume in this paper that S is the preimage of a regular value for a smooth function
As we have already stated, our approach is to find a Riemannian metric τ on the submanifold S and a vector field
(2.1)
Consequently, our initial problem is equivalent with finding the critical points of the vector field v 0 , which is defined on the ambient space M, and to choosing the ones that belong to S. The vector field that we are looking for is the standard control vector field v 0 introduced in [7] , which in turn is a continuation of the study we have begun in [6] . Let (M, g) be an m-dimensional Riemannian manifold and F 1 , . . . , F k , G : M → R be k + 1 smooth functions. The standard control vector field is defined by 
In what follows, we will describe the geometry of the standard control vector field. Let Ω 1 (M) be the real vector space of the differential one forms on the manifold M. 
by the formula
In Riemannian geometry the gradient vector field of a smooth function G can be defined by the formula ∇G = i dG g −1 , where i denotes the interior product defined by
The following result shows that v 0 looks like the gradient vector field of the function G, with respect to the degenerate symmetric contravariant 2-tensor T. Theorem 2.1 [7] On the manifold (M, g), the standard control vector field v 0 is given by the following formula
From the above theorem, computing the critical points of v 0 (which is written in local coordinates on M) that belong also to S is equivalent with solving the following system of m + k equations on M: [7] ).
The standard control vector field v 0 is tangent to every regular leaf and next we will recall its geometry when restricted to a regular leaf. Let i c : L c → M be the canonical inclusion of the regular leaf L c into the manifold M. The contravariant symmetric 2-tensor T is non-degenerate when restricted to a regular leaf L c and consequently, the restriction can be inverted and it thus generates the Riemannian metric, see [7] , τ c :
where
is the push-forward application.
Theorem 2.2 [7]
On a regular leaf L c we have the following characterizations.
The above theorem shows that the tensor T induces a Riemannian metric on every regular leaf L c which is the first fundamental form of the submanifold L c ⊂ (M, g) multiplied with a positive function. The vector field v 0 is tangent to the submanifold L c and the restriction is equal with the gradient vector field of the restricted function G |L c with respect to the metric τ c . As S is such a regular leaf, the Riemannian metric on S is τ = τ c 0 and the above theorem shows that the equality (2.1) holds, where G S = G |S .
In conclusion, in order to solve our initial averaging problem on the manifold N associated to the cost function G N , by using the standard control vector field, we apply the following embedding algorithm: Examples that fit the geometry underlying this embedding algorithm are given by the rich cases of quotient manifolds, N = S/K with K a group that acts on S. In the case when N can be written as a preimage of a regular value of a smooth map F, then (i) is not a necessary step of the algorithm (S = N and P is the identity).
In the case when P * v 0|S is a vector field on the manifold N , then we have the set inclusion P({x ∈ S | v 0|S (x) = 0}) ⊂ {y ∈ N | P * v 0|S (y) = 0}. If P is also a local diffeomorphism we will obtain equality between the above two sets and consequently, the critical points of the cost function G N are characterized by the equation P * v 0|S (y) = 0. In this particular setting the step (iv) can be replaced by the following:
(iv ) Suppose that P * v 0|S ∈ X (N ) and P is a local diffeomorphism, then solve the equation P * v 0|S (y) = 0 (the solutions are critical points for the cost function G N ).
For solving point (v) one can study the second order derivatives of the cost function G N (see [10, 17, 20] ) or study the convexity properties of the cost functions as in [16] .
Averaging on SO(3)
A problem frequently encountered in practice is finding a rotation that is in some sense an average of a finite set of rotations. The group of special rotations is not a Euclidean space, but a differential manifold. Consequently, an averaging problem on such a space has to be considered in the realm of differential geometry.
The special orthogonal group SO(3) can be identified by a double covering map with the sphere S 3 in R 4 , see [1, 24] . Our manifold S will be S 3 and the ambient space (M, g) will be the Euclidean space R 4 . We will consider different distance functions on SO(3) that generate different cost functions and will solve the associated averaging problem, as we have described in the previous section, by using the embedding algorithm .
From a historical perspective, we will use the quaternion notation on R 4 , although the quaternion structure will not be specifically used in our computations. The unit quaternions q = (q 0 , q 1 , q 2 , q 3 ) ∈ S 3 ⊂ R 4 and −q ∈ S 3 ⊂ R 4 correspond to the following rotation in SO (3):
This gives rise to the smooth double covering map P : S 3 → SO(3), P(q) = R q . The covering map is a local diffeomorphism and consequently, instead of working with the distance function (cost function) on SO(3), we will work with cost functions on the unit sphere S 3 ⊂ R 4 as it has been explained in the previous section. In this case, for the step (ii) of the embedding algorithm, we have
The tensor T is given by the formula, see [7, Eq. (4. 2)] T = −∇F ⊗ ∇F + ∇F 2 g −1 , where g is the Euclidean metric on R 4 . Writing this explicitly, the matrix associated to the symmetric contravariant 2-tensor T is given by:
In order to compute the standard control vector field v 0 according to the formula given in Theorem 2.1, we need the following elementary computation: 3 is a one form on R 4 , then we have the vector field
where we have made the notation ω(q) :
We will exemplify our construction by using various distance functions used in literature for measuring distances between Euclidean transformations. An extensive list is presented in [18] , where their equivalence and functional dependence is also studied.
I. On the Lie group SO(3)
where R 1 , . . . , R r are the sample rotation matrices, see [20, 23] .
According to the step (i) of the embedding algorithm, we will lift the problem of finding the critical points of the cost function G 1 SO(3) to the problem of finding the critical points of the lifted cost function
In order to compute the lifted cost function G 1 S 3 , by using the surjectivity of the covering map P, for each sample matrix R i we will choose a sample quaternion q i ∈ S 3 . We have the following computation:
where we have used the equality
For implementing the step (iii) we need to construct the prolongation function G 1 :
2 ). Note that G 1 S 3 and G 1 are even functions so they do not depend on the choice of the sample quaternions q i or −q i which represent the same sample rotation R i . This subtler problem has also been addressed in a different way in [19] . Computing the differential 1-form dG 1 we obtain:
Using (3.1), where the 1-form ω is dG 1 , the system of Eqs. (2.5) becomes:
and this represents the equation v 0|S 3 (q) = 0. The above system has four equations of third degree in the four unknowns q = (q 0 , q 1 , q 2 , q 3 ) corresponding to the standard control vector field v 0 = 0 plus the constraint equation that describes S 3 .
The four equations corresponding to v 0 = 0 are not functionally independent because, as we have stated in Sect. 2, the tensor T is degenerate. Nevertheless, since v 0 (q) ∈ T q S 3 , for any q ∈ S 3 , the system (3.3) can be described only by three equations plus the constraint equation.
In order to write v 0|S 3 (q) = 0 as a system of three independent equations, we will push forward the vector field v 0|S 3 through the covering map P, which will also place us in the hypotheses of the step (iv ) of the embedding algorithm. By definition of the push-forward operator, we have that
As P is not an injective map, in order to obtain a vector field on the target space SO(3), the equality DP(q) · v 0|S 3 (q) = DP(−q) · v 0|S 3 (−q) must be satisfied. We will show in what follows that this is the case. We need to compute the tangent map of the covering map P : S 3 → SO (3) . This map can be written as a restriction of the map P : R 4 → R 9 defined by P(q 0 , q 1 
, where a rotation matrix R q has been identified with a point in R 9 (the first line is identified with the first three components and so on).
The matrix corresponding to the linear map D P(q) : R 4 → R 9 is given by Jacobian matrix
By direct computation, where we identify a vector in R 9 with a tangent vector R q ∈ T R q SO(3) = {R q | is a 3 × 3 skew symmetric matrix}, for q ∈ S 3 we have that
By identifying the vector D P(q) · ( q,i − q, q i q) ∈ R 9 with a 3 × 3 matrix, the skew-symmetric matrix is given by the formula
By noticing that i (−q) = − i (q)
, we obtain the equality DP(q) · v 0|S 3 (q) = DP(−q) · v 0|S 3 (−q) and consequently, P * v 0|S 3 is a vector field on the manifold SO (3) .
As a result we obtain that the critical points of the cost function G 1 S 3 are the solutions of the following system (which is equivalent to (3.3)):
The advantage of the above system, compared with the system (3.3), is that we have only three equations of second degree instead of four equations of third degree plus the constraint equation.
If we transform the above system into rotations, by direct computation, we obtain:
and the above system becomes:
This is equivalent with the following equation on SO(3):
Solving this equation corresponds to step (iv ) of the embedding algorithm and the solutions are the critical points of the cost function G 1 SO(3) . Also, this equation is the same as the characterization for the Euclidean mean obtained in [20] . Thus, we have obtained that searching for critical points of the 2-power cost function G 1 SO(3) can be performed in two ways. More precisely, we can solve (3.6) or we can transform the initial problem into quaternions and solve the system (3.4) and then transform the solutions into rotations.
II.
Next, we will consider the geodesic distance on the Lie group SO(3) which is defined by the angle of two rotations, see [1, 5, 15, 20, 22, 23] . For two rotations , π) is the angle between the rotations R 1 and R 2 . The associated cost function is G 2 SO(3) : SO(3)\A → R,
where R 1 , . . . , R r are the sample rotation matrices and the closed set A is defined by
For Log(·) to be well defined we have to remove the rotations included in the closed set A. When we lift to quaternions we use the set equality A i = P(Π i ), where Π i := {q ∈ R 4 | q, q i = 0}. Consequently, from S 3 we have to subtract the set r i=1 Π i . As before, we will compute the lifted cost function G 2 S 3 : S 3 \ r i=1 Π i → R as stated in step (i) of the embedding algorithm. More precisely, we have 1
The lifted cost function G 2 S 3 does not depend on the choice of sample quaternions q i or −q i that represent the same sample rotation R i .
For step (iii) of the embedding algorithm, the prolongation function is given by G 2 :
). The coefficients of the differential
1-form dG 2 are given by:
In order to solve the differentiability problem we will eliminate from the domain of definition of the function G 2 the hyperplanes Π i = {q ∈ R 4 | q, q i = 0} and the lines d i that go through points 0 and q i .
In this case, the equation
By using the same arguments as before, the equation v 0|S 3 (q) = 0 is equivalent with P * v 0|S 3 = 0 which has the following form
The above expression also shows that P * v 0 |S 3 is a vector field on the manifold SO (3) .
In order to transform (3.7) into rotations we need the following computation:
where we have used the property q ∈ S 3 \ r i=1 Π i which implies that q, q i = 0. Using (3.5) we obtain the equivalent system in rotations, and this corresponds to the step (iv ) of the embedding algorithm,
The critical points of the cost function G 2 SO(3) are the solutions of the equation
where R = R i and θ i = ±π . The above equation has been also obtained in [20] as a characterization of the Riemannian mean. This was to be expected, as we are averaging the same cost function by two different methods that naturally lead to the same result. Also note that the cost function G 2 SO (3) is not well defined for angles θ i = ±π or equivalently q, q i = 0, a situation in which the prolongation function G 2 is not differentiable. Local/global extrema of the function G 2 SO(3) : SO(3)\ A → R are to be found among the solutions of Eq. (3.9) and the set {R 1 , . . . , R r }. Elements of the set {R 1 , . . . , R r } can be local/global extrema but this case has to be checked separately because the algorithm breaks down due to the differentiability problems as have been explained above.
III.
Another distance used on the Lie group SO(3) is given
This distance appears in [18] , where the functional dependence between d 3 and d 2 is also given. We notice that this distance function on SO(3) can be obtained from the pseudodistance
The prolongation function is G 3 :
The coefficients of the differential 1-form dG 3 are given by:
where, in order to have differentiability, we restrict our selves to the open set q ∈ S 3 \ r i=1 Π i (the set Π i is the hyperplane determined by q i as before).
The system of Eqs. (2.5) becomes (3.10) and this represents the equation v 0 = 0 restricted to the open set S 3 \ r i=1 Π i of the sphere S 3 . As in the previous cases, after applying the projection operator P * , we generate the vector field P * v 0|S 3 and consequently, we obtain the equivalent system of equations:
Transforming the above system into rotations, after some algebraic manipulations using (3.5) and (3.2), we obtain the equation from the step (iv ) of the embedding algorithm 12) where
Local/global extrema of the function G 3 SO(3) : SO(3) → R are to be found among the solutions of Eq. (3.12) and the set A. Elements of the set A can be local/global extrema but this case has to be checked separately because the algorithm breaks down due to the differentiability problems as have been explained above.
IV.
Next we will apply the techniques developed so far for a cost function that is of p-power type with p ≥ 1, see [16] . We start with the distance
The lifted cost function is given by G (p) S 3 : S 3 → R,
We choose the prolongation function
. By direct computation we obtain:
In order to have differentiability of the function G (p) , for p ∈ [1, 2) we have to eliminate from the domain of definition the lines d i that go through points 0 and q i . As in the case of the function G 1 , the system (2.5) corresponding to the function G (p) becomes:
× ( q,i − q, q i q) = 0 q, q = 1 q = ±q i , for the case when p ∈ [1, 2).
(3.13)
By using the same arguments as before, in the case of function G (p) , the equation v 0|S 3 (q) = 0 is equivalent with P * v 0|S 3 = 0, which has the following form
(3.14)
Using again (3.2) and (3.5) we obtain, according to step (iv ) of the embedding algorithm, the equation in rotations that gives the critical points of the p-power cost function
with extra condition R = R i for the case when p ∈ [1, 2). Local/global extrema of the p-power cost function G (p) SO(3) : SO(3) → R are to be found among the solutions of Eq. (3.15) for p ≥ 2. For the case p ∈ [1, 2) elements of the set {R 1 , . . . , R r } can be also local/global extrema but this case has to be checked separately because the algorithm breaks down due to the differentiability problems as have been explained above.
Example
For the p-power type cost functions we will analyze the changes that appear in the averaging problem for the case of three sample rotations around the x-axis when p = 2, respectively p = 4.
We consider as sample rotations the following rotations around the x-axis: Fig. 1 The values of G (2) SO(3) on the critical sets with the corresponding angles of rotation θ 1 = π , θ 2 = π 2 , and θ 3 (α) = α. For the quaternions associated to this rotations we choose the following:
Next, we will find minima/critical points for the p-power cost functions G (p) SO(3) in the case p = 2, respectively p = 4 when the parameter α run between −π and π . According to the embedding algorithm it is sufficient to study minima/critical points for the corresponding lifted function G (2) S 3 , respectively G (4) S 3 . Further, this is equivalent with solving the system of Eqs. (3.14) for p = 2 and p = 4.
We start with the case p = 2. Solving the system (3.14) we obtain five families of critical points: Because the symmetry of the polynomial Q 2,α it has only two real positive roots. In the Fig. 1 we represent the values of the 2-power cost function G (2) SO(3) on the sets of critical points discovered above when the parameter α ∈ [−π, π]. We observe that the absolute maximum is attained on the Set black which represent rotations of angle π around axis that are perpendicular on the x-axis and this absolute maximum value does not depend on the parameter α. For a fixed value of the parameter α ∈ [−π, π] we obtain an absolute minimum on the set Set red which represent rotations around the x-axis. We denote the angle of rotation along the x-axis where the minimum value of the 2-power cost function G (2) SO(3) is attained by θ (2) ,min and its dependence on the parameter α is represented in the Fig. 2 .
Next, we will analyze the behavior of the rotation angle θ (2) ,min for different configurations of the sample rotations. For α = −π (the rotations R 1 and R 3 coincide) we have that the minimum value of the cost function G (2) SO(3) is attained for a rotation along the x-axis with angle θ (2) ,min (−π) = 2.677945044. When α ∈ [−π, − π 2 ] we have that θ (2) ,min is a Cȃlin-Adrian Popa is Ph.D. student at Department of Computer Science, University "Politehnica" Timisoara. He also finished mathematical studies at West University of Timisoara. He is interested in neural networks, computer science.
