Density dependence, stochasticity, compensation and predator regulation. -Oikos 75: 164-173. This paper presents conceptual models of how density dependence and regulation operates in populations. Limitation is a process which sets the potential equilibrium level, and is caused by all forms of mortality or reproductive loss. Random variations in these mortalities will cause the population to fluctuate about the equilibrium. Regulation is the tendency of the population to return, through density dependent factors, to the equilibrium level when disturbed from it. The strength of density dependence determines whether a stable equilibrium, limit cycle or chaotic behaviour occurs. A population rarely, if ever, remains at its equilibrium because of disturbances. Because the amplitude of population fluctuations is determined by both the strength of density dependence and the size of the density independent mortalities, knowledge of both are required to understand population dynamics. Compensation is the ability of a mortality factor to counteract the effects of another one and requires a change in strength of the density dependence. Exact compensation rarely, if ever, occurs. Predators can act in a density dependent way to hold prey numbers at low levels. They can also act in an inverse density dependent (depensatory) way, which at high prey densities limits but not regulates the prey, but at low densities may cause the extinction of prey. Predation can produce special cases of multiple stable states and stable limit cycles. We discuss some of the criticisms of density dependence. One of the major theoretical debates in ecology this century concerns the question of how animal populations persist in nature. Do they persist by chance balancing of favourable and unfavourable conditions as Andrewartha and Birch (1954) and Reddingius (1971) suggest; or do they persist because of some demographic negative feedback mechanism (called density dependence) sensitive to the size of the population, as proposed by Nicholson (1933) and Lack (1966) ? The relevance of this debate reaches beyond the short timescale ecological processes to include the long time-scale evolutionary processes: the existence of density dependence provides a selection pressure which can shape social organization, life history parameters, habitat choice, etc. Understanding how density dependence operates is crucial to evaluating its effects as a selection pressure.
One of the major theoretical debates in ecology this century concerns the question of how animal populations persist in nature. Do they persist by chance balancing of favourable and unfavourable conditions as Andrewartha and Birch (1954) and Reddingius (1971) suggest; or do they persist because of some demographic negative feedback mechanism (called density dependence) sensitive to the size of the population, as proposed by Nicholson (1933) and Lack (1966) ? The relevance of this debate reaches beyond the short timescale ecological processes to include the long time-scale evolutionary processes: the existence of density dependence provides a selection pressure which can shape social organization, life history parameters, habitat choice, etc. Understanding how density dependence operates is crucial to evaluating its effects as a selection pressure.
The concept of density dependence is also important in applied ecology, particularly in conservation, pest management and harvesting. However, there is continuing confusion in understanding the concept. Part of the problem arises from confusion in terminology and part from misunderstandings of how populations work. The ideas behind density dependence are not difficult and we will illustrate these using a graphical approach (e.g. Begon et al. 1990 , Krebs 1994 to address this confusion. We address only the concept, its implications and some of the misunderstandings. We do not discuss the evidence for whether density dependence occurs nor with the methods of detecting it. There is now overwhelming evidence for density dependence and this has already been reviewed (e.g. Fowler 1987 , Sinclair 1989 , Wolda 1989 , Hanski 1990 , Royama 1992 . The most powerful method of detecting density dependence comes from experimental perturbations (Sinclair 1989 , Krebs 1991 but since this is difficult the more usual approach is some statistical analysis of population data which has various pitfalls (e.g. den Boer and Reddingius 1989 , Reddingius and den Boer 1989 , Sinclair 1989 , Link and Hoover 1991 . However, unless our understanding of how the process of density dependence works is correct it is not possible to make the correct predictions for testing. Therefore, first we explain density dependence, secondly we show how it interacts with stochastic environmental events, and then we discuss the misconceptions about compensation. We describe how predators can act in nonlinear density dependent ways and finally we discuss some of the misunderstandings in the literature.
This paper describes some of the demographic aspects of density dependence as a precursor to the papers which deal with variability in space and timing of density dependence (Astrom et al. 1996) , habitat selection (Morris 1988 (Morris , 1996 , and those addressing evolutionary issues (Brown 1996 , Holt 1996 . We are concerned primarily with the general magnitude and shape of mortality and not with the kinds of individuals within which it is expressed.
Density dependence
To avoid confusion terms must be explicitly defined. The term density dependence is commonly used in two contexts, the ecological in terms of demography and the evolutionary in terms of natural selection. We are concerned in this paper only with the former. Sinclair (1989) and Royama (1992) have already outlined the terms at length so we merely present a summary here. Density dependence occurs when the per capita growth rate of a population depends on its own density. Operationally we identify this if either the % mortality at some stage of the lifecycle increases (Fig. la) or the 0/) reproduction (or some measure of input such as conception, births, eggs) decreases as density increases. The strength of density dependence is measured by the slope of this relationship (i.e., a larger first derivative results in stronger density dependence). The causes of this mortality or loss of reproduction are the density dependent factors. Common causes are intra-and interspecific competition, and predation. The reverse relationship to density dependence is inversely density dependent or depensatory. In this case % mortality decreases as density increases (Fig. la) and examples are commonly seen in predation.
Delayed density dependence occurs when mortality or reproduction is dependent on the density at some previous time period. This means there are time delays in the action of density dependence. Delays can be detected if a plot of % mortality against density at the present time shows an anti-clockwise spiral (Fig. lb) . The delay or lag in response of the mortality can be estimated by plotting % mortality against density at time t-l then t-2, etc. and finding which plot produces the best regression fit. Because predators are delayed in their response to prey numbers one would expect to see delayed density dependence in this interaction, as for example, in winter predation of snowshoe hares ( Model of density dependent and density independent processes. (a) Percent mortalities which are density dependent (DD), density independent (DI), and inversely density dependent (IDD). (b) Delayed density dependent mortality shows an anti-clockwise trend when points are joined sequentially. (c) Production (P) is held constant over all densities. Two equal density independent mortalities (m2, m3) reduce production. A curvilinear density dependent mortality (ml) intersects the production lines to produce the equilibrium densities K -K3. When points are joined sequentially they show an anti-clockwise spiral indicating delayed density dependence (after Trostel et al. 1987) . (Trostel et al. 1987) (Fig. 2) . Such delayed density dependence can produce stable limit cycles or chaotic oscillations as seen in the microtine population fluctuations in Fennoscandia (Hanski et al. 1993 ) which we discuss later. Density independent factors, such as weather, have effects on mortality independent of population size. In Fig. la they are represented by a mean % mortality which is constant over all values of density. Their importance to population regulation can be illustrated by Fig. Ic in which we assume for simplicity, that a population has a constant (density independent) reproductive rate (P). We then apply a density dependent mortality (ml) and the population equilibrates at Kl where reproductive and mortality rates are equal. (The arguments are not affected if we assume a density dependent reproduction rate and a density independent mortality, or if both are density dependent.) If we now impose a density independent mortality (m2) the equilibrium drops to K2. In Fig. la we illustrated density dependent factors as linear for simplicity. However, a linear relationship is unlikely and most factors will have a curvilinear effect (Chesson and Rosenzweig 1991) with density dependence being stronger at higher density than at lower density (Fig. lc) . Thus, density dependence accelerates at higher population density (i.e., there is a positive second derivative when proportional mortality is related to density). Although density dependence requires only a positive first derivative, this second derivative has important consequences when we combine the effects of curvilinear density dependence with those of density independent factors.
In Fig. lc two equal density independent mortalities (m2, m3) are imposed. The first one results in the equilibrium moving to K2, the second moves it to K3. Thus, the same density independent mortality (m2 = m3) will cause a small change in equilibrium (Kl to K2) if the density dependence is strong, and a larger change (K2 to K3) if the density dependence is weak. In practice, what this means is that if populations are kept at low levels (K3 and below, Fig. ic ) by large random density independent factors such as weather, the population will exhibit greater random changes in population size. This effect has been well reviewed by Strong (1984 Strong ( , 1986 under the heading of 'density vague phenomena'.
Limitation, regulation and chaos Fig. lc shows that the equilibrium point is set by both density dependent and density independent factors. The process which sets the equilibrium point is called limitation, and it is caused by limiting factors. Since all causes of mortality or reproductive loss change the equilibrium point all must be limiting factors. This is the same as saying that any factor which alters the per capita rate of increase will limit the population. This is not very profound.
In Fig. lc any temporary perturbation of the population above the equilibrium induces the density dependent mortality (ml) to be higher than P and the population returns to K. This process whereby the population shows a tendency to return to its equilibrium is termed regulation (Nicholson 1933 , Murdoch 1970 ). A population is regulated when it experiences a net density dependent effect. The 'net effect' means that the effect of the density dependent factors overrides that of depensatory factors. (This is illustrated later in Fig. 6 , where point C is stable. Conversely, point B is unstable because depensatory factors override density dependent factors). This definition is the original and therefore correct one. Other interpretations which equate regulation with persistence of populations (Reddingius and den , Hanski 1990 , Krebs 1995 merely lead to confusion. Since there can be only one definition of regulation we suggest that persistence be used in the latter case.
Regulation is absent if there is no density dependence in the system, and, therefore, weather alone cannot regulate a population since its direct effects are density independent. Confusion still exists on this point (e.g., Ehrlich et al. 1972) . On the other hand, although density dependence is necessary to produce regulation (i.e., there is a positive slope of a density dependent factor relative to population size), there are different population consequences depending on the values of this slope, i.e., the strength of regulation. May (1975) and Bellows (1981) illustrated these outcomes using a simple population model with discrete breeding seasons. A population N at time t + 1 is given by
( 1) where R = Nt + I /N,, the net reproductive rate; a = (R -1)/K, and b is a constant. K is the carrying capacity as defined in the standard logistic equation.
A measure of mortality, the k-value, is given by
When k is plotted against log Nt, b is a measure of the slope and, hence, strength of density dependence in the system. In eq.
(1) when b = 1 it is exactly compensating, and the population equilibrates monotonically at all values of R. But when both b and R increase, the population first shows damped oscillations, then stable limit cycles in which numbers fluctuate predictably around an equilibrium, and finally at high values of b (approx. > 4) and R (approx. > 10) exhibits chaotic fluctuations. Such fluctuations show statistical periodicities (cycles) that can be detected by autocorrelation, and they are predictable over short time scales. Unlike stable limit cycles chaotic systems have no special level to which they return because they are sensitive to initial conditions. Instead they sample a range of levels. Sensitivity can be measured by the Lyapunov exponent which if negative indicates stable points and limit cycles, and if positive chaotic fluctuations (Hanski et al. 1993 , Turchin 1993 . In stable systems stochasticity is due to environmental factors while in chaotic systems variability is caused by both internal (components of population structure) and external factors. When density dependence is so strong that it produces fluctuations (b >> 1) then it is said to be 'overcompensating'. Cycles of microtine rodents and their mustelid predators in Fennoscandia have been modelled by Hanski et al. (1993) using field values for parameters. They produced regular oscillations that were chaotic and similar to observed data. Grenfell et al. (1992) used a variation of eq. (1) to analyse fluctuations in Soay sheep numbers on St. Kilda (Fig. 3) . Highly overcompensating density dependent mortality generated recurrent population crashes consistent with those observed.
It is important to distinguish between limitation and regulation because they pertain to different types of question is relevant to conservation where one might want to alleviate certain types of mortality affecting rare and endangered species. On the other hand, in pest control one would like to impose a high mortality to lower the equilibrium density of the pest. Questions relevant to regulation, in contrast, are concerned with how strong is the negative feedback on the population if it is disturbed. Thus, one might want to know how fast an endangered population can rebound if it has been accidentally reduced through a human perturbation. Strongly density dependent mortalities will allow rapid rebounds. At the same time such populations would not fluctuate widely from random effects of weather compared to those with lower slope of ml and equal m2. Pest populations subject to weak regulation could show wide fluctuations with potentially damaging effects to crops, etc. One might ask how stronger density dependence could be imposed to dampen the fluctuations. In contrast, overcompensating density dependence could result in fluctuations, especially in insect pests, and one might be interested in reducing the overcompensation.
In general, both the concepts of limitation and regulation are useful in applied ecology and wildlife management, and they are best deduced from carefully planned and executed experiments. Some misconceptions have arisen because those concerned with one of the questions do not see the relevance of the other to their problem. This was particularly obvious in the debate between Andrewartha and Birch (1954; Birch 1958 ) who were interested in abundance (limitation) and Nicholson (1958) who was interested in negative feedback mechanisms (regulation). The argument was unnecessary because they were studying different things.
Stochasticity and non-equilibrium
It has been suggested that since density dependence is concerned with equilibria it is largely irrelevant in a non-equilibrium world (Krebs 1991) . To explore this contention we examine ideas of stability and stochasticity in populations.
Some populations frequently go extinct and are then re-established by founding immigrants. This is often the case with insects, and has been recorded for mammals (Peltonen and Hanski 1991) and birds on islands (Diamond 1969 ). An example in large mammals is seen with wildebeest (Connochaetes taurinus) at Lake Manyara National Park, Tanzania. When the lake is high wildebeest are trapped within the boundaries of the park and lions (Panthera leo) eat them all in a few years. Every ten years or so the lake level drops and the wildebeest reinvade from a larger population on the other side of the lake. . The effect of stochasticity in the density independent mortality (m2), the range of which is indicated by the shaded area, results in less fluctuation in the equilibrium (K) when the density dependent mortality (ml) is strong (a) than when it is weak (b). As in Fig. 1 P is taken as a constant proportional production.
Many other populations have remained extant for long periods and show no sign of extinction. Some fluctuate widely, as in insects (e.g., the larch bud-moth, Zeiraphera diniana, Baltensweiler and Fischlin (1990) ), others moderately so as in the Soay sheep of St Kilda (Fig. 3) , and some are quite constant as in the Serengeti zebra (Equus burchelli) population which has remained around 200 000 for thirty years (Sinclair and Arcese 1995) . Do fluctuations mean that there is no equilibrium? Fig. 4 illustrates that the amplitude of fluctuations in populations is determined by both the stochasticity of density independent variables (weather) and the strength of the density dependent factors. Both aspects have to be considered in understanding the variability in population size. Because of stochasticity in the environment populations rarely, if ever, remain at their potential equilibrium size. This does not mean there is no equilibrium and hence no density dependence. Indeed, regulation influences both the amplitude of the fluctuation and the rate of return from the perturbation as discussed earlier for eq. (2). Stochasticity may be a related to mean density rather than to the strength of density dependence (Hanski and Woiwod 1993) . For F example, there were greater fluctuations in low density populations of moths and aphids living in unfavourable environments (high density independent mortalities) in O comparison with those populations in more favourable conditions (Woiwod and Hanski 1992) .
In summary, the fact that populations fluctuate does not necessarily mean that they are in a non-equilibrium state and unregulated. A better understanding is achieved when one accounts for both the degree of disturbance and the strength of density dependence. Thus, if the question is what causes temporal fluctuations in a population, then it is both the disturbance and the strength of density dependence that are of interest. On the other hand, if one is interested in whether a small population of an endangered species can withstand such disturbance, then it is the strength of density dependence that is relevant. In applied ecology both measures are needed.
Compensation
It is sometimes suggested that an increase in the cause of one mortality may result in an equivalent decrease in another mortality which is density dependent through what is called 'compensation'. This term, which has a very different meaning to that of 'overcompensation' discussed under regulation above, is often used in the wildlife literature in the context of hunting, for example on ducks (Nichols et al. 1984 , Smith et al. 1992 ) and deer (Connolly 1981 , Bartmann et al. 1992 . The argument goes thus: if hunting mortality is a constant, taking place in the autumn, then density dependent winter mortality (usually through lack of food) decreases by the same amount and so compensates for the hunting. The population, therefore, stays at the same level, its ecological carrying capacity (Bartmann et al. 1992) . If this is the case then hunting restrictions are largely unnecessary because the population adjusts itself.
This proposition is examined in Fig. 5a where the density dependent mortality is assumed to be intraspecific competition for food. As before we assume reproduction (P) is constant for ease of explanation but the conclusions are not affected by this assumption. Here P represents the recruits that are present in the autumn resulting from the total productivity through spring and summer. The population experiences a density dependent mortality (ml) which is curvilinear and represents the proportional natural mortality occurring in winter relative to autumn population size (x-axis). The equilibrium in spring is at K1, measured over a number of years. When a constant percent hunting mortality (m2) is imposed in the autumn the average spring equilibrium decreases to K2, and a larger hunting mortality except that m3 is larger than m2. In (a) compensation occurs when the density dependent curve (solid curve) flattens out (broken curve) to accommodate the density independent mortalities (m2, m3) so that the intersection (equilibrium density) between production and ml remains at K1. In (b) territoriality (ml) results in low density independent mortality when numbers are low, but then rises vertically when the space is completely occupied at K1. There is no compensation below K1 for the density independent mortalities (m2, m3), but exact compensation at or above K1.
(m3) causes a larger drop to K3. Thus, we can see that there is always a drop in the equilibrium population even with strong density dependence. To achieve exact compensation, where K does not change, the slope of the density dependent curve has to decrease as shown, and in the case of m3 the density dependence of ml becomes extremely weak. Therefore, we can conclude that compensation involves two aspects: (1) density dependence is required, and (2) there is a change in density dependence. The simple assumption that density dependence is all that is needed is not sufficient to produce exact compensation.
There is one special case where compensation can occur without a change in slope of the density dependent curve. This case (Fig. 5b) is where ml is low and density independent over a wide range of densities but then becomes vertical at K1. This means that below Kl the mortalities (ml, m2) are additive but at KI and beyond they are exactly compensatory. In practice, density dependence would not be detected in ml here, the one case where exact compensation could occur. Causal mechanisms producing a vertical ml are very special. This may occur through territorial behaviour such that all animals below Kl obtain a territory and survive, while at Kl all new recruits to the population without a territory die (if they survive in suboptimal habitats then Fig. 5a applies) . We do not know of any case in nature where these conditions are met, for even the red grouse (Lagopus lagopus) in Scotland, which were thought to behave in this way (Watson 1967) apparently do not do so (Moss et al. 1990 ).
In summary, (1) both completely additive mortality and exact compensation are unlikely conditions; (2) where food or other resources are density dependent, hunting, accidental deaths (e.g., road kills) or other non-density dependent mortalities will always result in a drop in the equilibrium population; (3) one cannot assume exact compensation is occurring merely from the existence of density dependence (Bartman et al. 1992) , nor from a decrease in natural mortality, nor from empirical evidence that censuses do not show a change in the population (Nichols et al. 1984); and (4) to demonstrate exact compensation it is necessary to show both a drop in the density dependent mortality and that the equilibrium population has not changed when hunting is imposed relative to the situation without hunting.
Regulation by predators
We have assumed in the previous section that hunting mortality caused a constant proportional reduction. However, because hunting quotas tend to be set as a constant number, the effect becomes depensatory. Natural predators can have density dependent, inverse den- Although there is no equilibrium point, there is a stable cycle in which the system oscillates between high and low predation curves.
sity dependent and more complex effects on prey populations (Fig. 6) . Errington (1945) proposed that natural predators, as well as hunters (in his examples), killed the 'doomed surplus' which were about to die from starvation. Others, however, have suggested that mammal populations are regulated by predators (Keith 1974 , Connolly 1978 .
To explore these suggested effects of predators it is more convenient to change the form of the graphical model. In Fig. 6 we plot the net recruitment into the prey population taking into account the effects of intraspecific competition for resources. Essentially, this is the difference between P and the density dependent resource mortality, ml, seen in Figs 1, 5. In Fig. 6 the instantaneous slope (first derivative) of this net recruitment curve is a measure of the strength of intraspecific competition, drawn in this case as weak at low density (shallow negative slope) and strong at high density (steep negative slope).
The predator total response curve is superimposed onto the same graph (Ricklefs 1979) . In considering the net effect of predators we examine the slope of this total response curve where it intersects that of net recruitment. This response is the product of two components, the functional and numerical responses (Solomon 1949 , Holling 1959 , 1965 . It represents the total proportional mortality imposed by the predator population on its prey population. The effect of the total response on prey populations has two features. The first is that at higher prey densities both functional and numerical responses reach an asymptote, the former because both satiation and handling time limit the number of prey eaten per predator per unit time; and the latter because predators reach some socially imposed limit through interference or territoriality. The effect of these asymptotes on the prey is that a decreasing proportional mortality is imposed by predators as prey density increases, i.e. predation is depensatory at high prey densities.
The second feature of the total response occurs at low prey densities. If the functional response is Type II (a convex curve) then the proportional effect on prey is depensatory at all prey densities. If, however, there is a Type III functional response (an S-shaped curve) then the accelerating part of the curve at low prey densities has a density dependent effect on the prey, while the decelerating part at high prey densities has the same effect as the Type II response. Similarly, the numerical response can be either uniformly depensatory or density dependent at low prey densities. Messier (1995) explores the specific form of these numerical responses. Fig. 6a shows two levels of total response which are uniformly depensatory. The lower curve intersects the recruitment curve at C', a stable equilibrium where recruitment is balanced by predation. Since there is no density dependence in the predation curve at C' regulation of the prey occurs entirely through intraspecific competition for resources. Predators reduce prey density from K to C' so competition does not compensate for predation but predators do not regulate the prey population. The upper response curve has two intersections, one at C as in the lower curve, and the other at B which is an unstable equilibrium. If the prey density is lower than B then the predation rate is greater than recruitment and predators can drive the prey population extinct. Either of these curves occur when (1) there is a Type II functional response, (2) there is no density dependence in the numerical response, and (3) the predators depend primarily on another prey species. If the predators are sufficiently numerous they can drive the secondary prey in Fig. 6a to extinction without themselves going extinct. An example of this has been described for wolves (Canis lupus) which depend on moose (Alces alces) in central British Columbia and are driving some populations of caribou (Rangifer tarandus) extinct (Seip 1992) . Similarly, small carnivores may be driving woodland passerine bird populations extinct in eastern North America (Terborgh 1992) .
If the prey is the primary food source of the predators and there is density dependence in either the functional or numerical responses, then Fig. 6b or 6c applies. In Fig. 6b the lower response curve would pertain when predators were inefficient at catching prey. Here the stable equilibrium is at C, as in Fig. 6a , and intraspecific competition rather than predators are regulating. Conversely, efficient predators (upper curve, Fig. 6b) can hold prey at low numbers (A). At this intercept the total response curve is density dependent so predators are regulating; while there is also little density dependence from intraspecific competition. Fig. 6c is a special case of Fig. 6b where there are multiple stable states. Both A and C are stable points separated by the boundary point B. Essentially, B is a threshold level below which the prey population collapses to A and above which it erupts to C. Some external perturbation such as a drought, or hunting or good rain is needed to move the system from one point to the other. Although this is a special case it is particularly applicable to situations where prey populations show periodic outbreaks, as in rabbits (Oryctolagus cuniculus) and house mice (Mus domesticus) in Australia (Sinclair et al. 1990 , Pech et al. 1992 . Fig. 6d illustrates the case where predator responses are delayed with respect to prey density. Examples of this type of interaction are seen in lynx (Lynx canadensis) and snowshoe hare cycles (Fig. 2) in Canada (Keith et al. 1977 , Trostel et al. 1987 , and the wolf-moose interaction on Isle Royal (Fig. 7) (Messier 1991 , Peterson 1993 . In Fig. 6d there are two predator response curves, one when the predator is driving prey down and the other when prey numbers are erupting. Although there are potentially two equilibria these are never seen because the system jumps from one response curve to the other, and a stable limit cycle results.
If food supply is the limiting resource then C is always lower than K, i.e., predators will always depress prey density even if they are not regulating the prey as shown in Fig. 6 . The only exception is when territoriality is regulating the prey and those without a territory die -in this case the recruitment curve is vertical at K, and C is the same as K. We can examine Errington's (1945) 'doomed surplus' hypothesis in this context. He proposed that predators eat those prey that are either starving or excluded from territories. Thus, predation would not affect population size because predators would be eating only those about to die. However, starving prey would have lived longer (if only for a short time but often much longer) if they had not been eaten, and so would those without a territory. Hence, even under these conditions predation lowers mean population size, i.e., C is lower than K. It is unlikely that there is ever such a group of animals that can be called a 'doomed surplus'. Apart from the trite observation that in almost every case predation acts as a limiting factor, understanding the important effects of predation in both theoretical and applied ecology comes from knowing whether predators act in a density dependent or inverse density dependent way; and whether there are boundaries to stability regions (Holling 1973 , May 1977 . Thus, to distinguish the different situations in Fig. 6 it is necessary to obtain information on: (1) whether predation is depensatory over all values of prey density; and (2) if so at what prey density does this depensatory predation rate exceed prey recruitment rate. For example, small habitat fragments could result in excessive predation rates on North American passerine birds (Terborgh 1992 ). This could mean there is a threshold fragment size below which extinction could occur. Thus, knowledge about the form and magnitude of this predation becomes important for conservation.
On the other hand, if the evidence shows that (3) predation is density dependent at some prey densities, then predators are unlikely to cause extinction. Finally, (4) perturbation experiments are necessary to see whether predation is density dependent or not at mean, unperturbed prey densities.
Implications and misconceptions
The essence of the concept of density dependence is that populations experience negative feedbacks at some point in the lifecycle as numbers rise. The prediction from this hypothesis is that populations remain within certain bounds (or thresholds) despite stochastic fluctuations.
The alternative hypothesis is that there is no negative feedback (Andrewartha and Birch 1954) . This predicts that populations should show a random walk through time with eventual extinction occurring den Boer 1970, Sinclair 1989) . Recolonisation of local extinctions does not alter the eventual outcome of total extinction under this hypothesis. However, local populations linked by migration and with chaotic oscillations are less likely to show total extinction because the oscillations are not correlated between the local groups (Allen et al. 1993) .
The essential difference between the regulation and non-regulation hypotheses is that, in the former, populations should persist indefinitely because there is density dependence (as some clearly have done since life began), whereas in the latter populations should go extinct (and many have done so over evolutionary time). Operationally, we can only distinguish the two hypotheses by the presence or absence of negative feedback, i.e., density dependence.
It is sometimes stated that the density dependence hypothesis does not give any idea of the causes of the negative feedback (Krebs 1991) . Since the purpose of this hypothesis was not intended to address causes but rather the mechanism (i.e., the stage of the lifecycle) of the feedback, the criticism is not relevant. However, knowing which age-group or stage experiences density dependence helps to focus research on where to look for the cause of that mortality.
Another criticism of density dependence is that it assumes causes of mortality are independent and additive (Krebs 1991 (Krebs , 1995 . We can see from Fig. 5 that causes of mortality are additive only if density dependence is absent. They cannot be additive if density dependence occurs, and in the extreme case of a vertical density dependent curve (with territoriality) causes become alternative. Furthermore, Fig. 6 shows that intraspecific competition and predation interact sometimes antagonistically, sometimes synergistically. Therefore, these diagrams show that there is no assumption of additive mortality.
Reddingius and den den Boer and Reddingius 1989) have confused the debate and themselves by redefining terms as a tautology. Although noting the original definition of regulation, namely that populations are regulated when they experience density dependence (negative feedback), they prefer to argue that populations are regulated if they are kept within limits (den Boer and Reddingius 1989) . However, by definition all extant populations must be within finite limits, being neither infinitely large nor zero. It follows tautologically that all populations are regulated under their definition. Redefining terms in this way is not helpful to furthering our understanding of mechanisms.
In another debate with Latto and Hassell (1987) , den Boer (1988) argued that a simulation model in which a large density independent factor was altered, did not result in the return of the population to its original equilibrium even though it experienced density dependent predation. He predicted that the population should have returned under the density dependence hypothesis. Fig. 1 shows that if the density independent factor is altered then K, the equilibrium, is altered OIKOS 75:2 (1996) also. den Boer's (1988) results are in accord with this, as predicted by the hypothesis. His own predictions, based on a misunderstanding of regulation, were incorrect.
We conclude, therefore, that much of the argument concerning density dependence and population regulation can be avoided by the proper use of terms and a better understanding of population processes. In particular, a better understanding occurs when we incorporate (1) both density dependence and environmental stochasticity, and (2) the likelihood of crossing boundaries from one stable state to another.
