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Abstract—A two-phase Smoothed Particle Hydrodynamics
(SPH) model has been developed on the basis of GPUSPH, which
is an open-source implementation of the weakly compressible
SPH method on graphics processing units, to investigate oil
dispersion under breaking waves. By assuming that the multiple
phases are immiscible, the two-phase model solves the same
set of governing equations for both phases. Density in each
phase is preserved by renormalization, and the harmonic mean
of viscosities is used in the transition zone. Interfacial surface
tension effect between the oil and the water is considered by
a numerical surface tension model. The model is first used to
simulate a single oil drop rising through still water. The numerical
model predicts realistic shape change of the oil drop during the
rising process caused by the buoyancy force. Next it is applied
to reproduce a laboratory experiment on oil dispersion under
breaking waves conducted at Johns Hopkins University. Several
high-speed cameras were used to record the interaction between
breaking waves and the oil. Comparison with the laboratory
measurements shows that GPUSPH is able to reproduce well
the pre- & post-breaking wave in the laboratory; however,
oil dispersion predicted by GPUSPH only match part of the
laboratory observation. Several factors (e.g., 3D & chaotic nature
of breaking waves, numerical setup) cause the discrepancy.
I. INTRODUCTION
Oil released offshore due to an oil spill can be transported
nearshore by wind waves among many other processes. In
the nearshore zone, the breaking waves facilitate oil break-
up and mixing throughout the water column, reaching the
seabed. There is no denying about the importance of studying
oil dispersion under breaking waves, such as understanding
the ecological impact of oil spills, and supporting decision
making. There are several challenges when simulating oil
dispersion under breaking waves by a numerical model. One
is that the model has to be able to consider multi-phase inter-
actions involving interfacial surface tension effect. The other
is that the numerical model should be able to robustly simulate
the complicated 3D breaking waves. This work addresses this
issue by using a Smoothed Particle Hydrodynamics (SPH)
model GPUSPH, which has proven effective for simulating
breaking waves (see, e.g., [3], [16], [17], and [18]), and it has
been recently improved to consider multi-phase interaction.
In terms of multi-phase SPH models, there are several meth-
ods available in literature to preserve the multi-phase interface,
where the density discontinuity and viscosity discontinuity
exist. Hu and Adams [8] proposed a multi-phase SPH method
from a particle smoothing function in which the neighboring
particles only contribute to the specific volume but not density.
Their method is able to handle density discontinuity and also
capable of considering multi-viscosity, multi-surface tension
interaction. After their work, the specific volume approach for
multi-phase modeling has been followed by several works (see,
e.g., [5]). However, based on the experience of the authors
of this study, it is tedious to implement the specific volume
approach together with a moving boundary in a two-phase
SPH model. Another straightforward approach is to directly
solve the density as an unknown for multiple phases (see,
e.g., [1], [13], and [15]). However, this method is limited to a
relatively small density ratio, and special attention is needed
when the simulation involves a free surface boundary.
In this study, we analyze the behavior of oil under breaking
waves by simulating a laboratory experiment conducted by
Li & Katz [9] at Johns Hopkins University, by using a
two-phase SPH model. The rest of the paper is organized
as follows. The governing equations of the two-phase SPH
method are introduced in Section II. Section III presents
two numerical examples on oil-water interaction simulated by
the two-phase model. The laboratory experimental setup of
oil dispersion under breaking waves and the corresponding
numerical setup are introduced in Section IV. Then Section V
shows the comparison between the laboratory measurement
and the numerical predictions on breaking waves and oil
dispersion, and it also discusses the causes of the discrepancy.
Finally, conclusions are made in Section VI.
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II. TWO-PHASE SPH MODEL
A. Governing equations
The SPH method is used to solve the Navier–Stokes equa-
tions, which are given by
Dρ
Dt
= −ρ∇ · u (1)
Du
Dt
= −∇P
ρ
+ g +
1
ρ
∇ · (µ∇u) + Fs
ρ
(2)
where t is time; ρ is fluid density; u is particle velocity; P is
pressure; g is the gravitational acceleration; µ is the dynamic
viscosity; Fs is the surface tension force per volume.
As the fluid is assumed to be weakly compressible in this
study, the pressure in Eq. (2) can be directly computed by
using the equation of state [11] by
P = β
[(
ρ
ρ0
)γ
− 1
]
(3)
where ρ0 is the initial density; γ is chosen to be 7; and the
parameter β is calculated by
β =
ρ0C
2
s0
γ
(4)
where Cs0 is the speed of sound evaluated with ρ = ρ0. The
real speed of sound restricts the numerical time step to be
very small, resulting in high computation cost. To alleviate this
limitation, Monaghan [12] suggested to use a reduced speed
of sound, which satisfies Cs0/umax > 10 (where umax is
the maximum velocity in the simulation) to avoid unphysical
density fluctuation.
B. Discretization of the equation of continuity
Considering a single phase in the domain, the equation of
continuity (1) is discretized by
dρi
dt
=
n∑
j=1
mjuij · ∇iWij (5)
where i is the index of the particle of interest; j is the index
of the neighboring particle of particle i; n is the total number
of neighboring particles of particle i; m is the particle mass;
the velocity difference vector is defined by uij = ui−uj ; and
∇iWij is the gradient of the kernel function W at particle i.
When it comes to two-phase flows, the above discretization
(5) is modified as
dρi
dt
= ρi
n∑
j=1
mj
ρj
uij · ∇iWij (6)
By comparing with Eq. (5), Eq. (6) considers the impact
of the volume instead of the mass of neighboring particles on
the density variation of particle i, and it is able to simulate
two-phase flows interactions (e.g., [1], [13]). If there are
particles with different phases inside the kernel of particle
i, the actual amount of same phase particles (n′) should be
used to compute the density, and then the kernel function
contribution/weighting is normalized since n′ < n. One has
ρi =
∑n′
j=1mjWij∑n′
j=1
mj
ρj
Wij
(7)
Note that Eq. (7) is necessary for simulations involving a
free surface, otherwise, Eq. (6) is enough for handling a two-
phase problem.
C. Discretization of the equation of motion
The current two-phase formulation discretizes the pressure
term in a symmetric way:
−
(∇P
ρ
)
i
= −
n∑
j
mj
(
Pi
ρ2i
+
Pj
ρ2j
)
∇iWij (8)
The above discretization conserves both linear and angular
momentums.
In the single-phase implementation of GPUSPH, the viscos-
ity term is discretized by following Lo and Shao [10]:
(∇ · (ν0∇u))i =
n∑
j
mj
4ν0
ρi + ρj
rij · ∇iWij
‖rij‖2 + δ2uij (9)
where ν0 is the laminar kinematic viscosity; δ is a small
number introduced to keep the denominator non-zero and
usually equal to 0.1h (h is the smoothing length).
For multiple phases, the viscous term can be discretized in
two ways, depending on the used viscosity types. When the
kinematic viscosity (ν = µρ ) is used, one has
(∇ · (ν∇u))i =
n∑
j
mj
ρj
(
4νiνj
νi + νj
)
rij · ∇iWij
‖rij‖2 + δ2
uij
=
∑
j
2νij
mj
ρj
rij · ∇iWij
‖rij‖2 + δ2
uij
(10)
On the other hand, discretization with the dynamic viscosity
reads(
1
ρ
∇ · (µ∇u)
)
i
=
n∑
j
mj
ρiρj
(
4µiµj
µi + µj
)
rij · ∇iWij
‖rij‖2 + δ2
uij
=
1
ρi
∑
j
2µij
mj
ρj
rij · ∇iWij
‖rij‖2 + δ2
uij
(11)
where νij and µij are viscosities in the form of the harmonic
mean [15]:
νij =
2νiνj
νi + νj
(12)
µij =
2µiµj
µi + µj
(13)
For a single phase the harmonic mean viscosity recovers the
single phase viscosity, and then Eqs. (10) and (11) become
the same as Eq. (9). However, the harmonic mean viscosity
provides a smoother approximation of the two-phase viscosity
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in the transition zone. In this study, Eq. (10) was used in the
numerical simulation.
To model the surface tension, we utilize the continuous
surface force model of Brackbill et al. [2], and the formulation
of Hu and Adams [8] is implemented in this study. First, a
color-index function C is used to differentiate the multiple
fluids, and C of a particle i related to a phase x is defined by:
Cxi =
{
1 i ∈ x
0 i /∈ x (14)
Furthermore, the gradient of the color-index ∇C has a zero
value for particles within the same phase, but it has a unit
jump across the interface.
The surface tension force is written in a tensor form as
Fs = ∇ ·T, where the surface stress tensor T is given by
T = αs
1
∇C
(
1
d
I ‖∇C‖2 −∇C ⊗∇C
)
(15)
where αs is the interfacial surface tension coefficient; d is the
spatial dimension, and d = 3 in this study; I is the identity
matrix; and the sign ⊗ indicates the outer product of two
vectors.
Considering a two-phase scenario with phase indices x and
y, the color-index gradient of particle i of phase x exists if
there is a neighboring particle j of phase y:
∇Cxyi = σi
n∑
j
[
Cyi
σ2i
+
Cyj
σ2j
]
∇iWij x 6= y; i ∈ x; j ∈ y
(16)
where σ = ρ/m. According to the definition of C in Eq. (14),
Cyi ≡ 0. Next, we can determine Eq. (15) with Eq. (16), and
the surface tension force tensor is discretized by(
Fs
ρ
)
i
=
1
mi
n∑
j
(
T ia,b
σ2i
+
T ja,b
σ2j
)
· ∇iWij (17)
The above governing equations of the two-phase model
have been implemented on the basis of a single-phase SPH
code GPUSPH (www.gpusph.org.), which is an open-source
implementation of the weakly compressible SPH method on
graphics processing units [6]. Recent efforts have been made
to extend GPUSPH to run on multiple GPUs [14], and achieve
uniform precision [7]. As a results, it could be used to simulate
large-scale processes with a high resolution (see, e.g., recent
applications of GPUSPH in the field of coastal engineering in
[16], [17] and [18]).
III. NUMERICAL EXAMPLES ON OIL-WATER INTERACTION
Prior to applying the two-phase SPH model to simulate a
laboratory experiment on oil dispersion under breaking waves,
two numerical experiments are carried out to examine the
capability of the model for simulating the interaction between
immiscible fluids (e.g., oil and water) that are subjected to
interfacial surface tension effect. Both cases consider an oil
drop rising through a still water tank with a side length equal
to l = 0.2 m, and a water depth of h = 0.2 m. The shape of
Fig. 1: GPUSPH simulation of an initially spherical oil drop
with diameter d = 0.04 m rising through still water with a
water depth of 0.2 m. 3D view (left column); top view (middle
column); bottom view (right column).
Fig. 2: GPUSPH simulation of an initially cubic oil drop with
side length L = 0.04 m rising through still water with a water
depth of 0.2 m. 3D view (left column); top view (middle
column); bottom view (right column).
the first oil drop is a sphere with a diameter of d = 0.04 m;
the shape of the other oil drop is a cube with a side length of
L = 0.04 m. The oil drops are placed near the bottom of the
tank with their vertical centers at z = -0.16 m.
An artificial (or numerical) oil-water interfacial surface
tension coefficient αs = 0.05 N/m is used. A particle size of dp
= 0.005 m is used to discretize the water tank and the oil drops.
Regarding the numerical boundary condition, the dynamic
boundary condition of Dalrymple and Knio [4] is used for
the water tank boundary. This boundary condition establishes
several rows of boundary particles, and these dynamic bound-
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Oil slick
x = 6 m
y = 0.3 m
Top view
0.55 m
x = 6 m
 z = 0.6 m
 h = 0.25 m
Side view
Wave maker Camera center
Fig. 3: Definition sketch of the laboratory experiment on oil dispersion under breaking waves conducted by Li & Katz [9] at
Johns Hopkins University. The cameras are numbered as 1, 2, and 3 from left to right.
ary particles share the same equations of continuity and state
as the fluid particles placed inside the domain; however, their
positions and velocities remain unchanged in time. It should
be noted that this study includes two types of fluids (i.e.,
water and oil), but only the property of water is assigned to
the dynamic boundary particles, since our simulation does not
involve the interaction between oil and the water tank wall.
Fig. 1 shows the shape change of the initially spherical oil
drop rising through the water column. Multiple time levels and
three view angles are provided. Once the oil drop is released,
it starts to rise toward the water surface, and it adjusts its
shape due to the buoyancy force and the oil-water interfacial
surface tension effect. At t = 0.42 s, the initial sphere was
prolonged in the vertical direction, resulting in an ellipsoid.
Then the oil ellipsoid turns into a mushroom-shaped oil cloud
with a thin tail, as seen at t = 0.74 s. Gradually, the head
of the oil cloud becomes bigger and bigger, and eventually
the tail is swallowed into the head, and the oil cloud turns
into a smooth cone, as indicated at t = 1.04 s. Eventually,
the oil cloud reaches the water surface, it becomes a flat-pan
oil slick at t = 1.22 s. Fig. 2 shows the shape change of the
initially cubic oil drop rising through the water column under
the effect of the buoyancy force and the oil-water interfacial
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Fig. 4: The piston-type wave maker trajectory.
surface tension effect. Although there is a slight difference
regarding the initial shape change between the oil cube and the
oil sphere, eventually the initially cubic oil drop also becomes
a similar flat-pan oil slick, as observed in the initially spherical
oil drop case.
It should be pointed out that although the two numerical
experiments show that GPUSPH is able to predict realistic
shape changes of oil drops rising through still water under
the effect of buoyancy force, our future effort will be made
to validate the capability of the model by comparing with
laboratory measurements or analytical solutions.
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Fig. 5: Comparison of numerical predictions on oil dispersion under non-breaking wave with laboratory images. Oil is in black
in the laboratory; blue line is free surface in GPUSPH; and red dots are oil particles in GPUSPH (for visualization, numerical
oil particle in the plot is not in true scale).
IV. LABORATORY EXPERIMENT & NUMERICAL SETUP
A series of laboratory experiments have been conducted in
the Department of Mechanical Engineering of Johns Hopkins
University by Li & Katz [9] to investigate oil dispersion under
breaking waves. Fig. 3 shows the laboratory experimental
setup. The wave flume is about 6 m long, 0.3 wide, and 0.6 m
high. This study considers a case with a water depth of h =
0.25 m, and a piston-type wave maker is initially placed around
x = 0.55 m from the beginning of the tank. The motion of the
wave maker is shown in Fig. 4, and it is determined by the
following equation:
x(t) =
45.72
2
− 45.72
2
cos(2pi ·0.75t) cm 0 ≤ t ≤ 2
3
s (18)
Basically, the driven signal is a cosine function with a
frequency equal to 0.75 Hz, and the total displacement of the
wave maker is 18 inches (45.72 cm). A 10 × 1 inch (25.4 ×
2.54 cm) oil slick was placed in the water surface by an oil
confinement system just before the touch-down of the breaking
wave. The center of the oil slick is about x = 1.5 m and y =
0.15 m, and the thickness of the oil slick is only about 0.5 mm.
The measured interfacial surface tension coefficient of the
crude oil is about 0.019 N/m. In the laboratory experiments,
the oil dispersion under a breaking wave was recorded by three
cameras, which are denoted as 1, 2, and 3 from left to right in
this study. In the following section, the numerical prediction of
the two-phase model is compared with their laboratory images.
In GPUSPH, the 6 m long tank length was fully reproduced,
but the tank width (0.3 m) was narrowed and a cross-tank
periodic boundary condition was used to save computation
cost. Two particle sizes of 1 mm and 5 mm were used to
discretize the wave tank, and there are four types of particles:
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the tank wall, the piston wavemaker, fluid (water), and fluid
(oil). For the numerical wall boundary condition, the dynamic
boundary condition of Dalrymple and Knio [4] was also
used. The numerical simulations were carried out by running
GPUSPH on 6 NVIDIA Tesla C2050 GPUs at the Graphics
Processing Lab Cluster of Johns Hopkins University. Two
seconds physical time was considered; the total number of
particles ranges from 0.5 million to 20 million, and it took
about several hours/several days to finish the simulations.
V. RESULTS & DISCUSSIONS
Fig. 5 shows the comparison of non-breaking wave form
with the laboratory images for all three cameras. Camera 1 is
the nearest one to the wave maker, and Camera 3 is the furthest
one. For Camera 1, the first two frames (t = 0.4 and 0.6 s)
show the comparison of the incoming wave before breaking,
and the last frame (t = 1.0 s) shows the comparison about the
lee side of the broken wave. For Camera 2, the first frame (t
= 0.8 s) shows comparison of the arrival of wave, and the last
two frames (t = 1.4 and 1.7 s) show comparison of the passing
of the broken wave. Similarly, the first frame (t = 1.1 s) of
Camera 3 shows comparison of the arrival of wave, and the
last two frames (t = 1.7 and 2.0 s) show comparison of the
passing of the broken wave. It is seen that GPUSPH accurately
predicts the pre-breaking and post-breaking wave profiles as
recorded by all three cameras in the laboratory.
However, there are also discrepancies observed between the
numerical prediction and the laboratory record. For the oil
distribution, although good agreements are obtained before the
wave breaks (e.g., the first two frames of Camera 1 as shown
in Fig. 5), there is a clear mismatch of the submerged oil
dispersion after the wave breaks (e.g., the last two frames in
both Cameras 2 and 3 as shown in Fig. 5). Fig. 6 shows the
comparison of the breaking wave profiles and the correspond-
ing oil distribution in Cameras 2 and 3. It is seen that the
breaking portion of the wave in the laboratory is not the same
as produced by GPUSPH nor is the distribution of oil within
the water column.
There are several possible causes for the mismatch of the
simulated oil distribution with that recorded in the laboratory.
One is related to the numerical setup. Due to the relatively
thin oil slick in the laboratory, the numerical model has to use
a fine particle size; however, a particle size such as 1 mm is
still much larger than the oil droplet size after the oil break-
up. Furthermore, the wave breaking is a 3D process in the
laboratory, but the high computation cost caused by the fine
particle size in the numerical simulation prevents the model
to consider the full width of the tank, therefore, the breaking
wave profile might not be correctly captured by the numerical
model. Last but not the least, the oil distribution is significantly
influenced by the breaking wave, but the breaking wave is
a chaotic process in nature. Fig. 7 shows the comparison of
recorded breaking waves and oil dispersion at the same instant
among 3 runs with the same initial laboratory setup, it is seen
that the breaking wave and oil dispersion could not even be
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Fig. 6: Comparison of numerical predictions on oil dispersion
under breaking wave with laboratory images. Oil is in black in
the laboratory; blue line is free surface in GPUSPH; and red
dots are oil particles in GPUSPH (for visualization, numerical
oil particle in the plot is not in true scale).
reproduced in the laboratory. Similarly it is not likely that
our numerical prediction (even with a fully resolved oil slick
thickness by using a very fine particle size in the simulation)
could match the breaking wave and the recorded oil dispersion
perfectly. Therefore, we can only expect a qualitatively similar
result at best.
VI. CONCLUSIONS
The study has developed a two-phase SPH model based on
a single-phase SPH model GPUSPH, and further applied it to
investigate oil dispersion under breaking waves. Major work
and findings include:
• The two-phase SPH model solves one set of governing
equations for both phases. Particles only contribute their
volumes in the continuity equation, and renormalization
is conducted to preserve density near a free surface. A
numerical surface tension model was implemented to take
into account the interfacial surface tension effect between
two phases;
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Fig. 7: Comparison of recorded breaking waves and oil dis-
persion at the same instant among 3 runs with the same initial
laboratory setup. The wave propagates from left to right, the
oil is in black in the laboratory experiments. (Image courtesy:
Cheng Li).
• Two numerical examples were carried out to evaluate
the model’s capability of modeling oil-water interaction.
Numerical predictions show realistic shape changes as oil
drops rising through still water. However, further model
validations with laboratory experiments are needed;
• The two-phase SPH model was then applied to replicate
a laboratory experiment on oil dispersion under breaking
waves. It is seen that it is able to reproduce well the pre-
& post-breaking wave as recorded in the laboratory;
• Oil dispersion predicted by the two-phase SPH model
only matches part of the laboratory observation. Several
factors (e.g., 3D & chaotic nature of breaking waves,
numerical setup) cause the discrepancy.
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