Abstract -The help of relay devices is of paramount importance to overcome the impairments of channel randomness, especially in a rich scattering scenario with no line-of-sight communication path. Relaying strategies are gaining increasing attention due also to the eventual deployment of small-cells in future generations wireless networks, where shortrange communication is inherently to be favored, to cope with path-loss and to jointly improve energyefficiency of the links. MIMO is naturally combined with relaying in order to further increase the overall spatial degrees of freedom of the system. Since the early introduction of relay-aided transmission protocols, in the field of information theory lot of efforts has been devoted to the analytical characterization of the performance of such strategies, with a main focus on dual-hop, single relay systems. This work moves a step toward the characterization of multilevel MIMO relay channels, where data transmission takes place through an arbitrary number of hops. We leverage tools and results from the physics of disordered systems, and put them into the framework of finite-sized multiple-antenna systems.
INTRODUCTION
In a generic multi-hop relay communication channel the trade-off between system parameters and spectral and/or energy efficiency have yet to be fully unveiled, but for some analysis carried on in the pure SISO case [1] . Therein, it is shown that the error exponent of a linear multihop Amplify and Forward (AF) channel is not monotonic in the number of hops, hence motivating the evaluation of the optimal number of hops for a system with a desired reliability, operating at a fixed rate below the capacity. Analytical expression for the ergodic mutual information of multihop MIMO relay systems is only available in the large system limit, e.g., as the number of antennas at the source, at the destination and at each relay level grows unbounded with prescribed reciprocal constraints [2, 3] . Rely-ing on very recent results from random matrix theory and polynomial ensembles [4, 5] , in this work we move a step toward a full characterization of the multihop relay system with a finite number of antennas at every device, non-noisy relays and white noise at the destination. The results are valid for arbitrary Signal-to-Noise Ratio (SNR) values. We assume communication channels between any two successive relay levels, as well as the source-relay and relay-destination links, affected by uncorrelated Rayleigh fading, and that only the destination is provided with statistical Channel State Information (CSI), and adopt therefor Uniform Power Allocation (UPA) across the antennas at the source and at each relay. Our contribution can be distilled as follows:
• We provide exact closed-form expressions, for both the average mutual information as well as for its variance, applying to the relay-aided case some results derived in the framework of finite-dimensional wireless systems characterized by multiple-scattering phenomena, deeply studied in [5] , and under some additional restrictions in [6] ;
• We compute an expression for the average Minimum Mean Square Error (MMSE) corresponding to an i.i.d. input for the multihop relay channel introduced above;
• As a by-product of our derivation, we provide an expression for the marginal density of an unordered squared singular value of the channel matrix, i.e. we express the marginal density of a squared singular value for the product of an arbitrary number of finite-sized matrices with standard Gaussian entries.
Results are provided in terms of Meijer Gfunctions [7, 8] of a single and two variables, and are thus computable with common software tools (see e.g. [9, 10] ). The paper is articulated as follows: next section describes system model and introduces mathematical expressions of the soughtfor performance indices. Section 3 contains analytical results, while Conclusion are given in the successive section.
Figure 1: Multi-scattering network scenario with N scatterers
SYSTEM MODEL
be a linear system where y is a vector of size M , x is a vector of size K, n represents additive white gaussian noise. The matrix H models a N -hops AF MIMO relay system with UPA at the source and at each of the N − 1 subsequent relays. At each relay we assume that the noise level is negligible, the relay amplification gain is √ γ i , and that only the destination receiver is noisy (see e.g. the model in [3] ). It follows that the overall power gain of the system is given by
and the random channel matrix, H, has the following expression
where
Also ν 0 = 0 and K + ν N = M . This is tantamount to assume that the source has K antennas, the receiver has N antennas, and the number of antennas at relay i is (
Under the assumption of perfect CSI at the receiver only, the data rate that can be conveyed by such a channel is proportional to
where λ is a nonnegative random variable whose distribution is the marginal density distribution of an unordered eigenvalue of H H H . In the literature of random matrices the above expectation is also referred to as Shannon transform [11] .
For an i.i.d. input x, the average MMSE achieved by the system in (1), can be expressed via the η-transform [11] , whose expression is given by
where gamma and λ are defined as in (3) .
Such function can also be evaluated as the sum of the series
Note that (5) holds whenever all moments of λ exist and the series in converges. It is clear that the availability of an explicit expression for the marginal density distribution of a single unordered eigenvalue of H H H is crucial for the above-listed performance indices. Therefore its derivation is the main objective of the next section as well as the evaluation of (3) and (4).
SPECTRAL STATISTICS
Due to the need of taking expectations w.r.t. the density of an unordered eigenvalue of H H H , we provide hereinafter an expression for its density.
Proposition 3.1 The marginal density distribution of a single unordered eigenvalue of the matrix H H
H defined in (2) can be expressed as [7, Ch. 8] .
and G(·) is the the Meijer G function

Moreover the constant Z K is given by [5, Eq.(21)]
Z K = K! K t=1 N =0 Γ(t + ν ) .
Proof:
The statement follows by applying [12, Theorem I] to the joint law of the ordered eigenvalues Λ = diag(λ 1 , . . . , λ K ) of H H H . Note that, the matrix H H H has exactly K nonzero eigenvalues (i.e., has rank K) since by construction, min i=0,...,N {ν i } = 0. The distribution of Λ is given by [5] 
where G is a K × K matrix such that
Note that an alternative expression for the density in (6) has been already derived in [5, Eq. (52)] and therein termed one-point correlation function, following condensed matter physics lexicon. Such expression contains terms which are products of two Meijer functions. Instead, our expression has the advantage of expressing the result as a sum of terms each containing a single Meijer G function. Moreover, our expression is compliant with usual notation in wireless communications for the marginal density of a single, unordered squared singular value of the channel matrix (see e.g. [12, 13, 14 , and references therein]).
By using (7) we can evaluate the Shannon and η-transforms given in (3) and (4) and thus provide information on the achievable rate and the MMSE at the output of a MIMO multi-hop AF relay channel with UPA and i.i.d. inputs.
ERGODIC MUTUAL INFORMATION AND MMSE
Since the channel matrix has rank K, the average ergodic mutual information conveyed by the channel (1) is equal to
and the expected MMSE, in turn, equals to
MMSE = Kη(γ) .
Explicit expressions for the abovementioned transforms are provided in the following proposition:
Proposition 4.1 The Shannon and η-transforms for a channel as in (1) can be written as
and, respectively, as
A lower bound for (8) has been derived in [6] in the case where the channel matrix H is given by the product of square matrices of the same size (i.e., η 0 = η 1 = . . . = η N ). Therein, the phenomenon of multiple scattering has been analyzed, under the (somewhat restrictive) assumption of equal number of dominant scatterers at every relay. This constraint has been overcome by the exact analysis in [5] . Indeed, our expression, capitalizing (6), only differs from [5, Eq. (82) ] in the application scenario, i.e., in the physical interpretation of γ that, in our case, represents the experienced SNR.
Fluctuations of the mutual information are better understood via its second-order moment
This can be expressed via the Meijer G-function of two variables (see [7, 8, 9 ] for details).
Corollary 4.1 The second-order moment of the mutual information for a communication channel as in (1) is given by
where we recall thatν
An expression for the average MMSE for multihop MIMO relay channels has never appeared in the literature. We stress nevertheless that, where convenient to the particular analysis, one may resort to (5) to evaluate the expected MMSE, exploiting [5, (54) ] for the p-th-order moment. Our result could pave the way to an approximate analysis of linear receivers performance in presence of multi-hop relaying. In particular, as done in [1] , we could compute the optimal hop number via exhaustive search within a prescribed number of hops range. This could be achieved starting from the error exponent analysis (as in [1] ) or considering the expected MMSE expressions.
CONCLUSIONS
We investigated a multi-hop network scenario where MIMO communication and AF techniques are implemented at every hop. We assume that at every hop the channel matrix is of finite, arbitrary size. Moreover the matrix size may vary from hop to hop. By leveraging tools and results from the physics of disordered systems, we derive the closed form expressions for the Shannon and η-transforms of an unordered eigenvalue of the multi-hop channel matrix. By using these expressions we derived the first two moments of the mutual information. Future work will aim at determining the optimal number of relays that should be used in order to maximize the error exponent or minimize the MSE, as the SNR varies.
