We propose a novel channel model to be used for simulating indoor wireless propagation environments. An extensive measurement campaign was carried out to assess the performance of different transport protocols over 802.11 links. This enabled us to better adjust our approach, which is based on an autoregressive filter. One of the main advantages of this proposal lies in its ability to reflect the "bursty" behavior which characterizes indoor wireless scenarios, having a great impact on the behavior of upper layer protocols. We compare this channel model, integrated within the Network Simulator (ns-2) platform, with other traditional approaches, showing that it is able to better reflect the real behavior which was empirically assessed.
Introduction
The advent and relevant growth of wireless LANs is behind the tremendous research activity which has recently been seen in this type of technologies. One of the main aspects of this research is the use of different simulation platforms. Their use is sensible, considering the difficulties that real testbeds usually impose, as well as the intrinsic advantages they offer (scalability, mobility, ability to perform multiple repetitions, etc.).
However, in order to ensure trustworthy results and to obtain performances similar to the ones which would be expected over real environments, it is really important to mimic, as accurately as possible, the conditions of real networks. In this sense, one of the most crucial aspects is the use of appropriate and reliable channel models. Many of the network simulation frameworks are criticized because of their lack of proper wireless channel models, since the results they offer about the performances of different protocols or algorithms are usually extrapolated to real life.
In this paper, we followed a different approach; first we carried out an extensive measurement campaign, over a real 802.11b testbed, to acquire a deep knowledge about the performance of UDP and TCP protocols over an error-prone indoor wireless channel. Later, this empirically assessed information was used to design and fine-tune a novel channel model, able to reflect the observed performance. In this sense, we ensure that the results which would be achieved when using it are reliable, and that it would be sensible when used to analyze the behavior of other protocols or algorithms.
It is also well known that one of the most widespread simulation tools is Network Simulator (ns-2). A great number of papers and works are based on this framework. We integrate our channel model in this platform, and we compare its performance with those of more traditional approaches, demonstrating that our proposal outperforms them. Considering the characteristics of any network simulator, in general, and ns-2 in particular, one key requirement of the novel channel model must be its simplicity, in order not to jeopardize the main goal of these platforms, namely, the analysis of upper layer entities.
In order to cover the aforementioned points, this paper has been structured as follows: Section 2 discusses the performance of UDP and TCP protocols over a real errorprone wireless indoor environment. Based on these empirical results, a novel error channel model (based on an AR filter) is proposed in Section 3. Section 4 compares its behavior with those from the approaches which are traditionally employed by the simulator. Section 5 discusses related work, while the paper is concluded in Section 6, which advocates some items for future work. 
Empirical Characterization of Indoor 802.11b Error-Prone Channels
This section presents some of the main characteristics of a real indoor wireless channel, which will be used afterwards so as to tune the parameters of the proposed model. For this, an extensive measurement campaign was carried out over a real testbed. The experimental set-up consists of two Linux boxes, running Linux kernel v2.4.9, one of them being the transmitter (TX) and the other one taking the receiver (RX) role. Both the TX and the RX incorporate IEEE 802.11 b Lucent/Orinoco cards, in which the use of management frames was disabled, thanks to their proprietary ad hoc mode, as was done for example in [1] . The RTS/CTS mechanism was also disabled during the experiments. We performed a set of measurements over a typical office environment, the transmitter and the receiver being separated by around 18 meters, without line of sight, and with both metallic obstacles and people moving within the channel, as shown in Figure 1 .
Characterization Based on UDP Traffic.
Both cards were configured to work at their highest bit rate (i.e., 11 Mbps). 10000 UDP/IP datagrams, with 1472 bytes of payload, were sent from the TX to the RX in each of the independent measurements, saturating the wireless link (i.e., we assume that there was always traffic to be sent at the transmitter). Furthermore, we ensured that the presence of 802.11 traffic from other networks was negligible during the whole campaign. Different performance metrics were recorded for each of the measurements and, in addition, the corresponding wireless card drivers were modified so as to be able to track whether incoming frames were corrupted (CRC failed) as well as the received SNR. Table 1 shows the performance figures that were recorded for the 10 independent repetitions of the experiment. They include the Frame Error Rate (FER), the Packet Error Rate (PER), the throughput, the duration of the transfer, as well as the average, variance, and maximum Erroneous Frame Burst (EFB). Regarding the SNR, we have obtained both the average and the variance for the correct and erroneous (and overall) received frames. Below, a brief explanation of some of these parameters is given.
(i) Throughput. It provides the performance which was achieved for each of the tests; over an ideal IEEE 802.11b channel the raw performance offered by the UDP layer is around 6 Mbps.
(ii) Frame Error Rate (FER). Ratio between the erroneous and the overall frames arriving at the receiver.
(iii) Packet Error Rate (PER). IEEE 802.11b MAC layer uses a retry scheme, by means of which a frame is transmitted up to four times (in our particular configuration) before discarding it; in this sense, for a datagram to be lost, there must be, at least, four consecutive erroneous frames, and thus the PER does not match the FER. This PER could also be referred to as IP loss rate.
(iv) Erroneous Frame Burst. We have considered that the minimum length of a burst is one erroneous frame. The overall number of bursts per test is also indicated in the table
As can be seen, the most prominent channel's characteristic is its large variability. In the same position, we observe a wide range of behaviors, which vary from almost ideal performances (tests no.9 and no.10) to very poor ones (test no.1) for all the metrics which are presented. According to [2] , most of the tests are long enough to provide accurate average data for the analysis of the wireless performance.
In addition, Figure 2 shows the behavior in terms of the link quality that was observed at the receiver. Measurements were obtained for 139098 received frames, which correspond to all the processed frames, that is, considering the overall individual measurements. As can be seen, the probability density function of the received SNR resembles a Gaussian random variable (with a standard deviation of σ = 2.64 dB), while the FER follows a smoothly decreasing trend. Although all the results presented are obtained for 11 Mbps, the right hand figure also shows the relationship between SNR and FER for 2 Mbps, in order to assess the different behavior which might be expected in this case (we also verified that the SNR pdf was valid for this binary rate). Furthermore, Figure 3 shows the distribution of the erroneous bursts' lengths which was observed for all the measurements. For short bursts, it resembles the decay of a geometrical random variable, but the probability of having relatively long bursts is much higher than the one which would have been obtained with a legacy geometrical. Note that this complementary cumulative distribution function is obtained for all the measurements in Table 1 , comprising 10787 bursts.
In order to better understand the particular behavior which was assessed, Figure 4 shows the instantaneous variation of both the SNR as well as the presence of errors for four different tests (no.1, no.4, no.5 and no.8). The xaxis represents the order of arrival of the different frames, while the y-axis shows both the SNR of each incoming frame as well as the information regarding the presence of errors (CRC check). "1" indicates a correct frame, while "0" implies that a particular frame was corrupted. Figures 4(a) and 4(b) correspond to measurements no.4 and no.5, respectively. In both cases, the frame error rate was around 30%, being a bit higher for the first one, although the average SNR is almost 1 dB better than in test no.5 (it also shows a lower variance); in this latter case the SNR falls below 10 dB for a relevant percentage of the incoming frames, which is mainly reflected in the fact that the average SNR for the erroneous frames is 6.7 dB, compared to 9.2 dB in test no.4. This different behavior is also reflected in how the erroneous frames have been distributed: in test no.4 there were almost twice the number of bursts as in no.5, but with a smaller length (the average EFB is below three frames, while it almost reaches five for no.5). This implies a higher PER (twice as much) for the latter, although it shows a slightly better throughput. On the other hand, Figures 4(c) and 4(d) show the comparison between two completely different measurements, both in terms of the frame error rate, as well as in the perceived link quality. The first one corresponds to test no.8, in which the FER did not exceed 7% and the average SNR was around 11 dB, while the second reflects the behavior assessed in test no.1, with an FER close to 70% and an average SNR around 9.5 dB. Regarding the error distribution, in spite of the low frame error rate in measurement no.8, 235 bursts were observed, with an average length of 3 frames, and a maximum of 75. By analyzing the figure, two phases are clearly differentiated, both of them having almost the same duration. In the first half, the quality of the incoming frames heavily fluctuates, even falling below 5 dB, corresponding to those situations in which the longest bursts are perceived. Afterwards, the SNR stabilizes, and errors tend to happen in shorter bursts (2 or 3 frames), so there are almost no IP losses during this second part of the transfer. Concerning test no1, there are almost 2000 bursts, with an average length of 7.5 frames and a maximum one surpassing 1000 frames which happens, according to the figure, at the beginning of the second half of the measurement. In this, case, errors have been distributed according to relatively long bursts during the whole test, resulting in a high packet error rate, as can be seen in Table 1 .
TCP-Based
Characterization. In this case we carried out 15 independent experiments, transmitting a 10 MByte file (with the FTP protocol) in each of them, using the TCP Reno with Selective Acknowledgment (SACK) and Timestamp options activated. In addition to the TCP performance (throughput) and error-related statistics (both at frame and datagram levels), we reported the following statistics for each of the measurements.
(i) Duplicate ACKs. Number of duplicated TCP acknowledgments which arrive at the transmitter entity. According to the TCP specification, every time an out-of-order segment is received, an ACK is automatically generated.
(ii) Triple ACKs. This case has a special relevance, since the reception of a triple ACK implies the immediate retransmission of a segment, according to the Fast Retransmit algorithm.
(iii) Maximum idle time. One of the aspects which cause most harmful impact on the TCP behavior is the presence of idle times in the transmitter. Since it was originally designed to overcome congestion situations, a TCP transmitter limits the rate at which it puts segments on the air as soon as it detects an unfavorable condition of the channel. Due to the algorithms it uses, it can actually remain quite a long time without any activity at all [3] .
(iv) Retransmissions. Number of segments that the TCP transmitter needs to retransmit, either upon the reception of duplicated acknowledgments or when the Retransmission TimeOut (RTO) expires.
(v) Maximum retransmissions per segment. This corresponds to the maximum number of times that the same segment needs to be retransmitted, usually leading to relevant idle times when this metric is high.
As can be seen from the results of Table 2 , the behavior of the TCP protocol is rather variable, despite the fact that all of the transfers have been carried out at the very same position. For instance, the performance ranges from almost 5 Mbps, which is the throughput that would have been achieved over an error-free wireless channel, to very low values (less than 1 Mbps). It is worth noting that one of the aspects with greatest influence on the TCP behavior is, as discussed before, the appearance of idle times, which are usually associated with those situations in which the same TCP segment is retransmitted several times after consecutive RTO expirations. In this sense, the comparison between rows no.2 and no.5 is interesting, since the PER is, in both of them, very similar, but the impact of the idle time decreases the throughput of the former one almost four times. In such a case, the retransmission, up to nine times, of a single segment causes a maximum inactivity period of almost 40 seconds, which severely impairs the connection performance. Another example which is worth highlighting is measurement no.9; although the PER is null for the data segments, we can see that the performance is rather low; the reason is that the FER affecting the acknowledgements cannot be neglected. However, in the rest of the measurements, this is not the case, since the TCP ACKs, being much shorter than data segments, suffer from a much lower FER. For a better comparison, Figure 5 shows the time sequence graphs of both tests no.2 and no.9, where crosses with "R" on top represent TCP retransmissions. By looking at the first one, there are two relevant inactivity periods which can be highlighted. The first one ("A") corresponds to the aforementioned value reflected on the table (a maximum idle time of almost 40 seconds) and leads to an overall inactivity of 77 seconds. The second one ("B"), much less relevant, is caused by the retransmission of a particular segment up to five times, the first one being triggered by the first duplicate ACK, which was received with SACK information. Below, a more detailed explanation of both situations will be given. On the other hand, the behavior of measurement no.9 is clearly different; as can be seen in Table 2 , there was not a single datagram lost in the TCP data direction, while the IP loss affecting the corresponding acknowledgements is slightly higher than 1%, leading to the worst situation of all the measurements (the FER was almost 20%). In Figure 5 (b), it can be seen that there was only a single retransmission (highlighted with a circle in graph), due to the consecutive loss of 23 acknowledgments. Hence, that particular TCP data segment arrives duplicated at the receiver, which silently discards it. Besides, it can be concluded that unfavorable conditions in the ACK direction do not have such a strong impact on TCP performance: the throughput decreases due to the overhead of MAC retransmissions as well as the semiduplex nature of the 802.11 technology. Nevertheless, Table 2 also shows that in most cases, the FER in this sense of the communication can be considered as insignificant. Regarding measurement no.2, Figure 6 details the two inactivity situations previously mentioned, showing the information captured both at the transmitter and at the receiver. Double arrows with "R" on top represent TCP retransmissions, while double arrows with "S" on top reflect the information provided by the SACK option in the corresponding ACKs. In the case of the TCP receiver, we represent the frames which arrived erroneously, by means of lines without arrows, so we can assess the length of the erroneous frame burst which caused the inactivity. As can be seen at the TCP transmitter entity, in both cases, there are a relevant number of new TCP segment transmissions after the last ACK with SACK information. Taking into account that the channel remains in an unfavorable condition during a certain amount of time, most of these new transmissions arrive erroneously at the receiver, thus resulting in a relatively long burst. In situation "A", this results in an 80-erroneous frame burst, to which we must add the ones that correspond to the consecutive retransmissions which were triggered afterwards, by the expiration of the RTO, as can be inferred by the longer separation between the groups of four erroneous frames at the receiver (resulting in a burst of 108 frames, as is shown in the figure).
We can say that the starting contexts in both inactivity situations are rather similar to each other. The main difference lies in the fact that in case "B", where the burst length is almost the same as in situation "A", the channel leaves the unfavorable condition after the fifth retransmission, while in situation "A" the channel stays in a "bad" state for a longer time, until the ninth retransmission takes place.
BEAR Channel Model
Using the results which were previously discussed, this section presents the novel channel model which was designed so as to reflect the behavior assessed over a real indoor wireless channel. In particular, two main requirements were pursued, as we discuss below. First, the model should reflect some dependency on the link quality, in terms of the perceived SNR; in this sense, it should enable the analysis of cross-layer optimization techniques, in which the SNR could be employed as a metric to modulate upper layer procedures and mechanisms. It is worth mentioning that there are some works which have shown that, within indoor wireless environments, the SNR might be used as an appropriate metric to reflect the condition of the channel [2, 4] and another which advocates its use as a way to enhance routing decisions [5] . Secondly, the model should reflect the bursty behavior which characterizes real propagation environments. This emerges as the main distinctive feature of the proposal, since, as was discussed before, the performance of upper layer protocols (especially TCP) is heavily jeopardized by the presence of long error bursts.
Modeling the SNR.
As a first approximation, the use of a Normal random variable seems to be a sensible choice for modeling the SNR, since it mimics quite well the values which were observed over the real channel (see Figure 2) ; in fact, ns-2 uses the so-called Shadowing model, based on a Gaussian random variable. However, we shall see that this approach (being memoryless) fails to capture any correlation between the SNR of consecutive frames. In order to better reflect this situation, we propose applying an autoregressive (AR) filter. Although other works in the literature have analyzed the possibilities of AR processes to model fading channels [6] , there are no, to our knowledge, previous experiences in integrating this approach within network simulation platforms such as ns-2.
In order to correctly apply the AR filter, it is mandatory to decompose the received SNR. As can be seen in Figure 7 , which shows the instantaneous SNR for a measurement comprising more than 12000 frames, it is possible to distinguish three different contributions. The first one reflects the dependence on the distance between transmitter and receiver. The second one, named slow varying (SV) component, captures slow variations of the channel, which are usually due to the presence of obstacles within the propagation channel; this contribution is the one which will be modeled by means of an AR filter. Lastly, there is also a fast varying (FV) component, which reflects the effect of multipath propagation, known to be relevant within indoor wireless environments. As can be seen, it is sensible to model this contribution using a Normal random variable.
In order to model the SV component, an AR filter will be used. Hence, the current sample of SV (SV[i]) can be "predicted" based on a number of previous values, as is shown in
where T is the order of the corresponding filter and ε is white noise with average power Pε. The problem is thus to obtain the filter coefficients that best reflect the real behavior. To solve this problem, the well-known Yule-Walker method was used. Although the different snapshots which were empirically obtained are rather different, the solutions for the filter coefficients were similar and, furthermore, there was not a relevant difference when using a larger number of coefficients. Since there was a benefit of around 5% (in terms of the mean square error) in the fitting process between On the other hand, the model also considers that when there is some time between consecutive frames, the validity of the previously stored AR samples should be limited; in this sense, we incorporated a timer, which was used to delete samples that should not influence the behavior of the channel, due to their longevity. We refer to this value as the coherence time of the model. Taking all of the above into account, it is possible to compile the received SNR per frame as the joint contribution of three different components: the first one just captures the distance dependency (typically we can use an inverse relationship with d η ); the second component is the SV, the output of the AR filter, having the variance (power) of the white noise as an input parameter; finally, a Normal random process is used to model the third contribution (FV component), which is added to the two previous ones. Furthermore, considering that the ns-2 framework does not have noise modeling at all, but just uses received power, we add a constant noise power, so as to better reflect the SNR values that were observed over the real channel.
FER Estimation.
Once it is able to correctly simulate the received SNR per frame, the model also needs to deal with how to relate this value to the presence of errors in that frame. The original approach employed by the simulator does not reflect the real behavior which was discussed before, since it applies a hard threshold to decide whether the incoming packet is erroneous or not.
In contrast with this, Figure 2 implies that there is a clear relationship between the received SNR of a frame and the probability that it is corrupted. By examining such an empirically assessed correlation, we opted for a Logistic function, as can be seen below
By correctly adjusting the parameters a, b and c, as well as the corresponding thresholds, the simulated FER shows an error which is less than 2 · 10 −4 when compared with the real behavior. In particular, the following values were used: a = 1.24, b = 0.37, c = 6.88, lt = 3 dB, and ht = 16 dB. Another advantage which is worth highlighting is that with this approach, various strategies might be used to handle different types of frames. For instance, we might find the parameters which best capture the behavior for frames of different lengths, which do not suffer the same degradation. In the simulation setup which will be used afterwards, this can be employed, for example to correctly model TCP acknowledgements (it has already been shown that they suffer a much lower FER than data segments). One aspect which is even more relevant derives from the differences which have been observed between the transmissions at various binary rates (see Figure 2) . This characteristic, which has already been referred to as the "Gray Zones" effect [7] , has a strong influence on the performance of wireless communication technologies, since in many cases control and broadcast frames are transmitted at a lower binary rate, thus leading to a larger coverage area. With the above expression, and selecting the appropriate set of parameters, it is possible to differentiate the frames which are broadcast, mimicking the behavior which was observed over the real propagation environment.
BEAR Architecture.
The architecture of the novel channel model, which we name BEAR (Bursty Error model based on Auto-Regressive filtering), can be seen in Figure 8 . When a frame is received, the SNR is calculated by combining the contributions from all the previously described components. This SNR is used to derive the probability of that frame being corrupted, depending on the specific type of frame and the corresponding BEAR configuration. Finally, a uniform random variable is used (together with the previous estimated FER) to establish the presence of errors within the frame.
It is also worth highlighting that the implementation of the channel has been done so that it can be used to model either symmetric or asymmetric wireless channels. In the former case, there is an instance of the AR filter per pair of nodes (whatever the direction is) while in the second case, two different processes are maintained for any pair of nodes, thus having a different behavior for each of the two senses of communication.
Simulation Result Discussions
Once BEAR has been introduced, this section compares its performance with that of other approaches which are traditionally employed by different network simulator frameworks, specifically by ns-2.
In particular, two other channel models will be included in the comparison analysis: the first one uses the Shadowing propagation which is intrinsically incorporated by the simulator. In this case, the comparison is relevant, since it will reveal the enhancements brought about by the memory which the AR filter adds on top of the Shadowing model.
On the other hand, another approach which is widely used in the literature is the so-called Markov chains. The idea is completely different, since the wireless channel is modeled by means of a number of states, as well as the probability, of each of them, receiving an erroneous frame. Hence, there is no direct correlation between the quality of the wireless link (e.g., the distance between transmitter and receiver) and the behavior of the model, which might be seen as a drawback of these approaches. This, for instance, would make a Markov model unsuitable for assessing any algorithm or protocol whose behavior was thought to depend on link quality. Another aspect which needs to be considered is that the corresponding chain is usually configured at a frame level, assuming that there is not a relevant time separation between consecutive receptions; this is obviously not the case for most of the currently used applications; in this sense, TCP procedures might introduce some time between consecutive transmissions (e.g., after an expiration of the retransmission timeout). These two disadvantages, which counter indicate the use of this approach for certain types of scenarios, affect any type of Markov model, independently of the complexity (number of states) of the subjacent chain. Needless to say, the most widespread Markov-based approach is the so-called Gilbert-Elliot (GE) model, which is still being used in a large number of current research works.
Results Based on UDP Traffic.
Following the same ideas as the previously discussed measurement campaign, the main goal with UDP traffic is to assess the raw behavior of the wireless channel, without considering the influence that particular procedures employed by higher layer protocols (e.g., TCP) might have.
First of all, it is worth looking at the way the BEAR model is able to reliably mimic the instantaneous SNR. Figure 9 shows the SNR which was obtained for a simulation comprising more than 10 4 frames for three different propagation models. The first one is the traditional Two Ray Ground, which, although it does not reflect any randomness in the perceived SNR, is widely used by the scientific community; this approach, together with the hard threshold originally used by the simulator to decide whether the incoming frame was erroneous or not, leads to a very deterministic wireless channel, which might not be appropriate for certain types of analysis. In contrast, it can be seen that the Shadowing model incorporates some randomness into the received SNR, although it fails to capture any correlation between consecutive frames. On the other hand, thanks to the memory provided by means of the AR filter, the BEAR model is able to reflect some degree of correlation between consecutive frames, capturing with a greater degree of accuracy the behavior which was empirically assessed. In this case, it is worthless analyzing the behavior of the GE model, since its performance does not depend at all on the link quality. We performed, for each case, 500 independent runs, each of them comprising the transmission of 20 000 IP datagrams over an IEEE 802.11b single hop. There is always traffic to be sent at the transmitter, thus saturating the wireless channel. In addition, the MTU size was fixed at 1500 Bytes, and the BEAR channel was configured so as to emulate the same situation which was previously characterized over the real platform. On the other hand, we will use a set of different configurations for the two-state Markov chain, based on both the FER and the average length of consecutive erroneous frames (EFB) which were empirically observed. In this case, and in contrast to the traditional tendency to configure this type of channel models using frames to measure the duration of the corresponding two states, we do it at a time level, since, in this way, we are able to reflect, more accurately, the dynamics shown in real channels (e.g., if there is some additional time between two frames, whenever nonsaturated traffic is considered). Figure 10 shows the cumulative distribution function (cdf) of the FER which was obtained with the different channel models. As can be seen, the one approach able to mimic the large variability observed in the real channel is BEAR, since for a single configuration it assesses quite a wide range of different FER values. On the other hand, it is clear that the Gilbert-Elliott channel does not capture this relevant variability. Although it may be argued that it is possible to establish different FER values, thus reflecting particular instances of the performance assessed over the real channel, none of them mimics the broad range which was empirically seen. Finally, the Shadowing-based approach (Memoryless) also shows very predictable FER values. In order to better understand why the Markov chainbased model is not able to reflect the high variability which characterizes real indoor wireless channels, Figure 11 shows the distribution of the average EFB length for different instances of wireless channels. In the case of the GilbertElliott model, we fixed the FER at the value which best characterizes the average behavior of the real channel (around 0.35) and we modified the average EFB length to reflect diverse situations; in particular, we fixed this parameter at 1.8, 3.4, and 5.0 frames (it has to be considered that these values were translated to their corresponding duration, so as to configure the chain at a time level, as was mentioned before). We shall see, however, that for a single instance of the Markov chain, the EFB length remains quite close to the value used to configure the model, while BEAR is able to mimic the unpredictability which was observed in the real channel. Moreover, the values exhibited by the Shadowing model do not accurately reflect the empirically assessed behavior, providing a rather low EFB length. Figure 12 shows the cdf of the maximum EFB length which was measured for each of the analyzed channel models. BEAR is able to simulate bursts longer than 100 frames, with a probability of 0.1, while the average EFB length stays below 3 frames (see Figure 11) . However, in the most pessimistic GE configuration, characterized by an average EFB length of 5 frames, the maximum burst stays below 60 frames. This is a rather important aspect, since the presence of long erroneous frame bursts may lead to severe performance degradation. Again, we observe a very predictable behavior of all the approaches, except BEAR. Moreover, the most remarkable aspect is that the maximum erroneous bursts for the different GE instances and the Shadowing propagation are much lower than the values which are observed in the case of the real channel, as can be seen by comparing those results with the values presented before (see, e.g., Table 1 and Figure 3) .
In most of the 802.11 configurations which are usually employed, the MAC layer specifies that before discarding a MSDU, it can be retransmitted up to a certain number of times. As was discussed before, in the particular wireless cards which were used during the measurement campaign, this parameter was set to 3 frames, that is a datagram would be lost only after four consecutive frames do not correctly arrive at the receiver. The consequence is that, as was also seen before, the PER does not match the FER. This is also reflected in the simulation, as can be seen on the PER cdf ( Figure 13 ), which also yields the same conclusions which were discussed before for the FER regarding the predictability of all the approaches except BEAR.
One interesting result which can be inferred by analyzing these results is that in the case of the Shadowing channel model (memoryless) the PER values are rather low. In general, the PER could be calculated as where γ gives an idea of the channel's memory. For instance, on a memoryless channel γ equals 4, since there must be four consecutive corrupted frames before a datagram gets lost and, in this case, having an error on a frame is a completely independent process. As can be seen in Figure 14 , the Shadowing follows the performance of a memoryless channel. On the other hand, and just for a single BEAR instance, a relatively large range of FER/PER pairs are obtained, implying some degree of memory in the channel's behavior. In this case, it is possible to estimate the gamma value which best fits the overall set of points. We observed that this memory could be tweaked by changing the power of the white noise (P ε ) which served as an input to the BEAR channel model. Figure 15 shows the results achieved for different values of Pε, compared with those from a memoryless channel, and the ones which were empirically observed. Each of the corresponding lines represents the best fit of an overall set of 500 points, which were obtained after the corresponding independent simulation runs. The figure also shows the relationship between Pε and the corresponding γ parameter. As can be seen, an increase in Pε yields a higher correlation between consecutive erroneous frames, since γ decreases.
Results Based on TCP Traffic.
For the TCP case, the configuration of the different channel models is the same as the one used before with UDP traffic, although the coherence time will be modified, so as to assess its influence on TCP performance, especially over the idle times. In order to generate TCP traffic, a 10 Mbyte file was transferred, using FTP, and 500 independent runs were used for each of the cases, so as to guarantee tight confidence intervals. In addition, according to what was discussed before, we assume that all TCP ACKs arrive free of errors.
First, Figure 16 compares the frame error rate as well as the TCP throughput which was observed with the different channel models. The main conclusion which can be obtained is that the only channel which is able to model the relevant variability observed over the real channel is BEAR, since the two traditional approaches offer, for a particular configuration, a very predictable behavior, both for the FER and the throughput, as was also seen in the UDP-based characterization. On the one hand, we can see how the proposed channel is able to accurately capture the FER empirically observed, since it ranges between 0% and 50%, which are exactly the same values assessed during the measurement campaign, as can be seen in Table 2 . For the two legacy approaches (both Shadowing and Gilbert-Elliot) EURASIP Journal on Wireless Communications and Networking the behavior is rather predictable, as was also seen before. The figure also implies, for the BEAR case, that the effect of the coherence time is not very relevant, since there is not much difference between the various configurations. One interesting aspect which we can observe is that the FER values are, in the case of the BEAR model, a bit lower than the ones observed for UDP traffic; this result, which actually reflects what is experienced over a real link (the TCP transmitter stops sending traffic when it detects unfavorable conditions in the link), is not correctly captured by the Shadowing model. The above discussion can also be applied to the throughput results which are observed with the three channel models. As can be seen, both the Shadowing and the Markov (for a particular configuration) approaches show a rather predictable TCP performance, while the proposed BEAR model is able to capture the variability which was observed over a real channel: we can see how the performance ranges from rather low values (close to 0.5 Mbps) to almost 4.5 Mbps, reflecting the empirically measured performances; in addition, the effect of the coherence time can be seen (at least for the worst performance values); for these situations, the figure shows that the longer the coherence time, the lower the throughput. The main reason for this is that the relevance of the idle times becomes higher when we increase the memory of the channel.
In order to better reflect the influence of the FER on the TCP performance, and to compare the different approaches, Figure 17 shows the relationship between both parameters. In the case of the BEAR channel model, we chose a coherence time of 5 s, which is a sensible value (according to the previous results), and since the behavior is rather unpredictable, we plotted the 500 values which were obtained for this single configuration of the model. However, for both the Shadowing and the GE channels, we represented their average values, and for the former, we modified the configuration, so as to be able to capture a range of FER from 0 to 70%. We can see that the Shadowing model establishes an upper limit for the TCP throughput, since it corresponds to a memoryless channel. When the FER remains below 10%, the results provided by the BEAR model are pretty close to the Shadowing ones and it is within this FER value when we observe a greater difference with the real behavior of TCP. For greater FERs the relevant variability which is captured by the proposed model covers the broad range of results empirically obtained. However, we see that the Markov model is either rather close to the memoryless bound (up to FER around 25%) or far from it (greater FER values). It is worth recalling that neither of the two traditional approaches would be able to reflect the large variability which was observed over the real channel.
As was discussed before, two of the key parameters with greatest influence on the TCP performance are the number of retransmissions performed by the TCP transmitter so as to overcome the different IP losses, and, especially, the presence of idle times in the transmitter. Figure 18 shows the probability functions of both metrics, for the three channel models which we are analyzing. The general statements which were made before for the performance and the FER still apply here, since we only observe some degree of variability for the BEAR channel. The number of retransmitted segments for both the Shadowing and the Markov channels is very predictable, while real wireless links are usually characterized by presenting a broad range of values (as was seen before), which is indeed reflected by our proposed model (from almost 0 to >500 retransmissions). In this case, the results do not imply a relevant influence of the coherence time on the overall number of retransmissions. It is even more interesting to analyze the inactivity time which we observed using the different wireless channels; we clearly see how neither of the two traditional approaches we are studying is able to capture the real behavior previously described. When the Shadowing model is used, there are almost no idle times at all, due to the fact that this approach fails to reflect any memory; hence, it is not able to reflect the relevant erroneous bursts which lead to the aforementioned inactivity times at the TCP transmitter due to consecutive RTO expirations. On the other hand, for the Markov there were some relevant idle times but only for the most pessimistic configuration, although they do not reach values higher than 12 seconds, which do not reflect the real behavior of the channel either, despite that the number of retransmissions for this particular configuration is greater than the values which were empirically observed. The BEAR model, again, succeeds in reflecting the empirical behavior, since the probability functions show that it captures the times observed during the measurement campaign; on the other hand, it can be seen that in this case there is a clear impact of the coherence time; according to the different probability functions, it seems that a coherence time of 5 s seems to be a sensible choice for this parameter.
In TCP, the retransmission of a segment can be triggered either by Fast Retransmit or by the expiration of the retransmission timeout. In both cases, the retransmissions are used to recover from the IP losses which the MAC retransmission scheme was not able to deal with. shows the relationship between the percentage of retransmissions (compared to the overall number of segments) and the packet error rate. In all cases, this relationship follows a linear trend; this was expected, since TCP retransmissions are recovering formerly lost IP datagrams, considering (as we have done) that TCP ACKs do not suffer any FER. However, the presence of Fast Retransmit is much higher in the Shadowing model, and therefore, in this case, there would be fewer retransmissions triggered by the expiration of the timeout, which causes a less relevant inactivity time (as we have indeed seen before). We also observe that, in the case of the GE model, although without reaching the limit established by the memoryless channel, the influence of the retransmissions triggered by the reception of a triple acknowledgment is rather more relevant than in the real measurements, especially when the PER remains below 5%. The BEAR channel model, though, since it is able (for a single configuration) to provide a much broader range of behaviors, can mimic, with a greater degree of accuracy, the empirical performance.
A rather significant assessment of the variability which the BEAR model is able to reflect, as opposed to the more traditional approaches, can be inferred by analyzing the temporal evolution of particular TCP connections. In this sense, Figure 20 shows the Time Sequence Graphs of two representative runs performed for each of the analyzed models. In particular, we seek to show one connection with a high performance, compared with one in which a poor throughput was achieved. As can be seen, the rather predictable behavior which characterizes both the Shadowing and the Gilbert-Elliot models is again easily recognizable, as well as the little similarity they have with the real performance; we can see, for instance, that the retransmission of TCP segments is almost constant during the whole transfer. On the other hand, and for a single BEAR configuration, the figure shows two completely different situations: in the first one the TCP performance is rather high, and the transmitter does not incur in any relevant inactivity period; however, in the second one, the performance is heavily impaired by the presence of quite a long idle time, similar to the ones which were empirically observed due to consecutive RTO retransmissions of the same segment. Furthermore, the number of retransmissions is one order of magnitude higher in the latter case.
Discussion and Related Work
With the channel model proposed in this paper, we have addressed the specific needs which some earlier works have identified [8] . For instance, the authors in [9] use video transmission to demonstrate that legacy channel models, for example, GE, do not capture periods characterized by high packet loss rates, which are relevant for both the perceived user quality and the design of error control methods. In [10] , the GE error model is used to assess the perceived voice quality, advocating an adaptive FEC scheme to enhance it; the authors conclude that they would like to extend their work to more realistic channel models.
BEAR is able to use link quality (based on the SNR) to modulate its behavior, and it also depends on the distance between transmitter and receiver; in this sense, it is suitable to be used to analyze scenarios where node mobility needs to be considered, as well as cross-layer optimization techniques. For instance, in [5] , the authors advocate the use of SNR to modulate routing algorithms to be used over multi-hop networks. The authors of [2, 4] conclude that for indoor propagation environments, the SNR is an appropriate metric to assess link quality.
Although the use of AR filters to model fading channels was presented for example in [6] , there are no other works which have integrated such an approach within a network simulator platform such as ns-2. It is logical that predicting link quality based on any parameter might lead to inaccurate results, but according to the conclusions presented in [11] , it seems that being able to tweak the configuration of the channel model based on the binary rate and the frame length gives some degree of flexibility and trustworthiness to the model. In that work, the authors claim that the Packet Delivery Ratio depends on both the packet length and the binary rate, and BEAR can be configured to correctly account for the two parameters, as was discussed before.
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The authors in [12] follow a similar approach, but we differentiate from them mainly in two key aspects: first, they do not consider any memory in the channel, and thus, their modeling might not be able to capture the "bursty" behavior of the real propagation channel; secondly, although they state that there are differences between the various transmission rates, they find the relationship between the delivery ratio and the SNR for the lowest PHY-layer rate. However, BEAR can handle 11 Mbps and 2 Mbps transmissions.
In the same sense, the work presented in [13] states that in order to promote reliable results in their simulation-based analysis, the MANET research community should be able to include asymmetric links as well as being able to model timevarying fluctuations in link quality. We have seen that BEAR also fulfills these two requirements.
Finally, it is also worth mentioning the work presented in [14, 15] . In this case, the authors focus on an outdoor rural scenario to derive an empirical frame error model. They advocate the need to perform the same research for indoor environments, and they also share our view that currently used channel models (e.g., GE) do not accurately reflect real propagation characteristics.
The authors of [14, 15] have also made their traces available at the CRAWDAD project. We have looked at the data sets available at this project, but none of them fulfill our requirements. The one which was closest to our measurement campaign [16] (it uses 11 Mbps transmissions in the 2.4 GHz band) does not monitor the SNR of erroneous frames. In this sense, we can say that our traces might be used to obtain a more accurate estimation of the relationship between SNR and FER.
Other works which seek the improvement of the 802.11 wireless channel modeling in Network Simulator are [17, 18] . The former pays more attention to improving the interference model; however, it does not look into propagation aspects, thus failing to consider any memory in the wireless channel, which is the most distinguishing aspect of our proposal. It is also worth highlighting the effort which is being made in the development of ns-3; currently, the propagation models which are available do not account for the memory characteristic which was previously reported; furthermore, since the operation of the propagation module is almost orthogonal, we expect that BEAR could be integrated without major difficulties into this new version of the simulator.
Conclusions
Traditional research on wireless networks is usually based on different simulation platforms. The results achieved and performances are then extrapolated to real environments. This approach, although widely employed, is also known to have some shortcomings; one of the main criticisms lies on the lack of proper channel models. In order to address this aspect, in this work we have followed a different approach, in which the real performance of TCP and UDP protocols over an indoor wireless environment has been used so as to design and assess the validity of a novel channel model. BEAR has a number of advantages compared to other approaches. First, it is able to reflect the "bursty" behavior which characterizes real indoor propagation and, in addition, it also captures the high variability which was empirically observed. On the other hand, since it accurately uses link quality (based on SNR) as a means to modulate the behavior, it can be used to analyze cross-layer optimization techniques. Another relevant advantage of BEAR is that it can be configured to manage different types of frames, considering their length, binary rate, and so forth. Furthermore, it correctly handles the dynamics of the wireless channel, and can be used to simulate either symmetric or asymmetric links.
The paper has shown, after an extensive simulation campaign in which BEAR was compared with two other traditional approaches (Shadowing and Gilbert-Elliot models), that it fulfills the requirements we had at the beginning, accurately reflecting the empirical behavior. In this sense, and for both UDP and TCP protocols, the performance achieved with the BEAR model is much closer to the real one than those of the two legacy approaches.
As future work, we would like to propose two main directions. The first one would be to benefit from BEAR's ability to accurately reflect real indoor wireless propagation, based on SNR, to analyze the performance of different protocols and algorithms, considering cross-layer optimization techniques. On the other hand, we would like to complement BEAR, by adding support for different 802.11 technologies; besides, since BEAR does respect the way the simulator deals with interference (which is handled by the MAC module), incorporating interference in the scenario should be rather straightforward. Furthermore, the comparison analysis will be extended, incorporating more complex channel models, such as Hidden Markov Models, with a greater number of states. Last, since the code will be made available to the scientific community, it is envisaged that its functionalities and capacity will be extended and improved, as long as it is used by other researchers.
