Abstract
Introduction
Vision-based robot control using an eye-in-hand system is classified into two groups [la, 8, 91 : positionbased and image-based control systems. In a positionbased control system, the control error function is computed in the 3D Cartesian space [13] (for this reason this approach can be called 30 visual servoing). The pose of the target with respect to the camera, which describes its 3D position and 3D orientation, is estimated from image features corresponding to the perspective projection of the target in the image. Numerous methods exist to recover. the pose of an object (see [3] for example). They are all based on the knowledge of a perfect geometric model of the object and necessitate a calibrated camera to obtain unbiased results. The main advantage of 3D visual servoing is that it controls the camera trajectory in the Cartesian space, which allows to easily combine the visual positioning task with obstacles avoidance and/or joint limits and singularities avoidance. On the other hand, in an image-based control system, the control error function is computed in the 2D image space (for this reason this approach can be called 2D visual servoing). This local approach is based on the use of an image Jacobian (also called interaction matrix [5] ) and the control laws provide at each iteration the camera velocity for minimizing the observed error in the image. This approach is known to be very robust with respect to camera and robot calibration errors [4] . However, the convergence is ensured only in a region (quite impossible to determine) around the desired position. Furthermore, the Cartesian trajectory of the camera is uncontrolled, and some image features may get out of the camera field of view during the servoing, which thus gives rise to its failure.
The purpose of this paper is t o design a new visual servoing system which combines the advantages of 2D and 3D visual servoings and avoids their drawbacks. We point out our attention to one of the typical applications of visual servoing: positioning a camera mounted on a robot end-effector relative to a target, for a grasping task for instance. The positioning task is divided into two steps. In the first off-line learning step, the camera is moved to its desired position. The image of the target corresponding to this position is acquired and the extracted desired features are stored. In the second on-line step, after the camera and/or the target have moved, the camera motion is controlled so that the current features reach their desired position in the image. In such application, the target geometry is not always precisely known. Furthermore, the convergence has to be obtained in all the task space.
Our approach can be called 2 0 1/2 visual servoing since the control error function is computed in part in 0-7803-4300-~-5/98 $10.00 0 1998 IEEE the 3D Cartesian space and in part in thc 2D image space. More precisely, the hornography tietween some planar feature points extracted from two images (corresponding to the current and desired ca.mera poses) is computed at each iteration. From the homography, tjhe rotation of the camera between t,he t,wo views is estimated. Consequently, the rotational control loop can be decoupled from the translational one. A such decoupled system allows to obtain the convergence in all thc task space. It must be emphasized t,hat the use of an homography does not need a 3D model of the target. As far as the camera translational displacement is concerned, it can only be estimated up to a scale fact#or. It is therefore controlled using 2D image features and the ratio, obtained from the homography, of the nnl<nown desired and current distances between the camera and the target. Finally, in spite of the partialpose estimation, experiments show that the approach is robust to calibration errors.
The paper is organized as follows. In Section 2 and Section 3 we briefly recall 3D and 2D visual servoings respectively. In Section 4 we present the 2D 1/2 visual servoing approach. The experimental results are given in Section 5. The camera displacement to reach the desired position is -thus easily obtained, and can be performed either in open loop or, more robustly, in (closed loop. Finally, the control !aw performing the computed displacement has to be de,signed in order that the image features used in the pose estimation always appear in the camera field of view. Let us also note that if the camera is not calibrated, the current and desired camera poses will not be accurately estimatedi. However, this is not, (a drawback if a closed-loop scheme is performed. The corresponding block diagram of the 3D visual servoing approach is given in Figure 2 . i r 
The interaction matrix for more complex image features can be found in [ 5 ] . The vision-based task e (to be regulated to 0), corresponding t o the regulation of s to s*, is defined by:
where C is a matrix which has to be selected such that CL(s, 2) > 0 in order to ensure the convergence of the control law. The optimal choice is t o consider C as the pseudo-inverse L(s, Z)+ of the interaction matrix. The matrix C thus depends on t,he depth Z of each target point used in the visual servoing. An estimation of the depth can be obtained using, as in 3D visual servoing, a pose determination algorithm (if a 3D target model is available), or using a structure from known motion algorithm (if the camera motion can be measured). However, using this choice for C may lead the system to near, or even reach, a singularity of the interaction matrix. Furthermore, the convergence may also not be attained due to local minima reached because of the computation by the control law of unrealizable motions in the image. Another choice is t o consider C as a constant matrix equal to L(s*, Z*)+, the pseudo-inverse of the interaction matrix computed for s = s i and Z = Z*, where Z* is an approximate value of Z at the desired camera position. In this eimple case, the condition for convergence is however only satisfied in the neighborhood of the desired position, which means that the convergence may not be ensured if the initial camera position is too far away from the desired one.
If an exponential convergence is desired ( e = -Xe where X is a positive scalar), a simple control law is given by [ 5 ] :
The block diagram of the 2D visual servoing approach is given in Figure 4 . We first present a partial pose estimation algorithm based on the computation of an homography matrix.
Then, we describe a decoupled control scheme which can be designed from the partial pose and image features.
Consider three 3D points Pi on the target. These points belong to a reference plane 7r and they are chosen such that they are not collinear in the images. It is well known that each image point pi, of coordinates [ U ' U 1 1' in the current camera frame Fz, is related to the corresponding image point p;, of coordi-
by an homography such that [7] :
where cq is a positive scalar and H is a (3 x 3 ) homography matrix (see Figure 5 ). Equation (7) is valid for all points lying on T . If a point Pj of the taxget does not belong to the reference plane, the point pj in the current image is related to the corresponding point p; in the desired image by the following relationship:
where t3 is a scalar ( c j = 0 if Pj 6 T ) , cy3 is a positive scalar (it is the ratio between the current an desired Z coordinates of the 3D point) and e = [ e, e, eZ 1' is the epipole in the current image. Let us remark that H is defined up to a scalar factor, therefore one of the unknown a i can be set to 1 without loss of generality (for example a1 = 1). In the case of a planar target, equation (7) is available for each feature point, thus if n points are used, a linear system of 3n equations and n + 8 unknowns has to be solved: that is n -1 unknowns aj ( { j = 2, ..., 71.) since a1 = l ) , and 9 unknown elements of H. A minimum of four points is t,hus needed to perform a linear estimation.
If the target, is not planar, the homography estimation problem becomes non-linear. To simplify the computation of matrix H, without loss of generality, a change of coordinates in each image is performed such that,:
where pj and p; are the image points in the new coordinake system and:
(10)
The matrices M and M* of' c:hange of coordinates are:
?ms, the homography matrix H is diagonal. Eqiiatjiori (8) can be rc:writ,t,en in t,he new coordina.t,e system:
With siicli a choicc! of coortliria (x3p3 = Hp,) + c,,e (12) w l~~r ( :
Consider now three 3D points Pi, Pj, ] PI , (not belonging to the reference plane .). For each of these points, it i;s possible to compute from equation (12) the epipolar line 1 = 16 A p' [6] , in the current image passing through th'e point p and the virtual point 6 = Hfi* (parallax effect): This inethod is not theoretically optimal, since it takes into x c o u n t the constraints on x "a posteriori" and not % priori", but its advantage is that only solutions of linear systems are computed.
Let us note that, contrarily to the classical ones, this algorithm is also valid when the epipole is undefined in the image, for example in the case of a planar target or when the camera motion is a pure rotation. Finally, lot. us emph.asizc: that the estimation of H docs not itate t,he knowledge of tjhe 3D position of the tJargctj point,,s, which malres unnecessary a 3D model of t,lit: tzarget.
After matrix H is computed, R, t/d' and n* can be estimated which provides a part,ial pose estimation. More precisely, H can be writ,tm [7] :
where R and t are the rotational matrix ancl the translational vector between the current camera frame F2 and the desired camera frame Fi respectively (see Figlire is eliminated by choosing the solution which is such that the vector n* is as co-linear as possible with the desired orientation of the camera optical axis. If the target is not planar, the indetermination is eliminated by looking another reference plane and choosing the common solution between the two pairs [7] . Let us note that the translational vector t is estimated only up to a scale factor since the desired distance d* is unknown. It is possible to design a control law such that R and t/d* have to reach the identity matrix I and [ 0 0 0 1' respectively (which thus implies the achievement of the positioning task). However, such a control law does not ensure that the considered object will always remain in the camera field of view since it is only based on 3D estimated parameters. Getting out of the image may thus occur in the presence of important errors in the intrinsic parameters of the camera or in the robot Jacobian.
We have therefore preferred another more robust solution. The block diagram of the 2D 1 / 2 visual servoing approach is given in Figure-6 . We now describe its different parts. Our control scheme is based on the 3D estimated rotation between F2 and Fl (which has to reach the identity matrix). We also use the ratio T which controls the depth between the camera and the target (and which has to reach the desired value T* = 1). Indeed, the distances d and d* are unknown, but the ratio T = d/d* can easily be estimated using R, t/d* and n'. We remark that the current normal vector n to the plane 7, expressed in F2, and the current, distance cl between frame PJ and T can be written in function of vector n" and distance d*:
From equations (19) and (20) we get:
Finally, in order to control the 6 camera d.0.f and to maintain the target in the camera field of view, we also introduce the use of two independent visual features, such as the image coordinates of a target point, which can be controlled by using classical 2D visual servoing.
We first consider the control of the camera orientation. Let U be the rotation axis and 6' the rotation angle obtained from the previous partial-pose estimation. The rotational velocity of the camera S2 can be expressed in function of the angular velocity 0 around the axis of rotation U:
Furthermore, a 2D point, corresponding to a 3D point on the reference plane T , is chosen, such as for example the nearest from the image center in the desired image. As done for the 2D visual servoing, the chosen features are its coordinates s = [ U ' U 1' in the current image. By using equations (1) where:
Equation (27) is similar to equation (1). The task function approach [5] can thus be applied. If we desire an exponential convergence of s towards s*, of r towards r* = 1 and u0 towards u6* = 0 (with decreasing velocity A), we obtain:
From equations (27) and (30), the control law is given by:
where Mi1, the inverse matrix of M,,, is given by:
The determinant of matrix M,, is -y'(nTp). This determinant is null only if the optical axis of the camera belongs to plane T (in this singular case, all the image points on T are collinear), which ensures the stability of the system in all the task space (more precisely, the half space in front of the reference plane) if BL, and n are correctly estimated.
We note that the positive scalar y only influence the time-to-convergence of the translational control loop. Indeed, if y is estimated as the positive scalar 7 and vector n is well-estimated, the matrix Mil(T))NH,(y) = TI is always definite positive. We can also note that the camera translational velocity is proportional to the desired distance d* between F 1 and T . An approximate value has thus t o be chosen during the off-line learning stage. However, this value has not to be precisely determined (by hand in the following experiments) since it does not influence the stability of the system, but only the time-to-convergence of the translational velocity and the amplitude of the possible tracking error due to a wrong compensation of the rotational motion. As far as the tracking error is concerned, it is proportiona.1 to the rotational velocity and thus disappears when the camera is correctly oriented.
Experimental results
The control law has been tested on a seven d.0.f. industrial robot MITSIJBISHI PA10 (at EDF DER Chatou) and a six d.0.f. Cartesian robot AFMA (at IRISA). The camera was mounted on the end-effector of the robot. As far as camera calibration is concerned, we have used the pixel and focal lengths given by the constructor in order to compute the image coordinates U and TJ from their measured vzlues in the image. The center of the image has been used for the projection of the optical axis in the image.
We briefly present the results obtained using a planar target. It is a black board with seven white marks (see Figure 7) . The extracted visual features are the image coordinates of the center of gravity of each mark. The images corresponding to the desired and initial camera position are plotted in Figure 7a We present now the results obtained using our 2D 1/2 visual servoing scheme with a non-planar target. It is composed by twelve white marks lying on three different planes (see Figure 9 ). The images corresponding to the desired and initial camera position are plotted in Figure 9a and 9b respectively. The obtained results are particularly stable and robust. As can be seen in Figure 11a the convergence of the error on the reference point coordinates is not exponential. This is due to the coarse-calibration of the camera and the rough approximation of d* (in the presented experiment, d* is set to 60 cm). The perturbation completely disappears (after iteration 200) when the rotational motion has no more influence. The outputs of the control law, are given in Figure 12 .
(a) (b) Figure 12 : Translational velocity V (cm/s) (a) and rotational velocity 0 (dg/s) (b) versus iteration number Once again, we can note the stability and the robustness of the control law. Finally, the error on the image coordinates of each target point is given in Figure 13a and the corresponding trajectory in the image is given in Figure 13b . We can note the convergence of the coordinates to their desired values which demonstrates the correct realization of the task. 
Conclusion
In this paper we have proposed a new approach to vision-based robot control. Contrarily to the posebased approach, the proposed control law does not need any geometric model of the target. Furthermore, the domain of convergence for the 2D 1/2 visual servoing (the half space in front of the target) is larger than for the 2D visual servoing. Finally, experiments show that a precise camera calibration is not needed. This is due to the fact that the homography estimation is iteratively performed in conjunction with a closed-loop control law. Future work will concern the theoretical proof of the 2D 1/2 visual servoing stability in presence of important calibration errors.
