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ABSTRACT 
Experimental studies of different questions related to the numerical solution of parabolic equa- 
tions have been untertaken : 
(i) the choice of  the value of  0 in the 0-method is discussed, and 
(ii) the number of  iterations in the solution of algebraic equations with matrix of  the form 
M + (1 - 0) r K with M mass matrix, K stiffness matrix, has been studied, both for linear 
and for nonlinear problems. 
1. INTRODUCTION 
Computational spects in the numerical solution of 
a parabolic problem will be considered. The initial- 
boundary value problem (or special I cases of this) 
atl ~ ~ a (a(iVui2) au - -  = a-~-i) + f(x, t, u) ,  at i=l ox i 
t>0,  x~cR n (1.1) 
with initial condition u(0, x) = u0(x), x e f l  and for 
t > 0 given boundary conditions, the latter for ease 
of notation assumed to be homogeneous, willbe studied. 
We assume for simplicity that the boundary and given 
functions a, f are sufficiently smooth. 
We will in pa/tic-hr study the numerical solution of 
(1.~[) during the initial (transient) phase. It is well 
known that even though u0 may not satisfy the bound- 
ary conditions, all so enforced transient terms in the 
initial phase die: out exponentially fast, with increas- 
ing t, at least in a linear parabolic problem. 
We semi-discretize (1.1) by e.g. finite element approxi- 
mations on ~2. For the time integration an easily imple- 
mented though not in general very accurate method 
is the so-called 0-method. This is stable for 0 g 0 g 1. 
2 
The asymptotic accuracy is (for h--~ 0) (~-- 0)r + 0(r2), 
where r is the time-step (see [4]) and 0 = ~ -10(r)l 
thus giving the asymptotically smallest error. We 
show however that for some linear model problems, 
the optimal value of 0, making the actual error as 
small as possible is well below -~ and that it depends 
on the initial function u 0. 
In the numerical solution of the totally discretized 
problem, a large system of algebraic equations with 
sparse matrix have to be solved at each time-step. 
We compare direct and iterative solvers and show that 
a preconditioned version of the iterative conjugate 
gradient method is very advantageous from an effi- 
ciency point of view. 
This is true even for linear problems, since in practice 
a variable time-step is often chosen making it neces- 
sary to refactorize the matrix. The factorizations for 
plane and three- dimensional problems are, as well- 
known, costly. It is also observed that to the time- 
discretization of (1.1) there corresponds an energy 
functional. The solution at each time-step may thus 
be calculated by some minimizing (optimization) 
algorithm. 
Among the iterative solvers for such nonlinear prob- 
lems we compare the conjugate gradient and the 
Newton method. 
2. ON THE CHOICE OF THE OPTIMAL VALUE 
OF 0 IN THE 0-METHOD 
In this section we confine our study to the simple 
model problem 
fau  x ~ :0 1" 
a2u 
~-= ~-~ , ~, ) 
Ot ax ' 
u(t, 0)=u(t, 1)=0, t> 0 (2.1) 
u C0, x) = u0(x) 
By semi-discretization we get a system of ordinary 
differential equations 
(*) O. Axelsson, T. Steihaug, Department of  Computer Sciences, Chalmers University of Tech- 
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dU M --~- + KU=O, 
u C0) = u o 
t>0 
(2.2) 
where U ~ R N, (U0) j = u0(Jh ) (by interpolation of 
the initial value function), h = I/(N +1) and M and 
K are symmetric N x N Toeplitz matrices, with 
entries :
mi, i= 1-2a,  mi, i_ 1 =a, mi,j=0, j < i -1 ,  
ki, i = 2/h 2, ki, i_ 1 =- l /h  2, ki, j =0, j < i -1.  
For example, linear spline finite element approxima- 
tion corresponds to (2.1) with a = 1/6, the central 
difference approximation to a = 0 and the Numerov- 
StSrmer method to a= 1/12. 
For the numerical time-integration f (2.1) we use 
the 0-method, 
M[U (t + r) - 0 (t)] + rK[(I - 0) 0 (t + T) +0U(t)] = 0, 
(2.3) 
where 0 • 0 ~ i and where 0 (t) denotes the corre- 
sponding approximation f U(t). 
(2.3) corresponds tothe 6-point difference scheme 
aAtu(t,x-h) + (1-2a)AtU(t,x) + aAtu(t,x + h) 
= r[(1-0) 82 u (t + r, x) + 082u(t, x)] 
where 
Atu(t, r) = u (t + r) - u(t), 
8xU(t, x) = u(t, x + h/2) - u (t, x-h/2) 
and wh.~r e
r = r /h  2 . 
The local truncation error is 
1 h 2 (a- 1~)] Ux(4) T(t, x) = r {~¢(0 - ~-) + 
rh2(a - J~- )+h4(  a -  1--Hu(6) 
+[ C 0 -2 /3 )+T tz 30"" x 
+ 0 (r 3) + 0 (r2h 2) + 0 (rh4)), r, h -~ 0. 
1 r-1 By choosing 0 = (a - ,-~-) we get 
T- -  
1__ T (t, x) --- 0 (r 2) + 0 (h 4) 
T 
(for this choice of 0, the linear f'mite element and 
Numerov-StSrmer methods are apparently identical) 
and with r = l /x/ '~ we get 
-lrT (t, x) = 0 (h 6) ([9]). 
We will make a study of the influence of the choice 
of 0 on the damping of the transient terms in the 
solution of (2.1) and on the resuking error as well 
as on the numerical stability. 
A study of the discretization error during the transient 
phase may be found in [2]. 
Since M and K are symmetric Toeplitz-matrices, the 
eigenvectors are the same, namely :
N 
Zq=[s inqr th j ] j= l ,  q=l ,  2 . . . . .  N (2.4) 
and we readily get the eigenvalues 
2 (1- cos q~rh), 1,2 ..... N, 1-2a(1-cos qn h) and ~-  q = 
to M and K respectively. 
The difference scheme (2.3) is stable if, and only if, 
the eigenvalues p of 
I~(TM-1K), 
where 
1-0 ~ (2.5) 
R0(~)- 1+(1-0)~ ' 
satisfy Ipl < 1. (Observe that the eigenvalue space is 
complete). We have 
1 -0r~q p= 
1+ (1-0)rkq 
where'~q =h 2 Xq and (Xq) is the spectrum of M-1K, 
i.e, 
X =1 o 
q h 2 1-ao  
(2.6) 
with o = 4 sin "~ ~ .  Thus we see that if a < 1/4 
1 and 0 • -2- we have an unconditionally stable (i. e. stable 
1 1 for all r) scheme while for a < ¥ and ~- < 0 < 1 
then if 
r ~ (1 -a )  / (O-1) ,  
we have stability for all choices of h. Apparently, in the 
latter case ~, = 0 (h2). 
We will now study the actual error in the numerical 
solution of (2.1) due to the 0-method. We study both 
the error 
E (t) = U (t) - 5 (t) 
in the approximation of (2.2) and the error 
e(t, x) = u(t, x) - u" (t, x) 
where ~ is the approximation derived by the 0-method 
on (2.1) with h = 0. The solution of (2.2) is 
N 
U(t)= ~ CqeXp Zq q =1 (- hqt) , 
where Xq and Zq are the eigenvalues and eigenvectors 
de£med in (2.4) and (2.6) respectively. The Fourier 
coefficients Cq are de£med by the initial function U 0. 
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1 we get Since Zp T Zq = ~ 6pq, 
Cq = 2h u0T Zq. 
The solution of (2.3) is 
~J (jr) = [R 0 (rM-1K)] j U 0 
for each t = j r, j = 1, 2 ..... where R 0 is def'med in 
(2.5). For the error 
r (j r) = U (j r ) -U  (j r) 
we then get 
N 
E (jr)= qX=l Cq [exp (-Xqjr) - R 0 (rXq) j] Zq 
N 
= Ig Cq [exp R 0 (rXq)] Cqj Zq q =1 (- rXq) - 
where 
= exp - l -k)]  R~ Cqj k=0 [-)~qr (j (Xqr). 
We observe that Cqj = 0(1), r--, 0, h-* 0. Since 
0 < rXq, a simple strategy to get a small error, would 
thus be to choose O such that 
rain max lexp (-~,) - P,0 (X)I (2.7) 
0 X;*0 
is achieved. Then one gets 0 = 0 0 -'- 0.122. However, 
this choice does not take the other factors into ac- 
count, in particular the coefficients Cq, which in 
practical examples decrease with increasing Xq. 
A more realistic value of 0 would be that which 
minimizes lIE 1 I[ 2 where EI(T ) is derived from E(T) by 
letting all numbers Cqj = 1. Thus 
= : E1 
='~q=1'1 ~ c2[exp(_r),q)_Ro(r~q)] 2 
The so achieved value of 0 however does not only 
depend on r and h, but also on the Fourier coefficients 
Cq, i.e. on the initial function u 0. 
We make a numerical study for three different choices 
of the initial function. The result is that the depend- 
ence in particular on h but also to some extent on r 
is not as critical as that on the type of discontinuity 
in the initial function. 
To confirm the relative independence on h, we also 
study the error 
e (r) = e(r, x) = u(r, x) - ~ (r, x) 
in the L2-norm. We get 
lie(T) II 2 = ~0 [e (r, x)] 2 dx = 1_!- ~ b 2 [exp(- q21t2z) 
2 q=l q 
- R 0 (q2n2r)] 2 (2.8) 
where 
bq ; 2 u 0 (x) sin q ~" x dx. 
0 
The following initial functions are considered and 
their Fourier coefficients are given in Table 2.1. 
For these examples the optimal value of 0, making 
lIE 1 (r)l[2 and lie(r)[[ as small as possible, have been 
calculated for different values of r and h in the linear 
spline approximation case (a = 1/6) (See Table 2.2). 
It is seen that the optimal value of 0 depends on the 
type of discontinuity, u0(1) leads to an initial discon- 
in the function itself at the endpoints, u0(2) tinuity 
has a discontinuous derivative, while un(3)(x) is smooth. 
v 
A higher order discontinuity leads to Fourier coeffi- 
cients, which does not decrease with increasing ~,q as 
fast as those corresponding to a lower order discon- 
tinuity. 
The damping of the higher modes in the numerical 
solution is achieved by making [R 0 (~,) I small for 
large. We observe that 
R1/2 (x) = - 1 c0 = 1/21 
whereas 
gO(X) = 0 C0=0) 
~oo 
and 
°<°<-12 
Thus for 0 = 0 we have a strongly (stiffly) A-stable 
method (see [1]) aLso called L-stable method. We 
see that the damping of the higher modes is worst 
in the trapezoidal time-integration method (0 = 1/2) 
and is best in the Euler-backward method (0 = 0). 
Since the smaller modes have to be approximated 
reasonably well, which is done best in the first method, 
the optimal value, making the total error as small as 
possible lies in the open interval (0, 1/2). Further, 
since b.  decreases, we see that this value must be 
larger t~an 0 = 00 in (2.7), and for a smoother initial 
function larger than for a less smooth function. 
This is confzrmed by the numerical tests Cat least for 
the smaller values of r) and we notice that the optimal 
value for u0(1) is only slightly Larger than 00 but 
for the smoother initial functions a value close to 
1/3 is found. 
We have also found some variation of the error El(r ) 
in the ~2-norm as a function of 0 (see fig. 2.1) but 
the pointwise rror at a point close to the discontinuity 
depends more critically on 0 (see £~xtre 2.2). 
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Table 2.1. Initial functions and their Fourier coefficients. 
U(o 1) ~ 1 
b~ 7 4 1 -~ q ,  q odd 
O, q even 
c~) 2h cotan q:h ,  q odd 
0 , q even  
~)(27= - 
1 2x, O<x< 
2 
1 2 (1-x 7, -~- < x < 1 
q-1 8 1 
(-i) ~ ¢f----~- q--~-, q odd 
0 , q even 
q-1 
2 h2(COS _~7 v 
2(-1) 
sin2q 7rh 
where v = 1, N odd 
0, N even 
0 
, q odd 
, q even  
u~3)(x) = sin 2 ~ x 
8 1 
¢r (q-2) q (q + 27 
0 
qTrh 
2 cotan - -  
-h 
sin "1¢r'" ' 2 
2 
sin 7r h 
,q odd 
-1 
, q even  
- - , q  odd 
, q even 
Table 2.2. The optimal value of 0 and the corresponding errors IIEl(r)[[ 2 and Ile(r)ll (for h= 0),a=1/6. 
r=0.1  
r = 0.01 
h = 1/10 
h = 1/20 
• h = 1/40 
h = 1/16 £ 
h=0 
h = 1/10 
h = 1/20 
h = 1/40 
h = 1/160 
h=O 
u(~ 17 (x) = 1 
0.204 
0.174 
0.158 
0.147 
0.143 
0.280 
0.211 
0.173 
0.141 
0.130 
0.0812 •
0.0881 
0.0916 
0.0943 
0.0952 
0.0184 
0.0300 
0.0364 
0.0413 
0.0429 
"2x, 0<x • 1/2 
2 (1-x7,½ < x, o 
0.337 
0.348 
0.351 
0.352 
0.352 
0.254 
0.265 
0.283 
0.295 
0.297 
0.0320 
0.0291 
0.0283 
0.0280 
0.0280 
0.0055 
0.0051 
0.0045 
0.0042 
0.0041 
u; 3) (x) = sin27rx 
0.298 
0.300 
0.301 
0.301 
0.301 
0.396 
0.399 
0.400 
0.401 
0.402 
0.0397 
0.0390 
0.0388 
0.0387 
0.0387 
0.0029 
0.0028 
0.0027 
0.0027 
0.0026 
We now study the optimal value of 0 for a ftxed time 
t = :t 0. For the error e(t) (similar expressions are valid 
for the error El(t)) we have withj = to/r (see (2-877. 
where 
b~ j~ l  [exp(q2ct2r)R0 (q2ct2¢)]k" 
~'J k=0 
lie(t07112=1 ~ b2 {exp(_q21r2jr)_[R0(q21r2T]J)2 Since 
2q=1 q 1-0 ~ <e-(1-e)~, 
go(~) =1 + (1-o)~ 
=1 ]~ b2exp(_2q21r2t0 )[l_exp(q21r2T)R0(q2~r2T)]262,j 
Zq=l q 0<0<-~2,0  <e<l ,  0<~<~O (e,O), 
(2.9) 
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Fig. 2.1. The error [[E1(¢)[ [ as a function of 0, 
= 1/20, T = 0.01, u~n l)'" (x) -- 1. h 
v 
0.2 
0.1'  
0.05' 
0.01, 
8.=0.5 
8,=0 
8= 
i 
0 . ]  
Fig. 2.2. The absolute rror at x = 0.05 as a function 
of t, h = 1/20, r = 0.01, U(o1). 
)t 
we have  
bq, j • j exp.(eq 27r 2 to), 1 • q • q0 (Z, e, 0). 
Thus the first terms in (2.9) are damped also by an 
exponentially decaying factor, exp[-2(1-e)q27r2t0], 
Le. we have for the first modes equivalent Fourier 
coefficients 
gq = bq exp [- (1 - e) q2 ~r2 to], 1 • q • q0 
corresponding to a problem with smoother initial 
function. The terms corresponding to the highest 
modes are small anyway, due to the increase of bq and 
because 
[P,0(~)lJ-* (00-~-) j < 1, ~-* ®. 
We may thusexpect that the optimal value of 0 in- 
creases as T -~ 0, i.e. j --, 0.  and this is also confirmed 
by Table 2.3. 
In table 2.4 we notice that the optimal value of 0 
increases during the first integration steps, but then 
starts to decay slowly. The increase of 0 is explained 
in the same way as above. 
In conclusion we note that the optimal value of 0 
depends on the type of discontinuity of the initial 
function and on the time. An overall value of 0 = 1/3 
seems to be a good compromise. Different proposals 
for the choice of 0 have been made in the literature, 
see e.g. [10], [6], [8] and [7]. 
3. PRECONDITIONING IN DISCRETIZED PARA- 
BOLIC PROBLEMS 
In this section we consider linear parabolic problems 
in the piane, i.e. a, f in (1.1) are independent on u 
and n = 2. We also let a = 1. The £mite element method 
over the basis functions {¢i)N=l__ now gives a system 
of ordinary differential equations 
dU M --d/- + KU=f  
where 
U = U(t) = [Ul(t ) . . . . .  UN(t)] 
is the vector with the nodal values of the semi-discrete 
(f. e. m.) approximation~ M and K are the mass and 
stiffness matrices 
M=~ ¢i (x)ej  (x)dx, K= ~ V¢ i VCj dx, f t c  R 2 . 
When we use a one-step time-integration method, like 
the 0-method, or a semi-implicit Runge-Kutta method, 
then at each time-step we have to solve a system of 
linear algebraic equations on the form 
[M+ (1-0)¢K][U(t+T)-U(t)]=~, 
where f" is known. We will study the conjugate gra- 
dient iterative method for the solution of this system. 
Since the number of iterations to reach a relative 
accuracy of e then at most is (see [3]) 
1 ~in2+l ]  p = int [~- e 
where 
A=h -2M+rK,  r=(1-0)  Th -2 ,  
(3.1) 
we thus have to consider the spectral condition um- 
ber ~C(A) of A, i.e. the quotient between the extreme 
eigenvalues of the symmetric matrix A. 
For small condition numbers a more accurate bound 
on the number of iterations is found as the smallest 
integer p such that 
1 •e ,  
Tp [J¢ 
where 
iS the  
(A) + 1 ] 
C A) - I 
Tp(x) = -~-1 [(x +~x 2 - 1)P + (x -~x  2 - 1)P] 
Chebyshev polynomial. From previous works 
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Table 2.3. Optimal values of  0 for a fLxed time t = 0.1 but for different ime-steps r.
h = 1/20 
h=0 
r = 0.1(1) 
r = 0.05(2) 
r = 0.025(4), 
r=O. l  
r = 0.05(2) 
r = 0.025(4) 
%(1) 
0.174 0.0881 
0.271 0.0360 
0.353 0.0121 
0.143 0.0952 
0.234 0.0411 
0.314 0.0152 
Uo(2) 
0.348 0.0291 
0.394 0.0111 
0.426 0.0122 
0.352 0.0280 
0.402 0.0100 
0.440 0.0033 
%(3) 
0.300 0.0390 
0.403 0.0097 
0.466 0.0017 
0.301 0.0387 
0.405 0.0094 
0.468 0.0015 
Table 2.4. Optimal values of 0 for different time 
step numbers, r = 0.1, h = 1/20. 
ste W 
number 
1 0.174 
2 0.276 
3 0.301 
4 0.309 
5 0.313 
6 0.314 
8 0.315 
10 0.315 
12 0.314 
%(1) Uo(2 ) Uo(3 ) 
0.348 
0.372 
0.374 
0.371 
0.366 
0.361 
0.351 
0.344 
0.339 
0.300 
0.356 
0.370 
0.375 
0.376 
0.376 
0.370 
0.362 
0.356 
(see e.g. [3]) it foUows that the results for a model 
problem with bilinear splines on a square, in this 
respect, has relevance also for more general problems, 
and we thus limit our discussion to this model prob- 
lem: Then 
M 1 
M= 
0 
M 1 . . .  0 
M 0 M 1 • 
M1 MO 
Ko 
K 1 
K= 
0 
g 1 . ' "  
K 0 K 1 
K 1 K 0 
where 
M 0 = 4M 1 . 
M1, K 0 and K 1 are tridiagonal matrices of order n =%/=N 
with entries 
h 2 h 2 
mi, i -  9 ' mi, i -1  =mi , i+ l -  36 
: : .1  ° 1,1 ' = ki, i+ l  
kil, i = 1 1 1 ki, i -1  = ki, i+1 = - -~-  • 
The eigenvalues of h-2M and K are 
1__ (2 + cos pith) (2 + cos qlrh) (3.2) 
9 
and 
2 [(1 -cos pith) (cos qcrh + 2) -f 
+ (1 - cos q~h) (cos p#hj + 2)], (3.3) 
p, q = 1, 2 . . . . .  n, respectively. 
They have the same set of eigenvectors. Thus the 
eigenvalues k of A satisfy 
k = k (r, ~, n) = 114 + 24r + 2 (1 - 3r) (~ + 7) + (1 - 12r) ~n] 
where 
~=cosp l rh ,  ¢ l=cosq l rh .  
Since 
[~[ ,  [~?l<l,  we get (for aii h) 
maxk 31-'+4r' r>l--3 
minx 6-<r<T 
~,~ 
1+12r  
1 + 24r '  
9 0<r< 1 
(3.4) 
For the solution of the linear system 
ALl = 
we use the conjugate gradient method wkh and with- 
out SSOR-preconditioning on the following example : 
we have 
h= 1/10 ,i.e. N= 81 andS= h-2MU0 
The breaking criterion on the iterations are 
Ilr~ll2 < e Hr0H2 , e= 10 -6,  
where r ~ = AU 2 - ~ and U ~ is the approximation at 
the ~-th iterative step. 
In Figure 3.1 we see how the upper bound of  the con- 
dition number varies with r. Obviously we get a method 
with a fixed number of iterations, independent of N if 
we choose a time-step, which depends on h as 
r= r (1 -0 ) - lh  2. From the previous ection we know 
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that a choice r = 0(h 2) is needed in the initial phase, 
if we want the solution in that phase to be accurate 
enough. For such a r we thus get an effectively explicit 
time-integration method by use of the conjugate gra- 
dient method, since the number of arithmetic opera- 
tions at each step is proportional to N. In particular 
for @<r< 1 we get a method which for e = 10 -3 
would only need 2 or 3 iterations, i.e. a work of about 
30 to 45 multiplications and additions. 
We note, in passing, that for a dynamic, i.e. second 
order time-integration (hyp&bolic) problem, it may 
be better not to lump ("diagonalize") the mass matrix 
(which is otherwise a common practice), since in an 
iterative method in this case, where r = r2/h2= 0(1) 
because r = 0(h), the number of iterations is always 
bounded, independent of the number of unknowns N. 
Anyhow, even f i r= r/h 2 -~ ®, h -~ 0, we realize from 
(3.1) and (3.4), that the number of iterations p grows 
with r as 0(rl/2). Thus if r = 0(h), then 
p = O(h -1/2) = 0 (N0"25). 
p 
11 , o ~  (i) 
(~) 
), 
Fig. 3.1. Nmnber of iterations, p and square root of 
the spectral condition number as a function 
ofr.  
(4 )  . . . . .  . . . . . . . . . . .  , ~ . . . . . , , .  . . . . .  
O)  . . . . . . . . .  
(2 )  . . . . . . . . . . .  , . . . .  , . .  - .~- -  . . . . . . . . .  
(1 )  . . . . . . . . . . . . . . .  
Fig. 3.2. Eigenvalues of h-2M + rK for (1), r ; 0; 
"(2) K; (3) r = 1/4 and (4) r= 1 and N= 9. 
Table 3.1. Number of iterations for different values 
ofh. 
h = 1/5 
h = 1/10 
h = 1/15 
h = 1/20 
Au=f"  
KU= [" r = 1/4 r = 1 
2 3 
5 8 
5 11 
5 12 
3 
10 
16 
22 
We now study the distribution of eigenvalues of A for 
different values of r. The eigenvalues of the matrix 
h-2M in the model problem lie in the interval (1/9, 1), 
2 2 4 while the eigenvalues of K are in [2 ~r h + 0(h ), 4]. 
In ftgure 3.2 we show the distribution of the eigen- 
values of h-2M + rK for different values o f t  and 
N = 81. We notice that the eigenvalues for r = ~- are 
better clustered than those for r = 0, and have a condi- 
tion number much smaller than that for M, while the 
eigenvalues for r = 1 seemingly are not clustered much 
better than those of K, but the condition number is 
smaller. 
From Table 3.1 we notice that the number of iterations 
corresponding to the matrix A(r) = h -2 M + ~-  K is 
independent of h already for as large values of h as 
h g 1/10. The quotient between the number of itera- 
tions for A(rl) and for A(r2), r I > r 2 increases until 
an upper bound is reached, when h decreases. 
We now consider the sSOR-preconditioned conjugate 
gradient method (see e.g. [3]). In order to estimate the 
over-relaxation parameter co, we estimate 
/a=max {xTDx/x TAx} 
xeRN (3.5) 
= max {x T (LD -1 L T - ~-- D) x / xTAx } 
xe  g N 
where 
A=D+ L + L T, D=diag(A) 
and L is the lower triangular part of A. From (3.2) and 
(3.3) we get 
1+6r  r>l__ 
1 ( l rh)2+0(h 4) ' 3 1 + (2r-~-)  
24r 0 g r < -~-. 
24r+ (1 + 6r) (¢rh) 2 + 0(h 4) 
/~= 4 .  
9 
4+ 
1+ 
Since the mass matrix is a tensor product of the mass 
matrices in one dimension and the stiffness matrix in 
the plane is a tensor product of the mass and stiffness 
matrices in one dimension, we use the value of 5 valid 
for the corresponding one-dimensional case. Then 
1 1 1 
6 2 r ,  0<r<-g-  
8< 
3 , r>  1__ 
8 + 24r 6 " 
According to the SSOR-theory (see e.g. [3]), the 
estimated optimal value of co is then 
2 
~0 = 1 + ~"'V~" 
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where 
The resulting condition number of the preconditioned 
matrix C -1A, where 
C=(D +L) B71(B d-L T) B i  1 diagCA), , ----~ 
is 
(C-IA) • %/[--~ + ~)gt + 1 (3.6) ~-. 
In the test example with N = 81, co o is a good approxi- 
mation of the optimal value of co. In Table 3.2 the 
number of iterations for different values of co and r 
as well as the value of COO and the corresponding num- 
ber of iterations i  found. 
We notice that we get at most one extra iteration for 
co o than for the optimal value of co, and that the num- 
ber of iterations varies minor for 1__ • r • 1_. 
6 3 
Finally Table 3.3 shows the small increase of the num- 
ber of iterations for a freed r, when h decreases. 
Comparing tables 3.1 and 3.3 we notice, as expected, 
that the gain with the SSOR-preconditioning is largest 
for small values of h and for the larger values of r, when 
(A) is largest. Since the computational complexity in 
the SSOR preconditioned method is approximately 
33 Z larger (in this example with bilinear splines) than 
in the pure conjugate gradient method, we notice that 
there is a gain in computational effort except for the 
smallest value of h. 
Observe in particular the small number of iterations for 
r • 1. If e = 10 -3 at most 3 iterations are to be expect- 
ed. 
Table 3.2. Number of iterations 
co 0.6 0.7 0.8 0.9 1.0 1.1 1.2 
r 
0 6 5 5 5 5 
0.05 5 5 4 4 4 4 
0.1 4 3 3 4 
0.15 4 3 3 3 3 
0.2 4 3 3 3 3 3 
0.25 4 4 3 3 3 3 
0.30 4 4 4 3 3 3 
0.35 4 4 3 3 
0.40 4 3 3 
0.45 4 4 
0.50 5 5 4 4 4 4 
1.0 6 5 5 
2.0 6 
4.0 
8.0 8 
10.0 8 8 
16.0 9 8 
6 
5 
4 
3 
3 
3 
4 
4 
4 
As r -* - the number of iterations grows according to 
the SSOR-theory (see (3.5) and (3.6))as 0 (r0"25). Thus 
if r=0(h), i.e. r = 0(h-l), the number of iterations 
grows as 0(h -0"25) = 0(N0"125), that is, a very small 
increase with the number of unknowns. 
We have thus found that iterative solvers based on the 
preconditioned conjugate gradient method are very 
advantageous for time-dependent elliptic problems. 
A further advantage, which we have not made use of 
in this report, is that in such problems a good initial 
approximation ata certain time, which may easily be 
calculated by use of the already calculated values of 
the solution at some previous times, may even further 
decrease the number of iterations. 
4. NUMBER OF ITERATIONS FOR A NONLINEAR 
PROBLEM 
Let us now consider the nonlinear problem 
~t i---1 -~ i  a ([Vu[2) + g(x, t,u) , 
xe~c R n , 
with initial condition u(0, x) = u 0 (x), x e £Z and for 
t > 0 given boundary conditions, for ease of notation 
assumed to be homogeneous. 
We assume that 
a(~) ~ m > 0, a(~) +2a '~ ~ ;* 0, ~= [Vul2 e R + 
and that ag • 0. (4.1) au 
Number 
1.3 1.4 1.5 1.6 co o of itera- 
tions 
6 6 
4 
4 
4 
4 
4 5 
5 5 6 
6 5 6 
7 6 7 
7 7 7 
7 7 7 
8 8 8 
7 
8 
8 9 
8 9 
1.246 6 
1.147 5 
1.115 4 
1.107 3 
1.080 3 
1.047 3 
1.022 3 
1.012 3 
1.023 3 
1.034 3 
1.044 4 
1.124 5 
1.213 6 
1.294 6 
1.355 7 
1.370 7 
1.395 8 
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Table 3.3. Number of iterations for different values of h 
h= 1/5 
h=l/10 
h =1/20 
r = 1/4 
r = 1/2 
r= l  
r=2 
r = 1/4 
r = 1/2 
r= l  
r=2 
r = 1/4 
r = 1/2 
r = l  
r=2 
0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 
3 3 3 3 3 3 3 4 
4 4 4 3 4 4 4 5 
5 5 4 4 4 4 5 5 
5 5 5 5 5 5 5 6 
4 3 3 3 3 3 4 4 
5 4 4 4 4 4 5 
6 5 5 5 5 6 
6 6 5 6 
4 3 3 3 3 3 
6 5 5 4 4 4 5 
7 7 6 6 5 4 5 6 
8 8 7 6 6 6 
1.5 w 0 iter. 
1.023 3 
1.001 3 
1.036 4 
1.070 5 
1.047 3 
1.044 4 
1.124 5 
1.213 6 
1.054 3 
1.056 4 
1.151 5 
1.265 6 
By use of a one-step (stable) time integration method 
like the so-called 0-method or like a semi mplicit 
Runge-Kutta method, we get approximations of the 
solution at discrete points on the time axes,0,r 1:1 + r2, 
.... "where ri > 0 are the time integration steps. 
It is apparent that, without limitation to the present 
study, we may consider the single interval [0, r]. Al- 
though the solution methods we will use are more 
generally applicable, for ease of presentation we choose 
a specific method, the 0-method. Then 
u( r ) -u (O)=r(~ a (alVffl2 a~" )+g(x,~,~)} 
ax i ax i 
where (4.2) 
~= (1-0)u(r)+0u(0), ~= (1-0)r. 
Let 
(u ,v )=~ uvdx ,  u, veL2(~) .  
The variational formulation of (4.2) is 
b(u, 7) = [u(r) - u(0), 71 
n w 
+ r {1ZI.= ~ a(IV ~12) axiaU axia¢/ dx 
-~  g (x,7, u--) 7dx)  =o 
0 1 
V 7 e V ¢ H (~) = {v; v e Hl(k~) satisfying the 
ess. b.c's } 
It is easily shown (see e.g. [5]) that b(u,7) is the direc- 
tional gradient, 
lira -2-1 [f(u + or/) - f(u)] 
of the functional 
1 f[u (r)] = T [u (r) - u(0), u(r) - u(0)] 
+ ~ ~ [@ a(IV-ul2)-'/(x,~, u--)] dx 
where 
a" (~)--a(~); a~(u) (x,V,u). u =g 
(4.37 
For the numerical calculation of Can approximation of) 
u(r), we have to discretize in space K n as well. This is 
done with the help of finite element approximations. 
Thus let (~i(x) }N=I be the corresponding basis func- 
tions (continuous piecewise polynomials). Then we 
restrict f to the finite dimensional subspace VN c V, 
N 
v N = {u(r) ; u(r) = iZ=l ci(r ) ~i(x), c i ~ R} 
and we denote ci(,) = q ,  ci(o)=o ° 
In general we have also to approximate he integrals in 
(4.37 by numerical integration. For piecewise linear 
basis functions, which we assume for simplicity, only 
f7  may have to be approximated. 
Thus let the approximation of f ~/dx be 
f/ 
q 
e k=l~ wke 7(x,y,K) lx=x ~ 
where the sum is extended over all finite elements (e) 
and on each of them a q-point numerical quadrature 
formula is used. The corresponding functional, so 
achieved is denoted by f'=~ (cl). In the following we 
understand that f is replaced by the chosen quadrature 
f~ 
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formula. The gradient of f'is 
M (J - c °) + r [K (~-) ~- - G (r, ~)] (4.4) 
where 
M = [(¢i' ¢i7]' the mass matrix 
K = K (r) = [ j" a ([ V~I 2) V ¢? VV i dx], the stiffness 
~2 J 
matrix 
and 
G (7, ~) = ( g (~, z, ~) ~i d~. 
£/ 
The Hessian of ~ is 
a2f"(u--) ] 
H=,H(~)=[ Bc lac 1 
I j 
At each time step we have to calculate numerically 
a zero of (4.4). This is equivalent to calculating the 
un ique  min imizer  o f / '  (cl), since, as we win  see,  
condition (4.1) implies that H is (uniformly) positive 
definite. 
In the following c I will be calculated by 
(i) the SSOP,-preconditioned conjugate gradient 
method and 
(ii) the Newton method. 
Both of these rn_.~ke use of second order information, 
i.e. of H, which accordingly have to be updated at each 
new iteration. It is well known and easily seen that each 
step of Newton's method for the calculation of c I is 
equivalent to the calculation of a minimizer of a quad- 
ratic ftmctional, where the (constant) Hessian is calcu- 
lated as its value at the hst Newton iteration approxi- 
mation of c 1. 
In the following some tests of these methods will be 
presented; for simplicity only one-dimensional ex- 
amples have been chosen, Le. n = 1. We compare the 
number of times the Hessian have been updated in the 
different methods, and the condusious are then of 
some relevance for higher dimensional problems. 
We thus consider a two-point initial boundary value 
problem, with equal "elements", Le. intervals of size 
h = 1/(N +17. Then with x k the node points and ~k 
a point in the open interval (x k, x k +17, e.g. 
~k,= 1 (x k + Xk +1),we have be6n using the trape- 
zoidal quadrature method, 
1 (c I_cO)TM(c I c o ) , ~(C17 =-~-- 
r h ~ ( lag l~) -  [7(x,-Lg-)lXk+'r (x,¥,~)lXk + +. ~ "2- k 
Similar expressions are valid for other quadrature 
methods, tin the numerical tests in Section 5, a two 
point Gaussian quadrature is used. No numerical error, 
due to quadrature will then occur 7. 
Further we get 
N au  2 , 
KCc-) = h kZ_ 0[a(IT~---I ) ¢i "¢j ]l~k 
~-)lxil, , G(T, g) = h[oig(x, Y, LOi = 1, 1 < i < N 
since ¢i(Xk) = 6ik (the Kronecker-deka). 
Finally, the Hessian of f'is found to be 
H = M + r(1-0)h{k~0 [ a([ a)-~Kx 127 
ax laff 12] + 2a" ([ ff[2 7 ~-x ] "~kl[¢i ¢j'] I~ k 
+ [ aiiaa---gu (x' ~' u 7 Ixi 6ij]} " 
It is readily seen that H is a tridiagonal and positive 
definite matrix. 
5. NONLINEAR TEST EXAMPLES 
Let the material coefficient 
a (~)= ~" +1, 
and the source term 
g(x,t,  ~7=-~ + go(x, t 7. 
We determine go such that 
u (x , t )=(1-x )xexp( - t ) ,  0gxg l ,  t>0 
is a solution and we fmd 
go (x, t) = 6(1 - 2x) 2 exp (- 3t) +2 exp (-t 7. 
We let the initial function 
uoCx ) = (1 - x )x  
and 8 = 0.2. The following number of iterations resulted. 
We observe that r = (1-0 7 r /h 2 (cf. Section 3). 
The three figures denote in the given order 
(i) the number of Newton or conjugate gradient steps 
until 
I f'( ui)-f'(ui-1) ~el, • 1=0.5.10 -3 ~'(u o) 
where u 0 = [u0(xk) ] is the initial approximation 
for the iterations and u i are the ¢-g iterates. 
Since the graph of r is a fairly flat curve, the 
minimizer (and thus the gradient) will change 
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Table 5.1. Number of iterations 
r = 1/320 (r = 1/4) 
h = 1/10 ¢ = 1/80 (r = 1) 
r = 1/8 (r = 10) 
h = !/20 
r = 1/320A(r = 1/4) 
r= 1/320 (r= 1) 
r = 1/32 (r = 10) 
With preconditioning 
63= 
0.9 1.0 I . i  1.2 1.3 
1,1,3 1,1,3 1,1,3 1,1,3 1,1,3 
2,1,4 2,1,4 2,1,4 2,1,4 2,1,4 
3,2,9 3,1,8 3,1,7 3,1,7 3,1,7 
1,1,3 1,1,3 1,1,3 1,1,3 1,1,3 
1,3,5 1,3,5 1,2,4 1,2,4 1,2,4 
2,4,9 2,3,7 2,3,7 2,2,6 2,2,6 
Without 
precond. 
1,3,5 
2,3,8 
6,0,14 
1,3,5 
1,6,8 
2,8,19 
Newton's 
method 
2,0 
2,0 
2,1 
1,1 
1,1 
2,1 
relatively more than the functional, close to the 
minimizer. Thus we finish with a test of the relative 
change in the norm of the gradient. 
(ii) U v f'(u ~2). II < e2 ' e2 = 2.5.  10 -3 
,, v ~'(u xl) II 
where iI is the number of conjugate gradient steps 
during phase (i) and i 2 is the conjugate step number 
when the breaking criterion (ii) is satisfied. The second 
fgure given is i 2 - i 1. Since each conjugate gradient 
step for a nonlinear problem needs ome line searches, 
we also give the total number of line searches (except 
of course for Newton's method) until 
(iii) ~'(~i)_ g(~i--1) I 
~'(~ i -  1) ~ e3, e3 = 10-5 
where ~i are line search iterates. 
Newton's method seems to be quite competitive. The 
inithl approximation i  this example is also accurate, 
which means that we have quadratic onvergence. 
Observe, however, that in a plane or three-dimensional 
problem, each Newton step requires the solution of a 
new large sparse system of equations, whereas the con- 
jugate gradient method at each step only requires 
matrix-vector multiplications. Actually, the linear sys- 
tem at each Newton step is advantageously olved by 
a preconditioned conjugate gradient method (c£. Sec- 
tion 3 and [ 5]). 
We have also made a comparison of the actual error 
after full iteration.to the demanded accuracy, as in 
Table 5.1, with the error after only one Newton itera- 
tion. In f~res  5.1, 5.2 we give the error for different 
values of 0 as a function of x, with full iteration and 
only one iteration, respectively. 
Wenotice the interesting result hat for 0 = 1/2 we get 
better esults after only one iteration than with a fur 
number of iterations. 
In figures 5.3 we give the maximal errors 
max [ u (jh, t) - uj k [ • 10 4 as a function of t = k¢, 
J k=1,2  .... 
• 0 0] 0 32 
J ~ 0=0 
Fig. 5.1. Error lu(x, r) - ~1.10 4 as a function ofx.  
Full iteration. 
• 10 4 
2, 
0=0 
~' - " '~  0-0.32 
) x 
Fig. 5.2. Error iu(x, r) - ~ I. 104. 
One iteration. Newton. 
That 0 = 0.32 gives much better esults than 0 = 0.5 
is again clear. One also finds that using only one itera- 
tion for 0 = 1/2 gives a smaller error (but we do not 
show that result in the figure). 
Let us now consider aproblem with a discontinuous 
initial function u0(x ) = u(x, 0) = 1. 
Let 
a (l') = v~ + 1 
and g(x, t, u) -- 0. We will use v = 0.01, 1, 10 in order 
to test the influence of different degrees of nonlinearity. 
We choose h= 1/20, r= 0.001. From the linear problem 
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• 10 4 
Fig. 5.3. Maximal error m.ax [u(jh, t) -u;kl • 104. 
Full iteration. J J 
in Section 3 we know that for r =0.214 we will get 
few iterations in the conjugate gradient method. 
Thus since 
r= (1-0) r /h 2 
we choose 0 = 0.465. The breaking criterions are 
e I = 0.5- 10 -3, e 2 = 0.05, and e 3 = 2.5 • 10 -3 
respectively. 
For the line searches, however, we use 
(iii') iY(~i)- f '(~i-1) • e 3. 
?'(u 0 ) 
Table 5.2. Number of c-g steps, and function evaluations; h = 1/20, r = 0.001, 0 = 0.465. 
l, =0.01 
t= 10 -3 
t= 2.10 -3 
t= 3.10 -3 
t= 4.10 -3 
~o= 0.~ 
3,2,8 
3,2,8 
3,2,6 
3,2,6 
12,8,28 
0.6 
3,1,7 
3,2,8 
3,2,6 
3,1,4 
12,6,25 
o.7 
3,1,7 
3,2,8 
3,1,5 
2,1,4 
11,5,24 
0.8 
3;1,7 
3,2,8 
2,1,4 
2,1,4 
10,5,23 
where ~1 are line search iterates. 
In Table 5.2 we again give the numbers il, i 2 - i  I and 
the total number of line searches. 
The number of iterations varies little with co and, as 
expected, decreases slightly with t, since the solution 
is smoothed out and since better initial approxima- 
tions are used at each time step. 
The increase in the number of iterations with in- 
creased egree of nonlinearity is not pronounced as 
far as the number of conjugate directions is concerned. 
Note, however, that the number of function evalua- 
tions increases more rapidly. 
It is thus natural to test if all the line searches are 
really needed. For this reason we show how the value 
of the functional changes at the different search direc- 
tions. For each search direction we give the change 
in the functional with five line searches (by Newton's 
modified method for one unknown variable). We then 
compare with the change in the functional if we do 
only one line search for each conjugate direction (the 
polygonal curve, see figure 5.4). Apparently, the addi- 
tional decrease of the functional in the first case, is 
not great enough to outweigh the additional function 
evaluations. 
1.0 
3,2,8 
3,2,8 
2,1,4 
2,1,4 
0,6,24 
1.1 
3,2,8 
3,2,8 
2,1,4 
2,1,4 
10,6,24 
1.2 
3,2,8 
3,2,8 
2,1,4 
2,1,5 
10,6,2 
0.9 
3,1,7 
3,2,8 
2,1,4 
2,1,4 
10,5,23 
1.3 
3,2,8 
3,2,8 
2,2,5 
2,2,5 
10,8,26 
~=1 
t= 10 -3 
t= 2.10 -3 
t= 3.10 -3 
t= 4.10 -3 
co= 0.5 
5,3,17 
6,5,22 
4,3,13 
5,3,15 
20,14,67 
0.6 
5,3,17 
6,5,20 
4~3,i3 
5,3,15 
20,14,65 
0.7 
5,3,17 
6,4,19 
4,3,13 
5,4,16 
20,14,6. ~ 
0.8 
5,3,17 
5,4,19 
4,3,13 
5,4,16 
19,14,65 
0.9 
5,3,18 
5,5,18 
4,4,15 
5,3,15 
19,15,6( 
1.0 
5,3,18 
5,4,18 
5,4,16 
5,3,15 , 
20,14,6, 
1.1 
5,3,18 
5,4,19 
5,4,15 
5,3,15 
20,14,6 c,
1.2 
5,5,21 
6,4,20 
6,4,18 
5,3,16 
22,16,7 
1.3 
v= i0 
t= 10 -3 
t= 2.10 -3 
t= 3.10 -3 
t= 4.10 -3 
oJ=0.5 
7,6,32 
5,7,27 
4,4,17 
6,3,23 
22,20,99 
0.6 
7,5,27 
4,6,24 
4,4,17 
6,4,23 
21,19,91 
0.7 
7,5,26 
4,6,24 
3,4,15 
6,5,24 
20,20,89 
0.8 
6,5,25 
4,5,22 
3,3,13 
5,4,21 
18,17,81 
0.9 
6,5,27 
4,7,22 
3,4,16 
5,4,21 
18,20,86 
1.0 
6,5,26 
5,8,29 
5,10,30 
5,4,20 
21,27,105 
1.1 
6,6,29 
4,7,24 
7,10,41 
5,4,21 
22,27,115 
1.2 
6,5,27 
3,5,22 
6,10,34 
4,3,18 
19,23,10~ 
1.3 
7,10,38 
5,9,29 
7,10,39 
8,7,32 
"27,26,138 
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2, 
~0-7.51,h 
. . . .  I . . . .  i . . . .  1 . . . .  , . . . .  i . . . .  i . . . .  ! . . . .  '1 
1 2 3 ~, 5 6 7 8 
Fig. 5.4. The value of the functional after dif- 
ferent search directions with five and 
one line searches respectively. 
We have already remarked that we have two break- 
ing criterions, at first on the relative change in the 
functional, then when the first is satisfied also on 
the relative size of the gradients. In Table 5.3 we 
have marked the change from one breaking criterion 
to the other. Again we notice that most of the func- 
tion evaluations are done for the Fxrst search direc- 
tions, when the solution will never become very 
accurate anyway. 
Thus fmaUy we made a test with only one line search, 
see Table 5.4. The solution was found to be the same 
to 3 digits as with several iterations. 
Table 5.4. Number of c-g steps with only one line 
search h = 1./20, v = 1, ¢o = 1, r = 10 -3. 
t = 10 -3 
t = 210 -3 
t = 310 -3 
t -- 410 -3 
5 ,3 ,8  
7, 8, 15 
5 ,3 ,8  
7 ,6 ,13  
24, 20, 44 
The number of conjugate gradient steps has only in- 
creased slightly. 
In conclusion we note that the preconditioned con- 
jugate gradient method for the numerical solution of 
the nonlinear system of equations which has to be 
solved at each time-step, is quite competitive ven 
for problems with a high degree of nonlinearity. There 
seems to be no reason to do more than one line search 
at each conjugate direction. 
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Table 5.3. Value of functional and gradient and number of Newton iterations during the lille searches. 
h= 1/20, 60= 1, T= 10 -3 . 
P = 0,01 
0,04882 1.13 10 -2 
0.04862 7,21 10 -4 
0,04862 2,54,10 -5 
0,04862 1,51,10 -6 
0,04862 5,72 10 -8 
Ne~ 
ton 
iter. 
3 
2 
1 
1 
1 
v= 1.0 v= 10 
~i IIv ~ili 
0,904 0,297 
0,357 0,134 
0,234 2,3510 -~ 
0,223 5,9510 -2 
0,222 1,37:10 -2 
0,222 5,33 10 -4 
0.222 1.19 10 -4 
0.222 5.36.10 -5 
New- 
ton 
tier. 
5 
3 
3 
2 
2 
1 
1 
1 
Ti II v ~i II 
8.593 3,02 
1.647 1,03 
0,7727 0.280 
0,5436 0.139 
04808 6.43 10 -2 
0.4614 3,2310 -2 
0.4567 1.29.10 -2 
0,4557 6.25.10 -3 
0,4554 3.70.10 -3 
0.4553 2.31 10 -3 
0.4553 1.06.10 -3  
N e w -  
t o n  
i te r .  
5 
5 
4 
2 
2 
2 
2 
1 
1 
1 
1 
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