The main tool used in the investigation of Vassiliev knot invariants is the Hopf algebra of chord diagrams CDL1]. This algebra, simple as it seems at rst sight, upon a closer examination proves to be a rather complicated object. It is su cient to say that, up to now, the number of its primitive generators is known only in degrees no greater than 9.
1 Main results
Forest algebra
Denote by A the subalgebra in the Hopf algebra M of chord diagrams generated by the classes (modulo only four-term relations) of all diagrams whose intersection graph is a forest. Theorem 1. The Hopf algebra A is isomorphic to the polynomial algebra Z x 1 ; x 2 ; : : :], where the grading of every x n is n.
The four-term relations induce the following relations in A.
Proposition 1. Let F 2 A be an arbitrary forest. Consider three graphs F 0 , F 0 and F 0 0 with the same set of vertices and with the set of edges modi ed with respect to the set of edges of F according to the choice of an edge e in F and one of its endpoints A. Namely, F 0 di ers from F only in that the edge e is deleted, F 0 has all the edges incident with A in F shifted to the other endpoint of e, and F 0 0 is obtained from F 0 again by deleting e. 
where the edge drawn vertically is e and its upper endpoint is A.
Proposition 1 follows from two statements proved in CDL2]: Lemma 2 and Remark in section 3.6.
The two last terms in (1) are non-trivial products. Therefore, the two rst terms are equivalent modulo the subspace spanned by the decomposable elements. It is easy to see that any two trees with n vertices are equivalent with respect to this equivalence relation, hence the dimension of n-th grade primitive space in A is at most 1. To nish the proof of the Theorem 1, it remains to specify a non-zero primitive element in each grading n.
Proposition 2. Denote the tree r r r : : : r r | {z } n vertices by a n . Let J be a subset of edges of a n , and a n;J be the forest obtained from a n by deleting the edges from J. Then the element p n = X J (?1) jJj a n;J (sum over all subsets, including the empty one) is a primitive element in A n . Proof. The rst formula is just another way to write the formula of A is the empty graph. We will denote it by 1.
Identifying the primitive element p n 2 A n with the Young diagram : : :
we obtain an isomorphism of the forest algebra A with the Hopf algebra of Young diagrams (see Gei] , Zel]).
Hopf algebra of weighted graphs
Assigning to every chord diagram its intersection graph, D 7 ! ?(D), we obtain a mapping ? from the set of all chord diagrams to the set of graphs.
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We have seen that in the module generated by all chord diagrams modulo the four term relations, there is a natural structure of a Hopf algebra, and this structure is important in the study of Vassiliev invariants.
It is thus a natural idea to de ne a structure of Hopf algebra in the module spanned by all graphs in such a way that the mapping ? would become a homomorphism of bialgebras. Now, there are obvious operations on graphs that mimic the multiplication and comultiplication of chord diagrams. The product of two graphs is just their disjoint union, while the coproduct of a graph G is obtained as the sum of all terms G 0 G 00 , where G 0 and G 00 are two full subgraphs of G whose vertex sets constitute a splitting of the vertex set of G. This makes the free module generated by all graphs into a Hopf algebra G.
Of course, the bare mapping ? de nes no algebra homomorphism because it is not compatible with the four term relations. To obtain a correctly de ned homomorphism, we have to replace the target algebra G by a quotient G=S, where S contains S 0 , the ideal generated by the images of all four term relations. The problem is to nd an ideal S S 0 which allows a lucid description in terms of graphs and which is small enough so that the quotient G=S remains substantial.
One of the possible solutions is to consider the submodule in G generated by all chromatic relations (these are, up to a change of sign, relations satis ed by the chromatic polynomial, see below). It turns out, however, that in this case the remaining quotient is too small (as a Hopf algebra, it is generated by one primitive element). The reason of this phenomenon is that the chromatic relation is not compatible with the standard grading in the graph algebra (by the number of vertices). Quite remarkably, a close relation, considered in a larger algebra | the one freely generated by weighted graphs | becomes homogeneous, and the graded structure of the free algebra descends to the quotient modulo these relations.
In what follows, we call this quotient algebra the algebra of weighted graphs and denote it by W. The algebra of weighted graphs is an example of a more ample quotient algebra of M, having 1 primitive generator in every degree.
Another, and probably more important application of the algebra W is that it yields a series of pre-invariants for chord diagrams ( Usual graphs without loops and multiple edges can be treated as weighted graphs with the weights of all vertices equal to 1.
We will use two natural operations on weighted graphs with a distinguished edge: deletion and contraction.
If e is an edge of the graph G, then the new graph G 0 e is obtained from G by removing the edge e. The weights of the vertices do not change. This is what we call deletion.
The contraction G 00 e of an edge e is de ned as follows: 1) The edge e is contracted into a vertex v of the new graph G 00 e ;
2) If multiple edges arise they are replaced by unique edges;
3) The weight w(v) of the vertex v is set to be equal to the sum of weights of the two ends of the edge e in G; weights of other vertices do not change.
De niton. The weighted chromatic relation is the relation G ? G 0 e ? G 00 e = 0;
where G is an arbitrary weighted graph and e its arbitrary edge.
We set W n to be the Z-module generated by all weighted graphs of weight n modulo all weighted chromatic relations. We set W = W 0 W 1 W 2 : : :.
De nition. The Hopf algebra of weighted graphs is the module W over Z with the following operations of multiplication and comultiplication: We set
The sum is taken over all subsets J, and G J is the full subgraph of G with vertices in J;
3) unity is represented by the empty graph; 4) counity is the coe cient of the empty graph in the canonical expansion of an element.
We omit a purely technical veri cation of the correctness of this de nition.
Theorem 2. The subgroup of primitive elements of W n is isomorphic to Z and freely generated by the graph i n with one vertex of weight n. This labelling induces the labelling of each summand a n;J of the formula p n = X J (?1) jJj a n;J :
We have to prove that (p n ) = p n 1 + 1 p n :
Note that (a n;J ) = X n 0 +n 00 =n a n 0 ;J 0 a n 00 ;J 00 :
Moreover, each graph a n 0 ;J 0 and a n 00 ;J 00 that appears in this formula has a natural labelling of its vertices induced by the labelling of a n;J .
For example, r r r So, (p n ) is a sum of terms a n 0 ;J 0 a n 00 ;J 00 with coe cients 1, where the vertices of graphs a n 0 ;J 0 and a n 00 ;J 00 are labelled by the indices f1;2;:::;ng. Now x a labelled monomial in the tensor product, for example r r 1 3 ( r2 ) 9 and let us look at all the summands a n;J which contribute a term a n 0 ;J 0 a n 00 ;J 00 equal to this labelled monomial.
A pair (v 0 ; v 00 ) of vertices of the graphs a n 0 ;J 0 and a n 00 ;J 00 will be called a boundary if v 0 and v 00 are labelled by consecutive integers. Let B be the set of all boundary pairs. In our example B = f(1;2);(3;2)g. Let J 000 be a subset of B (possibly empty). We will build the graph a from the graphs a n 0 ;J 0 and a n 00 ;J 00 by adding certain edges that connect the vertices of the boundary pairs from J 000 . It is obvious that any graph a n;J such that the term a n 0 ;J 0 a n 00
;J 00 appears in (a n;J ) may be constructed as graph a for some J 000 .
In our example, J 000 is one of the four sets:
;; f(1;2)g; f(3;2)g; f(1;2);(3;2)g Now suppose that the graph a n;J is constructed from the graphs a n 0 ;J 0 and a n 00 ;J 00 with the help of some subset J 000 B. Then the sign of the graph a n;J in the formula p n = X J (?1) jJj a n;J :
is equal to (?1) This fact has the only exception, viz. when B is empty. This exception corresponds to the two terms p n 1 and 1 p n of (p n ) that do not cancel.
This completes the proof of Proposition 2.
Proof of Theorem 2
First of all we give a more invariant de nition for the mapping C extended to the set of all weighted graphs. Put
where the sum is taken over all spanning subgraphs of the graph G and the product is taken over all connected components i of . (A spanning subgraph is a subgraph whose set of vertices coincides with that of the whole graph. Thus, the spanning subgraphs of a graph G are in a one-to-one correspondence with the subsets in the set of edges of G). Now we prolong C by linearity to the Z-module freely generated by all weighted graphs. We claim that this mapping descends to the quotient algebra W and de nes an isomorphism between W and Z s 1 ; s 2 ; : : :] (also denoted by C in the sequel). We have to check four things about the mapping C: 1) that it satis es the weighted chromatic relation, 2) that it is multiplicative, 3) that it agrees with the grading in W and in the polynomial ring, where the degree of every x k is k, and 4) that it is one-to-one. 1) Let G be an arbitrary weighted graph and e an arbitrary edge of G.
We are going to prove that C(G) = C(G 0 e ) + C(G 00 e ):
There exists a natural one-to-one correspondence between subgraphs of G 0 e and those subgraphs of the graph G that do not contain the edge e. Thus where the sum in the left hand side is taken over all spanning subgraphs 0 e of the graph G that do not contain the edge e and t( 0 e ) denotes the corresponding product.
We are going to prove that the other part of the sum for C(G) is equal to C(G 00 e ). Let 00 be a spanning subgraph of the graph G 00 e . Let b be an edge of the graph 00 which is twice covered by the edges of graph G in the process of contraction. The pre-image of b under the contraction thus consists of two edges that form a triangle together with the edge e. A spanning subgraph of G which is contracted to 00 and contains the edge e may either contain any of the two preimages of the edge b or both of them. So the spanning subgraph 00 of G 00 e corresponds to 3 k spanning subgraphs of G containing e, where k is the number of twice covered edges in 00 .
Mark an edge in each triangle in G that contains e. We have three possibilities for the preimage of each twice covered edge. Two of these possibilities correspond to one and the same rst Betti number of the covering graph. The third one gives a graph whose rst Betti number di ers from this value by one. Thus, the products for two of the three possibilities mutually cancel, and we obtain a one-to-one correspondence between spanning subgraphs of
