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ABSTRACT 
In this paper, three techniques for impro- 
ving the performance of discriminator detec- 
tion of digital FM are presented : in the 
first one use is made of detection theory to 
develop an efficient scheme for detecting the 
occurence of a click and for correcting its 
effects in the demodulated signal. The second 
technique is used to combat the triangular 
noise. An improvement of the signal to noise 
ratio in the decoder is achieved by filtering 
the demodulated signal. The interest of the 
proposed method lies in the use of partial 
response encoding technique in the receiver 
to perform this filtering operation. Finally, 
the third technique counteracts non-linear 
distortion by taking advantage of maximum 
likelihood sequence estimation. It leads to a 
reduced state Viterbi decoder. At the end of 
this paper, a specific example is given where 
these three methods are successfully applied 
at the same time. 
INTRODUCTION 
Narrowband digital FE1 achieves both power 
and spectral efficiency. Power efficiency is 
due to the constant envelop property of the 
transmitted signal which allows the use of 
amplifiers near their saturation point. 
Spectral efficiency can be obtained by 
filtering the baseband signal before modula- 
tion. This approach has formed the basis of 
many studies in the past such as duobinary E'M 
[l 1, GMSK, GTFM [2] and more generally CPM 
Limiter-Discriminator detection of digital 
FM is often used because of its simplicity 
and its robustness in the presence of fast 
fading or frequency shifts (see [ 11, [ 2 3 and 
r4 - 61) .  However the noise at the discrimi- 
nator output is not white nor Gaussian [ 8 ] ,  
19 1. At the receiver side, the transmitted 
signal may be corrupted by three types of 
disturbances : 
[3 1. 
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1) the "triangular noise" the power spectral 
density of which is proportional to f2, 
2) an impulse noise called the click noise, 
for low carrier to noise ratio (CNR), 
3)  non-linear distortion due to the narrow 
bandwidth of the receiver IF filter. 
In this paper, we present three baseband 
processing techniques which can be used to 
improve the receiver performance in the 
presence of each disturbance. They may be 
used separately or combined in the receiver. 
In the first one use is made of detection 
theory to develop an efficient scheme for 
detecting the occurence of a click and for 
correcting its effects in the demodulated 
signal. The second technique is used to 
combat the triangular noise. An improvement 
of the signal to noise ratio (SNR) in the 
receiver is achieved by filtering the demodu- 
lated signal. The interest of the proposed 
method lies in the use of partial response 
encoding technique in the receiver to perform 
this filtering operation. Finally the third 
technique counteracts non-linear distortion 
by taking advantage of maximum likelihood 
sequence estimation. It leads to a reduced 
state Viterbi decoder. At the end of this 
paper, a specific example is given where 
these three methods are successfully applied 
at the same time. 
DIGITAL FM SYSTEM AND TRANSMISSION MODEL 
The digital FM system under study is shown 
in figure 1. The source symbols are binary 
, equiprobable and independent. P = + l i  he transmitter consists of a correlative 
level encoder 7 j, a shaping filter (transfer 
function HSH(f)) used t o  limit the signal 
bandwidth, and a frequency modulator. The 
transmission is corrupted by an additive 
white Gaussian noise n(t) with the one-sided 
power spectral density No. At the input of 
the receiver, the signal x(t) can be written 
as : 
x(t)= cos [2Tfot+2rfd/ b (t)d I+ n(t) 
where S is the signal power, f o  is the 
carrier frequency, b(t) is the modulating 
signal and fd is the peak frequency devia- 
t 
(1) --oo 
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tion. If the bit rate is 1/T, the modulation 
index is defined as h = 2fdT. 
The receiver consists of an IF filter (the 
transfer function of which is denoted by 
BIF(f)), a limiter, a discriminator, a low- 
pass filter (transfer function : HLp(f)) 
which limits the bandwidth to that occupied 
by the modulating signal, and a decoder. At 
the output of the low-pass filter, the signal 
z(t) can be written as : 
z(t) = b'(t) + nt(t) + nc(t) ( 2 )  
In the above expression b'(t) denotes the 
digital signal, nt(t) the triangular noise, 
and nc(t) the click noise. 
The difference between b'(t) and b(t) 
represents the non-linear distortion caused 
by the use of a reduced bandwidth IF filter. 
This signal b'(t) is first corrupted by a 
noise component nt(t) called the triangular 
noise. Assuming a linear approximation of the 
demodulation process (valid for high CNR), 
the triangular noise results from the filter- 
ing process of a white Gaussian noise n(t), 
by the IF filter and the discriminator. Its 
power spectral density is then : 
It is well known [ 8 - 9  1 that, at a low 
carrier to noise ratio (CNR 6 10 dB) an 
impulse noise appears. This noise component 
is characterized by the occurence of spikes 
which are called "clicks". In the following, 
we assume that the clicks have a -Gaussian 
temporal shape : 
( 4 )  
t2 
T )  cl(t) = cx exp ( - 
In the next section, we show how clicks 
can be detected and corrected after demodula- 
t ion. 
CLICK DETECTION AND CORRECTION SYSTEM 
Click detection can be performed using the 
approach suggested in 115 1. The main diffe- 
rence here is that use is made of the know- 
ledge of the transmitted signal. Let us 
assume that the demodulator output is the sum 
of three components:the digital signal b(t) 
(or b'(t) if non-linear distortion has to be 
taken into account), the triangular noise 
nt(t) and clicks cl(t) which have to be 
detected. Thus, the click detection problem 
involves detecting the presence of a specific 
signal cl(t) in a noisy signal. The detection 
noise comprises two components : 
This problem may be viewed as a two- 
hypotheses problem well-known in detection 
theory. The two hypotheses are : 
H i  = click Occurence 
Among the existing criteria, the one which 
involves maximizing the detection SNR is used 
here. This maximization can be carried out by 
using a filter D(f). The detection signal 
power at the decision time to = 0, is given 
by : 
;y(t) = Cl(t)+ndet(t) 
i Y(t) ndet(t) H, = no click. 
In the above expression, * is the 
convolution operator. cl(f) and D(f) denote 
respectively the Fourier transforms of cl(t) 
and D(t). 
The detection noise is defined by 
Ndet = )T>D(f) 1 ndet (f) df (6) 
where ndet(f) is the power spectral density 
of ndet(t)* 
Following Schwartz's inequality, the 
detection SNR can be upperbounded by : 
cl(f) 
the equality is achieved for D(f)=- 
ndet(f) 
The detection filter is then defined by : 
cl(f 1 . _  
D(f) = 
f-: 
Where B(f) denotes the power spectral density 
of the digital signal b(t). 
Equation (7) shows that the detection SNR 
upperbound depends on the power spectral 
density of the digital signal b(t) through 
ndet(f). It is interesting to note that the 
upperbound can be maximized by reducing the 
power spectral density of b(t) for low 
frequencies. 
The filter output is then compared to two 
thresholds (one positive and the other 
negative). In order to take into account the 
time duration of the filter impulse response, 
several processings are made within a deci- 
sion unit : each time a non-zero value is 
found after the thresholding operation, a 
temporal window of fixed length is 
considered. Inside this window, the highest 
absolute value defines the click position and 
36.5.2. 
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polarity. Then the search of a new non-zero 
value, is carried out outside this window. 
Once the occurance of a click is detected, 
the last step consists of correcting its 
effect in the demodulated signal. Figure 2 
summarizes the entire process. Note that, in 
order to have as much information as possi- 
ble, the detection is performed on the signal 
before the post-demodulation low-pass 
filter. The signal shape at different steps 
of the click detection and correction 
process, is shown in figure 3 .  
lation can generally be carried out with only 
a small penalty characterized by a decrease 
of the minimum distance of the code. Thus, 
the important criterion is the SNR gain minus 
the loss in the minimum distance (dmin). 
As the triangular noise power is an 
increasing function of the frequency, enco- 
ding schemes similar to duobinary, which have 
a low-pass filtering action, seems to be very 
suitable for improving the SNR. As an 
example, we examine the case where the "enco- 
ding" scheme in the receiver is defined by 
the following polynomial : 
SIGNAL TO NOISE RATIO IMPROVEPENT ON THE 
RECEIVER SIDE P(D) = (1 + D)R ( 1 2 )  
The aim of this section is to describe a Equation (12) corresponds to R cascaded 
technique which improves the signal-to- duobinary encoders in the receiver. In this 
triangular-noise ratio before decoding in the case, the signal power is : 
receiver. As stated previously, a correlative 
level encoder is used on the transmitter -W N N 
side. The encoding function may be represen- SR= ) 5 PiPj cos\-2fli-j)fT]cos2R(TTfT) \ 
i IHsH(f) *HLp(f) I df ( 1 3 )  
ted by a polynomial 17 : -cc i=o j=o 
N 
P (D) = z PiD ; Po and Pn f 0 (9) and the noise power becomes : 
i=o No 
NR- J-T HIF( f ) I f coSzR(lff T) 
where D denotes the delay operator. 
The power of the digital signal before IHLP(f) 12 df (14)  
decoding is given by : 
f i  
The gain is defined by 
And the triangular noise power is : 
This defines the original SNR. When the 
power spectral densities of the signal and 
the noise are not proportional, it can be 
shown that the SNR can be improved by the use 
of a filtering process after demodulation. Of 
course, this filter will introduce inter- 
symbol interference (ISI) in the transmitted 
signal. In order to actually improve the 
decoding performance, this IS1 should be 
controlled and removed. 
To achieve this filtering operation, we 
propose the use of correlative level "enco- 
9'' techniques in the receiver. The motiva- 
tion for this choice is that the IS1 introdu- 
ced can be easily removed in the decoder. 
This decoder has then to deal with the casca- 
ded codes composed of the "transmitter 
encoder" and the "receiver encoder". If the 
decoder is based on maximum likelihood 
sequence estimation bg , this IS1 cancel- 
Figure 4 shows this gain for various codes 
at the transmitter end (binary, duobinary 
(1+D) , TFM ( 1+D)2, modified duobinary ( 1-D2)) 
and for several cascaded duobinary encoding 
schemes on the receiver side. For these 
computations, HSH and HLP are assumed to 
be ideal rectangular low-pass filters with 
cut-off frequency 1/2T. And the IF filter has 
a Gaussian shape defined by : 
Where B is chosen so that BT = 1 ;.this shape 
is often used in practice [I], \ 4 ] ,  [9]. It 
can be seen that with a simple duobinary 
encoding, this gain ranges from 3.1  dB to 4.1 
dB (for TFM). In fact, the gain in bit error 
rate performance achieved after decoding is 
reduced by the presence, for example, of a 
non-white noise and error propagation due to 
the increase of the decoder complexity. 
NON-LINEAR DISTORTION CANCELLATION 
Non-linear distortion affecting the base- 
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band signal results from the IF band limita- 
tion of the FM signal. There are several ways 
of counteracting this non-linear distortion 
j12-141. We are interested here in techniques 
based on maximum likelihood estimation of the 
distorted sequences. As it has been seen 
previously, the transmission system under 
study includes partial response signaling. We 
assume now that the decoder at the receiver 
end is based on the Viterbi algorithm. The 
aim of this section is to show how the deco- 
ding algorithm can be modified in order to 
take into account not only the correlative 
level encoding, but also the non-linear 
distortion. The method described allows the 
decoder complexity to be increased gradually 
according to the amount of non linear distor- 
tion which has t o  be cancelled. 
From the theoretical point of view, at the 
decoder input, the received symbol zk can be 
expressed as a non-linear function of the 
source symbols [ak-i) i 2 0 ,  corrupted by a 
noise nk : 
Zk f (ak, ak-1,e.a) + Ilk (17) 
The function f reflects the correlative level 
encoding, and the channel distortion as well. 
The decoder complexity is directly connec- 
ted to the length of the channel response f. 
In order to reduce this complexity, the 
channel response can be approximated by a 
function fL which takes into account only L 
symbols ak. The choice of this function fL 
is difficult, as the decoding process is 
based on the Euclidean distance between 
sequences {..., zk, Zk+l,... ). TO avoid this 
difficulty, another approach will be adopted: 
the decoder is matched to the channel 
response fL and not to the real channel 
response f .  In this case, it can be 
considered that the decoder receives a 
sequence with ISI. Our approach consists of 
minimizing the IS1 for each transmitted 
symbol : 
It is well known that the solution of this 
minimization problem is given by : 
In the above expression, E denotes the mathe- 
matical expectation with respect to the set 
Since a Viterbi decoder is used, it is 
necessary to define the corresponding trel- 
lis : the states at time k are (ak-1, ..., 
ak-L) and the transitions between states 
= @k-i/i > L 3  
are defined by the set of Zk. In this way, it 
is possible to gradually increase the 
receiver complexity to approach the real 
channel response. 
APPLICATION 
The aim of this section is to show how the 
techniques described above can be applied. TO 
this end, a specific example is presented 
where the three techniques are used at the 
same time, and the relative improvement given 
by each technique will be discussed. 
On the transmitter side, the selected code 
has spectral nulls at zero and 1/2T. The 
spectral null at 1/2T is used to improve the 
spectral efficiency, whereas the spectral 
null at zero is used to maximize the click 
detection SNR. (It has to be pointed out that 
this last property implies the presence of 
spectral lines in the modulated spectrum 
10 , of course these spectral lines may or 
may not be a disadvantage depending on the 
application). The simplest partial response 
code which has these two properties is 
defined by the following polynomial P(D) = 1 - D2, and is known as modified duobinary. Its 
power spectral density has a sine wave shape. 
At the receiver end, the transfer function 
of the IF filter has a Gaussian shape with BT 
= 1 (see equation (16)). Following (8) the 
transfer function of the click detection 
filter is given by : 
cl(f) 
Uf) = (20) 
Sin2(2T;fT) +hexp[$=] f2 
where 
Of course, a linear approximation of the 
noise power spectral density is used in this 
formula. If a more accurate estimation is 
required, classical spectral estimation 
methods can be used. 
It should be noted that, the ideal detec- 
tion filter has a pole at zero which makes it 
unrealizable. The practical filter is then an 
approximation of the ideal one. Figure 5 
presents the transfer function of this 
filter, as well as the detection noise power 
spectral density. The "simulation results" 
were computed using a modified periodogramm 
method. 
As discussed in section IV, the SkR before 
decoding can be improved by using partial 
response encoding techniques in the recei- 
ver. Figure 4 shows that the use of duobinary 
encoding on the received data provides a gain 
of 3.1 dB. The decoder complexity increase is 
moderate. Indeed the Viterbi decoder has to 
be matched to the following encoding scheme : 
is a factor which depends on Eb/No. 
(1 - D2) x (1 + D) (21) 
Transmitter code Receiver code 
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This corresponds to an eight states trellis, 
and a five level constellation. 
To improve the performance in the presence 
of non-linear distortion, the Viterbi decoder 
can be matched to both the encoding scheme 
(equation 21) and to the channel distortion 
as described in section V. In the following, 
we show how this can be done without any 
complexity increase. The Viterbi decoder 
complexity is proportional to the number of 
states. An eight states trellis is defined by 
keeping only four symbols in the channel 
response. Following equation (19) we have : 
Therefore, the trellis has the same struc- 
ture as the one defined by equation (21). The 
set of symbols corresponding to the transi- 
tions in the trellis defines here a 7 level 
constellation. A comparison between this new 
trellis and the one defined by equation (21) 
is presented in figure 6. 
The performance of this transmission 
system have been investigated using computer 
simulations. The results are presented in 
figure 7. First, the bit error rate (BER) as 
a function of the has been estimated 
without click correction, duobinary encoding 
in the receiver or distortion cancellation, 
and the modulation index which gives the best 
performance has been found : h = 0.8. Figure 
7 shows that, in this case, 11.5 dB of Eb/No 
are required for a BER of Then the 
performance has been investigated either with 
a click correction or with a duobinary enco- 
ding in the receiver. For BER under investi- 
gation here (10-3 to lo-&), both techniques 
provide approximately the same gain (between 
0.6 and 1 dB each). As a matter of fact, 
errors are caused as much by clicks as by 
triangular noise. In order to get a high 
performance gain, both techniques can be 
applied jointly. Then figure 7 shows that 
there is a gain of 2.2 dB at a BER of 
The last curve presents the performance when 
click correction, duobinary encoding in the 
receiver and non-linear distortion cancella- 
tion are used at the jointly. The gain equals 
then 2.5 dB (BER = loe4) .  The contribution of 
non-linear distortion cancellation is rather 
small, but it is performed without any 
complexity increase in the decoder. 
Finally, it is interesting to compare this 
last scheme with binary FM. It is well known 
that in the case of discrimator detection and 
a Gaussian shaped IF filter with BT = 1, 
binary FM with a modulation index h = 0.7 
gives very good performance [l 1. Comparison 
is made in figure 8 where it can be seen that 
binary Fbl requires 1.7 dB more of Eb/No to 
achieve the same performance. 
CONCLUSION 
In this paper, three techniques f o r  impro- 
ving the performance of discriminator detec- 
tion of digital FM, have been presented: 
- The first one consists of click detection 
and correction. The detection process makes 
use of a filter which maximizes the detec- 
tion ShR. This filter and the system 
performance depend on the power spectral 
density of the digital signal. 
- The second one improves the signal-to- 
triangular-noise ratio at the input of the 
decoder. It is based on the use of a corre- 
lative level encoder in the receiver. The 
decoder has then to be matched to the 
cascaded code (product of the transmitter 
and receiver codes). 
- The last technique improves the performance 
of the decoder in the presence of non- 
linear distortion caused by the band limit- 
ation of the FM signal. The technique 
presented involves modifying the Viterbi 
decoder so that it takes into account not 
only the encoding scheme but also the non- 
linear distortion. It has been shown how 
this modification can be made using a 
reduced-state Viterbi decoder. Using this 
approach, the decoder complexity can be 
gradually varied in order to cancel more 
and more non-linear distortion. 
The gain provided by those techniques 
depends on the particular application. As an 
example, we presented a transmission scheme 
(with IF bandwidth BT = 1) where these three 
techniques are applied at the same time. This 
gives a gain of 2.5 dB in SNR for a BER of 
10-4. With a modulation index h = 0.8, this 
improved scheme saves up to 1.7 dB in SNR 
compared to binary FM with h = 0.7. 
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