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bstract
This paper proposes a method to manage congestion in deregulated environment using particle swarm optimization technique
ith improved time-varying acceleration coefficients (PSO-ITVAC). The congestion is alleviated by optimally rescheduling the
ctive power outputs of generators selected based on the magnitude of generator sensitivities to the congested line. The cost of
escheduling is minimized using PSO-ITVAC. The proposed algorithm is tested on IEEE 30-bus system and IEEE 118-bus system. A
3-bus Indian network is also taken as a test network for analyzing the effectiveness of the proposed algorithm. The results obtained
sing proposed algorithm is compared with those obtained by using particle swarm optimization with time-varying acceleration
oefficients (PSO-TVAC).
 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of Electronics Research Institute (ERI). This is an open
ccess article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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.  Introduction
The success of deregulation in other sectors such as communication and airlines motivated the deregulation of
lectrical industry. During the last two decades, the deregulation of electricity sector has been witnessed all over
he world. This has resulted in change in electricity sector operation philosophy. The introduction of competition
ue to deregulation causes the cost based electricity to transform into price based market commodity. This increased
ompetition reduces the net electricity cost as the price of electricity is driven by market forces. The competition in new
iberalized market causes each independent generating utility to sell all their generated power to the consumers. Hence
hey try to accommodate all their generated power on transmission line which may cause violation of transmission
ine limits such as thermal limit, voltage limit, stability limit etc. and thus makes the transmission line congested. The
ransmission line congestion may lead to tripping of overloaded lines, power system instability etc. and obviously
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increase the electricity cost as it causes the power system to deviate from its optimal operation. Hence the congestion
needs to be alleviated as soon as possible.
A number of congestion management techniques (Christie et al., 2000) and algorithms have been reported in
literature till date. Congestion management in two different forms of electricity markets models i.e. pool market and
bilateral market models had been discussed in (Singh et al., 1998) and the congestion cost in these market models
were minimized by generators’ active power re-dispatch. In (Fang and David, 1999), a load curtailment strategy in
bilateral and pool market structure was discussed wherein a factor called “willingness to pay to avoid curtailment”
was introduced in order to fix the prioritization of transaction of electricity and its related load curtailment in these
market models. An analytical tool to help the independent system operator for congestion management was proposed
in (Shirmohammadi et al., 1998). Application of different FACTS devices and their optimal location in the power
system to mitigate congestion was discussed in Singh and David (2001). In Acharya and Mithulananthan (2007),
congestion was relieved using optimal location of TCSC based on a congestion rent and locational marginal price
difference. A relative electrical distance based active power rescheduling for congestion management was discussed
in Yesuratnam and Thukaram (2007). Congestion management using optimal transaction by load curtailment was
discussed in Padhy (2004). A hybrid fuzzy model was developed for the optimization of congestion management
problem. A multi-objective particle swarm optimization (PSO) technique was utilized in Hazra and Sinha (2007) to
relieve congestion thereby minimizing the total cost of generation. In Dutta and Singh (2000), optimal numbers of
generators for congestion management were selected based on generator sensitivities to the flow of power on congested
line. PSO was used to minimize the amount of active power rescheduling cost of participating generators. Rescheduling
cost was calculated for different values of inertia weight. However it did not consider the effect of constriction factor
and time-varying acceleration coefficients on PSO performance for calculating the rescheduling cost of participating
generators. The effect of acceleration constants on PSO performance in minimizing the active power rescheduling
cost of participating generators for congestion management was considered in Boonyaritdachochai et al. (2010). It
had developed a new algorithm for PSO in which the values of acceleration coefficients vary linearly with iteration
count. However, the values of acceleration coefficients vary such that their sum was less than value of ϕ taken for the
calculation of constriction factor k (Thangaraj et al., 2011).
A large number of conventional optimization techniques such as Newton’s method, interior point method, gradient
method etc. are available in literature to optimize a non-linear function (Rao, 1996; Yamille del Valle et al., 2008).
Since these conventional methods are iterative in nature and their search direction is determined from derivative of
the function, therefore it becomes necessary to express the objective function in the form of continuous differential
function. In order to overcome this problem, nowadays heuristics methods such as evolutionary algorithm, genetic
algorithm, artificial ant colony optimization, simulated annealing, tabu search, PSO etc. become popular (Thangaraj
et al., 2011). Since PSO is a computational intelligence based optimization technique that is not largely affected by
nonlinearity and size of the optimization problem and also can converge to the optimal solution in many problems where
most analytical methods fail to converge, therefore it can be efficiently utilized for different optimization problems in
power systems (Yamille del Valle et al., 2008).
Although PSO is an efficient optimization approach as compared to conventional optimization methods in solving
the non-convex optimization problems, its searching performance should be analyzed through its statistical results. The
major intent of this paper is to explore the ability of PSO-ITVAC in optimizing the congestion management problem.
In this paper a technique of congestion management based on PSO-ITVAC is proposed. The selection of generators
participating in generation rescheduling for congestion management are done based on their sensitivities to the change
in power flow on congested line. The minimization of generation rescheduling cost is done using PSO-ITVAC such that
the value of ϕ  is equal to sum of acceleration coefficients and greater than 4.0 in each iteration count. The searching
performance of PSO-ITVAC is compared with other PSO-TVAC in minimizing the generation rescheduling cost in
order to relieve congestion.
2.  Particle  swarm  optimization  (PSO)PSO is an efficient and promising optimization technique used for non-convex optimization problems. It was first
proposed by Kennedy and Eberhart in 1995 (Kennedy and Eberhart, 1995). It is a population based optimization
algorithm which is motivated by social and cooperative behavior of organisms such as fish, birds etc. It consists of
a population of potential solution called particles. Each particles search for a potential solution in multi-dimensional
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earch space and update its position and velocity from time to time according to previous experience of its own and
ts neighbors. In a z-dimensional search space, the position and velocity of particle-n  along with best position of an
ndividual particle (position best) and a collective best position among all particles in population (global best) are
epresented in matrix form by Eq. (1).⎡
⎢⎢⎢⎢⎢⎣
Xn
Vn
Pn
Gb
⎤
⎥⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎣
xn1 xn2 xn3 . .  . .  . .  . xnz
vn1 vn1 vn1 . . .  .  . .  . vnz
Pn1 Pn1 Pn1 . . . .  . . . Pnz
Gb1 Gb1 Gb1 . . .  .  . .  . Gbz
⎤
⎥⎥⎥⎥⎥⎦ (1)
Both the information of particle best position and global best position are used by the particle to update their position
nd velocities as given by Eqs. (2) and (3) respectively. The particles continue searching for solution until a convergence
riteria or maximum iterations is achieved.
V t+1n =  wV tn +  c1 · r1 · (Ptn −  Xtn) +  c2 · r2 · (Gtb −  Xtn) (2)
Xt+1n =  Xtn +  V t+1n (3)
here w  is a positive value called inertia weight; r1 and r2 are random values between 0 and 1; c1 and c2 are called
cceleration coefficients and (c1 + c2) ≥  4.0.
The inertia weight w  plays a significant role in algorithm convergence since it controls the impact of previous
istory of velocities of particles on current velocities and hence influences the local and global exploration capabilities
f particles. The acceleration coefficients indicate the weighting terms which pull each particle toward personal and
lobal best position.
.  PSO  with  improved  time-varying  acceleration  coefﬁcients  (PSO-ITVAC)
Since the acceleration coefficients adjustment changes the amount of tension in the algorithm, therefore its value
hould be judiciously chosen as its small values will allow particles to deviate far from the target regions while its high
alue will cause abrupt movement of particles toward or past target regions. Generally the values of these coefficients
ere fixed as c1 = c2 = 2.0. But previous analysis has shown that an optimum solution can be achieved at other values
f these coefficients rather than fixing them at 2.0 (Carlisle and Dozier, 2001). In Boonyaritdachochai et al. (2010),
he authors had tried to select the values of acceleration coefficients such that it varies linearly with iteration count.
ut it does not consider other possibilities for optimal value of acceleration coefficients in each iteration count so that
SO converge to a more optimal and better solution (Alsac and Stott, 1974). In this paper, a modified PSO algorithm
s proposed such that each particle updates its velocity with improved time-varying acceleration coefficients given by
q. (4) and provides more optimal solution.
V t+1n =  k
{
wV tn +
(
(c1f −  c1i) t
tmax
+ (c1f +  c1i)
2
3
)
·  r1 · (Ptn −  Xtn)
+
(
(c2f −  c2i) t
tmax
+ (c2f −  c2i)
2
3
)
·  r2 · (Gtb −  Xtn)
}
(4)
here w  =  w2 −  (w2 −  w1)(t/Tmax).
k is the constriction factor given by
k  = 2∣∣∣2 −  ϕ −√ϕ2 −  4ϕ∣∣∣ ; ϕ =  (c1 +  c2) ≥  4.0 (5)c1 =
(
(c1f −  c1i) t
tmax
+ (c1f +  c1i)
2
3
)
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c2 =
(
(c2f −  c2i) t
tmax
+ (c2f −  c2i)
2
3
)
4.  Problem  formulation  for  congestion  management
The congestion management problem considering the minimization of active power rescheduling cost is given as
(Dutta and Singh, 2000; Boonyaritdachochai et al., 2010).
Minimize
ng∑
i
RCi(Pgi) ·  Pgi (6)
subject to following constraints:
1. Power balance equality constraint
ng∑
i=1
Pgi =  0 (7)
2. Operating limit inequality constraint
Pmingi ≤ Pgi ≤  Pmaxgi ; i =  1,  2, .  . .  ng (8)
where Pmingi =  Pgi −  Pmingi
Pmaxgi =  Pmaxgi −  Pgi
3. Line flow inequality constraint
N∑
i=1
(GSpqgi · Pgi) +  F0l ≤  Fmaxl ; l =  1,  2,  . .  . nt (9)
where RCi is the rescheduling cost of generator-i, Pgi is the active power adjustment of generator-i, Pmingi and
Pmaxgi are respectively the minimum and maximum limit of active power adjustments of ith generator, GSpqgi is
the generator sensitivity of generator-i, F0l represents the power flow on line-l  considering all the contracts, Fmaxl
denotes the line flow limit of line-l  connected between bus-p  and bus-q  and nt represents the total number of lines
in the system.
5.  Selection  of  participating  generators  for  congestion  management
The generators participating for congestion management are selected based on generator sensitivity (GS). The GS
of a generator is defined as the change in active power flow on line due to change of active power generation of that
generator. The GS of generator-i to the flow of power on line l connected between bus-p  and bus-q  is given as (Dutta
and Singh, 2000; Boonyaritdachochai et al., 2010).
pq Ppq
GSi = Pgi (10)
where Ppq denotes the active power flow on congested line-l  connected between bus-p  and bus-q  and Pgi is the active
power generation of generator-i.
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After neglecting the coupling between active power and voltage i.e. P–V coupling, Eq. (10) can be written as
GSi = ∂Ppq
∂θp
· ∂θp
∂Pgi
+ ∂Ppq
∂θq
· ∂θq
∂Pgi
(11)
The power flow equation for a congested line can be given as
Ppq =  −V 2pGpq +  VpVqGpq cos (θp −  θq) +  VpVqBpq sin (θp −  θq) (12)
Differentiating Eq. (12) with respect to θp and θq we get,
∂Ppq
∂θp
=  −VpVqGpq sin (θp −  θq) +  VpVqBpq cos (θp −  θq) (13)
The active power injected at any bus-s of the system can be expressed as
∂Ppq
∂θq
=  VpVqGpq sin (θp −  θq) +  VpVqBpq cos (θp −  θq) =  −∂Ppq
∂θp
(14)
The active power injected at any bus-s of the system can be expressed as
Ps =  |Vs|
n∑
k=1
((Gsk cos (θs −  θk) +  Bsk sin (θs −  θk))|Vk|) (15)
= |Vs|2Gss +  |Vs|
n∑
k =  1
k  /=  s
((Gsk cos (θs −  θk) +  Bsk sin (θs −  θk))|Vk|) (16)
Differentiating Eq. (16) with respect to θs and θk we get,
∂Ps
∂θk
=  |Vs||Vk|(Gsk sin (θs −  θk) −  Bsk cos (θs −  θk)) (17)
∂Ps
∂θs
=  |Vs|
n∑
k =  1
k  /=  s
((−Gsk sin (θs −  θk) +  Bsk cos (θs −  θk))|Vk|) (18)
If we neglect the P–V coupling, the relation between the change in active power and voltage phase angles at system
uses can be expressed in matrix form as
[P]n×1 =  [H]n×n[Δθ]n×1 (19)
where, [H]n×n =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂P1
∂θ1
∂P2
∂θ2
.  . .  .  . .
∂P1
∂θn
∂P2
∂θ1
∂P2
∂θ2
.  . .  .  . .
∂P2
∂θn
.
.
.
.
.
.
.
.
.
∂Pn
∂θ1
∂Pn
∂θ2
.  . .  .  . .
∂Pn
∂θn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(20)
Therefore, [θ] =  [H]−1[P] (21)
If [M] =  [H]−1 (22)
Then, [θ] =  [M][P] (23)
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Considering bus-1 as reference bus, the matrix [M] can be modified by eliminating row-1 and column-1 correspond-
ing to reference bus as given by Eq. (24).
[θ]n×1 =
[
0 0
0 [M−1]
]
n×n
[P]n×1 (24)
The modified [M] gives the values of terms ∂θp/∂Pgi and ∂θq/∂Pgi in Eq. (11) in order to calculate the GS values.
Generators having large GS values are selected for rescheduling of its generation as they have greater influence to the
flow of power on congested line.
6.  Congestion  management  algorithm  using  PSO-ITVAC
The algorithm adopted for congestion management using PSO-ITVAC can be summarized by the flowchart shown
in Fig. 1.
The PSO-ITVAC optimization algorithm to find optimal solution of the objective function given by Eq. (6) with
binding constraints given by Eqs. (7)–(9) are explained as follows (Dutta and Singh, 2000):
Step 1: The particles are generated and initialized with position and velocity. Every particle will have z-dimensions,
z being the number of generators participating in congestion management, and the value of z variables denotes the
amount of power rescheduling required by generators in order to relieve congestion.
Step 2: The binding equality constraint given by Eq. (7) and inequality constraints given by Eqs. (8) and (9) are tested
individually based on system states represented by an individual particle. If the particle does not satisfy any of the
constraint, then it is regenerated.
Step 3: The optimal objective fitness values for every particle are calculated to determine the position best and global
best values.
Step 4: The particles’ position and velocities are updated using Eqs. (3) and (4) respectively.
Step 5: If the pre-specified stop criterion or maximum number of iterations specified are reached, the optimization
program is stopped, otherwise go to step 2.
7.  Results  and  discussions
The performance of the proposed algorithm for congestion management is tested on IEEE 30-bus system, IEEE
118-bus system and a 33-bus Indian network. The results obtained for IEEE 30-bus and IEE 118-bus systems using the
proposed algorithm are compared with those reported in (Boonyaritdachochai et al., 2010) whereas the results obtained
for 33-bus Indian network are compared with the results obtained using PSO-TVAC (Boonyaritdachochai et al., 2010).
The simulation studies of the proposed algorithm are carried out using MATLAB. The various parameters taken for
PSO are given in Table 1 (Boonyaritdachochai et al., 2010).
7.1.  IEEE  30-bus  systemThe IEEE 30-bus system comprises of 6 generator buses and 24 load buses along with 41 transmission lines
connected between these buses (Clerc and Kennedy, 2002). Slack bus is assigned as number 1. The power flow solution
gives that congestion occurs on line connected between bus-1 and bus-2 as given in (Boonyaritdachochai et al., 2010)
and shown in Table 2.
Table 1
PSO parameters.
Parameters Values Parameters Values
wmin 0.4 c1i 2.5
wmax 0.9 c1f 0.5
Φ 4.1 c2i 0.5
c2f 2.5
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Fig. 1. Flowchart for congestion management based on PSO-ITVAC.
Table 2
Congested line details of IEEE 30-bus system.
Congested line Power flow (MW) Line limit (MW)
1–2 170.1 130
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Table 3
Generator sensitivity of IEEE 30-bus system for congested line 1–2.
Gen no. 1 3 5 8 11 13
GS 0 −0.8908 −0.8527 −0.7394 −0.7258 −0.6869
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Fig. 2. GS values for IEEE 30-bus system.
The GS values calculated for active power flow on congested line is same as in (Boonyaritdachochai et al., 2010)
and is shown in Table 3 which reveals that all the generators have high values of GS. Therefore all generators will take
part in congestion management and hence will reschedule their generation. A graphical representation of GS values
calculated for IEEE 30-bus system is shown in Fig. 2. A negative GS value shows that the increase in generation of
that generator will decrease the power flow on congested line while a positive GS value shows that the increase in
generation of that generator will increase the power flow on the congested line for which it is calculated. The GS values
calculated for generators of IEEE 30-bus system are utilized for calculating the amount of power re-dispatch and hence
rescheduling cost using PSO-ITVAC with maximum iterations set as 500 and particle size is taken as 70. The results
thus is shown in Table 4 which depicts that both the active power rescheduling and the total rescheduling cost obtained
using PSO-ITVAC is less as compared to PSO-TVAC.
7.2.  IEEE  118-bus  system
IEEE 118-bus system consists of 54 generator buses and 64 load buses along with 186 transmission lines connected
between these buses (Chen et al., 2007; Devaraj and Yegnanarayana, 2005; Venkatesh et al., 2003; Online, 2010). Slack
bus is assigned as bus-1. The load flow solution gives that line connected between bus-89 and bus-90 is congested
(Boonyaritdachochai et al., 2010) as shown in Table 5.The GS values of all generators calculated for congested line comes out to be same as (Boonyaritdachochai et al.,
2010) and shown in Table 6 which reveals that for this congested line, generators connected at buses 85, 87, 90, 89 and
91 have high magnitude of GS as compared to other generators as illustrated from Fig. 3 too.
Table 4
Results comparison for IEEE 30-bus system.
Active power rescheduling (MW) Proposed method Results given in Boonyaritdachochai et al. (2010)
P1 −46.7 −49.3
P2 1.6 17.5
P5 9.8 14
P8 10.2 9.9
P11 20.9 6.8
P13 4.3 3
Total P 93.4 100.5
Cost ($/h) 240.9 247.5
M. Sarwar, A.S. Siddiqui / Journal of Electrical Systems and Information Technology 2 (2015) 269–282 277
Table 5
Congested line details of IEEE 118-bus system.
Congested line Power flow (MW) Line limit (MW)
89–90 260 200
Table 6
Generator sensitivity of IEEE 118-bus system for congested line 89–90.
Gen no. GS (10−3) Gen no. GS (10−3)
1 0 65 −0.1350
4 −0.0005 66 −0.0983
6 −0.0001 69 0.2120
8 −0.0014 70 0.3690
10 −0.0014 72 0.2326
12 0.0004 73 0.3400
15 0.0021 74 0.5410
18 0.0051 76 0.8650
19 0.0046 77 0.0012
24 0.1350 80 −0.9250
25 0.0484 85 50.068
26 0.0337 87 50.654
27 0.0451 89 74.455
31 0.0339 90 −701.15
32 0.0477 91 −427.90
34 −0.0323 92 −28.411
36 −0.0329 99 −9.391
40 −0.0343 100 −12.915
42 −0.0375 103 −12.737
46 −0.0242 104 −12.854
49 −0.0460 105 −12.772
54 −0.0838 107 −12.202
55 −0.0871 110 −12.274
56 −0.0854 111 −12.070
59 −0.1100 112 −11.747
61 −0.1160 113 0.0110
62 −0.1130 116 −0.1750
The bold values show the unevenness in Generator sensitivity values and therefore these
generators are selected for adjusting their power output in order to mitigate congestion.
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Fig. 3. GS values for IEEE 118-bus system.
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Table 7
Results comparison for IEEE 118-bus system.
Active power rescheduling (MW) Proposed method Results given in Boonyaritdachochai et al. (2010)
P1 −3.2 −4.4
P85 −3.9 −10.3
P87 −4.3 −22
P89 −68.1 −58.5
P90 60.9 69.4
P91 18.6 24.7
Total P 159.1 189.3
Cost ($/h) 896.0 970.7
Table 8
Congested line details of 33-bus Indian network.
Congested line Power flow (MW) Line limit (MW)
8–23 447.2 400
Therefore a significant change in these generators output will affect the power flow on congested line and hence
these generators will participate in congestion management along with slack bus generator which account for the
system losses. The amount of active power rescheduling of selected generators and total cost of rescheduling using
proposed algorithm with maximum iteration count set to 1000 is shown in Table 7. The particle size is taken as 70.
The generation rescheduling cost using PSO-ITVAC comes out to be 896.0 $/h which is less as compared to 970.7 $/h
obtained with PSO-TVAC.
7.3.  33-bus  Indian  Network
A 33-bus Indian network is also taken to test the feasibility of proposed algorithm. It consists of 9 generator buses,
24 load buses and 46 transmission lines (Khan and Siddiqui, 2014). The power flow solution for the congested line is
given in Table 8 which shows that line connected between bus-8 and bus-23 is congested.
Table 9 shows the GS values of all generators calculated for the congested line and it depicts that generators
connected at buses 5, 12, 23 and 24 have high magnitude of GS. Therefore only these four generators along with slack
bus generator will participate to relieve congestion as illustrated in Fig. 4.
The amount of active power required for each participating generator to reschedule is calculated using the proposed
algorithm and is given in Table 10. The maximum iteration count is set to 1000 and the particle size is taken as 70.
The cost coefficients of participating generators are same as of IEEE 30-bus system generators. The total rescheduling
cost calculated using PSO-ITVAC is compared with those obtained using PSO-TVAC and it is found that the total
PSO-ITVAC gives less generation rescheduling cost (221.6 $/h) as compared to that with PSO-TVAC (246.7 $/h).
A comparison of the total rescheduling cost using PSO-ITVAC and PSO-TVAC for different systems taken for
analysis is illustrated in Fig. 5.
Table 9
Generator sensitivity of 33-bus Indian network for congested line 8–23.
Gen no. GS Gen no. GS Gen no. GS
1 0 12 0.0583 24 0.078
2 −0.0001 17 0.0027 32 −0.0018
5 −0.0642 23 −0.1268 33 −0.0001
The bold values show the unevenness in Generator sensitivity values and therefore these generators are selected for adjusting their power output in
order to mitigate congestion.
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Table 10
Results comparison for 33-bus Indian network.
Active power rescheduling (MW) Proposed method Method given in Boonyaritdachochai et al. (2010)
P1 −17.6 −34.3
P5 28.3 23.1
P12 −9.8 −5.2
P23 15.2 25.4
P24 −16.1 −9.0
Total P 86.9 97.0
C
8
s
p
t
(
p
Tost ($/h) 221.6 246.7
.  Performance  characteristics  of  PSO-ITVAC
The selection of PSO parameters (i.e. population size, inertia weight, acceleration constants etc.) plays a quite
ignificant role in PSO performance as it has great influence on PSO convergence characteristic. Therefore these
arameters should be judiciously and cautiously selected in order to achieve better performance of PSO. In order
o compare the PSO-ITVAC performance with PSO-TVAC, the same values of these parameters were taken as in
Boonyaritdachochai et al., 2010) and are given in Table 1. As PSO is a stochastic optimization technique, a random
opulation of particles is generated in each new simulation thereby giving almost different results in each simulation.
herefore 50 trial simulations were carried out and the maximum, minimum and average value of active power
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Table 11
Statistical results for IEEE 30-bus system.
MW rescheduling Proposed method Results reported in Boonyaritdachochai et al. (2010)
Max Min Average Max Min Average
P1 −51.5 −41.7 −46.7 −51.5 −47.3 −49.3
P2 23.7 0.2 1.6 22.0 25.1 17.5
P5 18.3 11.0 9.8 14.7 16.0 14.0
P8 3.2 5.2 10.2 8.8 7.6 9.9
P11 1.4 22.5 20.9 6.2 0.6 6.8
P13 4.8 2.8 4.3 1.0 0.0 3.0
Total P 103.1 83.4 93.4 103.8 96.7 100.5
Rescheduling cost ($/h) 233.7 214.8 240.9 254.9 237.9 247.5
Table 12
Statistical results for IEEE 118-bus system.
MW rescheduling Proposed method Results reported in Boonyaritdachochai et al. (2010)
Max Min Average Max Min Average
P1 −6.8 −1.1 −3.2 −5.9 −0.8 −4.4
P85 −7.4 −2.3 −3.9 −6.2 −12.1 −10.3
P87 −18.2 −4.6 −4.3 −6.5 −13.9 −22.0
P89 −63.3 −65.9 −68.1 −96.2 −52.3 −58.5
P90 59.6 61.5 60.9 80.1 81.6 69.4
P91 36.1 12.4 12.4 30.5 3.3 24.7
Total P 191.4 147.8 159.1 225.5 163.8 189.3
Rescheduling cost ($/h) 1093.2 765.9 896.7 1229.6 829.5 970.7
rescheduling and total rescheduling cost were noted down. The values thus obtained using PSO-ITVAC are compared
with PSO-TVAC for IEEE 30-bus and IEEE 118-bus system as shown in Tables 11 and 12 respectively.
The maximum, minimum and average results of active power rescheduling and rescheduling cost obtained for 50
trial simulations for 33-bus Indian network using PSO-ITVAC and PSO-TVAC is also obtained as shown in Table 13.
The convergence characteristics of PSO-ITVAC for IEEE 30-bus system, IEEE 118 bus system and 33-bus Indian
network are shown in Figs. 6–8 respectively which illustrate that the total rescheduling cost decreases with iteration
count and finally settle to a minimum value giving the optimum solution. Figs. 6 and 8 illustrate that for a small network,
PSO-ITVAC is more efficient than PSO-TVAC as the total rescheduling cost decreases with iteration count and finally
settles to a minimum value giving the optimum solution. Fig. 7 illustrates the effectiveness of the proposed algorithm
and reveals that for a large network too, the proposed algorithm is more efficient than PSO-TVAC in minimizing the
total rescheduling cost of the participating generators for congestion management. It is also evident from the figures
that the PSO-ITVAC converges more rapidly and gives less rescheduling cost as compared to PSO-TVAC regardless
Table 13
Statistical results for 33-bus Indian network.
MW rescheduling PSO-ITVAC PSO-TVAC (Boonyaritdachochai et al., 2010)
Max Min Average Max Min Average
P1 −22.0 −14.2 −17.6 −46.3 −33.8 −34.3
P5 29.2 18.7 28.3 29.4 16.0 23.1
P12 −27.3 −19.8 −9.8 −5.3 −8.5 −5.2
P23 24.1 15.9 15.2 29.8 27.4 25.4
P24 −4.0 −0.5 −16.1 −7.5 −1.1 −9.0
Total P 106.7 69.1 86.9 118.3 86.7 97.0
Rescheduling cost ($/h) 281.6 167.7 221.6 302.6 215.8 246.7
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Fig. 8. Convergence characteristics of PSO-ITVAC and PSO-TVAC for 33-bus Indian network.
f the size of network. Thus it can be inferred that PSO-ITVAC is more efficient in minimizing the rescheduling cost
s compared to PSO-TVAC.
.  ConclusionsThis paper focuses on use of PSO-ITVAC based algorithm in minimizing the active power rescheduling cost of
enerators. A congestion management methodology by optimal selection of generators based on their magnitude of
enerator sensitivities has been discussed. PSO-ITVAC is proposed to minimize the cost of active power rescheduling
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of the selected generators. The proposed algorithm has been tested on IEEE 30-bus system, IEEE 118 bus system and
33-bus Indian network and it has been found that active power rescheduling cost using PSO-ITVAC is more efficiently
minimized as compared to PSO-TVAC for small as well as large networks. Also, PSO-ITVAC converges to optimal
solution more rapidly than PSO-TVAC.
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