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Abstract
The performance of 24 density functionals, including 14 meta-generalized gradient approximation (mGGA)
functionals, is assessed for the calculation of vertical excitation energies against an experimental benchmark
set comprising 14 small- to medium-sized compounds with 101 total excited states. The experimental
benchmark set consists of singlet, triplet, valence, and Rydbergexcited states. The global-hybrid (GH) version
of the Perdew-Burke-Ernzerhoff GGA density functional (PBE0) is found to offer the best overall
performance with a mean absolute error (MAE) of 0.28 eV. The GH-mGGA Minnesota 2006 density
functional with 54% Hartree-Fock exchange (M06-2X) gives a lower MAE of 0.26 eV, but this functional
encounters some convergence problems in the ground state. The local density approximation functional
consisting of the Slater exchange and Volk-Wilk-Nusair correlation functional (SVWN) outperformed all
non-GH GGAs tested. The best pure density functional performance is obtained with the local version of the
Minnesota 2006 mGGA density functional (M06-L) with an MAE of 0.41 eV.
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The performance of 24 density functionals, including 14 meta-generalized gradient approximation
(mGGA) functionals, is assessed for the calculation of vertical excitation energies against an ex-
perimental benchmark set comprising 14 small- to medium-sized compounds with 101 total excited
states. The experimental benchmark set consists of singlet, triplet, valence, and Rydberg excited
states. The global-hybrid (GH) version of the Perdew-Burke-Ernzerhoff GGA density functional
(PBE0) is found to offer the best overall performance with a mean absolute error (MAE) of 0.28
eV. The GH-mGGA Minnesota 2006 density functional with 54% Hartree-Fock exchange (M06-
2X) gives a lower MAE of 0.26 eV, but this functional encounters some convergence problems
in the ground state. The local density approximation functional consisting of the Slater exchange
and Volk-Wilk-Nusair correlation functional (SVWN) outperformed all non-GH GGAs tested. The
best pure density functional performance is obtained with the local version of the Minnesota
2006 mGGA density functional (M06-L) with an MAE of 0.41 eV. © 2012 American Institute of
Physics. [http://dx.doi.org/10.1063/1.3689445]
I. INTRODUCTION
Time-dependent density functional theory (TDDFT)
(Refs. 1–5) is a computationally attractive alternative
approach6 to highly correlated ab initio methods, e.g.,
equations-of-motion coupled-cluster, for the calculation of
excited electronic states of large molecules. Most implemen-
tations of TDDFT utilize the adiabatic approximation where,
in the limit of an electron density slowly varying in time,
ground-state density functionals are used in the calculation of
the time-dependent exchange-correlation potential. As a re-
sult, many applications of TDDFT in the literature employ
either the popular global hybrid (GH) generalized-gradient
approximation (GGA) B3LYP functional7–9 or the GH ver-
sion of the Perdew-Burke-Ernzerhoff (PBE0) exchange-
correlation functional.10–12 With the maturity of DFT for
the ground state, many new and more sophisticated density
functionals have been13–25 and continue to be developed.26
Furthermore, with the aid of automatic code generators,27
these sophisticated density functionals can be integrated into
excited-state TDDFT codes. However, it is unclear if the
progression towards more sophisticated density functionals
(climbing up Jacob’s ladder28) in the ground state necessarily
correlates with an improved description in the excited state.
Comparing a calculated vertical excitation energy to the
maximum intensity in a vibronically unresolved absorption
spectrum assumes that the electronic and vibrational motions
are uncoupled.29, 30 When this assumption fails, the neglect of
vibronic coupling may introduce errors on the order of 0.3 eV
as in the case of the 1B2u valence state of ethylene.31–33
Benchmarks that go beyond vertical excitation energies (e.g.,
adiabatic excitation energies) are often limited to a small
a)Electronic mail: mark@si.msg.chem.iastate.edu.
number (6–8) of density functionals due to the increased com-
putational effort (geometry optimizations and harmonic vi-
brational frequency calculations for each excited state).34, 35
Therefore, it is common practice in the literature to compare
calculated vertical excitation energies to experimentally ob-
served absorption maxima.
Several benchmark studies36–50 have explored the perfor-
mance of using ground-state density functionals within the
adiabatic approximation for the calculation of vertically ex-
cited states using TDDFT. The scope of the previous bench-
mark studies has been primarily limited to singlet valence ex-
cited states36–39 with very few benchmarks considering triplet
valence40–42 or singlet and triplet Rydberg excited states.40, 43
Furthermore, the approach taken with previous benchmark
studies36, 37, 40–42 was to perform ground state geometry op-
timizations using a single level of theory (PBE0 functional or
Møller Plesset second-order perturbation theory51) followed
by vertical excited state calculations with varying density
functionals. Alternatively, the same density functional can
be used for both the ground-state geometry optimization and
vertical excited state energy calculation. The latter approach
offers more consistency. At minimum, ground state density
functionals should be able to describe ground state properties,
such as geometries. In addition, very few benchmark studies
have investigated the performance of meta-generalized gradi-
ent approximation (mGGA) density functionals for the cal-
culation of vertical excitation energies with TDDFT.44–48 It
is therefore of interest to perform benchmarks that assess the
performance of density functionals, including recently devel-
oped mGGA functionals, for the vertical excitation energy
calculation of singlet, triplet, valence, and Rydberg excited
states using TDDFT.
In the current study, the performance of the 24 density
functionals listed in Table I, including 14 mGGA density
0021-9606/2012/136(10)/104101/12/$30.00 © 2012 American Institute of Physics136, 104101-1
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TABLE I. List of density functionals used in this work.
Functional Year Type % HF EXCH References
SVWN 1980 LDA 58, 59
BLYP 1988 GGA 60–62
PW91 1992 GGA 63, 64
PBE 1997 GGA 10, 11
OLYP 2001 GGA 61, 65
BHHLYP 1993 GH-GGA 50 66
B3LYP 1994 GH-GGA 20 7–9
PBE0 1997 GH-GGA 25 10–12
X3LYP 2004 GH-GGA 21.8 7–9, 61, 64, 67
CAM-B3LYP 2004 RSH-GGA or RSH 19–65 68
VS98 1998 mGGA 13
PKZB 1999 mGGA 14
TPSS 2004 mGGA 15, 16
M06-L 2006 mGGA 17
TPSSm 2007 mGGA 18
revTPSS 2009 mGGA 19
TPSSh 2004 GH-mGGA 10 20, 21
M05 2005 GH-mGGA 28 22
M05-2X 2006 GH-mGGA 56 23
M06 2006 GH-mGGA 27 24
M06-2X 2006 GH-mGGA 54 24
M06-HF 2006 GH-mGGA 100 25
M08-HX 2008 GH-mGGA 52.23 26
M08-SO 2008 GH-mGGA 56.79 26
functionals, is assessed for the calculation of vertically ex-
cited states within the TDDFT formalism against a bench-
mark set consisting of 14 small- to medium-sized compounds
with 101 total experimental excited state energies. The ex-
cited state benchmark set consists of 63 singlet and 38 triplet
states. The benchmark set can also be broken down into 60 va-
lence and 41 Rydberg states. Of the 60 valence states, 30 are
π → π*, 26 are n → π*, 3 are n → σ*, and 1 is σ → π* in
nature.
The structure of the paper is as follows. The computa-
tional methods employed in the benchmark study are detailed
in Sec. II. The results and discussion of the general trends of
the benchmark calculations are covered in Sec. III and con-
cluding remarks and recommendations for density functional
usage are given in Sec. IV.
II. COMPUTATIONAL DETAILS
A. Linear response time-dependent density
functional theory
The linear response formulation of the TDDFT equations
is used for the calculation of vertical excited states,4, 5
[
A B
B A
][
X
Y
]
= ω
[
1 0
0 −1
][
X
Y
]
. (1)
Solutions to the eigenvalue problem in Eq. (1) yields the
transition energy, ω, and the corresponding transition vectors
X and Y. The matrices A and B in Eq. (1) are defined as
Aiaμ,jbν = δij δabδμν (εa − εi) + Kiaμ,jbν, (2)
Biaμ,jbν = Kiaμ,bjν, (3)
where the indices i, j and a, b label occupied and virtual or-
bitals, respectively, while the indices μ, ν denote spin. εa and
εi are orbital energies for Kohn-Sham orbitals φa and φi, re-
spectively. The coupling matrix52 Kiaμ, jbν is given by
Kiaμ,jbν =
∫ ∫
φiμ (r) φaμ (r)
(
1
|r − r′| +
δ2Exc
δρμ (r) δρν(r′)
)
×φjν(r′)φbν(r′)drdr′, (4)
where Exc is the exchange-correlation energy. ρμ and ρν are
electron spin densities.
Within the adiabatic approximation the exchange-
correlation energy is defined as
Exc =
∫
f (ρμ, ρν, γμμ, γμν, γνν, τμ, τν), (5)
where f is the ground state exchange-correlation functional.
The density gradient invariants, γ , are defined as
γμμ = ∇ρμ · ∇ρμ, γμν = ∇ρμ · ∇ρν, γνν = ∇ρν · ∇ρν,
(6)
and
τσ (r) =
occup∑
i
1
2
|∇φiσ (r) |2 (7)
is the kinetic energy density for the occupied (occup) Kohn-
Sham orbital φiσ of spin σ .
The classification of density functionals is as follows.
Local density approximation (LDA) exchange-correlation
functionals are dependent only on the electron densities. GGA
exchange-correlation functionals are dependent on both the
electron density and the density gradient. Density function-
als that depend on the electron density, the density gradient,
and the kinetic energy density define the mGGA. Density
functionals that include a fixed amount of Hartree-Fock (HF)
exchange are identified as GH density functionals. Density
functionals with varying amounts of HF exchange at differ-
ent interatomic distances are labeled as range separated hy-
brid (RSH) density functionals. Pure density functionals do
not make use of HF exchange.
B. Lambda diagnostic
The lambda diagnostic of Peach et al.53 quantifies the de-
gree of orbital overlap between occupied-virtual pairs con-
tributing to an excited state. Lambda values range from 0 to 1,
with small lambda values indicating low-overlap/long-range
excitations (i.e., Rydberg excited states) and large lambda val-
ues signifying high-overlap/short-range excitations (i.e., low-
lying valence excited states). Several studies have demon-
strated errors in calculated excitation energies for small
lambda values and large long-range character.50, 53–57
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TABLE II. List of excited states considered in current benchmark with ex-
perimental values and references.
Expt.
Molecule State Type (eV) References
Benzene 11B2u Valence π → π* 4.90 69
11B1u Valence π → π* 6.20 70
11E1g Rydberg 3s 6.33 71
11A2u Rydberg 3p 6.93 72
11E2u Rydberg 3p 6.95 73
13B1u Valence π → π* 3.95 74
13E1u Valence π → π* 4.76 74
13B2u Valence π → π* 5.60 74
Butadiene 11Bu Valence π → π* 5.92 75
11Bg Rydberg 3s 6.21 76
11Au Rydberg 3p 6.64 76
21Au Rydberg 3p 6.80 75
13Bu Valence π → π* 3.22 77
13Ag Valence π → π* 4.91 77
13Au Rydberg 3p 6.81 78
Cyclopentadiene 11B2 Valence π → π* 5.34 79
11A2 Rydberg 3s 5.63 80
11B1 Rydberg 3p 6.25 81
21A2 Rydberg 3p 6.26 81
21A1 Valence π → π* 6.2 82
21B2 Rydberg 3p 6.31 81
31B1 Rydberg 3s 7.85 83
13B2 Valence π → π* 3.10 84
Ethylene 11B3u Rydberg 3s 7.11 85
11B1g Rydberg 3p 7.80 85
11B1u Valence π → π* 7.66 85
11B2g Rydberg 3p 8.0 85
13B3u Rydberg 3s 6.98 85
13B1u Rydberg 3p 7.79 85
13Ag Rydberg 3p 8.15 85
Formaldehyde 11A2 Valence n → π* 4.07 86
11B2 Rydberg 3s 7.11 86
21B2 Rydberg 3p 7.97 86
21A1 Rydberg 3p 8.14 86
21A2 Rydberg 3p 8.37 86
13A2 Valence n → π* 3.50 86
13B2 Rydberg 3s 6.83 86
23B2 Rydberg 3p 7.79 86
23A1 Rydberg 3p 7.96 86
23A2 Rydberg 3p 8.31 86
Furan 11A2 Rydberg 3s 5.91 86
11B2 Valence π → π* 6.06 87
11B1 Rydberg 3p 6.48 88
21B2 Rydberg 3p 6.48 88
21A2 Rydberg 3p 6.61 88
31B1 Rydberg 3s 7.38 88
13B2 Valence π → π* 4.0 89
13A1 Valence π → π* 5.2 89
Methylenecyclopropene 11B2 Valence π → π* 4.01 90
11B1 Valence σ → π* 5.12 90
21A1 Valence π → π* 6.02 90
C. Benchmark
The density functionals investigated in the current bench-
mark study are listed in Table I. The molecules and excited
states in the benchmark set are given in Table II.
TABLE II. (Continued.)
Expt.
Molecule State Type (eV) References
Pyrazine 11B3u Valence n → π* 4.22 91
11Au Valence n → π* 4.72 92
11B2u Valence π → π* 4.81 93
11B2g Valence n → π* 5.46 94
11B1g Valence n → π* 6.10 92
11Ag Valence n → σ* 6.30 95
11B1u Valence π → π* 6.51 93
21B2u Valence n → σ* 6.75 95
21B1u Valence n → σ* 6.84 95
31B1u Valence π → π* 7.67 93
13B3u Valence n → π* 3.42 94
13B1u Valence π → π* 4.04 94
13Au Valence n → π* 4.2 94
13B2u Valence π → π* 4.5 94
13B2g Valence n → π* 4.6 94
23B1u Valence π → π* 5.7 94
Pyridine 11B1 Valence n → π* 4.59 95
11B2 Valence π → π* 4.99 95
11A2 Valence n → π* 5.43 95
13A1 Valence π → π* 4.1 95
13B2 Valence π → π* 4.84 95
13A2 Valence n → π* 5.43 95
Pyrrole 11A2 Rydberg 3s 5.22 87
21B1 Rydberg 3p 5.86 96
21B2 Valence π → π* 5.98 97
13B2 Valence π → π* 4.21 98
s-tetrazine 11B3u Valence n → π* 2.25 99
11Au Valence n → π* 3.4 100
11B2u Valence π → π* 4.97 101
21Au Valence n → π* 5.0 101
13B3u Valence n → π* 1.69 101
13Au Valence n → π* 2.90 101
13B1g Valence n → π* 3.6 101
13B2u Valence n → π* 4.2 101
23Au Valence n → π* 4.6 101
s-trans acrolein 11A′′ Valence n → π* 3.71 102
s-trans glyoxal 11Au Valence n → π* 2.8 103
11Bg Valence n → π* 4.63 104
21Bg Valence n → π* 7.45 86
11Bu Rydberg 3p 7.9 103
13Au Valence n → π* 2.5 103
13Bg Valence n → π* 3.8 103
13Bu Valence π → π* 5.2 103
Water 11B1 Rydberg 3s 7.4 105
11A2 Rydberg 3p 9.1 105
21A1 Rydberg 3s 9.7 105
11B2 Rydberg 3p 11.05 106
13B1 Rydberg 3s 7.0 105
13A2 Rydberg 3p 8.9 105
13A1 Rydberg 3s 9.3 105
All ground-state molecular structures have been
optimized with the Pople split-valence triple-ζ 6-
311++G(3df,3pd) basis set107–111 with the same density
functional that is used for the calculation of the vertical
excitation energies. Ground state structures were character-
ized by a positive definite Hessian matrix (second derivative
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matrix of the energy with respect to the nuclear coordi-
nates). Vertical excitation calculations were performed at the
optimized ground state geometry for the lowest 15 singlet
and triplet excited states for each molecule using the linear
response TDDFT implementation in the general atomic and
molecular electronic structure system (GAMESS).112 The
vertical excited state symmetry labels, oscillator strengths,
and lambda diagnostic values were used to identify valence
states for comparisons with experiment. Identification of
Rydberg states was accomplished by analyses of the linear
combination of atomic orbital coefficients of the Kohn-Sham
molecular orbitals that contribute to the dominant transition
vectors of an excited state. In some cases, visualization of the
Kohn-Sham molecular orbitals using MacMolPlt113 assisted
in the identification of excited states. Both ground state
DFT and excited state TDDFT calculations were carried out
using the (96, 1202) Euler-MacLaurin radial114 and Lebedev
angular115 grid in GAMESS.
The mean signed error (MSE), mean absolute error
(MAE), and root-mean-square (RMS) error with respect to
experimental values are used as estimators of density func-
tional performance for vertically excited states. All calcula-
tions were performed using the GAMESS quantum chemistry
code116 and visualized using MacMolPlt.113
III. RESULTS AND DISCUSSION
In light of the numerous detailed theoretical studies117–153
that are available in the literature for the various molecules
used in the current benchmark set, the analysis of density
functional performance for vertical excited states will focus
on the general trends. The calculated errors in vertical excita-
tion energies and statistical results obtained for each molecule
and density functional used in the benchmark are available as
supplementary material (see Tables S1–S10 in Ref. 154).
The entire benchmark set of 101 excited states is exam-
ined for the LDA, GGA, GH-GGA, and RSH functionals.
Some convergence problems were encountered in the Kohn
Sham SCF procedure during the ground state geometry opti-
mizations when the mGGA and GH-mGGA functionals were
employed. For this reason, the number of excited states that
were examined with these functionals is 60. Switching to
a smaller basis and removing diffuse functions resolved the
convergence problem but was not pursued as a viable solu-
tion due to the improper treatment of Rydberg states. Instead,
molecules with convergence problems were removed from the
benchmark set for the mGGA and GH-mGGA functionals.
A. Performance for singlet and triplet excited states
The benchmark set of 101 excited states can be broken
down into 63 singlet and 38 triplet states. Figure 1 shows a
graphical representation of the MAE for singlet and triplet ex-
cited states, as well as the overall MAE for the benchmark set.
The data corresponding to Figure 1 is summarized in Tables
S1 and S2 in the supplementary material.154
For singlet excited states, the PBE0 (MAE = 0.25 eV)
functional offers the best performance among LDA, GGAs,
FIG. 1. Comparison of density functional mean absolute errors for singlet
and triplet excited states.
and GH-GGAs. The CAM-B3LYP (MAE = 0.28 eV) func-
tional is nearly equivalent in performance. OLYP (MAE
= 0.89 eV) gives the poorest performance among the LDA,
GGA, and GH-GGA functionals. Among the mGGA and GH-
mGGA functionals, the M06-2X (MAE = 0.21 eV) and M06
(MAE = 0.81 eV) functionals offer the best and worst per-
formance, respectively, for singlet vertical excited states. Sur-
prisingly, the Slater exchange and Volk-Wilk-Nusair (SVWN)
correlation functional (MAE = 0.56 eV), an LDA, outper-
forms all GGAs as well as a few mGGAs (M06, PKZB,
TPSSm) for singlet excited states. The performance of the
SVWN functional suggests that, for the singlet excited states
within the benchmark set of the current study, climbing up
Jacob’s ladder in the ground state may not necessarily corre-
spond to an improved performance in the excited state.28
For triplet excited states, the B3LYP (MAE = 0.31 eV),
X3LYP (MAE = 0.31 eV), and PBE0 (MAE = 0.32 eV) func-
tionals offer the best performance among LDA, GGAs, and
GH-GGAs. Among mGGAs and GH-mGGAs, the M06-2X
functional (MAE = 0.24 eV) demonstrates the best perfor-
mance for triplet excited states while the PKZB (MAE = 0.57
eV) functional is the worst. The SVWN functional (MAE =
0.51 eV) again outperforms all GGAs. With the exception of
the CAM-B3LYP (MAE = 1.10 eV) functional, the errors as-
sociated with triplet excited states are near or below the er-
rors for singlet excited states. These results for the triplet ex-
cited states are different from the work of Jacquemin et al.,41
which suggests MAE values larger than 0.40 eV for PBE0 and
B3LYP. The difference between the current benchmark study
and that of Jacquemin et al. is that in the current study the per-
formance of the functionals is compared with experimentally
determined excitation energies, whereas the previous analysis
by Jacquemin et al. compared functional performance with
predictions from wave function methods. In agreement with
Jacquemin et al., the M06-2X functional performs best over-
all and the CAM-B3LYP performs the worst for triplet states.
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FIG. 2. Comparison of density functional mean absolute errors for valence
and Rydberg excited states.
B. Performance for valence and Rydberg
excited states
The benchmark set can also be divided into 60 valence
and 41 Rydberg states. Figure 2 shows a graphical represen-
tation of the MAE for valence and Rydberg excited states
compared to the overall MAE for the benchmark set. The
corresponding raw data are summarized in Tables S3 and S4
in the supplementary material.154 For valence excited states,
the B3LYP (MAE = 0.26 eV), X3LYP (MAE = 0.26 eV),
and PBE0 (MAE = 0.30 eV) functionals continue to give
the best overall performances among the LDA, GGA, and
GH-GGA functionals. The CAM-B3LYP (MAE = 0.84 eV)
functional performs the worst among the LDA, GGA, and
GH-GGA functionals. The SVWN (MAE = 0.48 eV) func-
tional and all GGA functionals perform at the same level for
valence excited states. Among the mGGA and GH-mGGA
functionals, the M06 (MAE = 0.25 eV) functional offers the
best performance. The worst performing density functional
among the mGGA and GH-mGGA functionals is the M06-
HF (MAE = 0.48 eV) functional which contains 100% HF
exchange. The M06-L (MAE = 0.29 eV) functional, which
contains no HF exchange, is the second best performing den-
sity functional among the mGGA and GH-mGGA functionals
for vertically excited valence states. The latter result suggests
that the addition of too much HF exchange can have a detri-
mental impact on the performance of density functionals for
the vertical excitation energy calculation of low-lying valence
states.
For Rydberg states, the CAM-B3LYP (MAE = 0.22
eV) functional offers the best performance among the LDA,
GGA, and GH-GGA functionals. The SVWN (MAE = 0.61
eV) density functional performs better than all of the GGA
functionals for Rydberg states, and the OLYP (MAE = 1.21
eV) functional performs the worst among the LDA, GGA, and
GH-GGA functionals. Among the mGGA and GH-mGGA
functionals, those with large amounts of HF exchange give
the best performance for Rydberg states. The best performing
functional for valence states, M06, is the worst performing
functional for Rydberg states. Similarly, the worst
performing functional for valence states, M06-HF, is
within 0.08 eV of the best performing density functional
among the mGGA and GH-mGGA functionals for Rydberg
states, M06-2X (MAE = 0.17 eV). An accurate description
of the exchange-correlation potential at long range, facilitated
through the inclusion of HF exchange, is essential for the
proper treatment of Rydberg excited states.
Possessing a balanced description of valence and Ryd-
berg excited states is a desirable trait for density functionals
with respect to the calculation of vertical excitation energies.
The trends mentioned above for valence and Rydberg excited
states may be examined using the lambda diagnostic of Peach
et al.53 Figure 3 plots lambda values against the errors in the
TDDFT calculated vertical excitations for the LDA, GGA,
and GH-GGA functionals. Figure 4 plots the lambda diag-
nostic for the mGGA and GH-mGGA functionals. For all of
the functionals that are considered in this work, Rydberg ex-
cited states have lambda values less than 0.6 while valence
excited states exhibit lambda values that vary from 0.2 to 0.9.
Observed for all density functionals is the trend towards neg-
ative errors with decreasing lambda values. The lambda plots
for the best performing density functionals have data points
that are clustered near the origin at y = 0 for both valence
and Rydberg excited states. For the CAM-B3LYP functional,
Figure 3(j), clustering of data points near the origin is only
observed for Rydberg excited states. The lambda diagnostic
plot for the M08-HX and M08-SO functionals, Figure 4(m)
and 4(n), respectively, show a well behaved correlation be-
tween lambda values and errors in calculated vertical excita-
tion energies with respect to the benchmark set, offering a less
sporadic spread of errors among valence and Rydberg excited
states.
C. Performance for n → π* and π → π* excited states
The 60 valence states within the benchmark set can be
divided into 30 π → π*, 26 n → π*, 3 n → σ*, and a sin-
gle σ → π* excitation. Due to the small number of n → σ*
and σ → π* excited states, the breakdown for valence states
was limited to π → π* and n → π* excitations. Figure 5
shows a graphical representation of the MAE for n → π* and
π → π* excited states compared to the total valence MAE
for the benchmark set. The data corresponding to Figure 5
are summarized in Tables S5 and S6 in the supplementary
material.154 The description of n → π* valence excited states
is significantly worse for pure density functionals than for GH
functionals. The inclusion of HF exchange appears to improve
the description of n → π* excited states with one exception,
M06-HF (MAE = 0.58 eV). Among LDA, GGA, and GH-
GGA functionals, all GH-GGA functionals outperform the
others and offer near equivalent treatments of n → π* valence
states with MAE values ranging from 0.25–0.32 eV. Among
the mGGA and GH-mGGA functionals, the M06 (MAE
= 0.22 eV) functional offers the best performance. The M06-
HF (MAE = 0.58 eV) functional performs the worst.
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FIG. 3. Lambda diagnostics for non-metaGGAs. × (red online) labels 3p Rydberg excited states, × (purple online) labels 3s Rydberg excited states,  (pink
online) labels π → π* valence excited states,  (blue online) labels n → π* valence excited states,  (orange online) labels n → σ* valence excited states,
and  labels σ → π* valence excited states: (a) SVWN, (b) BLYP, (c) PW91, (d) PBE, (e) OLYP, (f) BHHLYP, (g) B3LYP, (h) PBE0, (i) X3LYP, and
(j) CAM-B3LYP.
For the π → π* valence excited states, almost all LDA,
GGA, and GH-GGA functionals perform equivalently, with
MAE values ranging from 0.27–0.36 eV. The CAM-B3LYP
(MAE = 1.14 eV) functional produces the largest error, likely
due to the fact that half of the π → π* excited states are
triplet states. The CAM-B3LYP functional has been reported
to have difficulty treating triplet excited states.42, 155 Among
the mGGA and GH-mGGA functionals, the pure mGGA den-
sity functional M06-L (MAE = 0.25 eV) performs the best
for π → π* excited states. The poorest performer among
the mGGA and GH-mGGA functionals is M05 (MAE = 0.50
eV). With the exception of M05 and M06-HF, the rest of the
mGGA and GH-mGGA functionals are within 0.05 eV of the
M06-L performance for π → π* excited states in the bench-
mark set.
The lambda diagnostic plots in Figures 3 and 4 offer
additional insight into the performance of density function-
als for the calculation of vertical n → π* and π → π* va-
lence excited states. For all density functionals considered in
this work, n → π* valence states are observed to produce
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FIG. 4. Lambda diagnostics for metaGGAs. × (red online) labels 3p Rydberg excited states, × (purple online) labels 3s Rydberg excited states,  (pink online)
labels π → π* valence excited states, and  (blue online) labels n → π* valence excited states: (a) VS98, (b) PKZB, (c) TPSS, (d) M06-L, (e) TPSSm,
(f) revTPSS, (g) TPSSh, (h) M05, (j) M06, (k) M06-2X, (l) M06-HF, (m) M08-HX, and (n) M08-SO.
intermediate lambda values that fall in between Rydberg
and π → π* excited states. The smaller lambda values
indicate a smaller degree of spatial overlap between the
Kohn-Sham molecular orbitals involved in an n → π*
excited state than in a π → π* excited state. The larger MAE
observed for n → π* excited states compared to π → π*
excited states suggests that the former may be more prob-
lematic for pure density functionals due to the lack of HF
exchange.
D. Overall performance
Table III summarizes the calculated MSE, MAE, RMS,
largest positive, and largest negative errors for each density
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FIG. 5. Comparison of density functional mean absolute errors for π → π*
and n → π* valence excited states.
functional with respect to the total number of excited states
calculated using the linear response TDDFT approach. All
density functionals with more than 50% HF exchange pos-
sess a positive MSE value, with the exception of the M08-
HX (MSE = −0.23 eV) and M08-SO (MSE = −0.30 eV)
GH-mGGA functionals. The underestimation of excitation
TABLE III. The overall performance of density functionals for TDDFT ex-
cited state calculations.
Excited
states (count) Functional MSE MAE RMS Max (−) Max (+)
All (101) SVWN − 0.41 0.54 0.65 − 2.28 0.79
BLYP − 0.64 0.68 0.79 − 2.29 0.44
PW91 − 0.58 0.62 0.73 − 2.26 0.53
PBE − 0.55 0.60 0.71 − 2.27 0.59
OLYP − 0.73 0.77 0.93 − 2.21 0.42
BHHLYP 0.16 0.35 0.47 − 1.07 1.09
B3LYP − 0.24 0.34 0.42 − 1.48 0.74
PBE0 − 0.10 0.28 0.36 − 1.26 0.95
X3LYP − 0.22 0.33 0.41 − 1.41 0.77
CAM-B3LYP 0.48 0.59 0.92 − 0.86 2.99
All (60) VS98 − 0.37 0.43 0.56 − 1.89 0.98
PKZB − 0.64 0.68 0.81 − 2.15 0.58
TPSS − 0.51 0.55 0.66 − 1.99 0.69
M06-L − 0.27 0.39 0.50 − 1.59 1.04
TPSSm − 0.53 0.57 0.69 − 2.01 0.64
revTPSS − 0.41 0.46 0.57 − 1.93 0.84
TPSSh − 0.32 0.39 0.49 − 1.63 0.82
M05 − 0.32 0.38 0.48 − 1.41 0.80
M05-2X 0.34 0.45 0.54 − 0.49 1.51
M06 − 0.64 0.69 0.85 − 1.56 0.68
M06-2X 0.03 0.22 0.30 − 0.55 0.98
M06-HF 0.04 0.38 0.48 − 0.93 1.24
M08-HX − 0.23 0.44 0.50 − 1.02 1.08
M08-SO − 0.30 0.45 0.51 − 1.09 0.79
energies has been ascribed to the incorrect long-range be-
havior of the exchange-correlation potential (asymptotic vs.
−1/r decay).156 A reduction in the MSE is observed as one
goes from LDA and GGA functionals to GH-GGA func-
tionals. The addition of HF exchange causes the exchange-
correlation potential to decay as −a/r, where a is a constant
other than unity;157, 158 i.e., the asymptotic behavior of the
exchange-correlation potential offers a better description at
long range compared to pure LDA and GGA density function-
als. A larger increase in the percentage of HF exchange brings
the MSE closer to positive values. The trend in the MSE is
graphically illustrated in Figures 6 and 7, where accuracy
plots show the deviation of calculated TDDFT values (points)
from experimental values (line at y = x) for vertically excited
states.
The MSE values by themselves cannot be used as estima-
tors of density functional performance, because they average
over positive and negative values and do not offer insight into
the magnitude of the errors. Both MAE and RMS estimators
offer metrics that take into consideration the magnitude of an
error.
Among the LDA, GGA, and GH-GGA functionals, the
PBE0 (MAE = 0.28 eV, RMS = 0.36 eV) functional gives
the lowest MAE and RMS values overall. The B3LYP
(MAE = 0.34 eV, RMS = 0.42 eV) and X3LYP (MAE
= 0.33 eV, RMS = 0.41 eV) functionals are within 0.05 eV
of the MAE and RMS values of PBE0. The PBE0 func-
tional consist of 25% HF exchange and performs bet-
ter overall than the BHHLYP (MAE = 0.35 eV, RMS
= 0.47 eV) functional, which contains 50% HF exchange.
The latter result suggests that increasing the amount of HF
exchange alone will not necessarily result in better per-
formance for the calculation of vertically excited states.
Among the LDA, GGA, and GH-GGA functionals, the OLYP
(MAE = 0.77 eV, RMS = 0.93 eV) functional produces
the largest MAE and RMS values overall. Somewhat sur-
prisingly, the LDA functional, SVWN (MAE = 0.54 eV,
RMS = 0.65 eV), outperforms the M06 (MAE = 0.69 eV,
RMS = 0.85 eV), PKZB (MAE = 0.68 eV, RMS = 0.81 eV),
and TPSSm (MAE = 0.55 eV, RMS = 0.66 eV), and all GGA
functionals as well.
Among the mGGA and GH-mGGA functionals, M06-
2X (MAE = 0.22 eV, RMS = 0.30 eV) gives the lowest
MAE and RMS values while the general-purpose M06 (MAE
= 0.69 eV, RMS = 0.85 eV) functional produces the largest.
With regard to the M06 functional, doubling the amount of
HF exchange, from 27% in M06 to 54% in M06-2X, signif-
icantly improves the performance for the calculation of ver-
tically excited states. The M06-L (MAE = 0.39 eV, RMS
= 0.50 eV) functional offers the best overall performance
among mGGAs. Convergence issues aside, the M06-L func-
tional performs better than any of the GGA functionals and
exhibits approximately same level of performance as BHH-
LYP. The benefit of pure density functionals is the increase
in computational efficiency due to the avoidance of calcu-
lating the exchange integrals needed for a GH density func-
tional. The M08-HX (MAE = 0.44 eV, RMS = 0.50 eV) and
M08-SO (MAE = 0.45 eV, RMS = 0.51 eV) functionals of-
fer intermediate performance overall among GH-mGGAs and
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FIG. 6. Accuracy plots for TDDFT calculated excitation energies for non-metaGGAs: (a) SVWN, (b) BLYP, (c) PW91, (d) PBE, (e) OLYP, (f) BHHLYP, (g)
B3LYP, (h) PBE0, (i) X3LYP, and (j) CAM-B3LYP. Points above the line indicate positive errors while points below the line indicate negative errors.
perform better overall than most mGGAs, with M06-L being
an exception.
IV. CONCLUSIONS
The performance of 24 density functionals for the
calculation of vertical excitation energies within the linear re-
sponse TDDFT formalism was analyzed against a benchmark
set consisting of 101 experimental excited state energies. Due
to convergence problems in the ground state geometry opti-
mizations, the benchmark set for the mGGA and GH-mGGA
functionals only consisted of 60 excited states. The CAM-
B3LYP (MAE = 0.22 eV) and the M06-2X (MAE = 0.17
eV) functionals are recommended for Rydberg excited states.
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FIG. 7. Accuracy plots for TDDFT calculated excitation energies for metaGGAs: (a) VS98, (b) PKZB, (c) TPSS, (d) M06-L, (e) TPSSm, (f) revTPSS,
(g) TPSSh, (h) M05, (j) M06, (k) M06-2X, (l) M06-HF, (m) M08-HX, and (n) M08-SO. Points above the line indicate positive errors while points below the
line indicate negative errors.
For valence states, the B3LYP (MAE = 0.26 eV), X3LYP
(MAE = 0.26 eV), PBE0 (MAE = 0.30 eV), and M06 (MAE
= 0.25 eV) functionals offer equivalent performance. The
M06-L functional is an attractive option for the calculation of
valence excited states since it is a pure density functional, and
it does not require the computation of the exchange integrals
needed for the admixture of HF exchange in GH functionals.
For singlet states, the PBE0 (MAE = 0.25 eV) and M06-2X
(MAE = 0.22 eV) functionals offer the best performance.
For triplet states, GH functionals are needed with B3LYP
(MAE = 0.31 eV), X3LYP (MAE = 0.31 eV), PBE0 (MAE
= 0.32 eV), and M06-2X (MAE = 0.24 eV) performing
well. The CAM-B3LYP (MAE = 1.10 eV) functional is not
recommended for the treatment of triplet excited states.
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Overall, the best performing pure density functional is
M06-L (MAE = 0.39 eV). The best overall performing
GH-GGA functional is PBE0 (MAE = 0.28 eV). The best
overall performing GH-mGGA functional is M06-2X (MAE
= 0.22 eV). Of the GGA functionals tested, none can
be recommended since the LDA functional, SVWN (MAE
= 0.54 eV), outperforms all GGA functionals overall. In light
of the unresolved convergence issues for several of the mGGA
and GH-mGGA functionals, the best overall density func-
tional based on the benchmark set used in this study is the
PBE0 functional which offers a balanced treatment of sin-
glet (MAE = 0.25), triplet (MAE = 0.32 eV), valence (MAE
= 0.30 eV), and Rydberg (MAE = 0.25) excited states.
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