Differentiability of functionals of Poisson processes via coupling with applications to queueing theory  by Baccelli, François et al.
Stochastic Processes and their Applications 81 (1999) 299{321
Dierentiability of functionals of Poisson processes
via coupling
With applications to queueing theory
Francois Baccellia; , Sven Hasenfussb, Volker Schmidtb
aEcole Normale Superieure, Departement de Mathematiques et d’Informatique, 45 rue d’ULM,
Paris 75005, France
bUniversitat Ulm, Abteilung Stochastik, Helmholtzstr. 18, D-89069 Ulm, Germany
Received 14 November 1997; received in revised form 25 September 1998
Abstract
We give some probabilistic conditions based on coupling for a functional of a Poisson point
process to be dierentiable in the intensity  of this process in a neighborhood of the origin.
These conditions are exemplied on various queueing theory problems, and compared with other
conditions of the literature. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
The aim of the present paper is to give some probabilistic conditions for a functional
of a Poisson point process to be dierentiable in the intensity  of this process in a
neighborhood of the origin.
These conditions consist in a uniform coupling condition and a uniform boundedness
condition. They can be seen as a complement to the known techniques used for ad-
dressing this and related questions concerning dierentiability of functionals of random
point processes such as
1. the method of admissibility due to Reiman and Simon (1989),
2. the method based on Radon{Nikodym derivatives, as investigated by Zazanis (1992),
3. the factorial moment expansion method proposed by B laszczyszyn (1995).
The structure of the paper is as follows: in Section 2 we give the basic results and
the conditions required for the method to work. In a preliminary step we derive some
results for the nite time horizon case and then extend these to the innite horizon
and thus stationary case. The approach mainly relies on elementary real analysis and a
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few probabilistic concepts such as coupling. In the third section, we consider various
examples pertaining to queueing theory. We extensively discuss the applicability of
our approach to the dierentiability of various steady state characteristics of queueing
networks which can be described in terms of so-called (max,+)-linear systems. Fur-
thermore, we show how our results can be applied to multiserver queues with light
trac and to integrals of Markov processes which occur for example in uid queues
with several merging inputs. In Section 4 we briey discuss the relationship with the
other methods mentioned above.
2. Dierentiability of Poisson-driven stochastic systems
Consider a two-sided innite sequence Z=fZng ofK-valued random variables where
K=Rd; d>1. Let T = fTng be a stationary Poisson point process on the whole real
line R with intensity  which is given on the same probability space (
;F;P) and
independent of Z . Furthermore, let  be a real-valued functional of (T; Z) =f(Tn; Zn)g,
i.e. a measurable mapping  :MK1 ! R, where M is the space of all realizations
of fTng and K1 is the space of all realizations of fZng. The stochastic systems
considered in this paper will be assumed to be causal, with the meaning that  depends
on the restriction of (T; Z) to the negative haline only.
We give conditions on  and Z for the function f() = E  (T; Z) to be innitely
dierentiable in  in a right neighborhood of 0 and for the following limit to hold:
lim
#0
dk
dk
E  (T; Z)
= E
Z 0
−1
: : :
Z 0
−1
kX
‘=0

k
‘

(−1)k−‘ 
0@ ‘X
j=1
sj ; Z
1A ds1 : : : dsk ;
where we represent a sequence of points fsng by the counting measure
P
n sn .
2.1. Finite-horizon case
We rst state some auxiliary formulas, which are useful for proving our main result
in Section 2.2. Let t < 0 be arbitrary but xed and let T t denote the restriction of
T to the interval (t; 0), i.e. T t can be represented by the random counting measureP
n 1(t <Tn < 0)Tn . Let Ft denote the sub--algebra of F generated by T
t which
means that Ft is the -algebra generated by the random variables Tn 1(t <Tn < 0).
Lemma 1. (a) Assume that  (T t; Z)>0: Then
E  (T t; Z) = et
1X
k=0
(−t)k
k!
k(t); (1)
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where
k(t) =
1
(−t)k
Z 0
t
: : :
Z 0
t
E 
0@ kX
j=1
uj ; Z
1A du1 : : : duk : (2)
If E  (T t; Z)=1; both sides of Eq. (1) are innite. If E  (T t; Z)<1; then k(t)<1
for all k.
(b) Assume that  is real-valued (not necessarily nonnegative) and Ej (T t; Z)j<1.
Then Eq. (1) holds andZ 0
t
: : :
Z 0
t
E
  
0@ kX
j=1
uj ; Z
1A du1 : : : duk <1;
so that k(t) given in Eq. (2) is well-dened for all k.
The proof of Lemma 1 is an immediate consequence of the conditional uniformity
property of stationary Poisson processes.
Theorem 1. Let 0 > 0 be xed. Assume that Ej (T t; Z)j<1 for  = 0. Then
(a) the function ft() =E (T t; Z) is nite and innitely dierentiable on the interval
[0; 0);
(b) for all ‘ = 1; 2; : : : and for all  2 [0; 0);Z 0
t
: : :
Z 0
t
E
 
0@T t + ‘X
j=1
sj ; Z
1A ds1 : : : ds‘ <1; (3)
(c) for all n = 1; 2; : : : and  2 [0; 0);
dn
dn
ft()
=
Z 0
t
: : :
Z 0
t
nX
‘=0

n
‘

(−1)n−‘ E 
0@T t + ‘X
j=1
sj ; Z
1A ds1 : : : dsn: (4)
Proof. First consider the special case when  is nonnegative. If E (T t; Z)<1 for
 = 0, then the power series in Eq. (1) converges absolutely for all complex  with
jj<0 and it is analytic in this region. In particular, ft() = E (T t; Z) is innitely
dierentiable in  2 [0; 0). In this region, we can then interchange dierential and
sum in the right-hand side of Eq. (1), which gives
f(n)t () :=
dn
dn
ft() = (−t)n et
1X
k=0
(−t)k
k!
nX
‘=0

n
‘

(−1)n−‘ k+‘(t); (5)
for each n>1.
We now prove that under the above assumptions, not only k(t)<1 for all k
(Lemma 1), but in addition, for all ‘>0 and for all  2 [0; 0),
1X
k=0
(−t)k
k!
k+‘(t) <1: (6)
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Let s1; : : : ; s‘ 2 (t; 0) be xed negative numbers. Applying Lemma 1 to the functional
~ (T; Z) =  (T +
P‘
j=1 sj ; Z) we obtain that
E 
0@T t + ‘X
j=1
sj ; Z
1A
= et
1X
k=0
(−t)k
k!
1
(−t)k
Z 0
t
: : :
Z 0
t
E 
0@ kX
j=1
uj +
‘X
j=1
sj ; Z
1A du1 : : : duk ; (7)
so that from Fubini’s theorem
1
(−t)‘
Z 0
t
: : :
Z 0
t
E  
0@T t + ‘X
j=1
sj ; Z
1A ds1 : : : ds‘
= et
1X
k=0
(−t)k
k!
1
(−t)k+‘
Z 0
t
: : :
Z 0
t| {z }
k+‘
E 
0@ kX
j=1
uj +
‘X
j=1
sj ; Z
1A du1 : : : duk ds1 : : : ds‘
= et
1X
k=0
(−t)k
k!
k+‘(t); (8)
where again either both sides are innite or they are both nite. Showing that we are
in the latter case will then prove Eq. (6).
For all  2 [0; 0), let T and ~T be two independent Poisson processes (both inde-
pendent of Z), of respective intensities  and ~ = 0 − . The assumption ft(0)<1
implies that
E  (T t + ~T t; Z) = EE[ (T t + ~T t; Z)j ~T t]<1:
This together with Lemma 1 applied to the functional
~ ( ~T
t
; Z) = E[ (T t + ~T t; Z) j ( ~T ; Z)]
imply that
e
~t
1X
k=0
(− ~t)k
k!
1
(−t)k
Z 0
t
: : :
Z 0
t
E 
0@T t + kX
j=1
sj ; Z
1A ds1 : : : dsk <1;
which in turn implies that for all k,Z 0
t
: : :
Z 0
t
E 
0@T t + kX
j=1
sj ; Z
1A ds1 : : : dsk <1:
This both concludes the proof of (b) and shows Eq. (6) when making use of Eq. (8).
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Thus, using Eqs. (5), (6) and (8), we obtain that f(n)t () is nite (it is the sum of
n + 1 nite terms) and that
f(n)t () =
nX
‘=0

n
‘

(−1)n−‘ (−t)n−‘
Z 0
t
: : :
Z 0
t| {z }
‘
E  
0@T t + ‘X
j=1
sj ; Z
1A ds1 : : : ds‘
=
nX
‘=0

n
‘

(−1)n−‘
Z 0
t
: : :
Z 0
t| {z }
n
E  
0@T t + ‘X
j=1
sj ; Z
1A ds1 : : : dsn
=
Z 0
t
: : :
Z 0
t
nX
‘=0

n
‘

(−1)n−‘ E  
0@T t + ‘X
j=1
sj ; Z
1A ds1 : : : dsn:
This concludes the proof of (c).
The case when  is possibly negative but integrable follows by considering separately
the positive and the negative parts.
In (a) above and later, by innite dierentiability in [0; 0), we mean innite dier-
entiability in (0; 0) and innite right-dierentiability at point 0. The right derivative
of order n at this point is
dn
dn
ft(0) =
Z 0
t
: : :
Z 0
t
nX
‘=0

n
‘

(−1)n−‘ E  
0@ ‘X
j=1
sj ; Z
1A ds1 : : : dsn:
2.2. Innite-horizon case
In many applications, the limit  (T; Z)=limt!−1 (T t; Z) is well-dened, in a sense
to be dened later on. The aim of this section is to investigate the dierentiability of
the function f() = E  (T; Z).
The following auxiliary result is well-known (see e.g. Titchmarsh (1939), Section
1:72).
Lemma 2. Let 0>0 be xed. Consider a family of continuous functions fft(); t<0g
on [0; 0) such that
lim
t!−1ft() = f();
uniformly in ; for some function f(). If ft() is dierentiable in  for each t < 0;
if its derivative f(1)t () is continuous in [0; 0); and if
lim
t!−1f
(1)
t () = g()
uniformly in ; for some g : [0; 0) ! R; then; f() is dierentiable in [0; 0) and
f(1)() = g() for each  2 [0; 0).
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Theorem 2. Let m61 be xed. Assume that for all t < 0; Ej (T t; Z)j<1 for
 = 0; and; in addition; for all 06k <m + 1;
lim
t!−1
Z 0
t
: : :
Z 0
t
kX
‘=0

k
‘

(−1)k−‘ 
0@T t + ‘X
j=1
sj ; Z
1Ads1 : : : dsk
=
Z 0
−1
: : :
Z 0
−1
kX
‘=0

k
‘

(−1)k−‘  
0@T + ‘X
j=1
sj ; Z
1Ads1 : : : dsk (9)
in L1; uniformly in  2 [0; 0) ( for k = 0; Eq. (9) simply means that  (T t; Z) !
 (T; Z) when t ! −1). Then the function f()=E  (T; Z) is m-times dierentiable
in  2 [0; 0) and
dk
dk
E  (T; Z) =
Z 0
−1
: : :
Z 0
−1
kX
‘=0

k
‘

(−1)k−‘ E  
0@T + ‘X
j=1
sj ; Z
1A ds1 : : : dsk
(10)
for all 0<k <m + 1.
Proof. The proof is based on successive applications of Lemma 2 to the functions
f(k)t () for k = 0; 1; : : : ; m. The fact that these functions satisfy the conditions of
Lemma 2 follows from Theorem 1 and Eq. (9).
To derive sucient conditions for Eq. (9), we use an invariance property of station-
ary Poisson processes which is well known. Namely, for each c 2 (0;1), the scaled
process fTn=cg is again a Poisson process, now with intensity c. Thus, in the rest of
this paper we can and will assume without loss of generality that, for each  2 (0;1),
the Poisson process T ()=fTn()g is the scaled version of one and the same stationary
Poisson process eT = feTng with intensity 1. That is, we assume
Tn() = eTn=; (11)
for all  2 (0;1) and n 2 f: : : ;−1; 0; 1 : : :g.
We introduce the following pathwise conditions of uniform coupling and uniform
boundedness.
Uniform coupling. Assume that there exists a (nite) random variable 0 : 
 !
(−1; 0] such that
 (T t(); Z)) =  (T (); Z)); (12)
for each t < 0 and such that 0 does not depend on  2 [0; 0]. We call the random
variable 0 a (uniform) coupling time of order 0. Moreover, assume that for some
k > 0, there exists a random variable k : 
 ! (−1; 0] such that
 
0@T () + ‘X
j=1
sj ; Z
1A=  
0@T t() + ‘X
j=1
sj ; Z
1A ; (13)
for all t6sj60 and ‘6k whenever t < k , where the coupling time k does not depend
on  2 [0; 0]. Then we say that k is a coupling time of order k.
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Uniform boundedness. Assume that there exists a random variable 0 : 
 ! [0;1)
such that E0 <1 and
j (T t(); Z)j60; (14)
for all t60 and for all  2 [0; 0]. Then we say that we have uniform boundedness of
order 0. If for k > 0, there is a random variable k : 
 ! [0;1) such that Ek <1
and Z 0
t
: : :
Z 0
t

kX
‘=0

k
‘

(−1)k−‘ 
0@T t() + ‘X
j=1
sj ; Z
1A ds1 : : : dsk6k ; (15)
for all t60 and for all  2 [0; 0], we then say that we have uniform boundedness of
order k.
Theorem 3. Let  be nonnegative. Then; condition (9) is fullled if conditions (12)
and (14) are satised and if Eqs. (13) and (15) hold for all 0<k <m + 1.
Proof. Note that Eq. (12) gives
Ej (T (); Z)−  (T t(); Z)j6E[( (T (); Z) +  (T t(); Z))1(t>0)]:
Now, using Eq. (14) and the bounded convergence theorem, we get Eq. (9) for k = 0.
To prove Eq. (9) for 0<k <m + 1, consider the random variables
X t() =
Z
(t;0)k
kX
‘=0

k
‘

(−1)k−‘ 
0@T t() + ‘X
j=1
sj ; Z
1A d(s1; : : : ; sk);
X () =
Z
(−1;0)k
kX
‘=0

k
‘

(−1)k−‘ 
0@T () + ‘X
j=1
sj ; Z
1A d(s1; : : : ; sk):
We write
X ()− X t()
=
Z
(t;0)k
kX
‘=0

k
‘

(−1)k−‘
8<: 
0@T () + ‘X
j=1
sj ; Z
1A
− 
0@T t() + ‘X
j=1
sj ; Z
1A9=; d(s1; : : : ; sk)
+
Z
(−1;0)kn(t;0)k
kX
‘=0

k
‘

(−1)k−‘ 
0@T () + ‘X
j=1
sj ; Z
1A d(s1; : : : ; sk):
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From Eq. (13), the rst k-fold integral vanishes whenever t < k . Therefore,
jX ()− X t()j
6

Z
(t;0)k
kX
‘=0

k
‘

(−1)k−‘ 
0@T () + ‘X
j=1
sj ; Z
1A d(s1; : : : ; sk)
 1(t>k)
+jX t()j1(t>k) +

Z
(−1;0)kn(t;0)k
kX
‘=0

k
‘

 (−1)k−‘ 
0@T () + ‘X
j=1
sj ; Z
1A d(s1; : : : ; sk)
 ;
which eventually leads to
EjX ()− X t()j6 E
"Z
(t;0)k

kX
‘=0

k
‘

(−1)k−‘ 
 
T () +
‘X
j=1
sj ; Z
!
d(s1; : : : ; sk)1(t>k)
#
+ E[(jX t()j)1(t>k)]
+E
"Z
(−1;0)kn(t;0)k

kX
‘=0

k
‘

(−1)k−‘ 
 
T () +
‘X
j=1
sj ; Z
!
d(s1; : : : ; sk)f1(t>k) + 1(t < k)g
#
= E
"Z
(−1;0)kn(t;0)k

kX
‘=0

k
‘

(−1)k−‘ 
 
T () +
‘X
j=1
sj ; Z
!
d(s1; : : : ; sk)1(t < k)
#
+ E[(jX t()j)1(t>k)]
+E
"Z
(−1;0)k

kX
‘=0

k
‘

(−1)k−‘ 
 
T () +
‘X
j=1
sj ; Z
!
d(s1; : : : ; sk)1(t>k)
#
:
Using Eqs. (13) and (15) and the bounded convergence theorem, we see that each
term of the last expression tends to 0 as t tends to −1, which completes the proof of
Eq. (9).
Relationship with expansion kernels. The right-hand limit at 0 of the derivative
in Eq. (10) can be given by two dierent formulas when considering the so-called
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expansion kernels  x1 ;:::; xk introduced by Reiman and Simon (1989) and later used by
B laszczyszyn (1995). These functionals are dened in the following way: For any
x< 0, let
 x(; Z) =  (x + x; Z)−  (x; Z);
where x denotes the restriction of the counting measure  to the interval (x; 0). Then,
for any k>1 and x1; : : : ; xk 2 R;  x1 ;:::; xk is dened by iteration of the mapping  !  x,
i.e.
 x1 ;:::; xk (; Z) = (: : : ( x1 )x2 : : :)xk (; Z): (16)
Corollary 1. Under the conditions of Theorem 3;
lim
#0
dk
dk
E (T; Z) =
Z 0
−1
: : :
Z 0
−1
E
kX
‘=0

k
‘

(−1)k−‘ 
0@ ‘X
j=1
sj ; Z
1A ds1 : : : dsk
= k!
Z 0
−1
: : :
Z 0
−1
E x1 ;:::; xk (o; Z) dxk : : : dx1; (17)
where o denotes the null measure; i.e. o(R) = 0.
Proof. Let us rst prove that the two integrals in Eq. (17) coincide. From Eq. (16),
we obtain
 x1 ;:::; xk (o; Z) =
8><>:
kX
‘=0
(−1)k−‘
X
2Kk; ‘
 
 X
j2
xj ; Z
!
for x1 <   <xk;
0 otherwise;
(18)
where Kk;‘ denotes the collection of all subsets of f1; : : : ; kg containing ‘ elements.
Using this representation we getZ 0
−1
: : :
Z 0
−1
E x1 ;:::; xk (o; Z) dxk : : : dx1
=
Z 0
−1
Z 0
x1
: : :
Z 0
xk−1
E
kX
‘=0
(−1)k−‘
X
2Kk; ‘
 
 X
j2
xj ; Z
!
dxk : : : dx2 dx1
=
1
k!
Z 0
−1
: : :
Z 0
−1
E
kX
‘=0
(−1)k−‘

k
‘

 
0@ ‘X
j=1
xj ; Z
1A dxk : : : dx1;
which proves the desired result. The fact that the left-hand side of Eq. (17) coincides
with the rst integral follows from the continuity of f(k)() in the right of 0.
3. Application to queueing theory and Markov processes
In this section, we apply the results of Section 2 to specic functionals of Poisson
processes occurring in queueing network theory and in Markov process theory.
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3.1. (max;+)-Linear systems
3.1.1. General setting
The setting concerning (max;+)-linear systems is that of Baccelli et al. (1994) and
Baccelli and Schmidt (1996). In these papers, we already considered the dierentiability
problem for these systems using both admissibility and factorial moment expansions.
The aim of the present section is to prove a general dierentiability result for these
systems based on coupling. This will in particular lead to a new set of conditions for
the Taylor series expansions established in these earlier papers to hold. The reader
should refer to these papers for the computation of the coecients of this expansion,
which we will not repeat here.
Let a _ b = maxfa; bg. For reasons which are explained in Baccelli et al. (1994)
and Baccelli and Schmidt (1996), for representing the transient or the steady state
of a given coordinate of this class of systems, it is enough to consider functionals
of the type
 (T; D) = G(W (T; D)) = G
 
D0 _
_
n>1
(Dn + T−n)
!
; (19)
where G:R+ ! R+ is some function, T = fTng is the sequence of arrival epochs of
a stationary point process on R, with intensity , and where the sequence D = fDng
satises the following properties:
 fDng is a non-decreasing sequence of real-valued random variables;
 fDng satises the strong law of large numbers (SLLN), i.e.
lim
n!1
Dn
n
= a; (20)
for some positive constant a (the maximal (max;+)-Lyapunov exponent of the sys-
tem) which is such that  = a< 1 (a condition which will be referred to as the
stability condition).
 There exists a stationary sequence of random variables fHng and an integer r such
that fHngn>0 is a sequence of 1-dependent random variables, and the following
inequalities hold:
< (r − 1)(EH0)−1 (21)
and
Dkr6H0 + H1 +   + Hk−1; 8k>1: (22)
For example, in the special case of a single-server queue with Poisson arrival process,
the random variable Dn is a certain sum of service times.
3.1.2. Taylor series expansions
Theorem 4. Assume that G : R+ ! R+ is a Riemann-integrable nonnegative function
such that G(x)6cx for all x>0; where  2 N0 is a nonnegative integer and c 2
R+ is a nite constant. Let m 2 N be an arbitrary but xed natural number. If
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the ( + m + 2)-th moment of Hn is nite; i.e. if E(Hn)+m+2 <1; then EG(W ) is
(m + 1)-times dierentiable in  for all  in a right neighborhood of 0;
lim
#0
dk
dk
EG(W ) = k!Eqk+1(D0; D1; : : : ; Dk); (23)
for k = 0; 1; : : : ; m; the expectation of G(W ) can be expanded into a Taylor series of
order m with respect to  and
EG(W ) =
mX
k=0
kEqk+1(D0; D1; : : : ; Dk) + Rm+1(); (24)
for all arrival intensities  2 [0; a−1); where Rm+1()=O(m+1) denotes the remainder
of this expansion. The class of functions qk(: : :); k>1; which depends on G; is that
dened in Baccelli et al. (1998); Theorem 1.
This theorem is applicable to a wide range of functionals of W , allowing for ex-
plicit Taylor expansions of moments of W , of its Laplace transform, of the tail of its
distribution, etc. (see Baccelli et al. (1997,1998) and Baccelli and Schmidt (1996) for
the coecients in these cases).
In order to prove Theorem 4 we will use Theorem 2 and Corollary 1. Thus, in
addition to showing that Ej (T t; D)j<1 for = 0 <a−1 and for all t > 0, we have
to prove the validity of various other conditions: uniform coupling (conditions (12) and
(13), uniform boundedness (conditions (14) and (15)). We do this in the following
subsections.
3.1.3. Uniform coupling
We show below that the functional  =G(W ) dened in Eq. (19) satises the uniform
coupling property of Eqs. (12) and (13). The proof is organized in two lemmas.
Lemma 3 (Existence of coupling). If 0a< 1; then; for all k 2 N; there exists a
random variable k60 such that for all 06‘6k; and for all choices of non-positive
real numbers s1; : : : ; s‘;
 
0@T t(0) + ‘X
j=1
sj ; D
1A=  
0@T (0) + ‘X
j=1
sj ; D
1A ;
whenever t < k .
Proof. Using Eq. (20), we obtain that for each xed k, the sequence fDn+k + T−ng
tends to −1 a.s. as n tends to innity, so that there exists a nite random integer Nk
such that Dn+k + T−n < 0, for all n>Nk . Numbering the points of eT = T +P‘j=1 sj
with the usual convention of point processes, one denes two sequences fgng and
fhjg of non-negative integers such that eT−gn = T−n and eT−hj = sj. Using this notation
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we have
 
0@T + ‘X
j=1
sj ; D
1A= G D0 _ _
n>1
(Dn + eT−n)
!
= G
0@D0 _ _
n>1
(Dgn+T−n)_
_
j: sj>t
(Dhj+sj) _
_
j: sj<t
(Dhj+sj)
1A:
Since 06‘6k, we add at most k points to T and thus, the sequences fgng and fhjg
have the following properties: (i) gn6n + k for all n; (ii) sj6minfT−hj+k ; 0g for all
j; (iii) hj>n if sj6T−n.
Using the monotonicity assumption on fDng and (i), we obtain that for all n>Nk ,
Dgn + T−n6Dn+k + T−n < 0:
Pick t be such that t <T−(Nk+k). Then the last equation holds true for all n such that
T−n < t. In the same way, for sj < t, we deduce from (iii) that hj>Nk + k and thus,
from (ii),
Dhj + sj6Dhj + T−(hj−k) < 0:
Therefore, for all t as above, since D0>0,
 
0@T + ‘X
j=1
sj ; D
1A= G
0@D0 _ _
n:T−n>t
(Dgn + T−n) _
_
j: sj>t
(Dhj + sj)
1A :
Similarly,
 
0@T t + ‘X
j=1
sj ; D
1A
= G
0@D0 _ _
n:T−n>t
(Dgtn + T−n) _
_
j: sj>t
(Dhtj + sj) _
_
j: sj<t
(Dhtj + sj)
1A ;
for sequences fgtng and fhtjg such that gtn6n + k for all n; sj6minfT t−htj+k ; 0g for
all j, and htj>n if sj6T
t
−n. By the same arguments as above, for all sj < t, we have
Dhtj + sj <Dhtj + T−htj+k < 0, so that for all t such that t <T−(Nk+k),
 
0@T t + ‘X
j=1
sj ; D
1A= G
0@D0 _ _
n:T−n>t
(Dgtn + T−n) _
_
j: sj>t
(Dhtj + sj)
1A :
But gtn = gn, for all n such that T−n>t, and hj = h
t
j for all j such that sj>t, which
concludes the proof.
Lemma 4 (Uniformity of coupling). Let 0 be as above and let T () be the stationary
Poisson process given in Eq. (11); with intensity  2 [0; 0]. Then; for all k 2 N;
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there exists a random variable k ; which does not depend on  2 [0; 0]; and such
that for all 06‘6k; for all choices of non-positive real numbers s1; : : : ; s‘; and for
all  2 [0; 0]
 
0@T t() + ‘X
j=1
sj ; D
1A=  
0@T () + ‘X
j=1
sj ; D
1A ; (25)
whenever t < k .
Proof. Introducing sequences fgn()g and fhj()g for each  2 [0; 0] as in the proof
of Lemma 3, one easily checks that for all t <T−(Nk+k)(0)
 
0@T () + ‘X
j=1
sj ; D
1A
= G
0@D0 _ _
n:T−n()>t
(Dgn() + T−n()) _
_
j: sj>t
(Dhj() + sj)
1A
=  
0@T t() + ‘X
j=1
sj ; D
1A :
Hence, Eq. (25) follows.
3.1.4. Uniform boundedness { proof of condition (14)
We show now that under natural moment assumptions, the boundedness conditions
stated in Section 2 are fullled.
We start with two elementary inequalities which will be used frequently below:
Lemma 5. For x1; : : : ; xk 2 R+0 ; i1; : : : ; ik ; k 2 N and n 2 N0 the following inequalities
hold:
(a) xi11      xikk6xi1++ik1 +   + xi1++ikk ; (26)
(b) (x1 +   + xk)n6kn (xn1 +   + xnk): (27)
Lemma 6 (Uniform boundedness). Let all conditions of Theorem 4 be satised and
let 0 <a−1. Then; for the functional given in Eq. (19); there exists a nonnegative
random variable 0 with E0 <1 such that 06 (T t(); D)60 and E (T (); D)<1;
for all t < 0 and for all  2 [0; 0].
Proof. Note that by denition  (; D) is a nonnegative functional. We rst show that
E (T (0); D) is nite. Let r 2 N be as dened in Section 3.1.1. Since G() is assumed
to be bounded by G(x)6cx; x 2 R+, we get (with T = T (0)):
 (T; D) = G
 
D0 _
_
n>1
(Dn + T−n)
!
6c
 
D0 _
_
n>1
(Dn + T−n)
!
6 c(D0 + H0 + ’(0)(T; D) + ’(1)(T; D)); (28)
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where ’(j) = ’(j)(T; D); j = 0; 1, denotes the random variable
’(j)(T; D) = sup
p>1
( pX
k=1
(H2k−j + (T−(2k−j)r − T−(2k−j−1)r))
)+
;
where x+ = maxf0; xg. Applying Lemma 5 to Eq. (28) yields
j (T; D)j6c4f(D0) + (H0) + (’(0)) + (’(1))g: (29)
Because of the stochastic assumptions made in Section 3.1.1, we see that ’(j)(T; D);
j = 0; 1, is actually the maximum of a random walk with negative drift, since under
Eq. (21), for j = 0; 1, we have
E(H2k−j + (T−(2k−j)r − T−(2k−j−1)r)) = EH0 − r < EH0 −
r − 1

< 0:
The niteness of E (T; D) now follows from the well known fact that the th moment
of the maximum of a random walk with negative drift is nite whenever the (+ 1)th
moment of its increments is nite (see e.g. Theorem VIII.2.1 in Asmussen (1987)).
This last property holds true whenever E(H0)+1 <1 since for j = 0; 1,
E(H2k−j + (T−(2k−j)r − T−(2k−j−1)r))+1
62+1
(
E(H0)+1 + ( + 1)!

r
0
+1)
<1:
Note that 8t < 0; 8 2 [0; 0];
W (T t(); D)6W (T (0); D);
so that
 ((T t(); D)6cW(T (0); D):
So Eq. (29) actually gives a uniform bound 0 as required by condition (14).
3.1.5. Proof of condition (15)
We limit ourselves to proving that condition (15) for k = 1, i.e. that there exists a
random variable 1 with nite expectation, which does not depend on  and such thatZ 0
t
j (T t() + x; D)−  (T t(); D)j dx61 (30)
uniformly in t < 0 and in  2 [0; 0]. The proof for k > 1 is in the same spirit and
will be omitted.
Let l(x; ) be the random integer such that x 2 [T−l(x; )(); T−(l(x; )−1)()). We have
 (T t() + x; D)−  (T t(); D)
= G
0@D0_l(x; )−1_
n=1
(Dn +T−n())_(Dl(x; ) + x)_
T−n()<t_
n>l(x; )+1
(Dn +T−(n−1)())
1A
−G
0@D0 _ _
n:T−n()>t
(Dn + T−n())
1A :
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As Dn is non-decreasing in n, it can easily be seen from this representation that
 (T t() + x; D) −  (T t(); D) is zero whenever the maximum in the argument of
the rst G() term is attained for some n6l(x; )−1. Thus, since D0>0, we can write
j (T t() + x; D)−  (T t(); D)j6c
 
sup
n>l(x; )
(Dn + T−(n−1)())
!
1
 
x : sup
n>l(x; )
(Dn + T−(n−1)())> 0
!
: (31)
As a consequence, the left-hand side of Eq. (30) can be bounded byZ 0
t
j (T t() + x; D)−  (T t(); D)jdx6
Z T−(r−1)2 ()
−1
: : : dx +
Z 0
T−(r−1)2 ()
: : : dx
(32)
where the dots represent the bound on j (T t() + x; D) −  (T t(); D)j given in
Eq. (31). We now derive bounds on both integrals of the last expression.
Bound on the rst integral. In a rst step, we derive an upper bound on (Dn +
T−(n−1)()) for n> (r − 1)2. We choose p 2 N to be such that p(r − 1)<n6
(p + 1)(r − 1), where r is the natural number dened in Section 3.1.1. Therefore, p
is actually a function of n, and will later be denoted p(n). Note that n6pr. (This is
true, because we have n> (r − 1)(r − 1) and also n6(p + 1)(r − 1) which implies
r − 16p and therefore pr + (r − 1)− p6pr, or, equivalently, (p + 1)(r − 1)6pr.)
Thus, we can use the fact that Dn is non-decreasing in n and apply Eq. (22) to obtain
Dn + T−(n−1)()6Dpr + T−(n−1)()6Dpr + T−p(r−1)()
6H0 + H1 +   + Hp−1 + T−p(r−1)() = (0)p () + (1)p ();
where (j)p (); j = 0; 1, denote the random variables
(j)p () =
X
k: 062k−j6p−1
(H2k−j + (T−(2k+1−j)(r−1)()− T−(2k−j)(r−1)())): (33)
Because fHngn>1 is a sequence of 1-dependent random variables, the random variables
H0; H2; : : : are i.i.d. and independent of the i.i.d. random variables −(T−(r−1)() −
T0()); −(T−3(r−1)()−T−2(r−1)()); : : : ; which are Erlang distributed with expectation
(r − 1)−1. Under Eq. (21), we see that
E[H2k + (T−(2k+1)(r−1)()− T−2k(r−1)())] = E[H0]− r − 1 < 0 (34)
and therefore (0)p () is a random walk with negative drift. Since the sequences
fH2k−1gk>1 and f−(T−2k(r−1)()−T−(2k−1)(r−1)())gk>1 have the same properties the
same result holds for (1)p ().
For x 2 (−1; T−(r−1)2 ()) we have l(x; )> (r − 1)2 and therefore
sup
n>l(x; )
(Dn + T−(n−1)())6 sup
n>l(x; )
((0)p(n)() + 
(1)
p(n)())6
(0)
x () + 
(1)
x ()
6(0)() + (1)(); (35)
314 F. Baccelli et al. / Stochastic Processes and their Applications 81 (1999) 299{321
where we dene
(j)x () = sup
n>l(x; )
f(j)p(n)()g; (j)() = sup
p>1
f(j)p ()g; (36)
for j=0; 1. The random variables (j)() and (j)x () are both monotone non-decreasing
in ; (j)() is the supremum of a random walk with negative drift. The th moment
of this supremum is nite, because the ( + 1)th moment of its increments is nite:
indeed, for j = 0; 1,
E[(H2k−j + (T−(2k+1−j)(r−1)(0)− T−(2k−j)(r−1)(0)))+1]
62+1
(
E[(H0)+1] + ( + 1)!

r − 1
0
+1)
<1;
where we used Lemma 5(b) to get the last bound. Using Eq. (35), the rst integral
on the right-hand side of Eq. (32) can be bounded byZ T−(r−1)2 ()
−1
: : : dx6 c((0)(0) + (1)(0))

Z 0
−1
1(x:(0)x (0) + 
(1)
x (0)> 0) dx: (37)
Let us have a closer look at the set fx:(0)x (0) + (1)x (0)> 0g. The next lemma
explains how this set is related to certain last exit times of the random walks (j)p (0);
j = 0; 1.
Lemma 7. Let #(j) = #(j)(); j = 0; 1 denote the random variables
#(j)() = sup
p>1
f−T−(p+1)(r−1)(): (j)p ()> 0g; (38)
for j = 0; 1. Then fx:(0)x () + (1)x ()> 0gfx: − x<#(0)() + #(1)()g.
Proof. Because the arrival process is Poisson, we know that l(x; ) ! 1 whenever
x ! −1 and thus, p(n) !1 for all n>l(x; ) whenever x ! −1. We write p(x) !
1 whenever x ! −1 to slightly shorten notation. Since (j)p () is a random walk with
negative drift, both (0)x () ! −1 and (1)x () ! −1 for x ! −1. Therefore, the
inequality (0)x () +
(1)
x ()> 0 cannot hold for an arbitrarily small x. More precisely,
since the relation between x and p(x) is that x 2 [T−(p(x)+1)(r−1)(); T−p(x)(r−1)()),
condition (0)x () + 
(1)
x ()> 0 implies that
x> inf
<0
fT−(p()+1)(r−1)(): (0)p()() + (1)p()()> 0g;
or, equivalently,
− x< sup
<0
f−T−(p()+1)(r−1)() : (0)p()() + (1)p()()> 0g: (39)
An obvious bound for the right-hand side of Eq. (39) is given by
sup
p>1
f−T−(p+1)(r−1)() : (0)p()() + (1)p()()> 0g= #(0)() + #(1)(): (40)
Combining Eq. (39) with Eq. (40) concludes the proof of Lemma 7.
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A uniform bound for the rst integral on the right-hand side of Eq. (32) can thus
be obtained when applying Lemma 7 to the right-hand side of Eq. (37).
Bound on the second integral. For x 2 [T−(r−1)2)); 0),
sup
n>l(x; )
(Dn + T−(n−1)())6maxfD(r−1)2 ; (0)() + (1)()g
6D(r−1)2 + 
(0)(0) + (1)(0);
where we used Eq. (35) and the fact that Dn +T−(n−1)()6D(r−1)2 , whenever 16n6
(r − 1)2. This also gives a uniform bound for the second integral.
Proof of condition (15). Putting all these pieces together and applying Lemma 5
repeatedly we obtainZ 0
t
j (T t() + x; D)−  (T t(); D)j dx
6ec
8<:
1X
j=0
((j)(0))+1 +
1X
j=0
(#(j)(0))+1
+r+1
r−1X
j=0
(Hj)+1 + (−T−(r−1)2 (0))+1
9=; ;
where the constant ec depends on  and c only. We also used that
(D(r−1)2)
+16(Dr2 )
+16
0@ r−1X
j=0
Hj
1A+16r+1 r−1X
j=0
(Hj)+1:
Given we can prove the integrability of (#(j)(0))+1; j=0; 1, we have found a uniform
random variable bound 1 which satises condition (30). Namely,
1 =ec
8<:
1X
j=0
((j)(0))+1 +
1X
j=0
(#(j)(0))+1
+ r+1
r−1X
j=0
(Hj)+1 + (−T−(r−1)2 (0))+1
9=; :
Before we provide the missing proof of the integrability of (#(j)(0))+1, we introduce
some additional notation. For i; j = 0; 1 let
(i; j)() = sup
p>1
8<:− X
k:062k−i6p
(T−(2k−i+1)(r−1)()− T−(2k−i)(r−1)()) : (j)p > 0
9=; :
Then the following result holds:
Lemma 8. The kth moment of (i; j)(); i; j = 0; 1; is nite provided that the (k + 1)th
moment of Hn is nite; i.e. if E(Hn)k+1 <1.
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A proof for this statement in case i = j is given in Lemma 6 in Baccelli and Schmidt
(1996). For i 6= j see Lemma 7 in the same paper.
Lemma 9. The kth moment of #(j)(); j = 0; 1; is nite whenever E(Hn)k+1 <1.
Proof. For j = 0; 1
#(j)() = sup
p>1
f−T−(p+1)(r−1)(): (j)p > 0g6(0; j)() + (1; j)():
So we conclude that
E(#(j)())k 6 E((0; j)() + (1; j)())k
6 2kfE((0; j)())k + E((1; j)())kg;
where we used Eq. (27) to get the last inequality. The desired statement now follows
from Lemma 8 right away.
Thus, Lemma 9 yields E1 <1, provided that E(Hn)+2 <1, which completes the
proof of Eq. (15) for k = 1.
3.2. Multiserver queues
The setting is that of the M=G=c=1 queue with rst-come{rst-served service dis-
cipline, where c 2 N denotes the number of available servers and thus the maximal
service capacity. The arrival point process T = fTng is assumed to be a homogeneous
Poisson process with intensity  2 (0;1) and the sequence of corresponding service
time requirements Z = fng is assumed to be i.i.d. and independent of T .
For this multiserver queue, we study the Kiefer and Wolfowitz actual work-load
vector Wn 2 Rc+, which describes the workload of all servers just before the nth
arrival, i.e. the vector of times (Wn)j; j = 1; : : : ; c, between Tn and the instant at which
j servers become idle for the rst time if no further customers arrive at or after time
Tn. It is not dicult to see that
Wn+1 = R (Wn + ne− (Tn+1 − Tn)i)+;
where e = (1; 0; : : : ; 0) 2 Rc; i = (1; : : : ; 1) 2 Rc and the operator R rearranges the
components of the vector (x1; : : : ; xc) in ascending order. Note that the smallest com-
ponent (Wn)1 of Wn is the waiting time which the nth arriving customer has to wait
until his service begins. Sometimes it is convenient to look at the total work-load
Wn = (Wn)1 +   + (Wn)c, which is a trivial upper-bound for each component of Wn.
It is well known that under the above assumptions, whenever E0 <c, the Kiefer
and Wolfowitz state vector Wn of this multiserver queue admits a unique stationary
regime W   n, where  denotes the pointwise shift on the Palm space of the arrival
point process. This follows from the fact that the support of the exponential distri-
bution is unbounded. For a more detailed discussion of multiserver queues, see e.g.
Chapter 2 of Baccelli and Bremaud (1994) or Section 2:4:2 of Franken et al. (1982).
We now consider the following question: under what conditions is the expectation of
the stationary Kiefer and Wolfowitz vector W (and consequently the expectation of
F. Baccelli et al. / Stochastic Processes and their Applications 81 (1999) 299{321 317
the stationary total workload W) dierentiable in  in a right neighborhood of 0 and
thus can be expanded into a Taylor series with respect to ? The following theorem
gives an answer to this question under the additional assumption  = E0 < 1.
Theorem 5. Assume  = E0 < 1 and let m 2 N be an arbitrary but xed natural
number. If E(0)m+3 <1; then the expectation of each component Wi of the sta-
tionary Kiefer and Wolfowitz vector W is (m + 1)-times dierentiable in  for all 
in a right neighborhood of 0; and EWi can be expanded into a Taylor series of order
m with respect to the arrival intensity .
Proof. As mentioned above, each component of the Kiefer and Wolfowitz vector Wn
can be bounded from above by the total work-load Wn . On the other hand, W

n itself
can easily be bounded as follows: assume that all customers are served by only one of
the servers of the M=G=c=1 queue, whereas all the other c−1 servers remain idle all the
time. The resulting system is a M=G=1=1 queue dened on the same probability space
as the original M=G=c=1 queue; the M=G=1=1 queue experiences the same arrivals
and service times as the M=G=c=1 queue. The workload Vn of this single server queue
is a pathwise upper bound to the total workload Wn of the original M=G=c=1 queue.
Due to the assumption = E0 < 1, the M=G=1=1 queue in question is also stable
and its workload process admits a unique stationary regime V   n which can be
constructed by the backward rule of Loynes (see e.g. Baccelli and Bremaud (1994)
and Franken et al. (1982)). Notice that this regime has an innite number of positive
and negative empty points, i.e. V   n = 0 innitely often. Clearly, the stationary
regime W   n for the Kiefer and Wolfowitz state vector in the multiserver queue
can be constructed by the same backward rule where the set of empty points of the
M=G=1=1 queue is a subset of the set of empty points of the original M=G=c=1 queue.
This means in particular that uniform coupling in the sense of Eqs. (12) and (13)
occurs for the Kiefer and Wolfowitz state vector in the multiserver queue not later
than for the workload in the bounding M=G=1=1 queue. The uniform boundedness
of order 0 formulated in condition (14) is obviously fullled for each component of
the Kiefer and Wolfowitz state vector in the multiserver queue provided it is fullled
for the workload in the M=G=1=1 queue. Furthermore, in order to verify the uniform
boundedness of order k > 0 formulated in condition (15), it suces to observe that
for each k 2 f1; : : : ; m + 1g and for each component Wi of the stationary Kiefer and
Wolfowitz state vector W in the multiserver queue, the integrand in Eq. (15) can be
bounded from the above in the following way.
Consider the functional  (T; Z)=Wi(T; Z). Then, using a similar argument as in the
proof of (31), for k = 1 we have
j (T t() + x; Z)−  (T t(); Z)j
6 sup
n>1
(Dn + T−(n−1)())1(x: sup
n>l(x; )
(Dn + T−(n−1)())> 0); (41)
where l(x; ) is the random integer such that x 2 [T−l(x; )(); T−(l(x; )−1)()) and
Dn =
Pn−1
j=0 j. For k > 1, similar bounds for the integrand in Eq. (15) can be found.
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The bounding M=G=1=1 queue is actually a (max, +)-linear system with D0 = 0
and Dn =
Pn−1
j=0 j for n>1. By the SLLN, the (max,+)-Lyapunov exponent a is
equal to E0 for this system. When choosing r = 2 and dening the sequence fHng
by Hn = 2n + 2n+1 for n>0, we can use the results from Section 3.1 to show that
the required uniform coupling times exist and that the uniform boundedness conditions
hold for the expectation EWi of each component Wi of W . For example, to check that
the uniform boundedness condition (15) holds for k = 1, we can consider the random
variable
1 = ((0)(0) + (1)(0))(#(0)(0) + #(1)(0)); (42)
where (j)(0) and #(j)(0) are dened in Eqs. (36) and (38) respectively. From
Eq. (41) and from the results of Section 3.1.5 it follows that 1 dened in Eq. (42) is
a uniform bound in the sense of Eq. (15). Furthermore, using Lemmas 5 and 9 yields
E1 <1 provided that E3n <1.
Remark. In Theorem 5 we only prove the dierentiability and thus the existence of a
Taylor series expansion of EW , but give no explicit formulae for the computation of
the expansion coecients. However, in Corollary 1 we have shown that under some
mild continuity condition, which is satised in the M=G=c=1 case, the coecients
of the Taylor series expansion of EW coincide with the coecients obtained by the
factorial moment expansion method. Using this method, coecients up to order c + 1
are computed in B laszczyszyn et al. (1995) for a more general arrival process, namely
for the Markov-modulated Poisson point process. These results can easily be adapted
to obtain the rst terms of the Taylor series expansions of EW and EW.
3.3. Integrals of Markov processes
Let fX (t); t>0g be a homogeneous Markov process with nite state space E =
f1; : : : ; ‘g and with intensity matrix Q = (qij)i; j2E which depends on a nonnega-
tive parameter , where qij>0 for i 6= j and
P‘
j=1 qij = 0. Let  be a nonnegative
random variable which is independent of fX (t)g and let a = (a1; : : : ; a‘) be an arbi-
trary ‘-dimensional vector with real-valued components. In uid queues with several
merging inputs, stochastic integrals of the form
Y =
Z 
0
aX (t) dt (43)
are used for describing the total amount of uid arriving during a time interval of
random length , see e.g. Section 3 of Rolski et al. (1999). Unfortunately, the \exact"
distribution of Y is rather complicated. Thus, approximation formulas might be helpful.
A possible way for getting such formulas is the following uniformization technique for
Markov processes with nite state space. Let q(i) =
P
j 6=i qij and dene the stochastic
matrix P = (pij) setting
pij =
8<:
qij
q(i)
if i 6= j;
0 if i = j;
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for all i; j 2 E with q(i)> 0. The other rows of P are put equal to
ei = (0; : : : ; 0| {z }
i−1
; 1; 0; : : : ; 0| {z }
‘−i
);
whenever q(i) = 0.
Let fTng be a stationary Poisson point process with intensity  and let fZn; n>0g be
a Markov chain with transition matrix P where Z0 = X (0). Assume that the sequences
fTng and fZng are independent. Then the Markov process fX (t)g can be represented
in the form
X (t) =
1X
n=0
Zn1(T 0n < t<T
0
n+1)
where the random variables T 0n are dened recursively by T
0
1 = T1=q(Z0) and
T 0n+1 = T
0
n +
Tn+1 − Tn
q(Zn)
;
for all n>1, see Resnick (1992), pp. 378{379. The random variables Z0; Z1; : : : play
the role of an embedded Markov chain which describes the state of fX (t)g in the
intervals between its jump epochs.
Suppose we want to determine the tail probability P(Y >y) for the stochastic in-
tegral given in Eq. (43). Then we can consider this probability as a function f() =
E (T; Z) of the intensity  of the underlying Poisson process T = fTng. In order to
approximate f() we can use a Taylor series expansion in  provided that f() is
suciently dierentiable. Using the results of Section 2.2 we nd sucient conditions
for this. Notice that the coupling conditions stated in Eqs. (12) and (13) are obviously
fullled in this case with k = . Condition (14) is also fullled since the functional
 is bounded. For the uniform boundedness condition stated in Eq. (15), it suces to
assume that the kth moment of  is nite. Thus, by Theorems 2 and 3 we get that the
tail probability P(Y >y) seen as a function of  is m-times dierentiable in a certain
right neighborhood of the origin provided that Em <1.
4. Comparison to related methods
For a general real-valued functional  of a marked Poisson point process (T; Z)
we derived conditions on  and Z for f() = E (T; Z) to be dierentiable in a right
neighborhood of 0. We stated explicit formulas for the computation of these derivatives
at 0. Furthermore, as an application of the general theory, we considered certain steady
state variables originating in queueing theory and presented a result that shows how
these functionals can be expanded into a Taylor series at 0.
Note that the proposed method does not address the question of analyticity in the
innite horizon case. The only thing which can be said on this important question is
that whenever the function is innitely dierentiable at the origin, if in addition the
corresponding Taylor series is absolutely convergent, then we have analyticity at this
point.
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We now conclude with a few basic remarks on the relationship between the method
proposed in the present paper, which we will refer to as the coupling method and
related methods of the literature.
Relation with factorial moment expansions. The form of the limit in Eq. (17) im-
plies that, under the conditions of Corollary 1, the factorial moment expansion consid-
ered in Theorem 5 of Baccelli and Schmidt (1996) is a (nite) Taylor series expansion
of f()=E (T; Z) at =0. Such factorial moment expansions have been established in
B laszczyszyn (1995) and B laszczyszyn et al. (1997) in cases which go much beyond
the Poisson case and which include the stationary ergodic case, see also B laszczyszyn
et al. (1995) and B laszczyszyn and Rolski (1996). However, the factorial moment
expansion method considered in these papers does not allow one to address the dier-
entiability of the function f() = E (T; Z).
Relation with admissibility. The method proposed in the present paper is closely
connected to that of admissibility introduced in Reiman and Simon (1989). The main
novelties and dierences lie in the probabilistic nature of the proof and of the con-
ditions, which are both based on coupling, and in the weakening of the conditions
under which the dierentiability result can be obtained. In queueing theory applica-
tions, the analytical assumptions of admissibility would typically require the existence
of exponential moments of service times. For instance, in the (max;+)-linear case, the
proof of admissibility given in the second statement of Theorem 1 of Baccelli et al.
(1998) is based on the assumption that the variables Hn dened in Theorem 4 above
have exponential moments. In contrast, the coupling approach gives the same innite
dierentiability result under the weaker condition that these variables have moments of
all orders (Theorem 4 of the present paper). In addition, the coupling approach allows
one to address the case of dierentiablity of nite order.
Relation with Radon{Nikodym derivatives. The Radon{Nikodym derivative method
investigated in Zazanis (1992) leads to analyticity results for quite general functionals
of a Poisson process. Unfortunately, the analyticity region contains the point =0 only
in the nite horizon case, or for some nite random horizon case depending on a stop-
ping time which admits nite exponential moments. For models like those considered
in Theorem 4, the underlying coupling time is not a stopping time of the backward
ltration fFt ; t < 0g generated by the Poisson process anyway, so that stationary char-
acteristics cannot be approached via the Radon{Nikodym derivative method, as far as
analyticity or even dierentiability at  = 0 are concerned. Conversely, the coupling
approach proposed here can in principle be used to address the issue of dierentiability
of a functional of a Poisson process in some interval [a; b); a> 0, when this functional
has a random horizon depending on a nite random variable which is not a stopping
time, or on a stopping time which does not admit exponential moments.
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