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QUANTUM COMPUTING WITH OCTONIONS
Michael Freedman ∗,1, Modjtaba Shokrian-Zini †,3, Zhenghan Wang ‡,2
ABSTRACT. There are two schools of “measurement-only quantum computa-
tion”. The first ([11]) using prepared entanglement (cluster states) and the sec-
ond ([4]) using collections of anyons, which according to how they were pro-
duced, also have an entanglement pattern. We abstract the common principle
behind both approaches and find the notion of a graph or even continuous family
of equiangular projections. This notion is the leading character in the paper.
The largest continuous family, in a sense made precise in Corollary 4.2, is as-
sociated with the octonions and this example leads to a universal computational
scheme. Adiabatic quantum computation also fits into this rubric as a limiting
case: nearby projections are nearly equiangular, so as a gapped ground state
space is slowly varied the corrections to unitarity are small.
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1. INTRODUCTION
Five hundred years ago it was a matter of scientific debate whether a boat could
sail into the wind. It was a question with applications to commerce and warfare
and relevant to the famous encounter in 1588 between the English fleet and the
Spanish Armada. Even without the Bernoulli effect, sailing into the wind can be
explained as the composition of two projections rotating (and shrinking) a force
vector. Treating the sail S as a plane the wind vector v is projected to S⊥(v), the
keel K , another plane, further projects the force to K where it may be written as
K(S⊥(v)). Mathematically this vector can easily be at an oblique angle to v. Ships
can sail into the wind, Q.E.D.
Five hundred years on, we are trying to build quantum computers and it is
again relevant what transformations can be wrought by compositions of projec-
tions, which quantum mechanically represent the consequence of making a mea-
surement. Now the situation is more subtle because in quantum mechanics pro-
jection is to an eigenspace of an observable, and which eigenspace is probabilis-
tic. The observation which begins this investigation is that quantum computing
to remain unitary must not leak quantum information into the environment (we
later relax this condition to consider some minimal leakage). This imposes a strin-
gent geometric condition on which projection may follow another. The condition
is equiangularity which we define below. In higher dimensions two k-planes in
n-space intersect with an ordered list of a family of k dihedral angles (real and
complex cases are similar). If a vector |ψ〉 in the first k-plane is probabilistically
projected (in accordance to the rules of quantum mechanics) to the second k-plane
or its perpendicular space, all these dihedral angles must be equal to avoid learning
some statistical information about |ψ〉. To see the key point consider the non-
equiangular case. In that case, if a state |ψ〉 lies in a subspace Q and we observe
that its projection has fallen into P rather than P⊥, we will rightly suspect that
|ψ〉 made one of the smaller possible angles with P . Our a posteriori distribution
will be updated from the prior. This is leakage. The no-leakage constraint will be
formulated and explained in detail.
The paper is structured as follows. In section 2, we examine the equivalence of
the information theoretic condition no-leakage and the linear algebraic property of
equiangularity. We then restrict ourselves to the case we call strong equiangular
pairs, where P,Q are strong equiangular if equiangularity also holds for their com-
plement P⊥, Q⊥. In section 4, we partially characterize the continuous families
of such pairs (see Figure 1 and 2). The characterization is followed by the explicit
construction of strong equiangular families, one of which (related to octonions),
allows us to build any local unitary gate efficiently. This allows us to build a (uni-
versal) computational model in which strong equiangularity is manifest from the
outset.
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In section 6, we introduce the abstract framework unifying the core aspects of
famous measurement-only models. We observe that equiangularity is a core aspect
of all these models. Hence, strong equiangularity should guide any implementation
of a measurement based model. It needs to be noted that details of such models
(like the universality of, say, measurement only topological model) require their
own special tricks, as some have assumptions on which measurements are permit-
ted. But the abstract model in section 6 based on equiangular projections underlies
all earlier implementations. Section 7 involves some connections to other topics
and ways to obtain new classes of equiangular projections.
Finally, in section 8, we discuss the origins of this work. Topological protection
has become a major theme, but we are interested in other forms of protection of
operations and speculate that small molecules may provide a form of chemical pro-
tection insofar as symmetries provide the rigid structure of representation spaces.
In such a paradigm molecular binding acts as measurement. As mentioned, we
try to identify in this paper the abstract framework and the components that are
needed (equiangular projections being the main one) as a guide to building any
measurement-based model in the future.
2. NO-LEAKAGE = EQUIANGULARITY
We start with a more algebraic point of view on equiangularity, followed by the
geometric definition, and then show the equivalence of the two formulations.
In the sequence of projections carried out in a “forced measurement protocol”,
as in [4], each consecutive pair must satisfy a certain property ensuring the ability
to retry a prior measurement that did not give the desired outcome. This means
no information should leak to the environment, or equivalently, one should not be
able to infer anything about the quantum state after a projective measurement of
the form {P, I−P} other than whether the state is now in the subspace P or I−P .
More precisely, no leakage of information is equivalent to reversibility of the
operation. In quantum mechanics, a unitary map ensures reversibility. As one
performs a measurement which causes the state to move from Q to P and back to
Q, no-leakage requires that the state be changed by a map which is proportional to
a unitary, with positive scale in [0, 1] (the scale is there as the projections inevitably
decrease the norm). Let us call such pairs of projections the no-leakage pairs. In
fact for the shortest of such loops PQP , the corresponding unitary is the identity
map.
No-leakage condition implies that sequences of projections QPkPk−1 . . . P1Q
of consecutive no-leakage pairs give a unitary transformation up to some scale of
the states inside Q. The abundance of the resulting unitaries will provide enough
gates to perform universal quantum computation.
In this paper, projections are always hermitian (or symmetric if on Rn), and will
be referred to by the same notation as the corresponding subspace. Hilbert spaces
in this paper are always finitely dimensional.
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Definition 2.1. Two subspaces P,Q of a Hilbert space H are equiangular if the
minimum of arccos |(rP , rQ)|, where (·, ·) is the inner product, over all unit vectors
rP in P , is independent of rQ, and similarly if rP is fixed instead.
How to compute the minimum?
Lemma 2.2.
min
rP
arccos |(rP , rQ)| = arccos |(PrQ, rQ)|||PrQ|| = arccos(||PrQ||)(1)
Proof. Write rQ = PrQ+ (I −P )rQ, then (rP , rQ) = (rP , P rQ). The minimum
of the arccos above corresponds to the maximum of the absolute value of the inner
product and clearly |(rP , P rQ)| ≤ ||PrQ||. 
The angle above θP,Q will be called the dihedral angle between P,Q. For
equiangular projections, we have the following:
Theorem 2.3. Equiangularity of P,Q implies PQP = α2P and QPQ = α2Q,
where 0 < α = cos(θP,Q) < 1, meaning they act as a scalar on the image of each
other.
Proof. Equiangular means the norms ||QrP ||, ||PrQ|| are constants. Assume Q
has rank d. By a unitary transformation, which preserves inner product, we diago-
nalize Q. Q,P become:
Q =
(
Id×d 0
0 0
)
, P =
(
Ud×d B
B† D
)
(2)
Then
|(PrQ, rQ)|
||PrQ|| =
|(PQv,Qv)|
||PQv||.||Qv||(3)
for any v in the Hilbert space, as Qv||Qv|| ∈ Q and equal to some rQ. The above can
be rewritten as
|(PQv,Qv)|
||PQv||.||Qv|| =
|(Qv,QPQv)|
||PQv||.||Qv|| =
|(vQ, UvQ)|
(||UvQ||2 + ||B†vQ||2) 12 ||vQ||
,(4)
where vQ = Qv. Notice P is a projection, and P
2 = P,P † = P imply:
U = U †, D = D†,(5)
BB† + UU † = U,B†B +DD† = D.(6)
The second line implies ||B†vQ||2 = (B†vQ, B†vQ) = (vQ, BB†vQ) = (vQ, (U−
UU †)vQ). Hence the denominator becomes
|(vQ, UvQ)|
(||UvQ||2 + ||B†vQ||2) 12 ||vQ||
=
|(vQ, UvQ)|
|(vQ, UvQ)| 12 .||vQ||
=
|(vQ, UvQ)| 12
||vQ||(7)
The above has to be some constant α = cos(θP,Q). Since U is a hermitian matrix,
we can consider the unit eigenvectors of U called vi with real eigenvalues λi for
1 ≤ i ≤ d. We notice that by (5,6), U − U2 is a positive matrix, meaning that
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λi − λ2i ≥ 0 =⇒ λi ≥ 0. In turn, by (7), choosing vQ = vi gives us λi =
α2, which means all λi are equal and U = α
2Id×d for some α > 0. Hence
QPQ = α2Q. Similarly, as the equiangularity condition is symmetric for P,Q we
get PQP = β2P for some β > 0. Using (2) to calculate explicitly PQP , one
obtains α = β; in particular, θP,Q = θQ,P as expected. 
As a corollary to the above, we arrive at the following characterization of equian-
gularity in matrix forms:
Corollary 2.4. Assuming the same settings in 2.3, the matrices P,Q after diago-
nalization of Q, are of the form:
Q =
(
Id×d 0
0 0
)
, P =
(
α2Id×d B
B† D
)
,(8)
where
• BB† = (α− α2)Id×d,
• B†B = α2D,
• D2 = (1− α2)D.
In particular, P and Q have the same rank and if α = 1 then P = Q. Also, P,Q
are equiangular if they satisfy the matrix form and equations above.
Proof. The first equation is derived from the fact that U = α2Id×d and equation
(6). The third equation is derived from the second and (6). The second itself is
derived by calculating PQP in its matrix form and comparing its bottom right
block B†B to that of α2P which is α2D.
Take a vector v = (vQ, vI−Q) where the first coordinate is a d dimensional
vector and the rest lies in the kernel of Q. We want to find the dimension of the
kernel of P . To have Pv = 0, we must have α2vQ = −BvI−Q, B†vQ = −DvI−Q.
This reduces to one equation: B†BvI−Q = α2DvI−Q which is always true by the
second equation in the statement. Hence the kernel has the same dimension as the
kernel of Q.
Finally, it is easy to take the matrices in the statement and compute (3,4) to show
that indeed ||PrQ||, ||QrP || is always a constant α as the equiangular definition
requires. 
Remark 2.5. By analyzing the proof above, it can be seen that for two projections
P,Q satisfying PQP = α2P,QPQ = β2Q, the projections are equiangular and
α = β and the matrix form and equations in 2.4 hold for P,Q. Indeed, one can
first diagonalize Q and from QPQ = β2Q infer that U = β2Id×d and get the
rest of the results from PQP = α2P . Thus, equiangularity is also equivalent to
PQP = α2P,QPQ = β2P .
Remark 2.6. An easy observable fact, yet very useful as we shall see in later sec-
tions, is that the equation PQP = α2P implies that P and Q do not intersect on
a line unless they are equal. If not, there is v such that Pv = Qv = v, which im-
plies α = 1, i.e. P = Q. Hence, equiangularity in particular implies no nontrivial
intersection of the planes involved.
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Next, the notion of no-leakage pair of projections is described and proved to be
equivalent to the notion equiangular pairs.
Definition 2.7. The pair of projections P,Q are no-leakage if PQP is a unitary
map up to some scale on the image of P and similarly for QPQ.
Theorem 2.8. A no-leakage pair is the same as an equiangular pair.
Proof. It is obvious that an equiangular pair is a no-leakage pair as the unitary map
up to some scale is either α2Id×d or (1− α2)Id×d.
For a no-leakage pair, similar to previous theorems, we diagonalize Q and see
that U must be a unitary up to some scale. Hence UU † = α2Id×d for some α > 0.
But U is hermitian and has only real eigenvalues, therefore only possible eigenval-
ues are±α. Further, by (6), we know that U−U2 is positive, which means U must
be positive. Hence all eigenvalues of U are α > 0 which implies that U = αId×d.
Next, for the same condition on PQP , with the same argument above by ex-
changing the place of P,Q, we get PQP = β2P . By 2.5, we are done. 
Remark 2.9. As pointed out by a referee, the discussion above can be understood in
terms of invariant two dimensional subspaces. Indeed, two projections can always
be simultaneously block-diagonalized to blocks of size at most 2 × 2. This is a
standard linear algebra fact. Take an eigenvector with positive eigenvalue of the
nonnegative matrix PQP such as v. Notice Pv = v. Then v gives a pair v,Qv
which forms a subspace of dimension at most 2 preserved by both P and Q. We
can discard this subspace and perform induction. If no positive eigenvalue exists,
then P andQ are orthogonal. Hence, we can decompose the space into at most two
dimensional subspaces which are mutually orthogonal, and invariant under both P
and Q. Equiangularity or no-leakage each hold if and only if the single angle that
occurs in each block is the same for all blocks.
3. CHARACTERIZATION OF STRONG EQUIANGULARITY
A more restricted version of equiangular projections happens when not only
P,Q are equiangular but also I−P, I−Q are equiangular. By 2.5, this is equivalent
to (I −Q)(I − P )(I −Q) = γ2(I −Q), (I − P )(I −Q)(I − P ) = γ2(I − P ).
Definition 3.1. Projections P,Q are strongly equiangular if they and their comple-
ments are equiangular.
By 2.4, direct calculations result in D = (1 − α2)I . More importantly, is the
dimension of D. So far, we have only seen that P,Q must have the same rank. Let
n be the dimension of the Hilbert space. We already had BB† = (α2 − α4)Id×d.
Hence, B† can not have a kernel which means d ≤ n− d. But once I − P, I −Q
are equiangular, symmetrically, B†B = (α2 − α4)I , which means B cannot have
a kernel, hence d ≥ n− d. Therefore B is a square matrix which is a unitary up to
some scale and d = n2 . It turns out that this condition onB along with the previous
conditions in 2.4, also imply that P,Q are strongly equiangular. We summarize the
findings into:
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Theorem 3.2. P,Q are strongly equiangular if and only if by a unitary transfor-
mation they become:
Q =
(
Id×d 0
0 0
)
, P =
(
α2Id×d B
B† (1− α2)Id×d
)
,(9)
where 0 < α < 1, B is a unitary up to scale α2 − α4 and P,Q have rank d, half
of the Hilbert space dimension.
Remark 3.3. By checking the requirement PQP = α2P,QPQ = α2Q, it can be
easily shown that tensor product of equiangular pairs (P1, Q1), (P2, Q2) is equian-
gular, and direct sum of equiangular is equiangular if and only if the scalar α of
both pairs are equal. Further, only direct sum of strongly equiangular pairs is
strongly equiangular while tensor product never is, as the rank can not be half
of the Hilbert space dimension.
Therefore, tensor product and direct sum are two constructions for obtaining
equiangular projections in higher dimensions, where the former can be always used
while the latter is more useful in discrete cases due to its restriction.
As we shall see, the complex, quaternions, and octonions will provide examples
of a continuous family of mutually strongly equiangular projections. Moreover,
only octonions can be used for universal quantum computation.
For a strongly equiangular pair, each one is conjugate to the other by some
unitary transformation as they have the same rank. We have the following lemma
regarding this unitary conjugator.
Lemma 3.4. For a strongly equiangular pair P,Qwith rank d as in (9), the unitary
matrix that expresses P in the orthogonal basis provided by Q is
U =
(
U11 U12
U21 U22
)
,(10)
where Uij are d× d blocks and U11, U22 are unitaries up to scale α.
The opposite holds as well: If the unitary U has the above property, thenQ,UQU †
is a strongly equiangular pair for a diagonalized Q.
Proof. It is simple linear algebra to see that for P = UQU †, with P,Q in the form
(9), one needs to have U11U
†
11 = α
2Id×d while U12U
†
12 = (1 − α2)Id×d. On the
other hand U itself must be unitary, which means that UU † = I2d×2d. Computing
the bottom right block gives U22U
†
22 = α
2Id×d.
By direct calculations, for unitary U satisfying those properties, the projections
UQU †, Q are found to be of the form (9) for a diagonalized Q. 
Inspired by the lemma, we define a set:
S = {U ∈ U(2d)|U11, U22 are unitaries up to some scale 0 < α < 1}.(11)
The above has the following consequence for collections of mutually strongly
equiangular projections.
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Corollary 3.5. Consider a collection of projections {Pi}i∈I with a distinguished
diagonalized P0 of rank d and Pi = UiP0U
†
i with Ui unitaries and U0 = I . Then
all pairs {Pi}i∈I are strongly equiangular if and only if U †i Uj ∈ S, ∀i, j ∈ I .
Proof. As Pi, Pj are strongly equiangular, the pair U
†
i PiUi, U
†
i PjUi is also strongly
equiangular. ButU †i PiUi = P0 is diagonalized, hence 3.4 applies, and asU
†
i PjUi =
(U †i Uj)P0(U
†
i Uj)
†, this implies U †i Uj ∈ S. The converse holds using the converse
in 3.4. 
Let V i,j = U †i Uj , a notation that will be used throughout the paper.
Remark 3.6. From 3.4 and 3.5, the dihedral angle between Pi, Pj is given by simply
calculating the arccos of the root of the scalar V i,j11 (V
i,j
11 )
†.
Finally, we would like to understand the unitary gates generated by a sequence
of strongly equiangular projections.
Corollary 3.7. With the same settings in 3.5, satisfying mutually strong equiangu-
larity, the operator P0Pik . . . Pi1P0 gives(∏k
r=0 V
ir+1,ir
11 0d×d
0d×d 0d×d
)
(12)
with ik+1 = i0 = 0.
Proof. Obvious, as Pir = (UirP0)(P0U
†
ir
) and P0V
ir ,ir−1P0 = V
ir ,ir−1
11 . 
Remark 3.8. Throughout this and the previous chapter, we assumed the Hilbert
space to be over the field C. But all results hold when C is replaced by R, where
we deal with real symmetric or orthogonal matrices which have real eigenvalues
and real eigenvectors. Also (strongly) equiangular pairs in Rn are also (strongly)
equiangular pairs in Cn, where each coordinate is extended from real to complex
which preserves entries of matrices hence preserving (8) and (9).
Thus, by restricting ourselves to P0, the unitary gate applied on P0 (up to some
scale) is the above product. In the next sections we ask what collections could give
a universal quantum computer?
4. CONTINUOUS FAMILY OF STRONGLY EQUIANGULAR PROJECTIONS
In this section, the possibility of division ring extensions of C is explored to
provide a collection of strongly equiangular pairs. First, we recall the definition of
octonions which contains all extensions of C.
The non-associative division ring of octonions is generated by ei, i.e. all el-
ements of the octonions are of the form o =
∑7
i=0 oiei, with the multiplication
Table 1.
The generators e0, e1 can be identified as the complex numbers 1, i, while e0, e1, e2, e3
as 1, i, j, k to form the quaternions. Most of the times the generator e0 will simply
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TABLE 1. octonion multiplication table
eiej e0 e1 e2 e3 e4 e5 e6 e7
e0 e0 e1 e2 e3 e4 e5 e6 e7
e1 e1 −e0 e3 −e2 e5 −e4 −e7 e6
e2 e2 −e3 −e0 e1 e6 e7 −e4 −e5
e3 e3 e2 −e1 −e0 e7 −e6 e5 −e4
e4 e4 −e5 −e6 −e7 −e0 e1 e2 e3
e5 e5 e4 −e7 e6 −e1 −e0 −e3 e2
e6 e6 e7 e4 −e5 −e2 e3 −e0 −e1
e7 e7 −e6 e5 e4 −e3 −e2 e1 −e0
be replaced by 1. The product rule can be written as:
ei.ej =


ei, if j = 0
ej , if i = 0
−δij + εijkek, otherwise,
(13)
where εijk is a completely anti-symmetric tensor with +1 value only for ijk =
123, 145, 176, 246, 257, 347, 365 and their cyclic permutations.
Elements of quaternions (and octonions) can also be represented as a sum of
2 (or 4) complex numbers by a = z0 + z1e2 (or a =
∑3
i=0 zie2i). Conjuga-
tion in each ring is defined as the flipping of signs in all ei, i > 0. Therefore,
o∗ = o0e0 −
∑7
i=1 oiei. Further in all the three rings aa
∗ = a∗a = ||a||2, where
||a||2 is the sum of squared of the real numbers representing a. This is very similar
to a unitary up to a scale, which is the property that turns out to be important.
4.1. Four families of equiangular planes.
Using these division rings to generate strongly equiangular pairs comes from the
geometric picture. There exist exactly four n-dimensional equiangular families of
n-planes in R2n for n ∈ {1, 2, 4, 8}.
The space of lines in C2 form CP 1 ∼= S2, and they obviously have the strongly
equiangular property as they are simply one dimensional lines. The unitary gates
on C that these projections provide consist of all complex numbers. Alternatively,
viewed as strongly equiangular planes in R4, the gates form SO(2). Notice that
the gates are not strictly unitary but always unitary up to some scale. Therefore,
precisely an isomorphic copy of R × SO(2) ∼= C is recovered. But the scaling
will be ignored due to normalization, so we are talking about complex numbers of
norm one or equivalently SO(2).
Taking this argument one step further, one could consider the quaternionic lines
forming the space HP 1 ∼= S4. As they are lines, they should also form strongly
equiangular pairs. Through a suitable embedding, one expects them to form strongly
equiangular pairs of 4-dimensional real planes in C4 ∼= R8. As for the gates, since
quaternions themselves have a unitary up to some scale representation inMC(2, 2),
going from one quaternion to another (from an R4 subspace to another) is an action
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by a quaternion (a unitary up to scale). Thus we can expect to recover all gates in
SU(2).
The last generalization is to octonions O and consider octonionic lines form-
ing OP 1 ∼= S8. They are 8-real dimensional planes in C8 ∼= R16. One might
expect to recover SU(4), but we recover something more: SO(8) which contains
SU(4). Notice while SO(2) and SU(2) have real dimensions 1, 3, SO(8) has real
dimension 28. The reason for this jump in dimension is the non-associativity of the
octonions which means there is no representation of the octonions as linear oper-
ators on any vector space, in particular C4 (or R8). What we will do is to choose
some “representation” of the octonions as linear operators, but this map will not be
a homomorphism of algebras. Yet, it turns out to provide a universal quantum gate
set. The case of octonions is done separately in section 5.
Are there any more examples of continuously parametrized strongly equiangu-
lar projections? The above pattern suggests that such collections of projections
could be related to division ring extensions of R, of which there are only three.
Recall Remark 2.6, where it was proven that a pair of equiangular projections only
intersect at one point, the origin.
Now assumeP is a submanifold of dimension n in the GrassmannianGr(2n, n),
with the property that n-dimensional planes corresponding to the points in P have
no nontrivial intersection. The intersection of each plane p ∈ P with the unit
sphere S2n−1 creates a sphere Sn−1, and all such (n−1)-spheres are disjoint, with
linking number one, as the assumption implies. Since P has dimension n, there
is a local fibration of S2n−1 with base a local chart of P, isomorphic to an open
n-disk Dn.
Theorem 4.1. Only for n ∈ {1, 2, 4, 8} can there exist an n-parameter family of
embedded Sn−1’s in S2n−1, each pair with linking number one.
Proof. Counting dimensions the image of the germ of the given family constitutes
a regionX ⊂ S2n−1 which is an Sn−1 bundle over an open diskDn. We may con-
struct f : S2n−1 → Sn by mapping all of S2n−1\X to the south pole s of Sn and
then projecting out the fibers of X to Dn followed by the degree one mapping of
Dn to Sn\{s}. The Hopf invariant of f may be computed as the linking number of
generic point preimages; which clearly is 1. By Adam’s Theorem, Hopf invariant
one only occurs for the Hopf maps [1] which only exist for n ∈ {1, 2, 4, 8}. 
As the smooth structure of P was never used in the above arguments, the fol-
lowing holds:
Corollary 4.2. Given a continuous n-dimensional manifold of equiangular n planes
in R2n, we have n ∈ {1, 2, 4, 8}.
The above suggests:
Question 4.3. If there is a family (discrete or continuous) of subspaces with no
zero angles, is the family deformable to an equiangular one?
One idea in this direction is to write down the parabolic (heat) equation which
follows the gradient towards equiangularity. We leave this to the future.
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We can prove a stronger theorem, where the parameter space is smaller:
Theorem 4.4. Only for n ∈ {1, 2, 4, 8} can there exist an n−1 or n−2 (if n > 3)
parameter family of embedded Sn−1’s in S2n−1, each pair with linking number
one.
Proof. We try to extend the k family to an n-family and apply the previous the-
orem. Denoting the image of the k-parameter family by X, we note that it is
the oriented product manifold Dk × Sn−1. If its (oriented) normal bundle ν(X)
(with fiber dimension j = 1, 2) inside S2n−1 can be parallelized, one can simply
extend X in the trivial way to a local region like the one in the previous theo-
rem; note that the linking number, using an easy continuity argument, will remain
one. The group of oriented bundles over Sn−1 with fiber Rj is well-known to be
in bijection with πn−2(SO(j)). Note this classification is up to homotopy type,
and Sn−1 × Dk, Sn−1 have the same homotopy type. For j = 1, 2 correspond-
ing to k = n − 1, n − 2, we know πn−2(SO(j)) is trivial (n > 3 if j = 2) as
SO(1) = {point}, SO(2) = S1. 
Remark 4.5. We cannot extend the above theorem to k = n− 3, n− 4, at least not
with the above argument as it is known that higher homotopy groups πn−2(S3) for
n > 4 are non-vanishing. More precisely, for k = n − 3, we know SO(j = 3) ∼=
S3, and for k = n− 4, we know SO(j = 4) ∼= S3 × S3, which homotopy groups
are a product of those of S3. So for the above argument to apply to any of these
two cases, we need a vanishing higher homotopy group for S3.
Remark 4.6. Using the tables in [10, p.258-260] for πn−2(SO(n − k)), it is ob-
served that there is one more family of pairs (n, k) for which πn−2(SO(n− k)) is
vanishing:
πn−2(SO(n− k)) = 0 for n ≡ 6 (mod 8), n ≥ 22, k = 5
This implies the absence of a smooth k−dimensional family of strong equiangular
n-planes for such pairs.
Remark 4.7. By Remark 3.3, One can use the direct sum on these families (by tak-
ing Pa ⊕ Pa, where Pa is defined in the next section) to produce strongly equian-
gular families with number of parameters k = min{2m, 8} for n divisible by 2m.
One can also start with the 2n = 2, 4, 8, 16 family and tensor it with C to get
a real equiangular 4, 8, 16, 32 example. This is of course not strongly equiangu-
lar as the plane dimensions are a quarter of the Hilbert space dimension. Then
forgetting the complex structure and tensoring it again with C, and repeating it,
one can get different examples of continuous equiangular collections in Rk for
k = 2m−2, 2m−1, 2m, 2m+1 for allm > 2.
Therefore, we have the plot in Figure 1 on the smooth strong equiangular fam-
ilies for n, k ≤ 16. In addition to the above theorems and remarks, we note the
obvious fact that any sub-family of the ones found, also form a strongly equiangu-
lar family. This means a “•” at a point (n, k) implies one at all points (n, k′) for
k′ ≤ k. Conversely, the known absence of a strong equiangular family denoted by
“◦” at (n, k), implies the same for (n, k′), k′ ≥ k.
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n
k
0
0
1
1
2
2
3
3
4
4
5
5
6
6
7
7
8
8
9
9
10
10
11
11
12
12
13
13
14
14
15
15
16
16
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
• • • • • • • • • • • • • • • •
• • • • • • • •
• • • •
• •
• • • •
• •
• •
• •
FIGURE 1. Smooth k-dimensional family of strongly equiangular
n-planes in R2n. “•” represents the known strongly equiangular
families, and “◦” represents the known absence of such a family.
The case of non-annotated points is currently unknown except. For
example, we do not know if there is a 2-parameter family in 10-
space, i.e. (5, 2) above. Of course, where k > n, dimensions add
up to more than 2n, and the families cannot exist by invariance of
domain.
4.2. Strongly equiangular pairs from lines.
A quaternionic or octonionic line means vectors of form
( x
Ax
)
, where A is actually
a matrix representation of an element a inside the ring A. Our division rings are
the extensions of the complex numbers, and the line is the graph of the linear
function y = Ax. What is meant by a representation is not necessarily an algebra
homomorphism, although it will have some naturality, and be a homomorphism for
complex numbers and quaternions.
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FIGURE 2. A color-coded plot demonstrating the pattern of
smooth k−dimensional family of strongly equiangular n−planes
in R2n for n, k ≤ 100. The color red is for the known absence.
Notice the particular family in Remark 4.6 starts at (n = 22, k =
5) with the general rule n ≡ 6 (mod 8), n ≥ 22, k ≥ 5.
Similar to the previous sections, results in this part also hold when the vector
space is over the real numbers. First, one needs to derive the projections Pa on
these linear spaces. It is not hard to see that:
Pa =
(
T−1A T
−1
A A
†
AT−1A AT
−1
A A
†
)
(14)
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where TA = (I + A
†A). Any representation of the extension rings will have the
element A = 0, and
P0 =
(
Id×d 0d×d
0d×d 0d×d
)
(15)
is already diagonalized. For Pa and P0 to be strongly equiangular, it is necessary
(and sufficient) that TA = α
−2Id×d which is equivalent to A being a unitary up
to some scale. This is not an unwelcome restriction as long as this same property
of the elements inside the extension rings is preserved: their inverse is a scalar
multiple of their conjugate, i.e. aa∗ = ||a||2.
Therefore, we assume that there is a nice representation with A 6= 0 always
some unitary up to a scale. This makes Pa of the form
Pa =
(
1
1+||A||2 Id×d
1
1+||A||2A
†
1
1+||A||2A
||A||2
1+||A||2 Id×d
)
(16)
where AA† = ||A||2Id×d. The next step is to understand when Pa, Pb for a, b ∈ A
can be strongly equiangular.
The unitary Ua diagonalizing Pa = UaP0U
†
a can be computed directly:
Ua =

 1√1+||A||2 Id×d −1√1+||A||2A†
1√
1+||A||2A
1√
1+||A||2 Id×d

 .(17)
Lemma 4.8. Linear spaces
( x
Ax
)
and
( x
Bx
)
for two matrices A,B ∈ Cd×d, which
are unitaries up to some scale, form a strongly equiangular pair if and only if
Id×d +A†B(18)
is a unitary matrix up to some scale.
Proof. This is straightforward application of 3.5, where for V a,b = U †aUb, the
diagonal blocks are
V a,b11 =
Id×d +A†B
(1 + ||A||2) 12 (1 + ||B||2) 12
(19)
V a,b22 =
Id×d +B†A
(1 + ||A||2) 12 (1 + ||B||2) 12
.(20)

Remark 4.9. Although we will only construct special cases of a collection of
strongly equiangular projections, one can ask whether there is a classification for
such collections. For example, Id×d + A†B is a unitary up to some scale if and
only if A†B is a unitary matrix with two eigenvalues complex conjugate of an-
other, unless A†B ∝ Id×d, which is a significant restriction on the choices of these
matrices.
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4.3. Gates from complex numbers and quaternions.
Hilbert spaces in this section are over the complex field. Assume d = 1. Then
A ∈ C, and 4.8 obviously holds. This is equivalent to considering the obvious
representation for A = C as linear maps on C.
For d = 2, notice that the set of unitaries up to some scale in MC(2, 2) is
isomorphic to the algebra of quaternions. This means that the set of unitaries up to
a scale in d = 2 is closed under multiplication and addition, making Id×d + A†B
also a unitary up to some scale. Therefore, the maximal collection of projections
Pa in d = 2 is a collection of strongly equiangular pairs. Again, like the previous
case, we see the usual representation of quaternions a = (a0 + ja2) + i(a1 + ja3)
as
A =
(
z0 z1
−z1 z0
)
, z0 = a0 + ia2, z1 = a1 + ia3,(21)
easily works. But do we get universal gates?
Theorem 4.10. Unitary gates from sequence of projections given by representa-
tions of C,H generate SO(2), SU(2) respectively.
Proof. Using the notations in 3.7,
V ij11 =
1 +A†iAj
(1 + ||Ai||2) 12 (1 + ||Aj ||2) 12
.
Recall the operator P0Pik . . . Pi1P0 gives(∏k
r=0 V
ir+1,ir
11 0d×d
0d×d 0d×d
)
(22)
with ik+1 = i0 = 0. The operator on the states inside P0 is∏k
r=0(1 +A
†
ir+1
Air)∏k
r=0(1 + ||Air ||2)
.(23)
WhenAi ∈ C, then
∏k
r=0 V
ir+1,ir
11 falls intoC as well. Further, taking P0P1PbP0,
gives 1+B
(1+||B||2)(1+||1||2) where actually B = b. Hence, by normalization and vary-
ing b, complex numbers of norm one or equivalently SO(2) is recovered.
Similarly for the case of quaternions, as they form an algebra, the product∏k
r=0 V
ir+1,ir
11 is in the algebra, which means after normalization they can not give
anything more than SU(2). Choosing P0P1PbP0 gives the unitary up to scale
1+B
(1+||B||2)(1+||1||2) . By normalization and varying B, SU(2) is recovered. 
We can go over what was done over real vector spaces. The real representation
would actually be more in line with what we desire to represent. Notice we would
like to see an embedding of
(
x
ax
)
, where ax is supposed to be a multiplication inside
the ring. After all, the inspiration was projective lines, which are exactly of that
form. We need a vector representation of the ring at the same time as an operator
representation and would like the vector Ax to be representative of the element ax.
This uniquely defines A as the vector representation is an isomorphism of vector
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spaces, hence defining A over a basis. Although, from a practical perspective, by
switching to the real representation, the gates that will be recovered will not change
as a result.
For d = 2, by choosing the obvious vector representation x = x1 + ix2 ∈ C→(
x1
x2
) ∈ R2, the matrix representation for a = a0 + ia1 is as follows:(
a0 −a1
a1 a0
)
.(24)
For d = 4 and the quaternions, the vector representation for x =
∑7
i=0 xiei is
similarly (x0, x1, x2, x3). Then, the matrix representation for a =
∑3
i=0 aiei is:
A =


a0 −a1 −a2 −a3
a1 a0 −a3 a2
a2 a3 a0 −a1
a3 −a2 a1 a0

 .(25)
Note this is an extension of the real representation of complex numbers in (24).
This representation not only works on the matrix-vector level to represent the prod-
uct, but even as composition of matrices, it is actually a homomorphism of the
quaternions to 4× 4 real matrices. This was similarly true for the case of complex
numbers. This will not be true for octonions as they are non-associative.
The gates recovered will not change, as in fact, the above matrix can be seen to
be of the form
A =
(
A1 −A2
A2 A1
)
(26)
where A1 + iA2 gives the matrix in (21). That is why quaternions do not give
SO(4) which might be expected as C,O give SO(2), SO(8).
In the case for octonions, the last representation will be extended.
5. UNIVERSAL COMPUTING MODEL FROM OCTONIONS
5.1. SO(8) from octonions.
We shall work with R8 and R16. The “representation” for octonion multiplication
by a =
∑7
i=0 aiei on x = (x0, . . . , x7) is
A =


a0 −a1 −a2 −a3 −a4 −a5 −a6 −a7
a1 a0 −a3 a2 −a5 a4 a7 −a6
a2 a3 a0 −a1 −a6 −a7 a4 a5
a3 −a2 a1 a0 −a7 a6 −a5 a4
a4 a5 a6 a7 a0 −a1 −a2 −a3
a5 −a4 a7 −a6 a1 a0 a3 −a2
a6 −a7 −a4 a5 a2 −a3 a0 a1
a7 a6 −a5 −a4 a3 a2 −a1 a0


.(27)
The matrix is the same 8 × 8 matrix in Table 1 with the following modifications:
all columns except the first one are multiplied by −1. This matrix is no longer of
the form (26), which is why more than SU(4) is recovered. Also, as mentioned
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before, the matrix representation is not a homomorphism to matrix algebras as the
octonions are non-associative.
In order to apply results in 4.2, the first requirement is to show that AA† ∝ I .
Observe that A = a0I + Ha where Ha is a skew-symmetric matrix and from
the definition of A, A∗ which corresponds to a∗ is indeed equal to A† as Ha∗ =
−Ha = H†a. Therefore AA† =
(a0I +Ha)(a0I +Ha∗) = a
2
0I + a0(Ha +Ha∗) +HaHa∗ .(28)
The second term is zero as −Ha = Ha∗ . The third term by direct calculation
turns out to be (
∑7
i=1 a
2
i )I . Hence, AA
† = ||a||2I . This also implies that the
complement to Pa, the projection on
( x
Ax
)
, is P−a∗/||a||2 , which was also the case
for the complex and quaternionic lines.
The remaining step is to check whether I + A†B is a unitary up to some scale.
By simple calculations, this means
(I +A†B)(I +B†A) ∝ I ↔ A†B +B†A ∝ I ↔(29)
(a0I −Ha)(b0I +Hb) + (b0I −Hb)(a0I +Ha) ∝ I
The last term is equal to 2(
∑7
i=0 aibi)I . This is also equal to twice the inner
product of a, b as 8-dimensional vectors.
Summarizing, the octonions give a collection of strongly equiangular pairs. We
want to prove the gates they generate is SO(8). The idea will be to show that the 8
matrices corresponding to ei called Ei will be enough to generate the Lie algebra
so(8) (28 dimension) by E†iEj, i 6= j. Then the formula I +A†iAi+1 appearing in
gates formula (23) will be related to the exponential of an element inside the Lie
algebra. As the Lie algebra is generated by those elements, the Lie group will be
generated by their exponentials.
We now fill in the details of the above idea:
Theorem 5.1. Let Ei be the matrix corresponding to the octonion ei. Then E
†
iEj
for i 6= j, gives a basis for the Lie algebra so(8).
Proof. As E†i = ±Ei, we need to prove the theorem for EiEj . First we analyze
whatEi is. Entries are indexed by rows and columns numbered 0 to 7 top to bottom
and left to right.
Each entry in (s, l) of Ei is given by c
i
(s,l) ∈ {0,±1} where ci(s,l)eiel = es. In
other words −ci(s,l)ei = esel for l 6= 0. So the entry (s, l) for l 6= 0, is ci(s,l) =
−εsli = εlsi. For l = 0, s = i and ci(s,l) = 1. Each row and column have only one
nonzero entry.
Assume i, j 6= 0. Notice EiEj is a skew-symmetric matrix as Ei = Hei =⇒
(EiEj)
† = EjEi and using (29), one obtains HaHb +HbHa = −2(
∑7
i=1 aibi)I
which is zero when a = ei, b = ej , i 6= j. Thus, only the upper diagonal entries of
EiEj needs to be computed.
The entry in (s,m) of EiEj is given by the dot product of the row s and column
m in Ei and Ej , respectively. As the row s and column m have only one nonzero
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entry, there must exist an el such that c
i
(s,l)eiel = es and c
j
(l,m)
ejem = el. There
are three (actually two) special cases:
• If l = 0, then s = i,m = j implying ci(s,l) = 1, cj(l,m) = −1 and the result
is −1 for the entry (i, j).
• If m = 0, then l = j, and s = k where eiej = εijkek and the result in
(k, 0) is εijk.
• If s = 0, then l = i and m = k as above and the entry in (0, k) is −εijk
due to skew-symmetry.
Otherwise, we have ci(s,l)c
j
(l,m) = εsliεlmj . But rearranging the equations,
(ci(s,l)eiel)(c
j
(l,m)elej) = esem. Notice due to non-associativity the parentheses
need to be preserved. But through direct calculations, it is shown that a property of
the octonions is (eiel)(elej) ∝ eiej ,∀i, j, l. Therefore esem ∝ eiej ∝ ek.
This implies that the matrix EiEj has nonzero entries exactly where Ek does. It
is only the signs of the ±1 entries that are changed. Through direct computations
using the anti-symmetric tensor ε, it can be checked that always one of the four ±1
entries in the upper diagonal part of the matrix has a sign different from the three
others. Let us call that entry the distinguished entry.
For any i and a fixed k, there is a unique j such that eiej ∝ ek. Thus there
are four pairs for each fixed k of such (i, j) and each pair gives a matrix EiEj .
With the help of computer, each of these matrices can be seen to have a unique and
different distinguished entry from the others.
For proving all EiEjs are linearly independent, the linear independency needs
to be checked for each group of four matrices which have matching locations of
the nonzero entries, and these matrices as explained above are linearly independent
as:
det


−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1

 6= 0.(30)
The 28 =
(8
2
)
total choices of EiEj are linearly independent skew-symmetric
matrices, thus spanning so(8). 
The desired theorem for obtaining universal gates is:
Theorem 5.2. The operators P0Pak . . . Pa1P0, where aj = tjekj for some tj ∈ R
and index kj ∈ {0, . . . , 7}, once normalized, generate the Lie group SO(8).
Proof. It is a standard theorem that for a basis {hi} of the Lie algebra of a fi-
nite dimensional compact Lie group, all elements of the Lie group are of the form∏
i exp(tihi) for a suitable choice of ti ∈ R. It was also shown that P0Pak . . . Pa1P0
gives the unitary gate Cak,...,a1
∏
i(1+A
†
i+1Ai) where Cak ,...,a1 ∈ R is some scalar
to make the product unitary.
The previous theorem gives the basis {hi} = {EiEj}, but we also need exp(tihi)
to be of the form (1+ dihi) for some real number di. This is indeed the case as the
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basis is not only a collection of skew-symmetric matrices but also matrices which
are unitary up to a scale. Hence using the standard Taylor expansion of exp() of a
matrix, we have the desired form for exp(tihi), up to some scale which will factor
into the scalar Cak ,...,a1 .
The remaining subtlety is that the choice of ai effects three gates. This means,
e.g. choosing a3 = e1 implies that the next gate defined by h3 = E
†
3E4 has only 8
possibilities. In order to solve this issue, consider sequences of the form
P0Pa2kPa2k−1P0P0Pa2k−2Pa2k−3P0P0 . . . P0Pa2Pa1P0.(31)
Then the gate is Ca2k ,...,a1
∏
i(1 + A
†
2iA2i−1) allowing to exactly apply any com-
bination of
∏
l exp(tlEklEjl) by choosing a2l = ejl , a2l−1 = clekl where cl is
determined such that (1± clEjlEkl) ∝ exp(tlEklEjl) (± is dependent on whether
jl = 0 or not). In fact, as (EklEjl)
2 = −I , cl is tan(tl). 
It seems enough gates are there to have a universal quantum computational
model. But the details of how forced measurements would work have not been
discussed yet. First, one needs to show that the measurements, even if they fail at
times, can in the end succeed to implement efficiently a desired local gate.
5.2. Efficient implementation of local gates by forced measurements.
Assume one wants to apply a unitary gate in SO(8) on an 8−qubit C8 which is
a composition of projections P0Pak . . . Pa1P0. One could start applying the pro-
jections in order and the undesired result at each step is 1 − Pai = P−a∗i /||ai||2 .
Assuming this happens, there is an obvious procedure to get to try again the mea-
surement {Pai , I − Pai} until one succeeds: First, we try to project to Pai−1 . It
may succeed and we will have a sequence Pai−1(I −Pai)Pai−1 ∝ Pai−1 , therefore
getting back where we started. It may not succeed and nevertheless, we will retry
Pai , then there are two cases:
• Projection is unsuccessful, and we get the sequence
(I − Pai)(I − Pai−1)(I − Pai)Pai−1 ∝ (I − Pai)Pai−1 .
This means we can start at our first failure.
• Projection is successful, then the sequence of projections is
Pai(I − Pai−1)(I − Pai)Pai−1
which simplifies to
(α2i,i−1 − 1)PaiPai−1
which is the desired outcome (notice normalization is allowed as the final
unitary gate is considered and 0 < αi,i+1 < 1).
Hence, the only way this process could be unsuccessful is if the angle between
Pai , Pai−1 is exponentially close to
π
2 or in other words, αi,i−1 is exponentially
small. This would mean that the composition (1 − Pai)Pai−1 has to happen expo-
nentially many times before there is a chance of getting a successful outcome.
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First, notice that all ai are chosen from the selection {ei, cej , 0}, which are
subsequent projections in (31). It needs to be checked for this selection, when
exactly the dihedral angle could be exponentially close to π2 .
Lemma 5.3. The dihedral angle between
• Pei and Pcej is π4 ,• Pei , P0 is π4 ,
• Pcej , P0 is arccos( 1√1+c2 ) = tan
−1(|c|).
Proof. The scalar determining the dihedral angle between the two projections is
the scalar given by (3.6,19)
(1 + cE†jEi)(1 + cE
†
iEj)
(1 + ||Ei||2)(1 + ||cEj ||2)(32)
which using the following identities
• ||Ej ||2 = 1, E2i = −1 for i 6= 0,
• E†i = −Ei for i 6= 0,
• EiEj = −EjEi, for i, j 6= 0,
is equal to 12 . Although P0, Pei also form a
π
4 angle (choose c = 0 above), this is
not the case for Pcej and P0, where choosing 0 instead of Ei above gives
1
1+c2
. 
Hence, the above issue mostly does not arise simply because all angles between
Pei and Pcej for i 6= j is equal to π4 , hence α2 = 12 and the chance of success-
ful outcome is always 12 . But for any part of the sequence which is of the form
. . . P0Pcej . . . or . . . PcejP0 . . ., we have to deal with this issue.
A key property of our basis {hi} for so(8) is that his are not only skew-symmetric
matrices but also h2i = −I . This implies that exp(th) = cos(t) + sin(t)h =
cos(t)(1 + tan(t)h), where h ∈ {hi} behaves just like the imaginary i. Hence,
using the same notations in 5.2, for any ti in
∏
l exp(tlEklEjl), one can assume
ti ∈ [−π2 , π2 ]. And if tan(ti) = ci is exponentially large, then surely tan(ti/2) ≤ 1
is not, as ti/2 ≤ π/4. So the gate exp(tiEkiEji) in
∏
l exp(tlEklEjl) can be re-
placed by two copies of exp( ti2EkiEji). Then the result would be to use two copies
of the projection sequence P0PciejiPekiP0 where this time, ci is tan(ti/2) which
is no longer exponentially large.
All in all, the probability of failure in applying our desired sequence of pro-
jections is exponentially suppressed in polynomially many steps, which is what is
sufficient to be able to claim an efficient implementation of an SO(8) gate, like in
the topological forced measurement in [4].
We have established the ability to apply efficiently local gates. The last step is
to build the general computational model.
5.3. Universal forced measurement model from octonions.
Before describing the model, notice that the last step in any quantum computational
machine is a destructive measurement. Equiangular projections are precisely de-
signed not to leak information. Hence we are forced to assume the existence of
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such a measurement in the model. Here, it will be on the {|0〉 , |1〉} basis for one
qubit. Further, there must be an assumption on the initialization of computational
state; here, it will be all qubits set to |0〉. Then the question becomes how to pro-
duce the unitary gates involved in a BQP algorithm. We describe two mechanisms.
The simplest model is to assume qubits C2 on a circle, where gates only act on
adjacent qubits by SU(4). An additional qubit is assumed which only makes sure
the computation is in P0 subspace by being in the state |0〉 (or |1〉 otherwise).
Notice any algorithm in BQP can be realized by acting on adjacent qubits on
the circle with SU(4) gates. For any gate A = A1 + iA2 ∈ SU(4), there is the
following embedding in SO(8) (
A1 −A2
A2 A1
)
,(33)
which agrees with the encoding |00〉 → e0, |01〉 → e2, |10〉 → e4, |11〉 → e6 and
i (the imaginary) taking each of these to e1, e3, e5, e7. So any SU(4) gate can be
generated by a sequence of projections as an SO(8) gate. Thus, given an algorithm
inBQPwith SU(4) gates on the neighbor qubits, there is a corresponding sequence
of projections giving the SU(4) gates.
In the above model as one moves from an adjacent pair to the next pair, there are
two actions of Pei and they do not necessarily agree on the common qubit, unless
we change the encoding accordingly.
There is another more complicated model but with a fixed encoding of the octo-
nions on the qubits, with 2n qubits on a circle, each qubit connected to its adjacent
ones, and one on the center connected to all qubits. We alternatively number each
qubit on the circle by 1, 2 and the qubit at the center 3. Next, consider the encoding
of the vector corresponding to ei in C
8 as the binary representation of i, where the
j-th location is encoded in the state of a qubit labelled by j. For example e7 is
encoded as |111〉 where the first 1 from the right is encoded in the qubit labelled 1
and the last in the qubit labelled 3. Therefore, we have a triangulation of the circle
and each triangle is a local representation of eis (as vector) and of the action of
Eis, which is exactly as represented in (27). An obvious property about these local
representations is that they are all the same (by identifying the qubits with the same
label), and the restriction of the action of Ei on two qubits, say 1, 3, is the same for
the two actions corresponding to the two triangles containing these two qubits.
An additional qubit labelled by 4 and connected to all qubits is needed. Similar
to the previous model, this qubit will represent whether the computation is done
inside the P0 subspace or not, where P0 = |0〉 〈0|.
We want to show the universality of the model. As mentioned previously, any
algorithm BQP can be done by acting on adjacent qubits on the circle with A ∈
SU(4) gates. These gates are embedded in SO(8) as in the previous model. Let
us call the embedding Anew.
Anew is acting on the same two qubits A acted on, plus the third qubit which is at
the center of the circle. Basically, the imaginary part of the computation is encoded
in the state of the qubit at the center. This is consistent with how eis were encoded
in the qubits. As all Anew ∈ SO(8) can be generated by a sequence of projections
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(each acting on 4 qubits labelled 1, 2, 3, 4), with the state of qubit 4 playing the role
for the subspace P0, the computational model can produce the unitary gates in any
BQP algorithm.
6. FORCED MEASUREMENT COMPUTING MODEL
In this section, an abstract framework of a forced measurement model is pro-
posed. Like in the quantum unitary circuit model, where one assumes a fixed set
of implementable local unitary gates that is universal, we would have a similar col-
lection of universal local measurements for a forced-measurement model. These
measurements would be applied to some initial state according to an efficient al-
gorithm in order to solve a BQP problem.
The initial state can be a highly entangled state, like cluster states, or they can
be simply tensor product states. This state depends on what resources the compu-
tational model in question has at its disposal to create the initial state. We consider
this part of the computational model as more of a black-box and do not make as-
sumptions on it other than the obvious requirement that the initial state be created
efficiently. But, similar to the standard quantum circuit model, we do assume that
the Hilbert space has a tensorial structure. Even in the case of topological forced
measurement, where the Hilbert space does not have a tensorial structure, by some
encoding one can turn the computations into a tensorial setting, similar to how
topological quantum computation by braiding is shown to be universal.
Finally, for the destructive measurement that is to be carried at the end of the
computation, since equiangularity prohibits leakage of information, one has to as-
sume an additional local projection on a fixed number of qubits which will serve
the purpose of the last measurement. This is also a black-box like the initial state,
and the projection depends on the resources of the model. In the octonion case, a
spin measurement on a single qubit was assumed but the measurement could have
been assumed to be a sum of spin measurement on any number of fixed qubits.
Before we give the abstract formulation of a forced measurement model, let us
analyze some examples first.
6.1. Measurement-based quantum computation with cluster states.
The measurement model using cluster states was defined in [11], where an entan-
gled state is presumed as the initial state, and no site would be affected twice by a
measurement (until the very last destructive measurement). Instead, any outcome
of a measurement would tell what the next measurement should be on the next site.
A site is a local spot of the lattice, hence measurements are clearly applied locally
from a fixed set of qubit measurements which can be thought of as the set of local
forced measurements.
While this may look unlike a forced measurement model, but it is still within
that framework. Indeed, it is a more ideal version of a forced measurement where
there is no probability (zero) of failing in the measurements, as there is no case of
failure by design. Notice, this probability is non-zero in the topological or octonion
model, but it is exponentially suppressed.
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On the other hand, the cluster state measurement model never tries to go back
and try again the previous measurement. Further, the measurements applied on
the sites are from a set of fixed qubit measurements which are obviously strongly
equiangular as lines in C2 are always so.
6.2. Measurement-only topological quantum computation.
Forced topological quantum measurement was introduced in [4], where braiding,
which is the unitary gate in topological quantum computation, is expressed as the
composition of three projections. For the details and background on graphical
calculus, we refer to [5].
This model is actually a more complicated version of a forced measurement
model like the octonion model. We explain briefly how the computation works.
The model stores the processed information ψ in the fusion of anyons and uses
two ancillas a and its antiparticle a∗ to perform forced measurement. Therefore
there is a sequence of anyons a with two anyons a∗, a in-between each two anyons.
FIGURE 3. Ancillas denoted by X’s are between adjacent compu-
tational anyons (denoted by dots). Figure from [4].
Locally, at any time, the computation is done on the following fusion tree:
ψ
c
e
a a∗ a a
α
β
,(34)
where the middle two anyons are the ancillas. The labels β, α belong to the
Hom spaces Hom(e, a ⊗ c),Hom(c, a ⊗ a∗), respectively. The three projections
used to perform the braiding of the first and last anyon a above, each consists of
composition of projections which fuse a, a∗ to the vacuum. The ultimate result is
the following braiding ([4]) which is unitary on ψ:
a a∗ a a
a a∗ a a
(35)
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Diagrammatically, the fusion to vacuum is presented by the Temperley-Lieb
algebra operators ei:
ei =
1
da
a∗ a
a∗ a
,(36)
where da is the quantum dimension of anyon a. These projections satisfy the
famous identities
ei±1eiei±1 =
1
d2
ei±1, [ei, ej ] = 0, ∀|i− j| > 1,(37)
where d = da also corresponds to the loop value in the diagrammatic formulation
of Temperley-Lieb algebra (36), as two eis are stacked. These are exactly the
identities we need for the local forced measurements ei, which are equiangular.
Notice they are not strongly equiangular as the similar identity does not hold for ei
replaced by 1− ei. Also, the projections acting on disjoint sites commute.
If the projection ei does not succeed then according to the fusion rules of anyons
for a ⊗ a∗ = ∑ki=1Nxiaa∗xi (with x0 = 1, the vacuum), the outcome is another
projection to an anyon xi 6= 1. Therefore the measurements are no longer of the
type {P, I − P} but with multiple possible outcomes {P1, P2, . . . , Pk} where Pi
is fusion into xi.
Pi =
√
dxi
da
a∗ a
a∗ a
xi ,(38)
Also, it can be observed that for two consecutive sites on the fusion tree (34), the
corresponding projections are no longer all pairwise equiangular. Still, the protocol
works as equiangularity holds when restricted to a protected subspace, as explained
below.
This motivates us to relax a requirement that one may have assumed about a
forced measurement model: only using equiangular consecutive projections for
the computation. Indeed, we need to allow the use of consecutive non-equiangular
projections as long as it is used to get us back from where we started in the case of
an undesired outcome. But one needs to make sure that even in that case, no infor-
mation is being leaked from a subspace, called K, where the processed information
is kept. Therefore the additional requirement is that the consecutive application of
possibly non-equiangular projections
∏
P is still a unitary on PK. In other words
PK(
∏
P )PK ∝ (U⊕IK⊥)PK for some unitary U , ideally identity, so that it would
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be easiest to interpret the final outcome of the computation. This is similar to Quan-
tum Turing Machine, where one needs to allow the model to use all the advantages
of having ancillas.
In the case of [4], the projection PK is the sum of the projections in (39), as we
only care about the fusion of the relevant anyons where the processed information
ψ in (34) is stored, not the information given by fusion of ancillas.
Pc =
√
dc
d2a c
a a∗ a a
a a∗ a a
,where a⊗ a =
∑
c
N caac(39)
As long as projections do not make the first and last anyons to directly or indi-
rectly fuse, e.g. a sequence of projections only on the second, third and last anyon,
information is not leaked from ψ. Non-equiangular projections are precisely com-
posed in this manner.
6.3. Local forced measurement model.
The above examples guide us towards what the definition of a local forced mea-
surement model should be.
First we need to fix a set of measurements. We start with a set M of local
measurements which may or may not be equiangular. Recall a projective operator-
valued measure (POVM) M over an n-dimensional Hilbert space is a set of m
positive semi-definite operators likeMi, 1 ≤ i ≤ m, such that
m∑
i=1
Mi = In×n.(40)
Definition 6.1. Define a local forced measurement model as a triple (M,H,K) of
POVMsM acting on a fixed Hilbert space H = (C2)⊗c with a tensorial structure,
and a distinguished subspace K ⊂ H with corresponding projection PK.
A measurement does not always have the desired outcome. Hence, it is nec-
essary to establish what is meant by a sequence of adaptive measurements which
would give the desired outcome.
Definition 6.2. A sequence of adaptive measurements is a sequence in which the
choice of each measurement is dependent on the previous outcomes and this choice
is determined in at most classical polynomial time with respect to the length of the
sequence.
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Notice each sequence has an associated probability as we are performing mea-
surements. As in a computation there is a restriction on the length of the sequence,
one has to consider the total probability of desired sequences. This would deter-
mine if one can do a computation efficiently, similar to the octonion model where
the failure probability is suppressed.
Definition 6.3. The local model (M,H,K) is called universal if for every unitary
gate U on K and given ǫ, with probability more than 23 , one can approximate the
following gate up to some scalar
(U ⊕ IK⊥)PK,(41)
with error ǫ, by a sequence of adaptive measurements in M, whose length is at
most poly(1ǫ ) for some fixed polynomial poly.
The above definition is very similar to the universal quantum computation basis
definition where local unitary gates are used [8].
Remark 6.4. For the octonions, exact generation of the unitary gates was achieved.
Hence, one can first generate exactly a well-known set of universal unitary gates
like the {CNOT, Hadamard, π4 -phase-shift, π2 -phase-shift} gates, and as these sat-
isfy the property above ([8]), the octonions give a universal local model.
Remark 6.5. Although the adaptive sequence is not assumed to come from equian-
gular projections, but it is usually the case that M has a collection of equian-
gular projections as seen in the examples 6.1 and 6.2. These projections are the
ones that give the unitary gates. Hence, equiangular projections can be seen as the
most likely tool to be used during a forced measurement computation, and strongly
equiangular projections as the most ideal tool.
As in any definition of a computational model, there is some flexibility in the
definition. For example, we can embed H isometrically inside a bigger space and
still have the same measurements with (non-)equiangularity preserved. So the di-
mension of the qubits factor forH can be any constant > 1.
As discussed before, the initial state and measurement part of the computational
model are black-boxes and should therefore be analyzed in the specific context.
That is why we add the following additional structures to the local forced measure-
ment model:
Definition 6.6. A local forced measurement machine (LFMM), conveniently called
by its set of local measurementsM, consists of
• a local forced measurement model (M,H,K),
• a measurement process PZ acting on H serving the role of final measure-
ment,
• a sequence of states {|ψ〉n}n∈N serving the role of the initial state for input
of size n, with |ψ〉n ∈ H⊗L(n) for some polynomially bounded function
L : N → N and a polynomially bounded function q : N → N which
describes the preparation time of |ψ〉n.
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• For each n, There is a graph H(n) with cL(n) vertices representing qubits
in H⊗L(n) = (C2)⊗cL(n), and a set of {Hi} of subgraphs with c vertices
on which projections ofM act. The representation of these projections on
{Hi(n)} should be consistent, meaning their restriction onHi(n)∩Hj(n)
should be the same no matter from which subgraph restriction is made.
This will serve as the architecture of the circuit for inputs of size n.
Next, the forced measurement computation for a local model is defined. We
follow the notations used in [3]. {0, 1}∗ means all finite strings in {0, 1}, while
f : {0, 1}∗ → {0, 1} and T : N → N denote a problem and a time constructible
function used to measure the running time of the algorithm. This definition is an
analog of a quantum circuit with local unitary gates.
Definition 6.7. Let f be a problem, T a time constructible function, andM be an
LFMM as in 6.6. The problem f is said to be computable in (T (n) + q(n))-time
forM, if for every input x of size n, there is a sequence of adaptive measurements
of length at most T (n) such that
(1) each projection is one of the projections ofM acting on a subgraphHi(n) ∈
{Hi(n)} of H(n),
(2) no leakage occurs from the subspaces K of each subgraph,
(3) the sequence followed by the measurement PZ on one of theHi(n)s gives
f(x) with probability at least 23 .
Remark 6.8. In the topological model, we mentioned that using non-equiangular
projections
∏
P should not leak information from the protected spaceK or in other
words,
∏
P is a unitary on PK. This condition is the item (2) above.
Remark 6.9. There is also a definition for a general forced measurement model,
without the local representation restrictions. More precisely, the notion of the sub-
graphs and their accompanying restriction on the local representations can be en-
tirely removed. This gives a more succinct description of LFMM, an example being
the first model in 5.3. But from a practical point of view, it is the models with the
definition above that we have to usually deal with, where measurements can only
be applied in a very specific way and there is only one fixed local representation
given, as in the second model in 5.3.
We could go even further and omit the fixed set of local forced measurements.
In that case, we have to ensure that in the above definition, each projection’s de-
scription is given by a polynomial-time classical Turing Machine, just like in the
description of a Quantum Turing Machine [3, Def. 10.9]. This gives the most gen-
eral form of forced measurement computation. The definition is an analog of QTM
definition [3, Def. 10.9].
Definition 6.10. Let f be a problem, T a time constructible function. The problem
f is said to be computable in forced measurement T (n)-time, if for every input x
of size n, there is a sequence of adaptive measurements of length at most T (n)
such that:
(1) the initial state is
∣∣x0n+T (n)〉 (x padded with zeros),
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(2) each measurement description is given by a fixed classical TM (only de-
pendent on input size n) in polynomial-time given the classical input (1n, 1T (n)),
(3) the sequence followed by a measurement on the first qubit gives f(x) with
probability at least 23 .
7. CLOSELY RELATED TOPICS
In this section, we briefly mention a few closely related topics and leave the de-
tail to the future.
7.1. Adiabatic quantum computation.
Adiabatic Quantum Computation (AQC) is well-known to be universal [2]. The
idea in AQC is that the slow enough evolution of a system allows the state to stay
in the desired eigenspace.
In a forced measurement model, one may be able to use the idea of AQC to
suppress even more the probability of failure. As an example, as was described
in the efficient implementation of local gates in 5.2, instead of replacing the gate
exp(tiEkiEji) in
∏
l exp(tlEklEjl) by two copies of exp(
ti
2EkiEji), one can re-
place it with poly(n) copies of exp( tipoly(n)EkiEji), thereby lowering the probabil-
ity of failure from some constant to 1nr for any fixed r > 0.
Conversely, AQC can be thought of as a polynomial sequence of very close pro-
jections Pi which are nearly equiangular. These projections are the ground space
of the Hamiltonians at time ti. Their closeness suppresses exponentially the prob-
ability of failure.
7.2. SIC-POVM: a possible generalization.
Recall the definition of POVM 40 for M = {Mi}mi=1 acting on n-dimensional
Hilbert space. If m ≥ n2, and Mi span the linear map space L(H), then {Mi} is
called a collection of informationally complete POVM (IC-POVM).
A minimal IC-POVM happens whenm = n2 and it is symmetric (SIC-POVM)
([14]) if Mi are a λ-scaled rank one projections such that Hilbert-Schmidt inner
product Tr(MiMj) is a constant c for all pairs. λ turns out to be n and c turns out
to be 1n+1 . In other words, after normalization:
Tr(MiMj) =
nδij + 1
n+ 1
.(42)
Rank one projections are always equiangular. The above definition can be
modified using strongly equiangular projections as dihedral angle and the Hilbert
Schmidt inner product are related.
Definition 7.1. A strongly equiangular IC-POVM is a minimal IC-POVM which
are strongly equiangular projections up to some scale where all pair-wise dihedral
angles are equal, in other wordsMiMjMi = α
2Mj for a fixed α.
We know that for equiangular projections Tr(PQ) = Tr(PQQ) = Tr(QPQ) =
α2rank(Q). Computing Tr((
∑m
i=1Mi)
2) = Tr(I2) = n by using (40), and noting
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that α2 is the only (non-zero) eigenvalue ofMiMj , we have
α2 =
(n2 − 2)
2(n2 − 1) .(43)
Notice as n → ∞, α → 1√
2
, which means the planes would have to meet at π4
degrees.
Question 7.2. For which d there exists strongly equiangular IC-POVM?
7.3. Error correcting codes.
Consider a set of linear errors E . In most cases, one can assume the errors are
generated by Pauli operators. It is well-known that a subspace C ⊆ H is a quantum
error correcting code if
C(E) = 〈ψ|E |ψ〉 , ∀E ∈ E , |ψ〉 ∈ C,
where C(E) does not depend on |ψ〉. A stronger version of the above identity is
when C(E)PC = PCEPC .
For example in the perturbed Toric code [9], or generally codes based on topo-
logical phases of matter (see e.g. [6]) on a lattice, one uses the fact that the local
errors can be corrected as P1EP2 is exponentially small for projections P1 6= P2
on two different orthogonal states in the code. In other words, EPC and PC are
two planes with all dihedral angles almost equal and in fact very close to π2 as the
lattice size increases.
Therefore a weaker notion of equiangularity, where only one of the equations
PQP = α2P,QPQ = α2Q holds, is a desirable condition for a quantum error
correcting code. Except that in this context, Q is not a projection but perhaps a
Pauli operator.
7.4. Equiangular projections by optimal packings.
A source for a discrete collection of strongly equiangular planes is the solution to
the problem of optimal packing in Grassmannian manifolds. It was shown in [12]
that an optimal family of m2 +m− 2, m2 -dimensional planes exists in Rm, when
m is a power of two.
A family of planes which is an optimal packing family is expected to achieve
optimal minimum distance, where distance between two planes is defined by√√√√ k∑
i=1
sin(θi)2,
where θi are the dihedral angles between the two planes.
One would wonder if it is possible to obtain O(2) gates using the optimal pack-
ing family for m = 4; notice the planes live in R4, so it is not possible to aim for
U(2). The planes in an optimal packing are not mutually strongly equiangular, and
every plane is only strongly equiangular to m
2
2 of the other m
2 + m − 3 planes.
Further, the dihedral angle is always π4 .
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Each plane can be represented by a m2 ×mmatrix with rows being an orthogonal
basis for the plane. Let us call these matrices {Mk}. Form = 4, they are all given
in [12, Eq. (3)]. The matrices are seen to have ±1, 0 entries with rows having
the same norm: either 1 or
√
2. The projections onto these planes is given by
{Pk = 1α2
k
M †kMk} where P0 = M †0M0 is(
I2×2 0
0 0
)
.(44)
Next, a sequence P0PkPk−1 . . . P1P0 can be computed as
1∏k
j=1 α
2
j
M †0 (M0M
†
k) . . . (M1M
†
0 )M0,(45)
where each 1αjαj−1
MjM
†
j−1 is precisely the 2 × 2 unitary up to scale matrix in
Remark 3.6. Indeed, there exist always m × m unitaries Uj such that 1αjMj =
M0U
†
j . Therefore, Pj = UjM
†
0M0U
†
j being consecutively strongly equiangular
implies the top left 2× 2 block of U †jUj−1 is a unitary up to a scale which is in fact
M0U
†
jUj−1M
†
0 =
1
αjαj−1
MjM
†
j−1.
Now, take any two equiangular planes Mk,Mj in [12, Eq. (3)]. The product
MkM
†
j is the dot product of each of the row vectors in Mk and Mj . If two rows
are non zero at the same locations, then their dot product must be zero (otherwise
it means the planesMk,Mj share a vector, so not equiangular). For example, they
must be (0++0), (0+−0). And if they share a single entry then their dot product
is ±1. This means the product MkM †j is a matrix with ±1, 0 entries. Therefore
the gates are just a multiple of an orthogonal matrix made of ±1, 0, there are all
either reflections, (or composed with a) rotation of 45 or 90 degrees, and can only
generate a finite subgroup of O(2).
The general case remains unsolved:
Question 7.3. Can we get a universal quantum computer form > 4?
Many of the facts mentioned for m = 4 holds for general m by a simple in-
duction using the recursive definition of optimal packings described in [12]. It can
be shown all rows of matrices Mk have only ±1, 0 entries and the number of ±1
entries is the same for all rows for any matrix Mk. Hence, the projection Pk can
be defined as 1
α2
k
M †kMk as the norm of all rows is the same αk ∈ N. Then, it can
be also demonstrated that any unitary matrix we get fromMkM
†
j is a multiple of a
matrix made of ±1, 0.
Although form = 4, these do not generate a dense subgroup, in general, orthog-
onal matrices made of±1, 0 can generate U(m4 ). Indeed, U(m4 ) embeds intoO(m2 )
as we did for the embedding U(4) →֒ O(8) in the case of octonions. Further, the
group generated by Toffoli gate T , Hadamard H , and π2−phase-shift E =
(
1 0
0 i
)
is
dense in the unitary group, and all are a multiple of a matrix made of ±1, 0 after
the embedding T ∈ O(16),H ∈ O(4), E ∈ O(4).
Quantum Computing with octonions 31
By taking m = 32 (and m = 8), it can be shown that one can obtain T (and
H,E) using some matrix productMkM
†
j . So what remains to prove is that one can
produce any sequence Ur . . . U1 of these gates.
The unsolved issue is that choosing any matrixMk restricts the next choices for
the projections; recall the same issue in 5.2. We have not been able to get T,H,E
in a way that they be composable, e.g. to get E from a sequence P1 . . . Pk and H
from Q1 . . . Qk′ and have Qk′, P1 equiangular (and Pk, Q1 equiangular).
8. CHEMICAL PROTECTION
A motivation for this paper was the idea that the authors learned from M. Fisher,
albeit in a very different context [7]. The idea is that the binding of two molecules
can, in some circumstances, implements a projection within their shared nuclear
spin Hilbert space. To understand this principle, in a simple context, first consider
the isomers of molecular hydrogen H2. They are parahydrogen and orthohydrogen
according to the spin state: singlet or triplet, respectively, or the two proton spins:
C
2 ⊗ C2 ∼= Singlet ⊕ Triplet,(46)
Singlet = |↑↓〉 − |↓↑〉 , Triplet = |↑↑〉 ⊕ |↓↓〉 ⊕ (|↑↓〉+ |↓↑〉).(47)
The wave function ψ ofH2 has both spacial and spin tensor factors which together
must obey Fermi statistics under exchange of the protons. This implies that the
angular momentum quantum number ℓmust be even for parahydrogen and odd for
orthohydrogen: orthohydrogen cannot stop tumbling. In fact, it is experimentally
observed in liquid hydrogen that, decay processes gradually this kinetic energy to
heat as ortho decays to parahydrogen.
Now, fancifully, assume that there was some chemical reason to bond two H2’s
side by side, and simultaneously we were able to restrict the angular momentum of
each H2 to be the spin of ℓ = 0 and ℓ = 1:
−→ : H2 +H2 −→ H4,(48)
Then it seems reasonable to assume that such a binding would project to the sec-
tor where the two angular momentums agree and hence on spin-space it would
implement a projection
P : (C2)⊗4 → Singlet ⊗ Singlet ⊕ Triplet ⊗ Triplet,(49)
which has rank 10. Similarly, failure to bind would implement the complementary
projection I −P of rank 6. Now imagine a highly controlled gas of (our modified)
H2’s, where any pair of molecules can at our instruction be brought together and
allowed to bind or not bind, effecting the projections:
bind : P, not bind : I − P.(50)
If binding occurs we would quickly alter the chemical environment to pull them
apart. In this way we can imagine a computer which operates on spin-space by a
sequence of observed projections {P, I−P} applied at our choice to any sequence
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of projection (of course one could contemplate parallelizing the sequence to the
extent that the pairs be brought together are non-overlapping).
This computer would be a poor one. We see no equiangularity (even when
restricted to a computational subspace K as in section 6). So there would be leak-
age and there is no hint, as we see, that universal quantum computing would be
possible using this hypothetical gas of dimeric molecules, even given our fanciful
assumption for their manipulation.
However, this example can be enhanced in many ways, and we hope to inves-
tigate whether realistic enhancements might yield chemically protected quantum
computers. Our phrase “chemically protected” is a deliberate play on “topologi-
cally protected”.
The idea is that a small molecule may have an interesting symmetry group G
(G ∼= Z2 in the H2 example), which acts on some subset of its nuclear spin, span-
ning Hi for the i-th molecule.
Now, Hi decomposes to ⊕kHi,k as a sum of irreducible G-representations.
Binding should correspond to a projection P onto
∑Hi,k⊗Hj,k′ where the sum is
taken over pairs (k, k′) of irreps compatible with Fermi statistics, as in our exam-
ple. Thus, binding/not binding implements a projection Pi,j or I−Pi,j onHi⊗Hj .
Note that if multiple inequivalent binding geometries are possible, we should track
these with an additional index Pαi,j . Another variation of the projections could come
from the entanglement between the spins of two molecules which could affect their
binding probability.
We ask the question whether a universal quantum computer can be fashioned
from these quantum-mechanical projections. The projections Pi,j are protected by
the rigidity of the small molecule. Deviations from symmetry due to phonons or
isotopic variation constitute a source of error. Although there are no exponential
scalings as in the theory of topological protection, small molecule rigidity is quite
robust and could be expected to be a useful resource.
The project is first to find within the representation theory strong equiangu-
larity (perhaps merely restricted to a computational subspace) within the families
{Pαi,j}, and then second translate the representation theoretic solution into chem-
istry. Many constraints, here, have already been explored [7]. For example, there
are good reasons to use spin= 12 nuclei with
31P being a prime candidate. The
possibility of using Posner molecules has also been explored in [13].
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