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ABSTRACT
Background: Pull Request (PR) Integrators often face challenges in
terms of multiple concurrent PRs, so the ability to gauge which of
the PRs will get accepted can help them balance their workload.
PR creators would benefit from knowing if certain characteristics
of their PRs may increase the chances of acceptance. Aim: We
modeled the probability that a PR will be accepted within a month
after creation using a Random Forest model utilizing 50 predictors
representing properties of the author, PR, and the project to which
PR is submitted. Method: 483,988 PRs from 4218 popular NPM
packages were analysed and we selected a subset of 14 predictors
sufficient for a tuned Random Forest model to reach high accuracy.
Result: An AUC-ROC value of 0.95 was achieved predicting PR
acceptance. The model excluding PR properties that change after
submission gave an AUC-ROC value of 0.89. We tested the utility of
our model in practical scenarios by training it with historical data
for the NPM package bootstrap and predicting if the PRs submitted
in future will be accepted. This gave us an AUC-ROC value of 0.94
with all 14 predictors, and 0.77 excluding PR properties that change
after its creation. Conclusion: PR integrators can use our model for
a highly accurate assessment of the quality of the open PRs and
PR creators may benefit from the model by understanding which
characteristics of their PRs may be undesirable from the integrators’
perspective. The model can be implemented as a tool, which we
plan to do as a future work.
CCS CONCEPTS
• Computing methodologies→ Supervised learning by clas-
sification; • Software and its engineering→Open source model;
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1 INTRODUCTION
The source code of an Open Source Software is publicly available
and can be modified and reused with limited restrictions by the
public. A major upside of this is that the users can and do contribute
to and reuse the software. User contributions consist of primarily
reporting and fixing bugs and adding or requesting for additional
features to the software. The Pull Request based developmentmodel,
that is prevalent among most OSS version control systems, is a dis-
tributed development model that allows other user-developers to
make contributions, which can be easily tracked, thus supporting
the collaboration between the maintainer and the contributor. The
mechanics of the approach is that potential contributors first fork
(clone) the original repository they are planning to contribute to,
and after making the code changes they create a Pull Request (PR),
which is essentially an issue with a patch included. Then a main-
tainer of the original project (the integrator) inspects the PR’s code
changes and decides if it can be merged to the project and interacts
via discussion thread associated with the PR, with the submitter
and other maintainers and/or potential contributors.
This development model allows developers outside of a project to
contribute while not compromising the code of the original project
by only merging approved changes to the repository and was found
to be associated with shorter review times and larger numbers of
contributors compared to mailing list code contributionmodels [32].
However, inspecting PRs is a crucial task requiring a significant
amount of effort from the integrator [18]. It has been extensively
documented (see, e.g. [26]) that large numbers of low-quality issues
may overwhelm the projects and the same is true for PRs. It was
reported in [12], based on a survey of 750 integrators from high vol-
ume projects, that the top two challenges they face when working
with pull requests are maintaining project quality and prioritiz-
ing work in the face of multiple concurrent pull requests. Therefore,
having a good estimate of PR quality would be highly desirable
and would help the integrator to prioritize the PRs. Moreover, the
creators of the pull requests would also benefit from having an indi-
cation of the quality of a PR they are about to submit, and knowing
what factors affect the quality of the PR could help them improve
that PR and the ones they might submit in future. E.g. if they find
that having too many commits in their PR is affecting its quality,
they might try submitting smaller patches with fewer commits.
However, PR “quality” has no universal definition, it is a highly
contextual factor and might mean very different things in differ-
ent scenarios. To operationalize the measure of quality for PRs,
we chose the ultimately pragmatic indicator: whether it is merged
(accepted) or not. After all, it should be based on the contextual
knowledge of the integrator at the time of acceptance and should
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take into account a variate of factors the integrator has to consider
when accepting a PR. A comprehensive treatment of code contribu-
tion theory in Rigby et. al. [18] considers the acceptance rate as one
of the most fundamental properties of the peer-review systems. In
this paper we, therefore, define the quality of a PR by its probability
of getting merged.
To conduct an empirical study investigating PR quality we chose
node package manager (NPM) because of the size of the associated
ecosystem and availability of data. NPM is a package manager of
JavaScript packages, and is one of the largest OSS communities
at present, with over 932,000 different packages (Apr, 2019) and
millions of users (estimated 4 million in 2016 [23], and about 4000
new users on an average day1). NPM is used heavily by companies
as well. According to the NPM website2, all 500 of the Fortune 500
companies use NPM, and they claim that: “ Every company with a
website uses npm, from small development shops to the largest enter-
prises in the world.” However, most packages in NPM are not widely
used and have limited or no issues or PRs. We, therefore, focused
on 4218 NPM packages with over 10,000 monthly downloads (the
“popular” packages) since January, 2018, that also has an active
GitHub repository with at least one Pull Request. All 483,988 PRs,
that were filed against these packages (until January, 2019 when
the data was collected), were obtained using the GitHub API.
A previous study [22] described a priority inbox type of approach
for Pull Request prioritization aimed at helping integrators deal
with multiple concurrent PRs. They introduced a prototype tool
called PRioritizer, a service-oriented architecture built on top of
GHTorrent [9], that examines all open pull requests and presents the
project integrators with the top pull requests that potentially need
their immediate attention. They split the time into configurable
time windows (by default 1 day) and prioritize the PRs based on
whether or not a PR is likely to get a user update in the next time
window, with the ones most likely to get an update considered as
the most important. The approach was evaluated on the historical
data of 475 projects, and gave the best performance using Random
Forest model, with an accuracy of 0.85.
While the automatic prioritization is a useful approach for the
integrators, it offers little insight to the creators of the PR about the
quality of the submitted PR. More importantly, PRioritizer sorts the
PRs based on how likely theywill have some user activity in the next
time window, which may or may not indicate the PR will be merged,
i.e. it is not necessarily indicative of the quality of the PR. Keeping
these limitations of the earlier approach in mind, our overarching
Research Question was: What is the probability that a PR
will be acceptedwithin onemonth from the date of creation?
We chose the time period of one month because only around 6.5% of
the accepted PRs were accepted more than one month after creation,
so this time window is sufficient to approximate the probability
that a PR will ever be accepted. Moreover, a period of one month
gives the project owners as well as the integrators sufficient time
to plan which updates will likely be incorporated in near future.
In this study we want to investigate theoretical and practical
aspects of our overarching research question. We start from an
approximate replication of prior results by investigating how the
1https://twitter.com/seldo/status/880271676675547136
2https://www.npmjs.com/
predictors listed in [22] work with this slightly modified research
question on a much larger dataset. Although this is not an exact
replication, the objective of our study is very similar, and this at-
tempt should put it more firmly in the context of prior research.
Thus, the first goal of our study is:
G1:Howwell does amodel using the predictors listed in [22]
perform in predicting PR’s acceptance?
Next, we wanted to understand if the model can be improved if
we take into account more comprehensive information about the
PR itself, the base project to which the PR is submitted, and the
characteristics of the PR creator (contributors’ track record and
experience, both of which are indicators of expertise, were seen to
have an effect of PR evaluation latency [27] and PR acceptance [17]).
These studies looked into the developers’ expertise into the specific
project where the PR is submitted. However, we hypothesize that
the developers’ activity, another indicator of expertise, across all
OSS projects should also have an impact on the quality of PRs they
submit. To test this hypothesis we obtained a much more compre-
hensive data set representing the complete history of activities of
the contributors and projects, where we included author activities
with all OSS projects, not just the 4218 projects under study (details
in Sections 3 and 4). We hypothesize that variables related to the
PR creator’s activity and historical performance, the properties of
the PR, the characteristics of the base repository (to which the PR is
being submitted to), and that of the head repository (the fork/clone
from which the PR is being submitted) may have an impact on the
probability of the PR being accepted. Therefore, the second goal of
our study is:
G2: Can we more accurately predict the acceptance of a PR
using a wide range of predictors characterizing the author,
PR, and the base and forked repositories?
While a well-performing model can predict whether a PR will be
accepted or not with a high degree of confidence, it does not provide
insights to the PR authors who would like to improve the chances
of their PR being accepted. Specifically, we wanted to illustrate how
the probability of a PR of getting merged may vary as the values
the key predictors changes. This was an insight requested by 86%
of the integrators the authors of [22] interviewed as well. So, the
third goal of our study is:
G3: How does the probability of a PR gettingmerged vary as
the characteristics of the PR change?
It is important to point out that the performance of a model in
a historic context may not represent the actual performance for
certain practical tasks. For example, as an integrator, we may want
to compare a PR opened a few weeks ago, that has an extensive
collection of comments, with a newly opened PR. Some PR char-
acteristics, such as the age of the PR or the number of comments
it receives changes after submission. The integrator would like to
be able to prioritize PRs immediately after submission, potentially
reducing the time it takes to accept important PRs. Another goal of
our study is, therefore, about predicting the probability of getting
merged for the newly submitted PRs so that the model would not
penalize recently submitted PRs.
G4: Can we predict the probability of acceptance of a PR us-
ing information available at the time of PR submission?
Finally, we want to illustrate how the model may be used in
practice and how well it would have performed for a specific large
Which Pull Requests Get Accepted and Why? A study of popular NPM Packages Conference’17, July 2017, Washington, DC, USA
software project. This is motivated by the fact that software projects
change over time and the model fitted on past data may not accu-
rately predict the acceptance of future PRs. Also, the information
available in practice at the time of PR submission would not include
some of the predictors for the best-performing model as discussed
in G4. The fifth goal of our study is:
G5: How accurate would the PR acceptance model be in a
scenario representing actual use in a large project?
To achieve these goals we obtained the necessary measurements
and used a tuned a Random Forest model. Our main findings are:
(1) The model using the predictors listed in [22] perform gave an
AUC-ROC value of 0.89 predicting PR acceptance rates. (2) Using
predictors characterizing the author, PR, and source and base repos-
itories we could achieve a much higher AUC-ROC value of 0.95.
(3) We found the response curves to be non-monotonic for most of
the predictors (detailed result discussed in Section 5). (4) Excluding
variables that change over the lifetime of a PR resulted in an AUC-
ROC value of 0.89. (5) Such predictor applied to the NPM package
“bootstrap3”, and trained with only past data (prior to 2017-01-01)
had AUC-ROC of 0.77 predicting acceptance of post 2017 PRs. If
the model was trained with a full set of 14 variables on the same
past data, the AUC-ROC increased to 0.94.
Our theoretical contributions include: (1) an approximate repli-
cation study using the predictors in prior work to answer a slightly
different research question, and with a different and much larger
dataset; (2) identification of the different factors that are associated
with PR acceptance (quality), and the response curves for these
predictors (how different values of each of these predictors affect
the chance of a PR getting accepted); (3) result showing that the PR
creator’s activity in unrelated projects can also affect the quality of
PRs they submit; and (4) identification of the factors that intuitively
should affect the chance of a PR getting accepted, but were found
to be not necessary to get an accurate predictions.
Our practical contributions include: (1) a highly accurate pre-
dictive model relying on a set of predictors that aren’t difficult to
calculate; (2) an approximate “sweet spot” in terms of the size of the
PR that appears to significantly increase the probability of accep-
tance of a PR (a potential recommendation for the PR creators); (3)
a well-performing model using only predictors available at the time
of PR creation; (4) an illustrative example showing the application
and performance of the model on a large NPM package.
Our data and code will be made available in our GitHub repos-
itory, which would enable other practitioners to use it for their
research.
The rest of the paper is organized as follows: In Section 2, we
discuss the related works in the topic. In Section 3, we discuss the
Methodology. In Section 4, we describe the data collection and data
processing steps. In Section 5, we describe the results we found
pertaining to our research goals. The implications of the findings
are discussed in Section 6. Finally, we discuss the limitations of our
study in Section 7 and conclude our paper in Section 8.
2 RELATEDWORK
Studies about Pull Requests are abundant both in terms of the
number of studies and exploring the different topics associated to
the PR based development. While majority of the works explored
3https://www.npmjs.com/package/bootstrap
topics related to PR assignment, a number of studies, including a few
case studies, explored the PR quality and PR acceptance scenario.
The PRioritizer [22] study discusses the prioritization of the PRs
for helping the integrators deal with multiple concurrent PRs. There
are other studies that explore the perspective of the PR creators [11]
and the PR integrators [12], and list the challenges and practices
in PR creation and merging scenario. These studies highlight that
the primary challenges for the integrators are maintaining the
project quality and dealing with multiple concurrent PRs, while
the contributors face challenges regarding the compliance with the
project guidelines for writing code and receiving timely feedback
from the project owners.
A number of studies describe various factors that influence the
chance of PR getting accepted, like [19], which advocates using
association rules to find the important factors, and found that the
acceptance rates vary with the language the repository is written in,
and also that having fewer commits, no additions, some deletions,
some changed files, and the author having created a PR before
and/or being part of the core team increase the chance of getting a
PR accepted; [24], which indicates smaller PRs are more likely to get
accepted; [27], which shows previously established track records
of the contributors, availability and workload of the evaluators,
and continuous integration based automated testing etc. have an
impact on the latency of PR evaluation; [17], which examined the
effects of developer experience, language, calendar time etc. on
the PR acceptance; [20], which analyzed the association of various
technical and social measures with the likelihood of PR acceptance..
There are a number of case studies that discuss the PR accep-
tance scenario in various OSS projects, like the Linux kernel [14],
Firefox [1, 16], Apache [16] etc.
There are other studies that described various aspects of the Pull
Request based development model, like [2, 4, 10]. A lot of studies
about PRs focused on finding the right evaluator for a particular PR,
which is an important question as well, like [13, 28–30] to name a
few.
The NPM ecosystem is one of the most active and dynamic
JavaScript ecosystems and [25] presents its dependency structure
and package popularity. Studies on NPM have mostly focused on
its dependency networks [5], the popularity of NPM packages [7],
problems associated with library migration [31], user participation
patterns [6] etc.
3 METHODOLOGY
3.1 Data Collection
To answer the Research Question and address the different goals
listed in Section 1, we first needed the list of all NPM packages
that satisfy our criteria of having more than 10,000 downloads
per month and a GitHub repository with at least one PR. This
was obtained from the npms.io website, using the API provided 4.
The associated GitHub repository URLs were collected from their
metadata information, which was obtained by using a “follower"
script, as described in NPM’s GitHub repository 5. After filtering
for our criteria that the NPM package must have more than 10,000
monthly downloads (since January, 2018), a functional link to its
4https://api.npms.io/v2/package/[package-name]
5https://github.com/npm/registry/blob/master/docs/follower.md
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Table 1: List of the initial 50 variables
Total no. of PRs submitted
by the creator before sub-
mitting this PR
age of the PR No. of PRs submitted to the
repository previously
If the head repo is a
fork
If the base repo is a
fork
Fraction of the total PRs sub-
mitted by the creator that
are merged
Calendar date
of PR creation
Fraction of PRs submitted to
the repository that are ac-
cepted
size of the head
repo
size of the base repo
The creator’s association with
repository
If the PR is
marked as
Closed
If the package associated is a di-
rect dependency of any of the
PR creator’s repositories
no. of stars of the
head repo
no. of stars of the
base repo
If the creator submitted PRs to
this repository previously
No. of dis-
cussion
comments
No. of NPMpackages associated
with the repository
If the head repo had
issues enabled
If the base repo had
issues enabled
If the user had any PR accepted
in this repository
No. of code
review com-
ments
If the PR is from a different
branch of the same repository
If the head repo had
wiki enabled
If the base repo had
wiki enabled
If the PR creator was the inte-
grator for some other PR previ-
ously
No. of lines
added
If the PR contains fix for some
issue
If the head repo had
projects enabled
If the base repo had
projects enabled
If this is the first time the cre-
ator is submitting a PR
No. of lines
deleted
If the PR contains any test code If downloads were
enabled for the
head repo
If downloads were
enabled for the base
repo
Total no. of commits by the
PR creator across all Git
projects
No. of files
touched
If the PR description has any
HTML tag in it
No. of forks of the
head repo
No. of forks of the
base repo
Total no. of blobs touched by
the PR creator across all Git
projects
No. of com-
mits in the
PR
If the PR description has any
emoji in it
No. of issues for the
head repo
No. of issues for the
base repo
Total no. of Git projects the
PR creator contributed to
Fraction of cre-
ator’s commits
in the repo
If the head repo was deleted af-
ter the PR was submitted
Calendar date of
head repo creation
Calendar date of
base repo creation
List of All 
Pull Requests
MongoDB
npms.io
Modeling
Predicted Probability
Prediction
List of All 
Issues
List of All NPM Packages meeting our 
criteria and their GitHub URL
List of All Pull 
Request Creators
Pull Request 
Creators’ Overall 
Activity Data
Processed  Pull 
Request Data 
GitHub
WoC Data
Figure 1: The Data Collection and Modeling Architecture.
GitHub repository, and at least one PR, we were left with 4218
different NPM packages.
Next, we needed the list of all PRs for these NPM packages. To
obtain this, we first collected all the issues associated with these
NPM packages, since GitHub considers PRs as issues, and then iden-
tified the issues that have an associated patch, i.e. the ones that are
Pull Requests. The list of all issues for the packages was obtained
using the GitHub API for issues6, using the state=all flag. Out
of all the issues, we identified 483,988 PRs for the 4218 packages
(until January, 2019, when the data was collected). It is worth men-
tioning here that sometimes more than one NPM package can have
the same associated GitHub repository, e.g. all TypeScript NPM
packages (starting with “@types/”, like @types/jasmine, @types/q,
@types/selenium-webdriver etc.) refer to GitHub repository
“DefinitelyTyped/DefinitelyTyped”. To avoid double-counting and
further confusion, we saved the issues keying on the repository
instead of the package name, though we also saved the list of pack-
ages associated with a repository. We found that there are 3601
unique repositories associated with these 4218 packages.
Then we obtained the data on all the PRs from GitHub using the
API7. This data was stored in a local MongoDB database. We used
a Python script to extract the data from this database and process
6https://developer.github.com/v3/issues/
7https://developer.github.com/v3/pulls/
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it into a CSV file that was used for modeling. More details about
the data are discussed in Section 4.
The data on the PR creators’ overall activity across all projects
that use Git were obtained from a recent version (version V) of the
WoC (World of Code) data [15]. WoC is a prototype of an updat-
able and expandable infrastructure to support research and tools
that rely on version control data from the entirety of open source
projects that use Git. Specifically, we used it to compile the profiles
of PR authors. We identified PR authors by obtaining commits they
included in their PRs. We then identified the commit authors for
these commits in WoC using commit to author maps. Then we
identified all the remaining commits for these authors using author
to commit map. That full set of commits for each author was used to
count projects (via commit to project map), files, and blobs (specific
versions of a source code file). We only counted blobs created by
the author (by verifying that the author mad the first commit creat-
ing the said blob) to reduce the noise produced when developers
clone repositories, thus creating a massive number of blobs that
were authored by others. To construct relevant measures for the PR
prediction we only used the commits made by the PR author prior
to the creation of the PR, thus reconstructing the state of affairs as
it existed at the time of PR creation.
The data from these two sources (the PR data from GitHub and
the PR creators’ activity data collected using the WoC tool) were
consolidated to construct the final dataset we used for modeling.
We sorted the data by the PR creation date, and extracted relevant
variables from it, making sure only to use historical information
while constructing different variables. More details on the data is
discussed in Section 4.
3.2 Data Analysis
We performed our data analysis (modeling) tasks in R. Our response
variable for modeling was the binary variable indicating whether a
PR is merged with one month (30 days) after the date of creation
or not. We looked into several modeling approaches for predict-
ing the probability of acceptance of the PRs: Logistic Regression,
Generalized Additive Models, Support Vector Machines, Random
Forest, and Multi-Layer Perceptron networks. We tested all of these
approaches on our dataset with the full set of predictors (listed
in Section 4), and found that a tuned Random Forest model per-
forms better than the others. Therefore, we decided to use it as our
modeling methodology for this study.
To obtain the optimal number of predictors we used the “rfcv”
function from the randomForest R package, which shows the cross-
validated prediction performance of models with sequentially re-
duced number of predictors (ranked by variable importance) via a
nested cross-validation procedure.
We used the “train” function from the caret package in R for
performing a grid search (using a 10 fold cross-validation) on the
training data to find the optimal values of the model parameters:
“ntree" (number of trees to grow) and “mtry" (number of variables
randomly sampled as candidates at each split), that gives the highest
Accuracy. The optimum value for “ntree” was found to be 500, and
the optimum value of “mtry” was found to be 6.
To calculate the performance of the final tunedmodel, we decided
to use 70% of the data, selected randomly, as our training set, and
the other 30% as our test set. Models with this configuration were
used to predict the final probabilities of the PRs getting merged
under different conditions pertaining to the different research goals
we have.
Wewanted to test the viability of our approach and the predictive
performance of our model in a realistic scenario. So we decided
to look into one NPM package as an example, and see if historical
information about the package can be used to predict whether a PR
submitted in future will be accepted or not. We needed a package
that has sufficient number of PRs, so that we have enough historical
data to train the model and enough PRs in the test set, so that the
test results are trustworthy. We selected the “bootstrap”8 NPM
package as an example since it is a popular package that matches
our criteria. The details of the data on this package are discussed
in Section 4.
4 DATA DESCRIPTION
In this section, we present the original set of variables we started
with, and the final set of variables we used for our final models.
We were careful to include the variables listed in [22] in our
dataset, however, we later decided not to use the variable: “Last
Comment Mention", since (1) while it might be important to predict
whether a PR will see some activity in the next time window (which
was the goal of [22]), it is unlikely to have as much importance in
predicting whether a PR will be accepted or not, and more impor-
tantly, (2) for a number of PRs, there are comments on it even after
it is merged9, and given [22] only dealt with open PRs, it is hard to
replicate the variable in our context.
We extracted 50 variables from the PR data collected using the
GitHub API and the PR creators’ activity data collected using the
WoC tool. The list of the description of these variables is presented
in Table 1. The variables can broadly be grouped into 5 categories,
that describe different characteristics of : (1) The PR creator (the
yellow box), (2) The specific PR (red box), (3) The NPM package
repository under consideration (green box), (4) The specific char-
acteristics of the head repository, from which the PR is submitted
(blue box), and (5) The specific characteristics of the base repository
to which the PR is submitted (gray box).
Using the “rfcv” function, as mentioned in Section 3, we found
that 14 variables give the optimum result. So, first we created a Ran-
dom Forest model using all the variables as predictors, and then we
selected the top 14 predictors by looking at the variable importance.
The variables that were selected in our final set of predictors are
marked in bold in Table 1. The variable names used in the models,
along with their descriptions, descriptive statistics, and distribu-
tion plots are shown in Table 2. The variable age was measured in
seconds. Since our Research Question was about finding out if a
PR is merged within one month of creation, we used 30 days, or
30 ∗ 24 ∗ 3600 = 2, 592, 000 seconds as the max value for age.
The values of creator_submitted and repo_submitted for a par-
ticular PR are the number of PRs that were submitted, before that
particular PR was submitted. The fractions representing PR ac-
ceptance by the repository (repo_accepted) and for the PR creator
(creator_accepted) are also measured by only considering the PRs
that were submitted and accepted before that particular PR was
8https://www.npmjs.com/package/bootstrap
9e.g. https://github.com/twbs/bootstrap/pull/29257
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Table 2: Descriptive Statistics and Detailed definition of the selected variables
Variable Name Variable Description 5% Median Mean 95% Distribution Plot
age Seconds between PR creation and PR closure (max 30 days = 30*24*3600) 231 100*1e3 651*1e3 2.5*1e6
commits Number of commits in the Pull Request 1 1 4 7
changed_files Number of files modified in the Pull Request 1 2 10 17
comments Number of discussion comments against the Pull Request 0 2 3 11
review_comments Number of code review comments against the Pull Request 0 0 1 6
additions Number of lines added in the Pull Request 1 12 703 619
deletions Number of lines deleted in the Pull Request 0 2 385 248
creator_total_commits Total number of commits made by the PR creator across Git Projects 4 786 9847 12,386
creator_total_blobs Total number of blobs authored by the PR creator across Git Projects 6 2080 12,308 40,808
creator_total_projects Total number of projects the PR creator contributed to across Git Projects 3 1632 6481 31,880
repo_submitted Number of PRs submitted against the repository 9 787 4787 30,270
repo_accepted Fraction of the submitted PRs accepted by the repository 0.1 0.70 0.63 0.91
creator_submitted Number of PRs submitted by the PR creator across NPM projects 0 12 282 1043
creator_accepted Fraction of PRs submitted by the PR creator accepted across NPM projects 0 0.64 0.53 1.00
submitted. Therefore the values of these four variables varied for
different PRs.
Since the original distributions for most of the variables were
very skewed, we decided to log transform the data before using
them in the models.
It is worth mentioning that the PR creator’s association with
the repository where the PR was submitted was one of the most
important predictors according to variable importance, similar to
what was observed by [20]. However, we decided not to use this
variable in our final dataset since the value of this field can be
updated retroactively (e.g. a PR creator, who had no association
with a project when first submitting a PR, might become a member
later, and the corresponding field in the first PR might be updated
after its acceptance), and we have no way to know the creator’s
association at the time a PR was submitted, or to verify that the
affiliation wasn’t updated retroactively (see Section 6 for examples
to the contrary), which would be required to faithfully reconstruct
the data as it were at the time the PR was created. Instead of using
this variable, we created two binary variables indicating whether
the creator created any PR to the particular repository before and
if any of those PRs had been accepted, but both of them proved to
be not very significant. We, therefore, suspect that its importance
in prior work could be due to the so called data leakage [21], when
the information leaked from the “future” makes prediction models
misleadingly optimistic.
As mentioned in Section 3, we selected the NPM package “boot-
strap” to test the viability of our model in a practical scenario. The
package had 8425 PRs submitted against it, out of which 4589 (54.5%)
were merged. We decided to look at the PRs submitted until 2016-12-
31 as our training data, and PRs submitted on or after 2017-01-01 as
our test data, which left 6436 (76% of the PRs for this package) PRs
in the training set. However, the two sets weren’t equally balanced,
since 42% of the PRs in the training set were accepted, but 58% of
the PRs in the test set were accepted. Still, we went ahead with
using this dataset to address our Goal 5.
5 RESULTS
In this section we discuss our findings and address the Research
Goals listed in Section 1, and present some general statistics about
the data.
5.1 General Statistics about the Data
Here we discuss some general statistics, which, in spite of not being
directly related to our research goals, can give us some insight into
the data and the NPM ecosystem in general.
To recap, our study focused on 4218 NPM packages (3601 unique
GitHub repositories) with more than 10,000 monthly downloads
since January, 2018, an active GitHub repository, and at least one PR.
We collected 483,988 pull-requests, which were created by 82,142
creators.
A few interesting statistics about the data are reported below:
• 291,089 (60%) of the total PRs that were submitted were
merged (accepted).
• We found that 39,570 (48.2%) of the creators created only
one PR (one time contributors), and only 6523 (7.9%) creators
created 10 or more PRs.
• 294 (8.2%) repositories received only one PR, and 535 (14.9%)
of the repos received 100 or more PRs.
• 397583 (82%) PRs were created for NPM packages that any
project the PR creator contributed to depend on directly.
• only 11357 (2.3%) PRs were still open when the data was
collected.
• 312409 (65%) head repositories from which PRs were submit-
ted were forks of the original (base) repositories.
• 209216 (43%) of the PRs submitted contained fixes for some
bugs.
5.2 Assessing the performance of model using
the predictors listed in [22] (G1)
As mentioned in Section 3, we used a tuned Random Forest model
and assessing its predictive performance using 13 out of the 14
predictors. The model performed pretty well using these predictors,
with the value of AUC under the ROC curve being 0.89. By examin-
ing the confusion matrix of the predicted result we found that the
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Figure 2: Variable Importance plot for the Random Forest
model using predictors used in [22]
Figure 3: Variable Importance plot for the Random Forest
model using our set of 14 predictors
Figure 4: Variable Importance plot for the Random Forest
model without using the time dependent predictors
model has an accuracy of 0.82, the value of Cohen’s kappa coeffi-
cient was 0.62 , and the values of sensitivity (recall) and specificity
(precision) were 0.69 and 0.90 respectively.
The model displayed a lower accuracy than what was reported
in [22] using a Random Forest model, which is not surprising, since
Figure 5: Variable Importance plot for the Random Forest
model for NPM package “bootstrap” using all predictors
Figure 6: Variable Importance plot for the Random Forest
model for NPM package “bootstrap” without using the time
dependent predictors
we are looking at a different research question, and also used one
less predictor, for the reasons mentioned in Section 3.
The variable importance plot for the model is shown in Figure 2.
We used the same variable names as in [22] for ease of interpreta-
tion.



We get a pretty good result using the predictors listed in [22],
with AUC-ROC of 0.89
5.3 Assessing the performance of the model
using our set of predictors (G2)
When we used the 14 predictors as described in Section 4, we had a
significant improvement in result. The tuned Random forest model
gave an AUC-ROC value of 0.95. By examining the confusion matrix
of the predicted result we found that the model has an accuracy
of 0.88, the value of Cohen’s kappa coefficient was 0.75 , and the
values of sensitivity (recall) and specificity (precision) were 0.78
and 0.95 respectively. The variable importance plot for the model is
shown in Figure 3. This is the result that answers our overarching
research question when no constraints are put on the problem.



The performance of the model improved significantly with our
set of 14 predictors, with AUC-ROC of 0.95
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Table 3: Partial Dependence plots for the predictors accord-
ing to the Random Forest model created for G2, showing
how different values of the different variables affect a PR’s
chance of being accepted
5.4 Understand the effect of each predictor on
the probability of the PR getting merged
(G3)
To illustrate the effects the different predictors have on our model,
we looked at their partial dependence plots. A partial dependence
plot gives a graphical depiction of the marginal effect of a variable
on the class probability for the task of classification, and is imple-
mented by the partialPlot function in the randomForest R package.
In the X axes of a plots we have the values of the variables (log trans-
formed values in our case, since the variables were log transformed),
and the Y axes of the plots show the relative logit contribution of
the variable on the class probability [8] (probability that a PR was
merged, in our case) from the perspective of the model, i.e. negative
values (in the Y-axis) mean that the positive class is less likely (i.e.
it is less likely that a PR would be accepted, in our case) for that
value of the independent variable (X-axis) according to the model
and vice versa. These plots can shed light into the dynamics of
PR creation and acceptance, and would be helpful for both the PR
creators and the integrators for understanding how to improve the
quality of PRs being submitted and accepted.
The partial dependence plots for all the 14 predictors variables
used the Random Forest model created for addressing G2 are shown
in Table 3 (we apologize for the small font size). The values of all
variables shown in the X-axis, except the two fractions and age, are
in log scale. The values of the two fractions, creator_accepted and
repo_accepted are shown in absolute value, between 0 and 1, and
the value of age is shown in days, in linear scale.



The marginal effects of the predictor variables on the probabil-
ity of PR acceptance are shown in Table 3
5.5 Assessing the performance of the model
without using the time dependent
predictors (G4)
Out of the 14 variables we have, the number of discussion com-
ments, number of code review comments, and the age of the PR
are variables that vary during the PR’s lifetime. Other variables
are either historical measures, based on the PR creator’s or the
repositories activities prior to submission of the PR, or they are
static variables that do not change with time. Therefore, to address
the goal G4, we removed the number of discussion comments, the
number of code review comments, and the age of the PR from our
list of predictors.
Unsurprisingly, the model with the remaining 11 predictors gave
a relatively worse performance, with an AUC-ROC value of 0.89.
The confusion matrix revealed that the model has an accuracy of
0.79, the value of Cohen’s kappa coefficient was 0.56, and the values
of sensitivity (recall) and specificity (precision) were 0.67 and 0.87
respectively. The variable importance plot for the model is shown
in Figure 4.



Using only the predictors available at the time of PR submission,
we still get a very good result, with AUC-ROC of 0.89
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Figure 7: Partial Dependence on author association, from
the first Random Forest model we made with all 50 predic-
tors
5.6 An illustrative example of an NPM package
on which this model was applied to test its
viability (G5)
As discussed in Sections 3 and 4, we used the historical data of the
“bootstrap” NPM package to predict if the PRs created in future were
accepted in an attempt to test the practical viability of our approach.
In the first attempt, we used our full set of 14 predictors formodeling.
Although the training and the test sets were somewhat unbalanced
in terms of fraction of PRs accepted (see Section 4), the model
performed very well, giving an AUC-ROC value of 0.94, and the
confusion matrix showed that it has an accuracy of 0.87, the value
of Cohen’s kappa coefficient was 0.74, and the values of sensitivity
(recall) and specificity (precision) were 0.82 and 0.92 respectively.
The variable importance plot for this model is shown in Figure 5.
We also wanted to check how our the model performs under a
condition like G4, so in the second attempt, we tested with the 11
predictors as we did when addressing G4. The model performed
fairly, with a modest AUC-ROC value of 0.77. By examining the
confusion matrix we found that the model has an accuracy of 0.72,
the value of Cohen’s kappa coefficient was 0.41 , and the values
of sensitivity (recall) and specificity (precision) were 0.54 and 0.85
respectively. The variable importance plot for this model is shown
in Figure 6.



	
For NPM package “bootstrap”, training the model with histor-
ical data and trying to predict PR acceptance in future gives
very good result with AUC-ROC of 0.94 with all predictors, and
gives a fair performance with AUC-ROC of 0.77 with only the
predictors available at PR submission time
6 DISCUSSION
First, why the 14 predictors we proposed have resulted in much
more accurate predictions than the 1310 predictors used in [22].
Although eight variables were shared between the two sets of pre-
dictors, we achieved a much better performance by adding six other
variables: two variables characterizing the historic PR submission
and acceptance rates of the repository in question, one variable
specifying the total number of PRs submitted by the creator (prior
to the predicted PR), and three variables characterizing the creators’
10we used 13 out of the 14
overall activity across all open source projects that use Git. In par-
ticular, the number of past PRs and the fraction of those that were
accepted (both for the repository to which the PR was submitted,
and for the PR creator across all NPM packages under considera-
tion) were very important, as we can see by looking at the variable
importance plots. The other variables used in [22] were found not
to improve the prediction performance.
We found the age of the PR to consistently show up as the most
significant predictor, and that the decision to merge most PRs is
made very rapidly. Among the PRs that were accepted, ∼ 75% are
accepted within 3 days (see the partial dependence plot on age in
Table 3), while more than half of the PRs that are not accepted are
closed within 10 days. This is visible from the partial dependence
plot for age as well, which shows that the chance of a PR getting
accept rises rapidly during the first day, and then drops very fast
over time. This suggests that most NPM package integrators are
very responsive, and efficient in handling PRs.
This coupled with the fact that around 60% of the submitted
PRs are accepted indicate that the NPM ecosystem might have a
relatively lax requirement for accepting a PR. However, when we
looked at the PR creators’ association with the projects to which
the PR was submitted, we found that being a member of the or-
ganization that owns the repository, or being the owner of the
repository, or having been invited to collaborate on the repository
significantly increases the probability of a creator’s PR(s) being ac-
cepted, while having no connection to the repository decreases the
probability significantly (see Figure 7). This result, unfortunately,
could be misleading, since the membership information was ob-
tained not at the time the PR was accepted or created (like all other
predictors we use) but much later, at the time of data collection,
and we have no way to verify that the author’s affiliation wasn’t
updated retroactively. Our suspicion was reinforced by the finding
that for the “bootstrap” project, no PR creator’s association was
updated over the lifetime of the project, i.e. a PR creator who’s a
contributor was found to always have been a contributor to the
project, since the very first PR they created. A similar situation was
later observed for all the NPM projects, that an author’s association
with a particular project never seem to change in the data that we
collected. This is the reason why this variable, in spite of appearing
to be an important predictor (a variation of this variable, viz. Core
Member was used in [22] as well), wasn’t included in our model
(see Section 4). In a nutshell, it might include information that was
not available when the decision to merge the PR was made.
We also found that the historical performance record of the
PR creator, in terms of what number of the PRs created by that
individual and their acceptance rate before submitting this PR, and
the number of PRs submitted to the repository and the acceptance
rate of those PRs are the other most significant predictors. Looking
at the partial dependence plots for these variables in Table 3, we
see that:
• As the number of PRs submitted by the PR creator, prior to
submitting the predicted PR, increases, the probability of ac-
ceptance of the PR submitted by that creator increases up to a
certain point, and then it flattens out, indicating the presence
of a saturation point in the author/project relationship.
• The probability that a PR submitted by a creator will be ac-
cepted has a strong positive correlation with the fraction of
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PRs (created by the same creator) accepted prior to submit-
ting that PR, indicating a strong dependence on the creator’s
proficiency.
• We also see that repositories that accept a larger fraction
of the PRs submitted are likely to accept more PRs, which
could indicate a more lenient policy of PR acceptance and/or
the integrators’ willingness to accept more PRs.
• We see a somewhat surprising result on how the chances of
a PR being accepted varies with the number of PRs submit-
ted against the repository. We see that the repositories that
receive a moderate number PRs are less likely to accept PRs.
The reason why the repositories with few PRs are more likely
to accept could be because they are relatively new and/or the
integrators aren’t too busy. The reason why repositories with
more PRs are more likely to accept could boil down to the
type of the project, the leniency in policy, higher efficiency
of integrators, and/or the knowledge among the PR creators
that it is easier to get a PR accepted in those repositories.
Another observation can be made by looking at the partial de-
pendence plots of different properties of the PRs, like additions,
deletions, commits, changed_files in Table 3, that smaller patches are
more likely to be accepted, which reinforces the findings of [24].
However, we see that PRs with very few changes are unlikely to be
accepted, possibly because the contribution isn’t sufficient. These
plots indicate the presence of a sort of sweet spot or Goldilocks Zone
in terms of the size of the patch, with around 1-4 commits, 30-250
lines deleted, 5-100 lines added, and 5-15 files changed. Our findings
are similar to what was reported in [19].



Pull Requests with around 1–4 commits, 30-250 lines deleted,
5-100 lines added, and 5-15 files changed have a much higher
chance of getting accepted.
In terms of comments and review_comments, we see that having
none or very few means a PR will likely be accepted, but a few
more indicate that it will most likely be rejected, and having even
more comments and especially review_comments again increases the
chance of acceptance. This could indicate a pattern in the discussion
boards, where the good, and likely simpler PRs are accepted with
few or no discussion, while the more controversial PRs invite a few
more comments, likely explaining why it wasn’t accepted, and the
more complex PRs tend to have a more elaborate discussion but
still have a fair chance of acceptance.
If we look at how the PR creators’ activity across all OSS projects
using Git affect their chance of getting a PR accepted, we can clearly
see the presence of a threshold, after crossing which the creators’
PRs have a much higher chance of getting accepted. Looking at
the plots in Table 3 for these three variables, we approximate the
threshold to be around 700 projects, 1000 commits, and 3000 blobs.
Developers who have worked in around 700 or more projects, made
around 1000 or commits, and authored around 3000 or more blobs
seem to have achieved a level of proficiency or reputation that
significantly improves the chances that the PRs they submit get
merged.
A number of variables didn’t make it to the list of the useful
predictors. We see that most of the characteristics of the head and
base repositories do not help in increasing accuracy, including the
number of stars, forks etc., which are generally accepted as the
measures of popularity or reputation (see e.g. [3]), and the number
of issues, which should be an important predictor intuitively, since
more issues might invite more PRs that try to fix those issues.
Moreover, if a PR was submitted with the fix for an issue (∼ 43% of
the PRs have an issue fix) also seem to be not very significant.
7 LIMITATIONS
Regarding external validity, we looked at 4218 most popular NPM
packages, which, while a large number by itself, is less than 0.5% of
the total packages in the NPM ecosystem. These packages, however,
represent the tiny part of the NPM ecosystem that is widely used
and where the vast majority of code contribution actually happens.
We extracted 50 variables from the data we obtained, which
should cover most of the latent factors affecting the chances of
a PR being accepted, however, it may not be an exhaustive set of
variables. There may still be additional variables that either improve
the predictor performance or help explain why certain PRs are more
likely to be accepted.
Finally, the result of this paper might not be applicable as-is to
other software ecosystems, since every ecosystem has their norms
and characteristics which is impossible to account for when looking
into only one ecosystem. Future studies are needed to determine
the generality of our findings.
8 CONCLUSION
First, we have answered the overarching research question by de-
termining that, at least for popular NPM packages (the ones with
more than 10,000 monthly downloads), we can predict extremely
accurately if a PR will be merged within a month of being created
(AUC-ROC of 0.95), and illustrated the response curve to the values
of the key predictors that can be used to understand the rather spe-
cific characteristics of the PRs that are most likely to get accepted.
We were able to achieve such high precision by looking at the his-
torical PR submission and acceptance records of the repositories to
which a PR was submitted, and by incorporating information about
developer activity across unrelated software projects, specifically
using it as a proxy for the experience or reputation of the authors.
This was made possible by exploiting data collected from the entire
OSS ecosystem [15] and it significantly improved upon the results
obtained by using the predictors listed in [22].
We have also explored the practical aspects of such prediction:
would it work if we only use the properties of the PR available
at the time of the creation (in contrast to using the properties of
the PR just before it is merged) and found the prediction to be still
highly accurate. Finally we evaluate how accurate the approach
would be if it was applied in specific large NPM package.
Our findings have theoretical and practical implications. The
accuracy of models of PR acceptance increase the likelihood of
successful practical applications that range from tools that support
PR integrators to tools that help authors of the PRs to tailor their
contributions to the form resembling that of the PRs that most likely
to be accepted by a specific project. We plan to pursue the goal of
evaluating such tools in OSS projects. As the NPM ecosystem and
other OSS ecosystems depend on contributors to maintain growth
and code quality, we hope that the results of our work would help
these ecosystems to sustain evolution and high quality of the code.
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