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Abstract
Let R ∈ Cn×n be a nontrivial unitary involution; i.e., R = R∗ = R−1 /= ±I . We say that
A ∈ Cn×n is R-symmetric (R-skew symmetric) if RAR = A (RAR = −A). LetS be one of
the following subsets of Cn×n: (i) hermitian matrices; (ii) hermitian R-symmetric matrices;
(iii) hermitian R-skew symmetric matrices. Given Z, W ∈ Cn×m, we characterize the matri-
ces A in S that minimize ‖AZ − W‖ (Frobenius norm), and, given an arbitrary E ∈ Cn×n,
we find the unique matrix among the minimizers of ‖AZ − W‖ inS that minimizes ‖A − E‖.
We also obtain necessary and sufficient conditions for existence of A ∈S such that AZ = W ,
and, assuming that the conditions are satisfied, characterize the set of all such A.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let Z, W ∈ Cn×m andS ⊂ Cn×n. Define
ρ(Z,W) = min
A∈S ‖AZ − W‖
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and
S(Z,W) = {A ∈S∣∣‖AZ − W‖ = ρ(Z,W)} ,
where ‖ · ‖ is the Frobenius norm.
We consider the following problems for three choices ofS.
Problem 1 (Procrustes Problem). Find ρ(Z,W) and characterizeS(Z,W).
Problem 2 (Inverse Problem). Give necessary and sufficient conditions on Z and W
such that ρ(Z,W) = 0.
Problem 3 (Approximation Problem). If E ∈ Cn×n, find A ∈S(Z,W) such that
‖A − E‖ is minimized. In particular, taking E = 0, find A ∈S(Z,W) with mini-
mum norm.
By taking transposes and renaming the variables, we could equally well consider
minA∈S ‖ZA − W‖ with Z, W ∈ Cm×n, as in [6,8,15,16]. (Actually, Z, W ∈ Rn×m
andS ⊂ Rn×n in [6,8,15,16].)
Using the singular value decomposition of Z, Higham [6] showed that ifS is the
set of real symmetric matrices thenS(Z,W) is convex, has a unique member with
minimum norm, and reduces to a single member if rank(Z) = n. He also investigated
the stability of numerical methods for solving Problem 1.
A matrix A ∈ Cn×n is centrosymmetric if
an−i+1,n−j+1 = ai,j , 1  i, j  n
or centroskew if
an−i+1,n−j+1 = −ai,j , 1  i, j  n.
Equivalently, if J is the n × n matrix with ones on the secondary diagonal and
zeros elsewhere, A is centrosymmetric if JAJ = A or centroskew if JAJ = −A.
(Note that J = J T = J−1.) Centrosymmetric and centroskew matrices arise in many
applications and have been extensively studied; see, e.g., [1–3,5,10,14] and their
references. Recently [4,7,9,11–13] there has been interest in generalizations of cen-
trosymmetric and centroskew matrices.
Let R ∈ Rn×n and R = RT = R−1. Peng and Hu [8] have considered Problems
2 and 3 for
S = {A ∈ Rn×n∣∣RAR = A} and S = {A ∈ Rn×n∣∣RAR = −A} . (1)
Zhou et al. [15] have considered Problems 1 and 3 for the firstS in (1). In [16] they
considered Problems 2 and 3 for
S = {A ∈ Rn×n∣∣AT = A and RAR = A} .
Throughout the rest of this paper R ∈ Cn×n is a nontrivial unitary involution; i.e.,
R = R∗ = R−1 /= ±I . We say that A ∈ Cn×n is R-symmetric (R-skew symmetric)
if RAR = A (RAR = −A). These are special cases of definitions in [12].
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We consider Problems 1–3 withS equal to each of the following subsets ofCn×n:
(i) hermitian matrices, (ii) hermitian R-symmetric matrices; (iii) hermitian R-skew
symmetric matrices. For convenience, we will refer to the three problems collectively
as the complete Procrustes problem for the class under consideration.
LetHn×n denote the class of n × n hermitian matrices. We first consider the com-
plete Procrustes problem forHn×n. Following Higham, we exploit the singular value
decomposition of Z; however, in a different way.
In Section 4 we show that the complete hermitian R-symmetric Procrustes prob-
lem reduces to two independent complete hermitian Procrustes problems for matrices
of order r and s, where r + s = n. However, the complete hermitian R-skew sym-
metric Procrustes problem is more complicated: it is equivalent to the following
problem and analogs of Problems 2 and 3 that we address in Section 5.
Problem 4. Let r and s be positive integers such that r + s = n. Given X, U ∈
Cr×m and Y, V ∈ Cs×m, characterize the class of matrices C in Cr×s that minimize
‖CY − U‖2 + ‖C∗X − V ‖2.
2. The complete hermitian Procrustes problem
If C ∈ Cp×q then C† denotes the Moore–Penrose inverse of C; thus, C† ∈ Cq×p
is the unique matrix such that
CC†C = C, C†CC† = C†, (CC†)∗ = CC†, and (C†C)∗ = C†C.
We use these relations frequently, often without citation.
The next two lemmas are from [13].
Lemma 1. Suppose that U ∈ Cn×m,  ∈ Cn×n, and  ∈ Cm×m where 2 =  =
∗ and 2 =  = ∗. Then
‖U − D‖ = min
E∈Cn×m
‖U − E‖
if and only if (U − D) = 0. In this case,
‖U − D‖ = ‖U − U‖.
Lemma 2. If P ∈ Cp×q, U ∈ Cq×m, and PU = 0 then P = Q(I − UU†), where
Q ∈ Cp×q is any matrix such that Qv = Pv if v∗U = 0.
Throughout this section S = Hn×n. The next lemma solves Problem 3 for this
S.
Lemma 3. If Z, W ∈ Cn×m then ρ(Z,W) = 0 if and only
W = WZ†Z and Z∗W = W ∗Z. (2)
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In this case, A ∈S if and only if
A = A0 + (I − ZZ†)K(I − ZZ†), (3)
where K ∈ Hn×n is arbitrary and
A0 =
(
I − ZZ
†
2
)
WZ† + (WZ†)∗
(
I − ZZ
†
2
)
. (4)
Proof. If AZ = W then AZZ†Z = WZZ†. Since AZZ†Z = AZ = W , it follows
that W = WZZ†. If AZ = W with A hermitian then Z∗W = Z∗AZ is hermitian.
This proves necessity. For sufficiency,
A0Z − W = −W(I − Z†Z) + L2 , (5)
where
L=(WZ†)∗Z − ZZ†WZ†Z
=(Z†)∗W ∗ZZ†Z − (Z†)∗Z∗WZ†Z = MZ, (6)
with
M = (Z†)∗(W ∗Z − Z∗W)Z†. (7)
Hence, (2) implies that A0Z = W , so AZ = W if A is as in (3). On the other hand,
if A is hermitian and AZ = W then (A − A0)Z = 0, so Lemma 2 implies that A −
A0 = K1(I − ZZ†) for some K1 ∈ Cn×n. Since A − A0 is hermitian, it follows that
A − A0 = (I − ZZ†)K∗1 . Now Lemma 2 implies that A − A0 = (I − ZZ†)K2(I −
ZZ†) for some K2 ∈ Cn×n. Hence A − A0 = (I − ZZ†)K(I − ZZ†) where K =
(K2 + K∗2 )/2 ∈ Hn×n. 
Now let Z and W be arbitrary in Cn×m. If A ∈ Hn×n then A = A0 − B/2 with
B = −2(A − A0) ∈ Hn×n . Hence, from (5)–(7),
AZ − W = −W(I − Z†Z) + (M − B)Z
2
.
Since (I − Z†Z)Z∗ = 0,
‖AZ − W‖2 = ‖W(I − Z†Z)‖2 + ‖(M − B)Z‖
2
4
. (8)
This implies the following lemma.
Lemma 4. If M = 0 then
ρ(Z,W) = ‖W(I − Z†Z)‖, (9)
and A ∈S(Z,W) if and only if A is as in (3). Conversely, (9) implies that M = 0.
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Proof. If M = 0 the right side of (8) is a minimum if and only if BZ = 0; i.e., B =
(I − ZZ†)K1(I − ZZ†) with K1 ∈ Hn×n. Therefore (3) holds with K = −K1/2.
This proves sufficiency.
From (8), (9) implies that MZ = BZ for some B ∈ Hn×n. Then Z∗MZ =
Z∗BZ. However, since B is hermitian and M is skew hermitian, −Z∗M = Z∗B,
so −Z∗MZ = Z∗BZ = Z∗MZ. Therefore Z∗MZ = 0. However, from (7), M =
(Z†)∗Z∗MZZ† = 0, so M = 0. 
From (8), if M /= 0 then the hermitian Procrustes problem reduces to minimizing
‖(M − B)Z‖ with B hermitian. To this end, we exploit the singular value decompo-
sition of Z.
Lemma 5. Suppose Z, W ∈ Cn×m and rank(Z) = k. Let
Z = D∗ (10)
where  ∈ Cn×n and  ∈ Cm×m are unitary, while D ∈ Cn×m with dii = σi, 1 
i  k, where σ1  · · ·  σk are the nonzero singular values of Z, and dij = 0
otherwise. Define
S = (sij )ni,j=1 = ∗(W ∗Z − Z∗W). (11)
Then
min
B∈Hn×n
‖(M − B)Z‖ =

2 k∑
i,j=1
|sij |2
σ 2i + σ 2j


1/2
(12)
and B ∈ Hn×n attains this minimum if and only if
B = T∗ + (I − ZZ†)K(I − ZZ†) (13)
with K ∈ Hn×n arbitrary and
tij =


σ 2j −σ 2i
σiσj (σ
2
i +σ 2j )
sij , 1  i, j  k,
0, otherwise.
(14)
If k = n then B = T∗ is the unique hermitian minimizer of ‖(M − B)Z‖.
Proof. From (7), (10), and (11),
MZ = (D†)∗SD†D∗.
From (10),
BZ = BD∗ = CD∗
with
C = (cij )ni,j=1 = ∗B. (15)
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We must choose C to minimize
‖(M − B)Z‖2 =‖(D†)∗SD†D − CD‖2
=
k∑
i,j=1
∣∣∣∣ sijσi − cij σj
∣∣∣∣
2
+
n∑
i=k+1
k∑
j=1
σ 2j |cij |2.
Since {cij }ni,j=k+1 do not appear on the right, they can be chosen arbitrarily. Clearly,
cij = 0 if k + 1  i  n and 1  j  k, and, by hermitian symmetry, if k + 1 
j  n and 1  i  k. Since S is skew hermitian and C is hermitian, sii is imaginary
and cii is real, so cii = 0, 1  i  k.
Now we must minimize the quantities
qij =
∣∣∣∣ sijσi − cij σj
∣∣∣∣
2
+
∣∣∣∣ sjiσj − cjiσi
∣∣∣∣
2
=
∣∣∣∣ sijσi − cij σj
∣∣∣∣
2
+
∣∣∣∣ s¯ijσj + c¯ij σi
∣∣∣∣
2
, 1  i < j  k.
The minimizers are
cij =
σ 2j − σ 2i
σiσj (σ
2
i + σ 2j )
sij , 1  i, j  k,
and the minima are
qij = 4|sij |
2
σ 2i + σ 2j
, 1  i < j  k.
This implies (12). If k = n then Z† = Z∗(ZZ∗)−1, so I − ZZ† = 0 and C = T as
defined in (14) with k = n; thus B = T∗ is the unique hermitian minimizer of
‖(M − B)Z‖. From (15), this implies (13) in this case. If k < n then
C = T +
[
0 0
0 R
]
with T as defined in (14) and R ∈ H(n−k)×(n−k) arbitrary. Therefore, from (15),
B = 
(
T +
[
0 0
0 R
])
∗.
However, from (10),
I − ZZ† = 
[
0 0
0 In−k
]
∗,
so the class of matrices of the form (I − ZZ†)K(I − ZZ†) with K ∈ Hn×n is the
same as the class of matrices of the form

[
0 0
0 R
]
∗
with R ∈ H(n−k)×(n−k). This implies (13). 
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The following theorem presents a solution of the complete hermitian Procrustes
problem. Most of the proof is implicit in Lemmas 3–5.
Theorem 1. Let S = Hn×n. Suppose Z, W ∈ Cn×m and Z, S, and T are as in
Lemma 5. Then
ρ(Z,W) =

‖W(I − Z†Z)‖2 + 1
2
k∑
i,j=1
|sij |2
σ 2i + σ 2j


1/2
, (16)
which reduces to
ρ(Z,W) = ‖W(I − Z†Z)‖
if and only if M = 0 (see (7)). Moroever, ρ(Z,W) = 0 if and only if W = WZ†Z
and Z∗W is hermitian. In any case, A ∈S(Z,W) if and only if
A = A0 − 12T
∗ + (I − ZZ†)K(I − ZZ†) (17)
with K ∈ Hn×n arbitrary. Here T = 0 if and only if M = 0. If k = n then
A = WZ
† + (WZ†)∗ − T∗
2
(18)
is the only member of S(Z,W). If k < n and E ∈ Cn×n is arbitrary, then setting
K = (E + E∗)/2 in (17) yields the unique solution of Problem 3.
Proof. Eqs. (8) and (12) imply (16). Recalling that A = A0 − B/2, (13) implies
(17) (with K renamed). To verify (18) when k = n, set ZZ† = I in (4). If E ∈ Cn×n
and A ∈ Hn×n then
‖A − E‖2 = ‖A − (E + E∗)/2‖2 + ‖(E − E∗)/2‖2. (19)
Lemma 1 with
U = A0 − T
∗ + E + E∗
2
and  =  = (I − ZZ†) implies that with A as in (17), the first term in (19) is
minimized if and only if
(I − ZZ†)K(I − ZZ†) = −(I − ZZ†)U(I − ZZ†).
Since
(I − ZZ†)A0(I − ZZ†) = (I − ZZ†)T∗(I − ZZ†) = 0,
this completes the proof. 
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3. Preliminary results on hermitian R-symmetric and hermitian R-skew sym-
metric matrices
Let r and s be respectively the dimensions of the eigenspaces of R associated
with the eigenvalues λ = 1 and λ = −1; thus r , s > 1 and r + s = n. Let
P = [p1 · · · pr] and Q = [q1 · · · qs] ,
where {p1, . . . , pr} and {q1, . . . , qs} are orthonormal bases for the eigenspaces. P
and Q can be found by applying the Gram–Schmidt process to the columns of I + R
and I − R, respectively. If R = J the standard choices for P and Q are
P = 1√
2
[
Im
Jm
]
and Q = 1√
2
[
Im
−Jm
]
if n = 2m, or
P = 1√
2

 Im 0m×101×m √2
Jm 0m×1

 and Q = 1√
2

 Im01×m
−Jm


if n = 2m + 1.
In general,
RP = P, RQ = −Q, (20)
and
[
P Q
]−1 = [P ∗
Q∗
]
.
Therefore any A ∈ Cn×n can be written conformably in block form as
A = [P Q] [AP C
C∗ AQ
] [
P ∗
Q∗
]
, (21)
with AP = P ∗AP ∈ Hr×r , AQ = Q∗AQ ∈ Hs×s and C = P ∗AQ ∈ Cr×s . From
(20) and (21),
RAR = [P Q] [ AP −C−C∗ AQ
] [
P ∗
Q∗
]
. (22)
The next two lemmas, special cases of results in [12], follow from (20)–(22).
Lemma 6. A ∈ Cn×n is hermitian and R-symmetric if and only if
A = [P Q] [AP 00 AQ
] [
P ∗
Q∗
]
. (23)
with AP ∈ Hr×r and AQ ∈ Hs×s .
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Lemma 7. A ∈ Cn×n is hermitian and R-skew symmetric if and only if
A = [P Q] [0 C
C∗ 0
] [
P ∗
Q∗
]
(24)
with C ∈ Cr×s .
Note that Z, W ∈ Cn×m can be written uniquely as
Z = PX + QY and W = PU + QV (25)
with X, U ∈ Cr×m and Y , V ∈ Cs×m given by
X = P ∗Z, Y = Q∗Z, U = P ∗W, and V = Q∗W. (26)
We use the following assumption below.
Assumption 1. Given X, U ∈ Cr×m and Y , V ∈ Cs×m, let rank(X) = kX,
rank(Y ) = kY ,
X = XDX∗X and Y = YDY∗Y . (27)
Here X ∈ Cr×r , Y ∈ Cs×s , X, Y ∈ Cm×m are unitary,
(DX)ij =
{
σi(X) if j = i, 1  i  kX,
0 otherwise,
where σ1(X)  · · ·  σkX(X) are the nonzero singular values of X, and
(DY )ij =
{
σi(Y ) if j = i, 1  i  kY ,
0 otherwise,
where σ1(Y )  · · ·  σkY (Y ) are the nonzero singular values of Y .
4. The complete hermitian R-symmetric Procrustes problem
In this section S is the set of hermitian R-symmetric matrices. If A ∈S then
(23), (25) and (26) imply that
AZ − W = [P Q] [APX − U
AQY − V
]
.
Since
[
P Q
]
is unitary,
‖AZ − W‖2 = ‖APX − U‖2 + ‖AQY − V ‖2,
so the complete hermitian R-symmetric Procrustes problem reduces to two indepen-
dent complete hermitian Procrustes problems. Hence, the results of Section 2 apply
in an obvious way, so we omit the proof of the following theorem.
Theorem 2. LetS be the class of n × n hermitian R-symmetric matrices. Suppose
Z, W ∈ Cn×m, X, Y,U, and V are as in (26), and X and Y satisfy Assumption 1.
Let
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S(P ) = (s(P )ij )ri,j=1 = ∗X(U∗X − X∗U)X,
S(Q) = (s(Q)ij )si,j=1 = ∗Y (V ∗Y − Y ∗V )Y ,
and define T (P ) ∈ Hr×r and T (Q) ∈ Hs×s by
t
(P )
ij =


σ 2j (X)−σ 2i (X)
σi (X)σj (X)(σ
2
i (X)+σ 2j (X))
s
(P )
ij , 1  i, j  kX,
0, otherwise,
and
t
(Q)
ij =


σ 2j (Y )−σ 2i (Y )
σi (Y )σj (Y )(σ
2
i (Y )+σ 2j (Y ))
s
(Q)
ij , 1  i, j  kY ,
0, otherwise.
Then
ρ2(Z,W)=‖U(I − X†X)‖2 + ‖V (I − Y †Y )‖2
+ 1
2

 kX∑
i,j=1
|s(P )ij |2
σ 2i (X) + σ 2j (X)
+
kY∑
i,j=1
|s(Q)ij |2
σ 2i (Y ) + σ 2j (Y )

 .
The first double sum on the right vanishes if and only if
(X†)∗(U∗X − X∗U)X† = 0 (28)
and the second vanishes if and only if
(Y †)∗(V ∗Y − Y ∗V )Y † = 0. (29)
Moreover, ρ(Z,W) = 0 if and only if U = UX†X,V = V Y †Y and X∗U and Y ∗V
are hermitian. In any case,S(Z,W) is the set of matrices of the form (23) with
AP =
(
I − XX
†
2
)
UX† + (UX†)∗
(
I − XX
†
2
)
− 1
2
XT
(P )∗X + (I − XX†)KP (I − YY †) (30)
with KP ∈ Hr×r arbitrary and
AQ=
(
I − YY
†
2
)
V Y † + (V Y †)∗
(
I − YY
†
2
)
− 1
2
Y T
(Q)∗Y + (I − YY †)KQ(I − YY †) (31)
with KQ ∈ Hs×s arbitrary. Here T (P ) = 0 if and only if (28) holds, and T (Q) = 0
if and only if (29) holds. If kX = r and kY = s then the unique member ofS(Z,W)
is given by (23) with
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AP = UX
† + (UX†)∗ − XT (P )∗X
2
and
AQ = V Y
† + (V Y †)∗ − Y T (Q)∗Y
2
.
Finally, if
E = [P Q] [EPP EPQ
EQP EQQ
] [
P ∗
Q∗
]
(32)
is arbitrary in Cn×n, then choosing KP = (EPP + E∗PP )/2 in (30) and KQ =
(EQQ + E∗QQ)/2 in (31) yields the unique solution of Problem 3.
5. The complete hermitian R-skew symmetric Procrustes problem
In this section S is the set of hermitian R-skew symmetric matrices. If A ∈S
then (24)–(26), imply that
AZ − W = [P Q] [ CY − U
C∗X − V
]
,
so we look for C ∈ Cr×s to minimize
‖AZ − W‖2 = ‖CY − U‖2 + ‖C∗X − V ‖2.
Lemma 8. If X, U ∈ Cr×m and Y, V ∈ Cs×m, then there is a C ∈ Cr×s such that
CY = U and C∗X = V (33)
if and only if
U = UY †Y, V = VX†X, and X∗U = V ∗Y. (34)
In this case, (33) holds if and only if
C = C0 + (I − XX†)K(I − YY †) (35)
with K ∈ Cr×s arbitrary and
C0 = (VX†)∗ + (I − XX†)UY †.
Proof. The proof of necessity is like the necessity argument in the proof of Lemma
3. For sufficiency,
C∗0X − V = −V (I − X†X) (36)
and
C0Y − U = −U(I − Y †Y ) + L, (37)
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where
L=(VX†)∗Y − XX†UY †Y
=(X†)∗V ∗YY †Y − (X†)∗X∗UY †Y = NY (38)
with
N = (X†)∗(V ∗Y − X∗U)Y †. (39)
Hence, (34) implies that C0Y = U and C∗0X = V . Therefore CY = U and C∗X =
V if C is as in (35). On the other hand, if CY = U then (C − C0)Y = 0, and Lemma
2 implies that C − C0 = K1(I − YY †) for some K1 ∈ Cr×s . Hence (C − C0)∗ =
(I − YY †)K∗1 . If C∗X = V then (C − C0)∗X = 0. Now Lemma 2 implies that (C −
C0)∗ = (I − YY †)K∗(I − XX†) for some K ∈ Cr×s . 
Now let X, U be arbitrary in Cr×m and Y, V be arbitrary in Cs×m. If C ∈ Cr×s
then C = C0 − B with B = C0 − C. Hence, from (36)–(38),
C∗X − V = −V (I − X†X) − B∗X
and
CY − U = −U(I − Y †Y ) + (N − B)Y.
Since (I − X†X)X∗ = 0 and (I − Y †Y )Y ∗ = 0, it follows that
‖CY − U‖2 + ‖C∗X − V ‖2 =‖U(I − Y †Y )‖2 + ‖V (I − X†X)‖2
+‖(N − B)Y‖2 + ‖B∗X‖2. (40)
This implies the following lemma.
Lemma 9. If N = 0 then
min
C∈Cr×s
(
‖CY − U‖2 + ‖C∗X − V ‖2
)
= ‖U(I − Y †Y )‖2 + ‖V (I − X†X)‖2, (41)
and C attains this minimum if and only if C is as in (35). Conversely, (41) implies
that N = 0.
Proof. If N = 0 the right side of (40) is a minimum if and only if BY = 0 and
B∗X = 0; i.e., B = (I − X†X)K1(I − Y †Y ). Hence, (35) holds with K = −K1.
From (40), (41) implies that BY = NY and B∗X = 0 for some B ∈ Cr×s . There-
fore X∗NY = 0. However, from (39), N = (X†)∗(X∗NY)Y †, so N = 0. 
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From (40), if N /= 0 then the hermitian R-skew symmetric Procrustes problem
reduces to minimizing ‖(N − B)Y‖2 + ‖B∗X‖2 with B ∈ Cr×s . To this end, we
exploit the singular value decompositions of X and Y .
Lemma 10. Let X and Y be as in Assumption 1, and define
S = ∗X(V ∗Y − X∗U)Y . (42)
Then
min
B∈Cr×s
(
‖(N − B)Y‖2 + ‖B∗X‖2
)
=
kX∑
i=1
kY∑
j=1
|sij |2
σ 2i (X) + σ 2j (Y )
(43)
and B attains this minimum if and only if
B = XT∗Y + (I − XX†)K(I − YY †), (44)
where K ∈ Cr×s is arbitrary and T ∈ Cr×s is given by
tij =
{
sij σj (Y )
σi (X)(σ
2
i (X))+σ 2j (Y )
, 1  i  kX, 1  j  kY ,
0, otherwise.
(45)
If either kX = r or kY = s then B = XT∗Y is the unique matrix that attains the
minimum (43).
Proof. From (27), (39), and (42),
NY = X(D†X)∗SD†YDY∗Y .
Let
F = ∗XBY . (46)
Then
BY = XFDY∗Y and B∗X = YF ∗DX∗X.
Hence, we must minimize
‖(D†X)∗SD†YDY − FDY ‖2 + ‖D∗XF‖2 =
kX∑
i=1
kY∑
j=1
∣∣∣∣ sijσi(X) − fij σj (Y )
∣∣∣∣
2
+
r∑
i=kX+1
kY∑
j=1
|fij |2σ 2j (Y )
+
kX∑
i=1
s∑
j=1
|fij |2σ 2i (X).
If kX + 1  i  r and kY + 1  j  s then fij does not appear here, so fij can be
chosen arbitrarily. Clearly, fij = 0 if 1  i  kX and kY + 1  j  s or kX + 1 
i  r and 1  j  kY .
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Now we must minimize the quantities
qij =
∣∣∣∣ sijσi(X) − fij σj (Y )
∣∣∣∣
2
+ |fij |2σ 2i (X), 1  i  kX, 1  j  kY .
The minimizers are
fij = sij σj (Y )
σi(X)(σ
2
i (X) + σ 2j (Y ))
, 1  i  kX, 1  j  kY
and the minima are
qij = |sij |
2
σ 2i (X) + σ 2j (Y )
, 1  i  kX, 1  j  kY .
This implies (43). If kX = r then F = T with T as in (45). Since (I − XX†) = 0 if
kX = r , (46) implies (44) in this case. A similar argument yields (44) if kY = s. If
kX < r and kY < s, then
F = T +
[
0 0
0 R
]
with R ∈ C(r−kX)×(s−kY ) arbitrary. Hence, from (46),
F = X
(
T +
[
0 0
0 R
])
∗Y ,
and it can be shown from (27) that this is equivalent to (44). 
The following theorem presents a solution of the complete hermitian R-skew
symmetric Procrustes problem. Most of the proof is implicit in Lemmas 8–10.
Theorem 3. LetS be the class of n × n hermitian R-skew symmetric matrices. Sup-
pose Z, W ∈ Cn×m, X, Y, U, and V are as in (26), and X and Y satisfy Assumption
1. Let S and T be as in Lemma 10. Then
ρ2(Z,W)=‖U(I − Y †Y )‖2 + ‖V (I − X†X)‖2
+
kX∑
i=1
kY∑
j=1
|sij |2
σ 2i (X) + σ 2j (Y )
, (47)
which reduces to
ρ2(Z,W) = ‖U(I − Y †Y )‖2 + ‖V (I − X†X)‖2
if and only if N = 0 (see (39)). Moreover, ρ(Z,W) = 0 if and only if U = UY †Y,
V = VX†X, and X∗U = V ∗Y. In any case, A ∈S(Z,W) if and only if A is as in
(24) with
C = C0 − XT∗Y + (I − XX†)K(I − YY †) (48)
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and K ∈ Cr×s arbitrary. Here T = 0 if and only if N = 0. If either kX = r or kY =
s then C = C0 − XT∗Y is the only matrix inS(Z,W). If kX < r, kY < s, and E
in (32) is arbitrary in Cn×n, then setting K = (EPQ + E∗QP )/2 yields the unique
solution of Problem 3.
Proof. Eqs. (40) and (43) imply (47). Since A = C0 − B, (44) implies (48) (with K
renamed). Let A be as in (24) with C as in (48), and let E be as in (32). To minimize
‖A − E‖, we must minimize ‖C − (EPQ + E∗QP )/2‖. Lemma 1 with
U = C0 − XT∗Y −
EPQ + E∗QP
2
,
 = I − XX†, and = I − YY † implies that ‖C − (EPQ + E∗QP )/2‖ is minimized
if and only if
(I − XX†)K(I − YY †) = −(I − XX†)U(I − YY †).
Since
(I − XX†)C0(I − YY †) = (I − XX†)XT∗∗Y (I − YY †) = 0,
this implies the assertion concerning the choice of K . 
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