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Abstract
Statistical models for data collected over space are widely available and commonly used.
These models however usually assume relationships between observations depend on
Euclidean distance between monitoring sites whose location is determined using two di-
mensional coordinates, and that relationships are not direction dependent. One example
where these assumptions fail is when data are collected on river networks. In this situ-
ation, the location of monitoring sites along a river network relative to other sites is as
important as the location in two dimensional space since it can be expected that spatial
patterns will depend on the direction of water flow and distance between monitoring
site measured along the river network. Euclidean distance therefore might no longer
be the most appropriate distance metric to consider. This is further complicated where
it might be necessary to consider both Euclidean distance and distance along the river
network if the observed variable is influenced by the land in which the river network is
embedded.
The Environment Agency (EA), established in 1996, is the government agency respon-
sible for monitoring and improving the water quality in rivers situated in England (and
Wales until 2013). A key responsibility of the EA is to ensure that efforts are made to
improve and maintain water quality standards in compliance with EU regulations such
as the Water Framework Directive (WFD, European Parliament (2000)) and Nitrates
Directive (European Parliament, 1991). Environmental monitoring is costly and in many
regions of the world funding for environmental monitoring is decreasing (Ferreyra et al.,
2002). It is therefore important to develop statistical methods that can extract as much
information as possible from existing or reduced monitoring networks. One way to do
this is to identify common temporal patterns shared by many monitoring sites so that
redundancy in the monitoring network could be reduced by removing non-informative
sites exhibiting the same temporal patterns. In the case of river water quality, infor-
mation about the shape of the river network, such as flow direction and connectivity of
monitoring sites, could be incorporated into statistical techniques to improve statisti-
cal power and provide efficient inference without the increased cost of collecting more
data. Reducing the volume of data required to estimate temporal trends would improve
efficiency and provide cost savings to regulatory agencies.
The overall aim of this thesis is to investigate how information about the spatial struc-
ture of river networks can be used to augment and improve the specific trends obtained
when using a variety of statistical techniques to estimate temporal trends in water qual-
ity data. Novel studies are designed to investigate the effect of accounting for river
network structure within existing statistical techniques and, where necessary, statistical
methodology is developed to show how this might be achieved. Chapter 1 provides an
introduction to water quality monitoring and a description of several statistical methods
that might be used for this. A discussion of statistical problems commonly encountered
when modelling spatiotemporal data is also included. Following this, Chapter 2 applies
a dimension reduction technique to investigate temporal trends and seasonal patterns
shared among catchment areas in England and Wales. A novel comparison method
is also developed to identify differences in the shape of temporal trends and seasonal
patterns estimated using several different statistical methods, each of which incorpo-
rate spatial information in different ways. None of the statistical methods compared in
Chapter 2 specifically account for features of spatial structure found in river networks:
direction of water flow, relative influence of upstream monitoring sites on downstream
sites, and stream distance. Chapter 3 therefore provides a detailed investigation and
comparison of spatial covariance models that can be used to model spatial relationships
found in river networks to standard spatial covariance models. Further investigation
of the spatial covariance function is presented in Chapter 4 where a simulation study
is used to assess how predictions from statistical models based on river network spa-
tial covariance functions are affected by reducing the size of the monitoring network.
A study is also developed to compare the predictive performance of statistical models
based on a river network spatial covariance function to models based on spatial co-
variate information, but assuming spatial independence of monitoring sites. Chapter 3
and 4 therefore address the aim of assessing the improvement in information extracted
from statistical models after the inclusion of information about river network structure.
Following this, Chapter 5 combines the ideas of Chapters 2, 3 and 4 and proposes a
novel statistical method where estimated common temporal patterns are adjusted for
known spatial structure, identified in Chapters 3 and 4. Adjusting for known structure
in the data means that spatial and temporal patterns independent of the river network
structure can be more clearly identified since they are no longer confounded with known
structure.
The final chapter of this thesis provides a summary of the statistical methods investigated
and developed within this thesis, identifies some limitations of the work carried out and
suggests opportunities for future research. An Appendix provides details of many of the
data processing steps required to obtain information about the river network structure
in an appropriate form.
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Introduction
‘Freshwater is a finite resource, essential for agriculture, industry and even human
existence.’
(Bartram and Ballance, 1996)
Statistical models for data collected over space are widely available and commonly used.
These models however usually assume relationships between observations depend on
Euclidean distance between monitoring sites whose location is determined using two
dimensional coordinates, and that relationships are not direction dependent. One ex-
ample where these assumptions fail is when data are collected on river networks. In this
situation, the location of monitoring sites along a river network relative to other sites
is as important as the location in two dimensional space since it can be expected that
spatial patterns will depend on the direction of water flow and distance between moni-
toring site measured along the river network since Euclidean distance might no longer
be the most appropriate distance metric to consider. This is further complicated where
it might be necessary to consider both Euclidean distance and distance along the river
network if the observed variable is influenced by the land in which the river network is
embedded.
The Environment Agency (EA), established in 1996, is the government agency respon-
sible for monitoring and improving the water quality in rivers situated in England (and
Wales until 2013). A key responsibility of the EA is to ensure that efforts are made to
improve and maintain water quality standards in compliance with EU regulations such
as the Water Framework Directive (WFD, European Parliament (2000)) and Nitrates
1
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Directive (European Parliament, 1991). The WFD is a piece of European legislation
that “establishes an innovative approach for water management based on river basins,
the natural geographical and hydrological units and sets specific deadlines for Member
States to protect aquatic ecosystems” while the Nitrates directive “aims to protect water
quality across Europe by preventing nitrates from agricultural sources polluting ground
and surface waters and by promoting the use of good farming practices”. These legisla-
tive aims are achieved in part by placing monitoring sites along the river networks in
England (and Wales) and measuring several water quality variables. These variables are
monitored over time and used to classify the status of water bodies. A water body is a
section of river whose geology, pollution levels and other pressures make it distinguish-
able from other sections of river around it. The term ‘water body’ can also be applied to
lakes, coastal waters and transitional waters connecting rivers to marine water. Member
states are required to identify water bodies at the appropriate scale to manage the re-
quirements of the directives. The status of water bodies is identified through statistical
modelling and then classification of temporal patterns in water quality data and there
are many different statistical techniques that could be used for this purpose. The WFD
requires that all water bodies in Europe achieve “good ecological status” by 2015 but
Burt et al. (2010) predicted that this was unlikely to be achieved, in large part due to
the effect of diffuse pollution from agriculture. In fact, by 2015 only 53% of water bodies
achieved ‘good’ ecological status (EEA, 2015). The main contributors to poor quality
are intensive agricultural practices and sewage waste in areas of high urbanisation (EEA,
2015).
Environmental monitoring is costly and in many regions of the world funding for en-
vironmental monitoring is decreasing (Ferreyra et al., 2002). It is therefore important
to develop statistical methods that can extract as much information as possible from
existing or reduced monitoring networks. One way to do this is to identify common
temporal patterns shared by many monitoring sites so that redundancy in the moni-
toring network could be reduced by removing non-informative sites exhibiting the same
temporal patterns. In the case of river water quality, information about the shape of
the river network, such as flow direction and connectivity of monitoring sites, could be
incorporated into statistical techniques to provide additional information without the
increased cost of collecting more data. Reducing the volume of data required to esti-
mate temporal trends would improve efficiency and provide cost savings to regulatory
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agencies. This thesis aims to investigate how information about the spatial structure of
river networks can be used to improve the estimation of temporal trends.
1.1 The data
Data used in this thesis were provided by the EA for a single water quality variable -
total oxidised nitrogen (TON) measured in mg/l, recorded on the main water quality
monitoring network for England and Wales from 1990 to 2010. Water quality in Wales
has been the responsibility of the Environment Agency Wales since 2013 but when data
were provided for this thesis the EA held responsibility for both England and Wales.
TON is the sum of nitrate (NO3) and nitrite (NO2) and these are usually combined due
to nitrites often being present in such small amounts and the effect of nitrate and nitrite
on water quality is very similar. Nitrates can enter the water supply from a variety
of sources but these can generally be classified into two categories: point source and
diffuse pollution. Point sources generally come from industrial outputs such as sewage
treatment plants whereas diffuse pollution does not have a single point of origin and an
example of this is fertilizers used in agriculture where nitrates enter the river supply as
runoff from the surrounding land (European Parliament, 1991). Nitrates are nutrients,
stimulating the growth of plankton and aquatic plants that are eaten by fish but large
quantities can cause eutrophication, damage the ecosystem and deprive fish of oxygen,
leading to poor ecological status. Under European legislation the upper safety limit of
TON is 50mg/l (European Parliament, 2000) although in the United States of America
this is reduced to 10mg/l (SDWA (1974), SDWA (1996)).
The EA water quality monitoring programme divides England and Wales into 59 large
hydrological areas (LHA’s) as shown in Figure 1.1, each of which contains a collection of
river networks independent of those in neighbouring LHA’s. The LHA’s can be grouped
into eight regions as shown in Table 1.1. Figure 1.2 shows the locations of the monitoring
sites, coloured by region. Data are available for approximately monthly observations of
TON at each monitoring site although some sites are sampled more or less frequently
than this and data are not available for all sites for the full 21 year time period. The
data are therefore a collection of time series, one for each monitoring site.
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Figure 1.1: Large hydrological areas in England and Wales with numeric identifier.
Black lines indicate borders of 59 LHA’s.
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Figure 1.2: Large Hydrological Areas in England and Wales with monitoring stations
(points). The 59 LHA’s are grouped into 8 regions, represented by colour.
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Region Full Name No. LHA’s
AN Anglia 9
MI Midlands 2
NE North East 7
NW North West 10
SO Southern 4
SW South West 11
TH Thames 2
WA Wales 14
Table 1.1: Names of regions and number of LHA’s within each region.
Withers and Nadarajah (2015) conclude that only 5 years of annual data are necessary
to efficiently estimate a linear trend but assume a simple model with a linear trend,
a constant sinusoidal seasonal pattern, and that the noise has constant variance and
does not exhibit autocorrelation. The methods in this paper are demonstrated using air
temperature data which might not exhibit the complexities of river water quality data
and 5 annual means seems a surprisingly small amount of data when compared to the
recommendations in Burt et al. (2008) who estimate that long time series of 30+ years
of data are required to assess the effect of changes in land use on nitrate levels due to
the slow response of water quality to changes in land management practices. In practice
however, river water quality records in England (and Wales) are not available for such a
long time period. Howden et al. (2011) also consider river water quality data (including
nitrates) and find that at least 12 years of annual data are needed to separate short term
hydrologic variability from long term changes in the system. This paper considers rivers
from agricultural and non-agricultural catchments with the aim of creating general rules
for length of water quality time series required to estimate long term trends. Monitoring
sites with fewer than 120 observations (= 10 years of monthly observations) were removed
from the data set so that temporal trends were not estimated for monitoring sites with
data collected for fewer than 10 years. In this chapter long term trends are estimated
from approximately monthly observations, after adjusting for seasonal patterns and
so temporal trend, or long term changes, are estimated from at least 120 observations.
Since data used in this Chapter are not aggregated to annual mean values, it was decided
that monthly time series spanning at least 10 years were suitable to estimated temporal
trends both at catchment level and for individual monitoring sites. In this thesis trends
are estimated from annual means only in Chapter 5 and monitoring sites were selected
to have 13 observations, meaning that 1 extra data point was included to be above the
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minimum number of data points recommended in Howden et al. (2011).
2.3% of observations were recorded as below the limit of detection and monitoring sites
with more than 50% of observations recorded as below the detection limit were removed
from the data set since these monitoring sites were uninformative about trends in the
data. Figure 1.3 shows the number of monitoring sites remaining after time series with
fewer than 120 observations and series containing more than 50% censored values were
removed.
Figure 1.3: Number of monitoring stations remaining after various data management
processes.
Henderson (2006) note that water quality data are often highly variable and skewed.
One way to solve this is to take a natural log transformation of the data. A natural log
transformation was taken of TON at all monitoring sites to stabilize the variability over
time. All analyses in this thesis are therefore based on ln(TON), denoted log(TON).
Singh et al. (1997) note that a transformation is preferable to modelling the median for
skewed environmental data since highly skewed data will have a median lower than the
mean, and confidence intervals will be unrealistically low. This is important as many
environmental monitoring procedures are based on inferences on the mean.
One of the aims of this thesis is to incorporate spatial information about the river net-
work into existing statistical techniques. Spatial information includes flow direction
and distance between monitoring sites, where distance is measured along the river net-
work between two monitoring sites (‘as the fish swims’) rather than using Euclidean
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distance (‘as the crow flies’). River network distance is called stream distance through-
out this thesis. A geographic information system (GIS) can be used to estimate stream
distance and flow direction in order to construct an asymmetric stream distance connect-
edness matrix. This requires two additional sets of data: a polyline (in GIS terminol-
ogy) shapefile representing the shape of the river network and a digital elevation model
(DEM) containing elevation information. The EA provided the polyline shapefile and
the DEM was downloaded, in sections, from http://www.usgs.gov/. ArcGIS (v10.1)
http://www.esri.com/ was used to calculate stream distances using the STARS toolkit
(Peterson and Ver Hoef, 2014). Further information about the elevation data and steps
required to calculate stream distances can be found in Appendix A.
Spatiotemporal environmental data such as water quality data collected by the EA,
described above, can be modelled using a variety of statistical techniques to estimate
spatial and temporal patterns, assess the effect of covariates on water quality and make
predictions at unobserved locations. Sections 1.2, 1.3 and 1.4 describe statistical meth-
ods that can be used to model spatial and temporal patterns in environmental data while
Section 1.5 discusses some of the issues commonly encountered when working with en-
vironmental data. Section 1.2 describes global and local methods commonly used to
estimate the trend and seasonal pattern where data have been collected over time and
Section 1.3 introduces statistical models that can be used to model the relationship be-
tween the response variable and covariates as well as trend and seasonal pattern. Section
1.4 introduces statistical techniques that can be used to investigate whether more than
one trend or seasonal pattern is present in the situation where data are collected over
time at multiple locations in space. It is intended that the remainder of this chapter is
used to introduce notation and details of standard statistical methods and issues com-
monly encountered when these methods are applied to spatiotemporal data. Strengths,
weaknesses, and adaptations of these methods when applied to data collected on river
networks are considered more specifically in Chapters 2-5.
1.2 Representing trends and seasonal patterns
This section will describe statistical techniques that are commonly applied to data con-
taining observations over time and where there is interest in estimating smooth trends
or seasonal patterns. These techniques can be split into two categories: global and local
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methods, and examples of each of these will be given. For local methods, some discussion
is provided on choices that must be made when using these methods.
1.2.1 Global methods
When data have been recorded at several time points there will be interest in assessing
how the response variable has changed over time (trend) and if the data contain period-
icities such as seasonal patterns in environmental applications. A simple way to model
a trend is to use a linear regression model:
Yi = β0 + β1xi + εi, for i = 1,...,n (1.1)
where Yi is the response variable for observation i, xi is the explanatory variable (in
this case some measure of time since this is a model representing temporal trend) for
observation i, εi are normally distributed errors for the i observations with a mean of
zero and constant variance. β = (β0, β1) are coefficients that can be estimated using the
least-squares estimator
βˆ = (X>X)−1X>y,
where X is the design matrix. A seasonal pattern could be simply modelled using a
harmonic term such as
Yi = β0 + β1xi + β2cos(2piωxi) + β3sin(2piωxi) + εi, (1.2)
where ω = 1/M and M is the period over which the seasonal pattern is repeated
e.g. ω = 365 for daily data, 7 for weekly data, 12 for monthly data. The models
in (1.1) and (1.2) are parametric and assume the relationship between the response and
explanatory variable are of a fixed form that can be described with a few parameters.
The models in (1.1) and (1.2) assume the trend is linear but this is often not the case
in environmental applications. Models that allow trend to be non-linear and seasonal
patterns to be more flexible than the harmonic representation can be fitted to allow for
more flexible relationships between the response variable and time (or other continuous
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covariates). An example of a model with a non-linear trend is polynomial regression
where the simple linear model can be extended to a polynomial regression model of
order m:
E(Yi) = β0 + β1xi + ...+ βmxmi , for i = 1,...,n.
Polynomial regression is a simple example of basis expansion where a trend consists of a
sum of functions of the data. Another simple basis expansion is the Fourier series where
a non-linear trend m(x) can be written as
m(xi) ≈ a0
2
+
p∑
j=1
ajcos
(
2pijxi
P
)
+ bjsin
(
2pijxi
P
)
,
where xi are the data, a0, aj and bj are parameters to be estimated, p are frequencies
and P is the range of the covariate x. Ramsay and Silverman (2006) state that the
Fourier basis is useful when representing functions with no strong local features and
where curvature is of the same order everywhere. Polynomial regression is useful if a
polynomial of a low order is sufficient to model the data but along with the Fourier
basis has some drawbacks. For example, it is reasonable to expect that the value of
the response variable at xi is more closely related to values of the response within a
small range of xi. The polynomial regression and Fourier expansion models do not have
this local property and using a high order polynomial or including a greater range of
frequencies can result in undesirable global effects. In addition to this as both of these
models become more flexible the number of parameters to estimate increases requiring
a correspondingly larger sample size. A further drawback is that these models can lead
to high curvature at both ends of the range of x which is typically not supported by the
data.
Instead, a more ‘local’ approach to estimating trends can be taken that will result in a
non-linear trend but without the drawbacks of the global approach.
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1.2.2 Local methods
1.2.2.1 Kernel smoothing
The local (linear) model aims to fit a regression model to a subsection of data around
each data point x. Following the notation in Fan and Gijbels (1996), let the bandwidth
h be the size of the neighbourhood around x. The data around x are then modelled
using least squares, stressing the dependence of coefficients a and b on x as
Yi = a(x) + b(x)Xi + εi for Xi ∈ x± h.
A weight scheme can be incorporated to give Xi closer to x more importance than those
further away. The weight is a uni-modal, non-negative, symmetric function that decays
sufficiently fast. The weight K, also called the kernel function K{(Xi−x)/h} is assigned
to each Xi and the following weighted least squares problem is minimized:
n∑
i=1
{Yi − a(x)− b(x)Xi}2K
(
Xi − x
h
)
.
Bowman and Azzalini (1997) use a normal density for the kernel function. These lo-
cal linear models are in fact a special case of local polynomial modelling where the
polynomial is of degree 1. A more robust version of weighted local polynomial smooth-
ing is LOWESS (LOcally WEighted Scatterplot Smoothing), introduced by Cleveland
(1979) and Cleveland and Devlin (1988) where the following weighted local polynomial
regression is fitted:
n∑
i=1
Yi −
p∑
j=0
βj(Xi − x)j

2
Kh(Xi − x). (1.3)
A polynomial of degree p is fitted locally with weighted least squares and the residuals
obtained. Weights are then assigned to the residuals with large residuals receiving small
weights and vice versa. The local polynomial fit is carried out again with the residual
weights applied to their corresponding observations by multiplying the weight from the
initial fit in (1.3) by the residual weight from the initial fit. This process is repeated
a number of times. Cleveland (1979) recommend repeating the algorithm three times
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and using a tricube kernel function where h is defined as the distance from a particular
observation x and its rth nearest neighbour and r is a proportion of the sample size.
The choice of h is an important issue in local linear modelling. A small h will lead to
low bias but high variance in the local parameters that are based on few data points.
On the other hand, a large h can create large bias. In fact if h = 0 this will lead to
perfect interpolation of the data as opposed to h = ∞ which would lead to a global
smoother and thus lose the benefits of local smoothing. h can be chosen by cross vali-
dation methods or the plug-in method described in Sheather and Jones (1991). Fan and
Gijbels (1992) suggest using a variable bandwith to reflect variable amounts of smooth-
ing around each data point. An interesting alternative to choosing h was proposed by
Chaudhuri and Marron (1999) called SiZer (SIgnificant ZERo crossings of derivatives)
where scale-space ideas are used to construct a ‘SiZer map’ - a graphical device that
simultaneously displays the significance of features in the data for a range of band-
widths. In its original development (Chaudhuri and Marron, 1999) data were smoothed
using local linear regression methods as described in the previous section, for several h
values. Improvements were made to the method in Hannig and Marron (2006). SiZer
was adapted for smoothing splines by Marron and Zhang (2005) and adapted for use
in generalized additive models in Ganguli and Wand (2007) where significant features
of surfaces was developed. SiZer was adapted by Rondonotti et al. (2007) to address
the issue of significance of trends, taking into account correlation in the data. SiZer for
the comparison of regression curves was developed by Park and Kang (2008) and for
the comparison of time series by Park et al. (2009). Further extensions of SiZer include
censored data (Marron and de Un˜a-A´lvarez, 2004) and circular data (Oliveira et al.,
2014).
Kernel smoothing, a local smoothing method, overcomes many of the drawbacks of the
global smoothing methods discussed in the previous section but also has some disadvan-
tages. For example, Peifer et al. (2003) note that computational complexity can be a
problem if a kernel without finite support is used and also that boundary is often biased.
Another form of local smoothing - spline smoothing - overcomes some of the drawbacks
of kernel smoothing. For example, in the Discussion of Silverman (1985), spline smooth-
ing is shown to be preferable to both fixed and variable bandwidth kernel smoothing
in situations where the data have a long right hand tail. A second advantage of spline
smoothing compared to kernel smoothing is that in spline smoothing constraints on the
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estimated curve, such as being forced to go through the origin, can be satisfactorily ac-
commodated whereas this is not easily accommodated within kernel smoothing. Spline
smoothing is described in detail in the next section.
1.2.2.2 Spline smoothing
Rather than fit a smooth running line as in Section 1.2.2.1, flexible functions can be
fitted using piecewise polynomials of order m joined together at points called knots.
The spline function is continuous and m − 2 times differentiable at each knot1. The
range [x1, xn] of observed values x is divided into subintervals and knots are placed at
the boundaries of the sub intervals. A spline can then be fitted across the whole range
[x1, xn] by fitting a polynomial segment in each interval. The set of (internal) knots
is x∗i : i = 1, ..., q − 2. The spline is therefore defined by the number of knots q, the
locations of the knots x∗i and the order m of the piecewise polynomial segments used
to represent the smooth function. The number of basis functions k in a spline basis
system is determined by the order of the polynomial to be fitted in each sub-interval
and the number of interior knots with the relationship k = m+ q−2. In an unpenalized
model the number of knots acts as a smoothing parameter since increasing the number
of knots will increase the flexibility of the regression function. This reduces the bias
of the estimate but has a higher variance than a function with fewer knots (Fan and
Gijbels, 1996).
The piecewise segments of the polynomial spline can be of any order m but in practice
it is rare to use a higher order than m = 3 corresponding to a cubic spline. Some useful
variations of the cubic spline are the natural cubic spline (Green and Silverman, 1993)
and the cyclic cubic spline. A natural cubic spline assumes that the second derivative
at the first and last knot is zero i.e. m′′(a) = m′′(b) = 0 and the cyclic cubic spline
can be used to represent periodic signals in the data such as the seasonal pattern in an
environmental data set. In this case the second derivative at the first and last knot is
equal (m′′(a) = m′′(b)).
In order to fit a polynomial spline it is necessary to choose the number and location of
knots to use. These choices can be influential on the fitted model so care must be taken.
1For a spline of degree 0 f(·) does not need to be continuous; for a spline of degree 1 f(·) need not
be continuous but must be differentiable.
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Knots can be placed at each data point but this would lead to exactly interpolating
the data as opposed to smoothing it. Instead of placing a knot at every data point a
smaller number of knots can be placed across the range of x. Equally spaced knots are
computationally the simplest but knots might also be placed according to quantiles of x
creating a spline that is more flexible in regions where there are more data (Ramsay and
Silverman, 1997). Ideally, more knots should be placed over regions where the function
being estimated is highly non-linear and fewer knots placed where the function only
weakly deviates from linearity. Data-driven methods exist for determining the optimal
location of knots, one of which is described in Friedman and Silverman (1989). The
algorithm described begins with a dense set of knots and eliminates unnecessary points
using an algorithm similar to variable selection techniques used in multiple regression.
Others algorithms for knot placement can be found in de Boor (2001).
Two common choices of spline basis are the truncated power basis and the B-spline basis
(de Boor, 1978). Given a set of q knots (q − 2 interior knots plus one knot at each end)
x∗, the truncated power basis of degree m− 1 is defined as
bj = (1, x, ..., x
m−2, (x− x∗1)m−1+ , (x− x∗2)m−1+ , ..., (x− x∗q)m−1+ ),
where (z)m−1+ =
 zm−1 for z > 00 otherwise.
The truncated power basis has m + q − 2 basis functions. The smooth curve f(·) is
a linear combination of the basis functions bj and the optimal spline can therefore be
found using ordinary least squares methods to find the corresponding βj . The truncated
power basis can be numerically unstable however due to high correlations between pow-
ers of x. The more stable B-spline basis is often used instead where the idea is to use
local basis functions to represent f(·) i.e. the non-zero range of each basis function is a
small proportion of the range of x. B-splines have an appealing property called compact
support meaning that a B-spline basis of order m is non-zero over a maximum of m adja-
cent intervals. This results in a sparse design matrix making B-splines computationally
efficient.
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To define a B-spline basis first define k + m + 1 knots, x1 < x2 < ... < xk+m+1, and
the interval over which the spline is to be evaluated lies within [xm+2, xk]. This means
that the first and last m+ 1 knot locations are essentially arbitrary (and take the value
zero). Following the notation in Wood (2006), an (m + 1)th order spline can now be
represented as
f(x) =
k∑
i=1
Bmi (x)βi, (1.4)
where the B-spline basis functions are defined recursively as in (1.5) and (1.6).
Bmi =
x− xi
xi+m+1 − xiB
m−1
i (x) +
xi+m+2 − x
xi+m−2 − xi+1B
m−1
i+1 (x) i = 1, ..., k (1.5)
B−1i (x) =
 1 xi ≤ x < xi+10 otherwise. (1.6)
The smoothness of the curve is controlled by the number and location of knots but this
choice is essentially arbitrary. A more rigorous method for controlling smoothness is
required. Before proceeding it should be noted that it is not possible to use standard
hypothesis testing based on backward selection since a model based on k − 1 evenly
spaced knots is not typically nested within a model based on k evenly spaced knots
(Wood, 2006).
An alternative approach to controlling smoothing in the model by the number of knots is
to fit a model using slightly too many basis functions and penalize excessive roughness in
the least squares fitting procedure. There are two commonly used forms for this penalty,
one of which involves a penalty based on the second derivative of f(·):
‖y −Xβ‖2+λ
∫ 1
0
[f ′′(x)]2dx. (1.7)
The smoothing parameter λ controls the trade off between model fit and smoothness.
As λ → inf, f(·) will become a straight line and for λ = 0, f(·) is an un-penalized
regression spline estimate.
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Eilers and Marx (1996) propose an alternative to this which penalizes B-splines based
on the difference between coefficients of adjacent B-splines. Following the notation in
Wood (2006), this penalty P can be written as
P =
k−1∑
i=1
(βi+1 − βi)2 = β21 − 2β1β2 + 2β22 − 2β2β3 + ...+ β2k,
and in vector matrix notation
P = β>Dβ = β>

1 −1 0 · ·
−1 2 −1 · ·
0 −1 2 · ·
· · · · ·
· · · · ·

β.
In this case, it is necessary to minimise
m∑
i=1
yi −
n∑
j=1
bj(xi)βj

2
+ λ
n∑
j=k+1
(∆kβj)
2.
Choosing λ
The problem of estimating the degree of smoothness of the model is now related to
choosing λ as opposed to choosing q. Ideally, it is desirable to choose λ so that ˆf(·) is
close to f(·). A non-parametric approach to choosing the degree of smoothing in the
model is to minimise the ordinary cross validation score
νo =
1
n
n∑
i=1
(fˆ
[−i]
i − yi)2, (1.8)
where fˆ
[−i]
i is the model fitted to all of the data apart from xi. This calculation is
computationally demanding but it can be shown (see Section 4.5.2 in Wood (2006) for
details) that
νo =
1
n
n∑
i=1
(yi − fˆ(xi))2/(1− Aii)2, (1.9)
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where fˆ(xi) is the estimate from fitting to all of the data and A is the corresponding
hat matrix. In practice it is usually the generalized cross validation score νg that is
minimized where the weights 1−Aii are replaced by the mean weight tr(I−A)/n. By
minimising νg a model is selected based on its power to predict an unknown observation
as opposed to how well the model fits the data from which it was estimated. Wood (2011)
proposes an alternative to minimising νg based on maximising the restricted maximum
likelihood (REML) or marginal likelihood (ML) criteria. Wood (2011) suggests that
this method of choosing λ offers some improvement in mean square error performance
relative to GCV, at the same computational cost.
Another approach is to minimise Akaike’s Information Criterion (AIC) (Akaike, 1973),
which makes use of the number of parameters in the model and calculated as in (1.10)
where npar is the number of parameters in the model and L is the maximised likelihood
function.
AIC = 2npar − 2log(L) (1.10)
Other measures include AICc and BIC with notation as defined for (1.10) and n is the
sample size:
AICc = AIC +
2n(npar + 1)
n− npar − 1 ,
BIC = nparlogn− 2log(L).
In an unpenalized linear regression problem the number of parameters npar is easy
to calculate but in non-parametric problems such as the p-spline models described in
Eilers and Marx (1996), counting the number of parameters is not meaningful since not
all parameters are free due to the roughness penalty. In an unpenalized linear regression
model, npar is the trace of the hat matrix H:
H = X(X>X)−1X>
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with design matrix X. For the non-parametric model, Eilers and Marx (1996) follow
Hastie and Tibshirani (1990) in using the trace of the smoother matrix S as the effective
number of parameters. The fitted values mˆi, i = 1, ..., n of a non-parametric model can
be expressed as
mˆi = Syi,
where mˆi are the fitted values, S is a smoothing matrix whose rows contain the weights
required to estimate at each evaluation point and yi are observed responses. An approx-
imate value for the degrees of freedom of the non-parametric model can be calculated
as
df = tr {S} = tr
{
X(X>X + λD)−1X>
}
, (1.11)
where D is a suitable difference matrix, the exact form of which depends on the basis
being used. For example, in the p-spline model proposed in Eilers and Marx (1996) the
penalty is the squared difference between adjacent parameter values and
D =

1 −1 0 · ·
−1 2 −1 · ·
0 −1 2 · ·
· · · · ·
· · · · ·

AIC, AICc and BIC are all possible criteria for automatic smoothing parameter selection
methods, along with the non-parametric CV and GCV described earlier in the chapter.
AICc is essentially AIC adapted for small sample sizes and BIC applies a stronger penalty
for additional parameters than AIC. Francisco-Fernandez and Opsomer (2005) consider
the effect of spatial correlation on automatic smoothing parameter selection for the local
linear model when the smoothing parameter is selected using GCV.
Spline smoothing has computational advantages over other smoothing methods. For
example, B-splines have the property of compact support, allowing for sparse design
matrices making the model fitting procedure computationally efficient. Further advan-
tages include the possibility of setting constraints on the estimated smooth curve such as
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in cyclic splines where the endpoints are forced to be equal. This gives a good represen-
tation of cyclical patterns such as the seasonal patterns often observed in environmental
data.
An alternative to polynomial basis functions are wavelets basis functions but since
wavelets are not a focus of this thesis they will not be described in any detail here.
See Ramsay and Silverman (1997) or Fan and Gijbels (1996) for a brief introduction
and references therein for details.
This section has presented several methods for representing temporal trends and sea-
sonal patterns within data collected over time. If appropriate, trends can be represented
as simple linear functions of time, while seasonal patterns are most simply represented
using harmonic terms. Some flexibility can be introduced into the trend by includ-
ing polynomial terms or a Fourier expansion but these global approaches to non-linear
trends have some drawbacks. These drawbacks can be overcome using local methods to
estimate a flexible trend over time. Two local methods were discussed: kernel smooth-
ing and spline smoothing. While kernel smoothing offers much improvement over global
methods, there can be problems with estimating the curve well in the tails. Some dis-
cussion was provided to show that spline smoothing offered many advantages over kernel
smoothing in terms of estimation in the tails, setting boundary conditions, and compu-
tational efficiency for large data sets. Spline smoothing requires selection of a smoothing
parameter λ and methods for choosing λ were discussed. It is recommended that λ is
chosen after considering multiple selection criterion to ensure the choice is robust against
the selection criterion. In general, kernel smoothing and spline smoothing will yield sim-
ilar results but the advantages of spline smoothing over kernel smoothing make spline
smoothing the most appealing option when fitting flexible regression models.
1.3 Modelling trends and seasonal patterns
The previous section described methods for representing temporal trends and seasonal
patterns as smooth functions of time but it is also possible to have smooth relation-
ships between the response variable and one or more covariates. Smooth functions of
covariates can be modelled within the additive model framework or using functional
data analysis techniques. This section will introduce some notation for additive models
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and functional data analysis. These are two possible approaches for modelling smooth,
flexible relationships between response and covariate variables. A comparison of tempo-
ral trends and seasonal patterns estimated using the methods described in this section
is given in Section 2.2.2 where there is interest in comparing the temporal trend and
seasonal pattern estimated for a single LHA using a variety of statistical methods.
1.3.1 Additive Models
An additive model (GAM), (Hastie and Tibshirani, 1990) is a sum of functions of covari-
ates where the relationship between the response and covariates is a smooth function,
not constrained to be of a particular parametric form. Following the notation in Wood
(2006), a univariate GAM with covariate x1 can be represented as
g(µi) = f1(x1i), (1.12)
where µi ≡ E(Yi) and Yi are assumed to follow an exponential family distribution. In
an environmental context, x1 might be Year and the model in (1.12) would represent
the trend of the response Y over time. The smooth function f(·) can contain more than
one covariate and bivariate smooth functions are used to represent interactions between
two covariates. For example
g(µi) = f2(x2i, x3i)
might represent spatial relationships in a data set where observations are made at moni-
toring stations, identified by some co-ordinate system and x2 = Easting, x3 = Northing.
Trivariate terms can also be included, possibly representing the interaction between
space and time. For example, (1.13) shows a model where the trend is allowed to vary
over space.
g(µi) = f3(x1i, x2i, x3i) (1.13)
Sums of smooth functions of covariates are also allowed such as in (1.14) where x4 might
represent a seasonal pattern that does not vary over time.
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g(µi) = f3(x1i, x2i, x3i) + f4(x4i) (1.14)
Parametric terms may be included along with the smooth functions. This is useful for
example if it reasonable to assume that a covariate has a parametric relationship (linear,
quadratic, harmonic for example) with the response variable. This model is represented
in (1.15) where X∗i is a row of the design matrix for parametric terms and θ is the
corresponding parameter vector.
g(µi) = X
∗
i θ + f3(x1i, x2i, x3i) + f4(x4i) (1.15)
The penalized regression spline representation of additive models is fitted using a penal-
ized form of least squares where the model parameters are estimated as
(
X>X + λD
)−1
X>y,
with design matrix X, smoothing parameter λ, penalty matrix D and response vector
y.
1.3.1.1 Model comparison
As in the linear model, it is useful to compare models to test if simpler models are ade-
quate compared to more complicated models. Hastie and Tibshirani (1990) recommend
using the residual sum of squares and their associated effective degrees of freedom (1.11)
to perform model comparisons. For example, the residual sum of squares can be defined
as
RSS =
n∑
i=1
(yi − yˆi)2.
A comparison of two models, where model0 is nested within model1, can be expressed
as
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F =
RSS0 − RSS1/(df0 − df1)
RSS1/df1
. (1.16)
Hastie and Tibshirani (1990) suggest referring the observed non-parametric F statistic
to an F distribution with (df0 − df1) and df1 degrees of freedom.
One of the reasons to compare GAM’s is that it might not be necessary for all terms to
be represented as smooth functions. A simple linear term might suffice in some cases. To
determine if a linear term is more appropriate than a flexible smooth term two models
should be fitted - one with a flexible term and one with a linear term - and the two
models compared. A significant p-value from the approximate F-test would mean that
the more complicated model, with the flexible term, is appropriate. McMullan et al.
(2007) show how the F-test can be adapted to compare models when data are correlated
and spatial and temporal correlation is described in Section 1.5.1.
Additive models have been used to model water quality recently in Orr et al. (2015),
Miller et al. (2014), Carvalho et al. (2011) and Ferguson et al. (2008) among many
others.
1.3.1.2 Additive models fitted using INLA
GAM’s can also be fitted using Bayesian methods (Fahrmeir and Lang (2001) or Lang
and Brezger (2004) for example). More recently, integrated nested laplace approxima-
tions (INLA) proposed by Rue et al. (2009) and Lindgren et al. (2011) can be used to
estimate posterior distributions of additive model parameters. In the particular case of
models with a spatial component the model is estimated using the SPDE (stochastic
partial differential equation) approach (Lindgren et al., 2011) where a Gaussian field
with a dense Mate´rn covariance matrix is approximated by a Gaussian Markov ran-
dom field with a neighbourhood structure and sparse precision matrix. A description
of a spatio-temporal additive model estimated using INLA is given below following the
notation in Cameletti et al. (2011).
Let y(si, t) denote the spatio-temporal process Y (., .) that represents log(TON) con-
centrations recorded at monitoring station si, i = 1, ..., d and timepoint t = 1, .., T so
that
y(si, t) = z(si, t)β + ξ(si, t) + ε(si, t),
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where z(si, t) = (z1(si, t), ..., zp(si, t)) denotes the vector of p covariates for site si at
time t, and β = (β1, ..., βp)′ is the vector of coefficients. ε(si, t) ∼ N(0, σ2ε) is the
measurement error defined by a Gaussian white-noise process, both temporally and
spatially uncorrelated. The spatio-temporal structure is captured in ξ(si, t) where
ξ(si, t) = αξ(si, t− 1) + ω(si, t)
for t = 1, .., T , |α|< 1 and ξ(si, 1) derives from the stationary distribution N(0, σ2ω/(1−
α2)). ω(si, t) is supposed to be temporally independent and is characterized by the
spatio-temporal covariance function
Cov(ω(si, t), ω(sj , t
′)) =
 0 if t 6= t′σ2ωC(h) if t = t′
for i 6= j. The purely spatial correlation function C(h) depends on the location si and
sj only through the Euclidean spatial distance h = ||si − sj ||∈ R. C(h) is defined by the
Mate´rn function given by
C(h) = 1
Γ(ν)2ν−1
(κh)νKν(κh),
withKν denoting the modified Bessel function of second kind and order ν > 0 (Abramowitz
and Stegun, 1964). ν is usually kept fixed and measures the degree of smoothness and
κ > 0 is a scaling parameter related to the range ρ i.e. the distance at which the spatial
correlation becomes almost null.
The spatial surface in this model is estimated using a triangulated mesh of the spatial
domain. Care must be taken when constructing the mesh since this can affect the
modelling results although Cameletti et al. (2011) state that an increasingly finer mesh
does not improve model estimates. Examples of spatio-temporal modelling using INLA
and the SPDE approach can be found in Blangiardo et al. (2013) who give a description
of the method followed by several examples.
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1.3.2 Functional data analysis
In functional data analysis the data units of interest are curves representing continuous
functions observed at discrete points rather than individual data points. The smoothing
techniques described in the previous section are used to smooth data and subsequent
analyses are performed on the smoothed curves. Analyses might also be applied to
derivatives of the curves and examples of this can be found in Ramsay and Silverman
(2006) where an example of growth curve data is used to show that additional insight
can be gained by analysing the second derivative (or acceleration) curve rather than the
original data. Ramsay and Silverman (2006) provide a good introduction to functional
data analysis and Ramsay et al. (2009) discuss the implementation of functional methods
in R using the fda package (Ramsay et al., 2014).
Many standard statistical techniques have a functional data equivalent such as linear
regression Faraway (1997), principal components analysis (Henderson, 2006) and clus-
tering (Henderson (2006) discuss hierarchical clustering and James and Sugar (2003)
focus on model based clustering). Summary functions can also be calculated analogous
to summary statistics such as the functional mean and functional standard deviation.
For functional data xi(t) where i=1,...,N functions of time (t) the functional mean is
the pointwise average of the N functions:
x¯(t) =
1
N
N∑
i=1
xi(t).
The functional variance can be similarly calculated as
varX(t) =
1
N − 1
N∑
i=1
[xi(t)− x¯(t)]2,
and the standard deviation is the pointwise square root of the variance function. Miller
et al. (2014) use additive models to estimate smooth temporal trends and seasonal
patterns for LHA’s and calculate the functional mean and error bands of ±2 standard
deviations to highlight LHA’s that behave differently from average.
This section has described the structure of additive models and introduced the idea of
functional mean and functional variance. These methods are applied to data from a
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single LHA in Section 2.2.2, where there is also some discussion around incorporating
spatial information into each of these methods.
1.4 Modelling more than one trend
The previous section described statistical methods that could be used to model flexible
relationships between response and covariate data. In the case of water quality data,
the aim of fitting an additive model might be to identify the average temporal trend or
seasonal pattern for several locations. A trivariate interaction term could be used in the
model to assess whether the temporal trend or seasonal pattern changes across space but
Miller et al. (2014) discuss the computational difficulties of this approach when working
with a large data set. The functional data approach could be used to estimate the mean
temporal trend or seasonal pattern from curves estimated at several locations but this
does not provide any information about changes across space. Instead, methods such as
dynamic factor analysis or principal components analysis could be used to investigate
whether more than one dominant temporal trend or seasonal pattern is present in the
data and maps of results could be used to investigate how temporal trends and seasonal
patterns change across or are grouped within space. These two methods are described
below along with some discussion of choices that must be made when applying these
methods. As with the additive model and functional data approach, a discussion of
strengths and drawbacks is given in Chapter 2 (dynamic factor analysis) and Chapter 5
(principal components analysis).
1.4.1 Dynamic factor analysis
Dynamic Factor Analysis (DFA) is a dimension reduction technique where a linear com-
bination of m estimated common trends is used to describe n time series, where m < n.
The DFA model aims to estimate underlying common trends or latent factors among
several time series and can be described within the state-space model framework (Har-
vey, 1990). The common trends are assumed to be temporally correlated and groups of
similar time series can be identified by looking at plots of the factor loadings. DFA has
been applied in many areas including psychology (Molenaar, 1985), economics (Geweke,
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1976), fisheries (Zuur et al. (2003), Zuur et al. (2003), Erzini (2005)), sea surface temper-
ature (Friedland and Hare, 2007), and hydrologic applications (Mun˜oz-Carpena et al.,
2005).
The DFA model can be written as in (1.17), following the notation of (Zuur et al.,
2007):
Yt = c + AZt + βXt + ε. (1.17)
Here Y is a n × 1 matrix of recorded values for each of the n time series at time t, c
is a n× 1 matrix of intercept values for each time series, A is a n×m matrix of factor
loadings, Zt is a m × 1 matrix of values for each of the m common trends at time t, β
is a n × p matrix of regression parameters, Xt is a p × 1 matrix of covariate values at
time t and ε is an n× 1 matrix of errors at time t. It is assumed that εt ∼ N(0, σ2V).
V is positive definite and can be represented generally as in (1.18).
V =

1 ν1,2 ν1,3 . . . . . . ν1,N−1
ν2,1 1 ν2,3 . . . . . . ν2,N−2
ν3,1 ν3,2 1 ν3,N−3
... ν4,2 ν4,3
. . .
...
...
...
...
. . . νN−1,N
νN−1,1 νN−2,2 νN−3,3 . . . . . . 1

(1.18)
If V has a diagonal structure this implies the time series being modelled are indepen-
dent and have the same variance if the diagonal elements are equal, and have different
variances if the diagonal elements are different. A non-diagonal V implies there are
relationships between the time series that are not captured by the common trends or
covariates. Ideally, the explanatory variables would capture most of the variablity in
the time series since this is the easiest model to interpret (Zuur et al., 2007). AIC is
used to select the ‘best’ model in terms of the number of common trends, the subset of
explanatory variables that are most relevant and the structure of the covariance matrix
V. The common trends zt in Z in the (1.17) are random walks:
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zt = zt−1 + ηt and ηt ∼ N(0, σ2η).
Zuur et al. (2003) describe in detail how the EM algorithm (Dempster et al., 1977) can
be used to estimate model parameters. The EM algorithm is an iterative method used to
estimate the maximum likelihood value of model parameters. In the expectation (E) step
the expectation of the log likelihood function is calculated using the current estimates
of model parameters and in the maximisation (M) step the expected log likelihood
function of the E step is maximised. The iterations continue until convergence criteria
are met. Full mathematical details of the DFA model fitting procedure can be found
in Zuur et al. (2003). During model estimation the common trends are not estimated
sequentially (as in principal components analysis, described later) so if two common
trends are estimated, trend 1 is not necessarily the dominant pattern. The dominant
pattern can be determined by fitting a model with a single common trend and a second
model with two common trends and compare plots of the common trends for the two
models. The dominant trend in the second model is the one which is most similar to
the common trend estimated in the first model.
DFA models can be fitted using Brodgar software (http://www.brodgar.com/) or the
MARSS package in R (Holmes et al., 2012). Harvey (1990) show that if the DFA model in
(1.17) and (1.19) is not constrained then the model is unidentifiable. Zuur et al. (2003)
found that with one of the contraints the EM algorithm is not robust and takes a long
time to converge. They solve this by constraining the common trends to have a mean
of zero for all time points. This means that the intercept values in c in (1.17) are the
average level of yt relative to A(xt− x¯). Holmes et al. (2012) found that this can cause
errors in the EM algorithm and instead estimate the DFA model on mean centered data
and fix all of the elements in c to be zero. In Chapter 2 both Brodgar and MARSS are
applied to water quality data. Brodgar is used to estimate common temporal patterns
among fewer than 30 time series since this is the most time series that can be modelled
with this software but was used in application of DFA due to its ease of implementation.
MARSS was used to implement DFA for more than 30 time series.
DFA incorporates unexplained spatial correlation through the covariance matrix. This
method does not explicitly include the river network structure but in its most general
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non-diagonal form allows the covariance between two monitoring sites to reflect rela-
tionships not captured by the common trends or explanatory variables. DFA has been
adapted within a Bayesian framework for spatial data by Lopes et al. (2008), Lopes
et al. (2011) and Strickland et al. (2011).
Zuur et al. (2007) recommend that data are de-seasonalised before modelling common
trends using DFA to avoid confounding between temporal trend and seasonal pattern.
For example, monthly data recorded for several years can be de-seasonalised by subtract-
ing the monthly average over all years from each monthly observation. Another option
would be fit an additive model and extract the trend term or seasonal pattern along with
corresponding model residuals and model these using DFA. Molenaar et al. (1992) and
Alonso et al. (2011) have adapted DFA for time series with a seasonal component.
1.4.2 Principal components analysis
Principal components analysis (PCA) (Hotelling, 1933; Pearson, 1901) is a dimension
reduction technique where the aim is to replace p correlated variables with k < p uncor-
related variables. The k uncorrelated variables are known as principal components and
are constructed as a linear combination of the p original variables. The weights used
to calculate the linear combination are known as loadings. The k principal components
are constructed to retain most of the variation present in the original p variables. Abdi
and Williams (2010) provide a brief introduction to PCA while Jolliffe (2002) gives a
detailed discussion of many of the issues to be considered when performing PCA and
discusses many extensions of the method depending on the type of data being analysed.
PCA is applied in many different research areas but Demsˇar et al. (2013) gives a detailed
review of PCA applied to spatial data and Hannachi et al. (2007) review PCA methods
for atmospheric science where data are spatiotemporal.
PCA is usually performed on multivariate data where rows of a data matrix correspond to
observations and columns are values of different variables recorded for each observation.
For example, observations could be samples of water taken from different locations
on a stream network and variables could be chemicals in the water related to water
quality. Some recent examples of this include Wilbers et al. (2014), Shrestha et al.
(2008), Bengra¨ıne and Marhaba (2003) and Petersen et al. (2001). Variables recorded
at several time points for each monitoring site would mean that the data have three
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dimensions: location, time, variable of interest (see Jolliffe (2002) for an introduction to
PCA for this type of data). Richman (1986) introduces the idea of PCA modes which
are the six possible combinations of any two of these three dimensions. Since the data
provided by the Environment agency for this thesis contain values of a single variable
(TON) recorded for 21 years at many monitoring sites this section will consider T- and
S-mode PCA. Chapter 5 will describe modifications to T- and S-mode PCA that account
for known spatial and temporal structure in the data.
The data matrix for T-mode PCA has p rows representing monitoring sites and n
columns representing equally spaced time points and the aim is to identify time points
with similar spatial patterns. Maps of scores show the spatial pattern represented by a
given component and loadings indicate at what time points the spatial patterns occur.
T-mode PCA is useful when the spatial pattern is expected to change over time and
there is interest in identifying the different spatial patterns, represented by the scores.
Some recent examples include Zhang et al. (2012) (sea level pressure), Hidalgo-Mun˜oz
et al. (2011) (rainfall) and Barreira and Compagnucci (2011) (sea ice concentration
anomalies).
In S-mode PCA the variables in the columns of the data matrix X are sites and the
observations in the rows of X are time points. S-mode PCA aims to find groups of
monitoring sites that have similar behaviour over time. Monitoring sites have similar
behaviour if for component k a group of monitoring sites have loadings of the same sign
and magnitude. Plotting the scores in time order gives the temporal pattern that is
shared by the group of sites defined by each component. S-mode PCA is known as as
empirical orthogonal functions (EOF’s) in the climatology literature. S-mode PCA has
been used to find regions with similar temporal patterns for precipitation (Ehrendorfer
(1987), Neal and Phillips (2009)), surface wind (Jime´nez et al., 2008) and streamflow
(Kahya et al., 2008).
PCA is implemented as follows. Let X be an n × p data matrix where the n rows are
observations and the columns are p different and usually correlated variables recorded
for each of the n observations. Xi is the i
th row of X. PCA aims to find loadings v1 to
maximize the variance of the i = 1, ..., n first principal component (zi1). The variance
is calculated as
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1
n− 1Σ
n
i=1 (zi1 − z¯.1)2 , (1.19)
where zi1 = Xiv1, subject to the normalization constraint v
>
1 v1 = 1 and z¯.1 is the mean
of the first principal component over n observations. Next let zi2 = Xiv2 and choose
v>2 to maximize the sample variance of zi2 subject to the normalization constraints
v>2 v2 = 1 and cov(zi1, zi2) = 0 so that the two components are orthogonal. In this way
k principal components can be defined and the loadings for k components stored in p×k
matrix V. The scores for k components can be represented in the n×k matrix Z = XV.
Scores are therefore a weighted linear combination of the variables and these scores are
often used in place of the original data matrix in other applications such as regression
or clustering (Jolliffe (2002), Demsˇar et al. (2013)). The dimensionality of the original
n × p data matrix has been reduced to n × k while retaining much of the variance in
X.
PCA can be performed using an eigen decomposition of the sample covariance (or cor-
relation) matrix, singular value decomposition (SVD) of the data matrix or by iterative
methods.
Eigen decomposition
PCA can be performed by an eigen decomposition of the sample covariance (or correla-
tion) matrix S where
S =
1
n− 1X
>X,
and eigenvectors contained in the matrix V are found such that
SV = ΛV.
Here, Λ is a p × p diagonal matrix and each element is an eigenvalue of S, sorted in
descending order of magnitude. The eigenvectors that form the p columns of V are
the loadings, and the eigenvalues in Λ are the variances of the scores in (1.19). Since
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the eigenvalues represent variances they are non-negative and therefore S is positive
semi-definite.
Singular value decomposition
Singular value decomposition (SVD) is a decomposition of the rectangular data matrix
X such that
X = UDV>, (1.20)
where U and V are the left and right singular vectors of X respectively. D is a diagonal
matrix containing the singular values and D = Λ
1
2 . In SVD the loadings are the columns
of V and the scores are UD.
Iterative methods
A principal components analysis simultaneously calculates as many principal compo-
nents as there are variables in the data. For data sets with a large number of variables
the need to compute the covariance matrix for eigen decomposition is computationally
prohibitive and although SVD can be used directly on the data matrix this is still com-
putationally demanding for large data sets (Jolliffe, 2002). Von Storch and Zwiers (2001)
suggest swapping the space and time dimensions of the data matrix if the number of
observations is much smaller than the number of variables. Alternatively, since PCA
usually involves discarding several components that explain little of the variation con-
tained within the data it might be more practical to calculate only the first few principal
components. Iterative methods begin by calculating the first principal component with
loadings that maximise the variance of the scores. This component is then removed
from the data, a process called deflation (Demsˇar et al., 2013) and the next component
is found on the deflated data. Algorithms for this process are presented by Vines (2000)
and Partridge and Calvo (1998). Van den Dool et al. (2000) and Baldwin et al. (2009)
use iterative techniques on climate data while Pinto da Costa et al. (2011) and Abraham
and Inouye (2014) present algorithms to perform PCA on genome data that extracts
only the first few principal components.
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PCA is usually performed on centered data where the pth column of X is centered by
subtracting the mean of each column from the n observations in the column. The data
might also be scaled by dividing observations in the pth column by the column standard
deviation σp and is useful when variables are recorded on different scales. Without this
scaling the first component would be dominated by the variable with the largest variance
and similary with subsequent components. If data are recorded on the same scale such
as in S- or T- mode PCA then it is not necessary to scale the data unless the analysis
is likely to be dominated by a few highly variable monitoring sites. SVD of centered
(and scaled) data is equivalent to eigen decomposition of the covariance (correlation)
matrix.
1.4.2.1 Choosing how many components to retain
Once PCA has been carried out it is necesary to choose how many components to retain
for interpretation or reconstruction of the data. A complete decomposition of the data
with p variables will yield p components but since PCA is often used for dimension
reduction it is necessary to choose k < p components to retain so that the n× k scores
matrix is of smaller dimension than the original data matrix. The literature contains
many suggestions for choosing k but there is no single method that can be declared as
best. Some of these methods are briefly described below.
The scree plot (Cattell, 1966) is produced by plotting the eigenvalues from the decom-
position against component number and looking for an ‘elbow’ in the plot where the
slope changes from steep to flat. In this case k is chosen as the number of components
before the elbow. This is a simple way of choosing the number of components to retain
but is subjective and difficult if the magnitude of the eigenvalues decreases smoothly.
Instead, the proportion of variance in the original data explained by component k is
Λk
Σpk=1Λk
and k is chosen so that the cumulative proportion of variance explained by the
first k components reaches a specified threshold. Similar to the scree plot the threshold
is arbitrarily chosen and this method can result in many components being retained
that explain only a very small proportion of the variance in the data so as to meet the
threshold. Another option is to retain k components such that the eigenvalues of the
first k components are all greater than the average eigenvalue i.e.
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Λk >
1
p
Σpk=1Λk. (1.21)
If PCA has been performed on the correlation matrix then this amounts to retaining
components with eigenvalues greater than 1. More complex methods exist for choosing
the number of components to retain such as the broken-stick model based on the expected
distribution of eigenvalues (Frontier, 1976). Descriptions of this and comparison with
several methods for choosing k can be found in Peres-Neto et al. (2005) while Valle et al.
(1999) develop a selection criterion based on the variance of reconstruction error.
1.4.2.2 Interpreting the results
After choosing the number of components to retain the loadings and scores are usually
inspected with the aim of providing meaningful interpretation of the results and plots
are often used for this. The loadings in a single component indicate which variables
contribute most to that component as these variables will have the highest loadings.
Loadings can be positive or negative and so, for example, two variables whose loadings
are of the same sign and similar magnitude are positively correlated but if they are of
similar magnitude and have opposite signs then they are negatively correlated. Variables
whose loadings are close to zero contribute little to that component. Ideally, loadings will
reveal groups of variables representing different aspects of the data that can be thought
of as latent variables. Inspection of the scores reveals groups of observations that are
similar in terms of the latent variables. If more than two components are retained then
it can be difficult to inspect several maps of loadings or scores (depending on the PCA
mode used). Harris et al. (2011) and Harris et al. (2015) use glyph plots where, for each
monitoring site a glyph is plotted on a map. The glyph consists of lines radiating from
a central point, one for each component retained, and the length reflects the relative
magnitude of the loadings or scores. The glyph plot aids visual inspection of several
components at once. The biplot (Gabriel, 1971) is a commonly used and useful tool to
interpret pairs of principal components. Scores are plotted as points and loadings as
arrows and groups of scores indicate similar observations. Scores in the same quadrant
as arrow heads indicate observations with high values for a particular variable. Detailed
information about biplots can be found in Gower et al. (2011) and Jolliffe (2002).
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Many attempts have been made to aid interpretation of principal components. Rotation
of the loadings, originating in factor analysis, is commonly used to force some simplified
structure on the loadings by forcing absolute values of loadings to be high on a single
axis rather than medium values spread over several axes. Richman (1986) discusses
rotation of loadings in great detail. Rotation can be orthogonal or oblique (relaxing the
orthogonality constraint). A commonly used rotation is varimax (Kaiser, 1958) which
aims to maximise the variance of squared loadings. Vines (2000) notes that varimax
rotation tends to “share out variance equally among components, losing the ordering of
the components based on the variance explained”. Huth (1996) discusses some method-
ological issues when using PCA specifically for the classification of circulation patterns
and show that oblique rotation of components is more suitable than orthogonal rotation
or no rotation.
One way to simplify the loadings is to restrict the values to a small number of values.
An extreme version of this is found in Hausman (1982) who constrains loadings to
take values of ±1 or 0. Similarly, Vines (2000) present an algorithm that constrains
loadings to take integer values but does not restrict the magnitude. Jolliffe and Uddin
(2000) introduces the Simplified Component Technique (SCoT) that combines variance
maximisation of the scores with simplification into a single step rather than PCA followed
by rotation. If the simplicity parameter is zero then the resulting principal components
(loadings) are identical to the PCA solution and increasing the value of the parameter
simplifies the structure of the components until a value of one means that each simplified
component is identical to one of the original variables, with zero loadings for all other
variables in that component. Jolliffe (2002) states that the choice of simplicity criterion is
usually less important than the choice of k, the number of components to retain. Jolliffe
et al. (2003) develop a simplified PCA technique SCoTLASS (Simplified Component
Technique - LASSO) that does not involve rotation of loadings and is based on the
LASSO (least absolute shrinkage and selection operator, (Tibshirani, 1996)). The idea
is to find loadings that successively maximise the variance of the scores while imposing
the constraint that the sum of p loadings for a particular component is less than or
equal to some tuning parameter t. For t ≥ √p this is the PCA solution while for
t = 1 there is exactly one non-zero loading in each component. There is no solution
for t < 1. Jolliffe and Uddin (2000) explain that none of these simplifications are able
to produce orthogonal loadings as well as uncorrelated scores, a key feature of PCA.
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Demsˇar et al. (2013) note that SCoTLASS has high computational cost and that more
efficient algorithms for sparse principal components have been developed such as Zou
et al. (2006) and Shen and Huang (2008). Guo et al. (2015) use a weighted version of the
LASSO method for sparse principal components analysis in Zou et al. (2006) to perform
PCA on imaging data which is high dimensional (large p) but with a small number of
observations (small N).
This section has described the technical detail and introduced notation for two statistical
approaches that can be used to identify common temporal patterns in spatiotemporal
data. Dynamic factor analysis is applied to data provided by the EA in Section 2.2.1
and Section 2.2.2. Principal components analysis, specifically when applied to spa-
tiotemporal data, is considered in Chapter 5. The strengths and weaknesses of these
two approaches are discussed in the relevant sections of this thesis.
1.5 Statistical issues with environmental data
Henderson (2006) states that:
Water quality trend analysis is often required to confront data that are:
highly variable; irregularly collected and subject to missing values; posi-
tively skewed; censored at detection limits; subject to seasonal variation;
temporally correlated and potentially confounded with other covariates.
and these issues are found in many environmental examples. This section will address
the problems of data that are irregularly collected, subject to missing values, censored
at detection limits, subject to seasonal variation and temporally correlated as well as
data that are spatially correlated. Highly variable data has already been addressed by
taking a natural log transformation of TON observations and covariates are discussed
in Chapter 4 within the context of spatial rather than temporal trends.
1.5.1 Autocorrelation
Many statistical methods assume observations are independent but this is often not
valid for spatio-temporal data. Data recorded over time can be correlated as can data
recorded in space where it is assumed that observations close together in time or space
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are more similar than observations far apart. When analysing spatio-temporal data it is
necessary to take into account correlation between observations as not doing so will lead
to underestimation of standard errors of model parameters (Cressie, 1993). In this situ-
ation autocorrelation is viewed as a nuisance parameter since it affects the estimation of
model parameters and must be accounted for, even if there is no interest in using the au-
tocorrelation structure for predictive purposes. For example, Cressie (1993) shows that
correlated data have fewer effective degrees of freedom than independent data which can
cause spuriously significant parameters while estimating trends and seasonal patterns
meaning that statistical models might be developed with more statistically significant
parameters than are actually required. Giannitrapani et al. (2006) note that the main
effect of autocorrelation is on standard errors and model comparisons rather than af-
fecting estimation of the trend and seasonal pattern and show how the residual sum of
squares, degrees of freedom and standard errors in additive models can be adjusted for
autocorrelation. The particular form of autocorrelation is therefore only of interest in
that it is used to make adjustments to model selection procedures.
It might also be that there is interest in identifying and modelling the autocorrelation
structure explicitly. Examples of this can be found in geostatistical examples where the
spatial autocorrelation function is first identified and then used to make predictions at
unsampled locations. Spatial autocorrelation models for river networks are discussed in
detail in this thesis. Methods used to estimate temporal and spatial autocorrelation are
described in this section and estimation of spatial autocorrelation specifically for river
networks are discussed in Chapter 3.
First, statistical approaches to model temporal autocorrelation are described in Section
1.5.1.1 and this is followed by a description of statistical methods used to model spatial
autocorrelation in Section 1.5.1.2.
1.5.1.1 Temporal
Data recorded over time (Yt) are known as time series. A good introduction to time series
methods can be found in Brockwell and Davis (1996) which is the main reference for this
section. A single time series might be represented as the sum of a trend component (mt),
a seasonal component (st) and a stationary white noise process (εt) as in (1.22).
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Yt = mt + st + εt, where t = 1, ..., n. (1.22)
A time series is usually modelled by removing the trend and seasonal components and
applying a stationary model to the residuals ε. A time series process {Xt : t = 1, ..., n}
is strictly stationary if the joint distribution f(X1, ..., Xm) for m < n is identical to
the joint distribution f(X1+τ , ..., Xm+τ ) where τ is a time lag. In other words, shifting
the time series by τ has no effect on its joint distribution. This assumption is rather
restrictive and so in practice it is usually assumed that a time series process is weakly
stationary. This means that the mean and variance are constant over time and that
the autocovariance and autocorrelation functions depend only on the lag τ (these will
be defined later). For weak stationarity it is assumed that the first two moments of the
distribution are constant over time whereas strong stationarity also assumes that higher
moments are constant over time.
One commonly used stationary process model is the AutoRegressive or AR(p) model
written for response of interest yt as
yt =
p∑
i=1
δiyt−i + et, (1.23)
where δi are coefficients and et is a white noise process with mean of zero and constant
variance. Methods for estimating p will be discussed later. The coefficients δi can be es-
timated using methods such as the Yule-Walker equations, ordinary least squares (OLS)
or maximum likelihood. It is worth noting that if the data are normally distributed then
the OLS and maximum likelihood estimates will be the same. In the AR(p) model cor-
relation is accounted for by expressing the current value yt as a finite linear combination
of p earlier values. Alternatively, yt can be expressed in a Moving Average or MA(q)
model in terms of previous and current process innovations as
yt = et +
q∑
j=1
θjet−j , (1.24)
where θj are coefficients and et as before. The coefficients θj are estimated using condi-
tional least squares since OLS would required maximising
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n∑
t=1
[yt − µ− θ1et−1 − · · · − θqet−q]2 ,
and the parameters θj depend on the unknown random variables et−j . Combining (1.23)
and (1.24) gives an AutoRegressive Moving Average or ARMA(p,q) model:
yt =
p∑
i=1
δiyt−i + et +
q∑
j=1
θjet−j . (1.25)
Parameters of the ARMA(p,q) model are estimated using conditional least squares.
Fitting AR(p), MA(q) and ARMA(p,q) models involves first removing any trend or
seasonality before modelling the residuals with a short term correlation model and allows
the shape of the trend and/or seasonal pattern to be modelled explicitly. Another
approach involves modelling the trend, seasonality and correlation simultaneously using
an ARIMA(p,d,q) model where the trend is removed by d-order differencing but not
explicitly modelled. If Yt denotes the value of the time series at time t then the first
difference is ∆Yt = Yt − Yt−1 and this will remove a linear trend. Period differencing
can be applied for a given period d as ∆dYt = Yt − Yt−d where d is the frequency of the
data. For example, monthly recorded data would have d = 12.
A further extension of this is the SARIMA(p, d, q) × (P,D,Q) model which can be
used to remove trend and seasonality. This model is an ARIMA(P,D,Q) model with
ARIMA(p, d, q) residuals. In the SARIMA model differencing is used to obtain the
detrended series ∆Yt and then period differencing is used to remove seasonality. The
residuals can then be modelled using an ARMA(p, q) process. If more than one time
series is to be modelled then Vector ARMA or VARMA models can be used.
Once trend and seasonality have been removed either by explicit estimation or differenc-
ing it is necessary to choose which order of AR(p) or MA(q) model to fit. The sample
autocorrelation function (ACF) can be used to identify appropriate values of p or q. The
sample autocorrelation function for time series yt with sample mean y¯ at lag τ can be
written as
ρˆτ =
∑n−1
t=1 (yt − y¯)(yt+τ − y¯)∑n
t=1(yt − y¯)2
,
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which has the sample autocovariance function at lag τ as the numerator and the autoco-
variance function at lag 0 as the denominator. The ACF is the correlation between the
series yt and itself at several different lags. The ACF is plotted against several values
of τ and this is known as a correlogram. If the ACF shows significantly non-zero values
up to and including lag q this suggests an MA(q) model might be appropriate. If 95%
confidence intervals are used then it can be expected that around 5% of the q values
will give a significantly non-zero ACF value by chance and careful thought should be
given to significant results for large lags unless knowledge of the data suggests this might
be sensible. The ACF is always 1 at lag 0. A smooth decline in the ACF or tapering
(smooth decline that alternates between positive and negative values) indicates an AR
model might be more appropriate. To identify the order of an AR(p) model the partial
autocorrelation function (PACF) can be used. The PACF at lag d shows the autocorre-
lation between observations yt and yt+d not accounted for by lags 1,...,d-1 so no PACF
value is produced at lag 0. Significantly non-zero PACF values at lag d indicate an
AR(d) model is appropriate while a smooth decline in the PACF suggests an MA model
should be considered. MA and AR models of various orders can be compared using the
AIC value, described earlier in this chapter.
Often an AR(1) model is sufficient to capture autocorrelation in water quality time series.
For example Clement et al. (2006) use an AR(1) process as the temporal component in
a spatio-temporal model of dissolved oxygen in Belgian rivers and Andre´s Houseman
(2005) use a first order autoregressive model for depth data in Boston Harbour for
unequally spaced observations.
1.5.1.2 Spatial
It is common for environmental data to have a spatial component and statistical mod-
elling in this case aims to capture trends in space rather than time. There are three
broad categories of spatial data: geostatistical, areal and point process. Key texts for
spatial statistics include Cressie (1993) (spatial data), Banerjee et al. (2004) (bayesian
spatial statistics), Cressie and Wikle (2011) (spatio-temporal data), Diggle et al. (1983)
(point processes) and Chile`s and Delfiner (1999) (geostatistical). This thesis focuses
on geostatistical data and so the following section will describe models for geostatisti-
cal data; areal and point process models will not be discussed any further. References
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have been provided and should be consulted for a description of areal and point process
models.
Geostatistical data models
Suppose a stochastic process {Y (s) : s ∈ D} where D is a subset of r -dimensional
Euclidean space. In the case of spatial data, r is 2, representing a co-ordinate system.
Y (s) often represents the level of some response variable recorded at site s. It is often of
interest to make inferences about the spatial process Y (s) at unobserved locations. It is
usually assumed that spatial autocorrelation between sites depends only on the distance
between them.
Spatial autocorrelation is usually quantified using the variogram. First, the variogram is
plotted and an appropriate covariance model is fitted to estimate the parameters of the
spatial covariance function. In practice the empirical semi-variogram is used to estimate
population level covariance parameters from a sample of data, where the semi-variogram
values are the variogram values/2. Since the variogram represents variability between
pairs of spatially located points, the semi-variogram can be thought of as represent-
ing variability at a single point. Following the notation in Banerjee et al. (2004), the
empirical semi-variogram estimator γˆ(h) for a given distance h is defined to be
γˆ(h) =
1
2N(h)
∑
(si,sj)∈N(h)
[Y (si)− Y (sj)]2,
where N(h) is the set of pairs of points si, sj (such that i = j = 1, ..., n where n is the
number of monitoring sites), separated by distance h and |N(h)| is the number of pairs
of points in the set. Y (si) are realisations of stochastic process {Y (s) : s ∈ D} where D
is a fixed subset of r -dimensional Euclidean space. In the spatial context, r is usually
2 (Eastings and Northings) or 3 (Eastings, Northings and altitude above sea level for
example). For example, Y (s) might represent total oxidized nitrogen measured at a
number of monitoring sites (Figure 1.4(a)).
γˆ(h) plotted against h gives the semivariogram cloud (Figure 1.4(b)). It can be com-
putationally demanding to produce this plot and difficult to observe the relationship
between γˆ(h) and h so instead the data are ‘binned’ as in Figure 1.4(c), with selected
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(a) log(TON) (b) Semivariogram cloud
(c) Binned semivariogram (d) Fitted semivariogram model: Gaussian
Figure 1.4: Semivariogram example
values of h as midpoints for the bins. The number of bins must be carefully chosen - too
few bins can obscure the relationship between h and γˆ(h) and too many bins can result
in bins representing small numbers of pairs of points. It is often the case that N(h) is
small at large values of h and the binned semivariogram will exhibit erratic behaviour.
It is recommended (Journel and Huijbregts, 1978) that for each bin N(h) > 30.
The next step is to choose a semivariogram model to fit to the ‘data’, where the data
are now the binned values of γˆ(h). Figure 1.4(d) shows the fitted line for a Gaussian
semivariogram model for the binned semivariogram in Figure 1.4(c). Common choices
for the semivariogram model are Exponential, Gaussian and Spherical (see Table 1.2),
with Exponential and Gaussian both being special cases of the Mate´rn function. The
semivariogram model contains three parameters: nugget, sill and range. The nugget τ2
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represents variability at smaller distances than the smallest binned distance or measure-
ment error (i.e. h = 0) while the sill τ2 +σ2 (where σ2 is known as the partial sill) is the
asymptotic value of the semivariogram representing variability at large distances. The
range parameter 1/φ is the distance h at which γ(h) first reaches the sill, beyond which
observations are assumed to be independent. For some semivariogram models such as
those belonging to the Mate´rn class, the range is referred to as the effective range which
is the distance h beyond which spatial correlation is less than 0.05. In spatial statistics
distance is usually Euclidean (straight line) distance between two points. Chapter 3
discusses spatial statistics for non-Euclidean distance.
Model Semivariogram
Spherical γ(h) =

τ2 + σ2
τ2 + σ2{3φh2 − 12(φh)3}
0
if h ≥ 1/φ
if 0 < h ≤ 1/φ
otherwise
Exponential γ(h) =
{
τ2 + σ2(1− exp(−φh))
0
if h > 0
otherwise
Gaussian γ(h) =
{
τ2 + σ2(1− exp(−φ2h2))
0
if h > 0
otherwise
Table 1.2: Some commonly used variogram models.
Banerjee et al. (2004) state that fitting the semivariogram model ‘has traditionally been
as much art as science’ and note that historically the model has been fitted ‘by eye’
however more formal model selection procedures can be used such as weighted least
squares (WLS) (Cressie, 1985), maximum likelihood (ML) or restricted maximum like-
lihood (REML) (see Cressie (1993) for further details). Rathbun (1998) discusses the
use of WLS and REML for spatial modelling.
As with all statistical models, certain assumptions must be satisfied in order that the
model is valid. The assumptions for spatial modelling are:
• Y (s) is stationary
• Y (s) is ergodic
• Y (s) follows a multivariate normal distribution
• Y (s) is isotropic
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It is assumed (following the notation in Banerjee et al. (2004)) that the spatial process
has a mean µ(s) = E(Y (s)) and that the variance of Y (s) exists for all s ∈ D. Y (s) is
said to be Gaussian if Y = (Y (s1), ..., Y (sn))
> follows a multivariate normal distribution.
The process is said to be strictly stationary if for any set of n ≥ 1 sites {s1, ..., sn} and
any h ∈ Rr, the distribution of (Y (s1), ..., Y (sn)) is the same as the lagged distribution
(Y (s1 + h), ..., Y (sn + h)).
The process is said to be weakly stationary or second order stationary if the process has
a constant mean i.e. µ(s) = µ and the covariance between two sites can be described by
a covariance function C(h) that depends only the separation vector h:
Cov(Y (s), Y (s + h) = C(h).
Intrinsic stationarity is where the process has a constant mean and the variance of the
increments Y (si)−Y (sj) is a function of vector of distances h. This function is denoted
by the variogram 2γ(h) and semivariogram γ(h).
The covariance function C(h) = Cov(Y (s), Y (s + h)), when plotted, is known as the
covariogram and the relationship between the variogram and covariogram can be shown
as
2γ(h) = var(Y (s + h)− Y (s))
= var(Y (s + h)) + var(Y (s))− 2cov(Y (s + h), Y (s))
= C(0) + C(0)− 2C(h)
= 2[C(0)− C(h)]
and so γ(h) = C(0)− C(h).
The process is ergodic if C(h)→ 0 as ||h||→ ∞, where ||h|| is the length of the h vector.
This is analogous to the idea that the standard error of a sample mean→ 0 as the sample
size n→∞ only in the spatial average case n is the number of sampling locations rather
than repetitions at a single location.
The assumption of isotropy means that γ(h) is the same in all directions. Typically
this assumption can be verified using a multi-directional variogram to assess if spatial
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autocorrelation is of the same degree in all directions. This assumption is not valid
when considering a response such as point source pollution in a river network where
the relationship between pairs of monitoring stations is likely to be influenced by the
direction in which water flows between the two points. Valid covariance models for this
situation have recently been developed and are discussed in detail in Chapter 3.
Once a valid spatial covariance model has been selected, it can be used to predict
the value of the variable Y at an unobserved location Y (s0), using the data in Y =
(Y (s1), ..., Y (sn))
>. This is commonly referred to as kriging (Matheron, 1963). Kriging
allows prediction maps to be calculated across a whole geographical area where predic-
tions are based on the spatial relationships defined by the covariance function. Ordinary
kriging is when predictions are based on no covariates and Universal kriging is when
covariates are available. Block kriging is a kriging method where the average expected
value in an area around an unobserved location is predicted rather than the estimated
exact value of a single prediction point. Block kriging provides smooth interpolated
predictions. Kriging is essentially a weighted spatial average of the observed sites where
greater weight is given to observations nearer the prediction site than those further away.
Murphy et al. (2010) compare several kriging methods for water quality data.
Modelling spatial correlation among data collected on river networks provides particular
challenges since the assumption that monitoring sites close to each other in space behave
in a similar way might not hold. For example, a monitoring site located on a small
tributary river only a short distance from a monitoring site on the main stem of the
river might record very different values for water quality parameters. Spatial covariance
functions are based on Euclidean distance between monitoring sites which might not be
the best way to describe distance between monitoring sites located on river networks.
The assumption of isotropy is likely to be violated since water flows in one direction
and so it is not reasonable to expect observations recorded at upstream sites to be
influenced by observations at downstream sites. It might also be that observations
from monitoring sites not connected by water flow are correlated due to sharing runoff
from land surrounding the monitoring sites meaning that a combination of covariance
functions based on river network structure and Euclidean distance might be necessary
to describe spatial relationships across a whole river network. These problems have been
addressed by the work in ver Hoef et al. (2006), Peterson and ver Hoef (2010) and the
covariance functions developed are described in detail in Chapter 3.
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1.5.2 Missing data
This section will describe the mechanisms by which data can be ‘missing’, followed by a
discussion of the impace of missing values throughout this thesis and why missingness
may or may not be a problem. Next, some approaches that can be used to replace missing
values with a sensible numeric value (imputation) are described. Finally, statistical
methods that can accommodate missing values, specifically in the context of principal
components analysis, are discussed.
Missing data occur when a response is not recorded for a subject on a variable (or
variables in the case of multivariate data). When considering environmental data, mon-
itoring equipment can break down causing gaps in the data and monitoring networks are
altered over time by adding or removing monitoring sites. Standard statistical methods
are often designed to be applied to complete data sets such as time series methods where
it is assumed that data are recorded at regularly spaced intervals. If some observations
are missing then the data must be completed in some way or the statistical methods
modified to account for missing data. Rubin and Little (2002) provide a detailed dis-
cussion of the implications of missing data and how to adapt several statistical methods
to account for missingness. The mechanism that leads to missing data should be con-
sidered before analysing incomplete data and Rubin (1976) define these mechanisms
based on the relationship between missingness and the underlying values in the dataset.
Specifically data can be:
• Missing completely at random (MCAR): the probability of a value being missing
is not related to the observed or missing values.
• Missing at random (MAR): the probability of a value being missing is only related
to the observed values but not the unobserved values.
• Missing not at random (MNAR): there are systematic and informative reasons
why data are missing and these should be carefully considered and investigated.
Missing data are encountered throughout this thesis as values missing in time. The
statistical methods applied in Chatper 2 (dynamic factor analysis, additive models and
functional data analysis) can all accommodate data with missing values. The work in
Chapters 3 and 4 considers nitrate levels at a single time point so missing data are not
a problem here. Missing data are considered explicitly in this thesis in Chapter 5 where
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principal components analysis (PCA), introduced earlier in this chapter, is applied to
spatiotemporal data. Some attention has been given in the literature to missing data
specifically within the context of PCA. PCA requires a data set or covariance matrix
with no missing values. If missing values are present then complete case analysis can
be used so that only observations with values recorded for all variables are analysed.
Although easy to implement, this can result in working with a greatly reduced data set
and produce biased results depending on the mechanism by which missingness is caused.
Ilin and Raiko (2010) describes various approaches for applying PCA in the presence
of missing values and Nelson et al. (1996) describe methods for calculating principal
component scores when data are missing. Three broad categories of methods to deal
with missing data are discussed here: imputation, robust estimation of the covariance
matrix and the EM algorithm.
Imputation involves replacing missing values with a sensible value. This can include
replacing missing values with observed values elsewhere in the dataset (hot deck impu-
tation) or substituting the mean of the observed values for missing values (mean im-
putation). Regression imputation involves replacing missing values by values estimated
from regressing observed values. Rubin and Little (2002) note that statistical methods
must be modified to account for missing data if valid inferences are to be made. Plaia
and Bond`ı (2006) discuss single imputation for environmental data while Taylor et al.
(2013) compare principal components estimated from incomplete data where the miss-
ing observations have been replaced using imputation methods to principal components
estimated from a covariance matrix based on incomplete data. They find that principal
components from imputed data are preferable in terms of reconstruction error. Josse
and Husson (2012) introduce an iterative multiple imputation method based on PCA
that aims to minimise reconstruction error. Iterations move between estimating princi-
pal components and reconstructing the data (including missing values) and the aim is
to minimise reconstruction error. The number of components to be estimated must be
specified a priori since this number is used during the iterative algorithm. A function
based on cross validation is provided for this and graphical tools to assess the variability
of loadings as a result of imputation are provided in the missMDA (Husson and Josse,
2015) package in R. The algorithm is regularized to prevent overfitting. Josse and Hus-
son (2012) claims their approach is superior to the NIPALS (nonlinear iterative partial
least squares) algorithm (Wold and Lyttkens, 1969), an iterative method for PCA based
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on least squares regression.
The covariance matrix could be constructed using pairwise methods where the covari-
ance matrix is calculated using available values but there is no guarantee the covariance
matrix will be positive definite. Higham (2002) presents methods to approximate the
nearest positive definite covariance matrix and PCA could then be carried out on the
approximated covariance matrix. Schneider (2001) deals with missing data specifically
in the context of climate data where the number of variables (monitoring sites) greatly
exceeds the number of observations (time points), and deals with estimating mean values
and covariance matrices in the presence of missing data. The EM algorithm is employed
and regularized in a manner similar to ridge regression to deal with the fact that the
regression model parameters are being estimated from rank-deficient data. It is shown
that this method is more accurate than a non-iterative imputation technique based on
truncated principal component analysis in Smith et al. (1996) where a single smoothing
parameter is chosen for the whole data set rather than adaptive selection from GCV
used in Schneider (2001). It is also shown in Schneider (2001) that a spatial or tempo-
ral covariance structure can be used to improve estimates of missing values using the
regularised EM algorithm. Lounici et al. (2014) provide an algorithm for estimation of
a covariance matrix in the presence of missing data that does not require imputation of
the raw data values.
Rather than imputing data or constructing a covariance matrix from incomplete data,
Chen (2002) discusses using the EM algorithm to perform PCA directly on the incom-
plete data. Chen (2002) notes that for PCA it is generally assumed that the variables
have been mean centered but if a significant portion of the data are not available then
the mean might not be well estimated. Instead, Chen (2002) recommends Wiberg’s
method (Wiberg, 1976) so as to be robust against a poorly estimated mean. Rubin and
Little (2002) calls this approach a ‘model-based’ procedure. Skocˇaj et al. (2007) modify
the EM algorithm for spatio-temporal image data and assign weights of 0 to missing
values combined with a temporal smoothing parameter to improve data reconstruction
in the presence of missing values.
In this thesis, missing data are encountered in Chapter 5, where the statistical technique
discussed (PCA) requires a data set with no missing values. The method proposed in
Josse and Husson (2012) is used to estimate missing values since PCA is implemented
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using singular value decomposition performed on the data matrix, rather than eigen de-
composition performed on the covariance matrix, meaning that the missing data methods
relating to constructing a covariance matrix in the presence of missing values are not
suitable here. Although PCA can be performed in the presence of missing values using
approaches based on the EM algorithm, it seemed more appropriate to create a data
matrix with no missing values that could be used as data to investigate the effect of
adjusting PCA for spatial and/or temporal structure in the data. Adjusting PCA for
structure in the presence of missing data might lead to confounding between identifying
the effect of adjusting for known structure and the effect of missing values. The method
proposed in Josse and Husson (2012) also considers uncertainty due to missing values
and is regularised to prevent overfitting so was used in this thesis as it seemed the most
appropriate approach, given the aims of this thesis.
1.5.3 Limits of detection
This section describes statistical methods that can be applied to data where some obser-
vations are recorded as below (or above) the limit of detection, often described as ‘cen-
sored data’. First, different types of censoring are described followed by a description of
approaches commonly used to replace censored observations with a numeric value. The
strengths and weaknesses of these approaches are discussed, followed by a justification
of the method selected used to handle missing data throughout this thesis.
Data can be recorded as below (or above) the limit of detection, where it is known only
that the value of the observation is between zero and the detection limit of the laboratory
equipment (or above the maximum detection level of the equipment). This is known as
left (right) censored data when the data are recorded or reported as being below (above)
a specified threshold. Data might also be ‘interval censored’ where it is only known that
the observation lies between two values. Environmental data sets will often contain
data that are left censored and throughout this thesis it is assumed that any reference
to censored data means that the data in question are recorded as below the limit of
detection. Eastoe et al. (2006) indicate it is better to incorporate censored observations
into statistical analyses in some way rather than not at all and this is in agreement with
Helsel (2012) who says that deletion of the censored observations is the worst way of
dealing with them as it creates bias in the data. It is necessary therefore to incorporate
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the censored value into any summary statistics or analyses. This is complicated further
when a data set contains several different detection limits, possibly as a result of changes
or improvements to monitoring equipment over time and is known as ‘multiply censored’
data. Helsel (2010) gives a concise summary of the development of statistical methods
for left censored data and a more exhaustive description can be found in Helsel (2012),
on which the following section is based.
The simplest way of handling censored data is substitution where censored values are
replaced with an (arbitrary) alternative value such as the detection limit or a multiple of
the detection limit. Substitution creates bias in the data, the extent of which will depend
on the proportion of observations that are recorded as below the detection limit. Helsel
(2012) refers to substitution as ‘fabrication’ and strongly recommends this approach
should not be used. Instead, imputation methods are recommended where the idea
is to estimate summary statistics for the distribution of the data, taking into account
the censored observations. Values are then simulated based on this distribution and
subject to the constraint that the simulated value falls below the detection limit. The
simulated values are then imputed into the data set in place of the censored values. A
brief description of three common approaches to imputation is given below.
Maximum Likelihood Estimator
The maximum likelihood estimator (MLE) is a parametric approach suitable for data
with multiple detection limits and involves fitting an assumed distribution to the ob-
served data values and the proportion of censored values. The parameter estimates
obtained from the fitting procedure describe the distribution with the maximum likeli-
hood of producing the data (censored and uncensored). This method performs well if
the data set is large enough (n>30) but problems can occur if the distribution is mis-
specified, resulting in poor estimates of the mean and variance. Shumway et al. (2002)
show that if the data are thought to arise from a log-normal distribution, then back
transformation of the estimated parameters can produce biased estimates due to the
non-linear relationship between the log (transformed) and linear (original) scales. Bias
corrections can be carried out but Shumway et al. (2002) state that under severe censor-
ing conditions many bias corrections correct in the wrong direction. They propose a bias
correction based on the Quenouille-Tukey jacknife to avoid this problem. Helsel (2012)
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states that if the data are log-normally distributed and there is enough uncensored data
to adequately estimate the parameters of the distribution then MLE provides the best
estimate. It is also noted that ‘large’ increases with increased skewness.
Kaplan-Meier
The Kaplan-Meier (KM) approach is a non-parametric technique developed for use in
survival analysis where the observations are often right censored. Helsel (1990) suggests
this technique could be used for left censored data by ‘flipping’ the data to construct a
right censored data set to which standard survival analysis techniques can be applied to
calculate summary statistics of the data set. A fixed constant is chosen (a value greater
than the maximum observed value say) and each (censored and uncensored) value is
subtracted from this constant.
The KM approach in the context of survival analysis estimates the probability that
observations will survive beyond a certain timepoint. For left censored data, this means
that the probability that observations will fall below a limit of detection is estimated.
This method is suitable for data with multiple detection limits when less than 50%
of observations are censored (Helsel, 2012). An advantage of this technique is that it
does not require specification of a probability distribution thus removing the risk of
misspecification suffered by MLE. Helsel (2010) notes however that KM should only be
used when there are multiple detection limits.
Regression on Order Statistics
Regression on Order Statistics (ROS), first proposed by Helsel and Cohn (1988), is a
semi-parametric method that models censored distributions using a linear regression
model of observed values against their normal quantiles. It is assumed that the response
(uncensored observations) is a linear function of the explanatory variable (normal quan-
tiles) and that the errors have constant variance. The ROS method is described below
following the notation in Shumway et al. (2002).
Suppose there are no transformed (log transformed or otherwise) observations yi, i =
1, ..., n0 below a common transformed detection limit U and n1 observations yi : i =
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n0 + 1, ..., n0 +n1 that are observed and greater than U . Assuming that yi
iid∼ N(µy, σ2y),
the mean and variance will satisfy the equation
yi = µy + σyΦ
−1(Pi),
where Pi = prob(Yi) ≤ yi and Φ−1(·) denotes the inverse of the cumulative normal
distribution function. Under this setup, a regression on the normal scores should yield
an intercept and slope parameter that are the mean and variance of the transformed
observations. It is common (Shumway et al., 2002) to replace the probabilities by the
adjusted ranks so that the regression becomes
yi = µy + σyΦ
−1
(
i− 3/8
n+ 1/4
)
+ εi, (1.26)
where i = n0 + 1, n0 + 2, ..., n0 + n1 and εi are uncorrelated and have equal variance.
Predicted values for the censored values can be obtained using Equation (1.26) and then
back-transformed (if necessary) along with the uncensored observations. The mean and
variance can then be calculated on the original scale.
Shumway et al. (2002) found that ROS produces estimates of the same quality as MLE
for moderate (n = 50) samples, and of better quality than MLE for small (n = 20)
samples. Helsel (2012) states that ROS is an alternative to Kaplan-Meier (the most
generally applicable method) when more than 50% of the data are censored and an
estimate of the median is desired. Helsel (2012) also states that ROS outperforms MLE
when n < 30 and is more effective when 50% to 80% of observations are censored.
The ROS method is used in this thesis to impute suitable values for observations recorded
as below the limit of detection. This method was chosen since the time series analysed
in this thesis have up to 50% of observations recorded as ‘below the detection limit’ and
there are multiple detection limits. ROS is a suitable imputation method for both of
these situations. ROS was applied using the NADA (Lee, 2012) package in R.
Section 1.5 has addressed many of the issues commonly encountered when working with
spatiotemporal/environmental data mentioned in Henderson (2006). Temporal corre-
lation is accounted for in Chapter 2 using dynamic factor analysis and principal com-
ponents analysis is adjusted for temporal correlation in Chapter 5. Spatial correlation
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is revisited in Chapters 3-5 where spatial correlation in the context of river networks
is specifically discussed. Missing values in the data are replaced with values estimated
using the methods proposed in Josse and Husson (2012) when it is necessary to work
with a complete data set in Chapter 5. Limit of detection issues were addressed before
any analysis was carried out in Chapters 2-5 and the ROS method was used, for the
reasons discussed in Section 1.5.3.
1.6 Aims and objectives
This chapter has introduced water quality monitoring and described several statistical
methods that can be used to estimate temporal and spatial patterns of water quality
parameters. The motivation for considering such approaches is that regulatory agencies
are coming under increasing pressure to reduce costs and one way to do this would
be to enhance statistical analyses by incorporating spatial information into statistical
techniques. This would increase the information on which statistical models are based
without a corresponding increase from collecting additional data. The remainder of this
thesis concentrates on identifying and comparing temporal trends and adapting existing
statistical methods to account for known spatial and temporal structure. The overall
aim of this thesis is to develop statistical methods to identify common temporal patterns
in water quality data which take into account the spatial structure of river networks.
Specifically this thesis aims to
1. Develop statistical methods to compare curves and identify the nature of any
differences.
2. Determine an appropriate spatial covariance structure for data recorded on river
networks by considering spatial relationships at multiple scales.
3. Develop a study to compare statistical models based on spatial covariance functions
with models based on spatially observed covariates.
4. Design and implement a study to assess the effect of reducing the size of a water
quality monitoring network.
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5. Develop a novel adaptation of a dimension reduction technique to identify domi-
nant temporal patterns, taking into account known spatial and temporal structure
in the data.
Chapter 2
Comparing temporal trends and
seasonal patterns
This chapter presents exploratory analysis of the data provided by the Environment
Agency, and proposes methods that can be used to compare temporal trends and sea-
sonal patterns estimated for different spatial locations and estimated using a variety of
statistical methods.
Chapter 1 introduced several statistical methods commonly used to estimate temporal
trends and seasonal patterns in water quality data. These temporal patterns could be
estimated at individual monitoring sites or for large hydrological areas (LHA’s, defined
in Section 1.1) where data for several monitoring sites are combined. Once estimated,
these curves can be compared to find similarities or differences between sites or LHA’s,
and to try to understand the nature of any differences. Differences might be a result of
geographic location, indicated by changes in curves moving from North to South or East
to West, for example. Differences in shape of curves might also be a result of biological
drivers identified by regulatory agencies and so identification of differences might improve
understanding of the processes driving seasonal patterns in the data.
There are many ways in which curves might be compared and the nature of differences
and similarities assessed, some of these are described below. Next, a dimension reduction
technique - dynamic factor analysis (DFA) - is used to identify dominant patterns in
the temporal and seasonal evolution of nitrates at LHA level. DFA is used to provide
an initial exploration of a large complex dataset with the aim of identifying temporal
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patterns common to several LHA’s. Following this, the focus of the chapter moves
to a single LHA where the temporal and seasonal pattern is estimated using other
statistical methods. Many statisticians will use their own preferred statistical method
for estimating temporal trends and seasonal patterns without any guidance as to which
method is most appropriate. A novel approach is developed to compare the shapes of
curves estimated from commonly used statistical methods, described in Section 1.3 and
Section 1.4, to understand how these methods might lead to different conclusions about
the data.
Finally, the Comments section includes some discussion on improvements that could be
made to the proposed comparison methods. A discussion on how each of the statisti-
cal methods compared in Section 2.2.2 incorporates spatial information is also given,
along with guidelines to help analysts choose which statistical method to use when esti-
mating temporal trend and seasonal pattern for data collected from several monitoring
sites.
2.1 Comparing curves
Curves can be compared in terms of differences or similarities between curves (or groups
of curves). This section describes several methods discussed in the literature by which
these might be assessed.
Differences
Many methods in the literature compare two or more non-parametric regression curves
where it is assumed that each curve represents a different group. Hall and Hart (1990)
test the equality of two non-parametric mean curves using a bootstrap test with an ap-
plication to acid rain data. Ha¨rdle and Marron (1990) compare non-parametric curves
in a parametric framework. Delgado (1993) propose a method to test the equality of
several nonparametric smooth curves that does not depend on the choice of smoothing
parameter. Young and Bowman (1995) discuss an adaptation of analysis of variance for
non-parametric curves where curves are estimated using the Gasser-Mu¨ller approach to
reduced bias in the estimation of the smooth function and apply this to Spanish onion
data. Dette and Neumeyer (2001) also describes methods for non-parametric analysis
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of covariance and note that their method is applicable in cases of different design points
and heteroscedastic errors. Neumeyer et al. (2003) propose a test to compare two curves
that allows for different design points and heteroscedastic errors and resolve problems
in the proofs of Kulasekera (1995) and Kulasekera and Wang (1997) who compare re-
gression curves with different design points but under the assumption of homoscedastic
errors. Pardo-Ferna´ndez et al. (2007) develop a method for testing the equality of two or
more non-parametric regression functions using Kolmogorov-Smirnov and Crame´r-von
Mises type statistics and apply this to Dutch household expenditure data. Park and
Kang (2008) modify the SiZer method (introduced in Chapter 1) to compare two or
more smooth regression curves estimated using local linear regression fitted with Gaus-
sian kernel weighted least squares for a variety of bandwidths. Confidence intervals
(adjusted for multiple comparisons) are calculated for the difference between two curves
at a specific time point and bandwidth and these are used to assess the significance of
differences between curves.
Statistical methods also exist to compare groups of non-parametric curves to investigate
differences in group means. Fan and Lin (1998) compare two or more groups of non-
parametric curves using an adaptive Neyman test and wavelet thresholding. Walker
and Wright (2002) compare groups of non-parametric curves fitted using generalized
additive models with an adapted anlysis of variance approach. This method is suitable
in cases where each curve is based on the same design points and has the same level of
smoothing and can also be used to compare several smooth curves as well as groups of
curves. Zhang et al. (2010) consider a hypothesis test that two groups of curves observed
without noise have the same mean function. There are many examples in the functional
data analysis literature where groups of curves are compared using a functional version
of analysis of variance (fANOVA). For example, Sain et al. (2011) compare two dynamic
downscaling methods with an application to summer temperature and precipitation
over North America, Saeys et al. (2008) show how fANOVA can be used to analyse
spectroscopy data, Cortina-Borja et al. (2011) apply fANOVA to physical activity data
to identify times of the day and year when children are most active and Andrade et al.
(2014) use fANOVA to investigate the effect of walking sticks on the gait of stroke
patients. Some adaptations of the fANOVA methodolgoy include Kaufman et al. (2010)
who implement fANOVA within a Bayesian framework and Girimurugan and Chicken
(2013) who develop wavelet ANOVA for functional data.
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If any of the tests described above show that curves, or groups of curves, are signifi-
cantly different then the next stage of the analysis will be to investigate the nature of
the differences. For example, in functional data analysis, Vsevolozhskaya et al. (2014)
compare treatment levels and develop follow up pairwise comparison tests to investigate
significant differences between group means over small ranges of time to find out at what
time points the treatments differ. Cox and Lee (2008) also develop a multiple compari-
son method but for pointwise comparisons and show that their adjustment for multiple
testing is an improvement on the Bonferroni correction which does not perform well due
to the presence of temporal correlation. Functional PCA can help identify sections of
curves that are the main sources of variability (Ramsay and Silverman, 2006).
Rather than comparing the mean or variance of curves, it might be of interest to compare
curves based on shape. For example, Minas et al. (2011) uses functional data analysis
techniques to produce gene expression curves and note that most tests of differences
between groups are based on area between curves or the sum of squared differences
between curves at a number of discrete points on the x-axis. Distance measures reflecting
differences in shape are described and a test statistic is developed to test the hypothesis
that the shape of the mean curve for two or more groups is the same.
Differences in shape of curves might be investigated by considering derivatives of the
curves rather than the original curves. Djurdjevic et al. (2012) use the first derivative to
investigate the dendrite coherency point of alloys, Amna et al. (2012) look at the first
derivative of bacterial growth curves, McIntyre et al. (2011) use the first derivative of
spectra curves to detect counterfeit whisky samples. The second derivative of near infra
red spectral data is used in Sinelli et al. (2010) to monitor the freshness of minced beef
and Shen et al. (2012) use the second derivative of spectra curves to discriminate between
Chinese rice wines. Mu¨ller (2012) discusses the use of derivatives of growth curves to
investigate child growth. Gorrostieta et al. (2014) use the first and second derivatives to
characterise ocean wave profiles. Chaudhuri and Marron (2002) discuss the benefits of
investigating the second derivative, or curvature, of a curve as well as the first derivative,
or slope. Silverman and Ramsay (2005) notes that when finding landmarks on a smooth
curve it is often easier to identify landmark locations at some derivative level. Within
the SiZer framework described in Chapter 1 Chaudhuri and Marron (1999) and Hannig
and Marron (2006) show how to calculate confidence intervals for derivative curves with
adjustments made for multiple comparisons since confidence intervals are calculated for
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several time points and a range of bandwidths. Orr et al. (2015) simulate curves using
the output from an additive model fitted using the mgcv package (Wood, 2006) in R
and this method can be adapted to simulate derivative curves from which the 2.5th and
97.5th quantiles can be calculated as the lower and upper limits of a confidence interval
(Simpson, 2014).
In the functional data literature differences in shape of curves might be investigated by
considering registered curves where curves are aligned based on landmarks of interest
(Ramsay and Silverman, 1997). Rather than simply analysing the aligned curves it might
be of interest to analyse properties of the alignment procedure such as the horizontal
variance of the curves as in Lu and Marron (2013).
This section has provided many examples found in the literature to compare curves,
compare groups of curves and identify the nature/location of any significant differences.
In Section 2.2.2 the approach developed in Minas et al. (2011) is used to compare
curves estimated using several statistical methods, to investigate differences between
these estimated temporal trends and seasonal patterns. This approach was chosen since
comparisons are based on shape rather than estimated values and this is useful since not
all curves being compared are estimated on the same scale.
Similarities
The previous section discussed some statistical methods for finding significant differences
between curves but another option is to look for similarity between curves. Magnuson
et al. (1990) state that temporal coherence is the “degree to which different locations
within a region behave similarly through time” and there are many different exam-
ples in the literature of how “similarly” might be defined, some of which are described
here.
Correlation has been used as a measure of coherency between time series in many studies.
For example, Magnuson et al. (1990) estimate the correlation between data recorded at
seven lakes in Wisconsin, USA, over a seven year period for 37 limnological variables.
Correlation is calculated between pairs of lakes for each of the variables and mean
correlation and percentage of strong correlations were calculated for each pair of lakes
across all variables and for each pair of variables across all lakes. George et al. (2000)
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use a similar approach to investigate coherence between six lakes in the Lake District,
UK, for seven variables recorded over a 30-40 year period. Average coherence was
calculated for each variable between lake pairs for each season to investigate differences
in coherence due to seasonality. Other examples of using correlation between time series
as a measure of temporal coherence include Pace and Cole (2002), Fo¨lster et al. (2005),
Magnuson et al. (2006), Patoine and Leavitt (2006), Lansac-Toˆha et al. (2008), Caliman
et al. (2010) and Sa´nchez-Lo´pez et al. (2015). Ghanbari and Bravo (2011) use squared
coherence, the frequency domain analogue of correlation to investigate the strength of
linear relationships between lake ice, local climate and teleconnections (see also Hanson
et al. (2004) and Kao et al. (2008) for further examples.).
Time series can be represented in the frequency domain as wavelets that capture non-
regular periodicities in the data. Regular periodicity is usually represented using Fourier
analysis. Grinsted et al. (2004) develop a measure of coherency that can be used to com-
pare the wavelet representation of two time series and apply this to a comparison of the
Arctic Oscillation and Baltic Sea ice extent. Maraun and Kurths (2004) introduce a
statistical test based on Monte Carlo simulations to assess the significance of wavelet
coherency. Hassan et al. (2010) consider wavelet coherence for uterine electrical ac-
tivity and Sanderson et al. (2010) develop a novel measure of wavelet coherency with
applications to neuroscience data. Other examples of coherency measured in the wavelet
frequency domain include Lachaux et al. (2002) (brain signals) and Polansky et al. (2010)
(animal location time series). Park et al. (2014) and references therein provide detailed
results for wavelet coherence and wavelet partial coherence.
Hari et al. (2006) define coherence as the proportion of variance shared (or R2 in standard
linear modelling terminology) between a linearly detrended time series of river water
temperature and the linearly detrended mean of the other 24 time series. This approach
is also used by Baines et al. (2000) who note that R2 might have an advantage over
the Pearson correlation coefficient since it does not differentiate between positive and
negative relationships.
Blenckner et al. (2007) use a meta-analysis approach, usually found in biostatistical
applications, to investigate the common patterns in physical, chemical and biological
traits in 18 lakes in Europe and coherency between these traits and the North Atlantic
Oscillation. This is not a meta-analysis in the usual sense however since Blenckner
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et al. (2007) apply all analyses to a single data set rather than combining multiple data
studies to provide an overall estimate of trend. By using a meta-analysis approach
however Blenckner et al. (2007) are able to focus on common trends shared by the 18
lakes rather than looking at each lake individually.
Coherency of time series might also be investigated using principal components analysis
(PCA), introduced in Chapter 1, where PCA is used to find locations that behave in a
similar way over time, called “regionalization” (Ehrendorfer, 1987). PCA for regionalisa-
tion has been applied in areas including rainfall (Ehrendorfer (1987), Neal et al. (2004)),
hydrology (Monk et al. (2007), Carey et al. (2010)), surface wind (Jime´nez et al., 2008)
and streamflow (Kahya et al., 2008).
Dynamic factor analysis (DFA) described in Chapter 1 can be used to model common
temporal patterns among many time series. Time series with loadings of similar mag-
nitude for a particular common trend can be said to behave in a similar way over time.
An appealing feature of DFA is that the estimated common trends are constructed to
have temporal dependence.
In functional data analysis, functional clustering can be used to find groups of curves
with similar behaviour over time as in James and Sugar (2003), Henderson (2006),
Ignaccolo et al. (2008) and Haggarty (2012).
This section has described many examples found in the literature to identify similari-
ties between curves. In this thesis dynamic factor analysis (Chapter 2) and principal
components analysis (Chapter 5) are used to identify LHA’s or monitoring sites exhibit-
ing similar temporal trends and seasonal patterns. In particular, a novel adaptation
of PCA is developed to account for river network structure. The results for DFA and
PCA are easily plotted as time series or maps and thus are suitable when working with
spatiotemporal data.
2.2 Application to EA data
The previous section described several methods that could be used to investigate differ-
ences and similarities between (groups of) curves. This thesis aims to adapt statistical
methods that can be used to identify common temporal patterns to take into account
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spatial relationships in the data. As a first step towards this, dynamic factor analysis
(DFA, described in Chapter 1) is applied to the 59 temporal trends and seasonal patterns
estimated at LHA level. This provides some exploratory analysis of the data and im-
proves understanding of a statistical technique suitable for identifying common temporal
patterns. DFA is applied in this chapter assuming spatial independence, a reasonable
assumption when the spatial units of interest are LHA’s, constructed to be independent
of surrounding areas. This assumption is not suitable however when focussing within a
single LHA since spatial dependence is likely to be present in river networks. Spatial
dependence within a river network is investigated in detail in Chapters 3 and 4. The
temporal trend and seasonal pattern are estimated for a single LHA using four different
statistical methods. Analysts will often favour a particular statistical technique rather
than explore several possible analysis methods. Section 2.2.2 develops a novel approach
to compare the temporal trends and seasonal patterns estimated from four statistical
methods, with the aim of identifying differences in shape and to assess if different statis-
tical methods lead to different conclusions. The curves will be compared using the DBF
statistic (Minas et al., 2011), to test if the shapes of curves are significantly different, and
curvature will be used to determine the nature of any significant differences. The DBF
statistic and curvature calculations are described in detail below followed by application
of these methods to the data from an LHA in Wales.
DBF statistic
Minas et al. (2011) propose the distance based test statistic
DBF∆dV = tr(B∆dV )/tr(W∆dV ),
where tr(B∆dV ) and tr(W∆dV ) are the trace of distance matrices representing between
and within group variability, respectively. DBF∆dV is used to test the hypotheses
H0 : dV (µ
(i), µ(j)) = 0 vs. H1 : dV (µ
(i), µ(j)) 6= 0.
Marron and Tsybakov (1995) show that dV between the mean functions of two groups
of curves µ(i) and µ(j) can be calculated as
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dV (µ
(i), µ(j)) ≡
(∫ 1
0
δ(i, j)2dt+
∫ 1
0
δ(j, i)2dt
) 1
2
, (2.1)
where for a given time-point t, δ(i, j) is the minimum Euclidean distance between point
µ(i)(t) and all points on µ(j)(i 6= j) and δ(j, i) is the minimum Euclidean distance
between point µ(j)(t) and all points on µ(i). This measure of distance aims to capture
how differences between curves are judged ‘by eye’.
The test is accomplished by calculating visual distance dV for all pairs of curves and
creating a distance matrix whose rows and columns are labelled by group number. The
DBF statistic is calculated and the rows and columns are permuted P times with the
DBF statistic calculated for each permutation. The p-value of the test is the proportion
of times the DBF statistic from the permuted distance matrix is greater than the original
DBF statistic. The test can also be used to compare more than two functional mean
curves. To compute the DBF statistic in Minas et al. (2011) the curves must first be
normalised thus ensuring similarity relates to the shape of the curves being compared
rather than scale (Minas et al., 2011). Normalisation can be carried out as in (2.2) where
yLt are log(TON) for LHA L : 1, ..., 59 at time point t : 1, ..., T .
yLtnorm =
yLt −min(yLt)
max(yLt)−min(yLt) (2.2)
The DBF test is a global test of differences and does not provide information on the
nature of any differences. A visual aid would be useful to help identify the nature of
differences between curves. The next section describes how curvature of a graph is
calculated and later in the chapter plots of curvature are used to highlight some of
the differences in shape between curves once the global test of differences indicates the
presence of significant differences.
Curvature
Curvature (or κ(t)), calculated using (2.3) where f ′(t) and f ′′(t) are the first and second
derivatives respectively of a smooth curve at time t, is a measure of how ‘bendy’ a curve
is.
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κ(t) =
f ′′(t)
[1 + (f ′(t))2]
3
2
(2.3)
Large positive or negative values of κ(t) indicate turning points and a value of zero
means there is no curvature i.e. a straight line. If it can be assumed that the slope of
the curve (the first derivative) is small compared to unity then the second derivative can
be used as an approximation to (2.3). First and second derivative curves are calculated
in this thesis using the SiZer (Sonderegger, 2012) package in R.
Since the smooth curve is the smoothed version of an estimate of temporal trend or
seasonal pattern rather than true value it would be useful to have a confidence interval
for κ(t) and this requires knowledge of the distribution of κ(t). Meyer (1970) shows how
a Taylor expansion of κ(t) can be used to approximate the expectation and variance of
κ(t) which can be used to calculate a confidence band for the curvature curve. f ′′(t)
and f ′(t) can be thought of as random variables with a meant and variancet (obtained
from the SiZer output). To calculate a 95% confidence interval for κ(t), start by writing
(2.3) as
Z =
X
Y
i.e. Z = H(X,Y ) (2.4)
where Z = κ(t), X = f ′′(t) and Y = [1+f ′(t)2]
3
2 . The problem now is to estimate E(Z)
and V (Z), the mean and variance of a ratio of random variables. According to Meyer
(1970),
E(Z) ' H(µX , µY ) + 12
[
δ2H
δX2
σ2X +
δ2H
δY 2
σ2Y
]
,
V (Z) ' [ δHδX ]2 σ2X + [ δHδY ]2 σ2Y ,
(2.5)
where H = H(µX , µY ) is H (see Equation (2.4)) evaluated at µX , µY . To calculate this
µX and σ
2
X are obtained from the SiZer output and µY and σ
2
Y can be calculated as a
function of a single random variable as in Meyer (1970) as follows:
Let S = H(T ) = (1 + T 2)3/2, (2.6)
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where T = f ′(t) is a function of a single random variable. Meyer (1970) show that the
mean and variance of S (E(S) and V(S) respectively) can be calculated as
E(S) ' H(µT ) + H
′′(µT )
2 σ
2
T
=
[
1 + µ2T
]3/2
+
3(1+µ2T )
1/2+3µ2T (1+µ
2
T )
−1/2
2 σ
2
T
= µY ,
V (S) ' [H ′(µT )]2 σ2T
=
[
3T
(
1 + µ2T
)1/2]2
σ2T
= σ2Y .
Remembering that Z = XY , this gives
δH
δX =
1
Y ,
δH
δY =
−X
Y 2
,
δ2H
δX2
= 0,
δ2H
δY 2
= 2X
Y 3
.
(2.7)
The expressions in (2.7) can be substituted into (2.5) giving
E(Z) ' µXµY + 12
[
0 + µX
µ3Y
σ2Y
]
,
V (Z) '
[
1
µY
]2
σ2X +
[
−µX
µ2Y
]2
σ2Y .
An approximate 95% confidence interval for Z, assuming X and Y in (2.4) are indepen-
dent and κ(t) are normally distributed, can now be calculated as
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E(Z)± q ×
√
V (Z). (2.8)
In (2.8) q = 1.96 is the 97.5th quantile of a standard normal distribution, N(0,1), thus
giving a 95% confidence interval at several discrete values on the x-axis. Since multiple
confidence intervals are calculated it would be better to make an adjustment to the
quantile value so that intervals are not so small as to induce spurious significant results.
Chaudhuri and Marron (1999) and Hannig and Marron (2006) show how to calculate a
suitable quantile value that takes into account multiple comparisons for both the first and
second derivatives. Since the second derivative is a good approximation to curvature, the
97.5th quantile from the second derivative calculations could be used rather than from
the standard normal distribution to give more conservative estimates of the confidence
intervals.
The confidence interval calculations could be further improved by considering the dis-
tribution theory described in Chaudhuri and Marron (1999) and Hannig and Marron
(2006). Adjustments to the calculation could also be made by including a covariance
term in the Taylor expansion of the curvature formula to account for dependence between
the first and second derivatives.
2.2.1 Common temporal trends and seasonal patterns
This section will show how the DBF statistic and curvature can be used to compare
temporal trends and seasonal patterns estimated for each of the 59 LHA’s in England
and Wales. The aim is to provide some exploratory data analysis of the large data set
provided by the EA and to investigate whether common patterns can be found among
LHA’s. This is a first step towards finding common patterns within LHA’s: LHA’s are
defined to be spatially independent and this assumption means that the complex spatial
correlation based on river network structure found within an LHA does not need to
be incorporated in this analysis. Later in this thesis (Chapters 3-5), spatial dependence
within an LHA will be considered in detail and methods will be developed to incorporate
the spatial structure found within an LHA into common patterns methodology.
Bowman et al. (2010) and Miller et al. (2014) modelled smooth temporal trends and
seasonal patterns of OP and TON for each of the 59 LHA’s in England and Wales
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using additive models as in Section 1.3.1. Functional mean curves were estimated for
temporal trend and seasonal pattern with corresponding 95% confidence intervals and
LHA’s whose smooth functions did not fall within the intervals were classed as behaving
differently from average. In this section, the smooth functions will be compared using
dynamic factor analysis to investigate common patterns shared among the 59 LHA’s for
both temporal trend and seasonality.
Temporal trends and seasonal patterns of log(TON) were estimated for each LHA using
additive models fitted using the mgcv package in R. The data from all monitoring sites
within an LHA were modelled using (2.9), where m indexes spatial site (m = 1, ...,mL
and mL is the number of monitoring sites in LHAL, L = 1, ..., 59), t indexes date in
decimal date format (t ∈ [1995.000, ..., 2010.997]), r indexes day of year (r = 1, ..., 365),
εmtr
iid∼ N(0, σ2), si() are smooth terms and ki is the dimension of the basis used to
represent the i = 1, 2, 3 smooth terms. The spatial term, s1(), is estimated using a thin
plate regression spline since this type of spline is optimal for fitting a smooth spatial
surface (Wood, 2006). The trend term s2() is estimated with a cubic regression spline
and the seasonal term s3() is a cyclic cubic regression spline since this type of spline forces
the endpoints of the estimated curve to be equal thus ensuring no gap between the end
of one year and the beginning of the next. Two methods - GCV and REML - were used
to estimate k and both gave similar results. In Equation (2.9) k1 = 12, k2 = 9, k3 = 8.
These values for k in (2.9) also result in similar degrees of freedom to the models fitted
in Bowman et al. (2010). Temporal trends and seasonal patterns were modelled for the
time period 1995 to 2010 since few data points were available for 1990-1994.
log(TON)mtr = s1(Eastingm,Northingm, k1)
+ s2(t, k2)
+ s3(r, k3)
+ εmtr
(2.9)
After extracting spatial information from (2.9), values of log(TON) were predicted for
250 equally spaced time points for s2() and for 300 equally spaced time points for s3().
Each point had noise added as a random draw from the distribution of residuals from
each LHA model and were drawn from a normal distribution with mean of zero and
standard deviation of the residuals from the fitted model. These noisy temporal trends
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and seasonal patterns were modelled for all 59 LHA’s using DFA. Three types of DFA
model were fitted: two assuming LHA’s are independent and one incorporating spatial
dependence between LHA’s. The models assuming independence were fitted using a
diagonal covariance matrix of the form in (2.10). The diagonal elements of this covariance
matrix are either allowed to be different or constrained to be equal and each element of
the diagonal reflects the variance of log(TON) in an individual LHA. Spatial dependence
is assumed if the model is fitted using a covariance matrix of the form in (2.11). The off-
diagonal elements of this matrix represent spatial relationships in the data not captured
by the common trends.

σ1,1 0 . . . 0
0 σ2,2 . . . 0
...
...
. . .
...
0 0 . . . σn,n
 (2.10)

σ1,1 σ1,2 . . . σ1,n
σ2,1 σ2,2 . . . σ2,n
...
...
. . .
...
σn,1 σn,2 . . . σn,n
 (2.11)
DFA was implemented as follows:
1. Fit a model with 1 common trend and a diagonal covariance matrix and record
the AIC value.
2. Fit a model with 1 common trend and a non-diagonal covariance matrix and record
the AIC value.
3. Repeat (1) and (2) for models with 2 common trends and record the AIC values.
4. If the AIC values from (3) are greater than in (1) and (2) then stop and conclude
that 1 common trend is sufficient to describe the temporal trend. The ‘best’ model
from (1) and (2) is the one with the smallest AIC value i.e. the most appropriate
covariance structure (diagonal or non-diagonal) is also determined using AIC.
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5. If the AIC values from (3) are less than in (1) and (2) then continue fitting DFA
models by increasing the number of common trends to be estimated until AIC
values start to increase. The best model is the one with the lowest AIC value.
2.2.1.1 Temporal trend
DFA models were fitted to the 59 noisy temporal trends fitted using (2.9). Up to 5
common trends were estimated and diagonal and equal, diagonal and unequal, and un-
constrained covariance structures were used. For the unconstrained covariance models
only 1 and 2 common trends were estimated since these models are computationally
demanding. Table 2.1 contains the log likelihood and the difference between AIC value
for the best fitting model and AIC for all other models fitted. The best model (high-
lighted in bold) as determined by AIC value is model 1 which has one common trend
and a diagonal and equal covariance structure indicating equal variance for all LHA’s.
The left panel of Figure 2.1 shows the loadings for model 1. LHA’s with a loading less
than 0.001 are not shown. The plot on the right shows the pattern of the common trend
and indicates peaks in log(TON) at 1997 and 2003-2005 but with an overall decrease
between 1995 and 2010. The map in Figure 2.2 shows the LHA’s coloured by loading
value.
Model Covariance structure m logLik delta.AIC
1 diagonal and equal 1 -20,745 0
2 diagonal and equal 2 -20, 705 37
3 diagonal and equal 3 -20, 672 87
6 diagonal and unequal 1 -20, 741 108
7 diagonal and unequal 2 -20, 701 146
4 diagonal and equal 4 -20, 647 152
8 diagonal and unequal 3 -20, 667 197
5 diagonal and equal 5 -20, 620 212
9 diagonal and unequal 4 -20, 641 261
10 diagonal and unequal 5 -20, 615 323
11 unconstrained 1 -19, 815 2195
12 unconstrained 2 -19, 773 2262
Table 2.1: Results from DFA for temporal trend. m: number of common trends
estimated, logLik: log likelihood, delta.AIC: difference between AIC values of best
model and other model.
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Figure 2.1: Loadings for model of temporal trend with 1 common trend and diagonal
and equal covariance structure. Text indicates LHA identifier e.g. X102 represents
LHA 102 (left) (see Figure 1.1). Pattern of common trend (right, solid line) with ±2
standard errors (dashed line). The y-axis shows the value of the common trend at time
t (Zt in Equation(1.17)) and is unitless.
2.2.1.2 Seasonal pattern
DFA models were fitted to the 59 noisy seasonal patterns fitted using (2.9). Up to
5 common trends were estimated and diagonal and equal, diagonal and unequal, and
unconstrained covariance structures were used. The AIC values for the DFA models can
be found in Table 2.2 where it can be seen that the DFA model with 1 common trend
and a diagonal and equal covariance structure is the best fitting model. Figure 2.3 shows
the loadings (left panel) and the shape (right panel) of the common seasonal pattern
estimated for the 59 LHA’s. As expected, the common seasonal pattern indicates that
log(TON) is at a minimum between August and September and has maximum values
at the beginning and end of the year in winter months. A map of the loadings is given
in Figure 2.4 and the pattern is similar to that seen for the temporal trend so the
spatial pattern is the same across the country for both temporal trend and seasonal
pattern.
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Figure 2.2: Map showing loadings for each LHA for model with 1 common trend and
diagonal and equal covariance matrix.
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model Covariance structure m logLik delta.AIC
1 diagonal and equal 1 -24,295 0
2 diagonal and equal 2 -24, 254 35
6 diagonal and unequal 1 -24, 273 71
3 diagonal and equal 3 -24, 221 84
7 diagonal and unequal 2 -24, 229 102
4 diagonal and equal 4 -24, 192 141
8 diagonal and unequal 3 -24, 195 151
9 diagonal and unequal 4 -24, 168 211
5 diagonal and equal 5 -24, 172 214
10 diagonal and unequal 5 -24, 147 285
11 unconstrained 1 -23, 329 2027
12 unconstrained 2 -23, 281 2076
Table 2.2: Results from DFA for seasonal pattern. m: number of common trends
estimated, logLik: log likelihood, delta.AIC: difference between AIC values of best
model and other model.
Figure 2.3: Loadings for model of seasonal pattern with 1 common trend and diagonal
and equal covariance structure. Text indicates LHA identifier e.g. X102 represents LHA
102 (left) (see Figure 1.1). Pattern of common trend (right, solid line) with ±2 standard
errors (dashed line). The y-axis shows the value of the common trend at time t (Zt in
Equation(1.17)) and is unitless.
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Figure 2.4: Map showing loadings for each LHA for model with 1 common trend and
diagonal and equal covariance matrix.
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2.2.1.3 Summary: common temporal trends and seasonal patterns
A temporal trend and seasonal pattern were modelled for each LHA and these were
compared using dynamic factor analysis to provide some initial exploration of the data
and to investigate a statistical technique suitable for identifying dominant temporal pat-
terns. It was shown that a model with a single common trend and a diagonal and equal
covariance matrix was suitable for temporal trend and seasonal pattern respectively to
describe the temporal evolution of nitrates in 59 LHA’s. The diagonal covariance ma-
trix suggests independence between the LHA’s which is in line with the construction of
LHA boundaries. Although DFA does not directly compare curves, this section has been
shown DFA to be a useful technique providing evidence of common behaviour among
LHA’s over time.
2.2.2 Comparing different estimates of temporal trend and seasonal
pattern for a single LHA
This section moves from considering temporal trends and seasonal patterns between
LHA’s to common patterns found between monitoring sites within a single LHA. Sec-
tion 2.2.1 estimated a common trend for temporal trend and seasonal pattern that was
shared among the 59 LHA’s in England and Wales. In this section a single LHA will be
investigated and comparisons made between the temporal trend and seasonal pattern
estimated using some of the methods described in Chapter 1: additive models fitted
using the mgcv and INLA packages in R, functional data analysis and dynamic factor
analysis (DFA). This is not intended to be a direct comparison of the four modelling
procedures which would require knowledge of the true underlying temporal trend and
seasonal pattern. The work in this section is a comparison of the shapes of curves es-
timated from four different models and is included here as an interesting application
of the comparison techniques (DBF statistic and curvature) described earlier in this
chapter. The aim of this study is to investigate whether the choice of statistical method
used by analysts matters and to understand how estimates of temporal trend and sea-
sonal pattern differ between models. A description of how the four modelling procedures
under consideration were implemented will be given followed by a novel comparison of
the shapes of estimated temporal trends and seasonal patterns. In the final Comments
section there is some discussion on the different ways in which spatial structure can be
Chapter 2 74
incorporated into each of the methods compared and general guidelines are proposed to
aid selection of an appropriate method to use when estimating the temporal trend and
seasonal pattern within an LHA.
In this section, four statistical methods are applied to data from a single LHA and the
estimated temporal trends and seasonal patterns are compared using visual distance
and curvature, described earlier in this chapter. The data for this investigation come
from LHA 61 which contains 28 monitoring sites and was chosen since Brodgar software
(http://www.brodgar.com/), used to implement DFA, can model approximately 30
time series at most. This LHA also contains several small river networks with few flow
connected monitoring sites so spatial correlation based on river network structure is
likely to have little influence here.
An additive model as in (2.9) was fitted to all of the data from LHA 61 using the mgcv
package in R and the temporal trend and seasonal pattern extracted from the model.
The smooth temporal trend and seasonal pattern were evaluated at 250 and 300 time
points respectively. Next, an additive model was fitted using the INLA package where
time was indexed by month and year rather than day and year.day in (2.9). A cubic
interpolation spline was used to smooth the trend curve and interpolate values at the
same dates as for the other models. Spatial structure was modelled using a triangulated
mesh of the LHA, created with settings chosen for computational efficiency and based
on recommendations in Cameletti et al. (2011) and personal communication with one of
the authors (Finn Lindgren). For functional data analysis an additive model as in (2.12)
was fitted to the data for each of the 28 monitoring sites separately and using the same
notation and values for k2 and k3 as in (2.9). The temporal trend and seasonal pattern
were extracted from each model and evaluated at the same time points as for the additive
model fitted to all of the data within LHA 61. An estimate for the LHA temporal trend
and seasonal pattern was created by taking the pointwise mean at each time point. Noisy
versions of the 28 smooth temporal trends and seasonal patterns were created by adding
a random draw from a normal distribution with mean of zero and standard deviation
equal to the standard deviation of the residuals from the additive model. Finally, DFA
was applied to the noisy temporal trends and seasonal patterns for all combinations of
one or two common trends and diagonal and unconstrained covariance structure. The
diagonal terms for both covariance structures were allowed to vary and the best fitting
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model was chosen using AIC. The curves were smoothed using a cubic smoothing spline
with 11 knots for both the trend and seasonal curves.
log(TON)tr = s2(t, k2)
+ s3(r, k3)
+ εtr
(2.12)
Figure 2.5: Temporal trends estimated for LHA61 using GAM, FDA, INLA, and
DFA (solid line) with error bands (dashed lines). y-axis for GAM, FDA, and INLA is
log(TON) mg/l and for DFA trend 1 and 2 is Z(t) (see Equation (1.17)). x-axis for
INLA is Year and for GAM, FDA, and DFA is Year.day.
2.2.2.1 Temporal trend
Figure 2.5 shows plots of the temporal trends estimated from four methods with corre-
sponding 95% confidence intervals and for INLA a 95% credible interval. Note that these
plots are not comparable as the y-axis for DFA trend 1 and 2 is Z(t) (Equation (1.17))
while the y-axis for GAM, FDA and INLA is log(TON) mg/l. Also, the x-axis for INLA
is Year while the x-axis for GAM, FDA and DFA is Year.day (see Figure 2.6 for nor-
malised curves that are suitable for comparison where all x- and y- axes are on the same
scale). The best DFA model has two common trends and a diagonal covariance matrix.
The temporal trend estimated from all methods (except DFA trend 2) shows that from
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1995 log(TON) increased, followed by a decrease before increasing again around 2002
and then decreasing in recent years. DFA trend 2 looks quite different from the other
four curves with a peak in log(TON) between 2000 and 2005 but still suggests a decrease
in log(TON) in recent years. The shapes of these curves will now be compared using
the DBF statistic and plots of curvature.
Calculation of DBF∆dV requires normalised data and this is useful here since the trends
and seasonal patterns are not all estimated on the same temporal scale. For example,
common trends estimated using DFA are not on the log(TON) scale; the temporal
trend and seasonal pattern estimated using INLA are based on time points relating
to Year and Month respectively whereas those estimated using GAM, DFA and FDA
relate to Year.day and Day. Normalising the curves before they are compared means
that the shapes of curves estimated on different scales can be compared. The temporal
trends estimated from INLA and DFA were smoothed prior to normalisation for shape
comparison so as to remove small scale variability thus ensuring comparisons were based
on the overall shape of the curves. The normalised curves are shown in Figure 2.6.
The DBF statistic (Minas et al., 2011) is used to compare groups of curves so in order to
use this to compare the shapes of the five curves in Figure 2.6 15 replicates are simulated
for each curve by adding a random draw from a uniform distribution with parameters
equal to the lower and upper values of the 95% confidence bands at each time point and
smoothing the points using a cubic smoothing spline followed by normalisation using
(2.2). The five trend patterns in Figure 2.6 are tested for similarity using DBF∆dV and
the results show that the five curves are significantly different (p < 0.001).
The DBF statistic informs the user if differences exist between curves but not which
curves are different and what the nature of any differences are. Curvature can be used to
describe and compare shapes of curves and so curvature was calculated for the temporal
trends in Figure 2.6 and is plotted in Figure 2.7 with 95% confidence intervals, the
calculation of which was described in Section 2.2. High (positive or negative) values of
curvature relate to sharp peaks or troughs while low values correspond to flatter ones.
Positive curvature corresponds to a U shaped bend and vice versa. From the plot the
main differences in shape are the time of the turning points (location of peaks and
troughs) and how sharp or shallow the turning points are (height of peaks and troughs).
GAM, FDA and DFA trend 1 are most similar in terms of the locations of turning
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Figure 2.6: Normalised smooth temporal trends estimated using GAM, FDA, DFA
and INLA.
points. The INLA curve follows a similar pattern (in terms of number of turning points)
as GAM, FDA and DFA trend 1 but the locations of the turning points are different.
DFA trend 2 follows a similar pattern to the other four curves but the locations of the
turning points are much earlier although of similar magnitude to the FDA curve at the
second and third turning points. The comparison of DFA trend 1 and DFA trend 2
curvature curves with the GAM, FDA and INLA curvature curves is particularly useful
in identifying which of the two DFA trends identifies the main temporal trend. DFA
estimates common trends simultaneously so it is not always obvious which of the common
trends models the dominant pattern in the data. In the case presented here, DFA trend
1 picks out the main temporal trend as estimated by the other three methods, with DFA
trend 2 highlighting a small peak in log(TON) between 2000 and 2005. Interestingly, the
temporal trend estimated from INLA looks to be a mixture of the two DFA trends.
2.2.2.2 Seasonal pattern
Figure 2.8 shows the seasonal patterns estimated for LHA 61 using GAM, DFA, FDA
and INLA. Note that these plots are not comparable as the y-axis for DFA trend 1 and 2
is Z(t) (Equation (1.17)) while the y-axis for GAM, FDA and INLA is log(TON) mg/l.
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Figure 2.7: Curvature of temporal trends estimated using GAM, DFA, FDA and
INLA.
Also, the x-axis for INLA is Month while the x-axis for GAM, FDA and DFA is Day of
year (see Figure 2.9 for normalised curves that are suitable for comparison where all x-
and x- axes are on the same scale). The best DFA model had two common trends and a
diagonal covariance matrix. The plots show log(TON) is higher at the beginning and end
of the year, with a yearly minimum around day 270. DFA trend 1 estimates minimum
log(TON) occurs around day 215 and DFA trend 2 estimates minimum log(TON) occurs
around day 270, even though the seasonal pattern for DFA trend 2 looks different from
the other four curves.
Figure 2.9 shows the smoothed and normalised seasonal patterns estimated from the four
methods. As with the temporal trends, the INLA seasonal pattern has been interpolated
from monthly time points to days using interpolating cubic splines but a periodic cubic
spline has been used to ensure continuity between the end and beginning of the year.
The common trends estimated from DFA have been smoothed using periodic cubic
smoothing splines with 11 knots.
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Figure 2.8: Seasonal patterns estimated for LHA61 using GAM, FDA, INLA, and
DFA (solid line) with error bands (dashed lines). y-axis for GAM, FDA and INLA is
log(TON) mg/l and for DFA trend 1 and 2 is Z(t) (see Equation (1.17). x-axis for
GAM, FDA, and DFA is Day of year and for INLA is Month).
Figure 2.9: Normalised smooth seasonal patterns estimated for LHA 61 using GAM,
DFA, INLA, and FDA.
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The DBF∆dV test statistic was calculated (p < 0.001) and showed that the five curves
were significantly different. Curvature was calculated for each of the five seasonal pat-
terns and is plotted with 95% confidence intervals in Figure 2.10. GAM and FDA are
very similar with the FDA curve being slightly flatter (lower curvature) than the GAM
curve. The INLA seasonal pattern picks up a small dip in log(TON) that occurs about
halfway through the year before the minimum log(TON) about three quarters of the way
through the year and the GAM seasonal pattern also reflects this but not as prominent
as for INLA. DFA trend 2 is most similar to the GAM, FDA and INLA curves in terms
of curvature at the time of year where log(TON) is at a minimum but this curve also
suggests log(TON) occurs later in the year than the other curves. DFA trend 1 shows
minimum log(TON) occuring earlier in the year than the other curves.
Figure 2.10: Curvature of normalised seasonal patterns for LHA 61 estimated using
GAM, DFA, FDA and INLA.
2.2.2.3 Summary: comparing different estimates
Temporal trends and seasonal patterns were modelled for a single LHA using four differ-
ent statistical methods. The estimated temporal trends and seasonal patterns from the
four methods were shown to be significantly different using the DBF test statistic and
inspection of curvature plots aided identification of the differences between the shapes of
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curves. Differences were mostly due to the location of turning points such as the point
in the year where minimum nitrate levels occur.
Significant differences between the shapes were identified as sections of the curvature
curves with non-overlapping confidence intervals. Some improvements could be made
to the calculations used to construct the curvature confidence intervals. Adjustments to
the confidence interval calculation could be made for multiple comparisons by using the
distribution theory in Chaudhuri and Marron (1999) and Hannig and Marron (2006).
Further improvements could be made by taking into account the dependent nature of
time series data. See for example Park et al. (2004), Rondonotti et al. (2007) and
Park et al. (2009) for details of SiZer for dependent (time series) data. The confidence
bands were calculated assuming independence between the numerator and denominator
in (2.3) and so estimation could also be improved by including a covariance term in the
Taylor expansion of the curvature formula, which would allow for dependence between
the numerator and denominator of κ(t).
A sensitivity analysis showed the DBF test to be robust to the choice of smoothing
parameter. Curvature however, being a measure of ‘wiggliness’, is sensitive to choices
made when constructing smooth estimates of temporal trends and seasonal patterns of
log(TON). The choice of smoothing parameter used to estimate these curves was chosen
so as to highlight interesting features in the curve and smooth out highly localised vari-
ability. This work aims to compare long term trends and seasonal patterns of log(TON)
so it is the main features of the curves that are of interest as opposed to variability over
a very short time period. It should be noted that changing the level of smoothing would
change the curvature plots. The use of confidence intervals developed for curvature in
this Chapter however means that significantly non-zero curvature can still be identified
for different values of the smoothing parameter.
An explanation for the differences between estimates is that each of the statistical meth-
ods incorporate spatial information in different ways. For example, the mgcv model
captures mean spatial pattern through a bivariate smooth spatial surface and assuming
independence between monitoring sites. Although spatial correlation could be incorpo-
rated into the model via a mixed model representation there is currently no method for
implementing this for spatial correlation due to river network topology and this could
form the basis of future research. This chapter aimed to investigate statistical methods
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for curve comparison and it was decided to fit an mgcv additive model assuming inde-
pendence between monitoring sites since an appropriate form for the spatial covariance
structure is considered in detail in Chapters 3 and 4. The model assuming independence
provided an adequate estimate of the temporal trend and seasonal pattern in LHA61
and would be affected by spatial correlation only in that the standard error of the es-
timates would be narrower than had spatial correlation been accounted for. Since this
chapter was interested in the shape of the estimated temporal trend or seasonal pattern
and no inference was carried out on these estimates, the model was applied assuming
spatial independence. The inla additive model incorporates spatial correlation using a
neighbourhood matrix and sparse precision matrix rather than a dense Mate´rn spatial
covariance matrix but this does not account for flow direction in applications to river
network data. The functional mean was calculated as the pointwise mean of temporal
trends and seasonal patterns estimated for each monitoring site in LHA61 individually.
This method did not incorporate spatial information but allowed different estimates to
be computed for each monitoring site. Finally, the DFA approach incorporates spatial
information depending on the specified form of the covariance matrix where off-diagonal
elements capture spatial structure not modelled by the common trends.
The four statistical methods compared in Section 2.2.2 estimate temporal trends and
seasonal patterns with some similarities and clear differences. Analysts will usually use
their preferred method rather than consider different interpretations that might occur
from using different statistical methods. From the results in this chapter it seems that
GAM and FDA provide estimates that are most similar. The best fitting DFA model
for temporal trends and seasonal pattern respectively had two common trends, one of
which was similar in terms of curvature to the GAM and FDA estimates with the other
highlighting deviations from the mean curve. Interestingly, the INLA curve appears to
be a mixture of the two DFA common trends. Going forward, it is recommended that
analysts first decide if they wish to estimate a single temporal trend or seasonal pattern
to capture nitrate levels across multiple monitoring sites or if they are interested in
identifying more than one dominant pattern. Dimension reduction techniques such as
DFA are more suitable than the other methods compared in Section 2.2.2 for estimating
multiple temporal patterns for a single LHA. For estimating a single mean curve then
GAM or INLA models are recommended. The FDA curve is flatter than the other curves
and variation is masked by taking the pointwise average of several curves in this example.
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The INLA curves capture more variation in shape than the GAM curves but this might
be due to the level of smoothing carried out when fitting the GAM model, although the
GAM model still captures the main pattern in the data and was computationally simpler
to implement than the INLA model. Analysts should therefore choose between GAM
and INLA depending on their own computational skills and pay careful attention to
the choice of smoothing parameter in the GAM model so that interesting features of the
estimated curves are not masked by oversmoothing. DFA is the most suitable method for
determining the presence of multiple temporal patterns of interest. DFA however is not
suitable for large numbers of time series, especially when an unconstrained covariance
matrix is included the model so Chapter 5 of this thesis, while focussing on dimension
reduction techniques, considers principal components analysis which is more suitable
for large numbers of time series than DFA. In the case of large datasets GAM and
INLA models are much more computationally efficient and existing methodology allows
models to include spatial correlation. Spatial correlation options at present however
do not include the spatial correlation structure specific to river networks, discussed in
greater detail in Chapter 3 and Chapter 4.
2.3 Comments
This chapter has presented exploratory analysis of the data provided by the EA and
showed that the temporal trend and seasonal pattern for all of the 59 LHA’s in England
and Wales could be modelled using a DFA model with a single common trend and
diagonal and equal covariance matrix. This suggests that LHA’s, on average, behave
exhibit similar temporal patterns over time in terms of mean pattern and variance.
This Chapter also proposed a novel approach for comparing temporal trends and seasonal
patterns of log(TON) by combining methods developed for use in the areas of genetics
and computer vision. The DBF test was adapted to include simulated curves rather than
replicates. This approach is useful for comparing a small number of curves but it was
noted that the curvature plots are sensitive to the choice of smoothing parameter used
to construct the curves, although the use of confidence intervals means that significant
differences can still be identified. Some suggestions were made to improve the confidence
interval calculations.
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Finally, a discussion of the ways in which each of the methods compared in Section 2.2.2
incorporates spatial information showed that none of the methods explicitly account for
river network structure. It was also noted that different statistical methods provide dif-
ferent estimates of temporal trends and seasonal patterns and this might be because of
the way in which spatial information is incorporated by these methods. Some recommen-
dations were also made for future analysts to help them decide which statistical method
to use when estimating temporal trends and seasonal patterns. The choice of method
depends on the scale of the data (since implementation using INLA might have com-
putational advantages for estimating spatial correlation compared to mgcv, and DFA,
particularly when implemented using Brodgar software can only model up to 30 time
series), and whether the analyst was required to estimate an average temporal trend or
seasonal pattern, or assess whether more than one dominant pattern was present.
Chapter 3
Spatial modelling in a river
network
’Everything is related to everything else, but near things are more related than distant
things’
Tobler’s First Law of Geography
This chapter aims to introduce statistical methods suitable for modelling spatial cor-
relation for non-Euclidean measures of distance, and demonstrate the application of
methods recently developed specifically for data collected on river networks. This is a
novel application to data collected on rivers in England since these methods have not
been previously applied to UK data. This chapter also aims to investigate spatial cor-
relation at different scales for data collected on river networks and also to show how
appropriate spatial covariance models can be used to make predictions at unsampled
locations on the network.
Temporal trends and seasonal patterns of water quality data were estimated in Chapter 2
for 59 LHA’s, assuming independence in space. This was a reasonable assumption since
LHAs are defined to be independent of neighbouring areas. Section 2.2.2 shifted the
focus to water quality within a single LHA. Nitrate levels recorded at monitoring sites
within an LHA are spatially dependent in two ways: by water flowing from upstream
sites to downstream sites and by runoff from land across the LHA. Chapter 1 described
spatial covariance functions, used to estimate how data recorded at one monitoring
site are related to data recorded at other monitoring sites nearby, based on Euclidean
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distance between monitoring sites. Euclidean distance is used to calculate the (binned)
semivariance and parameters of the spatial covariance function are estimated. For data
recorded on river networks however, Euclidean distance might not be appropriate when
describing spatial relationships in the data. Instead, distance measured along the river
network, called stream distances, might be more appropriate. It is tempting to simply
substitute Euclidean distance with stream distance in the spatial covariance function but
ver Hoef et al. (2006) explains why this is not appropriate and introduces the Tail-up
model, a special type of spatial covariance function suitable for data collected on river
networks. This chapter begins with a discussion of the development of statistical models
suitable for river network data and presents an investigation into the most appropriate
spatial covariance function to use for data of this type. Spatial covariance functions
suitable for non-Euclidean distances (in this case distance along the river network) are
introduced, after which several spatial covariance models are fitted to river network
data at a variety of spatial scales. Finally, the best fitting spatial covariance model is
used to make predictions at unobserved locations on a river network and compared to
predictions based on non-spatial and Euclidean distance based models.
3.1 Spatial models for river networks
This section will describe the development of attempts in the literature to account for
spatial correlation for non-Euclidean distance measures, followed by a detailed descrip-
tion of recently developed methods that can be used to model spatial correlation for river
network data, accounting for flow direction and relative influence of upstream monitoring
sites on downstream locations.
As described in Chapter 1, statistical models exist and have been widely described and
implemented in the literature to model data collected from monitoring sites placed across
a spatial region. The spatial covariance models are based on Euclidean distance between
pairs of monitoring sites but Euclidean distance might not always be the best distance
metric to use. For example, Curriero (2007) suggests geodetic distances, water distance
measures and travel times as possible non-Euclidean distance metrics and shows that
naively replacing Euclidean distance in standard spatial covariance functions with a
non-Euclidean measure of distance can result in a variance-covariance matrix that is not
positive definite - a requirement for a valid variance-covariance matrix. It can be shown
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that the Exponential covariance function is the only standard covariance function that
yields a positive definite variance-covariance matrix when Euclidean distance is replaced
with non-Euclidean distance such as ‘city block’ (Curriero, 2007) or stream distance
(ver Hoef et al., 2006). Curriero (2007) discusses the concept of ‘isometric embedding
in a Euclidean space’ and explains that stream distances between monitoring sites are
equivalent to Euclidean distances calculated from a set of locations s∗ ∈ R1, located
along the stretched out stream that is now in one dimension, assuming the stream does
not branch off.
Little et al. (1997) compare kriging predictions from semivariograms based on Euclidean
distance between pairs of sites and ‘in water’ distance between pairs of sites by simply
plugging stream distances into the covariance models being considered and note that
there was little difference in predictions from these different distance metrics. They
also note that Euclidean distances and stream distances in their data set were very
similar and so it is reasonable to assume there will be little difference in results based
on Euclidean and ‘in water’ distances. Rathbun (1998) also discusses the use of water
distance compared to Euclidean distance but for observations at monitoring sites in an
estuary so once again there is no need to account for the branching structure found in
river networks. Cressie and Majure (1997) use stream distance with the exponential
covariance model in a spatio-temporal model to investigate livestock waste in streams.
The prediction sites however are located on a single stretch of river (with one exception)
and the neither the branching structure seen in river networks nor direction of flow are
accounted for.
Gardner et al. (2003) model stream temperatures in a branched river network and com-
pare the prediction performance of three distance metrics: Euclidean distance, stream
distance and a weighted stream distance based on stream order that accounts for the fact
that small tributaries will have little influence on the stream temperature in the main
stem of the river. It is noted that the nugget value for the weighted stream distance
semivariogram is 0 suggesting that small scale variation has been accounted for by the
weights thus allowing large changes in stream temperature over short distances (likely to
be a result of moving between main stem and tributary). Gardner et al. (2003) use the
spherical covariance function but do not check if this is in fact a valid covariance model
when using stream distances, as recommended by Curriero (2007) and Rathbun (1998).
Gardner et al. (2003) also discuss the fact that the contribution from a tributary affects
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stream temperature on the main stem in both downstream and upstream directions i.e.
flow direction has not been accounted for.
ver Hoef et al. (2006) and Cressie et al. (2006) introduce linear models based on a moving
average approach that incorporate flow direction, stream distance and suitable weights
at confluences, thus improving on earlier attempts to model spatial correlation in stream
networks (Gottschalk (1993), Sauquet et al. (2000)). ver Hoef et al. (2006) show that
weighted models perform better (in terms of AIC and RMSPE) than unweighted models
based purely on stream distance and suggest that reach contributing area or stream order
are suitable weights. Peterson et al. (2007) explains in detail how to produce the data
required for the Tail-up covariance models (distance matrices based on stream distance
and connectedness information). Generalized linear models that incorporate stream
distance based covariance models are introduced in Peterson and ver Hoef (2010).
Garreta et al. (2010) develop valid ‘tail down models’ based on stream distance for flow
unconnected points. The tail-down model is proposed as a suitable model for variables
of interest that can move upstream such as fish populations. The tail-down model shares
properties of the tail up models (stationarity along stream and conditional independence
of branches) developed in (Monestiez et al., 2005). Garreta et al. (2010) and ver Hoef
and Peterson (2010) discuss the merits of a ‘hybrid’ structure combining Tail-up and
Tail-down covariance models and Peterson and ver Hoef (2010) discuss combining the
Tail-up and Euclidean covariance models. Money et al. (2009) introduce ‘composite
Euclidean-river distance’, a weighted sum of stream distance and Euclidean distance
between two monitoring sites and use this in an isotropic exponential-power covariance
model as part of a spatio-temporal model for dissolved oxygen (DO), but do not use a
flow-connected covariance model since few of their monitoring sites are flow connected on
any given date. Cressie et al. (2006) also discusses a mixture of Euclidean distance and
stream distance covariance functions controlled by smoothing parameter λ ∈ [0, 1].
Peterson and ver Hoef (2010) discuss the merits of using a ‘variance components’ ap-
proach to model spatial autocorrelation in stream networks, accounting for spatial au-
tocorrelation at different spatial scales i.e. from the individual stream segment to the
full network scale and is equivalent to adding a random effect term to the model. It is
suggested that unobserved or unmeasured explanatory variables might be accounted for
Chapter 3 89
by combining Euclidean distance based covariance models with stream distance mod-
els. Peterson and ver Hoef (2010) (Appendix B) recommend that the spatial covariance
models are fitted using REML since ML can produce biased covariance estimates.
The work discussed in this section describe efforts to account for stream distance and
flow connectedness while calculating spatial covariance but this is not the only way to
account for river network structure within statistical models. Whitehead et al. (2011)
develop a process based model for phosphorous that can include any number of tribu-
taries of any stream order while Webb and Padgham (2013) represent river networks as
directed graphs with nodes being habitat patches and use these graphs to build a theo-
retical model to investigate the effect of network structure on population abundance and
persistence. Skøien et al. (2006) develop a procedure they call ‘top-kriging’ for interpo-
lation on river networks that accounts for the size of area in which a stream segment
exists as well as the nested nature of those areas. Top-kriging is used to model runoff -
a combination of continuous spatial processes (rainfall, soil characteristics) and stream
network processes (such as flow, stream temperature). Top-kriging is compared to the
methods of ver Hoef et al. (2006) and kriging based on Euclidean distance by Laaha
et al. (2012) who conclude that neither purely Euclidean distance or purely stream dis-
tance based kriging methods are satisfactory and that top-kriging gives a good balance
between the two. Laaha et al. (2012) however do not directly compare the work of ver
Hoef et al. (2006) to top-kriging using the same dataset.
An alternative approach was recently taken by O’Donnell et al. (2014) who adapt kernel
methods for stream distance and penalized splines for a finite discrete approximation
to river networks and use these to estimate spatial trend rather than the covariance
function. The idea is to borrow strength from nearby sites while respecting the network
structure. Rushworth et al. (2015) compares the penalized spline approach to the work
in ver Hoef and Peterson (2010) and find that the penalized spline approach is prefer-
able when data are sparse in space and also in terms of computational efficiency since
the model described in ver Hoef et al. (2006) relies on a dense distance matrix which
causes computational time to increase with increasing numbers of monitoring sites. The
work on penalized splines in O’Donnell et al. (2014) would be computationally demand-
ing if space-time interactions were to be modelled, since tensor products of smooths
require the estimation of many basis coefficients, but Rushworth et al. (2015) show that
computations can be carried out efficiently if the connectedness information in the river
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network is represented as a binary neighbourhood matrix for discretised stream segments
rather than river distance between monitoring sites. The spatial covariance approach
of ver Hoef and Peterson (2010) however has the advantage when estimating fine scale
dependence and can also be used for binary or count data. The methods in Rushworth
et al. (2015) allow for the estimation of smooth non-linear fixed effects as described
in Chapter 1 but require data on flow for every stream segment which might not be
available, although this can be modelled and estimates used in place of recorded flow
information.
In this chapter the spatial covariance approach of ver Hoef et al. (2006) and ver Hoef
and Peterson (2010) is used to investigate which form of spatial covariance function
is most suitable for a densely monitored complex monitoring network, following the
recommendations in Rushworth et al. (2015). Spatial dependence is modelled for the
Trent LHA. A description of the spatial covariance models based on stream distance
and flow connectedness is given in Section 3.1.1, followed by a study to investigate the
most suitable spatial covariance function under three scenarios (1) a single network, (2)
several networks within a single LHA and (3) multiple networks across multiple LHA’s.
Finally, the best covariance function will be used to predict nitrate levels at unsampled
locations to investigate how the predictions and corresponding standard errors differ
between different spatial covariance functions.
3.1.1 Valid covariance models incorporating stream distance
Following the notation in ver Hoef and Peterson (2010), a large class of autocovariances
can be developed by creating random variables as the integration of a moving average
function over a white noise process W (x):
Z(s|θ) =
∫ ∞
−∞
g(x− s|θ)dW (x), (3.1)
where x and s are locations on the real line and g(x|θ) is the moving average function
defined on R1. Cressie and Pavlicova´ (2002) present a method for expressing any valid
autocovariance model as a moving average function. Using this moving average con-
struction, a valid autocovariance between Z(s) and Z(s+ h) can be expressed as
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C(h|θ) =
∫ ∞
−∞
g(x|θ)g(x− h|θ)dx. (3.2)
ver Hoef et al. (2006) and Cressie et al. (2006) use this moving average construction to
develop ‘Tail-up’ models where the moving average functions are positive only upstream
from a monitoring site. When the function reaches a confluence it continues upstream
but splits according to spatial weights assigned to each branch. The weights can be
proportional to flow volume or other proxy variables such as stream order or stream
segment catchment area (Peterson, 2011), where catchment area is the area of land
that drains directly to a particular stream segment. The integral in (3.1) is calculated
piecewise by summing up all segments containing the moving average function g(x|θ).
Only the segments that are flow-connected and in Ui, the set of segments upstream from
monitoring site xi including the ith segment, need integrated. The covariance between
two flow-connected monitoring sites ri and sj , where ri is downstream of sj can be
calculated as
C(ri, sj |θ) =
 piijCt(h|θ) if ri and sj are flow-connected0 if ri and sj are flow-unconnected (3.3)
where piij are weights and h is stream distance. Ct(h|θ) can take many forms, with the
exponential, spherical (ver Hoef and Peterson, 2010) and Epanechnikov (Garreta et al.,
2010) being explored in this chapter. Their form is given in Table 3.1. The factor 3
in the exponential model causes the autocorrelation to be approximately 0.05 when h
equals the range parameter αu. This helps compare range parameters between models
which approach zero asymptotically (exponential) with those that reach zero at αu (ver
Hoef et al., 2014).
The moving average function splits when it encounters branching as it moves upstream.
Weights are assigned to each stream segment and are based on additive functions that
ensure stationarity of the variance (ver Hoef and Peterson, 2010). The additive function
is constant within a stream segment and is the sum of the value of two segments when
they join at a confluence point. Cressie et al. (2006) defines a spatial process on a stream
network as
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Model
Exponential Ct(h|θ) = σ2uexp(−3h/αu)
Spherical Ct(h|θ) = θv
(
1− 32 hαu + 12 h
3
α3u
)
I
(
h
αu
≤ 1
)
Epanechnikov Ct(h|θ) = σ
2
u(h−αu)2feu(h;αu)
16α5u
I
(
h
αu
≤ 1
)
Table 3.1: Tail-up models used in this chapter. feu(h;αu) = 16α
2
u+17α
2
uh−sαuh2−
h3, I(·) is the indicator function (equal to 1 if true), σ2u is the overall variance parameter
also know as the partial sill, αu > 0 is the range parameter (in stream distance), and
θu = (σ
2
u, αu)
>.
Z(si|θ) =
∫
∨si
g(x− si|θ)
√
Ω(x)
Ω(si)
dW (x),
where ∨si is the domain upstream of the point si. In this case, piij in (3.3) are
√
Ω(x)
Ω(si)
.
Alternatively, ver Hoef et al. (2006) define a spatial process on a stream network as
Z(si|θ) =
∫ ui
si
g(xi − si|θ)dW (xi) +
∑
j∈U∗i
 ∏
k∈Bij
√
ωk
∫ uj
lj
g(xj − si|θ)dW (xj).
Bij = Dj\Di is the set of segments between the ith and jth (including the jth but
excluding the ith). Also, for each fork upstream of the ith segment, where the branches
are denoted j and k, 0 ≤ ωj , ωk ≤ 1 and ωj + ωk = 1. This ensures stationarity of
variances and piij in (3.3) will be
∏
k∈Bi,j
√
ωk. ver Hoef and Peterson (2010) show that
this weighting scheme is equivalent to that in Cressie et al. (2006).
ver Hoef and Peterson (2010) introduce the Tail-down model which models autocorrela-
tion between monitoring sites that are flow-unconnected (as in Figure 3.1). The moving
average function is defined so that it is nonzero only downstream from a monitoring site.
The form of the covariance function for the Tail-down model depends on whether sites
are flow-connected (c) or flow-unconnected (n). If sites are flow-connected, then for s2
upstream of r1 and h = s2 − r1 > 0,
Cc(h|θ) =
∫ −h
−∞
g(−x|θ)g(−x− h|θ)dx. (3.4)
Chapter 3 93
If r1 and s2 are flow-unconnected and the distance from r1 to the nearest confluence
with s2 downstream of which they share flow is a and the distance from s2 to the nearest
confluence with r1 is b, then for b ≥ a
Cn(a, b|θ) =
∫ −b
−∞
g(−x|θ)g(−x− (b− a)|θ)dx. (3.5)
As with the Tail-up models, (3.4) and (3.5) can be reparameterized as follows for the
spherical Tail-down model:
Cd(a, b, h|θ) =
 σ
2
d
(
1− 32 hαd + 12 h
3
α3d
)
I
(
h
αd
≤ 1
)
if flow-connected,
σ2d
(
1− 32 aαd + 12 bαd
)(
1− bαd
)2
I
(
b
αd
≤ 1
)
if flow-unconnected.
(3.6)
The Tail-down model has not been applied in this chapter and details of other Tail-down
covariance models can be found in ver Hoef and Peterson (2010).
Random effect models can also be fitted (ver Hoef et al., 2014) for factor variables where
it is assumed that γk(x) is the factor level at monitoring site x. Each level of γk is a
random quantity with zero mean and variance σ2k. Sites with the same level of k are
correlated and
Ck(ri, sj) =
 σ2i if γk(ri) = γk(sj),0 if γk(ri) 6= γk(sj). (3.7)
The most general linear model that can be fitted using the SSN package in R is
Y = Xβ + zu + zd + ze + W1γ1 + ...+ Wpγp + ε
where X is the design matrix of fixed effects with corresponding parameters β. zu,
zd and ze are vectors containing spatially autocorrelated random variables with Tail-
up, Tail-down and Euclidean autocovariance, respectively, with var(zu) = σ
2
uR(αu),
var(zd) = σ
2
dR(αd) and var(ze) = σ
2
eR(αe). R(αu), R(αd) and R(αe) are correlation
matrices depending on range parameters αu, αd and αe. Wk is a design matrix of random
variables effects γk and var(γk) = σ
2
kI; k = 1, .., p. ε
iid∼ N(0, σ2) Spatial prediction using
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this model is ‘universal kriging’ and ‘ordinary kriging’ is the special case where there
are no covariates and the design matrix X is a single column of 1’s. The most general
form of the covariance matrix is
cov(Y) = Σ = σ2uR(αu) + σ
2
dR(αd) + σ
2
eR(αe) + σ
2
1W1W
>
1 + ...+ σ
2
pWpW
>
p + σ
2
0I
where u, d and e refer to the Tail-up, Tail-down and Euclidean covariance models
respectively, and σ20 is the nugget effect representing independent error. ver Hoef et al.
(2014) gives details of the spatial generalized linear mixed model where data follow either
a binomial or poisson distribution.
3.2 Investigating spatial relationships
The data provided by the EA have a hierarchical structure with spatial correlation at
different levels:
• Monitoring sites located within a single river network
• Multiple networks within a single LHA
• Spatially connected LHA’s
Figure 3.1: Illustration of the definition of ‘flow connected’ and ‘flow unconnected’.
The diagram contains monitoring sites (circles), stream segments (lines) and direction
of flow (arrow). (A and C) and (B and C) are ‘flow connected’ whereas (A and B) are
‘flow-unconnected’.
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A ‘network’ is defined here as a set of flow connected (Figure 3.1) rivers with multiple
sources that drain into a single outlet. LHA 28 (Trent) is used here to investigate the
nature of spatial correlation in a single network and between multiple networks within
a single LHA. LHA 28 is a nitrate vulnerable zone and has many flow-connected and
flow-unconnected monitoring sites so was considered suitable for the investigations being
carried out. LHA 28 consists of 16 separate networks and has a dominant network with
564 monitoring sites. 15 smaller networks contain between 1 and 73 monitoring sites,
as shown in Figure 3.2(a). The position of LHA 28 relative to the rest of England and
Wales is shown in Figure 3.2(b). LHA’s 34 (Bure, Waveney), 35 (Gipping), 36 (Stour,
East Anglia), 37 (Blackwater, Chelmer) and 38 (Lee) are used to investigate spatial
correlation between multiple LHA’s (Figures 3.2(c) and 3.2(d)).
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(a) LHA 28. Dominant and second largest net-
work indicated by pink and orange lines re-
spectively.
(b) Location of LHA 28.
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(c) LHA’s 34-38. (d) Location of LHA’s 34-38.
Figure 3.2: LHA’s used for investigation of spatial correlation in river networks at
different spatial scales. Monitoring sites are black dots (a) and (c).
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3.2.1 Spatial relationships in a single network
The dominant network of LHA 28 (Figure 3.2(a)) is used in this section to investigate
spatial correlation in a single network. Figure 3.3 show log(TON) averaged by season for
1990-2010, 1990-2000 and 2003-2010, referred to as ‘all’, ‘early’ and ‘late’ respectively.
The date ranges were chosen so a value existed for every monitoring site to make the
plots directly comparable. There are small differences between the plots in the middle
and right columns suggesting there has been a small decrease over time which is most
noticeable for the winter months. The analyses in this section will be applied to the
seasonal data averaged over all/early/late years to investigate (1) an appropriate spa-
tial covariance structure to model these data and (2) if the parameters of the spatial
covariance function change over time.
Four types of model were fitted to the data from the dominant network in LHA 28:
non-spatial (3.8), covariance structure based on stream distance (Tail-up model) (3.9),
covariance structure based on Euclidean distance (3.10) and hybrid models combining
both Euclidean distance and stream distance covariance structures (3.11). For each
type of covariance structure, log(TON) was modelled for m = 1, ..., 566 monitoring sites
and coefficients β1 and β2 were estimated using REML. Other notation is as defined in
Section 3.1. In each of these four models it is assumed that εm
iid∼ N(0, σ2).
log(TON)m = β1Eastingm + β2Northingm + εm (3.8)
log(TON)m = β1Eastingm + β2Northingm + zum + εm
var(zu) = σ
2
uR(αu)
(3.9)
log(TON)m = β1Eastingm + β2Northingm + zem + εm
var(ze) = σ
2
eR(αe)
(3.10)
log(TON)m = β1Eastingm + β1Northingm + zum + zem + εm
var(zu) = σ
2
uR(αu)
var(ze) = σ
2
eR(αe)
(3.11)
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Figure 3.3: Log(TON) for Spring, Summer, Autumn and Winter averaged over 1990-
2010 (left), 1990-2000 (middle) and 2000-2003 (right).
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Table 3.2 lists all models fitted to the dominant network in LHA 28. The models were
chosen from among those currently implemented in the SSN package in R. Ideally, the
fit should not depend strongly on the choice of particular covariance model but rather
on choosing the appropriate covariance structure. All models were fitted using REML
(Peterson and ver Hoef, 2010) and include a nugget effect as a measure of independent
error. Model performance was compared using Root Mean Square Prediction Error
(RMSPE) (3.12), where n is the sample size and zˆi is the prediction of the ith datum
from the model fitted to all of the data points except i, z−i.
RMSPE =
√√√√ n∑
i=1
(zˆi − zi)2 /n (3.12)
Model number Model type Covariance model
1 non-spatial NULL
2 stream distance Exponential.tailup
3 stream distance Spherical.tailup
4 stream distance Epanechnikov.tailup
5 Euclidean distance Exponential.Euclidean
6 Euclidean distance Gaussian.Euclidean
7 Euclidean distance Spherical.Euclidean
8 hybrid Exponential.Euclidean + Exponential.tailup
9 hybrid Exponential.Euclidean + Spherical.tailup
10 hybrid Exponential.Euclidean + Epanechnikov.tailup
11 hybrid Gaussian.Euclidean + Exponential.tailup
12 hybrid Gaussian.Euclidean + Spherical.tailup
13 hybrid Gaussian.Euclidean + Epanechnikov.tailup
14 hybrid Spherical.Euclidean + Exponential.tailup
15 hybrid Spherical.Euclidean + Spherical.tailup
16 hybrid Spherical.Euclidean + Epanechnikov.tailup
Table 3.2: Models fitted to the dominant network in LHA 28. All models also include
a nugget effect representing independent error.
Model selection here focuses on choosing a suitable spatial correlation structure rather
than covariate selection since no covariates other than Easting and Northing were avail-
able. Easting and Northing are included as linear terms but recent developments in
O’Donnell et al. (2014) mean that Easting and Northing could be modelled as non-linear
terms or a smooth spatial surface, although their method incorporates flow connected-
ness information into the deterministic part of the model rather than the covariance
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structure. Peterson and ver Hoef (2010) recommend fitting models with the same cor-
relation structure but different covariate combinations using ML and using AIC as the
criterion for best model. Garreta et al. (2010) state that in the geostatistical context
where data are dependent, it is not appropriate to use BIC or corrected versions of AIC
which use sample size for weighting as a model selection criteria. Once a suitable subset
of covariates has been selected, the model should be refitted for a variety of covariance
structures using REML (ver Hoef et al., 2014). The best model is selected with RMSPE
as the criterion. Since the model will be used for kriging at unobserved locations, RM-
SPE is the criterion used for model selection, where lower values of RMSPE represent
better models.
Figure 3.4 shows RMSPE plotted for each model, where data are averaged by season
for all/early/late years. In almost all cases, the hybrid model with Epanechnikov Tail-
up + Gaussian Euclidean covariance structure has the lowest RMSPE, or is within
the best 3 of all models fitted, for each subset of the data. The hybrid models with
Gaussian Euclidean covariance model tend to perform better than other hybrid models.
It should be noted however that among the hybrid models, there is little difference
between RMSPE and this is encouraging as it confirms that the particular choice of
covariance model is not as important or influential as the choice of covariance structure
i.e. whether to have a non-spatial, stream distance, Euclidean distance or hybrid model.
It is clear from Figure 3.4 that the hybrid models perform better than the non-spatial,
stream distance or Euclidean distance models.
The covariance parameters estimated for the hybrid models with Gaussian Euclidean
structure were examined to choose the best hybrid model. Table 3.3 contains the
estimated range parameters. In the dominant network in LHA 28 the greatest flow-
connected stream distance is approximately 216km and the greatest Euclidean distance
is approximately 140km. The Exponential Tail-up component of the hybrid model has
an estimated effective range parameter greater than 100km and the estimated range
parameter of the Spherical Tail-up component is often greater than 100km. The range
for the Epanechnikov Tail-up component is 50-60km on average. The estimated effective
range parameter for the Gaussian Euclidean component of the three models does not
appear to vary much with the choice of Tail-up model. Table 3.4 shows the partial sill
for each of the three hybrid models with a Gaussian Euclidean distance component.
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The partial sill does not vary much between Tail-up models, although the partial sill is
greater for summer and autumn than in spring and winter.
Data Epa Gau Sph Gau Exp Gau
TU Euc TU Euc TU Euc
Spr.A 49.0 55.5 58.2 55.0 127.6 50.5
Spr.E 48.8 45.4 58.4 45.6 126.5 42.9
Spr.L 46.3 58.3 52.8 58.0 106.9 54.9
Sum.A 59.6 50.6 121.3 46.4 195.2 46.5
Sum.E 57.3 48.3 77.6 46.3 169.7 44.2
Sum.L 72.3 50.1 132.0 48.2 260.6 47.7
Aut.A 58.7 47.4 123.1 43.6 198.9 43.5
Aut.E 58.2 43.5 118.0 40.6 176.9 40.6
Aut.L 78.2 45.0 134.2 43.9 259.7 43.4
Win.A 54.8 50.9 119.7 48.1 180.5 47.9
Win.E 54.8 48.6 120.6 46.4 168.9 46.3
Win.L 52.7 53.1 80.3 51.7 165.9 50.0
Table 3.3: Range parameter for hybrid models with Gaussian Euclidean component.
Values are stream distance given in km. Season.A = 1990-2010, season.E = 1990-2000
and season.L = 2003-2010. Epa = Epanechnikov, Sph = Spherical, Exp = Exponential,
Gau=Gaussian, TU = Tail-up component, Euc = Euclidean component.
Data Epanechnikov Spherical Exponential
Spring.A 0.15 0.14 0.15
Spring.E 0.14 0.14 0.14
Spring.L 0.15 0.15 0.15
Summer.A 0.28 0.28 0.28
Summer.E 0.31 0.31 0.31
Summer.L 0.25 0.25 0.25
Autumn.A 0.21 0.21 0.21
Autumn.E 0.22 0.22 0.22
Autumn.L 0.20 0.20 0.20
Winter.A 0.09 0.09 0.09
Winter.E 0.09 0.09 0.09
Winter.L 0.09 0.10 0.10
Table 3.4: Partial sill parameter for Tail-up component of hybrid models with
Gaussian Euclidean component. Season.A=1990-2010, season.E=1990-2000 and
season.L=2003-2010.
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Figure 3.4: RMSPE for log(TON) averaged over the periods 1990-2010 (black), 1990-2000 (red) and 2003-2010 (green), by season for the dominant
network in the Trent. The labels 1-16 correspond to the model numbers in Table 3.2.
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As discussed in Chapter 1, the semivariogram can be used to estimate the parameters in
the covariance model ((effective) range, sill, nugget) but this is based on Euclidean dis-
tance between pairs of monitoring sites. ver Hoef et al. (2006) introduce the Torgegram
- an adaptation of the variogram and is based on stream distance. The semivariance
is displayed separately for flow-connected and flow-unconnected sites. ver Hoef et al.
(2006) state that the Torgegram should not be used to estimate covariance model pa-
rameters as the points are not weighted correctly for the flow connected sites. It is
still a useful tool however to gain some insight into reasonable values for covariance
parameters in the Tail-up model. Figure 3.5 contains Torgegrams calculated for spring,
summer, autumn and winter where log(TON) is averaged over 1990-2010. From look-
ing at the Torgegrams it seems that the Exponential Tail-up model puts the effective
range around the centre of the last bin whereas the Epanechnikov and Spherical Tail-up
models estimate the range to be around one third or one half of the binned distances,
respectively. Either of these two Tail-up models would be appropriate but since the
model with the Epanechnikov Tail-up component tended to give a smaller RMSPE than
the Spherical Tail-up component, the hybrid model with the Epanechnikov Tail-up +
Gaussian Euclidean models was selected as the best model.
Table 3.5 shows the estimated covariance parameters for the final model. The partial
sill tends to be lower in the spring and winter compared to summer and autumn for the
Tail-up component and the range is greater in the summer and autumn months for the
Tail-up component. The range and partial sill are fairly constant across all seasons for
the Euclidean component. The nugget is lowest in the winter and highest in the summer
for all time averaged subsets of the data. It is interesting to note that the Euclidean
distance component dominates the variance (Table 3.6) in Spring and Winter, accounting
for approximately 50% of the variability in the model. This makes sense when thinking
about the seasonal pattern of log(TON). Values are higher in Spring and Winter and
Lord and Antony (2000) suggest that this is a characteristic related to autumn and
winter rainfall resulting in the mobilisation of mineralised nitrogen from land.
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Figure 3.5: Torgegrams calculated for spring (a), summer (b), autumn (c) and winter (d) where log(TON) is averaged over 1990-2010. The
semivariance is calculated for flow-connected (blue) and flow-unconnected (green) sites separately. Point sizes indicate relative number of pairs of
monitoring sites in each bin.
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Data Epanech.TU Epanech.TU Gaussian.Euc Gaussian.Euc Nugget
partial sill range partial sill range
Spring.A 0.15 49.0 0.29 55.5 0.12
Spring.E 0.14 48.8 0.22 45.4 0.12
Spring.L 0.15 46.3 0.33 58.3 0.14
Summer.A 0.28 60.0 0.39 50.6 0.25
Summer.E 0.31 57.3 0.35 48.3 0.27
Summer.L 0.25 72.3 0.39 50.1 0.27
Autumn.A 0.21 58.7 0.28 47.4 0.19
Autumn.E 0.22 58.2 0.23 43.5 0.18
Autumn.L 0.20 78.2 0.28 45.0 0.26
Winter.A 0.09 54.8 0.21 50.9 0.08
Winter.E 0.09 54.8 0.17 48.6 0.07
Winter.L 0.09 52.7 0.25 53.1 0.09
Table 3.5: Covariance model parameters for final model for dominant network in LHA
28. (effective) range is distance in km.
Data Covariates (R-sq) Epanech.TU Gaussian.Euc Nugget
Spring.A 0.01 0.26 0.52 0.21
Spring.E 0.02 0.29 0.45 0.24
Spring.L 0.01 0.24 0.53 0.22
Summer.A 0.01 0.30 0.42 0.27
Summer.E 0.01 0.33 0.38 0.28
Summer.L 0.01 0.27 0.42 0.29
Autumn.A 0.01 0.31 0.40 0.28
Autumn.E 0.02 0.34 0.36 0.28
Autumn.L 0.01 0.26 0.38 0.34
Winter.A 0.02 0.24 0.55 0.20
Winter.E 0.03 0.26 0.51 0.21
Winter.L 0.02 0.21 0.57 0.20
Table 3.6: Variance components of final model for dominant network in LHA 28.
The models described in Table 3.2 were also fitted to the data from the second largest
network in LHA 28. This network contains 73 monitoring sites, is spread over a smaller
geographical area than the dominant network and is shown by the orange line in Fig-
ure 3.2(a). These models were fitted to this network to investigate consistency of models
for different networks within the same LHA. It seems from Figure 3.6 that this smaller
network favours hybrid models with an Exponential Euclidean structure, regardless of
the Tail-up structure but as with the dominant network, the hybrid model with Epanech-
nikov Tail-up component has lowest RMSPE in most cases. Tables 3.7 and 3.8 show the
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range and partial sill parameters for the Tail-up component of the hybrid models with
Exponential Euclidean component. There is little difference between the three models
for the partial sill but the Exponential Tail-up model estimates the range parameter to
be far greater than the Spherical or Epanechnikov models. The partial sill is higher in
the summer and autumn months as was seen in the dominant network. The Euclidean
component explains almost all of the variance for the smaller network (Table 3.9). This
might be because the network is fairly homogeneous in terms of observed values, or
because the network is spread over a smaller geographic area compared to the dominant
network, or perhaps a mixture of both.
Exponential Spherical Epanechnikov
SprA 222.4 61.0 49.2
SprE 112.6 55.0 50.5
SprL 178.2 46.5 53.9
SumA 96.0 55.8 51.8
SumE 80.2 48.7 42.8
SumL 329.5 88.7 53.4
AutA 89.1 57.0 53.3
AutE 112.2 57.8 55.5
AutL 105.5 53.9 47.9
WinA 117.7 55.3 56.3
WinE 110.0 55.8 52.7
WinL 115.0 140.6 39.6
Table 3.7: Range parameter (km) for Tail-up component of hybrid models with Ex-
ponential Euclidean component, fitted to the second largest network in the Trent catch-
ment area.
Exponential Spherical Epanechnikov
SprA 0.03 0.04 0.03
SprE 0.04 0.04 0.04
SprL 0.01 0.00 0.02
SumA 0.12 0.12 0.13
SumE 0.22 0.22 0.22
SumL 0.01 0.03 0.01
AutA 0.11 0.12 0.12
AutE 0.14 0.14 0.14
AutL 0.08 0.08 0.08
WinA 0.02 0.02 0.02
WinE 0.02 0.02 0.03
WinL 0.00 0.00 0.00
Table 3.8: Partial sill for Tail-up component of hybrid models with Exponential
Euclidean component, fitted to netID6.
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Figure 3.6: RMSPE for non-spatial, Euclidean distance and hybrid covariance structures for the second largest network in LHA 28. The plotted
numbers correspond to the model numbers in Table 3.2
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Data Covariates (R-sq) Epanech.tailup Exponential.Euclid Nugget
SprA 0.02 0.09 0.65 0.24
SprE 0.03 0.13 0.59 0.25
SprL 0.02 0.03 0.76 0.19
SumA 0.02 0.10 0.67 0.21
SumE 0.05 0.35 0.31 0.28
SumL 0.02 0.01 0.70 0.26
AutA 0.01 0.09 0.76 0.14
AutE 0.01 0.08 0.81 0.09
AutL 0.01 0.08 0.66 0.25
WinA 0.01 0.08 0.70 0.21
WinE 0.01 0.09 0.74 0.16
WinL 0.00 0.00 0.82 0.18
Table 3.9: Variance components for the Epanechnikov Tail-up + Exponential Eu-
clidean covariance structure, fitted to the second largest network in LHA 28.
This section has shown that a hybrid structure covariance model with an Epanechnikov
Tail-up component is suitable for the dominant and second largest networks in the Trent
area although it could be argued that there is some evidence that the particular choice of
Euclidean component differs between the two networks. It has been discussed that the
choice of covariance structure is more important than the particular choice of Tail-up or
Euclidean covariance function.
3.2.2 Spatial relationships among several networks in a single LHA
As well as modelling spatial correlation within a single river network, it is also of interest
to investigate spatial correlation among multiple networks in a single LHA. Models were
fitted to the data for all monitoring sites in LHA 28 and log(TON) was averaged by
season for 1990-2010, 1990-2000 and 2003-2010. Three types of model were fitted as
shown in Table 3.10. The first model has Easting and Northing as fixed effects and a
hybrid covariance structure with an Epanechnikov Tail-up component and a Gaussian
Euclidean component - this is the model that was chosen in the previous section as best
representing spatial correlation in the networks being investigated and is used here as
a baseline for comparison. The second model has network ID (netID) as a fixed effect,
allowing a different mean to be estimated for each network within LHA 28. The third
model includes netID as a random effect in the covariance structure which allows a
different variance to be associated with each network.
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Model Fixed effects Covariance
Tail-up Euclidean Random
Baseline Easting + Northing Epanechnikov Gaussian
Fixed Easting + Northing + netID Epanechnikov Gaussian
Random Easting + Northing Epanechnikov Gaussian netID
Table 3.10: Models fitted to investigate spatial correlation among multiple networks
in a single LHA.
It was not possible to fit a fixed effects model to all of the data in LHA28 with netID as
a fixed effect since this resulted in a singular design matrix that could not be inverted,
a necessary step in the model estimation procedure. This was due to spatial sparsity in
that eight of the networks in LHA28 contain only one monitoring site. Instead the models
in Table 3.10 were fitted to two networks in LHA 28: the dominant network (netID7)
and the smaller network (netID6), modelled separately in the previous section.
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Figure 3.7: Boxplots of RMSPE for models fitted to the dominant and smaller network
in LHA 28. Each box represents RMSPE for log(TON) averaged over 1990-2010, 1990-
2000, 2003-2010.
By considering RMSPE (Figure 3.7) it appears that it is not necessary to account for
different networks in the same LHA in the model since RMSPE seems fairly constant
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across all models. Adding additional complexity to the fixed effects or covariance struc-
ture has not improved the predictive power of the model. This might be because LHA’s
are defined as a group of networks drained into by the same land. The previous section
showed that the covariance structure is dominated by the Euclidean distance component
which is likely affected by land use and is investigated further in Chapter 4. Modelling
netID as a fixed effect means that an allowance is made for different mean values in
different networks but it might be that the difference in mean log(TON) in different
networks is too small to be significant in LHA 28 since this LHA is dominated by a large
network. Modelling netID as a random effect allows for the estimation of a different
variance on each network and again, differences might be masked by the dominance of
the main network in LHA 28.
This section has shown that a hybrid covariance structure is the best way to model
data collected on rivers in the Trent catchment area. The Tail-up covariance function
contributed much less to the variance components for the second largest network in the
Trent catchment area compared to the dominant network but an explanation for this is
that the second largest network is much smaller than the dominant network and there
is less evidence of a branched structure compared to the dominant network. It would be
interesting in future to assess the consistency of optimal choice of covariance structure
and functions for two networks of similar size and branching structure within the same
catchment area to investigate whether it is necessary to account for different networks
either in the deterministic or error structure of the model.
They key finding here is that although the particular choice of Tail-up covariance func-
tion and Euclidean covariance function differed between networks in the same catchment
area, the choice of covariance structure (in this case the hybrid structure) was consis-
tent.
3.2.3 Spatial relationships between multiple LHA’s
When modelling log(TON) for the whole of England and Wales it might be necessary
to account for different levels of variability of log(TON) for each LHA. LHA’s 34, 35,
36, 37 and 38 are modelled here to investigate this third level of spatial correlation in
river networks. These five LHA’s have 367 monitoring sites in total and are shown in
Figures 3.2(c) and 3.2(d). A random effect term was used to represent LHA number
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in the spatial stream network model since by definition LHA’s are independent and the
random effects term assumes that sites with different levels of factor γk are independent
(ver Hoef et al., 2014). Sites with the same level of factor γk are assumed to be correlated.
RMSPE for models fitted with and without a random effect for LHA number are given
in Table 3.11.
Data Covariance Structure RMSPE
Spr.A Epanech.TU + Gaussian.Euc + Nugget 0.358
Spr.E Epanech.TU + Gaussian.Euc + Nugget 0.401
Spr.L Epanech.TU + Gaussian.Euc + Nugget 0.352
Sum.A Epanech.TU + Gaussian.Euc + Nugget 0.690
Sum.E Epanech.TU + Gaussian.Euc + Nugget 0.748
Sum.L Epanech.TU + Gaussian.Euc + Nugget 0.667
Aut.A Epanech.TU + Gaussian.Euc + Nugget 0.492
Aut.E Epanech.TU + Gaussian.Euc + Nugget 0.511
Aut.L Epanech.TU + Gaussian.Euc + Nugget 0.493
Win.A Epanech.TU + Gaussian.Euc + Nugget 0.236
Win.E Epanech.TU + Gaussian.Euc + Nugget 0.238
Win.L Epanech.TU + Gaussian.Euc + Nugget 0.239
Spr.A Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.360
Spr.E Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.402
Spr.L Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.352
Sum.A Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.690
Sum.E Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.748
Sum.L Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.667
Aut.A Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.492
Aut.E Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.511
Aut.L Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.522
Win.A Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.236
Win.E Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.238
Win.L Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.240
Table 3.11: RMSPE for two spatial covariance structures fitted to seasonally averaged
data. Spr=Sring, Sum=Summer, Aut=Autumn, Win=Winter. Season.A=seasonal
average 1990-2010, Season.E=seasonal average 1990-2000, Season.L=seasonal average
2003-2010. TU=Tail-up, Euc=Euclidean. Models were fitted to LHA’s 34, 35, 36, 37
and 38.
It does not seem to make any difference including the LHA as a random effect in terms
of RMSPE since RMSPE is the same to 3 decimal places for almost all of the datasets
(Table 3.11). This might be because there is no strong contrast of within LHA vari-
ability to between LHA variability. Lord and Antony (2000) show that land use and
nitrate levels in these five LHA’s are very similar so it is reasonable to conclude that the
variability in log(TON) is similar for these areas. This analysis was repeated a second
time to include the data for LHA 28. LHA 28 is classed by the Environment Agency as a
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nitrate vulnerable zone while the other five LHA’s are not. LHA’s 34, 35, 36, 37 and 38
have similar land use but LHA 28 has a mixture of arable and non-arable land use (Lord
and Antony (2000) and Chapter 4). Table 3.12 shows RMSPE for Spring, Summer, Au-
tumn, and Winter log(TON) averaged over 1990-2010, 1990-2000 and 2003-2010 where
models were fitted to the data from six LHA’s. RMSPE was similar between models
with and without the random effects term accounting for different levels of variability
for each LHA. This is likely to be for similar reasons as discussed for LHA’s 34-38 where
variability of log(TON) was shown to be similar for all LHA’s considered.
Data Covariance Structure RMSPE
Spr.A Epanech.TU + Gaussian.Euc + Nugget 0.399
Spr.E Epanech.TU + Gaussian.Euc + Nugget 0.411
Spr.L Epanech.TU + Gaussian.Euc + Nugget 0.420
Sum.A Epanech.TU + Gaussian.Euc + Nugget 0.651
Sum.E Epanech.TU + Gaussian.Euc + Nugget 0.687
Sum.L Epanech.TU + Gaussian.Euc + Nugget 0.666
Aut.A Epanech.TU + Gaussian.Euc + Nugget 0.527
Aut.E Epanech.TU + Gaussian.Euc + Nugget 0.534
Aut.L Epanech.TU + Gaussian.Euc + Nugget 0.571
Win.A Epanech.TU + Gaussian.Euc + Nugget 0.297
Win.E Epanech.TU + Gaussian.Euc + Nugget 0.294
Win.L Epanech.TU + Gaussian.Euc + Nugget 0.320
Spr.A Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.399
Spr.E Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.411
Spr.L Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.420
Sum.A Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.651
Sum.E Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.687
Sum.L Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.665
Aut.A Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.526
Aut.E Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.534
Aut.L Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.573
Win.A Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.297
Win.E Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.294
Win.L Epanech.TU + Gaussian.Euc + NUMBER + Nugget 0.320
Table 3.12: RMSPE for two spatial covariance structures fitted to seasonally averaged
data. Spr=Sring, Sum=Summer, Aut=Autumn, Win=Winter. Season.A=seasonal
average 1990-2010, Season.E=seasonal average 1990-2000, Season.L=seasonal average
2003-2010. TU=Tail-up, Euc=Euclidean. Models were fitted to LHA’s 28, 34, 35, 36,
37 and 38.
Table 3.13 shows the variance components for the models in Table 3.12. It seems that
once stream distance and Euclidean distance have been accounted for, there is almost no
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between LHA variability to be accounted for. The variability within LHA’s dominates
the covariance structure.
Data Covariates (Rsq) Tail-up Euclidean Number Nugget
Spr.A 0.0010 0.262 0.538 0.200
Spr.E 0.0010 0.253 0.538 0.209
Spr.L 0.0020 0.269 0.507 0.223
Sum.A 0.0010 0.318 0.378 0.303
Sum.E 0.0020 0.314 0.368 0.317
Sum.L 0.0010 0.311 0.323 0.364
Win.A 0.0030 0.213 0.628 0.156
Win.E 0.0020 0.210 0.641 0.147
Win.L 0.0040 0.202 0.606 0.187
Spr.A 0.0010 0.262 0.537 0.00010 0.199
Spr.E 0.0005 0.253 0.538 0.00002 0.209
Spr.L 0.0020 0.269 0.506 0.00030 0.223
Sum.A 0.0010 0.318 0.378 0.00004 0.303
Sum.E 0.0020 0.313 0.367 0.00100 0.316
Sum.L 0.0010 0.315 0.331 0.00003 0.352
Win.A 0.0030 0.213 0.628 0.00002 0.156
Win.E 0.0020 0.210 0.641 0.00030 0.147
Win.L 0.0040 0.202 0.606 0.00030 0.187
Table 3.13: Variance components for the models listed in Table 3.12
They key message here is that for the LHA’s considered in this section, it was not
necessary to account for different levels of variance in each of the LHA’s. Variance in
this selection of catchment areas in England between 1990 and 2010 is dominated by
variance due to Euclidean distance between monitoring sites. The rest of the variance is
explained by variance due to separation along the river network, and residual variance
(variance when distance between sites is zero).
3.3 Predicting at unsampled locations
One of the aims of geostatistics is to make predictions at unobserved locations. The
statistical models in (3.8), (3.9), (3.10) and (3.11) can be used to predict log(TON) at
unsampled locations and produce a map of log(TON) for the whole network. To provide
an example of this, estimates of winL were calculated for approximately 11,000 unob-
served locations using kriging, described in Chapter 1 and can be found in Figure 3.8
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along with corresponding standard errors in Figure 3.9. winL is of particular interest
since nitrates are higher in winter months compared to other months so this is when
log(TON) is most likely to breach the limits set by the Water Framework Directive and
Nitrates Directive. The Euclidean component is based on a Gaussian covariance func-
tion and the Tail-up component is the Epanechnikov function, both used earlier in this
chapter. The maps show that there are many differences in the spatial pattern of winL
estimated from a non-spatial model or Euclidean distance covariance model compared
to predicted values based on a Tail-up covariance model. The Tail-up model allows
for abrupt changes in value of winL at confluences which is not seen in the non-spatial
or Euclidean models. The hybrid model in the bottom right map in Figure 3.8 shows
predicted values from the hybrid model combining both stream and Euclidean distance
based covariance functions but the differences between this map and the predictions
based on the Tail-up model are small. More noticeable differences between the Tail-up
and hybrid model can be found in the standard errors of the predictions as shown in
Figure 3.9 where it can be clearly seen that the hybrid model produces predicted val-
ues with lower standard errors than the other covariance structures considered in this
chapter.
The key message here is that predictions at unsampled locations on river networks with
the least uncertainty can be estimated using a hybrid covariance function combining
Euclidean and stream distances. The predicted values show abrupt changes as con-
fluences which is to be expected and predictions with this feature can be found when
based on models using either stream distance only or stream distance combined with
Euclidean distance. The uncertainty of the predictions is however lower for predictions
based on a combination of stream and Euclidean distances since relationships based on
Euclidean distance provide useful information for stream segments with few or no mon-
itoring sites. This property is very useful when the variable being predicted is related
to both the structure of the river network and the land in which the river network is
embedded, as is the case for log(TON).
3.4 Comments
The models considered in this chapter were fitted using the SSN package in R. One
disadvantage of this approach is that extensive data processing is required before models
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Figure 3.8: Predicted values of winL for non-spatial, Euclidean, Tail-up and hybrid
covariance structures.
can be fitted and requires access to a commercial software license although Peterson and
Ver Hoef (2014) explain that all of the necessary information is provided to enable the
user to construct a .ssn object without pre-processing the data using the STARS toolkit
(Peterson and Ver Hoef, 2014) in ArcGIS. A further drawback is that at present the
SSN models can only accommodate linear relationships of covariates with the response
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Figure 3.9: Standard errors for predicted values of winL for non-spatial, Euclidean,
Tail-up and hybrid covariance structures.
variable and models must be fitted to a single time point or time average (such as
seasonal average over several years). Recent developments in O’Donnell et al. (2014)
and Rushworth et al. (2015) mean that in the future spatiotemporal models with flexible
relationships between covariates and the response variable might also be considered,
although their work uses the river network structure in the deterministic part of the
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model rather than the error structure as in ver Hoef et al. (2006). A drawback to
this approach is that computational time increases as the number of stream segments
increases. Using simulated data, Rushworth et al. (2015) show that the methods in ver
Hoef et al. (2006) have greater computational time than the penalized spline method of
O’Donnell et al. (2014) for all sizes of river network considered, there is evidence that the
methods in ver Hoef et al. (2006) would have lower computation time for river networks
with large numbers of stream segments. The penalized spline approach also requires
that the river network is represented as a collection of stream units which might not be
easily adapted to river networks not governed by the Scottish Environment Protection
Agency.
This chapter has investigated the most appropriate covariance structure to use when
modelling data recorded on river networks. Models were fitted for a variety of time
averaged subsets of the data which allowed some discussion on the consistency of pa-
rameters over time. A variety of covariance structures were considered to account for
spatial correlation at different scales: (1) a single network, (2) multiple networks within
an LHA and (3) multiple networks across multiple LHA’s. It was concluded that a
hybrid covariance structure was the best in terms of lowest RMSPE and inspection
of the variance components showed that the covariance structure is dominated by the
Euclidean distance component. By considering the RMSPE values, it was shown that
modelling spatial correlation in stream networks using a standard Euclidean distance
model is an improvement on the model assuming independent errors. The use of the
Tail-up and hybrid covariance models reduces RMSPE further, justifying the use of a
more complex model. It was shown that there is little difference between RMSPE for
each of the hybrid models fitted meaning that the ability of the model to predict at un-
observed locations is not greatly affected by the particular choice of covariance function
once the covariance structure has been chosen.
It was also shown that for the LHA’s considered in this chapter it was not necessary to
account for different networks or LHA’s using either a fixed or random effects structure
and it was proposed that one reason for this was due to similar land use among the
LHA’s modelled. The effect of land use and other covariates on the covariance structure
are discussed in further detail in Chapter 4. Finally, kriging was performed for the Trent
area (LHA 28) and some differences between predictions based on a variety of covari-
ance structures was discussed. Maps of kriging predictions were used to demonstrate
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the improvement in prediction error as a result of fitting a model with a complicated
covariance structure based on river network topology. By viewing maps produced at sev-
eral time points in chronological order, it is possible to understand how winL changes
across the whole network over time rather than just estimating an average trend for the
whole LHA as in Chapter 2. This detailed view of the long term trend of log(TON)
enables the user to identify particular areas of the river network requiring attention.
Maps of predicted values can be produced for any time point or month/season/year for
which there are sufficient data in space to estimate the model. Kriging depends on the
covariance function parameter estimates and the effect of sample size on the parameter
estimates is also considered in greater detail in Chapter 4.
The best fitting spatial statistical model with lowest RMSPE considered in this chapter
has a complex hybrid covariance structure and does not include any covariate informa-
tion. This could be used to reduce the cost of maintaining a monitoring network in two
ways: first, it might be possible to reduce the number of monitoring sites located on a
densely monitored river network if the spatial models with hybrid covariance structure
can be shown to perform equally well with fewer monitoring sites. Secondly, it might
be possible for regulatory agencies to reduce costs by reducing the need for covariate
information which increases the costs of monitoring. A novel comparison between pre-
dictions made form covariance based models and covariate based models is presented in
Chapter 4 to investigate whether this might be possible.
The key result from the investigations described in this chapter is that the most impor-
tant thing to consider when choosing a model to be used for spatial prediction at un-
sampled locations on a river network is the choice of covariance structure i.e. Euclidean
distance, stream distance, or hybrid. Choosing an appropriate covariance structure re-
sults in lower uncertainty for predicted values, particularly on stream segments with no
monitoring sites. The particular Euclidean or stream distance covariance function (e.g.
Gaussian, exponential, Epanechnikov) used is less crucial.
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Further investigation of the
spatial covariance function
This chapter aims to further investigate the hybrid spatial covariance function with
Epanechnikov Tail-up and Gaussian Euclidean components, identified as most suitable
for the Trent catchment area in Chapter 3, and to provide suggestions to reduce the
monitoring budget. Specifically, Section 4.1 aims to investigate how reducing the number
of monitoring sites in the Trent affects the covariance function parameter estimates and
predictions at unobserved locations made using the hybrid spatial covariance function.
Following this, Section 4.2 considers the trade-off between modelling the mean structure
using covariate information and modelling the covariance structure using a suitable
function. The aim of this section is to investigate whether it is necessary to model
both covariates and covariance or whether the cost of gathering data can be reduced by
focusing on one of these.
The application of dynamic factor analysis in Chapter 2 suggested common temporal
patterns of log(TON) are present and so it might be possible to reduce the size of the
monitoring networks in England and Wales since there are monitoring sites recording
the same information. A simulation study is designed and implemented in this chapter
to explore how well a reduced monitoring network would perform in terms of predictions
made using a spatial statistical model based on a subset of the data, and corresponding
uncertainty of those predictions. Chapter 3 aimed to find the most appropriate spatial
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covariance structure for modelling data recorded on river networks and found that pre-
dictions with the lowest uncertainty were made using a statistical model with a hybrid
covariance structure, a combination of spatial covariance functions based on Euclidean
and stream distance. This chapter also presents a novel study designed to investigate
how predictions and their associated uncertainty made using a spatial statistical model
with a complex hybrid covariance structure compare to predictions made using a statisti-
cal model built using covariate information. Recording, storing and processing covariate
data adds to the cost of maintaining a monitoring network and producing the data re-
quired for the hybrid covariance structure is time intensive so there is interest in assessing
whether the complex spatial covariance structure and (possibly expensive) covariate in-
formation are interchangeable. The two studies presented in this chapter aim to assess
how cost savings could be made either by reducing the size of the monitoring network
or substituting covariate information with a complex spatial covariance structure.
4.1 Sampling on a river network
This section will investigate the effect of reducing the number of sites in the monitoring
network on the spatial covariance function parameter estimates and predictions from
models based on a reduced monitoring network. First, a discussion of the literature is
provided to explore existing approaches to reducing the size of monitoring networks, with
particular emphasis on water quality monitoring networks. Next, a simulation study is
implemented to investigate reducing the size of the monitoring network in the Trent
catchment area. Finally, the results are discussed and general points to consider when
reducing the size of a monitoring network are suggested. In particular, recommendations
for reducing the monitoring network in the Trent catchment area are provided.
Government agencies frequently come under pressure to reduce costs and one way to
do this is to reduce the size of monitoring networks. Chapter 2 showed that common
patterns exist among large hydrological areas suggesting that duplicate information is
being recorded by monitoring sites and strengthening the argument to reduce the num-
ber of monitoring sites. Ferreyra et al. (2002) state that “The density reduction of an
existing spatial network is...relevant in many regions of the world where funding for en-
vironmental monitoring is decreasing”. Diggle and Ribeiro (2007) refer to this reduction
of an existing monitoring network as ‘retrospective design’. If monitoring networks are
Chapter 4 120
to be reduced then it is important to understand what effect this will have on inferences
from the reduced data. Fuentes et al. (2007) state that “The proposed reduced network
should maintain sufficient spatial information to ensure reasonable statistical inference”
in the context of air pollution monitoring networks.
Ferreyra et al. (2002) discuss reducing the size of a soil water monitoring network and
aim to find the optimal subset of monitoring points that will best describe the spatial
pattern as well as accounting for variability over time. Wu et al. (2010) investigate
reducing the size of an ozone monitoring network in France using a simulated annealing
algorithm to select the optimal subnetwork of a given size and note that in the optimal
subnetworks there are clusters of points in areas where observed ozone concentrations
are spatially heterogeneous. Diggle and Ribeiro (2007) discuss general principles for the
design of monitoring networks and conclude that a sampling design exhibiting some spa-
tial regularity with some clustering will balance the objectives of parameter estimation
and prediction. It is also noted that optimising with respect to a Bayesian predictive
distribution will account for uncertainty in parameter estimates.
Dobbie et al. (2008) provide a comprehensive overview of the literature regarding spatial
design with particular emphasis on stream networks. Strobl and Robillard (2008) discuss
general principles for designing water quality sampling schemes and Khalil and Ouarda
(2009) review statistical approaches used in the design of water quality monitoring net-
works. Herlihy et al. (2000) use a spatially balanced, randomized approach to select
monitoring site locations. Much of the work on sampling in stream networks focuses on
finding the optimal design of a given size by minimizing some criterion, or maximising
a utility function if a Bayesian approach is used. For example, Dixon et al. (1999) use
simulated annealing to find optimal locations for monitoring sites on a river network by
minimising a cost function based on the expected cost of obtaining information after
a problem is detected and Fuentes et al. (2007) aim to find the subnetwork of a given
size that maximises posterior predictive entropy, accomplished by retaining monitoring
sites with high predictive uncertainty and eliminating sites with small uncertainty. Kao
et al. (2008) build on this by including pollution loads in the optimisation procedure so
that areas with higher probability of a pollution event are more likely to be sampled.
Monitoring networks of several sizes are investigated. Chilundo et al. (2008) considers
reducing the size of a monitoring network on the Limpopo River.
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More recently, work has been carried out to design and/or reduce monitoring networks in
streams, taking into account the branching structure and flow direction that characterise
stream networks. Som et al. (2014) discuss optimal sampling schemes for river networks
under a variety of criteria and state that the optimal monitoring network design depends
on “the characteristics of the target spatial domain and intended inference”. Inference
scenarios considered are covariance parameter estimation, prediction with known/esti-
mated covariance parameters and fixed effects estimation with known/estimated covari-
ance parameters. Som et al. (2014) take an exhaustive approach to finding the optimal
subset of 6 monitoring sites from a simulated network of 21 sites of by calculating the
criteria for all possible subsets of a simulated network and choosing the subset which
minimises each criterion of interest. This is followed by a complicated stratified selection
method applied to larger synthetic networks. Falk et al. (2014) use a pseudo-Bayesian
approach to find the optimal sampling design by maximising four different utility func-
tions for synthetic and real data sets. This is followed by estimating the optimal subset
of 22 monitoring sites from an existing network of 88 sampling locations for continuous,
binary and count observations collected in Queensland, Australia.
The literature on monitoring network design and reduction conclude in general that it is
crucial to consider the purpose of the monitoring network as part of the design process.
Spatially regular designs are most useful for parameter estimation whereas clustered
designs are more appropriate for prediction purposes, especially in heterogeneous ar-
eas.
Many of the examples of monitoring network reduction discussed here such as Som et al.
(2014) and Falk et al. (2014) aim to find the optimal reduced network of a specified size
and use complex search algorithms to achieve this. This chapter does not aim to find
an optimal reduced monitoring network but rather to assess the ability of monitoring
networks of varying size to estimate parameters and make predictions. This is achieved
by sampling the existing monitoring network several times to create many subnetworks
and summarizing parameter estimates and predictions from statistical models based on
these subnetworks. Specifically, this simulation study aims to
• investigate how covariance function parameter estimates are affected by reducing
the size of the monitoring network.
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• assess the differences between predictions made using statistical models built from
different sizes of monitoring networks.
• assess how uncertainty of predictions is affected by reducing the size of the moni-
toring network.
Subnetworks can be created using a variety of sampling schemes and the study presented
in this chapter considers simple random sampling, weighted sampling and stratified
sampling. Simple random sampling assigns equal probability to each monitoring site
in the full network of being included in the subnetwork. This is easy to implement
but can result in poor coverage of the network since no account is taken of specific
network features. Instead, a weighted sampling approach might be preferable where
weights are assigned to each monitoring site so that some monitoring sites have a higher
probability of being included in the subnetwork. Diaz-Ramos et al. (1996) note that
estimates based on a weighted sample will tend to have lower variance if the response
of interest and the variable used for weighting are strongly positively correlated. This
means that there is less uncertainty associated with estimates of model parameters or
predictions if the variable used for weighting is informative about the response of interest.
Alternatively, Dobbie et al. (2008) discuss using expert elicitation to determine weights
if this information is available. River network structure can be included in the sampling
scheme via stratified sampling. Two stratified sampling schemes are considered in this
chapter: the first is based on Strahler number of stream segments (Strahler, 1957) and is
called proportional sampling and the second is Neyman stratification (Neyman, 1934).
Strahler number for stream order is given by allocating order=1 to stream segments that
have a source point at the most upstream location on the segment. When two streams
of the same order join at a confluence, the order is increased by 1 (see Figure 4.1).
This means that the main stem of the network has the highest order number. Strata are
defined by Strahler number in this chapter so that subnetworks reflect the structure of the
river network. Proportional sampling means that subnetworks reflects the composition
of the full network. For example, if 33% of monitoring sites have Strahler number 1 in
the full network then 33% of the monitoring sites in the subnetwork will have Strahler
number 1. Neyman sampling aims to maximise precision given a fixed sample size. This
type of stratified sampling reflects variability in the data and higher proportions of the
sample are drawn from strata with higher variability using
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Figure 4.1: Graphical representation of Strahler stream order.
ni =
n ∗ (Ni ∗ Si)∑
(Ni ∗ Si) ,
where ni is the sample size in stratum i, n is the total sample size of the subnetwork, Ni
is the population size of stratum i and Si is the standard deviation of stratum i.
Data from the Trent area, introduced in Chapter 3, are used to conduct this study and
the response of interest is winL - winter log(TON) averaged over 2003-2010 (referred to
as the ‘later years’ in Chapter 3). Assuming that estimated covariance parameters and
predictions from the model based on all 687 monitoring sites are the truth, the aim of
this study is to learn what information is lost when the number of monitoring sites is
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Strahler Full Proportional Neyman
1
2
3
4
5
379
166
92
32
18
90 80 50 20 10
341 303 190 76 38
150 133 83 33 17
83 74 46 18 9
29 26 16 7 3
16 14 9 4 2
90 80 50 20 10
366 325 203 82 41
138 123 77 31 15
82 73 46 18 9
28 25 15 6 3
5 4 3 1 1
Table 4.1: Number of monitoring sites to be selected by simple random sampling
within each stratum. The numbers in bold indicate the percentage of sites retained in
a subnetwork under each stratified sampling scheme and rows represent the five strata.
reduced. Various model outputs are compared between the ‘full’ model (based on all
687 monitoring sites) and ‘reduced’ models (based on subsets of the monitoring sites).
Reduced models are referred to throughout this chapter as subnetworkk where k is the
percentage of sites retained in the subnetwork (90%, 80%, 50%, 20% and 10%). For
simple random sampling and weighted sampling this means that subnetworks consist of
619, 550, 344, 138 and 69 sites respectively. Table 4.1 shows the number of monitoring
sites selected for each strata under the two stratified sampling schemes. The biggest
differences between proportional and Neyman sampling can be seen in strata 1 and 5
where stratum 1 has more monitoring sites selected under Neyman sampling than under
proportional sampling since winL is more variable in the most upstream stream segments
than in the main stem. The weighed sampling scheme uses the proportion of arable land
in the catchment area around each monitoring site as weights. This is similar to the
sampling procedure in Kao et al. (2008) and ensures that areas more likely to have
high pollution have a higher probability of being included in the subnetworks. A small
number (0.01) was added to sites whose proportion of arable land was zero to ensure
no sites were excluded. Monitoring sites with a high proportion of arable land were
therefore more likely to be included in the subnetworks. The size of each subnetwork is
the same as for the random samples. Proportion of arable land is highly correlated with
winL and so according to Diaz-Ramos et al. (1996) should provide parameter estimates
and predictions with lower uncertainty.
It is of interest to investigate the effect of reducing the number of monitoring sites on
(1) estimated covariance function parameters and (2) predictions at unsampled locations
and their associated uncertainties. The response of interest here is winL since log(TON)
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is highest in winter months and it is therefore important to understand how reducing
the size of the monitoring network affects inferences made about winL. Due to legal
limits of log(TON) in stream networks in Europe (European Parliament, 2000) it is
important to understand if the choice of sampling scheme might affect inferences made
from the results. For example, if one sampling scheme is more likely to overestimate
or underestimate winL compared to other sampling schemes. The simulation study is
carried out as follows:
1. Select a subnetwork retaining a proportion k of sites where k = 0.9, 0.8, 0.5, 0.2, 0.1
under random, weighted or stratified sampling schemes and fit the following model
to i monitoring sites in the subnetwork using the SSN package (ver Hoef et al., 2014)
package in R:
yi = β0 + β1Eastingi + β2Northingi + ηi
ηi = b1i + b2i + εi
b1 ∼ N(0,ΣEpanechnikov.Tail−up)
b2 ∼ N(0,ΣGaussian.Euclidean)
εi
iid∼ N(0, σ2)
2. The following model outputs are stored:
• Covariance parameters (Tail-up range and partial sill, Euclidean range and
partial sill, nugget)
• Variance components
• Cross validation predictions
• Cross validation prediction error
• Standard error of cross validation predictions
• Predictions at unsampled locations (approx 11,000 locations)
• Standard error for predictions at unsampled locations
3. Process repeated 500 times to investigate the effect of retaining 90%, 80%, 50%,
20% and 10% of monitoring sites.
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where yi = winL at site i = 1, ..., kM (M = 566), β0, β1 and β2 are coefficients estimated
using REML, ηi are spatially correlated errors and b1i and b2i are the i
th diagonal ele-
ments from the Tailup and Euclidean distance covariance matrices ΣEpanechnikov.Tail−up)
and ΣGaussian.Euclidean).
4.1.1 Results: covariance function parameters
Following Falk et al. (2014) who assume that covariance function parameter estimates
based on all monitoring sites are the true values, estimates from the full network are used
here as a baseline for comparison with parameters estimated from subnetworks.
Figure 4.2 shows the quartiles of the Tail-up range parameter. The natural logarithm of
the parameter is plotted as the interquartile range is much larger when 20% or 10% of
monitoring sites are retained compared to retaining 90% or 80%. The parameter esti-
mated from the subnetworks is similar to the estimate from the full network when more
than 50% of monitoring sites are retained, except for the weighted sampling scheme.
The weighted sampling scheme provides estimates quite different to the other sam-
pling schemes when 50% or fewer monitoring sites are retained and has a much larger
interquartile range than the other sampling schemes when k=80. Histograms of the
Tail-up range parameter estimated from subnetworks show a bimodal distribution for
this parameter.
Figure 4.3 shows the range parameter for the Euclidean component of the spatial covari-
ance function. The values estimated from the subnetworks are close to that estimated
from the full network on average when 50% or more monitoring sites are retained. The
weighted sampling scheme gives lower estimates of the parameter value than the other
sampling schemes for all values of k considered.
Figure 4.4 shows the partial sill parameter for the Tail-up component of the spatial
covariance function. The values estimated from subnetworks are similar to that esti-
mated from the full network for all k on average but the interquartile range becomes
large when k=20 or k=10. The weighted sampling scheme estimates lower values of
the Tail-up partial sill parameter compared to the other sampling schemes when 50% or
more monitoring sites are retained.
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Figure 4.2: Interquartile range (lines) of the Tail-up range parameter estimated from
subnetworks with the median (dot) highlighted in blue. The natural logarithm of the
estimates is displayed. The red line indicates the parameter value estimated from the
full network.
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Figure 4.3: Interquartile range (lines) of the Euclidean range parameter estimated
from subnetworks with the median (dot) highlighted in blue. The red line indicates the
parameter value estimated from the full network.
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Figure 4.4: Interquartile range (lines) of the Tail-up partial sill parameter estimated
from subnetworks with the median (dot) highlighted in blue. The red line indicates the
parameter value estimated from the full network.
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Figure 4.5: Interquartile range (lines) of the Euclidean partial sill parameter for
subnetworks with the median (dot) highlighted in blue. The red line indicates the
parameter value estimated from the full network.
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Figure 4.6: Interquartile range (lines) of the nugget parameter for subnetworks with
the median (dot) highlighted in blue. The red line indicates the parameter value esti-
mated from the full network.
Figure 4.5 shows the partial sill parameter for the Euclidean component of the spatial
covariance function. The random and stratified sampling schemes estimate similar values
to that estimated from the full network but the weighted sampling scheme estimates the
parameter to be much lower than the other sampling schemes.
Figure 4.6 shows the nugget parameter for the spatial covariance function. The nugget
values estimated from subnetworks are similar on average to the estimate from the full
network when k=90, 80, 50 or 20 but the interquartile range is large for k=20. The
weighted sampling scheme estimates the nugget parameter to be lower than the other
sampling schemes when 20% or fewer monitoring sites are retained.
Figure 4.7 shows R-squared calculated for subnetworks. In subnetworks of all sizes
the linear effects of Easting and Northing explain very little of the variability in winter
log(TON). The contribution of R-squared estimated by the weighted sampling scheme is
quite similar on average to the contribution estimated from the full network. The random
and stratified sampling schemes estimate the contribution of R-squared to increase on
average as k decreases.
Figures 4.8 and 4.9 show the contribution of the Tail-up and Euclidean components to
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Figure 4.7: Interquartile range (lines) of the R-squared variance component for sub-
network with the median (dot) highlighted in blue. The red line indicates the estimated
contribution of R-squared to total error variance when estimated from the full network.
total variance, respectively. The contribution of the Tail-up component to total variance
estimated by subnetworks of all sizes is similar on average to the estimated contribution
from the full network, although the interquartile range is large when k=20 or 10. The
weighted sampling scheme however estimates the Tail-up component to have a greater
contribution on average when 20% or fewer monitoring sites are retained, compared
to the contribution estimated from the full dataset. The weighted sampling scheme
estimates a lower contribution from the Euclidean component for all k compared to
the contribution estimated from other sampling schemes and the full network. The
random and stratified sampling schemes estimate the Euclidean contribution closer to
that estimated from the full network for all k, with the interquartile range increasing as
k decreases. The contribution of the nugget estimated from the random and stratified
sampling schemes is similar to that estimated from the full network for k=90, 80 or 50.
The weighted sampling scheme estimates the nugget contribution to be higher than that
estimated from the full network when k=90, 80 or 50 but the contribution is similar to
that estimated from the other sampling schemes when k=20 or 10.
Pairs plots of covariance function parameter estimates are given in Figures 4.11 and
4.12 to investigate relationships between covariance parameters. It seems that the
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Figure 4.8: Interquartile range (lines) of the Tail-up variance component for subnet-
work with the median (dot) highlighted in blue. The red line indicates the estimated
contribution of the Tail-up component to total error variance when estimated from the
full network.
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Figure 4.9: Interquartile range (lines) of the Euclidean variance component for sub-
network with the median (dot) highlighted in blue. The red line indicates the estimated
contribution of the Euclidean component to total error variance when estimated from
the full network.
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Figure 4.10: Interquartile range (lines) of the nugget variance component for subnet-
work with the median (dot) highlighted in blue. The red line indicates the estimated
contribution of the nugget component to total error variance when estimated from the
full network.
nugget decreases as the Tail-up partial sill increases and that as the Euclidean range
increases the Euclidean partial sill also increases. These relationships are much stronger
for subnetwork90 than in subnetwork10.
4.1.1.1 Summary: covariance function parameters
Covariance parameters estimated from subnetworks have median values close to those es-
timated from the full network when 50% or more monitoring sites are retained, although
the interquartile range of parameters is much greater when 50% or fewer monitoring sites
are retained. The interquartile range of parameter estimates increases as the number of
monitoring sites retained decreases. The parameter estimates from the weighted sam-
pling scheme tended to be different from those estimated from the random and stratified
sampling schemes.
The median value for variance components estimated from 500 subnetworks is close to
the variance components estimated from the full network for all k considered and all
sampling schemes with the exception that the weighted sampling scheme estimates the
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Figure 4.11: Covariance parameters for subnetwork90 selected under random sam-
pling scheme. Tail-up range parameter >80km have been excluded to improve the
viewing.
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Figure 4.12: Covariance parameters for subnetwork10 selected under random sam-
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>3 have been excluded to improve the viewing.
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contribution of the Euclidean component to be much lower than the other sampling
schemes. This is balanced by an increased contribution from the nugget component.
As with the covariance parameter estimates, the interquartile range of the variance
components increases as k decreases.
4.1.2 Results: predictions
One aim of modelling river network data is to produce predictions at unobserved loca-
tions so it is of interest to try to quantify the ‘information lost’ from these predictions
when the size of the monitoring network is reduced. Metrics used in the literature to com-
pare predictions made from models based on different spatial interpolation techniques
are used here to compare values predicted at unsampled locations between subnetworks.
Robinson and Metternicht (2005) suggest a variety of measures to compare predictions
from models based on kriging, inverse distance weighting (IDW) and splines and apply
this to soil properties. Murphy et al. (2010) use a selection of these measures to com-
pare predictions from models based on IDW, ordinary kriging and universal kriging with
an application to water quality data. Wu et al. (2010) suggest comparing subnetworks
by considering kriging predictions from models based on the full monitoring network
as true values and comparing these to kriging predictions from models based on sub-
networks, with the aim of minimising the root mean squared difference between these
predictions. Ferreyra et al. (2002) also compare predictions from models based on full
and subnetworks.
One metric commonly used to quantify the accuracy of predictions from a geostatistical
model is root mean square prediction error (RMSPE) - a measure of the difference be-
tween true (observed) values and a value estimated from Leave One Out Cross Validation
(LOOCV). Cross validation is a way of assessing how well a model can be generalized
to a new data set and avoids the problem of ‘redundant data’ where the data set is split
into a test set and a training set, meaning not all of the available data are used to build
the model. In LOOCV the geostatistical model is fitted to all of the data points except
one and the model is then used to predict the response at the excluded location. This
is done for each of the N data points and RMSPE (4.1) is calculated to summarise the
prediction error of the model, where Yˆ (si) is the predicted value at location si and Y (si)
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is the observed value at location si. Models with lower prediction error are more desir-
able. Chapter 1 also discussed Generalised Cross Validation, suitable for large data sets.
LOOCV was used in this study however since the sample size did not make LOOCV
computationally time consuming.
RMSPE =
√√√√ 1
N
n∑
i=1
(
Yˆ (si)− Y (si)
)2
(4.1)
Comparisons are also made here for different sizes of subnetworks and sampling schemes
by considering prediction error (4.2). Prediction error is similar to RMSPE but the
difference is calculated between predictions at unobserved locations made from the model
based on the full network and predictions at unobserved locations from the model based
on subnetworks (4.2) where Npred is the number of prediction locations, Yˆfull(ui) is
the prediction at unobserved location ui from the model based on the full network and
Yˆsubnetworkk(ui) is the prediction at ui from the model based on subnetwork).
Prediction error =
√√√√ 1
Npred
n∑
i=1
(
Yˆfull(ui)− Yˆsubnetworkk(ui)
)2
(4.2)
The ratio of average kriging standard error (AKSE ratio) calculated for the model based
on subnetworks and for the model based on the full network can be used to investigate
the uncertainty of predictions at unobserved locations. AKSE can be calculated as in
(4.3), where σ2(ui) is the squared standard error of the kriging prediction at unobserved
site ui. AKSE ratio is therefore AKSEsubnetworkk/AKSEfull. A ratio of 1 means that the
uncertainty of predicted values based on the subnetwork is the same as the uncertainty
of predicted values based on the full network and would suggest no information is lost
by reducing the size of the monitoring network.
AKSE =
√√√√ 1
N
N∑
i=1
σ2(ui) (4.3)
The sampling schemes and subnetworks could be compared using other metrics than
those considered here. For example, the criteria discussed in Som et al. (2014) or the
utility functions used in Falk et al. (2014) could be compared between sampling schemes
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and subnetworks depending on the intended inference, with the latter being of interest
if a Bayesian approach is taken.
Figure 4.13 shows the interquartile range for RMSPE calculated from subnetworks se-
lected using a variety of sampling schemes. As expected, RMSPE tends to increase as
the size of subnetwork decreases. RMSPE is higher on average for subnetworks than for
the full data set. Interestingly, RMSPE under the weighted sampling scheme remains
fairly constant on average for all subnetworks and is generally lower than under the other
sampling schemes. It is likely that subnetworks selected under the weighted sampling
scheme will contain a larger proportion of monitoring sites with high values of winL
than subnetworks selected by simple random or stratified sampling schemes. Models
based on subnetworks with a high proportion of high values of winL will be better able
to estimate these high values than models based on subnetworks with a small number
of monitoring sites showing high winL values. Figure 4.14 shows the lower and upper
quartiles of RMSPE and gives an impression of RMSPE for sizes of subnetworks other
than those considered in this study. The lower and upper quartiles are quite similar for
all sampling schemes when at least 80% of monitoring sites are retained but the variabil-
ity in lower and upper quartiles is still quite small when fewer than 80% of monitoring
sites are retained.
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Figure 4.13: Interquartile range (lines) for RMSPE from LOOCV with the median
(dot) highlighted in blue. The red line indicates RMSPE calculated from full data set.
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Figure 4.14: Lower and upper quartiles for RMSPE from LOOCV. The red line
indicates RMSPE calculated from full data set.
Figure 4.15 shows that prediction error increases as the size of subnetwork decreases but
subnetworks of all sizes have higher prediction error when selected using a weighted sam-
pling scheme. Since models based on subnetworks from the weighted sampling scheme
will estimate higher values of winL on average (due to the monitoring sites with high
winL having a higher probability of inclusion in the subnetworks) predictions of winL
at unobserved locations will be higher on average than predictions based on subnet-
works selected by simple random or stratified sampling schemes. This means that the
difference between predicted values at unobserved locations based on subnetworks from
weighted sampling schemes and predictions made from models based on the full network
will be greater on average than the difference between predictions based on subnetworks
selected using simple random or stratified sampling schemes and the full network. The
interquartile range for prediction error does not vary much as k decreases. Figure 4.16
shows the lower and upper quartiles of prediction error and gives an impression of these
values for subnetworks of sizes other than those considered in this study. Prediction
error appears to be quite similar between random and stratified sampling schemes but
for very small subnetworks the stratified sampling schemes perform best.
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Figure 4.15: Interquartile range of prediction error at unobserved locations.
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Figure 4.16: Lower and upper quartiles of prediction error at unobserved locations.
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Figure 4.17: Ratio of AKSE from subnetworks to AKSE from full network. The
horizontal red line is drawn at ratio=1, indicating AKSE in the subnetworks is equal
to AKSE in the full network.
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Figure 4.18: Ratio of AKSE from subnetworks to AKSE from full network.
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Figure 4.17 shows the ratio of AKSE estimated from models based on subnetworks
to AKSE from models based on the full network. AKSE ratio for subnetwork90 and
subnetwork80 are centred close to 1 suggesting that AKSE for these subnetworks is,
on average, similar to AKSE for the full network. AKSE is around 10% higher (with
AKSE ratio centered around 1.1) for subnetwork50 and approximately 15% and 20%
higher for subnetwork20 and subnetwork10 respectively. The AKSE ratio for a weighted
subnetwork is lower than for the other sampling schemes. The AKSE ratio is smaller
for the random sampling scheme compared to the stratified sampling scheme for small
subnetworks. Figure 4.18 shows that the AKSE ratio is similar for all subnetworks and
sampling schemes when more than 80% of monitoring sites are retained but when fewer
than 80% are retained the weighted sampling scheme performs best since the AKSE
ratio is more closely centred around 1.
4.1.2.1 Summary: predictions
RMSPEobs increases as k decreases and the interquartile range also follows this pattern.
This is seen for all subnetworks under the random and stratified sampling schemes
but RMSPEobs is quite stable on average for all k although the interquartile range
increases as k decreases. RMPSEpreds also increases as k decreases under the random
and stratified sampling schemes but the interquartile range is fairly stable. Subnetworks
selected using the weighted sampling scheme have higher RMPSEpreds and a greater
interquartile range compared to the other sampling schemes. The AKSE ratio showed
that the uncertainty associated with RMPSEpreds increases as k increases for the random
and stratified sampling schemes and the ratio is more stable under the weighted sampling
scheme. The interquartile range for the AKSE ratio increases as k decreases for all
sampling schemes. AKSE is less than 10% greater on average when at least 50% of
monitoring sites are retained compared to AKSE estimated from the full network and
when 20% or fewer monitoring sites are retained AKSE is 20% to 30% greater compared
to the full network.
4.1.3 Summary of simulation study
This simulation study has shown that the parameter estimates from the weighted sam-
pling scheme tended to be different from those estimated from the random and stratified
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sampling schemes. The Tail-up range parameter estimated from subsets of the data se-
lected using the weighted sampling scheme showed a bimodal distribution that became
increasingly apparent as the proportion of monitoring sites retained decreased. It proved
difficult to quantify the particular configuration of monitoring sites that produced the
very large Tail-up range parameter but Figure 4.19 shows there is no strong relationship
between RMSPE and the Tail-up range parameter. This means that even when the
range is estimated to be greater than the longest stream distance between two monitor-
ing sites in the network and thus implying that all monitoring sites are correlated, this
does not negatively affect the predictive performance of the model.
Figure 4.19: RMSPE against Tail-up range parameter estimated from subsets of the
data selected using a weighted sampling scheme.
Further investigation of the monitoring network size could include repeating the simu-
lation study with summer log(TON) values to assess the effect of reducing the number
of monitoring sites when data are lower and highly variable in comparison to winter
log(TON) which is higher and less variable. Murphy et al. (2010) show that RMSPE is
higher in months where data are more variable. The simulations could be carried out for
individual years instead of averages for several years and variability incorporated over
time as in Ferreyra et al. (2002). Further work might also include selecting the optimal
subnetwork of a particular size using the simulated annealing algorithm in Ferreyra et al.
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(2002) combined with optimisation criteria in Som et al. (2014). An application of this
can be found in Falk et al. (2014).
Going forward, the monitoring network in the Trent catchment area could be reduced by
up to 50%, if an increase in uncertainty of predictions at unobserved locations of up to
10% is acceptable. Monitoring could be reduced by 90% if an increase in uncertainty of
20% on average and up to 30% were acceptable. The Trent area is a densely monitored
area with 687 monitoring sites and so removing 50% of monitoring sites would mean 344
sites would be retained thus the Trent would still have a very dense monitoring network
compared to other areas of England and Wales. The Trent is a large complex river
network with a heterogeneous landscape and therefore will require a greater number
of monitoring sites than a small homogeneous area. The conclusion that it would be
possible to remove 50% of monitoring sites with little loss of information is not a general
rule for LHA’s of all sizes but is rather a conclusion applicable to a large, heavily
monitored catchment area. In sparsely monitored LHA’s it is unlikely that removing 50%
of monitoring sites would result in as small a loss of information as in the Trent.
It is recommended, based on the sampling study, that care be taken when choosing an
appropriate sampling strategy since weighted sampling leads to predictions of higher
value if the variable used to weight the probability of a site being retained is positively
correlated with the variable being predicted. The weighted sampling scheme can be
thought of as reflecting a worse case scenario if there is an upper safety limit on the
variable being predicted but predictions from models based on such a sampling scheme
might lead to increased costs as a result of taking unnecessary action to reduce levels of
the variable of interest. If the purpose of the analysis is to produce realistic predictions
of a variable at unobserved locations then simple random sampling is recommended as
a sampling strategy since this is straightforward to implement, is not affected by the
choice of variable used for weighting or stratification and provides a smaller increase
in the uncertainty of predictions than weighted or stratified sampling methods. Any
redesign of the monitoring network should ultimately be based on requirements of the
user as discussed in Diggle and Ribeiro (2007).
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4.2 Covariates
The models fitted to the stream network data in Chapter 3 included only Easting and
Northing as linear covariates and almost all of the spatial pattern is captured using a
hybrid spatial covariance structure. In this section covariate data will be included in the
model for winL and the effect of this on the covariance structure and predicted values
will be investigated.
Rainfall, population density, flow, livestock counts and landcover data will be used as
covariates, following the work in Bowman et al. (2010). Neill (1989) show a positive
relationship between nitrate load and river flow while Neal et al. (2004) and Burt et al.
(1988) discuss the relationship between rainfall and water quality. Pesce and Wunderlin
(2000) conclude that water quality is worse (higher levels of stream chemistry variables)
during the Argentinian dry season. Neal et al. (2006) discusses the impact of flow on
nitrates while Paul and Meyer (2001) look at the effect of population and urbanisation
on water quality. Hooda et al. (2000) propose several solutions to the increased nitrate
levels in river water as a result of increased numbers of livestock and Gerber et al.
(2007) specifically considers poultry. Robson and Neal (1997) note that agriculture,
high population density and industrial sewage are sources of nitrates in river water in
several English rivers, including the Trent.
The covariate data are available as spatial snapshots meaning they are not recorded over
time. Variables were not all available at the same spatial scale and so were aggregated
in two ways to have a common spatial scale for all variables: (1) rates per km2 were
calculated where the variable is standardized by the size of the reach catchment area
(RCA - the land that drains directly to a particular stream segment), referred to as
covariatesRCA and (2) accumulated totals where the rate was multiplied by the area
of the RCA in km2 and the total then accumulated from monitoring site to source(s)
to represent total contribution of the covariate over all of the land that drains to an
individual monitoring site (referred to as covariatesacc ). Examples of rainfallRCA and
rainfallacc are shown in Figure 4.20. Covariate values were calculated first for each stream
segment and then attributed to any monitoring sites within a segment, following the
guidelines in Peterson (2011). Values for multiple sites within a single stream segment
differ depending on how far down the stream segment the monitoring site is placed.
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Figure 4.20: Rainfall estimated at RCA level from land that drains directly to the stream segment on which the monitoring site is located (left)
and total volume rainfall accumulated from source point(s) to monitoring site.
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The covariates are described in Section 4.2 and further details of the data processing
steps can be found in Appendix A. Following this additive models were fitted to winL
that include smooth functions of the covariate data and assume independence between
monitoring sites. Additive models were fitted using the mgcv package in R described in
Chapter 1. The predicted values at observed and unobserved locations along with their
associated uncertainty will be compared to those from a model fitted to winL with no
covariate data but assuming spatially correlated residuals. This allows a comparison
of purely covariate vs purely covariance based models. Finally, spatial stream network
(SSN) models will be fitted to the independent residuals from the additive models to
investigate the nature of any remaining spatial structure and to assess whether the
additive model could be improved by accounting for spatial correlation. At present the
SSN package used to model spatial correlation cannot fit smooth functions of covariates
and so a two stage approach is applied here where smooth functions of the covariates are
modelled assuming independence after which the residuals are modelled using a spatial
correlation function. The recent work in O’Donnell et al. (2014) opens up the possibility
of fitting flexible regression models accounting for river network structure in the future,
although the focus in their work is on incorporating river network structure into the
deterministic part of the model rather than in the error structure as in ver Hoef et al.
(2006).
Population
Population data were obtained from http://www.ons.gov.uk/ons/index.html. Three
sources of information were used to calculate population density: (1) Population count
of all ages for each local authority district (LAD) in England and Wales from mid 2012,
(2) a shapefile containing boundary information for LAD’s from 2012 and (3) area of
each LAD in hectares (ha).
Rainfall
Rainfall data were provided by the EA in the form of long term average (1961 to 1990)
annual depth in mm. In order to obtain an estimate of total rainfall contributing to
a monitoring point it was necessary to calculate rainfall volume within each RCA and
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accumulate rainfall volume between monitoring site and source point(s). Rainfall volume
(litres) can be calculated as depth(mm)×area(m2) × 0.001.
Livestock and Crops
Livestock data were provided by the EA and are taken from the ADAS 2010 agricultural
census (further details of this dataset can be found at http://edina.ac.uk/agcensus/).
The livestock data show the number of animals, broken down by species, in areas of
1km2 . Table 4.2 shows all of the species included in the agricultural census. In this
covariate study all of the livestock excluding chickens were counted together rather than
having separate model terms for each species since large numbers of chickens can be
accommodated in a small area and the chicken numbers greatly inflate the livestock
numbers. Chickens per km2 and total number of chickens contributing to a monitoring
site were therefore calculated separately from other livestock.
Livestock Land use categories
Total number of poultry Salt water
Number of farmed deer Arable and horticulture
Total number of goats Bog
Total number of pigs Improved grassland
Number of horses and ponies Built up areas and gardens
Total number of sheep and lambs Rough low productivity grassland
Total number of cattle and calves Broad leaved, mixed and yew woodland
Littoral sediment
Coniferous woodland
Inland rock
Freshwater
Neutral grassland
Fen marsh and swamp
Dwarf shrub heath
Supra-littoral sediment
Calcareous grassland
Montane habitats
Acid grassland
Table 4.2: Livestock from ADAS 2010 agricultural census and Land use categories
from LCM2007.
Landcover
Land category information was provided by the EA and obtained from the the LCM2007
dataset (see Morton et al. (2011) for full details of this dataset). LCM2007 gives the
proportion of area in small land parcels that is classified using 23 landcover categories, as
well as the dominant classification in each land parcel. A single RCA contains many land
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Figure 4.21: Landcover categories in the Trent area. The width of the boxes is
proportional to the square root of the number of observations in each group.
parcels and so landcover category for an RCA was the category that covered the greatest
proportion of land in the RCA. Landcover was not calculated for total contributing
area.
Figure 4.21 shows the distribution of landcover categories assigned to monitoring sites in
the Trent area. The width of the boxes is proportional to the square root of the number
of observations in each group. winL is highest at sites classed as arable, followed by urban
and grass. The category called ‘other’ contains only 7 observations covering 5 landcover
categories (Bog; Broad leaved, mixed and yew woodland; Coniferous woodland; Dwarf
shrub heath; Neutral grassland) with highly variable winL values.
Flow
Flow data were provided by the EA in the form of a long term average (1961-1990)
measured in mean ml per day for each waterbody, a small proportion of the LHA, as
defined by the EA. All monitoring sites and prediction locations are assigned the flow
value of the waterbody in which they are located.
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4.2.1 Modelling covariates
Four types of model were fitted to winLm where m = 1, ..., 566 to investigate the balance
between including covariate data and spatial covariance structure in a statistical model.
Models that contain covariates aggregated to RCA level (covariatesRCA ) are used to
investigate the effect of covariate information on the Euclidean distance component of
the spatial correlation function. In addition to this, models that include covariates that
are accumulated totals (covariatesacc ) are used to investigate the effect of accumulated
covariates on the Tail-up component of the spatial correlation function. A third type of
model (covariatesmxd ) combines covariatesRCA and covariatesacc and is used to investi-
gate the effect of covariates on a hybrid spatial correlation structure. A model containing
only location information (covariatesloc ) is used as a baseline comparison for the models
with covariate data.
RCA covariates
Figure 4.22 show average winter log(TON) 2003-2010 against RCA level covariates. A
natural log transformation of the covariates is used to make the distribution of the data
more symmetric. The plots suggest winL has a negative relationship with log(average
annual rain depth (mm)) and a positive relationship with log(number of chickens per
km2 ).
A manual forward stepwise selection process was used to find the best combination
of RCA level covariates to describe winL in the Trent area. Smooth functions were
fitted between winL and each covariate shown in Figure 4.22 separately using the mgcv
package in R. Smoothing parameters were automatically selected using REML since GCV
performs less well when the data are correlated (Wood, 2006). The covariate whose
model yielded the highest R2 value was chosen as the best single RCA level covariate
to describe winL. Each of the remaining RCA level covariates was added one at a time
to this model and the pair of covariates with the highest R2 value was selected as the
best pair of covariates to describe winL. The model with two covariates was compared
to the model with a single covariate using an approximate F test (Wood, 2006) and if
p<0.05 the more complex model was chosen as best. The selection process was repeated
until adding additional model terms did not significantly increase R2. The final step
in choosing the best subset of RCA level covariates was to test if smooth model terms
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Figure 4.22: Plots of average winter log(TON) 2003-2010 (winL) against covariates
aggregated to RCA level. “RCA” - values are rates per km2 . Colours indicate land
use category: arable (black), other (red), urban (blue), grass (green).
could be replaced by linear terms. Models with smooth terms were compared to models
with linear terms using an approximate F test.
The single best RCA level covariate to describe winL was log(rain depth) and R2 =45.7%.
This increased to 49.4% by adding land use category as a factor variable. Additional
covariates did not significantly improve this model and an approximate F test showed
that the smooth function of rain could be replaced by a simpler linear term. The single
worst performing covariate was chickens/km2 where R2 =7.8%. The final covariatesRCA
model is shown in (4.4) where β0 is the intercept representing winL where the land use
category is arable, β1, β2 and β3 are adjustments to the mean where land use category
is other, urban and grass respectively, β4 is the slope parameter for log(rain depth) and
εm
iid∼ N(0, σ2) is independent error.
A term for location, f1(eastingm, northingm), was added (see 4.5) to account for any
location effect not captured by the covariates and this increased R2 to 59.6%. The
location only model, covariatesloc (4.6) was also fitted as a comparison and R
2 for this
model was 58.2%. The best model for winL as a function of RCA level covariates is
given in (4.5) and is a combination of covariatesRCA and covariatesloc .
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winLm = β0 + β1landotherm + β2landurbanm + β3landgrassm+
β4log.rain.depthRCAm + εm
(4.4)
winLm = β5 + β6landotherm + β7landurbanm + β8landgrassm+
β9log.rain.depthRCAm + f1(Eastingm,Northingm) + εm
(4.5)
winLm = β10 + f2(Eastingm,Northingm) + εm (4.6)
Accumulated covariates
Figure 4.23 shows winL plotted against accumulated covariates i.e. the covariate values
are total values accumulated upstream from monitoring point to source point(s). As
with the RCA level covariates, a natural logarithmic transformation has been applied.
There appears to be a weak positive relationship between winL and log(chickensacc)
and all accumulated covariates are correlated with each other. The colours represent
Strahler number with 1=headwaters and 5=main stem. Accumulated covariates are
strongly related to position in the stream network so accumulated covariate values are
smaller near source points and larger near outlet points.
The model selection procedure used for RCA level covariates was also used to select
the best subset of accumulated covariates. The best single accumulated covariate was
log(chickensacc) with R
2 =7.1% and the worst was log(rain volumeacc) with R
2 =0.01%.
The best subset of accumulated covariates is shown in (4.7) with R2 =19.1% and f3()
and f4() indicate smooth terms in the model. A term for location was added to this
model giving (4.8) with R2 =60.5% and f5(), f6() and f7() are smooth terms. Approx-
imate F tests showed that smooth terms could not be be replaced with linear terms
(p<0.05).
winLm = f3(log.chickensaccm) + f4(log.livestockaccm) (4.7)
winLm = f5(Eastingm,Northingm) + f6(log.chickensaccm)
+f7(log.livestockaccm)
(4.8)
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Figure 4.23: Plots of average winter log(TON) 2003-2010 (winL) against accumulated
totals. Colours indicate Strahler number: 1(black), 2(red), 3(dark blue), 4(green) and
5(pale blue).
Mixed covariates
The final step in choosing a model to describe winL was to combine (4.5) and (4.7) to
give a hybrid model combining covariatesRCA, covariatesloc and covariatesacc (4.9). This
model has R2 =60.7% and estimated values for model parameters β11, β12, β13, β14, β15
can be found in (4.10) and for model parameters f8, f9, f10 in Figures 4.24 and 4.25.
winLm = β11 + β12landotherm + β13landurbanm + β14landgrassm+
β15log.rain.depthRCAm + f8(Eastingm,Northingm) + f9(log.livestockaccm)+
f10(log.chickensaccm) + εm
(4.9)
winLm = 12.23− 0.49× landotherm − 0.16× landurbanm − 0.08× landgrassm−
1.6× log.rain.depthRCAm + f8(Eastingm,Northingm) + f9(log.livestockaccm)+
f10(log.chickensaccm) + εm
(4.10)
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Figure 4.24: Plots of smooth functions from 4.10 with partial residuals (dots).
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Figure 4.25: Plots of location term from 4.10. Blue indicates low values of winL and
pink indicates higher values of winL.
Chapter 4 153
A sensitivity analysis was carried out to ensure that automatic selection of number of
basis functions when fitting the additive model using the mgcv package in R had chosen
sensible smoothing parameters. Table 4.3 shows covariatesmxd fitted with default values
of k (the upper limit on the number of basis functions used to estimate the smooth
function) and manually selected lower and higher values of k to give a range of k within
which the model does not significantly change. The significance of the p-value does
not change when k is increased or decreased and the edf do not vary much when k is
changed, although edf for s(Easting, Northing) seems more variable than the other two
smooth functions. R2 also remains quite stable with varying values of k.
Default Low High
R2 : 60.7% R2 : 60.6% R2 : 62.1%
Smooth function k edf p k edf p k edf p
s(Easting, Northing) 30 21·3 < 0·001 25 19·5 < 0·001 35 25·0 < 0·001
s(chickens) 10 1·0 0·11 7 1·0 0·12 13 1·0 0·12
s(livestock) 10 3·3 0·01 7 3·1 0·01 13 3·3 0·01
Table 4.3: Results of sensitivity analysis. k is the upper limit on the number of basis
functions used to estimate the smooth function, edf is the effective degrees of freedom
controlled by the degree of penalization selected by REML and p is the p-value for the
smooth funtion from the model summary.
4.2.2 Modelling residual correlation
The residuals from (4.5), (4.6) and (4.7) and (4.9) were modelled using the SSN package
in R to investigate the nature of any remaining spatial structure, after accounting for
covariate information. Spatial correlation was modelled as in (4.11) where µ is the mean
of the m = 1, ..., 56 residuals, ηEucm are correlated residuals where correlation is based on
Euclidean distance, ηTUm are correlated residuals where correlation is based on stream
distance, ηEuc+TUm are correlated residuals where correlation is based on a combination
of stream and Euclidean distances and εm
iid∼ N(0, σ2) are independent errors. Euclidean
distance based correlation (correlationEuc ) is modelled using the Gaussian Euclidean
function and stream distance based correlation (correlationTU ) is modelled using the
Epanechnikov Tail-up function, following the work presented in Chapter 3. Correlation
based on a combination of Euclidean and stream distances as in 3.2.1 is referred to as
correlationhyb . There are 17 models to compare in total: 4 × covariate models (4.5),
(4.6), (4.7) and (4.9) with independent residuals and the residuals from each of these
have been modelled using the 3 correlation structures in (4.11). The SSN model with no
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covariates and hybrid spatial correlation structure is also included to allow a comparison
of a model with covariates and independent errors against a model with correlated errors
but no covariates.
residualsm = µ+

ηEucm
ηTUm
ηEuc+TUm
+ εm (4.11)
Covariance function parameter estimates (Table 4.4) and variance components (Ta-
ble 4.5) were calculated for each of the 17 models. Inspection of these as well as boxplots
of residuals, fitted values at observed locations, predicted values at unobserved locations
and their associated standard errors makes it possible to investigate the effect of ac-
counting for different types of spatial correlation in a variety of covariate models.
Figure 4.26 shows residuals from the four additive models (gam) along with residu-
als from modelling independent gam residuals with correlationEuc (Euc), correlationTU
(Tail-up) and correlationhyb (hybrid). The residuals from the SSN model with no co-
variates and a hybrid spatial correlation structure (ssn.hybrid) is also shown as a com-
parison. It can be seen in the top left plot of Figure 4.26 that modelling the residuals
from covariatesRCA with a Euclidean spatial covariance function has little effect on the
residuals but a variance ratio test shows that using the Tail-up correlation function
leads to significant (p=0.01) reduction in the variability of the residuals. The top right
plot shows that after accounting for accumulated covariates, modelling the residuals
with correlationEuc leads to a significant reduction (p<0.001) in variability compared to
assuming independence. Variability in the residuals from the covariatesacc model is min-
imised using the correlationhyb function where the variance of the independent residuals
is between 1.9 and 2.7 times greater than the variability of the residuals after account-
ing for correlationhyb . The bottom left plot shows that variability of residuals from
covariatesmxd can be significantly (p=0.01) reduced by accounting for correlationTU and
the bottom right plot shows that variability of residuals from covariatesloc can also be
significantly (p=0.01) reduced by accounting for correlationTU .
Figure 4.26 shows that residual variance can be significantly reduced after accounting for
covariate information by modelling the residuals with a suitable spatial correlation func-
tion. It can also be seen here that the ssn.hybrid model with no covariates gives residuals
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Figure 4.26: gam = residuals from additive models (covariatesRCA, covariatesacc,
mixed covariates and location only), Euc = residuals after accounting for correlation
based on Euclidean distance, Tail-up = residuals after accounting for correlation based
on stream distance, hybrid = residuals after accounting for correlation based on Eu-
clidean and stream distances, ssn.hybrid = residuals from the SSN model with hybrid
covariance structure. Red dashed line is placed at 0. Blue dotted lines show the in-
terquartile range for the residuals with the smallest IQR.
whose variance is of similar magnitude to models including covariate information.
Tables 4.4 and 4.5 can be used to further investigate the effect of modelling spatial corre-
lation after accounting for covariate information. It can be seen by looking at the range
parameter that in the Euc.RCA model there is correlationEuc only at small distances. In
the Hyb.RCA model however the Euclidean range parameter is estimated to be greater
than the largest pairwise distance between any 2 monitoring sites suggesting that once
correlationTU is accounted for there is nothing left to be modelled by correlationEuc.
This can also be seen in the Euc.Mxd/Euc.Loc and Hyb.Mxd/Hyb.Loc models. In the
.Acc models the Tail-up range parameter is greater than for the .RCA, .Mxd and .Loc
models suggesting a tradeoff between accumulated covariates and the Tail-up correlation
structure similar to but not as extreme as the tradeoff between RCA covariates and the
Euclidean correlation structure. The Hyb.SSN model shows the covariance function pa-
rameters estimated for the SSN model with no covariates and correlationhyb and it can
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be seen that the Tail-up partial sill and nugget are quite similar to the estimates from the
models including covariate information. The Euclidean partial sill and Euclidean range
are quite different from those estimated from models that include covariate information
suggesting that spatial correlation is dominated by Euclidean distance. This can also be
seen in the variance components in Table 4.5 where in the Hyb.SSN model 69% of the
error variance is accounted for by the Euclidean component but in the covariate models
with RCA covariates the Euclidean variance component is almost zero.
Tail-up Tail-up Euclidean Euclidean
model sill range (km) sill range (km) Nugget
Euc.RCA 0.02 9 0.12
TU.RCA 0.06 36 0.08
Hyb.RCA 0.06 36 0.0001 667 0.08
Euc.Acc 0.15 23 0.13
TU.Acc 0.18 55 0.08
Hyb.Acc 0.08 53 0.19 48 0.05
Euc.Mxd 0.02 9 0.12
TU.Mxd 0.06 39 0.08
Hyb.Mxd 0.06 39 0.0003 671 0.08
Euc.Loc 0.02 9 0.12
TU.Loc 0.07 35 0.08
Hyb.Loc 0.07 35 0.00003 667 0.08
Hyb.SSN 0.08 48 0.39 58 0.09
Table 4.4: Covariance function parameters for SSN models fitted to residuals from
additive models. In the model column the first part of the model name refers to
the correlation structure (Euc = Euclidean, TU = Tail-up, Hyb = hybrid) and the
second part is the covariate model (RCA = covariatesRCA, Acc = covariatesacc, Mxd
= covariatesmxd, Loc = covariatesloc, SSN = SSN model with no covariates).
Model Tail-up Euclidean Nugget
Euc.RCA 0.12 0.88
TU.RCA 0.44 0.56
Hyb.RCA 0.439 0.001 0.56
Euc.Tot 0.55 0.45
TU.Tot 0.68 0.32
Hyb.Tot 0.23 0.54 0.23
Euc.Mxd 0.13 0.87
TU.Mxd 0.43 0.57
Hyb.Mxd 0.427 0.003 0.57
Euc.Loc 0.13 0.87
TU.Loc 0.44 0.56
Hyb.Loc 0.4371 0.0002 0.5627
Hyb.SSN 0.15 0.69 0.16
Table 4.5: Variance components for SSN models fitted to residuals from additive
models.
Chapter 4 157
Figure 4.27 shows predicted values of winL at observed locations for the 4 covariate
models: (4.5), (4.6), 4.7 and 4.9 and the SSN model. It seems that although all of the
models underestimate winL on average, covariatesacc underestimates winL to a greater
extent than the other models. The three covariate models that include RCA level co-
variates (4.5, 4.6 and 4.9) have predicted values similar to those from the SSN model,
although the SSN model better captures the variability seen in the data (winL) than
the other models. Figure 4.28 shows the standard errors for the predicted values at
observed locations from the 4 covariate models and the SSN model. Covariatesacc has
the lowest standard errors but this is likely due to the lower variability seen in the pre-
dicted values in Figure 4.27. Standard errors are highest for the SSN model which is
not unexpected since this model contains less information (in terms of covariates) than
the other models.
Figure 4.29 shows predicted values of winL at unobserved locations. The covariatesRCA,
covariatesmxd and SSN models predict similar values on average with the covariatesmxd
model predicting slightly lower values on average and the covariatesacc model predicting
much lower values on average. The SSN model predicts values with a greater interquar-
tile range than the other models but the covariatesRCA and covariatesmxd models predict
more extreme low values than the other models. The covariatesacc model predicts winL
values with a much smaller spread than the other models, as was seen in Figure 4.27.
Figure 4.30 shows the standard errors of winL predictions at unobserved locations. As
with the standard error of predictions at observed locations in Figure 4.28, there is more
uncertainty associated with predictions from the SSN model than the other models and
standard errors are approximately 4 times greater in the SSN model than the other
models.
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Figure 4.27: Predicted values at observed locations from covariate models and SSN
model. Red dashed line is placed at median of winL = observed values.
Figure 4.28: Standard errors of predicted values at observed locations from covariate
models and SSN model.
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Figure 4.29: Predicted values at unobserved locations from covariate models and SSN
model.
Figure 4.30: Standard errors of predicted values at observed locations from covariate
models and SSN model.
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4.2.3 Summary of covariate study
This covariate study has shown that the best subset of covariates to describe winL include
a linear term for rain depth (mm), a shift in mean winL for land use category and smooth
functions of location, accumulated livestock and accumulated chickens. This subset of
covariates explains 60.7% of the variability of winL. A sensitivity analysis showed that
this model was suitable for a range of k, the upper limit on number of basis functions
used to model the covariate effect on the response.
The effect of the covariates considered in this study reflect other studies of nitrate levels
in the literature. For example, the negative relationship between rainfall and nitrates was
found in Pesce and Wunderlin (2000) and the positive relationship between agriculture
or poultry farming and nitrates was also found in Neill (1989) and Gerber et al. (2007)
respectively. The positive relationship between livestock and nitrates as discussed in
Hooda et al. (2000) was not found in this study where a parabolic relationship was
estimated.
Modelling correlation in the independent residuals from the covariate models showed that
once RCA level covariates had been modelled a significant reduction in the variance of
residuals could be achieved using a Tail-up (stream distance based) correlation function.
Inspection of covariance function parameters and variance components showed that there
is a tradeoff between RCA level covariates and the Euclidean correlation component as
well as a weaker tradeoff between accumulated covariates and the Tail-up correlation
component. A comparison between covariate models with independent residuals and
the SSN model with no covariates and correlated residuals (where correlation was based
on both Euclidean and stream distance) showed that predicted values at observed and
unobserved locations were similar between the covariate and SSN models but the asso-
ciated standard errors were around 4 times greater for the SSN model compared to the
best fitting covariate model (covariatesmxd).
The covariate study provides possibilities for reducing the monitoring budget. For exam-
ple, the data processing steps required to produce the hybrid spatial covariance structure
(discussed in Chapter 3) are time intensive but this should be viewed as a one off cost
since once any errors are removed from the shapefiles used to calculate stream distance
and connectedness information, these can be stored and used as often as required. Co-
variate information on the other hand might require continuous monitoring over time,
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adding to the costs of maintaining a monitoring network. Since models based only on the
hybrid covariance structure, and no covariate information, provided predictions compa-
rable to the model with several covariates, it might be possible for regulatory agencies
to reduce dependence on covariate data for predicting nutrient levels at unsampled lo-
cations.
4.3 Comments
The simulation study shows that parameter estimates, predictions and their associated
uncertainty are similar between the random and stratified sampling schemes, with the
weighted sampling scheme often behaving differently from the others. This is likely be-
cause the subnetworks of all sizes selected under the weighted sampling scheme have a
higher proportion of high values of winL and a lower proportion of low values of winL
compared to subnetworks selected by random or stratified sampling schemes. It is rec-
ommended therefore that if a weighted sampling scheme is to be used then weighting
variables should be chosen bearing in mind that this can strongly influence predictions
at unobserved locations. There was little difference between random and stratified sam-
pling schemes so it is recommended that unless there is a good reason for stratification,
the random sampling scheme should be used due to the simple implementation of this
scheme.
Going forward, it has been shown in this Chapter that the monitoring network in the
Trent catchment area could be reduced by up to 50% while having little impact on
predicted values and their associated uncertainty. The Trent area is a densely monitored
area with 687 monitoring sites and so removing 50% of monitoring sites would mean 344
sites would be retained thus the Trent would still have a very dense monitoring network
compared to other areas of England and Wales. Regulatory agencies could reap the
benefit of reduced monitoring costs while maintaining confidence in predictions made
at unobserved location using statistical models based on a complex spatial covariance
structure.
The covariate study considered several variables known to influence water quality and
land use category provided the most information for a single covariate. Models contain-
ing covariates and assuming an independent error structure were compared to models
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with no covariates and a hybrid covariance structure (based on the conclusions in Chap-
ter 3). It was shown that these two models were comparable in terms of predicted values
at unobserved locations although the standard error of predictions was higher for the
non-covariate model. It was also shown that there is value in modelling stream distance
based spatial correlation once covariates have been accounted for but the inclusion of
RCA level covariates almost cancels out Euclidean distance based spatial correlation.
It can be concluded that there is value in modelling stream distance based correlation
even when covariate information is available, but if no covariate information is available
then good predictions can still be made if a more complex hybrid correlation function
is used in the model, but with higher uncertainty.
Chapter 5
Estimating spatial and temporal
patterns
Regulatory agencies will often be interested in both spatial and temporal patterns in the
data. For example, dominant spatial patterns across time can be used to identify large
scale changes in log(TON) across a river network. T-mode principal components analy-
sis (PCA, introduced in Chapter 1) aims to find spatial patterns in the data and assess
at what time points these spatial patterns occur. The presence of more than one dom-
inant spatial pattern suggests a change in the spatial pattern over time. Alternatively,
S-mode PCA aims to estimate dominant temporal patterns in the data and provides
an indication of which sites, possibly grouped together, behave similarly over time. If
common temporal patterns can be identified then this suggests redundancy in the moni-
toring network and strengthens the argument to reduced the number of monitoring sites,
leading to cost savings for regulatory agencies. Adjusting statistical methods for known
spatial relationships related to the structure of the river network was shown to increase
the predictive capability of statistical models in Chapter 3 without a corresponding in-
crease in monitoring sites or the inclusion of covariate data which might be difficult and
expensive to collect. Incorporating information about the shape of the river network into
statistical methodology might therefore improve the information extracted from statis-
tical models without increasing monitoring costs. In this chapter, a novel development
of PCA is proposed to take into account known structure in the data by applying row
and column weights to the spatiotemporal data matrix. PCA was selected as it provides
the advantages of dimension reduction, where a complicated dataset can be represented
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as a few dominant spatial or temporal patterns and is computationally suitable for large
datasets. PCA is therefore preferable to dynamic factor analysis, applied in Chapter 2,
which became computationally inefficient as the number of monitoring sites and time
points increased.
PCA can be used to evaluate dominant patterns in spatiotemporal datasets, and is es-
pecially useful for large data sets where the number of variables exceeds the number
of observations such as are often found in genomics, imaging and climatology data sets
(discussed in Chapter 1). PCA can be adapted for incomplete datasets or applied after
imputation. PCA can also be run efficiently for very large datasets using iterative tech-
niques described in Chapter 1. For these reasons PCA is a suitable statistical technique
for assessing spatial and temporal patterns in environmental datasets. PCA makes use
of correlation among variables to find structure in the data but does not explicitly make
use of known structure, which in an environmental context could be spatial or tempo-
ral structure. This chapter will show how known structure can be incorporated within
PCA.
First, the PCA methodology is adapted to introduce row and column weights, followed by
the description of an asymmetric weight matrix reflecting river network topology. Next,
the row and column weighted PCA is applied to data from the Trent catchment area
(described in detail in Chapters 3 and 4) in both T- and S-mode. Finally, comparisons
are made between the methodology developed in this chapter and existing work on
weighted PCA. This chapter focusses particularly on the inclusion of an asymmetric
weight matrix within PCA.
5.1 Adjusting PCA for known structure
This section will discuss various attempts in the literature to incorporate weights within
PCA methodology and in particular, attention is given to methods proposed to take into
account spatial or temporal structure in the data. Next some notation will be introduced
to describe PCA methodology and adjustments to the standard methodology are pro-
posed to take into account spatial and temporal structure. Following this, Section 5.1.2
describes the steps to follow to construct spatial weights reflecting flow direction and
strength of relationship between monitoring sites on a river network.
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There are examples in the literature of incorporating general weights into PCA to re-
flect known structure in the data. An early example can be found in Gabriel and Zamir
(1979) who develop a low rank approximation of matrices using weighted least squares
for any choice of weights, similar to the NIPALS iterative algorithm (Wold and Lyttkens,
1969) but introduce an initialization procedure of the algorithm to prevent convergence
to a local rather than global minimum. a problem they found to occur in the original
algorithm proposed by Wold and Lyttkens (1969). Tamuz et al. (2005) develop a sim-
ilar algorithm to remove known linear systematic effects from photometric light curves
with heterogeneous errors and note that this method is most suitable for data with high
signal to noise ratio and highly variable errors. Pinto da Costa et al. (2011) apply a
weighted PCA to microarray data where ranks are used rather than the raw data. PCA
is then performed on a rank based correlation matrix rather than the standard Pearson
correlation coefficient and the method is shown to be robust to outliers. Baldwin et al.
(2009) describe a general weighting scheme to account for known structure in S-mode
PCA and apply weighted PCA using a diagonal weight matrix while Allen et al. (2014)
discuss a generalized matrix decomposition where any symmetric weight matrix can be
incorporated into PCA using a weighted singular value decomposition. This generalized
decomposition is also briefly mentioned in Abdi and Williams (2010) although no devel-
opment of the methodology is given. In general, weights are incorporated into PCA to
account for known structure in the data, to emphasise or de-emphasise the importance
of particular variables and to make the method robust against outliers. The methods
described in Baldwin et al. (2009) and Allen et al. (2014) are used in this Chapter
to develop PCA methodology adjusted for spatial weights reflecting flow direction and
strength of connectedness in a river network. These methods are adapted since they
specifically consider spatiotemporal data, and Baldwin et al. (2009) in particular discuss
S-mode PCA.
Weighting PCA to incorporate known spatial structure relies on the specification of
weights showing how n spatial locations are related to each other. An n × n binary
weight matrix has a 1 where two locations are ‘neighbours’ and a 0 if they are not.
In the case of areal data two spatial units are neighbours if they share a border. For
point data a location could have neighbours defined as all other locations within a
specified distance or the ν nearest locations where ν must be specified in advance. The
neighbourhood matrix can be non-binary if, for example, the matrix is standardised by
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making each row sum to 1. If distance between locations is thought to be important
then inverse distance might be used to downweight the influence of distant locations.
The weight matrix can be symmetric or asymmetric if direction should be accounted
for.
Attempts have been made to incorporate spatial information into PCA by combining
PCA with Moran’s I through the use of a neighbourhood matrix. See for example
Wartenberg (1985), Thioulouse et al. (1995), Jombart et al. (2008) and Dray et al.
(2008). Jombart et al. (2008) discuss in detail how spatial weights based on Moran’s
I can result in negative eigenvalues and interpret these as examples of local rather
than global variability in the same way that negative values of Moran’s I reflect local
structure. In the context of genetics studies local structure is interpreted as repulsion
where individuals with the same genetic structure deliberately repel each other. In
the context of river networks it might be the case that negative eigenvalues could be
interpreted similarly if the determinand of interest is species counts or presence/absence
data but negative eigenvalues cannot be interpreted this way when stream chemistry
variables are of interest. This combination of Moran’s I with PCA is useful if the aim
is to estimate principal components that are smooth in space. Frichot et al. (2012)
take a different approach and use an inverse spatial correlation matrix as weights to
remove spatial correlation. As a result, interesting spatial features originally masked by
a smooth spatial pattern are clearly identified.
Harris et al. (2011) and Harris et al. (2015) introduce geographically weighted PCA
where PCA is carried out at each areal unit (or monitoring site) separately based on
its neighbours and accounts for spatial heterogeneity rather than autocorrelation which
is explored using the PCA techniques based on Moran’s I. Methods are developed to
choose the number of neighbours and interpretation focuses on the proportion of variance
explained by the first component at each site and which variables contribute most to
the first component at each site. Cheng et al. (2011) discusses fuzzy masking PCA
where a function of distance is used as weights to constrain PCA of image data to
focus on geographical areas with particular geology. Loadings are calculated based on
these samples but scores are calculated for all samples to try to identify areas of similar
geological properties to those used to calculate the loadings but have not yet been
identified as being similar. The idea here is to increase signal to noise ratio by reducing
the influence of pixels that are not of interest. Guo et al. (2015) introduce two types of
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spatial weights and aim to minimise the weighted PCA reconstruction error (rather than
maximising the variance of the scores) for imaging data which is often high dimensional
but with few observations. Local weights are used to incorporate spatial smoothness
while global weights allow for the selective treatment of features of interest.
PCA can also be adjusted for temporal structure in the data. For example, Ku et al.
(1995) develop dynamic PCA for statistical process control applications with temporally
autocorrelated data and augment the data matrix with lagged variables. This is similar
to singular spectrum analysis (SSA) and its multivariate equivalent (MSSA) which are
used to incorporate temporal autocorrelation within PCA and an introduction can be
found in Jolliffe and Uddin (2000). SSA and MSSA appear to be suitable only for
analysing observations collected over time at a single monitoring site. Stahlschmidt
et al. (2015) adapt PCA to multivariate spatio-temporal data where measurements are
made on multiple variables at several time points and locations in space. They use a time
average of the spatial covariance matrix and apply an eigendecomposition to this average
to maximise the product of the variance of the scores and spatial autocorrelation but do
not make it clear how the spatial weights are constructed. Skocˇaj et al. (2007) develop a
weighted PCA for spatio-temporal image data and use the EM algorithm (described in
Chapter 1) to minimise the weighted reconstruction error, in a similar manner to Allen
et al. (2014). They also use temporal smoothing to improve data reconstruction from
PCA based on incomplete data.
In this thesis, Chapter 3 discussed the Tail-up model (ver Hoef et al., 2006) and how a
symmetric matrix of spatial weights based on features of a river network can be used
to weight a stream distance based spatial covariance matrix. This Chapter proposes
incorporating an asymmetric matrix of spatial weights reflecting river network structure
into PCA methodology, with the aim of uncovering interesting spatial features masked
by smooth transition along the river network, following the ideas in Frichot et al. (2012).
First, methodology and notation are developed to describe how row and column weights
can be incorporated within PCA methodology to account for relationships among ob-
servations and variables, respectively. Next, an asymmetric matrix of spatial weights is
developed, based on the work in ver Hoef et al. (2006). Following this, the novel PCA
adaptation is applied to data from the Trent catchment area and finally comparisons
are made between the approach developed in this Chapter and existing weighted PCA
methods, specifically those described in Allen et al. (2014).
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5.1.1 Incorporating row and column weights into PCA
This section will propose a method for incorporating row and column weights reflecting
structure among the observations or variables in a data matrix, and show how principal
components and their loadings must be transformed so that they are on the correct
scale.
Principal components analysis aims to successively maximise
1
n− 1V
>X>XV,
which is the variance of k principal components XV calculated for n × p data matrix
X and p× k loadings matrix V (note that the constant 1n−1 will be dropped from now
on to simplify notation). Allen et al. (2014) show that if PCA is adjusted using p × p
column weights matrix Ω then this means that PCA is applied to the covariance matrix
of
X˜ = XΩ
and the principal components Z are calculated as
Z = XΩV˜
= X˜V˜
where V˜ are the loadings from the decomposition of X˜. In order to make comparisons
between unweighted PCA (PCAuw) and column weighted PCAc the reconstruction error
from PCAc must be transformed so that the reconstruction error is relative to X rather
than X˜. Assume Xˆ = data reconstructed from k retained principal components and
V = p × k matrix containing the corresponding loadings and X = Xˆ + error. The
reconstruction error for PCAuw can be defined as XVk+1:pV
>
k+1:p since
X = XV1:kV
>
1:k
+ XVk+1:pV
>
k+1:p
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where V1:k indicates the first k columns of the matrix containing loadings and Vk+1:p
indicates the last p − k columns of the loadings matrix. The reconstruction here refers
to reconstructing the centered data. In order to fully reconstruct the data the column
means would have to be added to Xˆ but this has been omitted for simplicity. Since the
column means are constants, they do not affect the sum of squared differences between X
and Xˆ. The reconstruction error is contained in the n×p matrix XVk+1:pV>k+1:p.
For PCAc the reconstruction error can be defined as the second term on the right of
(5.1),
XΩ = XΩV˜1:kV˜
>
1:k
+ XΩV˜k+1:pV˜
>
k+1:p
(5.1)
where the reconstruction error XΩV˜k+1:pV˜
>
k+1:p is defined in terms of XΩ. Post mul-
tiplying all terms in (5.1) by Ω−1 gives
XΩΩ−1 = XΩV˜1:kV˜>1:kΩ
−1
+ XΩV˜k+1:pV˜
>
k+1:pΩ
−1
i.e.
X = XΩV˜1:kV˜
>
1:kΩ
−1
+ XΩV˜k+1:pV˜
>
k+1:pΩ
−1
(5.2)
The reconstruction error of PCAc relative to X is now XΩV˜k+1:pV˜
>
k+1:pΩ
−1. Equation
(5.2) also shows that the data are reconstructed as the product of X˜ with transformed
loadings V˜>Ω−1 or alternatively Ω−1>V˜. It is also important to notice that the load-
ings in Equation (5.2) require transformation by the transpose inverse of the weight
matrix used to calculate X˜ to calculate the loadings relative to X rather than X˜. These
transformed loadings are called the solution to the generalized PCA problem in Allen
et al. (2014). Baldwin et al. (2009) show that if PCA is adjusted for column weights so
that X˜ = XΩ then the loadings V are Ω−1V˜ where Ω is the matrix of column weights
and V˜ are the loadings calculated from the decomposition of X˜. The column weight
matrix applied in Baldwin et al. (2009) however is symmetric (in fact it is diagonal) so
Ω−1> = Ω−1 and it is not clear therefore that the loadings must be transformed using
the transpose of the inverse column weight matrix.
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Similarly, an n × n matrix Φ of row weights can be defined and row weighted PCA,
PCArw is applied to
X˜ = ΦX.
X can be reconstructed as
ΦX = ΦXV˜1:kV˜
>
1:k
+ ΦXV˜k+1:pV˜
>
k+1:p
i.e.
X = XV˜1:kV˜
>
1:k
+ XV˜k+1:pV˜
>
k+1:p
The principal components Z require a back transformation as did the loadings for column
weighted PCA giving
Z = Φ−1X˜V˜
= Φ−1ΦXV˜
= XV˜.
Accounting for both row and column weights results in PCArc where the reconstruction
error can be derived as
ΦXΩ = ΦXΩV˜1:kV˜
>
1:k
+ ΦXΩV˜k+1:pV˜
>
k+1:p
(5.3)
Pre multiplication of the terms in (5.3) by Φ−1 and post multiplication by Ω−1 gives
Φ−1ΦXΩΩ−1 = Φ−1ΦXΩV˜1:kV˜>1:kΩ
−1
+ Φ−1ΦXΩV˜k+1:pV˜>k+1:pΩ
−1
X = XΩV˜1:kV˜
>
1:kΩ
−1
+ XΩV˜k+1:pV˜
>
k+1:pΩ
−1
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It has been shown here how to calculate the principal components and reconstruction
error for PCA adjusted for row and column weights.
5.1.2 Defining spatial weights for river networks
Section 1.4.2 highlighted some examples of PCA applied to stream chemistry data
recorded on river networks but none of these examples take into account the river net-
work structure investigated in depth in the Chapters 3 and 4. It is intended here to
define a weight matrix describing the flow direction and connectedness structure of a
river network that can be incorporated into PCA methodology as either row or column
weights, depending on the PCA mode of interest. Chapter 3 described an additive func-
tion based on area of land that drains to a stream segment and showed how this can
be used to form spatial weights reflecting the influence of upstream sites on a down-
stream monitoring site. For the purposes of a weighted PCA the asymmetric weight
matrix should be calculated as in Peterson et al. (2007) but not forced to symmetry. A
non-zero value in the weight matrix means that two sites are flow connected and the
magnitude of the value indicates the strength of influence of the upstream site on the
downstream site. A zero means that two monitoring sites are not flow connected.
A simple example will now be given to illustrate how the asymmetric weight matrix is
used to create weighted data (for singular value decomposition) or a symmetric covari-
ance matrix (for eigen decomposition). Figure 5.1 shows a simple river network with
three stream segments and three monitoring sites as well as the proportional influence
(PI) of sites where PI ∈ [0, 1].
The matrix of spatial weights Ω shown in (5.5) is the element-wise square root of the
proportional influence matrix (5.4).
PI =

1 0 a
0 1 b
0 0 1
 (5.4) Ω =

1 0 a
1
2
0 1 b
1
2
0 0 1
 (5.5)
The data matrix X for the river network in Figure 5.1, assuming there are observations
at two time points is
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Figure 5.1: Diagram of a simple river network with three monitoring sites (red circles).
Arrow represents direction of flow. PI=proportional influence.
X =
 x11 x21 x31
x12 x22 x32
 ,
where each column corresponds to a different monitoring site. The weighted data matrix
is
X˜ = XΩ
and the symmetric weighted covariance matrix is
cov
(
X˜
)
=
1
n− 1(XΩ)
>XΩ.
Written out in full (with 1n−1 omitted) this gives (5.6). The diagonal elements show
that the variance at the most downstream site in Figure 5.1, site 3, is the sum of the
variance at this site and the weighted variances at flow connected sites upstream from
site 3.
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
V ar(S1) Cov(S1, S2)
a
1
2V ar(S1)
+ b
1
2Cov(S1, S2)
+ Cov(S1, S3)
Cov(S1, S2) V ar(S2)
a
1
2Cov(S1, S2)
+ b
1
2V ar(S2)
+ Cov(S2, S3)
a
1
2V ar(S1)
+ b
1
2Cov(S1, S2)
+ Cov(S1, S3)
a
1
2Cov(S1, S2)
+ b
1
2V ar(S2)
+ Cov(S2, S3)
a
1
4V ar(S1)
+ b
1
4V ar(S2)
+ V ar(S3)
+ 2 ∗ b 12a 12Cov(S1, S2)
+ 2 ∗ a 12Cov(S1, S3)
+ 2 ∗ b 12Cov(S2, S3)

(5.6)
Flow direction can only be represented correctly using an asymmetric weight matrix and
data matrix X of the correct orientation. For S-mode PCA X is arranged so that each
column represents a monitoring site and each row represents the ordered time points.
Ω must be constructed so that rows represent upstream sites and columns represent
downstream sites. This preserves the flow direction of the river network so that water
flows from rows to columns. For T-mode PCA the rows in X are monitoring sites and
the columns are time points, the transpose of the data matrix used for S-mode PCA.
The asymmetric weight matrix used in S-mode PCA must also be transposed so that
row weights matrix Φ has upstream sites in the columns and downstream sites in the
rows so that water flows from columns to rows. A symmetric weight matrix such as
that used in Peterson et al. (2007) would result in the variance at a single site being a
linear combination of the variances at all connected sites in upstream and downstream
directions and it does not make sense that the variance at a monitoring site would be
affected by the variance at sites downstream.
This form of weight matrix reflecting flow direction and connectedness in a river network
is a novel modification to the PCA methodology since no examples have been found in
the literature describing the need for an asymmetric weight matrix of specific orientation
to account for river network topology within the PCA framework.
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5.2 Application to the Trent catchment area
This section will demonstrate the application of the proposed adaptation to PCA to data
from the Trent catchment area. First, T-mode PCA is applied and adjusted for spatial
correlation among observations. Next, S-mode PCA is applied and adjusted for spatial
correlation among the variables and temporal correlation among the observations. The
T-mode application is intended to be a simple example focusing on spatial correlation,
while the S-mode example is intended to demonstrate how the proposed adaptation
of PCA can be applied to a more complex data set with both spatial and temporal
correlation.
5.2.1 T-mode PCA
Chapter 1 explained that PCA must be applied to a complete dataset with no missing
values. In order to apply T-mode PCA to data from the Trent catchment area a subset
of the 566 sites in the dominant network of the Trent was selected to provide a complete
dataset. The response of interest is winter log(TON), investigated in detail in Chapter
3 and Chapter 4. Howden et al. (2011) suggests a minimum of 12 years of data are
required to estimate a true trend that is not confounded with short term variability but
Withers and Nadarajah (2015) showed that if data are aggregated to annual means then
a minimum of five years of data are required to achieve only a 2% loss in efficiency of the
trend estimator. Although it is not intended here to estimate the slope of a linear trend,
these guidelines provide sensible suggestions for choosing the length of complete time
series required for inclusion in the subset. This resulted in 481 monitoring sites being
selected to have 13 consecutive and complete annual winter log(TON) values for the years
1995-2007. The columns of the 481 × 13 data matrix were centered by subtracting the
column means and PCA was performed using singular value decomposition of the data
matrix (equivalent to eigen decomposition of the covariance matrix) since all variables
are recorded in the same units and therefore are on the same scale.
The diagonal elements of the 13×13 covariance matrix represent variance in log(TON) at
13 time points. The asymmetric row weights matrix Φ was created for the 481 monitor-
ing sites so that streams were represented as flowing from columns to rows. Wartenberg
(1985) notes in the Appendix that a generalized PCA can incorporate correlation in
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a similar way to generalized least squares (GLS) by using the inverse of the temporal
correlation matrix to weight the covariance matrix upon which PCA is applied. This
is also discussed at greater length in Allen et al. (2014) and the idea is that it is ap-
propriate to apply standard PCA to the weighted data, followed by a transformation
of the principal components or loadings, depending on whether row or column weights
are applied, respectively. As a result of this the inverse of the spatial weights matrix is
used here to weight the observations. In fact, it is the matrix square root of the inverse
of the spatial weights matrix that is used, following the recommendations in Baldwin
et al. (2009). This means that PCA is applied using the singular value decomposition
on
X˜ = ΦX. (5.7)
First, an unweighted T-mode PCA was performed and this was followed by a spatially
weighted T-mode PCA. Results for both analyses are given followed by a discussion
comparing the results from unweighted and spatially weighted PCA.
The first two columns in Table 5.1 show the loadings for the the first two principal
components (PC’s) from unweighted T-mode PCA. The first two PC’s account for 89%
and 3% of the variance in the data respectively. The loadings for the first component
are all of the same sign and of similar magnitude and therefore this PC represents the
average spatial pattern over all years. The second component represents a contrast
between 1995-1997 and the years 2001-2001, 2005-2007 so 3% of the variability in the
data is related to the size of this difference. Since the second principal component
accounts for only 3% of the variance in the data however it can be concluded that one
principal component is sufficient to describe the spatial pattern of winter log(TON) in
the Trent catchment area.
Next, T-mode PCA was adjusted for river network structure as in (5.7). The first two
components now account for 85% and 4% of the variance respectively and so two compo-
nents are now required to explain the same proportion of variance as the first unweighted
principal component. The loadings for the first two flow weighted components are given
in the last two columns of Table 5.1. There are some small differences in the magnitude
between unweighted and flow weighted loadings, but the interpretation of the loadings
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Year UW1 UW2 FW1 FW2
1995 -0.27 -0.25 -0.27 -0.31
1996 -0.24 -0.57 -0.25 -0.58
1997 -0.28 -0.48 -0.27 -0.46
1998 -0.29 -0.16 -0.29 -0.13
1999 -0.28 -0.11 -0.28 -0.08
2000 -0.30 0.07 -0.30 0.08
2001 -0.28 0.22 -0.28 0.23
2002 -0.26 0.26 -0.26 0.27
2003 -0.26 0.09 -0.26 0.07
2004 -0.29 0.08 -0.29 0.12
2005 -0.28 0.32 -0.29 0.27
2006 -0.29 0.25 -0.29 0.20
2007 -0.26 0.21 -0.26 0.26
Table 5.1: Loadings for unweighted (UW) and flow weighted (FW) T-mode PCA.
is the same as for the unweighted T-mode PCA: the first flow weighted principal com-
ponent reflects variance around the mean spatial pattern over all years and the second
flow weighted component is a contrast between early and later years.
Figure 5.2 shows the biplot for the first two unweighted principal components (top left)
and a closer view of the principal component scores (top right). Sites (blue numbers) in
the same quadrant as arrow heads have high log(TON) in the years indicated by the red
arrow labels so sites in the top and bottom right quadrants have low log(TON) in all
years while sites in the top and bottom left quadrants have high log(TON) in all years.
The arrows representing the loadings show that the first component is an average of the
spatial patterns for all years while the second component is a contrast between 1995-
1999 and 2000-2007. The bottom left plot in Figure 5.2 shows the biplot for the first
two flow weighted principal components. The years 2000-2007 are a little more closely
grouped together than for the unweighted PCA and 1995 is more similar to 1996/1997
than 1998/1999 for the unweighted PCA. Inspection of the principal component scores
in the bottom right of Figure 5.2 shows that there is almost no difference between the
scores for the unweighted and flow weighted principal components. In fact, Figure 5.3
shows that differences in the principal component scores between unweighted and flow
weighted PCA are most evident for the principal components that explain the smallest
proportion of the variance in the data and these correspond to the error structure in the
data. Since the row weights have been constructed to adjust for structure in the errors
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it is reasonable that the biggest differences in the structure of the principal components
and their loadings are found here.
Figures 5.4(a) and 5.4(b) show the principal component scores for the first two un-
weighted components. As with the biplots, a large negative score indicates high values
of log(TON) and a large positive score indicates low values of log(TON) in the groups
of years indicated by the corresponding loadings. The spatial pattern for the first un-
weighted component looks to be identical to the spatial pattern for the first flow weighted
component and the pattern of scores for both of the second components are also very
similar. The biggest difference in scores between the unweighted and spatially weighted
analyses can be found in the components with the smallest contribution to toal variance.
The pattern on the scores maps for the first components resembles the pattern of land
use categories described in Chapter 4 where log(TON) is lower in urban areas and higher
in agricultural areas.
Data were reconstructed from unweighted and flow weighted PCA using the first prin-
cipal component from each analysis. Reconstruction error was calculated as the sum of
squared differences between the centered data X and the reconstructed centered data
Xˆ using
Tr
[
(X− Xˆ)(X− Xˆ)>
]
, (5.8)
where Tr[] is the trace of the matrix. The reconstruction error for T-mode PCA where
data were reconstructed from the first principal component is 277.7 and 278.5 for the
unweighted and flow weighted analyses respectively. Reconstruction error is marginally
worse for flow weighted PCA compared to unweighted PCA but since the first principal
components explained 89% and 84% of the variance in the data for unweighted PCA
and flow weighted PCA respectively, it is reasonable that the reconstruction error is very
similar between the two analyses.
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Figure 5.2: Biplots for the first two unweighted and flow weighted T-mode principal components. Red arrows show sign and magnitude of loadings.
Blue numbers are principal component scores.
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Figure 5.3: Principal component scores for unweighted and flow weighted T-mode PCA.
C
h
a
p
ter
5
180
(a) Unweighted PC1 (b) Unweighted PC2
(c) Flow weighted PC1 (d) Flow weighted PC2
Figure 5.4: Scores for two unweighted and flow weighed T-mode principal components. Black dots are scores in the lower quartile and yellow dots
are scores in the upper quartile.
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5.2.1.1 Summary: T-mode PCA
The application of T-mode PCA showed that the spatial pattern of log(TON) is domi-
nated by a single principal component suggesting that the spatial pattern has remained
quite stable over time. The principal components maps showed that log(TON) levels
largely reflect land use, discussed in Chapter 4. Monitoring sites in the North-West area
of the catchment are influenced by high population density and less by agriculture so
tend to have lower levels of log(TON) than in the South-East of the catchment which
is largely agricultural and has the highest levels of log(TON). This pattern has changed
little during winter 1995-2007 and this makes sense since the effect of changing land use
does not happen quickly (Burt et al., 2008). The second T-mode principal component
explained only a small amount of variance in the data but suggested a contrast between
early and later years with monitoring sites in the South-East experiencing a greater de-
crease in log(TON) than sites in other areas. T-mode PCA has shown that the spatial
pattern of log(TON) has remained stable over time but it would be interesting to apply
this to a longer time period, including years before and after the implementation of the
Water Framework Directive and Nitrates Directive.
5.2.2 S-mode PCA
S-mode PCA was applied to monthly log(TON) for 21 years (1990-2010), following on
from the application of T-mode PCA in the previous section. After aggregating the
available data to monthly mean log(TON) values there were still approximately 30% of
missing values in the data. The imputation method described in Josse and Husson (2012)
and implemented in the R package missMDA was used to complete the data so that S-mode
PCA, adjusted for spatial and temporal structure, could be applied. Missing values are
imputed using an iterative PCA algorithm. The PCA is carried out using singular value
decomposition so is suitable in the situation where there are more variables (columns)
than observations (rows) in the data. The algorithm can be initialized by substituting
missing values with column means or a random value. For the work in this thesis column
means of the original, uncentered data were used as the starting values. The algorithm
proceeds as follows:
1. Put initial values in place of missing values.
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2. Columns of data are mean centered.
3. PCA is carried out on the ”full” centered data set.
4. Missing values are then replaced in the original data set with the values recon-
structed values from a specified number of principal components.
5. Column means are recalculated.
6. Steps 2-5 repeated until convergence.
The algorithm is regularized to prevent overfitting by replacing the reconstruction of the
data in step 4 with a “shrunk” reconstruction step based on the proposals in Tipping
and Bishop (1999). By preventing overfitting this means that components that just
contain noise are not used when reconstructing the data. It also means that when there
is little correlation in the available data or if there are a lot (”a lot” is not defined) of
missing values then the algorithm will tend to impute column means where the means
are calculated from the available data.
Figure 5.5: Results from K-fold cross validation.
The number of principal components used to reconstruct the data in step 4 must be
specified in advance and the missMDA package includes a function to estimate this. K-
fold cross validation was used to estimate the number of principal components to retain
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for data reconstruction and this involved 100 simulations where 5% of the observed
non-missing data were withheld at random in each simulation. Once the data were
reconstructed in step 4, the sum of squared differences was calculated for the withheld
points and the number of principal components to retain was selected based on the
number that minimised the sum. Figure 5.5 shows the K-fold criterion calculated for
1-15 retained principal components and the criterion is minimised at 7 components.
Figure 5.6 shows a plot of the mean monthly log(TON) values across all sites calculated
from the observed values (red solid line) and the mean monthly values across all sites
calculated from the dataset completed using 7 principal components (black solid line).
The two lines are clearly different meaning that the imputation technique used has not
simply substituted missing values with column means calculated from observed values.
It is also good to note that the imputed values are not strongly influenced by the few
very low observed values in the middle of the time period. Little and Rubin (1987)
explain that if missing values are replaced with imputed values then it is necessary to
assess uncertainty caused by imputation. Josse and Husson (2012) provide a multiple
imputation algorithm to create several simulated datasets that can be used to assess
uncertainty. Figure 5.7 shows the direction of the first two principal components when
PCA is applied to the completed dataset as X and Y axes and the direction of the first
two principal components when PCA is applied to the simulated datasets used to assess
uncertainty. If there are many arrows of similar length pointing in the direction of the
axes then this implies that the uncertainty due to imputation is small. Due to time
constraints 300 simulated data sets were constructed.
The previous section described the construction of spatial weights for PCA and explained
that using the matrix square root of the inverse of the weight matrix was an appropriate
way to adjust PCA for spatial structure based on river network topology. This is in
agreement with the discussions in Wartenberg (1985), Baldwin et al. (2009) and Allen
et al. (2014). The column weight matrix Ω is the transpose of the row weight matrix
Φ used for T-mode PCA so that water flows from upstream sites in rows to down-
stream sites in columns. The column weight matrix used for S-mode PCA is therefore
Ω−
1
2 .
S-mode PCA can be adjusted for temporal structure using row weight matrix Φ−
1
2
where Φ is an n × n symmetric matrix containing the elements ρ|i−j| where ρ is the
strength of correlation between observations at time points 1, ..., n − 1 and 2, ..., n and
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Figure 5.6: Mean log(TON) across 566 sites calculated from observed values (solid
red line) and data set completed using imputation (solid black line).
(a) (b)
Figure 5.7: Direction of the first two principal components estimated for 100 simu-
lated datasets (a) and 200 simulated datasets (b).
i = 1, .., n; j = 1, ..., n and Φ is constructed as in (5.9). Chapter 1 explained that in many
environmental examples an AR(1) correlation structure is sufficient to model temporal
correlation and balances the need to model correlation with a simple model.
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Φ =

1 ρ ρ2 ρ3 ρ4
ρ 1 ρ ρ2 ρ3
ρ2 ρ 1 ρ ρ2 · · ·
ρ3 ρ2 ρ 1 ρ
ρ4 ρ3 ρ2 ρ 1
...
. . .

(5.9)
The value for ρ in the Trent catchment area was estimated by fitting an additive model
(5.10) to each of 566 monitoring sites separately, where r indexes month and t indexes
year (1990-2010). A cyclic cubic regression spline was used to estimate smooth term s1
and a cubic regression spline was used to estimate smooth term s2. The parameters k1
and k2 (in this case the dimension of the basis) were selected using generalized cross
validation (GCV) and recorded. Additive models were then fitted to each monitoring
site again but this time specifying k1 and k2 as 4 and 8 respectively - the upper quartile
of the 566 values estimated by GCV (after rounding). These values were chosen so
that the flexible fitted line for each monitoring site was only undersmoothed for a small
proportion of sites. Residuals were calculated for each site and correlation calculated
between the residuals at time points t and t−1 using the Hmisc package (Harrell Jr and
with contributions from Charles Dupont and many others., 2014) in R so that correlation
was calculated only between complete pairs. The median correlation value was 0.27 with
an interquartile range of 0.2-0.35 and so ρ = 0.27 was used to construct Φ.
log(TONrt) = s1(r, k1) + s2(t, k2) + εrt (5.10)
First, an unweighted S-mode PCA (PCAuw) was applied to the 566 monitoring sites in
the dominant network in the Trent catchment area, followed by a flow weighted PCA
where column weights were applied to the data reflecting spatial structure in the river
network (PCAf ). Finally a row and column weighted PCA was applied (PCAfρ) to
adjust PCA for temporal and spatial structure in the data.
Table 5.2 gives the results from applying S-mode PCAuw, as well as PCAf and PCAfρ.
For PCAuw the first component explains 42% of the variance in the data. Adjusting
for spatial structure means this reduces to 38% and adjusting for spatial and temporal
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structure means that the first PC accounts for 31% of the variance in the data. The
first three components (var3 in Table 5.2) for PCAuw, PCAf and PCAfρ account for
57%, 52% and 43% of the variance respectively. In order to explain at least 70% of
the variance (vark in Table 5.2) PCAuw requires 8 components and k increases to 12
when PCA is adjusted for spatial structure and k increases further to 23 when PCA is
adjusted for both spatial and temporal structure. As a result of this, the reconstruction
error calculated as the sum of squared differences between the centered data X and the
data reconstructed using k retained principal components Xˆ (5.11) (SSDk in Table 5.2)
decreases by 8% when PCA is adjusted for spatial structure and by 24% when PCA is
adjusted for both spatial and temporal structure.
PCA PC1 PC2 PC3 var3 k vark SSDk
PCAuw 42% 9% 6% 57% 8 70.8% 9069
PCAf 38% 9% 5% 52% 12 70.5% 8354
PCAfρ 31% 7% 5% 43% 23 70.1% 6910
Table 5.2: Results from PCAuw, PCAf and PCAfρ. var3 is the amount of variance
explained by the first three principal components, k is the number of principal compo-
nents retained to explain at least 70% of the variance of the data, vark is the amount
of variance explained by k principal components, SSDk is the reconstruction error from
k principal components.
Time plots of the scores for the first three components from PCAuw, PCAf and PCAfρ
are in Figure 5.8. Figure 5.8(a) shows that the first principal component from PCAuw
estimates a temporal pattern with greater variability in early years compared to later
years and a decrease in log(TON) from around 1999. The second principal component
shows greater variability in the early part of the time period under consideration and
a small increase in log(TON) in later years while the third component shows a peak in
log(TON) around 1997 followed by a shallow decline in log(TON). Figure5.8(b) shows
that the temporal pattern of log(TON) is slightly less variable around 1996 than for the
first unweighted principal component and the second flow weighted principal component
highlights greater variability in the early years with an increase in log(TON) between
1990 and 2000. The third flow weighted principal component shows a spike in log(TON)
around 1997, similar to the third unweighted principal components. For PCAfρ shown
in Figure 5.8(c) the scores for the first principal component are less variable in the first
half of the time period than for PCAuw but the third PCAfρ principal component seems
to capture the extra variability.
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Figure 5.9 shows mean log(TON) for monthly observations ± a small multiple of the
PC’s in Figure 5.8 to show the effect of the temporal patterns estimated using SPCAuw,
SPCAc and SPCArc on the mean temporal pattern, borrowing an idea from functional
PCA (Ramsay and Silverman, 2006). The plots are limited to the first half of the time
period so as to make it possible to see any differences between the results weighted and
unweighted analyses more clearly. The plots in the left panel show that there is almost no
difference between the first principal component for SPCAuw, SPCAc and SPCArc except
for the variability around the peak at January 1996 where SPCAuw estimates greater
variability around that point than the weighted analyses. For the second PC, log(TON)
is less variable around January 1995 for SPCAuw and more variable around January 1996
than SPCAc and SPCArc. Greater differences are seen between the three analyses in the
third principal component, in particular the variability around the troughs in January
1990, 1991 and 1992 is quite different between SPCAuw, SPCAc and SPCArc. S-mode
PCA has shown that PC1 reflects variation around the mean such that the periodic
signal is dampened down, indicated by the crossover pattern when a small amount of
the principal component is added to or subtracted from the mean temporal pattern.
PC2 reflects a shift in mean value while PC3 for SPCAuw and SPCAc correspond to
a small time lag, indicated by the crossover pattern of adding or subtracting a small
amount of the PC to the mean pattern and variability occurs around the slope rather
than the turning points
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Figure 5.8: Scores plots for first three principal components from PCAuw, PCAf and PCAfρ.
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(a) (b) (c)
Figure 5.9: Mean log(TON) for 566 monitoring sites (solid black line) with + (green dashed line) and - (red dashed line) a small proportion of the
principal component scores from PCAuw, PCAf and PCAfρ.
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In S-mode PCA maps of the loadings can be used to show which monitoring sites exhibit
similar temporal patterns. Figure 5.10 shows maps of the loadings for PCAuw (left),
PCAf (middle) and PCAfρ (right) for the first three principal components (top to
bottom). Black points are monitoring sites whose loadings fall in the lower quartile of the
distribution of loadings from the three analyses while yellow points are monitoring sites
with loadings in the upper quartile. The distribution of loadings is very similar for the
first principal component between the three weighting schemes and greater differences
can be found for the third principal component. It might also be useful to consider
the loadings for the first three components together as in Figure 5.11 where the loading
for the first principal component is shown in the twelve o’clock position, moving round
clockwise to the second and third principal components.
Adjusting for spatial structure by using PCAf reduced reconstruction error by 8% com-
pared to PCAuw and adjusting for both spatial and temporal structure reduced the error
by 24%. Figure 5.12 shows the sum of squared differences for each site for each of the
three weighting schemes. Adjusting for river network structure reduced reconstruction
error at the two sites with the highest reconstruction error under PCAuw by 80% and
adjusting for spatial and temporal structure reduced reconstruction error at these two
sites by 90%.
For S-mode PCA, accounting for spatial structure in the data meant that the percentage
of variance explained by the first principal component in PCAf and PCAfρ was smaller
than for PCAuw. An explanation is that using inverse weights means that the data have
been decorrelated as shown in Figure 5.13 where inverse weighting makes correlation
closer to zero.
By inverse weighting the data some of the correlation structure is removed, making the
columns of X less dependent. In PCA if all p columns (variables) are fully independent
then each component would only explain 1/p% total variance in the data. Allen et al.
(2014) state that using weights designed to decorrelate the data means that SVD with
equally weighted errors is appropriate and that while the singular values (the square root
of the eigenvalues of the covariance matrix) are the singular values of the decorrelated
data, the spatial and temporal structure is multiplied back into the principal components
as in Section 5.1.
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Figure 5.10: Loadings for first three principal components from PCAuw, PCAf and
PCAfρ.
5.2.2.1 Summary: S-mode PCA
S-mode PCA has been used to identify dominant temporal patterns in the Trent catch-
ment area. Glyph maps of loadings were used to show monitoring sites that behave
similarly over time and were useful for displaying results for more than one principal
component. The glyph maps suggested that adjusting PCA for spatial and temporal
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Figure 5.11: Glyph plots with Loadings for first three principal components from
PCAuw, PCAf and PCAfρ. Red indicates negative values and blue indicates positive
values. Length of line indicates magnitude of loading relative to others.
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Figure 5.12: Points represent sum of squared differences between X and Xˆ for each
of 566 monitoring sites. Red line is x = y. uw.error is from PCAuw, flow.error is from
PCAf and flow.temp.error is from PCAfρ.
(a) (b) (c)
Figure 5.13: Correlation between time series for 566 sites. (a) correlation for X, (b)
correlation for XΩ−
1
2 , (c) correlation for Φ−
1
2 XΩ−
1
2
structure means that clearer distinctions can be made between the dominant and less
dominant monitoring sites (although in the application to the Trent catchment area
these differences were quite subtle). Time series of the principal components were used
to illustrate the temporal patterns identified, and plots of the mean time series from the
catchment area ± each of the principal components were used to show how the dominant
time series related to the mean time series. Figure 5.9 showed that the differences in
the temporal pattern described by the first principal component between PCAuw, PCAf
and PCAfρ are quite subtle. In general, using column weights to adjust PCA for known
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spatial structure resulted in a less variable temporal pattern than when spatial structure
is not accounted for. The second and third principal components reflect deviations from
the dominant temporal pattern in all S-mode analyses.
The MRI example in Allen et al. (2014) showed that adjusting PCA for spatial and
temporal structure meant that the dominant signal in the data could be clearly separated
from structured noise. The separation between signal and noise is not quite so clear in
the application to data from the Trent and there are several reasons why this could have
happened. It might be that the dominant temporal pattern in the Trent catchment
area was already quite clearly distinguished from noise meaning that PCAf and PCAfρ
had only subtle differences from PCAuw. The simulation study in Allen et al. (2014)
investigated the effect of adjusting PCA for spatial and temporal correlation of various
strengths and it would be interesting therefore to simulate data on a river network
with varying strengths of flow connected spatial correlation to investigate the effect this
would have on the results of T- and S-mode PCA. Another possible reason for such
subtle differences between the unweighted and weighted PCA is the spatial structure in
the data is dominated by land use, related to the Euclidean distance based component
of the spatial covariance function as shown in Chapters 3 and 4. Since the spatial
weight matrix developed in this chapter is based on the stream distance flow connected
structure in the data it is reasonable to assume that adjusting PCA for this structure
will have a smaller effect on the results that if PCA were adjusted for Euclidean distance
based spatial structure. A hybrid weight matrix combining both Euclidean distance and
stream distance based spatial structure might provide even further insight. This could
form the basis for future development of the methodology.
5.2.3 Comparison to existing method
This section will discuss the methods developed in Allen et al. (2014) who use symmetric
weight matrices to adjust for structure in the rows and columns of the data matrix,
and show how the proposed adaptation of PCA using an asymmetric weight matrix,
developed in this Chapter, gives comparable results.
Allen et al. (2014) who propose a generalized singular value decomposition (GSVD)
that takes into account structure in the rows and columns of the data. This GSVD finds
the best low-rank approximation with respect to the QR-norm which weights errors
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unequally rather than minimimising the sum of squared differences (also known as the
Frobenius norm) between the data and data reconstructed from principal components
which weights errors equally. For flow weighted T-mode PCA, the principal component
scores calculated using asymmetric row weight matrix Φ−
1
2 are 1.65×the principal com-
ponent scores calculated using the methods in Allen et al. (2014) if (using terminology
from Allen et al. (2014)) row weight matrix Q is set to
Q = Φ−
1
2
>Φ−
1
2 ,
since T-mode PCA with row weights representing flow direction is equivalent to decom-
posing
(
Φ−
1
2X
)> (
Φ−
1
2X
)
= X>Φ−
1
2
>Φ−
1
2X = X>QX.
The row weight matrix used in Allen et al. (2014) is therefore symmetric whereas the
method presented in this chapter was developed so that an asymmetric weight matrix
reflecting flow direction could be incorporated into PCA methodology. GSVD aims
to minimise reconstruction error in the QR-norm rather than the Frobenius norm by
calculating
Tr
[
Q(X− Xˆ)(X− Xˆ)>
]
. (5.11)
Table 5.3 shows the reconstruction error with respect to the Frobenius norm and the
QR-norm. As discussed earlier, reconstruction error in the Frobenius norm is marginally
worse for the flow weighted PCA but this is to be expected since the first principal com-
ponent explained a smaller percentage of the variance in the data than the unweighted
component. In the QR-norm however the flow weighted PCA has lower reconstruc-
tion error even though the first flow weighted principal component explains less of the
variance in the data than the unweighted component.
For S-mode PCA with spatially weighted columns, setting column weight matrix R in
Allen et al. (2014) to
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Norm Unweighted Flow weighted
Frobenius 277.7 278.5
QR 89.6 89.4
Table 5.3: Reconstruction error for unweighted and flow weighted T-mode PCA.
(
Ω
1
2
>Ω
1
2
)−1
gives loadings such that these loadings are equal to 0.607× the transformed loadings
Ω
1
2
>V˜ in (5.2) but the reconstruction errors in both the Frobenius and QR-norm are
the same for the asymmetric column weighted PCA developed in this chapter and the
symmetric column weighted PCA in Allen et al. (2014). For S-mode PCA with row and
column weights the QR-norm is calculated as
Tr
[
Q(X− Xˆ)R(X− Xˆ)>
]
,
where Q are the row weights adjusting PCA for temporal structure:
Q = Φ−
1
2
>Φ−
1
2 = Φ−1
since Φ−
1
2 is symmetric. R are the column weights adjusting PCA for spatial struc-
ture:
R =
(
Ω
1
2
>Ω
1
2
)−1
.
Note that R is symmetric even though Ω−
1
2 is not. The structure of R is determined
by Allen et al. (2014) who show that R = R˜R˜> and the column weighted data matrix
X˜ is XR˜. In order that X˜ = XΩ−
1
2 ,
R˜R˜> = Ω−
1
2Ω−
1
2
> =
(
Ω
1
2
>Ω
1
2
)−1
.
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Table 5.4 shows the Frobenius norm and QR-norm calculated for PCAuw, PCAf and
PCAfρ. In the Frobenius norm PCAfρ has the smallest reconstruction error but this
is based on data reconstructed from 23 principal components compared to 8 principal
components for PCAuw. In the QR-norm based on k principal components PCAfρ
also has the smallest reconstruction error but interestingly PCAfρ also has the smallest
reconstruction error when data are reconstructed from only 8 principal components to
make the result comparable with PCAuw.
PCA k vark Frobk QRk QR8
PCAuw 8 70.8% 9069 3365
PCAf 12 70.5% 8354 2967 3309
PCAfρ 23 70.1% 6910 1457 2070
Table 5.4: Results from PCAuw, PCAf and PCAfρ. k is the number of principal
components retained to explain at least 70% of the variance of the data, vark is the
amount of variance explained by k principal components, Frobk is the reconstruction
error in the Frobenius norm (sum of squared differences) from k principal components,
QRk is the reconstruction error in the QR-norm with k principal components and QR8
is the reconstruction error in the QR-norm with 8 principal components.
5.3 Comments
This chapter has developed a novel adaptation to standard PCA methodology to incor-
porate an asymmetric weight matrix reflecting river network topology. This removes
known sources of variability in the data such as variability between pairs of monitor-
ing sites located on opposite sides of a confluence point and might make it possible to
more clearly identify common temporal or spatial patterns in the data (see Frichot et al.
(2012) for an example of new spatial patterns revealed after adjusting PCA for spatial
correlation). Improving the estimation of common temporal patterns in the data could
provide regulatory agencies with evidence of duplicated information in the river network,
thus strengthening the argument to reduce the number of monitoring sites leading to
cost savings.
Application of weighted PCA in T- and S-mode has revealed a stable spatial pattern over
13 years of annual winter log(TON) and the dominant temporal pattern for 21 years of
monthly log(TON). If a dataset collected over a longer time period were available then
adjusting T-mode PCA for spatial structure might more clearly reveal different spatial
patterns of log(TON) over time since variability in the data would more closely reflect
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changes in land use rather than being a mixture of variability based on land use and
river network structure. The differences between weighted and unweighted PCA in both
T-mode and S-mode were quite subtle and one explanation for this is that spatial and
temporal correlation was only weak to moderate in strength for the data from the Trent
catchment area. Future work therefore could include simulating data with higher levels
of spatial and temporal correlation to investigate the effect of adjusting PCA for spatial
correlation due to river network structure.
The results from the analyses in this chapter were shown to be comparable with existing
weighted PCA methodology but the method developed in this chapter specifically deals
with an asymmetric weight matrix designed to reflect the direction of river flow and
strength of relationship between flow connected monitoring sites. Existing literature on
weighted PCA methods does not discuss the inclusion of an asymmetric weight matrix.
It was shown that the orientation of the spatial weight matrix in relation to the data
matrix is crucial so that the direction of flow is accounted for properly. This method
has potential to improve identification of dominant spatial and temporal patterns in a
spatiotemporal dataset. A particular advantage is that structured noise is separated
from the main signal in the data and so the methodology developed in this chapter is
especially useful for noisy data such as high frequency data.
Chapter 6
Conclusions and further work
The overall aim of this thesis has been to adapt and extend existing statistical methods
that can be used to estimate common temporal patterns in water quality data, taking
into account river network structure. Environmental policies such as the Water Frame-
work Directive (European Parliament, 2000) require that member states monitor the
temporal evolution of water quality in rivers as well as other water bodies such as lakes
and estuaries. With approximately 7000 monitoring sites located on rivers in England
and Wales it is difficult to interpret the temporal pattern by looking at monitoring sites
individually. At the other extreme, looking at the temporal pattern for a large hydrolog-
ical area by combining the data from several monitoring sites means it is only possible to
consider a single temporal pattern for each area which might mask other important tem-
poral patterns. Statistical methods such as principal components analysis can be used
to identify the dominant pattern, or patterns if more than one exists, in a spatiotempo-
ral dataset. This thesis has adapted PCA to take into account the spatial structure of
river networks with the aim of providing additional insight into the estimated common
temporal pattern of nitrates. The techniques developed in this thesis could be applied
to any spatiotemporal example where there is temporal and direction dependent spatial
structure.
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6.1 Comparing temporal trends and seasonal patterns
Chapter 2 investigated statistical methods that can be used to compare smooth curves
representing the temporal trends and seasonal patterns of log(TON) for 59 LHA’s in
England and Wales. First, the 59 temporal trends were compared using dynamic factor
analysis to find common patterns shared among the 59 LHA’s. It was found that the
59 curves were best modelled using a single common trend and a diagonal and equal
covariance matrix suggesting that variance is similar for all LHA’s. A diagonal covariance
matrix seems reasonable since LHA’s are constructed to be independent of neighbouring
areas. The common temporal pattern estimated indicated a maximum log(TON) around
1996 and a smaller peak around 2006 with an overall decline in log(TON) since 1995.
The seasonal pattern for the 59 LHA’s could also be modelled using a single common
trend with high values in winter months and low values in the summer and as with the
temporal trends, the covariance structure was estimated to be diagonal and equal.
DFA has many advantages as a statistical method to estimate dominant patterns among
several time series. Rather than estimating the average of the 59 temporal trends and
seasonal patterns, DFA can estimate several common trends, providing additional insight
into the data. Spatial structure can be incorporated into DFA through the covariance
matrix where off-diagonal elements capture spatial relationships not explained by the
common trends (or explanatory variables if available) and recently spatial forms of DFA
have been developed by Lopes et al. (2008), Lopes et al. (2011) and Strickland et al.
(2011). Missing data can also be easily handled within DFA by the EM algorithm.
This does rely however on data being recorded at regular intervals and at the same
time points for all monitoring sites. Irregular sampling was solved in Chapter 2 by
evaluating the temporal trend, estimated for each LHA using an additive model, at the
same regularly spaced time points. A further drawback of DFA is the high computational
cost as the number of time points and time series increases. Brodgar software (http:
//www.brodgar.com/) can only handle up to 30 time series and although the MARSS
package (Holmes et al., 2012) in R was able to model 59 time series, the DFA model with
unconstrained covariance matrix and a single common trend took 4 days for parameters
to converge on a standard desktop computer. The application of DFA suggests that
other, less computationally demanding, dimension reduction techniques will prove useful
when estimating common temporal patterns for water quality data.
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The comparison of temporal trend and seasonal pattern curves was continued by focusing
on a single LHA (LHA61) and estimating the temporal trend and seasonal pattern using
four statistical methods: additive models fitted using the mgcv package in R (GAM),
additive models fitted using the inla package (INLA), functional data analysis (FDA)
and dynamic factor analysis (DFA). Each of these methods is suitable for modelling
temporal trends and seasonal patterns in spatiotemporal data and incorporate spatial
information in different ways. The DFA results were interesting in that the best models
for temporal trend and seasonal pattern respectively had two common trends suggesting
that a single mean curve might not be the best way to describe the temporal pattern of
log(TON) in this LHA. The shape of temporal trends and seasonal patterns estimated
from four statistical methods were compared to assess differences between the curves. In
order to compare the shape of the curves they were first normalised so that values were
in the range [0, 1]. This was necessary because the y axis scale for the DFA estimates is
not on the scale of the original data and normalising the x and y axes means that curves
can be compared based on shape. The comparison was made using the DBF statistic,
originally developed for use in genomics applications. This tests if the distance between
mean curves from two or more groups is significantly different from zero where distance
can be defined using any suitable measure. In this thesis a measure of visual distance
was used to reflect how differences between curves might be perceived by eye and takes
into account both horizontal and vertical distances. The results of the DBF test showed
that the curves were significantly different.
A novel comparison approach based on curvature was developed to identify the nature
of significant differences between curves estimated from four statistical methods. Cur-
vature was calculated for normalised curves and confidence intervals for curvature were
developed based on the distributions of functions of random variables. Curvature and
confidence intervals were plotted and overlapping confidence intervals indicated sections
of the curves where shape, in terms of curvature, was not significantly different. For
temporal trend the GAM, FDA and DFA trend 1 were most similar with turning points
generally occurring at the same time. DFA trend 2 suggested turning points occurring
earlier in the time period and the INLA estimate of temporal trend could be described as
a mixture of the two DFA trends. For the seasonal pattern the estimates were quite sim-
ilar in terms of magnitude of curvature at turning points for the four statistical methods
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being compared although the GAM estimate suggested maximum and minimum val-
ues of log(TON) occurring earlier in the year than the other methods while the INLA
estimate suggested these occurred later in the year than other statistical methods.
Analysts will often use their preferred statistical technique to estimate temporal trends
and seasonal patterns rather than consider the different interpretations that might result
from the application of a variety of statistical techniques. The novel comparison of
shapes of curves estimated from four statistical methods shows that different statistical
methods can lead to different estimates of temporal trend and seasonal pattern. The
FDA approach where curves were estimated at each monitoring site and averaged is
less suitable than the other methods compared since this approach appeared to flatten
the the curve, with lower curvature values than other methods. The DFA model had
two common trends suggesting that the mean curve alone was not the best description
of the temporal pattern of nitrates in LHA61 and the INLA curves appeared to be a
mixture of the two DFA curves. The GAM curves were smoother than the INLA curves
but the implementation is much simpler for GAM than INLA. The GAM curves, unlike
those estimated using INLA, did not include spatial covariance which might account for
differences between the GAM and INLA estimates. Going forward, it is recommended
that analysts use DFA to investigate if more than one curve is required to represent the
temporal pattern of water quality data, for several monitoring sites. If the purpose of
the analysis is to estimate the single curve that best describes the temporal behaviour
of nitrates over several monitoring sites then either GAM or INLA models are suitable.
Where possible, it is recommended that information about spatial dependence should
be incorporated into the model.
This novel comparison based on curvature could be used by regulatory agencies to com-
pare small numbers of temporal trends or seasonal patterns and provide additional
insight into the nature of differences or similarities of curves. For example, the seasonal
pattern could be compared between monitoring sites or hydrological areas to determine
if the period of non-zero curvature around the annual minimum log(TON) value is sta-
tistically different between sites or areas which might indicate the presences of different
seasonal dynamics at different sites or areas.
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6.2 Investigating spatial covariance structure
Chapters 3 and 4 investigated the spatial pattern of log(TON) at a single time point.
In Chapter 3 several statistical models were fitted to seasonally averaged log(TON)
for 1990-2010, 1990-2000 and 2003-2010 (referred to as ‘all’, ‘early’ and ‘late’ years
respectively) to assess suitable spatial covariance structures for observations in the Trent
catchment area, and whether the choice of covariance structure was the same throughout
the year and over a 21 year period. The stability of the covariance structure was also
assessed for different river networks within the same catchment area. Four forms of
covariance structure were considered: non-spatial where monitoring sites were assumed
independent, Euclidean distance based covariance (Euclidean models), stream distance
based covariance (Tail-up models) and hybrid covariance where Euclidean distance and
stream distance were combined. The stream distance based covariance functions are
weighted to maintain stationarity of the variance and reflect the relative influence of
upstream monitoring sites on downstream sites.
In Chapter 3 several models were fitted and the best model was selected using root mean
square prediction error (RMSPE) since one of the main aims of geostatistical modelling
is to predict values at unobserved locations. This showed, for the dominant river network
in the Trent catchment area, that a hybrid covariance structure was most suitable and in
particular the hybrid model with Epanechnikov Tail-up and Gaussian Euclidean covari-
ance functions was the best combination for almost all seasonal log(TON) averaged over
all, early and late years. There was very little difference in RMSPE between the hybrid
models with Gaussian Euclidean covariance combined with any Tail-up model but the
hybrid models clearly performed better than all other models, indicating that the choice
of covariance structure is more important than the particular covariance function used
i.e. once the hybrid covariance structure has been selected there is little to distinguish
between particular choices of Tail-up or Euclidean models. Geostatistical models were
also fitted to the second largest network in the Trent and the best model also had a
hybrid covariance structure although the Exponential Euclidean model was preferred
to other Euclidean models. Models were then fitted to multiple networks within the
same LHA to investigate if multiple networks should be accounted for in the mean or
covariance structure as a fixed or random effect. It was shown that it was not necessary
to account for multiple networks although this might have been due to the fact that the
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LHA used in this study was dominated by a single large network and differences be-
tween networks might have been too small to be considered significant. Finally, spatial
relationships among several LHA’s were considered and it was shown that it was not
necessary to adjust the model for this level of spatial correlation. An explanation for
this is that dominant land use was the same in all of the LHA’s considered in Chapter
3 meaning that log(TON) can be expected to be similar in terms of mean and variance
across multiple networks and LHA’s. It is recommended that in future two types of mod-
els should be fitted to river network data: one with and one without adjustments for
multiple networks or LHA’s. The best model should be selected using RMSPE where the
aim of the analysis is to make predictions at unobserved locations. Regulatory agencies
could benefit from cost savings by improving the predictive performance of statistical
models through the inclusion of a more complex covariance structure, removing the need
to augment the monitoring network with additional monitoring sites.
Chapter 4 continued the investigation of the spatial covariance function for data col-
lected on river networks through the design and implementation of two novel studies.
The first study (sampling study) considered the size of the monitoring network and
how understanding of the spatial covariance function and predictions from geostatisti-
cal models would be affected by reducing the number of monitoring sites. The second
study (covariate study) was designed to compare covariate models - statistical models
assuming spatial independence where spatial relationships are captured using covari-
ate information - with covariance models where spatial dependence was captured only
through the spatial covariance function.
The sampling study looked at the effect of retaining 90%, 80%, 50%, 20% and 10%
of the 687 monitoring sites in the Trent catchment area (LHA28) under four sampling
schemes: simple random sampling (random), weighted sampling where weights were
the proportion of land that drains to a monitoring site classed as ‘arable’, proportional
stratification sampling and Neyman stratification sampling. Geostatistical models with a
hybrid spatial covariance function, combining Euclidean and stream distance, were fitted
to 500 sampled subsets of the data and information about covariance function parameter
estimates and predictions of winter log(TON) were recorded. The results showed that
the range of covariance function parameter estimates increased as the proportion of
monitoring sites retained was reduced and estimates from the weighted sampling scheme
were different from the other three sampling schemes. The Tail-up range parameter was
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particularly affected by the weighted sampling scheme and had a bimodal distribution
which was not found for any other parameters. Although it proved difficult to quantify
the particular arrangement of monitoring sites that caused this, it was shown that the
predictive capability of the models was not affected by the unusual distribution of this
parameter.
RMSPE from leave one out cross validation (LOOCV) at observed sites increased as
the proportion of monitoring sites retained decreased. This is to be expected but in-
terestingly, the increase in RMSPE was smaller for data sampled using the weighted
sampling scheme when 50% or fewer monitoring sites were retained. Prediction error
at unobserved sites also increased when the proportion of monitoring sites retained was
reduced but prediction error was much higher for samples from the weighted sampling
scheme. An explanation for this is that the weighted sampling scheme is more likely to
select monitoring sites with high values of log(TON) and so high values will be better
predicted by models based on subsets of the data selected using the weighted sampling
scheme than the other sampling methods. Correspondingly, prediction error at unob-
served locations will be higher under the weighted sampling scheme since models build
from these subsets of the data will predict log(TON) to be higher than when the model
is built from monitoring sites with a mixture of high and low log(TON) values. The
average kriging standard error (AKSE) ratio, the ratio of AKSE calculated for subsets
of the data to AKSE for the model based on all monitoring sites, also increased as the
number of monitoring sites retained decrease. The increase in AKSE ratio was lowest for
the weighted sampling scheme and highest for subsets selected using Neyman stratifica-
tion. Subsets retaining only 10% of monitoring sites and selected using simple random
sampling had AKSE that was, on average, less than 10% greater than when AKSE was
calculated based on 687 monitoring sites.
The Trent is a complex, densely monitored river network and regulatory agencies could
lower costs by reducing the size of large monitoring networks. This novel sampling study
has shown that monitoring could be reduced in the Trent by 50% with an increase in
uncertainty of predictions at unobserved locations of up to 10%. Monitoring could be
reduced by 90% if an increase in uncertainty of 20% on average and up to 30% were
acceptable. In the absence of prior expert knowledge, a sampling strategy could be used
to select sites to retain in a reduced monitoring network. It is recommended, based on
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the sampling study, that care be taken when choosing an appropriate sampling strat-
egy since weighted sampling leads to predictions of higher value if the variable used to
weight the probability of a site being retained is positively correlated with the variable
being predicted. The weighted sampling scheme can be thought of as reflecting a worse
case scenario if there is an upper safety limit on the variable being predicted but pre-
dictions from models based on such a sampling scheme might lead to increased costs as
a result of taking unnecessary action to reduce levels of the variable of interest. If the
purpose of the analysis is to produce realistic predictions of a variable at unobserved lo-
cations then simple random sampling is recommended as a sampling strategy since this is
straightforward to implement, is not affected by the choice of variable used for weighting
or stratification and provides a smaller increase in the uncertainty of predictions than
weighted or stratified sampling methods.
Chapter 4 also contained a novel study designed to investigate if statistical models
could be improved by incorporating a complicated stream distance based covariance
structure and to assess how statistical models based on covariate information performed
compared to models based on a complex spatial covariance structure. Covariates were
considered in two ways: the covariate value for the land draining directly to a single
monitoring site (RCA covariates) and the covariate value accumulated upstream from
monitoring site to source point(s) which reflected the contribution of a covariate to
log(TON) across all land that drained into the stream segment upon which a monitoring
site is located (accumulated covariates). Additive models were fitted using only RCA
covariates (RCA), only accumulated covariates (acc), a mixture of RCA and accumulated
covariates (mxd) and no covariates except for a smooth surface based on location (loc).
All of these models were fitted assuming spatial independence. Residuals from each
of the additive models were extracted and modelled using the SSN package (ver Hoef
et al., 2014) using a variety of spatial covariance structures: Gaussian Euclidean (Euc),
Epanechnikov Tail-up (TU) and a hybrid of these two (hyb). As a comparison, a model
with no covariates but a hybrid covariance structure as determined in Chapter 3 was
also fitted (ssn) and the residuals extracted. A comparison of the residuals showed
that once RCA covariates had been accounted for there was no significant improvement
in the residuals either in terms of mean value or variance by modelling the residuals
using a Euclidean covariance structure. The variance of the residuals from the model
based on accumulated covariates was significantly reduced when modelled with any
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spatial covariance function. The variance of the residuals from the mxd model with
a mixture of covariates was significantly reduced when modelled using a Tail-up or
hybrid covariance function and the variance of the residuals from the additive model
based on location only was significantly reduced when spatial covariance was modelled
using any of the covariance functions considered. This comparison of residuals along
with inspection of variance components and covariance parameter estimates showed that
there is a tradeoff between RCA covariates and Euclidean distance based covariance so
if covariates are included in the model, the Euclidean covariance function will not lead
to further reduction in residual variance. There was some evidence of a similar tradeoff
between accumulated covariates and the Tail-up covariance function but this was far
weaker than for RCA covariates and Euclidean distance covariance. The residuals from
the SSN models were comparable in terms of mean and variance to the best fitting
residual model. Finally, log(TON) was predicted at observed and unobserved locations
and there was no significant difference between predicted values from the mixed covariate
and hybrid covariance models, although uncertainty of predictions was approximately
four times greater for the hybrid covariance model compared to the mixed covariate
model.
This novel comparison of covariates and covariance models could result in cost and ef-
ficiency savings for regulatory agencies who carry out routine monitoring in densely
monitored river networks. Predictions from the hybrid covariance models gave com-
parable predictions to the covariate models, although uncertainty was approximately 4
times greater. This means that it is possible for agencies to lower costs by collecting
less covariate data and using models with a complex covariance structure, providing the
increased uncertainty associated with predictions is acceptable.
Chapter 4 showed that regulatory agencies could achieve cost and efficiency savings by
building an appropriate spatial covariance structure into models when aiming to make
predictions at unobserved locations. Savings would occur as a result of reducing the size
of a densely monitored network or by removing the need to collect and process covariate
data.
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6.3 Incorporating river network structure into temporal
pattern estimation
Chapter 2 concentrated on the estimation of common temporal patterns among time
series data while Chapters 3 and 4 investigated, in detail, an appropriate way to model
the spatial covariance structure found in river network data at a single time point.
Chapter 5 combined the ideas of these three chapters to investigate common temporal
patterns in water quality data, accounting for the spatial structure of the river network.
Regulatory agencies are coming under increasing pressure to reduce costs and one way
to do this is to increase the information that can be extracted from statistical models
without a corresponding increase in monitoring. This could be achieved by adapting
standard statistical methods to account for spatial structure. Another possibility is to
use dimension reduction techniques to determine common temporal patterns - if the data
from several monitoring sites can reasonably be reduced to a small number of common
patterns this suggests there is redundancy in the network from duplicated information,
strengthening the case for reducing the number of monitoring sites.
Chapter 2 considered dynamic factor analysis as a dimension reduction technique but
due to computational demands this is not suitable for large numbers of time series.
Instead, Chapter 5 focussed on principal components analysis (PCA) which has been
shown, in the literature discussed in Chapter 1 and Chapter 5, to be suitable for large
numbers of time series and also when there are more variables than observations. Data
consisting of observations of a single variable over time at several spatial locations can
be accommodated within PCA by performing the analysis in T- or S-mode (Richman,
1986). In T-mode PCA the aim is to identify spatial patterns, common to several
time points. Although mostly suitable for climate data where weather systems move in
space, T-mode PCA can also be used for river network data to identify changing spatial
patterns of water quality variables over time. S-mode PCA aims to assess dominant
temporal patterns, usually shared by several monitoring sites. There are examples in
the literature of attempts to weight PCA to account for spatial heterogeneity (Harris
et al. (2011), Harris et al. (2015)), spatial autocorrelation (Wartenberg (1985), Jombart
et al. (2008)) and to account for known structure in the rows and/or columns of the
data to estimate patterns independent of known structure (Gabriel and Zamir (1979),
Allen et al. (2014)).
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Chapter 5 developed a novel adaptation of PCA methodology to account for structure
in rows and columns of the data matrix. Specifically, the methodology was developed
to include an asymmetric weight matrix reflecting the direction of water flow in a river
network as well as the influence of upstream monitoring sites on downstream sites. Ad-
justing for known dependencies in the data meant that it was appropriate to apply
standard PCA to the adjusted data matrix, followed by a back transformation of prin-
cipal components or loadings depending on whether the spatial weights were applied to
rows or columns of the data matrix. The development of the methodology especially
highlighted the importance of the orientation of the asymmetric spatial weights matrix.
T-mode PCA with rows of the data matrix representing monitoring sites requires the
spatial weight matrix to represent water flowing from columns to rows. For S-mode
PCA the data and spatial weights matrices are transposed. The spatial weights must be
asymmetric since a symmetric weight matrix would mean that the variance of log(TON)
at a monitoring site is assumed to be a weighted combination of the variance and co-
variance of monitoring sites both upstream and downstream, which is not a reasonable
assumption when water flows in one direction.
An application of spatially weighted T-mode PCA to the Trent catchment area concluded
that a single spatial pattern was sufficient to describe the pattern of winter log(TON)
over 13 years and this pattern largely reflected land use, discussed in Chapter 4. Adjust-
ing T-mode PCA for river network structure meant that the principal components and
percentage variance explained by the principal components were only slightly affected,
with the percentage variance explained by the first principal component reducing from
89% to 85% and barely noticeable differences in the spatial pattern of the principal com-
ponents. Differences between the principal components for the unweighted and weighted
T-mode PCA were more noticeable in the components explaining the least amount of
variance in the data.
Next, S-mode PCA was applied to 21 years of monthly log(TON) data, and missing
values were imputed using the methodology in Josse and Husson (2012). S-mode PCA
was applied to the unweighted data (PCAuw). Following this, the columns of the data
matrix were spatially weighted (PCAf ) and the study was completed by an application
of S-mode PCA to data where both rows and columns were weighted to account for
temporal and spatial structure (PCAfρ), respectively. PCA was adjusted for temporal
structure using a symmetric AR(1) correlation matrix. The first principal component
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for PCAuw explained 42% of the variance in the data. This reduced to 38% for PCAf
and 31% for PCAfρ. All subsequent principal components explained less than 10% of
the variance in the data. Plots of back transformed principal components and maps
of loadings showed that differences between the three analyses were quite subtle, with
differences becoming apparent from the third principal component and later components.
This study used a complex dataset containing 566 time series covering a geographical
area with heterogeneous land use. Chapters 3 and 4 showed that variance of log(TON)
in the Trent area is dominated by land use and spatial covariance related to Euclidean
distance which might explain why adjusting PCA for spatial covariance based on stream
distance and the shape of the river network had a small impact on the PCA results. An
explanation for the decrease in variance explained by the weighted principal components
is that adjusting for spatial and temporal structure affects the error structure of the data,
demonstrated using variance components in Chapter 3, and adjusting PCA using inverse
weights means that some of this variance is removed. This suggests that the variance
explained by principal components from weighted PCA is the percentage of variance in
the data that is not part of the error structure.
Finally, the novel adaptation of PCA methodology was compared to the methods de-
scribed in Allen et al. (2014). Results between the two methods were shown to be
comparable up to multiplication of ± a constant. The methodology developed in this
thesis however specifically shows how an asymmetric weight matrix can be incorporated
into PCA to adjust for river network structure, which was not considered in Allen et al.
(2014).
Clearer differences between unweighted and weighted PCA might be found if the data are
dominated by a very noisy spatial or temporal error structure. This would be in agree-
ment with the results in Allen et al. (2014) who found adjusting PCA using an inverse
temporal correlation matrix meant that the signal in the data could be distinguished
much more clearly from noise compared to using unweighted PCA. Data collected on
river networks can exhibit abrupt changes at confluence points and so adjusting PCA for
this type of variability means that spatial variability other than this can be identified.
By adjusting for flow connectedness in the river network it might make it possible to
more clearly identify abrupt changes in the spatial distribution of log(TON). Regulatory
agencies could also extract better estimates of temporal patterns from data exhibiting
strong noise such as that found in high frequency data. The use of weighted PCA could
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lead to cost savings for regulatory agencies since the identification of common temporal
patterns provides evidence of redundancy in the data, strengthening the argument for
monitoring network reduction.
This chapter developed a novel adaptation to PCA methodology to account for spatial
dependence based on direction and stream distance. The work presented showed how
spatial dependency in a river network could be accounted for within the PCA frame-
work using an asymmetric weights matrix where weights reflected flow direction and the
relative influence of upstream monitoring sites on downstream sites. It was shown that
the orientation of the spatial weight matrix depended on whether the spatial weights
were applied to rows or columns and that a symmetric weight matrix as described in
Peterson et al. (2007) would not correctly account for flow direction if applied as column
weights in PCA.
6.4 Future work
There are several possible extensions to the identification of common patterns in water
quality data collected on river networks that has been carried out in this thesis. Possible
future work includes extensions of the studies described in this thesis and also the
consideration of additional statistical challenges.
The calculation of confidence intervals for curvature developed in Chapter 2 could be
improved by further investigation of the distribution theory in Chaudhuri and Marron
(1999) and Hannig and Marron (2006) or by taking into account the dependent nature
of time series data using Park et al. (2004) and Rondonotti et al. (2007) as the basis for
this. Adjustments to the calculation could also be made by including a covariance term
in the Taylor expansion of the curvature formula to account for dependence between the
first and second derivative terms.
The investigation of appropriate spatial covariance functions to model data collected
on river networks in Chapter 3 could be applied to large hydrological areas with quite
different land use. This would make it possible to assess whether it is necessary or not
to include a term in the model to account for differences between LHA’s either as a fixed
effect to allow differences in mean levels of log(TON), or as a random effect in the error
structure to account for different levels of variance.
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The simulation study in Chapter 4 could be extended by considering alternative sam-
pling schemes or by using a variable other than proportion of arable land as weights,
perhaps through discussion with the Environment Agency to allow the inclusion of expert
knowledge. It would also be interesting to find the best reduced monitoring network of
a particular size, following the examples in Ferreyra et al. (2002) and Falk et al. (2014).
The covariate study could easily be extended to include more covariates if data were
available. It would also be interesting to consider the lagged effect of rainfall as in Burt
et al. (1988) if a time series of rainfall were available rather than long term average rain-
fall. Further statistical development of the covariate study could also include developing
models that incorporate smooth relationships between covariates and the response, as
well as a stream distance based covariance structure. O’Donnell et al. (2014) and Rush-
worth et al. (2015) discuss flexible regression for river networks but use the Tail-up
weights in the mean structure of the model rather than in the error covariance structure
as in ver Hoef et al. (2006).
The work in Chapter 5 could be extended by applying PCA, weighted to adjust for
spatial and temporal structure to high frequency temporal data. There was some ev-
idence that PCA weighted for known structure results in the extraction of less noisy
signals from the data. The spatial weights matrix could be developed to account for
spatial structure related to land use and Euclidean distance - such an adjustment would
allow identification of variability directly related to the structure of the river network.
The spatial weights accounting for flow direction and connectivity could be applied to
data that are less dominated by land use such as elevation data (as in ver Hoef et al.
(2014)) or data recorded for an enclosed pipe system where the connectedness structure
and stream (or pipe) distance would dominate. PCA adjusted for a directed spatial
structure could be developed for traffic flow data, although this would provide many
statistical challenges. The spatial weight matrix would need developed to take into ac-
count traffic flowing in opposing directions and the incorporation of roundabouts would
be particularly challenging. The methodology developed in Chapter 5 could also be
developed for branched biological applications, such as the circulation system, where it
would be necessary to develop a weight matrix for a closed loop network rather than a
network with source and outlet points.
The methodology discussed and developed in this thesis provides many possible oppor-
tunities to provide cost savings to regulatory agencies by improving the information
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obtained from statistical models using existing spatial information. The identification
of clear common temporal patterns of water quality data could provide evidence of re-
dundancy in the monitoring network, strengthening the argument for a reduction in the
number of monitoring sites. This thesis explored and developed statistical methods to
identify common temporal patterns in water quality data collected on river networks
and provides opportunities for future research.
6.5 Software
The underlying code to produce the simulation study in Chapter 4 and to implement the
statistical methods developed in Chapter 5, for use in R, is openly available from the Uni-
versity of Glasgow Research Data Archive at http://dx.doi.org/10.5525/gla.researchdata.277.
Appendix A
Data processing
This appendix contains further details on data processing steps carried out in order to
perform the statistical analyses described in this thesis.
Elevation
Elevation data for England and Wales were obtained from the US Geological Survey.
The data product SRTM3 void filled with resolution of 3 arc seconds was selected since
the data contained were in a format suitable for immediate use in ArcGIS. The data
product is based on the WGS84 geographic coordinate system and was converted to
British National Grid projected coordinates using the Transverse Mercator projection.
This was so that the elevation data were projected to the same coordinate system as
the water quality data. Projected coordinates were used so that stream distance could
be measured in metres. The elevation data are downloaded as several raster files called
tiles and were joined to make a single elevation data file using mosaic functionality in
ArcGIS. Following this, elevation data were extracted for the LHA’s investigated in this
thesis using polygon shapefiles (provided by the EA) as a mask.
Polyline shapefile
The Environment Agency for England and Wales provided the polyline shapefile con-
taining the shapes of rivers in the main monitoring network. Within the polyline file a
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stream segment is a line joined to other segments by nodes. In order to use this shape-
file to calculate stream distances it was necessary to fix existing errors and remove any
topological features that would prevent the calculation of stream distances (Peterson
and Ver Hoef, 2014). The polyline shapefile is underpinned by a database structure
and the STARS toolkit requires that each line segment has only one row entry in the
corresponding attributes table.
Errors were fixed using a two stage process and, due to time constraints, only for LHA’s
that would be investigated in this thesis. LHA’s 28 and 34-38 were inspected for errors.
During the first stage each stream segment was individually checked for multipart lines.
These are stream segments consisting of more than one part joined together. It was often
the case that multipart stream segments had a small part of the segment overlapping
itself. These overlapping parts were deleted and endpoints joined so that all stream
segments consisted of single lines. Other multipart lines were ‘exploded’ (in ArcGIS
terminology) when there were no overlapping sections but the stream segment was stored
as multiple parts. Following this each part became a separate stream segment with a
separate row entry in the attributes table.
The second staged involved making sure that the network was topologically correct where
correct here means that the network satisfies any conditions stated in the STARS tutorial
(Peterson, 2011). The main problem encountered was downstream divergence of stream
segments which is not permitted. Downstream divergence in the EA data is usually
caused by canals cutting across country. A tool exists in ArcGIS to automatically select
a route through braided channels based on minimum or maximum distance. Canals
caused problems as it was not always clear which direction the water flowed and in most
cases the whole stretch of canal was removed i.e. if part of a canal needed removed
due to downstream divergence then every line segment that was part of that canal was
removed. This was to ensure that no gaps were created and that remaining rivers were
fully connected. In this second stage junctions were added at confluence points (where
two stream segment join to flow into a single stream segment) if they did not already
exist. Junctions are necessary to ensure that nodes are correctly classified and that only
a single node is placed at each confluence.
A landscape network (Peterson and Ver Hoef, 2014) storing the stream distance and
flow direction information was created once these checks were carried out and nodes
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were placed at each end of the stream segments and the classification of each node
was checked. At this point the main problem remaining was nodes being placed part
way along a stream segment where the end of two adjoining segments overlapped. In
this case one segment was shortened so that the two adjoining segments met at their
endpoints. Another problem was converging streams where two line segments converged
and did not flow into a common downstream segment. This was solved by ‘snapping’
the ends of each stream segment meeting at a confluence to the adjoining downstream
segment.
The landscape network was re-created once these problems were resolved and inspected
again to ensure the network was topologically correct. Once it was established that
nodes were correctly classified, monitoring sites were snapped to the nearest stream seg-
ment. Since rivers have width but are represented as a line the geographical coordinates
for monitoring sites did not always fall exactly on a stream segment when mapped in
ArcGIS. Snapping the sites to the nearest line makes it possible to calculate the stream
distance between monitoring stations. A 2.5km radius was used as tolerance for snap-
ping and any monitoring sites that were further than 2.5km from the nearest stream
segment were removed from the data set. This applied only to a single monitoring site
that was originally situated on a canal.
Population
Population data were obtained from http://www.ons.gov.uk/ons/index.html. Three
sources of information were used to calculate population density: (1) Population count
of all ages for each local authority district (LAD) in England and Wales from mid
2012 (mid 2012 population estimates for England and wales), (2) a shapefile containing
boundary information for LAD’s from 2012 (Local authority district (GB) Dec 2012
Boundaries (Full Extent)) and (3) Standard Area Measurements (SAM) 2012 (SAM
LAD 2012 UK) containing the area of each LAD in hectares (ha). ArcGIS was used to
calculate population density for each monitoring station and prediction location.
The table of area measurements was linked to the shapefile of LAD boundaries using
an identifying code (LAD12CD) and a variable representing area in square kilometers
(km2) was calculated by dividing the LAD area (AreaLHect) by 100. A field for pop-
ulation count was added to the LAD shapefile and linked to the table of population
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counts of all ages using the LAD identifying code. The polygon LAD boundary file was
converted to raster format with cell size 49.1855526*49.1855526 which is equal to the
cell size in the elevation raster file. The zonal statistics tool in ArcGIS was used to
calculate population/km2 for each RCA. This value was then linked to stream segments
and corresponding monitoring sites using the methods described in Peterson (2011).
To obtain total population contributing to each monitoring site the RCA population
value was multiplied by the area of the RCA in km2 and the RCA totals were accumu-
lated downstream between source and monitoring site, following the steps in Peterson
(2011).
Rainfall
Rainfall data were provided by the EA and is a long term average annual depth in mm
for 1961 to 1990. The data are in a polygon shapefile with each polygon representing
1km2 and this shapefile was converted to raster format using the same cell size as the
elevation data. There were 2 missing values from the resulting rainfall grid file and
these were replaced with the average annual depth recorded for 1941 to 1970. The RCA
value was calculated as the average depth (mm) of the rainfall value from all of the
cells within each RCA. In order to obtain an estimate of total rainfall contributing to a
monitoring site it was necessary to calculate rainfall volume within each RCA and use
the accumulation tools described in Peterson (2011) to obtain rainfall volume over all
contributing land.
Rainfall volume is calculated as depth(mm)×area(m2) × 0.001 (calculation information
kindly provided by John Douglass of the Environment Agency).
Livestock and Crops
Livestock and crop data were provided by the EA and are taken from the ADAS 2010
agricultural census. The livestock data show the number of animals, broken down by
species, in square polygons with area 1km2 . Table 4.2 shows all of the species included
in the agricultural census. In order to get and RCA value for livestock, the polygon file
was converted to raster format using the same cell size as for the elevation data and
the average taken of all of the cells within an RCA. The resulting value is the number
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of livestock per km2 . In this covariate study all of the livestock were counted together
rather than having separate values for cows, pigs, sheep etc. The exception to this
was chickens since large numbers of chickens can be accommodated in quite a small
space and the chicken number hugely inflated the livestock numbers. Chicken numbers
were therefore calculated separately from the livestock numbers. The total number of
livestock/chickens over all contributing land was calculated by multiplying the RCA
value for livestock/chickens by the area of the RCA in km2 and summed from source to
monitoring point using the tools described in Peterson (2011).
Crop data was also included in the agcensus dataset and like the livestock data is a
polygon file of squares with area 1km2. The data gives the number of hectares in each
square that are used for each crop covered in the census, with 1km2 =100ha. This
was processed in the same way as for the livestock data by converting the polygons to
raster format and calculating the average value for all of the cells within each RCA. The
number of hectares used for all crops (see Table 4.2), excluding grass, was divided by
100 to give area of crops per km2 . The total area of crops for contributing area was
calculated by multiplying the RCA value by the area of the RCA in km2 and summing
this total for all RCA’s between source and monitoring site. The same steps were taken
to obtain equivalent values for area of grass. Grass was calculated separately since land
used for grass is correlated with livestock numbers.
Land cover
Land cover information was provided by the EA and obtained from the the LCM2007
dataset (see Morton et al. (2011) for full details of this dataset). LCM2007 is a polygon
shapefile and gives the proportion of area in land parcels that is classified as each of 23
land cover categories as well as the dominant classification in each land parcel. The land
parcels are much smaller than the RCA’s, with each RCA containing many land parcels.
A land cover classification was obtained by converting the polygon shapefile to raster
format using the same cell size as for the elevation data. The number of cells for each
land cover category were counted and RCA land cover was allocated the category with
the greatest number of cells. Land cover was not calculated for total contributing area.
The RCA value was attributed to the monitoring sites following the steps in Peterson
(2011).
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Land cover category is related to number of livestock (land cover=grass), area of RCA
used for crops (land cover=arable) and population density (land cover=urban) and there-
fore models could be fitted either with land cover category as a factor variable or with
livestock, crops and population aggregated to RCA level. The proportion of land used
for grass and crops would also have needed further processing before being used in the
covariate model since these are compositional data. A more meaningful interpretation
of the model is possible therefore when land cover category is included rather than using
compositional data.
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