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INTRODUCTION 
The author has considered in [13], the problem of defining hypotheses 
under which second-order differential equations of the form 
d’(t) + b2x(t) = g(x( t), x’(t), x”(t)), (1) 
with 0 # b E R, and g(0, 0, 0) = 0, possess generalized, even, T-periodic 
(0~ TE R) solutions x(t); i.e., XE W2,2( -T, T) (defined below) with 
x(t+T)=x(t),x(-[)=x(t), andx(t)satisliesEq.(l)fora.e. PER. Infact, 
global information on the continua of such solutions is obtained in [ 131. 
This problem shall henceforth be referred to as Problem (1). We emphasize 
that T is an unknown quantity that has to be determined. 
The purpose of this paper is twofold: First, to prove a uniqueness 
result for the initial value problem consisting of Problem (1) with 
x(O) =x’(O) = 0. This will extend the class of equations considered in [ 111. 
Second, we wish to eliminate some of the possible behaviour of the 
continua of solutions to Problem (1) which were shown to hold in [ 131. 
To be more specific, under appropriate conditions on g, Corollary 5 in 
[ 131 may be stated thus: Problem (1) satisfies at least one of the following: 
(a) For every number M > 0 there exists a T,-periodic solution xM 
such that lbMII T,w = W II . II TM denotes the norm in IV2,2( - T,, TM)) and 
T,+2krc/b if M+O for some keN; 
(b) there is a T-periodic solution xT for all periods T in the closed 
interval [2kn/b, 21x/b] where I # k and Z, k E N such that llxTll T > 0 for all T 
in the open interval (2krc/b, 21x/b), and T + 2kn/b or T + 21n/b if II x J + 0; 
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(c) for some ke N, there is a T-periodic solution xT for all 
TE (0,2kn/b] or for all TE [2kn/b, co) such that /IxTI( => 0 for each 
T#2krt/b and if llxTjlr-+O, then T-+2kn/b, T-+0 or T-+ co. 
By the use of a priori bounds and nodal properties, we shall impose 
conditions on g which ensure that possibility (b) cannot happen, and that 
the unboundedness described by (a) can be quantified for certain periods, 
T,,,, in a calculable real neighborhood of the origin. 
The main difficulty inherent in Problem (1) is that, when the nonlinear 
term, g, depends upon the highest order derivative in a non-solvable man- 
ner, the known compact methods of solution are not readily applicable. 
A number of authors have studied analogues of Eq. (1) including [ 1, 3, 4, 
6611, 131. 
In [ 131 the author transformed the original problem into an operator 
equation (q.v. below) and evoked global bifurcation methods for A-proper 
mappings to obtain the information on continua described by (a), (b), and 
(c) above. This approach differs from [ 1, 3, 4, 6-l l] where existence of 
solutions (periodic or otherwise) is determined without any additional 
global conclusions. 
In [ 1, 3, 41 the original BVP was replaced by an integral equation then, 
using certain restriction arguments, together with a priori bounds, the 
concept of fixed point theory for compact maps was applied to generate 
existence of solutions of the desired form. Petryshyn-Yu [9, lo], study an 
analogous equation and, in fact, make similar assumptions to our (Al)(i) 
and (A3) to guarantee existence of certain types of periodic solution. Again, 
they say nothing about continua of solutions. 
Unlike most of the papers cited above, we restrict ourselves to 
autonomous equations in order to extract a great deal more information 
on the continua of solutions: in Theorem 5 (below) we demonstrate the 
existence of periodic solutions to Problem (1) for all periods in certain real 
intervals and prove that solutions with sufficiently small periods remain 
bounded. In the autonomous case, this greatly extends the regular existence 
results contained in [6, S-101. Such generality is achieved by application 
of Theorem 2 (below) which ensures that the IVP associated with 
Problem (1) having x(0) = x’(0) = 0, possesses a unique solution which, in 
turn, seems to depend upon Eq. (1) being autonomous. It should be noted 
that Westreich [14], also studied continua of periodic solutions to an 
autonomous second order system extending Eq. (1). He used Rabinowitz 
type arguments based on compactness assumptions and, as such, his 
techniques fail when applied to Problem (1). 
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PRELIMINARIES 
Replacing t by t/T, Problem (1) is equivalent to that of defining 
hypotheses which ensures that the equation 
x,(t) + ;lh2X( t) = Ag(x( t), 2~ 1’2x’( t), ;I ~ ‘xl’(t)), (2) 
where 1= T’EIW, (1w+ ~(0, co)), p assesses generalized, even, l-periodic 
solutions x(t) E W2**( - 1, 1) (defined below). 
Assume that g: [w3 -+ R is continuous and there exist non-negative 
constants A, B, C, D, and E with D < 1 and 0 <E < 1 such that: 
(i) Ig(x~~~z)l~A+Blxl+Clrl+Dlzl, for all x, y, 2 E Iw; 
(ii) for all x, y, z E [w with max{ 1x1, jyl, lzl} d E, g(x, y, z) 
is continuously differentiable and 
(Al 1 
g(4 Y, z) = 41x1 + IYI + I4 1 as 1x1 + 1.~1 + lzl + 0; 
dx, YT z) = g(x, - y, z) for all x, y, z E R; (A21 
Cg(x,~,z~)-g(x,y,z2)lIIz,-z21da(~)lz~-z212 
forallx,y,z,,z,~lRwith~~~-z,lZs, where a: (0, co) -+ [0, 1) (A3) 
is some function such that a(s) + 1 as s -+ 0; 
g(x,y,0)ydx2forallx,y~[Wwithmax(lxl, Jyl}<s. (A4) 
Remark. It is shown in [ 131 that with (A3) holding, Eq. (1) can be 
solved for the highest order derivative to obtain x” = g(x, x’) for some 
non-linear function S. However, it is further shown in [ 131 that under the 
condition in (A3), that a(s) -+ 1 as s -+ 0, the “solved” equation does not, 
in general, satisfy assumption (Al)(ii) above which is essential to our 
analysis. Thus, we must consider Eq. (1) in its original form in order to 
obtain our results. 
Let 
x= {XE W2,2(-1, 1): x is even and l-periodic}, 
Y = { y E L2( - 1, 1) : y is even and l-periodic >. 
Here Y is the familiar Hilbert space of square-integrable functions with 
norm ((y(l*=j\, (y(t)\*& W***(-1, 1) is the Sobolev space of functions 
x in L2( - 1, 1) each of whose distributional derivatives x’, x” are also in 
L*( - 1, 1) with norm jlxll: = llxl12 + llx’li2 + llx”l12 where the subscript 1 
implies integration over the interval (- 1, 1). In general llxll M, denotes the 
norm in W2,2( -M, M) (the Sobolev space of functions x in L2( -M, M) 
each of whose distributional derivatives x’, x” are also in L2( -M, M)) 
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with integration over (-M, M) for any ME IL!+. Note that X is compactly 
embedded in both Y and C’( - 1, 1): the space of continuously differen- 
tiable functions over ( - 1, 1). 
Define linear operators A: X + Y, B: X + Y, and the mapping 
R:Xx[W+-,Yby, 
Ax(t) = x’,(t), Bx( t) = lb2x( t), and 
R(x(t), A) = Ag(x(t), 2p”2~‘(t), I-‘x”(t)) for a.e. t E Iw. 
Then, Problem (1) can be written in operator equation form, 
F(x, A) = Ax - ABx - R(x, 2) = 0, (3) 
where F: Xx [w + -+ Y and A - IB: X + Y is a continuous linear operator 
for each 2~ Iw, ; furthermore, as in [13], assumption (Al)(i) is sufficient 
to ensure that R( ., A): X-+ Y is a continuous mapping for II in compact 
subsets of [w, . 
Denoting the nullspace and range of an operator L by N(L) and R(L), 
respectively, we recall the following facts from [12, 131. 
C,(B)={AER+ :N(A-lB)#{O}} 
={(2kn/b)2:kEN}; 
if 1ElQ+, but A # C,(B), then A - 2B is a linear homeomorphism from X 
onto Y (this is a consequence of the fact that A - 1B is a so-called 
A-proper operator); on the other hand, if 2, E [w + and 1, E C,(B) then, 
X=N(A-&,B)@X,, 
Y=zN(A-&B)@R(A-&B), 
and B(X,) c R(A - &B), where X, is a closed subspace of X, and Z is the 
compact inclusion mapping of X into Y. 
It is clear from (Al)(ii) that R(x, A) = o(llxll,) as ilxll 1 ‘0, so that 
A - 2B is the Frechet derivative of F(x, 2) with respect to x at the point 
(0,J.). Note that Eq. (3) is satisfied by the so-called trivial solutions, 
{(0,1):kR+}. F urt h ermore, the following lemma was proved in [13]. 
LEMMA 1. Assume that (Al)-(A3) hold. Let 
s’= {(X,il)EXXlR + :F(x,i)=O with ~~~~~#O}~{(O,C,(B))EX~~W+}. 
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Then, for each k E N, the maximal connected subset %? of s’ emanating from 
(0, (2krt/b)*) satisfies at least one of the following: 
(i) % is ubounded in Xx R,; 
(ii) %? meets the trivial solutions at a point (0, (2frt/b)2) for some 1~ N 
with 1 #k; 
(iii) inf{& l/1 : (x, A) E9? for some xEX} =O. 
It is straightforward to transform Lemma 1 into a statement about 
Problem (1). This is just [13, Corollary 51 which we stated in the introduc- 
tion where (a), (b), and (c) follow from Lemma 1 parts (i), (ii), and (iii), 
respectively. Hence, to eliminate behaviour (b) from [ 13, Corollary 51 and 
to improve upon (a) we need to rule out Lemma l(ii) and obtain a priori 
bounds for certain subsets of %?. 
The first step is to prove a uniqueness result for Problem (1) which is 
interesting per se. 
THEOREM 2. Suppose that (Al)-(A4) hold. Then the initial value problem 
consisting of Problem (1) with x(0) = x’(0) = 0 has the unique solution x = 0 
for XE W***( - T, T) for every TE R,. 
Proof: Let TE R, and assume that XE Wz3*( - T, T) satisfies 
Problem (1) with x(0) = x’(0) = 0. Then for each s E R + with s < T, 
therefore, 
f [x”x’ + b*xx’] = 1; g(x, x’, x”) x’, 
which implies that, 
(x’(s))* + b*(x(s))’ = 2 1; [g(x, x’, x”) - g(x, x’, 0)] x’ + 2 1; g(x, x’, 0) x’ 
=2J]: j)(x,x’,O)X xUx’ + 2 
= 1;; (x’(t))* dt + 2 j; g(x, x’, 0) x’ 
= (x’(s))2 + 2 Jf g(x, x’, 0) x’. 
Hence, 6*(x(s))* = 2 J; g(x, x’, 0) x’. 
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It will be shown that for s sufficiently small, we must have x(t) = 0 for 
all t E [0, s]. Now, since x(0) = x’(0) = 0, and W2,2( - T, T) is embedded in 
C’( - T, T), then (A4) guarantees the existence of E, with E, < h2/4 such 
that, 
b2(x(s))’ = 2 [; g(x, x’, 0) x’ < 2 j; (x)2, 
for each SE [0, a,]. This implies that, 
b*(X(S))2 d 2s sup{ (X(t))2 : t E [O, s] } 
= 2s(x(s,))2 
< h2x(so)/2, 
for some SUE [0, s] for each SE [0, ~~1. We may assume that for some such 
s > 0, s,, # 0; otherwise, we would conclude that x(t) = 0 for all t E [0, s] for 
sufficiently small s. Thus, choose s = s0 > 0, then, 
b2(x(&J)2 Q ~2w,))2/2, 
which is impossible unless X(Q) = 0. But (x(s,,))* = sup((x(t))2 : 
t E [0, so] }. Hence, x(t) = 0 and, therefore, x’(t) = 0 for all t E [0, s,]. 
To complete the proof, we must show that x”(t) = 0 for a.e. t E [0, s,]. 
From Eq. (I), we have that x”(r) = g(0, 0, x”(t)) for a.e. t E [0, s,]. Suppose 
that one such value of t, denoted by t, (say), satisfies x”( to) = 6 (say) where 
6 > 0. Then it follows from (A3) that, 
IW,)12 = cm 0, x”(to)) - do, 0, O)l x”(~o) 
G 46) Ix”(&J 2, 
which is possible only if x”(t,) = 0. This contradiction proves that llxll 9. = 0 
for some sufliciently small s0 > 0. (Recall that 11. I/so denotes the norm in the 
Sobolev space W2v2( -s,, , so)). 
Finally, since Eq. (1) is autonomous and therefore translation invariant, 
we conclude that x = 0 is the unique solution to the initial value problem 
as claimed. 
Remark. Equation (1) above does not satisfy hypothesis (H5) used 
in [ 1 l] to prove a similar uniqueness result for the analogous initial 
value problem involving the equation x”(t) = g(x(l), x’(t), x”(t)). Thus, 
Theorem 1 applies in situations where the methods of [ 1 l] fail. 
Next we consider nodal properties for Problem (1). 
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LEMMA 3. If hypotheses (Al )-(A4) are satisfied, then Lemma l(ii) 
cannot possibly occur. 
ProoJ The proof is obtained in two steps: 
(1) For kEN, let (2kz/b)‘=&. 
We claim that if (x, 2) E $? and 0 < 12 - & + I/xl/, is sufliciently small, 
then x(t)=uxJt)+o(IuI) as u-0, where UER and x0(t)=Dcos(2k7ct) 
with 0 # DE R; i.e., x0 is a nonzero element in N(A - 1,B). To show this 
we apply the well known Liapunov-Schmidt reduction method as follows. 
If (x, i)E%? then F(x, A) = Ax - ABx - R(x, A) = 0. 
Writing x = xi +x2 with x, E N(A -&B) and x2 E X, (q.v. the remarks 
preceding Lemma l), 
F(x, +x2, I-) = (A - &B)(xl +x2) - (A - ;I,) B(x, +x2) 
-R(x, +x2, i)=O. 
Let Q, : Y -+ ZN(A - A,B) and Q2 : Y + R(A - i,B) be continuous projec- 
tions then, 
(A -&B) x2 - (A- AO) Bx, - Q,R(x, +x2, A) 
Define F2: Ux VxW+-+R(A-1,B) by F2(x,,x2,A)=(A-l.B)x2- 
Q2R(x, +x2, A), where UC N(A - 1,B) and VC 1, are open neighborhoods 
of the origin. Then, F,(O, 0, 2) = 0 for each 2 E R, . In view of (Al)(ii), it 
follows by the Implicit Function Theorem, as in [2, p. 2081, that there 
exists a neighborhood N, x N, x N, of (0, 0,1,) in N(A - 1,B) x X2 x R, 
and a function f2: N, x N, --f N, such that F2(x,, x2, n) = 0 has the unique 
continuously differentiable solution x2 = f2(x1, 2) with f2(0, A) = 0, where 
N, is chosen so that 0 < (13. -&I < dist(l,, C,(B)\(&)) for each 2 in N,. 
Hence, 
from which it easily follows that, 
IIfi(Xl? n)ll +. 
11x1 II  
as llxll, + 0. 
Writingx,=ux,withx,EN(A-&B), Ilx,l~,=l,andu~Rweseethatfor 
0 < (A - i,( + (u( sufficiently small, 
x =x1 + x2 = uxo + f2(uxo, A), 
and x = uxo + o( JuI ) as Iu/ + 0 which proves the claim. 
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(2) Next, note that for each k E N, the element xk = Dk cos(2knt), 
D, # 0, belongs to N(A - I,B), where & = (2kn/b)‘, xk has exactly 2k 
simple zeros in the interval (0, 1 ), and ~~(0) = xk( 1) # 0. 
Let Sk denote the set of all functions x(t) E X having exactly 2k simple 
zeros in the interval (0, 1) and for which x(0) = x( 1) # 0. Since X is 
compactly embedded in C ‘( - 1, l), it is trivial to show, from step (1) 
above, that Sk is an open set in X and Sk n S’ = @ for k # 1 E N. 
Suppose (x, 1) E V then again from step 1 above there exists s1 > 0 such 
that if 0 < 12 -&I + llxjl, < .si, then x = uxO + o(lul), where x0 = D, cos 2kx 
for some 0 #D, E R! and x0 E Sk. By the openness of Sk, there exists E > 0 
with E < dist(&, C,(B)\{&)) such that, 
Now suppose that (x, 1) E %‘n a(Sk x IR,), where a(Sk x R,) denotes the 
boundary of the open set Sk x IR + in Xx R + . If x(0) = x( 1) = 0 then the 
evenness of XE X implies that x’(0) = 0. By Theorem 2 we conclude that 
x z 0, so that (0, 2) ~59 which clearly contradicts Lemma 1 unless 
;1= (2Zn/b)* for some k # 1 E N. However, (J), A) E a(Sk x R + ) n V, so in any 
neighborhood m of (0, ,?) there exists (a, 1) E (Sk x R + ) n V. On the other 
hand, the openness of Sk for each k E N would imply, as in the preceding 
paragraph, that if m is chosen sufficiently small, then 2~ S’. Since 
S’ n Sk = @ if k # 1, we obtain a contradiction. Thus, if (x, A) E 
$9 n a(Sk x R + ), then x(0) = x( 1) # 0. If 2 = 0 then Eq. (2) is undefined. The 
only other possibility for (x, 1) E ‘Z n a(Sk x R) is that x has a double root 
in (0, 1); i.e., x(a)=x’(a)=O for some cc~(O, 1). But (x,A)E%:, and Eq. (1) 
is translation invariant so Theorem 2 implies again that x z 0 which is a 
contradiction as before. 
We have, therefore, proved that if (x, 1) E V, then (x, A) E Sk x IR, for 
some fixed k E f+J from which we deduce that Lemma l(ii) cannot occur 
under the stated conditions. This completes the proof of the lemma. 
The next lemma provides a priori bounds for solutions to Eq. (2). 
LEMMA 4. Suppose (Alt(A4) hold. If (x, A) E Xx R, is a solution to 
Eq.(2) with ~E(O,A~)CK!+, where 
A, = -nC+ 7r2C2+8n2(6*+B)(1 -D) 
2(b2 + B) 
with B, C, and D the constants from (Al)(i), then there exists M, >O such 
that llxil I < M, and M, is independent of x and 1. 
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Proof: Integrating Eq. (2) we obtain by 1-periodicity that 
s ’ [Px(t)- g(x(t), aP’*X’(t), nr’x”(t))] dt=O. (4) 0 
.From the proof of Lemma 3 (step 2), if (x, 1) is a solution to Eq. (3) and 
hence to Eq. (2), then x E Sk for some k E N, which guarantees the existence 
of t,~[0, 1) such that x(to)=O. Define, u(t) by x(t)=ao+u(t), where 
@o = f; x(t) dt. Then j: u(t) dt = 0, x’(t) = u’(t), u(0) = u( 1) and as in [5, 
P. 4671, 
II41 G Il4ll% 
where for the remainder of this proof we define llx[l* = Si 1x1*. 
Again from Eq. (2), 
(5) 
x”(t) x(t) + 16*(x(t))* = rig(x( t), a - “2X’(l), a - ‘xl’(t)) x(t), 
implying that, 
j,’ lW12d~_l.S1 [b*~(+g(x(t),~~~‘*~‘(t),jl~~~“(t))]x(t)dt 
0 
=A ’ [b*x(t)- g(x(t), ;1-*‘*x’(t), A-‘x”(t))] u(t)dz, s 0 
where we have used Eq. (4). Consequently, from (Al)(i) and Holder’s 
inequality, 
IIx’l12 = llu’/12 6A j; Lb2 Ix(t)1 + A + B lx(t)/ 
+ CT”* Ix’(t)1 +D1-’ Ix”(t)l] [u(t)1 dt 
<A[A + (b2 + B) llxll + Cl-“* IIu’II + Dip1 jlu”ll] Ilull. (6) 
Since u(t) is defined on the entire real line and has period one, it follows 
from Wirtinger’s inequality [S] that 
From (6), 
Ilull G lI~‘ll/2~. 
IIu’~~~<~ [AA+A(b*+B) llxll +Cl”* IIu’II +D Ilu”ll] (Iu’Ij. (7) 
Furthermore, Eq. (2) and (Al)(i) imply that, 
llx”Il <J.[b’ llxll + A + B llxll + CA-“2 IIx’II + DA-’ llx”ll], 
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llu”lI = lb”ll &- [AA + I(b2 + B) llxll -t c%l:2 Iju’llJ. (8) 
In view of (7) and (8), 
=F[%A(l+&J +%(h’+B)(l+&) llxll 
+Cil’i(l+&) IIU~II]~ 
Moreover, from Eq. (5), 
therefore, 
Now by our choice of A,, we see that 
A(!? + B) + nC%“2 < 1 
2n’(l-D) ’ 
so we can define A 1 (say) from, 




From (5), (S), and (10) we can also define A2 (say) and A, (say) where, 
and, 
A, 
Il.4 <--=A,, (11) ?I 
BOUNDS AND NODAL PROPERTIES 405 
Since A,, A,, and A, are each constants independent of x and i we 
find that ((xl/, CM,, where M, =2[Af + A:+ A:]“* as required. This 
completes the proof. 
Remark. It is easily seen that jl, < 2(rc*/b*). 
In view of Lemmas 3 and 4 we have the following improved version of 
[ 13, Corollary 51. 
THEOREM 5. Assume (Al ) - (A4). Then, for each k E N, at least one of 
the following properties is satisfied where in each case the given solution 
applies to Problem (1): 
(a) For every number M > 0 there exists a TM-periodic solution x,,,, 
such that IIx~[I rY = M, and T, + 2kz/b !f M -+ 0; moreover, there exists 




2(b2 + B) 
(b) There is a T-periodic solution xT, either for all TE (0, 2kz/b], or 
for all TE [2kn/b, 00) such that lixJ > 0 for every T# 2kn/b, and if 
lixrll T -+ 0, then T-+ 2krc/b, T-+ 0, or T + co. 
Proof: Clearly, Lemma 3 rules out [13, Corollary 5(b)] as stated in the 
introduction. 
Recall that (a) follows as a consequence of Lemma l(i) applied to 
Eq. (3). It is straightforward to deduce that if we let A= Ta, r = tT,, and 
define x~(T)=z(~), then (z(t), A) is a solution of Eq. (2) with I/z/I, >O if 
and only if xM(r) is a non-trivial T,-periodic solution of the desired type 
to Eq. (1). 
Furthermore, 
,lz,l~=& jzM Ix,(t)l*dz+ TM j-'; lx'(z)12dz .M 
+ T', j'" [x;(z)1 *dz. 
-7-M 
This equation and Lemma 4 verifies (a) and completes the proof of the 
theorem. 
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Remarks. (1) In the statement of Theorem 5, if (Al )-(A4) hold, then, 
as in [ll, Theorem 21, the resulting solutions x(t) may be chosen so as to 
satisfy Eq. (1) for all t E 53 provided we assume: 
Ig(x,~~,,z)-~~x*,~,,z)l~~(lx,-x2l+I~,-~21)~ 
for all values of the arguments, where h(0) = 0 
and h is continuous at zero. 
(A5) 
Hence, under assumptons (Al)-(A5), Eq. (1) admits twice continuously 
differentiable solutions of the desired type. 
(2) For an example of a non-linear function, g, satisfying (Al)-(A5) 
see [ll], 
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