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Abstract 
 
The coordinated, rhythmic behaviours of neurons (neural oscillations)—detectable in the 
magneto- and electro-encephalogram (M/EEG)—have been associated in some form with almost 
every cognitive process. The location, amplitude, frequency, and phase of neural oscillations each 
provide insight into their roles in both neural processing and neural communication. Patterns of 
amplitude- and phase-synchronised (coherent) neural oscillations dynamically emerge in a task-
specific manner, likely reflecting functional cooperation—even across cortically distributed 
networks. Indeed, coherence is thought to provide a flexible mechanism through which information 
can be effectively and selectively communicated throughout the brain. While electrophysiological 
evidence has historically been correlational in nature, techniques of rhythmic brain stimulation offer 
the potential to establish causal roles for oscillations via neural entrainment. An increasingly 
popular neuromodulation technique is transcranial alternating current stimulation (tACS), where a 
low-intensity current is driven through two or more scalp electrodes at a desired frequency. With 
sufficient strength, the injected current may pass through brain tissue and shift neuronal membrane 
potentials in an alternating manner, fostering neural activity that approximates the rhythmicity of 
the induced electric field. 
An exciting prospect for tACS is its ability to also modulate phasic relationships between 
regions of the brain, whereby multi-electrode high-density montages (HD–tACS) can induce 
perfectly correlated (0° offset) or anti-correlated (180° offset) relationships—effectively up- or 
down-regulating functional connectivity in a frequency-specific manner. Pairing rhythmic brain 
stimulation with electrophysiological recordings is scientifically valuable (i.e., to directly observe 
its effects on the brain). However, evidence for entrainment has been largely restricted to offline 
aftereffects (i.e., effects that outlast tACS) because of large stimulation artefacts in the M/EEG. 
While there have been many attempts to recover the M/EEG from artefacts of tACS, there is 
ongoing discussion about the limitations of existing methods and their collective failure to fully 
account for nonlinear amplitude and phase modulations by heartbeat and respiration. Good evidence 
for online electrophysiological effects of tACS therefore requires robust and effective methods for 
removing such artefacts from concurrent recordings. 
The aim of my thesis is twofold: first, to demonstrate whether rhythmic neuromodulation by 
tACS can entrain neural oscillations in a frequency- and phase-specific manner (with resultant 
behavioural effects); and second, to remove artefacts of tACS from electrophysiological recordings 
to demonstrate these effects online. Chapter 1 introduces the foundational concepts—broadly, the 
functional roles of neural oscillations and the evidence for their entrainment by tACS. Chapter 2 
concerns the development of a multiple object tracking (MOT) paradigm that engages an 
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interhemispheric network of coherent oscillations, and the subsequent attempt to influence MOT 
performance using HD–tACS to modulate ongoing phase relationships between the two cerebral 
hemispheres. Chapter 3 describes the development of novel approaches for recovering the M/EEG 
from artefacts of tACS using both simulated and real data, and demonstrates why existing 
alternatives universally fail to account for nonlinear amplitude and phase modulations by heartbeat 
and respiration. Chapter 4 concerns the viability of concurrent EEG–tACS over a series of related 
experiments, and explores the impact of hardware limitations on the feasibility of online spectral 
analysis. Chapter 5 discusses the utility of tACS as a neuromodulator, the challenges of pairing it 
with M/EEG, and the likely future directions of the field. 
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Chapter 1 – General Introduction 
 
1.1. Chapter overview 
The complex temporal dynamics of brain activity shape our consciousness and cognition. 
The location, amplitude, frequency, and phase of neural oscillations each provide insight into their 
roles in both neural processing and neural communication. Coherence—patterns of amplitude- and 
phase-synchronised neural oscillations—provides a flexible mechanism through which information 
can be effectively and selectively communicated throughout the brain. In this introductory chapter, 
electrophysiological evidence for the communication through coherence hypothesis is reviewed, 
with a focus on human studies employing magneto- and electro-encephalography (M/EEG). Since 
neural networks are fundamentally oscillatory, methods of rhythmic brain stimulation offer an 
opportunity to engage—or disrupt—coordinated neural behaviour, providing a causal perspective. 
One such technique is transcranial alternating current stimulation (tACS), which may entrain neural 
oscillations in both a frequency- and phase-specific manner. For this reason, multi-electrode tACS 
montages—which systematically (dis)engage functional cooperation with (18)0° phase-lags—make 
ideal candidates to target oscillating neural networks. However, large artefacts of tACS in 
concurrent M/EEG make it difficult to observe its effects on endogenous neural activity (i.e., during 
online stimulation). The evidence for tACS effects is discussed in the context of this issue, with 
most analyses restricted to offline electrophysiological aftereffects or online behavioural effects. 
 
1.2. Neural oscillations 
The nature of brain activity is fundamentally oscillatory, and has been observed since the 
discovery of electroencephalography (EEG) by Hans Berger in 1924 (historical review in Herrmann 
et al., 2016b). Berger recorded these oscillations indirectly via small electrical fluctuations at the 
scalp, discerning two types of wave in his seminal report (Berger, 1929): a first-order wave with a 
period of approximately 90 ms, and a smaller second-order wave with a period of approximately 35 
ms. Berger (1930) named these the “alpha” and “beta” waves, and in the decade that followed, 
higher-frequency “gamma” oscillations (Jasper and Andrews, 1938) and lower-frequency “delta” 
and “theta” oscillations (Walter, 1936) were also detected. Now, almost every cognitive 
phenomenon (Ward, 2003; Herrmann et al., 2016b) and neuropsychiatric disorder (“oscillopathy;” 
Başar and Güntekin, 2013; Nimmrich et al., 2015; Başar et al., 2016) has a neural correlate within 
one or more of these canonical frequency bands: delta (δ; < 4 Hz), theta (θ; 4–7 Hz), alpha (α; 8–12 
Hz), low beta (β1; 13–25 Hz), high beta (β2; 26–35 Hz), low gamma (γ1; 36–45 Hz), mid gamma 
(γ2; 46–70 Hz), and high gamma (γ3; 71–100 Hz). It is strikingly clear, however, that these broad 
frequency bands alone fail to capture the complexity of neural activity. Indeed, the location, 
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amplitude, phase, coherence, waveform, and cross-frequency interactions of neural oscillations each 
provide insight into their roles in both neural processing and neural communication.  
In a population of neurons firing near-synchronously (Figure 1.1), the electrical activity 
associated with each individual action potential (spike) can be summed to yield an undulating 
waveform (Vyazovskiy and Harris, 2013). These neural oscillations therefore represent rhythmic 
transitions between states of excitation (characterised by neuronal spiking; “up-state” 
depolarisation) and inhibition (“down-state” hyperpolarisation; da Silva, 1991; Wang, 2010). This 
principle can be scaled up to measure aggregated (macroscopic) neural activity at the local field 
potential and scalp–sensor levels (e.g., the EEG). The peaks and troughs of the emergent waveforms 
provide precise temporal information about the excitability of neurons within the monitored 
ensemble (Miller, 2007): oscillatory peaks will approximate collective states of depolarisation, 
whereas oscillatory troughs will approximate hyperpolarisation (Amzica and Steriade, 1998)—
though this cyclical pattern is typically non-sinusoidal (Cole and Voytek, 2017). 
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Figure 1.1. The potential of many: From neuronal spikes to local field potentials. A simulated 
raster plot of neuronal spikes (top, green), each dot representing an action potential (spike) with an 
associated electrical event. The rhythmicity of neural activity (here occurring at approximately 10 
Hz; alpha) is apparent when these spikes are tallied within narrow time bins (middle, blue) or their 
local field potential is sampled (bottom, red)—the summed voltage potential over time. 
Electrophysiological recordings of brain activity capture extremely large populations of neurons 
firing near-synchronously, and these signals can therefore represent varied and complex neural 
behaviours (Cole and Voytek, 2017). 
 
1.3. Neural networks 
The human brain is often casually described as the “most complex system in the universe” 
with its hundreds of trillions of interconnections (Koch and Laurent, 1999). It is perhaps for this 
reason unsurprising that the brain is such a powerful processor of information—but complexity 
alone would promote only chaos. Instead, the brain’s computational power is driven by selectivity: 
networks of sub-regions communicate in a task-specific manner (Salinas and Sejnowski, 2001; 
Varela et al., 2001; Buzsáki and Draguhn, 2004; Siegel et al., 2012), promoting specialisation and 
efficiency (Laughlin and Sejnowski, 2003). The mechanisms through which the human brain is able 
to effectively and selectively communicate information across neural networks—structural and 
functional connections often between distant brain regions (Bullmore and Sporns, 2009)—remain 
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only rudimentarily understood. Nevertheless, candidate frameworks emphasise the need for 
synchronised neural oscillations multiplexed across broad frequency bands (Fries, 2005, 2009, 
2015; Jensen and Mazaheri, 2010; Bastos et al., 2015b; Bonnefond and Jensen, 2015; Bonnefond et 
al., 2017).  
 
1.3.1. Binding by synchrony  
Synchronous firing (especially at higher frequencies) in a population of neurons renders 
narrow temporal windows of spike output and sensitivity to synaptic input. As illustrated in Figure 
1.2, the relative spike timing between neuronal units or neural ensembles will determine whether 
they make effective communicators. A linearly predictable (coherent) relationship tends to 
maximise the co-occurrence of (presynaptic) spike output with periods of maximal (postsynaptic) 
sensitivity (i.e., high input gain; Fell and Axmacher, 2011); random latencies will result in some of 
these coincidences (hits), but many more misses. The idea that synchrony provides a mechanism for 
functional cooperation was motivated by a swathe of invasive animal studies that demonstrated an 
important role for coherent gamma oscillations (30–80 Hz) within the visual systems of the cat and 
monkey (for reviews, see Fries, 2009; Uhlhaas et al., 2009). 
 
 
Figure 1.2. Phase-coherence as a mechanism for effective and selective neural communication. 
Two neural groups with coordinated spike timing make more effective communicators (A and C; 
top) than when these spikes occur relatively randomly (B and C; bottom). Coherence between 
neural ensembles or network nodes can therefore be used as a marker for functional cooperation. 
Similarly, ongoing phase relationships can render communication selective (right), whereby the 
inhibition in C that follows excitation by A prevents B from also communicating effectively with C. 
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In the early 1990s, much controversy arose as to whether distant patterns of oscillatory 
synchrony existed and whether this precise synchronisation was functionally relevant. A summary 
of these discussions—whether coherence was a solution to the “binding problem,” hence binding by 
synchrony—can be found in a special issue in the journal Neuron: the first issue of volume 24 (e.g., 
Gray, 1999; Singer, 1999). As Wolf Singer (2007) recalls, his lab’s detection of synchronous 
gamma oscillations in cat visual cortex (40–60 Hz) was presented at a symposium of the Max 
Planck Institute for Brain Research in 1987—where a local rival lab run by Reinhard Eckhorn was 
also in attendance. The two groups—only an hour drive from one another—raced to confirm this 
phenomenon, and their independent work was ultimately published around the same time (Eckhorn 
et al., 1988; Gray et al., 1989), resulting in two (synchronous) discoveries of coherent gamma 
oscillations. 
 
1.3.2. Communication through coherence  
Coherence between neural populations not only facilitates effective communication, but also 
fosters selectivity (see Figure 1.2). Pascal Fries’ (2005, 2009, 2015) communication through 
coherence hypothesis has six tenets: [1] neural synchronisation creates sequences of excitation and 
inhibition that focus spike output and sensitivity to synaptic input to narrow (and cyclical) temporal 
windows (Volgushev et al., 1998; Fell and Axmacher, 2011); [2] coordinated presynaptic spikes 
within a particular neural population enhances this population’s impact on postsynaptic neurons 
(i.e., postsynaptic neurons act as coincidence detectors; Salinas and Sejnowski, 2001); [3] sub-
threshold modulations (e.g., via graded potentials) of postsynaptic excitability constitute 
modulations in synaptic input gain (Cardin et al., 2009; Siegle et al., 2014); and [4] presynaptic 
spikes that consistently arrive at moments of high synaptic input gain (i.e., high postsynaptic 
sensitivity) benefit from enhanced effective connectivity (Womelsdorf et al., 2007). Therefore, [5] 
effective communication requires rhythmic synchronisation (i.e., coherence) between pre- and post-
synaptic neuronal groups (Fries, 2005, 2009, 2015). For this reason, [6] a postsynaptic neuronal 
group receiving input from multiple sources will respond primarily to the presynaptic group with 
which it is coherent (i.e., coherence drives selectivity; Bӧrgers and Kopell, 2008; Gielen et al., 
2010). 
In line with a vast animal literature (for reviews, see Fries, 2009; Uhlhaas et al., 2009), the 
communication through coherence hypothesis puts particular emphasis on higher-frequency 
oscillations (i.e., synchrony in the gamma range, 30–80 Hz). These oscillations are special in the 
sense that their frequency renders synaptic output fast enough to escape the ever-ensuing local 
inhibition (Fries, 2015). In visual cortex, stimulated neurons engage in rhythmic synchronisation in 
the high beta to high gamma bands (Brunet et al., 2015). During these cycles, excitatory neurons 
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trigger local inhibitory neurons within about three milliseconds (Buzsáki and Wang, 2012; Vinck et 
al., 2013; Salkoff et al., 2015). As illustrated in Figure 1.1, when inhibition of the local network 
decays, a new round of excitatory spiking begins. Thus, there exist only very short temporal 
windows of receptivity (with longer rests of inhibition). When presynaptic spikes trigger 
postsynaptic neurons, the ensuing inhibition results in low postsynaptic input gain (preventing other 
presynaptic neurons from also becoming coherent; Figure 1.2). 
An earlier version of the communication through coherence hypothesis (Fries, 2005) posited 
that gamma coherence was important only for highly localised communication. Since any neural 
communication has non-zero conduction delays, fast yet coordinated oscillations needed to occur in 
close spatial proximity. Therefore, coherence at lower frequencies was hypothesised to foster 
longer-range communication (e.g., von Stein and Sarnthein, 2000) so as to keep phase-
synchronisation at a near-zero offset despite increasing cortical distance (i.e., oscillatory peaks have 
a greater period of co-occurrence if the oscillations are slower; Fries, 2005). However, more recent 
work has shown that long-range synchronisation still occurs in the gamma band (e.g., Gregoriou et 
al., 2009; Bosman et al., 2012; Baldauf and Desimone, 2014; Bastos et al., 2015a; Helfrich et al., 
2016b), but increasingly non-zero phase-lags often emerge because of such conduction delays 
(reviewed in Fell and Axmacher, 2011; Bastos et al., 2015b). Intriguingly, long-range 
synchronisation can also exhibit no phase-lag (“zero-lag;” Roelfsema et al., 1997; Chawla et al., 
2001), and this can even be observed in the gamma band (e.g., Engel et al., 1991; Frien et al., 1994; 
Traub et al., 1996; Rodriguez et al., 1999; Fell et al., 2001; Rajagovindan and Ding, 2008; Vicente 
et al., 2008; Helfrich et al., 2014a—see “the problem of zero-lag phase synchronisation” in Fell and 
Axmacher, 2011). This phenomenon is thought to manifest under circumstances of bidirectional and 
recurrent connectivity, and when network nodes receive positively correlated input (see Bastos et 
al., 2015b; Fries, 2015), resulting in zero-lag synchrony despite unidirectionally non-zero 
conduction delays. 
 
1.3.3. Gating by inhibition  
While the communication through coherence hypothesis puts an emphasis on the rapidity of 
gamma oscillations for neural communication between functionally-relevant sub-regions, an equally 
important role likely exists for slower alpha oscillations (Jensen and Mazaheri, 2010). Much work 
has shown that alpha activity is up-regulated within task-irrelevant areas (Haegens et al., 2010; 
Snyder and Foxe 2010; Bonnefond and Jensen 2012; Capilla et al., 2014), and can predict 
behavioural outcomes (Thut et al., 2006; Meeuwissen et al., 2010; Haegens et al., 2011; Händel et 
al., 2011; Bonnefond and Jensen 2012; Payne et al., 2013; Myers et al., 2014). By this account, 
slower oscillations are thought to provide an inhibitory gating mechanism (hence gating by 
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inhibition), whereby alpha activity emerges within task-irrelevant areas to inhibit their contribution 
to an ongoing task. This serves two purposes: communication is more efficient (since sub-regions 
not involved in a particular task are disengaged by ongoing alpha activity), and information that 
need not be immediately transmitted can remain locally “on hold” until needed (which was also 
speculated to be a role for alpha by Fries, 2015). 
 
1.3.4. Nested oscillations  
Although both the communication through coherence hypothesis and the gating by 
inhibition framework have strong explanatory value, a unified framework based on nested 
oscillations aims to reconcile the two (Bonnefond and Jensen, 2015; Bonnefond et al., 2017). All 
models are illustrated in Figure 1.3. In this unified framework, coherence in both the alpha and 
gamma bands is critical for functional cooperation: if alpha represents pulses of inhibition, these 
pulses need to themselves be synchronised in order for emergent gamma activity (i.e., information 
phasically released from alpha inhibition) to coordinate between neural ensembles. What follows 
naturally from this cross-frequency interaction is an antagonistic relationship between alpha and 
gamma oscillations (i.e., gamma power is suppressed where alpha is present, and vice versa; Spaak 
et al., 2012; Helfrich et al., 2014a; Helfrich et al., 2016a). 
 
 
 
 
 
 
	 8	
 
Figure 1.3. Coherent and nested gamma oscillations for neural communication. The 
communication through coherence hypothesis (left) emphasises synchronous gamma oscillations 
for functional cooperation. The gating by inhibition framework (middle) instead emphasises the 
inhibitory role of alpha oscillations (note that spike timing between B and C is still synchronised, 
but connectivity is supressed by the greater alpha amplitude at B). The nested oscillations 
framework (right; gamma oscillations nested in the alpha troughs) aims to reconcile the two models, 
emphasising both an inhibitory role of alpha (i.e., cyclically suppressing gamma activity at B) and a 
role for alpha phase to further down-regulate gamma synchrony (connectivity between B and C is 
now abolished by an alpha phase-lag). In all cases, communication between A and C is highly 
effective (i.e., coordinated gamma activity; vertical lines), whereas communication between B and 
C is suppressed (either via a gamma phase shift, increased alpha amplitude, or both). 
 
1.3.5. Quantifying coherence  
Coherence (or magnitude-squared coherence; MSC) is a real-valued estimate of the linear 
relatedness between two signals in the frequency domain (i.e., the extent to which the amplitudes 
and phases of one signal may be linearly predicted from another signal; Sakkalis, 2011). A related 
measure is the phase-locking value (PLV; Lachaux et al., 1999; Le Van Quyen et al., 2001), which 
computes only the consistency in the instantaneous phases of the two signals. As shown in Figure 
1.4, MSC can capture information about the consistency between two electrophysiological signals 
at a given frequency. The MSC is the squared absolute value of the Fourier transformed cross-
correlation between two signals (i.e., the cross power spectral density), normalised by the product of 
the autospectral densities of the two signals (i.e., the Fourier transforms of the two auto-
correlations). Because of this normalisation, MSC is bounded between 0 (complete independence 
between the two signals) and 1 (complete dependence between the two signals). Consider two 
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signals x and y with estimated cross power spectral density Pxy and autospectra Pxx and Pyy. The 
MSC for a given frequency f is given by: MSC 𝑓 =  𝑃𝑥𝑦(𝑓) !𝑃𝑥𝑥 𝑓 𝑃𝑦𝑦(𝑓) 
 
 
Figure 1.4. Magnitude-squared coherence: A metric for functional cooperation. Two signals (top) 
with a large 10 Hz component are highly coherent (close to 1; left; green) when both the 
instantaneous amplitudes (middle) and instantaneous phases (bottom) are correlated. However, 
coherence will be low (close to 0; right; red) when the instantaneous phase relationship is not 
constant, despite having equally correlated amplitudes. The magnitude-squared coherence captures 
nothing about what phase-lag is present, just that the observed phase-lag (if any) is constant (see 
Figure 1.5 for further details). 
 
However, a direct consequence of taking the absolute value of the (complex-valued) cross 
power spectral density is that all information about the phase-lag is lost (and the same is true for the 
PLV). Instead, the real and imaginary parts of the cross spectrum can be separately squared to 
salvage rudimentary information about the ongoing phase relationship (Figure 1.5): the real part 
(co-spectrum) is greatest when the phase-lag is near 0° and 180°; the imaginary part (quadrature 
spectrum) is greatest when the phase-lag is near 90° and 270°. Since each component is separately 
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squared, the real and imaginary parts will sum to the MSC for all frequencies (i.e., Pythagorean 
theorem). 
 
 
Figure 1.5. The real and imaginary parts of coherence capture rudimentary phase-lag information. 
(Top) Two signals contain large 10 Hz and 40 Hz components, with green delayed 25 ms behind 
purple. This corresponds to a 90° phase-lag at 10 Hz (100 ms cycle) but a 0° phase-lag at 40 Hz (25 
ms cycle). (Bottom) The real (red) and imaginary (blue) parts of coherence capture this phase 
information, with the real part largest when phase-lags are near 0° and 180°; the imaginary part 
largest when phase-lags are near 90° and 270°. For all frequencies, the real and imaginary parts sum 
to the magnitude-squared coherence (black dots; MSC—which alone fails to capture any 
information about the ongoing phase relationships, and is thus close to 1 for both 10 Hz and 40 Hz). 
 
 1.3.6. Evidence from non-human animals 
 As stated previously, the concept of binding by synchrony (and later the communication 
through coherence hypothesis) was motivated by a swathe of animal neurophysiological work (for 
reviews, see Fries, 2009; Uhlhaas et al., 2009). Much of this work focused on coherent gamma 
oscillations observed in invasive recordings from cat and monkey visual cortex. For example, 
Womelsdorf et al. (2007) recorded multiunit activity and local field potentials in the awake cat and 
monkey during visual stimulation by moving gratings. Consistent across samples, coherence peaked 
in the gamma band (40–80 Hz)—with most gamma phase-lags centred on 0° (i.e., no delay). When 
relationships were deemed “good” (i.e., those closest to the average phase-lag for that pair of 
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recordings, typically 0°), proceeding stimulus-dependent power correlations were greatest, 
suggesting effective connectivity depends on the preceding phase-lag (consistent with a mechanistic 
role). These patterns of gamma synchrony also occur across greater cortical distances (e.g., between 
cerebral hemispheres). For example, Engel et al. (1991) showed that homologous spike trains 
recorded from cat primary visual cortex synchronised between 40 and 60 Hz. Despite the physical 
distance between recording sites, cortico-cortical synchronisation occurred on average with no 
phase-lag (i.e., a 0° offset—the real part of coherence). Moreover, sectioning the corpus callosum 
abolished any interhemispheric synchronisation (see also Munk et al., 1995; Kiper et al., 1999). 
 
 1.3.7. Evidence from human subjects  
 In humans, coherent neural activity is detectable in the (non-invasive) magneto- and electro-
encephalogram (M/EEG), with many studies using multisensory integration as a way to evoke it 
(Senkowski et al., 2008). These tasks can neatly probe the functional roles for coherent oscillations 
since large cortical areas dedicated to visual, auditory, and sensorimotor processing provide 
hypothesis-driven nodes for networks that need to integrate specialist information (e.g., audio–
visual integration would classically evoke coherent gamma activity between auditory and visual 
cortices; Senkowski et al., 2007). For example, Hipp et al. (2011) showed that cortically-distributed 
networks of coherent beta (15–23 Hz) and gamma (74–97 Hz) oscillations predicted trial-by-trial 
perception of the stream–bounce illusion, where two approaching parallel bars can be perceived as 
changing direction (‘bouncing’) at their point of contact when accompanied by an auditory 
stimulus, rather than ‘streaming’ through one another. The ‘bounce’ percept—requiring integration 
of both the visual and auditory stimuli—was characterised by boosted beta and gamma coherence 
that emerged even before the bars made contact, suggesting audio–visual integration depends on 
cortical coupling at these higher frequencies. Precursory alpha and beta coherence have also been 
shown to predict perception of the sound-induced flash illusion (Keil et al., 2013). 
 As for multisensory integration, interhemispheric communication also provides a nice way 
to examine the functional roles for coherent oscillations, since tasks requiring interhemispheric 
integration should evoke increased interhemispheric coherence—and with typically large network 
nodes detectable with the comparatively limited spatial resolution of EEG. Integration between the 
two visual hemifields is one elegant way to achieve this, since each cerebral hemisphere receives 
input from the contralateral visual hemifield (Bourne, 2006). Indeed, stimuli that span the visual 
field evoke coherent beta (e.g., 20–30 Hz, Knyazeva et al., 2006a,b) and low gamma (e.g., 25–46 
Hz, Knyazeva et al., 1999) activity bilaterally over visual areas. Rose and Büchel (2005) 
demonstrated that the perception of an ambiguous motion stimulus that spans the two visual 
hemifields was related to the oscillatory coupling between cerebral hemispheres. In this paradigm, 
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diagonally opposite tokens at the corners of an illusory square (one token in each visual hemifield) 
‘jump’ to occupy the adjacent corners, which can be perceived either as vertical motion (each token 
remains within the same visual hemifield) or horizontal motion (tokens jump to the opposite visual 
hemifield). Critically, horizontal motion perception requires interhemispheric integration 
(Chaudhuri and Glaser, 1991; Genç et al., 2011), and this percept was uniquely associated with 
increased interhemispheric gamma coherence (30–50 Hz), particularly over bilateral motion area 
V5 (Rose and Büchel, 2005). 
Using the same paradigm, this result has been corroborated three times (35–70 Hz, Helfrich 
et al., 2014a; 35–55 Hz, Strüber et al., 2014; 35–55 Hz, Helfrich et al., 2016b). However, while 
Rose and Büchel (2005) could not conclude a causal role for coherent gamma oscillations for 
interhemispheric integration—since all they showed was that the current percept was correlated 
with endogenous coherence—the replications by Helfrich et al. (2014a) and Strüber et al. (2014) 
provided causal evidence through the use of rhythmic brain stimulation at gamma frequency (40 
Hz). Since these later studies could exogenously manipulate interhemispheric gamma coherence 
(and subsequently bias participants’ perception of the motion stimulus), they could make such 
claims. This epitomises the utility of rhythmic brain stimulation for understanding the roles of 
neural oscillations through their manipulation (e.g., via neural entrainment). 
 
1.4. Neural entrainment 
Linking brain activity with behavioural and perceptual outcomes is strictly correlational, 
which limits our understanding of whether oscillatory phenomena observed in electrophysiological 
recordings are causally involved in neural processes under study (or merely epiphenomenal). Causal 
evidence is difficult to acquire unless the studied phenomenon can be manipulated in some manner. 
For this reason, the ability to exogenously alter neural activity has been of great interest to 
neuroscientists, both for research and clinical purposes (Vosskuhl et al., 2018). Historically, brain 
lesions were one such approach (Karnath et al., 2018)—though with many scientific problems. 
Lesions are heterogeneous across individuals, the studies of their effects are restricted to post-lesion 
periods, and compensatory mechanisms (plasticity) may obfuscate their effects. Furthermore, such 
an approach is largely restricted to conclusions about functional specialisation. However, through 
the systematic perturbation of neural activity, techniques of rhythmic non-invasive brain stimulation 
offer the opportunity to further our understanding of how neural oscillations shape consciousness 
and cognition (e.g., Thut and Miniussi, 2009; Thut et al., 2012, 2017; Herrmann et al., 2016b; 
Veniero et al., 2016; Polanía et al., 2018), and have provided some promising results as clinical 
interventions (e.g., Lefaucheur et al., 2014; Yavari et al., 2018). 
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1.4.1. Approaches and their mechanisms 
Modulating neuronal membrane potentials by imposition of an electric field can affect 
neural activity (Fröhlich and McCormick, 2010; Paulus, 2011; Herrmann et al., 2013). The 
rhythmicity of the induced electric field can therefore be used to bias the timing and rate of neural 
activity. In the case of repetitive transcranial magnetic stimulation (rTMS), the delivered pulses 
induce focal eddy currents in underlying cortical tissue (via electromagnetic induction; Hallett, 
2000)—with field intensities (typically 100–200 V/m; Danner et al., 2008; Roth et al., 2014; 
Bungert et al., 2016; Alekseichuk et al., 2018b) strong enough to rhythmically evoke action 
potentials. Alternatively, a current can be driven directly through the head via stimulating electrodes 
on the scalp (as in transcranial electric stimulation, tES)—though with much lower field intensities 
(0.1–0.8 V/m; Huang et al., 2017; Vöröslakos et al., 2018). In the case of tES, the field intensities 
are too low to directly evoke action potentials (unlike TMS; Ruhnau et al., 2018). Instead, the 
current-induced shifts in membrane potential are thought to bias neural excitability and therefore 
the likelihood of action potentials (Bestmann et al., 2015; Antal and Herrmann, 2016). In the same 
manner, injecting an alternating current (i.e., with repetitive polarity reversals)—inducing cyclical 
states of subthreshold depolarisation and hyperpolarisation—can rhythmically bias the probability 
and timing of action potentials (Figure 1.6). 
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Figure 1.6. Neural entrainment by electric fields through cyclical excitability changes. Under 
natural conditions (top left), an action potential ensues whenever a neuron’s excitability exceeds its 
firing threshold. Sometimes, excitatory postsynaptic potentials fall short of this threshold (greyed). 
Neural excitability is shifted positively nearest the anode (positive current; subthreshold 
depolarisation), making it easier to exceed the firing threshold (right, red); the opposite is observed 
nearest the cathode (negative current; blue). Repetitive reversals in current polarity can therefore 
bias neural activity probabilistically (bottom)—coupling endogenous activity with the rhythmicity 
of the induced current over time (i.e., neural entrainment). 
 
Both TMS and tES can be tailored toward specific research goals. For example, TMS can 
either be applied as a single pulse, or with pulses delivered repetitively (as in rTMS)—a method 
used to interfere with brain oscillations in a frequency-specific manner (e.g., Klimesch et al., 2003; 
Sauseng et al., 2009; Romei et al., 2010; Thut et al., 2011b; Chanes et al., 2013; Hanslmayr et al., 
2014; Quentin et al., 2014). TMS can also be applied to map cortical functions by focally targeting 
particular brain structures (Pascual-Leone et al., 1999; Miniussi et al., 2010, 2013; e.g., TMS-
evoked muscle contractions from primary motor cortex; Danner et al., 2008). Much of our 
understanding of how tES works comes from TMS, which can be used to probe tES effects on 
cortical excitability (e.g., the amplitude of muscle contractions evoked by TMS over primary motor 
cortex—motor evoked potentials, MEPs; Guerra et al., 2016; Raco et al., 2016; Parkin et al., 2018).  
The early use of tES with direct currents (transcranial direct current stimulation, tDCS) 
showed excitatory corticomotor effects underneath the anode (increased MEP amplitude; Nitsche 
	 15	
and Paulus, 2000, 2001) and inhibition underneath the cathode (decreased MEP amplitude; Nitsche 
et al., 2003). Changes in MEP amplitude therefore reflect the subthreshold depolarisation (anode) or 
hyperpolarisation (cathode) of resting membrane potentials (Nitsche et al., 2008a; Figure 1.6). The 
injected current can also be driven alternately (transcranial alternating current stimulation, tACS; 
Antal et al., 2008; Ruffini et al., 2013), with the frequency of this current chosen to target a 
particular brain oscillation (Antal and Paulus, 2013; Herrmann et al., 2016b). Since rTMS and tACS 
are both techniques of rhythmic brain stimulation, they can rhythmically induce (rTMS) or bias 
(tACS) neural activity—frequency tuning (i.e., targeting oscillations in a frequency-specific 
manner; Veniero et al., 2015) via neural entrainment (Thut et al., 2011a,b) and resonance dynamics 
(Ali et al., 2013). These neuromodulation techniques are illustrated in Figure 1.7. 
 
 
Figure 1.7. Non-invasive brain stimulation can be applied rhythmically. During transcranial electric 
stimulation (tES), a direct current (DC) or alternating current (AC) can be driven between scalp 
electrodes (black patches). When the injected current is rhythmic, it may entrain neural oscillations 
near the driving frequency through cyclical biases in neuronal resting membrane potential. Both 
tDCS and tACS are subthreshold approaches, since induced electric fields are too weak to directly 
evoke action potentials. However, during repetitive transcranial magnetic stimulation (rTMS; 
depicted by figure-of-eight coil), a strong focal current is rhythmically induced which directly 
evokes action potentials in a frequency-specific manner. Both tACS and rTMS offer the ability to 
entrain endogenous neural oscillations. These effects of non-invasive brain stimulation are 
illustrative only. 
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The anode/excitation–cathode/inhibition model of electric fields is likely a gross 
oversimplification (Fertonani and Miniussi, 2017), since many inter-individual factors influence the 
response to brain stimulation (e.g., Li et al., 2015)—especially when it comes to cognitive effects 
(Jacobson et al., 2012). Even at the level of individual neurons, the assumption of uniform 
polarisation is often incorrect, and cortical folds can lead to opposing current directions under the 
same stimulating electrode (Bestmann and Walsh, 2017). Nevertheless, this (albeit simplistic) view 
still has strong explanatory value and is less of a problem for tACS since it is by definition periodic 
(i.e., what matters most is that there are rhythmic excitability changes, even if polarity is 
unknowingly reversed; Bestmann and Walsh, 2017). 
 
1.4.2. Entrainment without electric fields 
In principle, there are at least five ways to induce neural oscillations in a frequency-specific 
manner (Herrmann et al., 2016b). Rhythmic brain stimulation by rTMS and tACS are obvious 
examples (i.e., via entrainment; Figure 1.7), but there are also pharmacological approaches (e.g., 
kainic acid induces 15–100 Hz oscillations; Buhl et al., 1998), repetitive sensory stimulation 
(steady-state evoked potentials; e.g., Spaak et al., 2014), and neurofeedback (participants modulate 
their own EEG activity through feedback; Gruzelier, 2014). Technically, each of these approaches 
could be considered rhythmic brain stimulation, and thus means to “entrain” oscillations. 
Nevertheless, I focus below only on entrainment (in the true sense of the word) by tACS, since it 
offers the opportunity to exogenously target many different oscillatory characteristics: amplitude, 
frequency, phase, and coherence—the last of which is largely unique to tACS (see section 1.4.4). 
 
1.4.3. Transcranial alternating current stimulation 
Electrophysiological signals from the brain are dominated by oscillatory activity, which 
correlates with many cognitive phenomena. Theoretically, any brain function with some associated 
oscillatory component could be targeted with transcranial alternating current stimulation (tACS). 
During tACS, a low intensity AC is driven through scalp electrodes (typically two), whereby the 
polarity of the current cyclically modulates neural excitability (i.e., at the frequency of the injected 
current; Herrmann et al., 2013; see Figures 1.6 and 1.7). The amplitude, frequency, and phase of 
neural oscillations can therefore be targeted with tACS (Figure 1.8). 
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Figure 1.8. Targeting fundamental oscillatory properties with alternating currents. In all three 
instances, transcranial alternating current stimulation is applied between two scalp electrodes (black 
patches). The injected current can increase the amplitude (top) of an existing oscillation, resulting in 
a greater spectral peak (right). Given sufficient intensity, the intrinsic (endogenous) oscillation may 
also entrain to the external current (even if there is a difference between the two frequencies), 
shifting toward it (middle). The phase of an ongoing oscillation may also be stabilised by the 
alternating electric field (bottom; akin to “forced” phase resetting). Parts of figure recreated from 
Vosskuhl et al. (2018). 
 
Because tACS is a highly flexible technique in terms of frequency and montage, it boasts a 
series of successes across a range of topics (for reviews, see Abd Hamid et al., 2015; Veniero et al., 
2016; Vosskuhl et al., 2018). Higher cognitive functions such as memory (working memory, 
Polanía et al., 2012; Hoy et al., 2015; Alekseichuk et al., 2016, 2017; Chander et al., 2016; Tseng et 
al., 2016, 2018; Violante et al., 2017; Hu et al., 2018; short-term memory, Vosskuhl et al., 2015; 
memory consolidation, Marshall et al., 2006; Lustenberger et al., 2016), fluid intelligence 
(Santarnecchi et al., 2013, 2016), creativity (Lustenberger et al., 2015), risk taking (Sela et al., 
2012; Wischnewski et al., 2016), and decision making (Polanía et al., 2015) have all been 
successfully modulated by tACS; as have emotion processing (Janik et al., 2015), voluntary 
movement (Pogosyan et al., 2009; Joundi et al., 2012; Heise et al., 2017), speech perception 
(Rufener et al., 2016a,b; Wilsch et al., 2018), mental rotation (Kasten and Herrmann, 2017; Kasten 
et al., 2018a), vision (Helfrich et al., 2014a,b, 2016a; Kar and Krekelberg, 2014; Strüber et al., 
2014; Cecere et al., 2015; Minami and Amano, 2017; Herring et al., 2019), audition (Neuling et al., 
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2012; Riecke et al., 2015; Baltus et al., 2018), resting state connectivity (Bächinger et al., 2017), 
and even lucid dreaming (Voss et al., 2014). But while tACS has been shown through meta-analysis 
to have a reliable (albeit small) effect on a range of cognitive phenomena (Schutter and 
Wischnewski, 2016), few studies have linked such outcomes with electrophysiological evidence. 
Below, I outline what I consider the best examples of tACS demonstrably affecting the amplitude, 
frequency, and phase of neural oscillations (i.e., with concurrent electrophysiological recordings). 
As shown in Figure 1.8, targeting a neural oscillation with tACS can boost its amplitude in 
electrophysiological recordings (i.e., in a frequency-specific manner). In the first demonstration of 
this, Marshall et al. (2006) applied 0.75 Hz tACS during sleep and observed increased 0.5–1 Hz 
power in the EEG during subsequent stimulation-free periods (artefacts of tACS precluded analysis 
during stimulation); tACS at 0.75 Hz also enhanced memory retention compared with sham 
(wherein stimulation never turned on), causally demonstrating its functional relevance. 
Convincingly, echoes of entrainment were visible in the EEG for a few seconds following 
stimulation offset, locked to the phase of tACS (had it remained on). Similarly, alpha (8–12 Hz) 
power is boosted by tACS applied at 10 Hz (Helfrich et al., 2014b) or at individual alpha 
frequencies (Zaehle et al., 2010; Neuling et al., 2013; Kasten et al., 2016; Stecher et al., 2017), with 
endogenous activity phase-aligning with tACS (Ruhnau et al., 2016). However, longer-term 
aftereffects may reflect plasticity-related network changes rather than entrainment per se (Vossen et 
al., 2015; see section 1.4.5). Since all participants in Helfrich et al. (2014b) received tACS at 10 Hz, 
deviations existed between their individual alpha peaks and the frequency of tACS. Interestingly, 
the individual alpha peak appeared to shift toward 10 Hz—demonstrating frequenct-tuning to tACS 
(as illustrated in Figure 1.8). 
One of the most compelling results demonstrating frequency-specific tACS effects comes 
from multisensory integration. A single flash can be perceived as a double flash when accompanied 
by two auditory stimuli in quick succession (the sound-induced flash illusion; Shams et al., 2002). 
The period over which these two auditory stimuli must occur appears to depend on the alpha 
oscillation (i.e., both beeps presented within ~100 ms or less; the same alpha cycle): participants 
with a shorter window for the illusion have a naturally faster individual alpha frequency (Cecere et 
al., 2015). However, to demonstrate that the alpha frequency was causally related to the illusory 
percept, Cecere et al. (2015) applied tACS at the individual (endogenous) alpha frequency, as well 
as 2 Hz above and below it. Relative to tACS applied at the individual alpha frequency, the +2 Hz 
condition lead to a narrowing of this window (i.e., auditory stimuli needed to occur closer in time 
for the illusion to be perceived), whereas the –2 Hz condition lead to a widening of this window. A 
similar effect was found on the perception of illusory jitter (which was shown to occur at individual 
alpha frequency), with endogenous alpha activity again shifting toward the frequency of tACS 
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(Minami and Amano, 2017). In another domain, short-term memory capacity appears to depend on 
the ratio of endogenous theta (4–7 Hz) and gamma (30–80 Hz) frequencies: ~gamma / theta items 
maintainable (Kamiński et al., 2011). For example, a memory capacity of 8 items is predicted for 
someone with a gamma peak of 40 Hz and a theta peak of 5 Hz (i.e., 40 / 5 = 8). To causally 
demonstrate this, Vosskuhl et al. (2015) applied tACS at theta frequencies purposely below 
individuals’ endogenous peaks (i.e., to increase the ratios), thus increasing the number of items 
maintained in short-term memory relative to sham stimulation (see also Wolinski et al., 2018). 
Since tACS is delivered with a known waveform, it can also be used to demonstrate phase-
specific effects of neural oscillations. For example, sounds embedded in noise near their detection 
threshold (determined at baseline) were presented at different phase positions during 10 Hz tACS 
(Neuling et al., 2012). The detectability of the auditory stimuli depended on the tACS phase (with 
better detection during the positive half-wave). The same was shown during 4 Hz tACS (Riecke et 
al., 2015), for visual stimuli during 10 Hz tACS (Helfrich et al., 2014b), and for tactile stimuli 
during individual alpha tACS (Gundlach et al., 2016). Using a superimposed tACS waveform 
(containing two frequencies), Alekseichuk et al. (2016) induced gamma oscillations at different 
phase positions during the theta cycle. Working memory was improved when gamma oscillations 
occurred at the peaks of the theta waveform, but not when they occurred at the theta troughs. This 
provides causal evidence for the nested oscillations framework, where the slower oscillation can 
modulate the faster oscillation in a phase-specific manner (see Figure 1.3). In further support of this 
view, phase-dependent gamma power modulations have also been observed during mono-sinusoidal 
tACS at alpha frequencies (Helfrich et al., 2016a; Herring et al., 2019). 
 
1.4.4. Targeting network dynamics with alternating currents 
While there are many methods to rhythmically induce oscillations in the brain (Herrmann et 
al., 2016b), tACS is one of the only techniques that allows for the manipulation of phase coherence 
between different brain regions (Saturnino et al., 2017)—one exception being bifocal rTMS (e.g., 
Plewnia et al., 2008). Basic two-electrode tACS montages always have opposite polarities (i.e., 
anti-phase; 180°-lag). However, the tACS current output can be split into many sites of stimulation, 
resulting in 0° and 180° phase-lags (see Figure 1.9 for some examples). Broadly, anti-phase 
relationships are thought to decouple network nodes (down-regulating coherence, Helfrich et al., 
2014a; Polanía et al., 2015), whereas in-phase relationships are thought to couple the targeted 
structures (increasing functional cooperation; Polanía et al., 2012), though with exceptions (e.g., 
Strüber et al., 2014; Tseng et al., 2016; Miyaguchi et al., 2019). 
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Figure 1.9. Targeting phase relationships across neural networks with multi-electrode arrays. By 
splitting the tACS output, 0° (in-phase) and 180° (anti-phase) phase-lags can be induced between 
nodes of the targeted network. Here each study used both an anti-phase (left) and in-phase (right) 
montage to disrupt and engage network coupling. When red electrodes are anodal, blue electrodes 
are cathodal (and vice versa; electrodes with the same colour always share the same polarity). When 
multiple electrodes share the same colour, the current is assumed to be split equally between them 
(illustrated by the amplitude of the sinusoids). Polanía et al. (2012) desynchronised a frontoparietal 
network in the left cerebral hemisphere (anti-phase) at 6 Hz, decreasing working memory compared 
with sham; the in-phase montage improved working memory compared with sham. Tseng et al. 
(2016) showed that an anti-phase relationship between left parietal and temporal cortices at 40 Hz 
enhanced working memory compared with the in-phase montage. Since the 180°-lag actually 
benefited memory (compared with 0°), this suggests directed temporoparietal connections. Helfrich 
et al. (2014a) desynchronised the two visual cortices (anti-phase) at 40 Hz, decreasing coherence 
and disrupting interhemispheric integration; the in-phase montage increased coherence and boosted 
integration compared with sham. Strüber et al. (2014) also desynchronised the two visual cortices 
(anti-phase) at 40 Hz and disrupted integration, but instead observed an increase in interhemispheric 
coherence; the in-phase montage synchronised the two occipital cortices, but desynchronised each 
with centroparietal cortex. 
 
Multi-electrode tACS montages have been used to couple and decouple structures in the 
same cerebral hemisphere (e.g., left frontoparietal network, Polanía et al., 2012; Hu et al., 2018; 
right frontoparietal network, Violante et al., 2017; van Schouwenburg et al., 2018; left 
temporoparietal network, Tseng et al., 2016) or between cerebral hemispheres (e.g., bilateral 
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parietooccipital cortices, Helfrich et al., 2014a; Strüber et al., 2014; Bland et al., 2018; bilateral 
motor cortices, Bächinger et al., 2017; Heise et al., 2017; left motor cortex and right cerebellum, 
Miyaguchi et al., 2019). Intrahemispheric networks can even be coupled and decoupled bilaterally 
(e.g., Polanía et al., 2015; Alekseichuk et al., 2017). However, much like the anode/excitation–
cathode/inhibition model of electric fields is an oversimplification of responses to tDCS, the in-
phase/coupled–anti-phase/decoupled model of tACS phase also has exceptions. 
 As mentioned previously (see section 1.3.7), Helfrich et al. (2014a) and Strüber et al. (2014) 
showed that gamma coherence was causally related to interhemispheric integration during a bistable 
motion stimulus. They achieved this by using in- and anti-phase tACS at 40 Hz (montages 
illustrated in Figure 1.9) to bias motion perception. Previously, Rose and Büchel (2005) 
demonstrated that horizontal motion perception (which requires interhemispheric integration, 
Chaudhuri and Glaser, 1991; Genç et al., 2011) was associated with increased interhemispheric 
gamma coherence (30–50 Hz) compared with vertical motion, particularly over parietooccipital 
EEG sensors. With this view in mind, anti-phase tACS should bias motion perception toward the 
vertical (since it is expected to decouple the two cerebral hemispheres). While both Helfrich et al. 
(2014a) and Strüber et al. (2014) showed this vertical bias during anti-phase tACS, they observed 
opposing coherence effects. Anti-phase tACS either led to interhemispheric coupling with a 
consistent 180°-lag (i.e., increased coherence, Strüber et al., 2014; remembering that MSC does not 
consider the phase-lag) or to decoupling with no consistent phase relationship (i.e., decreased 
coherence, Helfrich et al., 2014a). Clearly, increased coherence does not always reflect increased 
functional cooperation, and anti-phase tACS does not always decrease coherence—with some 
evidence that the latter can actually foster functional cooperation (even with a 180° offset; e.g., 
Tseng et al., 2016; Miyaguchi et al., 2019). This makes sense given that neural communication is 
not instantaneous, with greater phase-lags expected over longer distances or with higher frequencies 
(see section 1.3.2). Nevertheless, 0°-lag synchrony does occur—however perplexing this may seem 
(“the problem of zero-lag phase synchronisation;” Fell and Axmacher, 2011)—and studies inducing 
such relationships with tACS often demonstrate benefits to communication (i.e., through coherence; 
e.g., Polanía et al., 2012, 2015; Helfrich et al., 2014a; Fehér and Morishima, 2017; Violante et al., 
2017; Hu et al., 2018; Tseng et al., 2018). 
 
 1.4.5. Online entrainment versus offline aftereffects 
By definition, entrainment can only occur online (i.e., during stimulation—since the internal 
oscillation needs to couple with the external oscillator), but effects of stimulation are often 
detectable offline (i.e., outlasting stimulation; aftereffects). Echoes of entrainment are observable 
only for a few seconds after stimulation offset (e.g., tACS, Marshall et al., 2006; rTMS, Hanslmayr 
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et al., 2014), if they are apparent at all (e.g., Thut et al., 2011b; Vossen et al., 2015). However, 
longer-lasting aftereffects are almost always observed (Veniero et al., 2015), and likely reflect 
plasticity-related network changes rather than entrainment per se (e.g., Strüber et al., 2015; Vossen 
et al., 2015; but see Alagapan et al., 2016)—though the two are closely related and may depend on 
one another (Vosskuhl et al., 2018): entrainment is likely responsible for increased regularity in 
spike timing during tACS (i.e., online), and this synchronised spike timing may have plasticity-
related effects on the targeted networks (Vossen et al., 2015), resulting in prolonged amplitude 
increases beyond stimulation (i.e., offline). However, few studies have demonstrated online effects 
of tACS because of the large artefacts that contaminate concurrent electrophysiological recordings. 
For this reason, much of our understanding of the electrophysiological effects of tACS comes from 
aftereffects (Veniero et al., 2015)—which appear largely frequency-unspecific. This challenges the 
notion of frequency tuning by tACS, since aftereffects (unlike most online effects) are not 
consistently observed at the frequency of tACS.  
To better understand the effects of tACS on neural activity (which is presumed to occur via 
neural entrainment), electrophysiological recordings are needed during stimulation. This is a very 
challenging problem, however, because resultant artefacts of tACS share their frequency with the 
endogenous activity we typically wish to recover from the M/EEG. Nevertheless, some attempts 
have been made to remove these artefacts with varying degrees of success (see Chapter 3). Below, 
I outline some of the best electrophysiological evidence for entrainment by tACS. If entrainment 
and plasticity-related aftereffects are associated, then this should be detectable within participants—
and provides a good validation for online analyses (i.e., participants demonstrating a strong online 
response should display stronger aftereffects). Helfrich et al. (2014b) provided the first successful 
removal of tACS artefacts from the EEG (though challenged by Noury et al., 2016), and showed 
that tACS at 10 Hz boosted alpha power both during and outlasting stimulation. The two effects 
were correlated, suggesting the authors’ online procedure did capture entrained oscillations (at least 
to some extent).  
To entirely avoid the issue of tACS artefacts occurring near the frequency of interest, the 
same authors applied gamma tACS at 40 Hz (Helfrich et al, 2014a; inside the γ1 band: 36–45 Hz), 
but examined its effect on the higher gamma bands (γ2 band: 46–70 Hz and γ3 band: 71–100 Hz). 
Once again, online entrainment (though this time of gamma coherence, with the γ1 band filtered 
out) correlated with its aftereffect (offline modulation of interhemispheric gamma coherence). 
While this is a nice result, it challenges the notion of frequency tuning by tACS, since 40 Hz 
stimulation modulated interhemispheric coherence from ~35–100 Hz. Nevertheless, the proximity 
of an individual’s peak gamma frequency to 40 Hz predicted the effectiveness of tACS in 
modulating endogenous oscillations. This might reflect an Arnold tongue of entrainment (see 
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Pikovsky et al., 2003), where a greater driving force is needed to entrain internal (endogenous) 
frequencies further away from the external (driving) frequency (e.g., Ali et al., 2013; Herrmann et 
al., 2016a; Thut et al., 2017). But while those naturally coherent near 40 Hz were more affected by 
tACS, the frequency band over which this effect was observed did not actually contain the 
frequency of tACS (i.e., was 46–100 Hz). 
 
1.5. The current thesis 
 Multi-electrode HD–tACS arrays provide a promising tool to engage and disrupt oscillating 
neural networks in a frequency- and phase-specific manner (see section 1.4.4). However, assessing 
the network effects of tACS in electrophysiological recordings is made difficult by artefacts of 
stimulation. In the following chapter (Chapter 2), I avoided this issue by conducting two related 
experiments: the first with only EEG (establishing a paradigm that engages a network of coherent 
oscillations), and the second with only rhythmic brain stimulation (targeting the established network 
with HD–tACS but assessing only the behavioural outcomes). Given its scientific value (Bergmann 
et al., 2016; Soekadar et al., 2016), a major interest of mine is concurrent M/EEG–tACS (see 
section 1.4.5). This was my motivation for Chapter 3, where I discuss existing and novel methods 
for removing artefacts of tACS from the M/EEG. This is a vital part of understanding how tACS 
works, since good evidence for neural entrainment requires good methods for cleaning M/EEG of 
artefacts introduced by tACS (Noury et al., 2016). In the third empirical chapter (Chapter 4), I 
combined EEG and tACS in a series of related experiments (targeting interhemispheric integration 
in a different paradigm), and explored the feasibility of concurrent EEG–tACS given hardware 
limitations. The final chapter (Chapter 5) is a discussion on the utility of tACS as a 
neuromodulator, the value of pairing it with M/EEG, and the likely future directions of the field. 
These are discussed in the context of what could be considered crises in the field: reproducibility 
and sample size (Veniero et al., 2015), low field intensities (Vöröslakos et al., 2018), and the 
contribution of false positives to electrophysiological evidence of entrainment (Noury et al., 2016). 
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Chapter 2 – Interhemispheric Coherence and Multiple Object Tracking 
 
This chapter contains two manuscripts (sections 2.3 to 2.7 and sections 2.8 to 2.12).  
 
Bland, N. S., Mattingley, J. B., and Sale, M. V. (under review). Gamma coherence mediates 
interhemispheric integration during multiple object tracking. Journal of Neuroscience. 
Design Data Analysis Writing Editing 
NSB – 50% 
JBM – 25% 
MVS – 25% 
NSB – 100% NSB – 100% NSB – 100% 
NSB – 30% 
JBM – 35% 
MVS – 35% 
 
Bland, N. S., Mattingley, J. B., and Sale, M. V. (2018). No evidence for phase-specific effects of 40 
Hz HD–tACS on multiple object tracking. Frontiers in Psychology, 9, 304.  
Design Data Analysis Writing Editing 
NSB – 50% 
JBM – 25% 
MVS – 25% 
NSB – 100% NSB – 100% NSB – 100% 
NSB – 30% 
JBM – 35% 
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2.1. Chapter overview 
Our ability to track the paths of multiple visual objects moving between the hemifields 
requires effective integration of information between the two cerebral hemispheres. We 
manipulated the need for integration using a novel multiple object tracking (MOT) task in which 
objects either moved freely between the two visual hemifields—requiring interhemispheric 
integration—or moved within separate visual hemifields so that no interhemispheric integration was 
required. In the first experiment, we used electroencephalography (EEG) to measure 
interhemispheric coherence during the task. Our results demonstrate that interhemispheric gamma 
coherence (30–80 Hz) mediates interhemispheric transfer during MOT. The real part of 
coherence—which captures neural synchrony around 0° (perfectly correlated) and 180° (perfectly 
anti-correlated)—was positively associated with the need for integration and predicted integration 
efficacy (tracking performance). In a second experiment, we applied high-density transcranial 
alternating current stimulation (HD–tACS) at 40 Hz to entrain gamma phase relationships between 
cerebral hemispheres at 0° (in-phase) and 180° (anti-phase). Neither the in-phase nor the anti-phase 
condition disproportionately benefitted between-hemifield tracking. Instead, greater performance 
was observed during within-hemifield trials irrespective of the induced interhemispheric 
relationship (i.e., equal for in- and anti-phase tACS). Since no concurrent EEG was recorded in the 
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second experiment, it is not known whether this null result simply reflects a failure to modulate 
endogenous interhemispheric gamma coherence—thereby leaving tracking performance unchanged.  
 
2.2. Motivation 
 As described in Chapter 1 (sections 1.3.7, 1.4.4, and 1.4.5), Helfrich et al. (2014a) 
demonstrated that interhemispheric coherence at gamma frequencies (35–70 Hz) was causally 
associated with interhemispheric integration. To probe integration, the authors used an ambiguous 
motion stimulus that required integrating the stimulus over the two visual hemifields in order to 
perceive horizontal motion (Rose and Büchel, 2005). The time spent perceiving horizontal versus 
vertical motion could then be used as an index for interhemispheric connectivity. Critically, by 
applying high-density transcranial alternating current stimulation (HD–tACS), Helfrich et al. 
(2014a) coupled (in-phase, 0°) and decoupled (anti-phase, 180°) the two cerebral hemispheres at 40 
Hz, systematically biasing perception toward the horizontal (when applied at 0°) or vertical (when 
applied at 180°), essentially up- and down-regulating interhemispheric functional cooperation. 
 The experiment by Helfrich et al. (2014a) is elegant, and is a perfect example of how multi-
electrode tACS can be used to engage and disrupt a cortical network with ongoing phase 
relationships. Put simply, we wished to conceptually replicate this study using a different task. The 
concept—the need for integration only during horizontal motion—is grounded in the biology of the 
visual system, and since the sites of stimulation are bilateral (“V5,” though really the entire visual 
cortex considering the current distribution), the large cortical distance between them renders phasic 
targeting with tACS—which is relatively non-focal—feasible. For this reason, interhemispheric 
nodes make good targets for (de)coupling with tACS. The paradigm used by Helfrich et al. (2014a) 
could really only be improved in two major ways: (a) the task could instead be an objective one (the 
outcome variable in the original study depended on participants reporting their subjective percepts), 
and (b) the outcome variable could be less discrete (i.e., more continuous). For this reason, we 
wanted (a) a task where we could manipulate the need for interhemispheric integration (i.e., 
coherence would be objectively beneficial on some trials), and (b) a task where participants could 
do well versus poorly, and could thus probe integration efficacy. A novel multiple object tracking 
(MOT) paradigm allowed us to achieve both of these goals. 
 In our MOT task, we manipulated the need for interhemispheric integration by changing 
how the objects interacted with an internal boundary (see Figure 2.1). In the first experiment, we 
wished to establish whether our MOT task engaged an interhemispheric gamma network like that 
observed during the ambiguous motion stimulus (Rose and Büchel, 2005; Helfrich et al., 2014a, 
2016b; Strüber et al., 2014). As outlined in Chapter 1 (section 1.4.3), virtually any oscillatory 
correlate can be targeted with tACS. The first experiment (sections 2.3 to 2.7) aimed to establish 
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such a target (i.e., location, frequency, and phase relationship for subsequent tACS protocols). 
Based on these promising EEG results, we then used HD–tACS to phasically manipulate the two 
visual cortices using the same 40 Hz montages as Helfrich et al. (2014a). A special issue in 
Frontiers in Psychology for null brain stimulation results provided us the opportunity to first 
publish the results from this second experiment (sections 2.8 to 2.12; Bland et al., 2018). For this 
reason, Experiment 1—now also under review—makes reference to Experiment 2 despite being 
conducted first. 
 
2.3. Experiment 1 – Abstract 
 Our ability to track the paths of multiple visual objects moving between the hemifields 
requires effective integration of information between the two cerebral hemispheres. Coherent neural 
oscillations in the gamma band (30–80 Hz) are hypothesised to drive this information transfer. Here 
we manipulated the need for interhemispheric integration using a novel multiple object tracking 
task in which stimuli either moved freely between the two visual hemifields—requiring 
interhemispheric integration—or moved within separate visual hemifields so that no 
interhemispheric integration was required. We used electroencephalography (EEG) to measure 
interhemispheric coherence during the task. Human observers (21 female; 20 male) were poorer at 
tracking objects between- versus within-hemifields, reflecting a cost of interhemispheric 
integration. Critically, coherence in the gamma band was greater in trials requiring interhemispheric 
integration, particularly between sensors over parieto-occipital areas. Moreover, individual 
differences in the cost of integration were associated with gamma coherence at these same sensors, 
though with opposing relationships for the real and imaginary part of coherence. The real part 
(capturing synchronisation with a near-zero phase-lag) benefited between-hemifield tracking; 
imaginary coherence was detrimental. Finally, instantaneous phase-coherence over the tracking 
period uniquely predicted tracking performance for between-hemifield trials, suggesting that 
effective integration benefits from sustained synchronisation between the cerebral hemispheres. Our 
results show that gamma coherence mediates interhemispheric transfer during multiple object 
tracking, and add to a growing body of work demonstrating that coherence drives communication 
across cortically distributed neural networks. 
 
2.3.1. Significance statement 
How information is routed between task-relevant cortical regions is only rudimentarily 
understood, with most accounts emphasising the need for coherent (synchronised) neural 
oscillations. Tasks requiring interhemispheric integration provide a tool to assess 
electrophysiological correlates of functional cooperation (i.e., between cerebral hemispheres). By 
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using multiple object tracking, we were able to manipulate the need for interhemispheric integration 
on a per-trial basis, while also having an objective measure of integration efficacy (i.e., tracking 
performance). We show that tracking performance reflects a cost of integration, which correlates 
with individual differences in interhemispheric coherence. Gamma coherence appears to uniquely 
benefit between-hemifield tracking, predicting performance both across participants and across 
trials. 
 
2.4. Introduction 
A highly interconnected system like the brain requires mechanisms for effective and 
selective neural communication. There is converging evidence that coherent (or phase-locked) 
neural oscillations drive this communication (the “communication through coherence” hypothesis; 
Fries, 2015), where networks of synchronised oscillations dynamically emerge to route information 
to task-relevant cortical sites (Salinas and Sejnowski, 2001; Varela et al., 2001; Buzsáki and 
Draguhn, 2004; Siegel et al., 2012). This concept was motivated by animal studies that 
demonstrated an important role for coherent gamma (30–80 Hz) oscillations within the visual 
systems of the cat and monkey (e.g., Womelsdorf et al., 2007; for reviews, see Fries, 2009; Uhlhaas 
et al., 2009). For example, Engel et al. (1991a) showed that homologous spike trains recorded from 
cat primary visual cortex synchronised between 40 and 60 Hz. Despite the physical distance 
between recording sites, cortico-cortical synchronisation occurred on average with no phase-lag 
(i.e., a 0° offset). Moreover, sectioning the corpus callosum abolished any interhemispheric 
synchronisation (see also Munk et al., 1995; Kiper et al., 1999). 
In humans, electroencephalography (EEG) can be used to study the role of coherent 
oscillations in interhemispheric integration. We devised a multiple object tracking (MOT) task that 
allowed us to experimentally manipulate the need for interhemispheric integration on a per-trial 
basis, while also allowing us to probe the relationship between interhemispheric coherence and an 
objective measure of integration (i.e., tracking performance; Bland et al., 2018). Our MOT arena 
was comprised of four quadrants, where an internal boundary manipulated the need for 
interhemispheric integration (Figure 2.1): objects were bound either to the two left and two right 
quadrants with a vertical boundary (i.e., so they remained within the left and right visual 
hemifields), or to the two upper and two lower quadrants with a horizontal boundary (i.e., so they 
moved freely between the left and right visual hemifields—requiring integration). 
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Figure 2.1. An internal boundary can manipulate the need for interhemispheric integration during 
multiple object tracking. (A) A physical boundary oriented horizontally (with objects free to pass 
over the vertical boundary, darkened for illustration) restricts objects to the two uppermost and two 
lowermost quadrants, allowing movement between the left and right hemifields (red and blue). (B) 
A physical boundary oriented vertically (with objects free to pass over the horizontal boundary, 
darkened for illustration) restricts objects to the two leftmost (red) and two rightmost (blue) 
quadrants—never allowing movement between the left and right hemifields. Successful tracking 
only requires effective and continuous interhemispheric integration during between-hemifield trials. 
Figure reproduced from Bland et al. (2018). 
 
We expected to observe boosted coherence in the gamma band (particularly from 35–70 Hz; 
Rose and Büchel, 2005; Helfrich et al., 2014a; Strüber et al., 2014) when observers tracked objects 
between the visual hemifields (relative to trials in which objects remained within a single visual 
hemifield)—and primarily between EEG sensors over visual areas (i.e., parieto-occipital 
electrodes). We expected tracking performance to be generally worse during between-hemifield 
trials (reflecting a cost of interhemispheric integration; e.g., Genç et al., 2011) relative to within-
hemifield trials. In addition, we expected individual differences in this cost of integration to 
correlate with individual differences in gamma coherence (again from 35–70 Hz), since observers 
who perform better during between-hemifield tracking should also demonstrate greater 
interhemispheric coherence. Lastly, we hypothesised that gamma coherence would predict tracking 
performance, such that successful tracking (i.e., high-performance trials) would be more strongly 
associated with gamma phase-coherence than when errors were made (i.e., low-performance trials), 
but only for between-hemifield trials. By contrast, we predicted that within-hemifield performance 
would not depend on interhemispheric coherence. 
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2.5. Methods 
2.5.1. Participants 
Data were collected from 40 naïve participants and one author (ages ranged 18–34 years; 
M = 23.46 years; 21 female, 20 male). All gave written informed consent to partake, with the 
protocol approved by the University of Queensland’s Medical Research Ethics Committee 
(Appendix E). 
 
2.5.2. Task 
By changing how the objects interacted with an internal boundary (Figure 2.1), objects were 
either restricted to separate visual hemifields (i.e., passing only over the horizontal bar and thus 
remaining exclusively within the left and right hemifields) or moved freely between the left and 
right hemifields (i.e., passing over the midline vertical bar—requiring interhemispheric integration). 
Participants were tasked with covertly tracking two or four targets among a total of eight identical 
objects (i.e., six or four non-targets, respectively). The trial sequence is illustrated in Figure 2.2. 
Across 12 blocks, participants completed equal numbers of two- and four-target trials, and between- 
and within-hemifield trials (16 trials pseudorandomised per block; a total of 192 trials). 
 
 
 
 
 
 
	 30	
 
Figure 2.2. Trial sequence for the multiple object tracking task. Participants (N = 41) fixated 
centrally throughout the task. An initial cue display revealed the location of the two targets (2T) or 
four targets (4T) to be tracked in the upcoming trial (2000 ms; shown in blue). During the pretrial 
period (500 ms), all objects were indistinguishable and participants were required to remember the 
positions of the pre-cued targets. During the movement phase (8000 ms), objects were permitted 
either to pass through the vertical grey bar (for between-hemifield trials) or the horizontal grey bar 
(for within-hemifield trials), deflecting linearly off all other surfaces (but passing through other 
moving objects). Darkened grey bars (top right) illustrate the boundary through which objects could 
pass. Both bars were light grey for all trials to keep trial-type ambiguous. During the selection 
phase, the fixation point turned into a blue cursor and participants were free to move their eyes and 
select the objects they thought were the original targets (and asked to guess if they were unsure). 
Participants then received brief feedback (1500 ms) about their selections (green, correct; red, 
incorrect). Participants were presented trials equally divided across target number and hemifield, 
and pseudorandomised within each of 12 blocks (16 trials per block). 
 
2.5.3. Specifications 
Participants were seated 57 cm from the monitor. The MOT arena had a width and height of 
24 degrees of visual angle (DVA), with horizontal and vertical bars 2.5 DVA wide (present for both 
trial types). The fixation cross was formed from four red squares adjacent to a central grey square 
(0.2 DVA square width). The circular objects had a diameter of 1 DVA, with line width 0.2 DVA. 
The speed of object movement (10 DVA per second) was chosen during a pilot experiment as 
appropriate for achieving 90% and 75% accuracy for two- and four-target trials, respectively. All 
objects moved linearly, deflecting only off the relevant boundaries (and not deflecting off each 
other). Linear motion was chosen to maximise distance travelled, with the initial headings set to 
ensure objects would always move between adjacent quadrants (e.g., eliminating purely vertical 
motion during between-hemifield trials). Specifically, initial headings were sampled uniformly from 
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±[30–45°] and ±[135–150°] during between-hemifield trials; and from ±[45–60°] and ±[120–135°] 
during within-hemifield trials. During within-hemifield trials, the horizontal bar allowed objects to 
pass; the vertical bar allowed objects to pass during between-hemifield trials. So that participants 
could not anticipate the type of trial, two targets were initialised in diagonally opposite quadrants; 
four target trials were initialised with one target in each quadrant. The initial positions of all objects 
were kept constant across all trials, with objects beginning equidistant from fixation; their 
trajectories determined so that no objects overlapped at the end of the tracking period.  
 
2.5.4. Eyetracking 
To validate the hemifield manipulation, a subset of participants (n = 25) had their left eye 
monitored using an EyeLink 1000 (SR Research; sampled at 500 Hz). At the start of each trial, 
participants were required to fixate centrally (within 1 DVA of the fixation cross) before the targets 
were cued. The behavioural and EEG analyses were performed with trials excluded (approximately 
24%) where the left eye deviated more than 1 DVA away from fixation during object movement 
(the 8 s period, Figure 2.2). The eyetracking data were also used to rule out a contribution of 
microsaccades to the observed gamma coherence effects.  
 
2.5.5. Electroencephalography 
A custom-fit 64-channel EEG cap (EasyCap) was used, with electrodes placed in 
accordance with the Modified Combinatorial Nomenclature for the 10–10 system of the American 
Clinical Neurophysiology Society (Klem et al., 1999).  Electrodes were prepared with an abrasive 
electrolyte gel (Abralyt, EasyCap), with impedances kept below 10 kΩ and referenced (< 5 kΩ) to 
the nose tip (ground at AFz; < 5 kΩ). The signals were amplified (±16 mV range) with 16-bit 
BrainVision hardware (BrainAmp MR Plus; Brain Products), and sampled at 1000 Hz using 
Recorder (BrainVision) for offline analysis in MATLAB. 
 
2.5.6. Preprocessing 
All preprocessing steps and analyses were conducted in MATLAB. Filtering and 
independent component analysis were performed in EEGLAB (Delorme and Makeig, 2004). The 
recorded EEG was zero-phase bandpass filtered from 1 Hz to 100 Hz to avoid phase distortions. 
The EEG was epoched and screened for unusual artefacts (e.g., jaw clenches). Fast symmetrical 
independent component analysis (Hyvärinen and Oja, 2000) was then used to further remove 
artefacts in the EEG (e.g., blinks, microsaccades, line noise). In line with others (e.g., Hipp and 
Siegel, 2013; Helfrich et al., 2016b), components were removed based on three criteria: highly 
localised topography (e.g., line noise), abnormal power spectra (e.g., muscle activity), and high 
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variance over trials. These components were chosen blind to their impact on the results. As the 
artefact from mains electricity was highly coherent across all channels and all participants, power 
and coherence estimates at 50 Hz were excluded from the γ2 band. For analysis of the phase-locking 
value (PLV), the EEG was further bandpass filtered over the γ1 band (i.e., so that only γ1 phase-
locking was measured). 
 
2.5.7. Coherence 
 Coherence was estimated across the tracking period between symmetrical pairs of EEG 
sensors. Coherence estimates were derived from Welch’s method for the cross-power spectral 
density and the two auto-power spectral densities, with 2 s Hamming windows with 50% overlap. 
The magnitude-squared coherence (MSC) between two signals x and y at frequency f is equal to the 
squared magnitude of the (complex) cross power spectral density Pxy of x and y, standardised by 
the product of the auto-spectra Pxx and Pyy. Here, Pxx and Pyy are the power estimates of x and y, 
and are always real-valued. MSC 𝑓 =  𝑃𝑥𝑦(𝑓) !𝑃𝑥𝑥 𝑓 𝑃𝑦𝑦(𝑓) 
 
To resolve rudimentary phase information, the co-spectrum (Real) and quadrature spectrum 
(Imag) of the complex Pxy were also separately squared, giving real coherence (Rxy) and imaginary 
coherence (Ixy) that sum to MSC. As described in Figure 2.3, the real part is largest when 
synchronisation occurs near 0° and 180°; the imaginary part is largest when synchronisation occurs 
near 90° and 270°. 
 𝑅𝑥𝑦 𝑓 =  Real{𝑃𝑥𝑦 𝑓 }!𝑃𝑥𝑥 𝑓 𝑃𝑦𝑦 𝑓  
 𝐼𝑥𝑦 𝑓 =  Imag{𝑃𝑥𝑦 𝑓 }!𝑃𝑥𝑥 𝑓 𝑃𝑦𝑦 𝑓  
 MSC 𝑓 =  𝑅𝑥𝑦 𝑓 +  𝐼𝑥𝑦 𝑓  
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Figure 2.3. Coherence is used as a metric for functional connectivity in the brain. (A) In this 
contrived example, recordings from two sensors (pink and grey) both contain large 10 Hz and 40 
Hz components. These components are highly phase-locked, but with different phase-lags. The 10 
Hz oscillation on average is offset by 90°; the 40 Hz oscillation on average is offset by 0°. (B) The 
magnitude-squared coherence (MSC, black) captures the total linear relatedness between the two 
signals at each frequency. If MSC = 1, the instantaneous phase and amplitude of the two signals are 
linearly dependent for a given frequency (and 0 if completely independent). The real and imaginary 
parts of the cross power spectral density can be used to resolve information about the phase-lag 
between signals: real coherence (red) is large when the offset is close to 0° or 180° (as for the 40 Hz 
oscillation); imaginary coherence (blue) is large when the offset is close to 90° or 270° (as for the 
10 Hz oscillation). The real and imaginary parts (squared, as plotted) sum to MSC for all 
frequencies. 
 
Coherence estimates were averaged over predefined bands (Helfrich et al., 2014a): delta [δ: 
2–4 Hz], theta [θ: 5–7 Hz], alpha [α: 8–12 Hz], low beta [β1: 13–25 Hz], high beta [β2: 26–35 Hz], 
low gamma [γ1: 36–45 Hz], mid gamma [γ2: 46–70 Hz, excluding 50 Hz], and high gamma [γ3: 71–
99 Hz]. 
 
2.5.8. Phase-locking value 
To compute the PLV (Lachaux et al., 1999; Le Van Quyen et al., 2001) between signals x 
and y, we first computed their analytic signals (i.e., adding to each the Hilbert transform as the 
imaginary part). The instantaneous phase ϕ at time t is the four-quadrant inverse tangent of the 
imaginary and real components, evaluated separately for the two signals (the first and last 10% 
trimmed for filtering artefacts). Now, the instantaneous phase difference between signals x and y 
could be evaluated across the tracking period: Δϕ(t) = ϕx(t) − ϕy(t). This procedure was performed 
for all sensor-pairs. To evaluate the PLV at time t over K given trials: 
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To capture differences in the correlations between PLV and time, Pearson’s r was computed 
for high- and low-performance trials (Figure 2.8A). Due to the large variability in four-target 
tracking performance (Figure 2.4A), the criterion for “high” performance was based on individual 
data so that as close to equal numbers of trials were deemed “high” and “low” performance. 
Remembering that two-target trials were excluded from these analyses, the maximum number of 
targets correctly identified per trial was 4/4, with a minimum of 0/4. For example, participants with 
very high performance might have all 4/4 trials compared with all remaining trials (i.e., 3/4, 2/4, 
1/4, and 0/4), whereas a participant with a lower overall performance might have 4/4 and 3/4 trials 
deemed “high” performance trials. 
 
2.5.9. Cluster permutation statistics 
All major analyses were submitted to a naïve cluster permutation algorithm that clustered 
the observed test statistics based on whole-scalp topographies given some criterion for clustering. 
To avoid spurious or sparsely connected clusters, sensors had to have at least two neighbours that 
also exceeded the criterion. The clustering algorithm therefore found sensors whose adjacent 
neighbours also exceeded the clustering criterion, only allowing sparsely connected clusters near 
the periphery of sensor-space. Since these were largely exploratory analyses, the clustering criterion 
was kept low (two-tailed α = .25 across all topographies; i.e., t(40) = ±1.17; r(39) = ±.18). The sensor-
wise effects were permuted 10,000 times using random partitions (i.e., shuffled labels; Maris and 
Oostenveld, 2007). For each iteration, the permuted sensor-wise effects were summed over the 
observed clusters (forming distributions of the cluster statistics under the null hypothesis). From 
these 10,000 permuted cluster statistics, the cluster p–value was taken as the proportion exceeding 
the observed cluster test statistic (i.e., generated with the correct labels). This procedure was 
performed for each whole-scalp plot, with the family of clusters statistically controlled using the 
Holm–Bonferroni method across the set of topographies. 
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2.6. Results 
2.6.1. Behavioural cost of multiple object tracking between visual hemifields 
 Participants were presented with equal numbers of two- and four-target trials, and within-
hemifield and between-hemifield trials (Figure 2.4). As shown in Figure 2.4A, participants were 
significantly better tracking two targets (M = 90%) than four targets (M = 75%), t(40) = 16.55, 
p < .001. This difference in tracking performance supports capacity limits established in traditional 
MOT experiments (Scimeca and Franconeri, 2015). Consistent with previous work (Bland et al., 
2018), tracking performance also reflected a cost of interhemispheric integration (Figure 2.4B): 
within-hemifield tracking (M = 84%) was significantly better than between-hemifield tracking 
(M = 81%), t(40) = 3.64, p < .001. While we expected to observe a large cost of integration for four-
target trials, we hypothesised this would diminish with lower demand (i.e., two-target trials). On the 
contrary, however, the cost of interhemispheric integration was reliable for both two-target trials [M 
= −3%, t(40) = 3.14, p = .003] and four-target trials [M = −2%, t(40) = 2.54, p = .015], with no 
interaction, t(40) = 0.44, p = .659. Unexpectedly, this cost did not correlate between two- and four-
target trials, r(39) = .21, p = .189, perhaps because of large individual differences in overall tracking 
performance: many participants with performance close to the ceiling for two-target trials would 
have an attenuated cost (and the same for those near the floor for four-target trials). Therefore, we 
tested whether those who did show a cost in two-target trials (of any size) also tended to show a 
cost in four-target trials. Indeed, 18 participants (Figure 2.4B, in red) showed significantly worse 
between-hemifield performance for both two- and four-target trials, P(n ≥ 18 | N = 41, p = .25) = 
.006. Therefore, although there were large individual differences in the cost of integration, the 
effects were largely stable within participants. 
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Figure 2.4. Multiple object tracking performance reflects a cost of integration. (A) Participants 
demonstrate capacity limitations, with better tracking performance in two-target (2T) trials than in 
four-target (4T) trials. Each individual is plotted in grey, with the mean in black. (B) For 2T and 4T 
trials, the group showed a cost of integration (i.e., worse performance for between-hemifield trials, 
B, versus within-hemifield trials, W). This cost of integration did not interact with the number of 
targets, and was largely consistent within participants (18 out of 41 participants showed a cost 
across both two- and four-target trials, shown in red). The remaining participants are plotted in grey. 
Note: *** p < .001, ** p < .01, * p < .05. 
 
2.6.2. Object tracking across hemifields modulates interhemispheric coherence 
 In line with Helfrich et al. (2014a), coherence estimates were averaged over predefined 
frequency bands: delta [δ: 2–4 Hz], theta [θ: 5–7 Hz], alpha [α: 8–12 Hz], low beta [β1: 13–25 Hz], 
high beta [β2: 26–35 Hz], low gamma [γ1: 36–45 Hz], mid gamma [γ2: 46–70 Hz, excluding 50 Hz 
mains power], and high gamma [γ3: 71–99 Hz]. For interhemispheric coherence, these estimates 
were computed between homologous pairs of EEG sensors, resulting in symmetrical scalp 
topographies (Figures 2.5 to 2.8). While we had a clear prediction that the requirement for 
interhemispheric integration during between-hemifield tracking would modulate gamma coherence 
over parieto-occipital sensors, we also wanted to explore any effects over other regions. We 
therefore submitted whole-scalp topographies of the sensor-wise effects to a naïve clustering 
algorithm for permutation testing (Maris and Oostenveld, 2007). This label-shuffling procedure was 
performed separately for the sensor-wise effects observed within each of the predefined frequency 
bands. For the family of clusters identified among these topographies, we then used the Holm–
Bonferroni correction (Holm, 1979) on the computed p-values to control the familywise error rate 
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(α = .05). For further details about the naïve clustering algorithm and the permutation procedure, 
see section 2.5.9. 
  To directly test whether the need for integration modulated interhemispheric coherence, we 
pooled two- and four-target trials and compared the coherence observed during between-hemifield 
and within-hemifield trials using paired t-tests. We chose to pool over target number since large 
individual differences in tracking ability resulted in approximately equal costs of integration for 
two- and four-target trials (Figure 2.4B). Similarly, as the cost of integration was largely consistent 
within participants, we reasoned it was likely related to endogenous interhemispheric coherence. 
Since we were also interested in the phasic relationship between cerebral hemispheres, we 
computed separately the topographies for the real and imaginary parts of coherence. Since most 
coherence was real (especially for EEG, with high collinearity between sensors; Nolte et al., 2004), 
the MSC topographies looked very similar to the topographies for only the real part of coherence. 
Nevertheless, since the MSC topographies show broadband changes with the need for 
interhemispheric integration (Figure 2.5), these may plausibly be driven by the real or imaginary 
part of coherence (or both).  
 
 
Figure 2.5. Interhemispheric coherence during between-hemifield trials versus within-hemifield 
trials. Scalp topographies of paired t-tests computed on the magnitude-squared coherence (MSC) 
for between-hemifield versus within-hemifield trials. Positive t-values (in warmer colours) indicate 
greater coherence during between-hemifield tracking. Across almost all frequency bands, 
integration was related to increased coherence between cerebral hemispheres, but with 
heterogeneous topographies. The clustered t-values were tested for significance using a label-
shuffling permutation procedure, and the family of clusters was statistically controlled using Holm–
Bonferroni correction. Note: *** p < .001, ** p < .01. 
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The need for interhemispheric integration modulated coherence across a range of 
frequencies, though with generally opposing effects for the real and imaginary parts. As shown in 
Figure 2.6A, between-hemifield tracking was associated with greater real coherence between 
cerebral hemispheres in almost all frequency bands, but these effects were topographically 
heterogeneous across frequencies. Generally speaking, frontal clusters showed boosted real 
coherence in the lower frequency bands (δ, θ, β1; all ps < .001) during between-hemifield trials, 
whereas clusters containing parieto-occipital electrodes showed increases at higher frequencies (γ1–
2, ps < .001; γ1, p = .002), with the exception of a posterior alpha cluster (p < .001). This increase in 
alpha coherence during between-hemifield trials was unexpected, but may explain the generally 
worse tracking performance observed in these trials. While these posterior sensors also showed high 
gamma coherence, the γ1–2 clusters were cortically distributed, suggesting that integration during 
MOT engages a larger network of coherent gamma oscillations than when passively observing a 
simple apparent motion stimulus (Rose and Büchel, 2005; Helfrich et al., 2014a, 2016b; Strüber et 
al., 2014).  
As shown in Figure 2.6B, between-hemifield tracking generally disengaged imaginary 
phase relationships between the cerebral hemispheres. In contrast to the real part (Figure 2.6A), 
parieto-occipital sensors showed decreased imaginary coherence during integration in the gamma 
(γ1–2) and alpha bands  (all ps < .001). Similarly, the previously positive frontal clusters in the θ and 
β1 bands became negative (ps < .001). In fact, the only significant increase in imaginary coherence 
during between-hemifield tracking occurred frontally in the β2 (p < .001) and γ1 (p = .023) bands. 
Together, these topographies suggest interhemispheric integration relies heavily on real phase 
relationships between cerebral hemispheres (presumably close to a 0° offset), while actually 
suppressing imaginary phase relationships—at least over parieto-occipital sensors. While several of 
the scalp topographies in Figure 2.6 suggest that increases in the real part necessitate decreases in 
the imaginary part, this is only true when MSC is unchanged (since the real and imaginary parts 
sum to the MSC). However, our results show that interhemispheric MSC increased in almost all 
frequency bands during trials requiring interhemispheric integration (Figure 2.5). The observed 
changes in MSC could therefore be driven by either the real or imaginary part (or both), and so 
opposing effects would not necessarily be observed at these sensors (i.e., the effects were not 
linearly dependent). 
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Figure 2.6. The need for integration has opposing effects on the real and imaginary parts of 
coherence. (A) Scalp topographies of paired t-tests computed on the real part of coherence for 
between-hemifield versus within-hemifield trials. Positive t-values (in warmer colours) indicate 
greater real coherence during between-hemifield tracking. Across almost all frequency bands, 
integration was related to increased real coherence between cerebral hemispheres, but with 
heterogeneous topographies. The clustered t-values were tested for significance using a label-
shuffling permutation procedure, and the family of clusters was statistically controlled using Holm–
Bonferroni correction. (B) Scalp topographies for the imaginary part of coherence for between-
hemifield versus within-hemifield trials. Negative t-values (in cooler colours) reflect decreased 
imaginary coherence during between-hemifield tracking. The positive clusters over parieto-occipital 
sensors (α, γ1–2) shown in (A) were negative for the imaginary part, suggesting that 
interhemispheric integration requires phase alignment between the hemispheres (presumably toward 
a 0° offset), and actively disengages imaginary phase relationships. Note: *** p < .001, ** p < .01, 
* p < .05. 
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2.6.3. Individual differences in coherence predict the cost of integration 
 There were large individual differences in both tracking performance (Figure 2.4A) and the 
cost of integration (Figure 2.4B) across participants. Since this cost of integration was largely 
consistent within participants (i.e., for two- and four-target trials), however, we expected individual 
differences in endogenous interhemispheric coherence to predict observed performance costs for 
between-hemifield tracking. Put another way, those better at between-hemifield tracking should 
tend to have more real interhemispheric coherence, particularly over parieto-occipital sensors in the 
gamma (γ1–2) band. We predicted real (and not imaginary) coherence would benefit between-
hemifield tracking because, as shown in Figure 2.6, the requirement for integration up-regulates 
real coherence—and down-regulates imaginary coherence—at these same sensors. To directly 
probe the relationship between coherence and integration across participants, we computed 
Pearson’s r between the observed cost of integration (within-hemifield performance minus 
between-hemifield performance) and the reversed coherence effect (within-hemifield coherence 
minus between-hemifield coherence). Therefore, positive correlations suggest that participants who 
are better at between-hemifield tracking have greater interhemispheric coherence (using within-
hemifield trials as a baseline for each participant). Once again, we pooled two- and four-target trials 
since the cost of integration did not interact with target number, and was found to be consistent 
within participants. This procedure was again performed separately for the real and imaginary parts 
of coherence, and whole-scalp topographies of r-values were submitted to the same naïve clustering 
algorithm for permutation testing. Holm–Bonferroni correction was used over the family of clusters 
to control familywise error rate (α = .05).  
A relationship between interhemispheric coherence and the cost of integration was apparent 
across a range of frequencies, though again with opposing effects for the real and imaginary parts. 
Generally speaking—from alpha through to gamma frequency bands—real coherence positively 
predicted between-hemifield tracking performance, but this effect moved posteriorly at higher 
frequencies. As shown in Figure 2.7A, real gamma coherence benefited between-hemifield tracking 
performance exclusively over parieto-occipital sensors (γ1–2, ps < .001), consistent with our 
hypotheses. Interestingly, real coherence at lower frequencies (δ, p = .030; θ, p < .001; α, p = .055) 
appeared to hinder between-hemifield tracking at these same sensors. This may reflect an 
antagonistic relationship between gamma oscillations and lower theta–alpha oscillations (e.g., 
Helfrich et al., 2014a, 2016a). Corroborating Figure 2.6, the relationship between integration and 
coherence reversed for the imaginary part. As shown in Figure 2.7B, imaginary gamma coherence 
over parieto-occipital sensors was a negative predictor of between-hemifield performance (γ1–2, ps < 
.001; γ3, p = .023). Likewise, imaginary coherence at lower frequencies (δ, p < .001; θ, p = .011; α, 
p = .003; β1, p = .002) became a positive predictor of between-hemifield performance at these same 
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sensors. Together, these topographies suggest individual differences in endogenous 
interhemispheric coherence can account for some of the variability in the observed cost of 
integration. Those participants who were better at between-hemifield tracking showed 
disproportionately more real (and less imaginary) interhemispheric coherence, particularly in the 
gamma band and over parieto-occipital EEG sensors. 
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Figure 2.7. Individual differences in interhemispheric coherence predict the cost of integration, but 
with opposing relationships for the real and imaginary parts of coherence. (A) Scalp topographies 
of Pearson’s r computed between the real part of coherence (within-hemifield minus between-
hemifield) and the performance cost (within-hemifield minus between-hemifield). Therefore, 
positive r-values show those with more coherence during between-hemifield trials have better 
between-hemifield tracking performance (using within-hemifield trials as the baseline for each 
participant). As predicted, real gamma coherence positively predicted between-hemifield tracking 
performance over parieto-occipital sensors. Interestingly, this relationship reversed for the lower 
frequencies. (B) Scalp topographies of Pearson’s r computed for the imaginary part of coherence. 
Negative r-values show those with less imaginary coherence during between-hemifield trials had 
better between-hemifield tracking performance. In the gamma band, imaginary coherence over 
parieto-occipital sensors negatively predicted between-hemifield tracking performance. 
Demonstrating a similar reversal, imaginary coherence in lower frequencies was now a positive 
predictor of between-hemifield tracking over these same sensors. Note: *** p < .001, ** p < .01, * p 
< .05, † failed to survive Holm–Bonferroni correction. 
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2.6.4. Gamma phase-locking predicts tracking performance 
Having shown that individual differences in interhemispheric coherence are associated with 
observed differences in the cost of integration across participants, we aimed to corroborate this 
result by undertaking a within-participant analysis. We predicted that trials in which participants 
performed well should be associated with higher gamma coherence, especially for between-
hemifield trials (where integration explicitly benefits tracking). We sought to predict tracking 
performance from interhemispheric gamma coherence (specifically in the γ1 band; see Bland et al., 
2018). However, since performance was near-ceiling in two-target trials (see Figure 2.4A), we 
analysed four-target trials only. We used a temporally resolved measure of phase coherence called 
the phase-locking value (PLV; Lachaux et al., 1999). This allowed us to capture changes in 
synchrony between homologous pairs of electrodes as before, but now at every time point over the 
tracking period (vastly increasing the number of observations; see Figure 2.8A). If interhemispheric 
integration requires sustained synchronisation between cerebral hemispheres, we would expect 
between-hemifield performance to benefit from increases in gamma phase-locking over the tracking 
period. Similarly, within-hemifield tracking should not show a difference in the PLV over time (i.e., 
for high versus low performance), since integration should not benefit performance on these trials. 
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Figure 2.8. The phase-locking value discriminates high from low performance trials. (A) Two 
contrived signals (red and black) with increasingly correlated phase will have a phase-locking value 
(PLV) that steadily increases over time (grey). Like coherence, the PLV is bounded between 0 and 
1. The strength of this relationship over time is captured using Pearson’s r (pink line of best fit), 
where we expect there to be a need for increasing gamma phase-locking over the tracking period 
during between-hemifield trials (larger r-values), specifically when participants perform well versus 
poorly. (B) As for coherence topographies, the PLV was computed between symmetrical pairs of 
sensors. (C) Paired t-tests on the Fisher-transformed r-values observed during high- versus low-
performance trials reveal stronger relationships during high-performance trials (positive t-values), 
but only during between-hemifield tracking—where we expect there to be a need for 
interhemispheric synchronisation. No difference in the strength of the correlations between high- 
and low-performance trials was observed for within-hemifield tracking. The interaction was 
significant. Note: *** p < .001, ** p < .01. 
 
To test this directly, we computed Pearson’s r between the PLV and time for both between-
hemifield and within-hemifield trials, futher splitting trials into high and low performance 
categories. Each participant therefore had four correlations computed between the gamma PLV and 
time: high and low performance for both between- and within-hemifield trials. We then computed 
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paired t-tests on the Fisher-transformed (variance-stabilised) r-values for high versus low 
performance at each sensor, and submitted whole-scalp topographies of t-values to the naïve 
clustering algorithm for permutation testing. This procedure was performed separately for between-
hemifield and within-hemifield trials. The EEG was zero-phase bandpass filtered in the γ1 band to 
isolate gamma phase-locked information. As shown in Figure 2.8C, the correlations between the 
PLV and time discriminated tracking performance. Specifically, this relationship was found over 
parieto-occipital sensors, and only during between-hemifield tracking (p < .001), where sustained 
synchronisation was hypothesised to benefit performance. Explicitly, the correlations failed to 
discriminate high- from low-performance trials during within-hemifield tracking. This interaction 
was significant (p = .002). Together, these topographies suggest performance during between-
hemifield tracking (and not within-hemifield tracking) benefits from sustained gamma 
synchronisation, particularly over parieto-occipital EEG sensors. 
 
2.6.5. Control analyses 
Since tracking performance was generally worse for between- versus within-hemifield trials, 
it was plausible that the observed coherence effects reflected differences in task difficulty rather 
than the need for interhemispheric integration. To address this alternative explanation, we compared 
the MSC values in two-target between-hemifield trials with those observed during four-target 
within-hemifield trials—pitting a need for interhemispheric integration against task difficulty. 
Though there were some differences in the lower frequency bands, the gamma effects were 
unchanged (i.e., boosted interhemispheric MSC during the two-target between-hemifield trials). 
These topographies are shown in Figure 2.9, and suggest the observed coherence effects were 
driven by the need for interhemispheric integration, and not because of differences in task difficulty. 
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Figure 2.9. Coherence effects reflect need for integration, not task difficulty. To pit the need for 
integration against task difficulty, we computed paired t-tests on the magnitude-squared coherence 
(MSC) observed during two-target between hemifield trials and four-target within-hemifield trials. 
Positive values demonstrate increased MSC during (the easier) between-hemifield trials. Note: *** 
p < .001, ** p < .01. 
 
Coherence depends not only on the cross-spectrum between sensors but also on their 
independent auto-spectra. We therefore wanted to show the observed coherence effects occurred in 
the absence of any differences in EEG power (Helfrich et al., 2014a). For all predefined frequency-
bands, whole-scalp topographies were computed on the power observed during between-hemifield 
versus within-hemifield trials (the same auto-spectra used to compute coherence estimates in 
Figure 2.5). These topographies are shown in Figure 2.10, and suggest the observed gamma 
coherence effects were not spuriously driven by power changes. In other words, gamma oscillations 
were equally present during between-hemifield and within-hemifield trials, and differed only in 
their coherence. There were some highly distributed power changes in the lower frequency bands. 
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Figure 2.10. Power observed during between-hemifield trials versus within-hemifield trials. 
Positive t-values represent increased power for between-hemifield tracking. These topographies are 
not symmetrical since power was computed for each sensor. Note: *** p < .001, ** p < .01, * p < 
.05, † failed to survive Holm–Bonferroni correction. 
 
Finally, artefacts generated by microsaccades can contaminate gamma oscillations in the 
EEG (Yuval–Greenberg et al., 2008). Since these artefacts are highly correlated between EEG 
sensors, this might also plausibly lead to spurious coherence effects, especially near 0°. 
Reassuringly, the topographies of the gamma coherence effects were not localised to frontal 
electrodes (Figures 2.5 to 2.7 and Figure 2.9), and nor were there differences observed for gamma 
power (Figure 2.10). Nevertheless, we also analysed eyetracking data with respect to fixation and 
the frequency of microsaccades. A subset of participants (n = 25) had their eyes monitored 
throughout the experiment, and trials where gaze deviated more than 1 DVA from fixation (during 
the 8 s movement period) were removed from all analyses (approximately 24% of all trials). We 
also compared the average number of microsaccades across the different trial types. This revealed 
no effect of target number [t(24) = 1.34, p = .194] or hemifield [t(24) = 0.62, p = .539], suggesting the 
observed coherence effects (especially for real coherence) were not confounded by microsaccades. 
The whole-scalp topographies were very similar with and without the inclusion of participants 
without eyetracking (n = 16). 
 
2.7. Discussion 
Our findings suggest an important role for coherent gamma oscillations (~35–70 Hz) in 
interhemispheric integration, as assessed in a visual multiple object tracking (MOT) task. By 
analysing separately the co-spectrum (real) and quadrature spectrum (imaginary) of coherence 
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(Figure 2.3) in the electroencephalogram (EEG), we were able to examine the ongoing phase 
relationships that emerged between the cerebral hemispheres during interhemispheric integration. 
By having participants track a set of moving targets around a display with an internal boundary 
(Figures 2.1 and 2.2), we were able to manipulate the need for interhemispheric integration on a 
per-trial basis, while also yielding an objective measure of the efficacy of interhemispheric 
integration (i.e., the trial-by-trial tracking performance). We found that the need for integration up-
regulates real gamma coherence (phase-lags near 0° and 180°; Figure 2.6A), while simultaneously 
down-regulating imaginary interhemispheric phase-relationships (phase-lags near 90° and 270°; 
Figure 2.6B). We exploited observed differences in the cost of integration—specifically, poorer 
performance during between-hemifield trials relative to within-hemifield trials (Figure 2.4B)—to 
show that this difference was reliably associated with individual differences in endogenous 
interhemispheric coherence (Figure 2.7). Real (but not imaginary) gamma coherence benefited 
between-hemifield tracking across participants, especially in parieto-occipital EEG sensors. We also 
found, using a time-continuous measure of phase coherence (phase-locking value, PLV), that 
tracking performance was predicted by gamma synchrony [36–45 Hz] over time, but only during 
trials in which interhemispheric coherence should benefit performance; namely, in trials requiring 
between-hemifield tracking (Figure 2.8). 
 
2.7.1. Real versus imaginary coherence 
The magnitude-squared coherence (MSC, Figure 2.3) provides no information about the 
phase-lag between coherent oscillators. Since the real part of coherence dominates the EEG (i.e., 
many sensors detect the same source activity; ‘volume conduction’ at 0°), some investigators have 
looked at just the imaginary part of coherence (e.g., Nolte et al., 2004), but at the expense of 
ignoring true neural interactions with a 0° offset. The real part still provides valuable information 
about coherence, especially because distributed networks can oscillate with no phase-lag (e.g., 
Roelfsema et al., 1997). However, even though zero-lag coherence can signify important 
physiological mechanisms, many factors—like volume-conducted electromyographic artefacts—
can contribute spuriously to such observations (Buzsáki and Schomburg, 2015). In our experiment, 
within-hemifield trials acted as a rigorous baseline for between-hemifield trials: the two trial types 
were otherwise identical in every respect, and differed only in whether objects could move between 
the left and right visual fields. Therefore, observed coherence effects are not easily attributable to 
volume conduction or a common reference (Helfrich et al., 2014a), since these should not change 
with trial type. For this reason, we chose to examine conventional MSC, but also to split the cross-
spectrum into its real and imaginary parts so as to capture rudimentary information about the phase 
relationship between cerebral hemispheres. 
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Generally speaking, Figures 2.6 and 2.7 illustrate typically opposing roles for the real and 
imaginary parts of coherence for interhemispheric integration. For example, the need for integration 
was associated with increases in the real spectrum (Figure 2.6A), but decreases in the imaginary 
spectrum (Figure 2.6B). Over parieto-occipital EEG sensors, this appeared particularly true in the 
γ1–2 bands (36–70 Hz), suggesting interhemispheric integration not only requires gamma synchrony, 
but actively down-regulates imaginary coherence (presumably reflecting a phase-shift toward 0° 
synchrony). Similarly, real (but not imaginary) gamma coherence positively predicted between-
hemifield tracking across participants at these same sensors (Figure 2.7). 
 
2.7.2. Communication through (gamma) coherence 
The communication through coherence hypothesis (Fries, 2015) predicts a need for 
synchronised (phase-locked) neural oscillations for effective and selective inter-regional brain 
communication. An earlier version of the communication through coherence hypothesis posited that 
gamma coherence was important for highly localised communication; coherence at lower 
frequencies might therefore foster longer-range communication (e.g., von Stein and Sarnthein, 
2000) so as to keep phase-synchronisation at a near-zero offset despite increasing cortical distance 
(Fries, 2005). However, more recent work has shown that long-range synchronisation still occurs in 
the gamma band (e.g., Gregoriou et al., 2009; Bosman et al., 2012; Baldauf and Desimone, 2014; 
Bastos et al., 2015a), but increasingly non-zero phase-lags often emerge because of conduction 
delays (reviewed in Bastos et al., 2015b). By contrast, we show here that interhemispheric 
integration in human observers appears to benefit from synchrony with no phase-lag, corroborating 
other interhemispheric integration experiments (e.g., Engel et al., 1991a; Helfrich et al., 2014a). 
It is not obvious why interhemispheric integration opposes this trend (i.e., interhemispheric 
coherence tends not to be imaginary, though see Helfrich et al., 2016b). A trivial case for a 0° 
phase-lag between distant oscillators is when the conduction delay is equal to the oscillatory period, 
but the observed increase in real coherence in our experiment was cortically distributed, and was 
spread across multiple frequency bands. Vicente et al. (2008) demonstrated that two neuronal 
groups that are bidirectionally connected to a third population can display coherence with no phase-
lag, and many modeling studies have shown that zero-lag synchrony is biologically plausible (e.g., 
Chawla et al., 2001; Rajagovindan and Ding, 2008), even in the gamma band (Traub et al., 1996). 
These models highlight the need for recurrent connectivity and positively correlated input to 
achieve network synchrony with a 0° offset (see Bastos et al., 2015b). The symmetrical, 
bidirectional communication that occurs during interhemispheric integration may therefore exhibit a 
net 0° offset, despite unidirectionally non-zero transcallosal conduction delays. 
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2.7.3. Entraining coherent gamma oscillations 
 There is a long history to the idea that coherent gamma oscillations mediate 
interhemispheric integration. Despite early evidence that gamma synchrony occurs with no phase-
lag between cerebral hemispheres (e.g., Engel et al., 1991a), the nature of this phase relationship in 
human studies has been largely overlooked, in large part because of the typical measures used to 
quantify functional connectivity in the EEG (e.g., the magnitude-squared coherence, MSC; Figure 
2.3). Nevertheless, some evidence that gamma synchrony occurs with a 0° offset during 
interhemispheric integration comes from work employing rhythmic, non-invasive brain stimulation. 
Coherent neural oscillations may be entrained using transcranial alternating current stimulation 
(tACS), which allows experimental control over the ongoing phase relationship between cerebral 
hemispheres when applied bilaterally. Helfrich et al. (2014a) demonstrated that 40 Hz tACS applied 
in-phase (0° offset) biased perception of an ambiguous apparent motion stimulus toward the 
horizontal (which requires interhemispheric integration since the tokens move between visual 
hemifields). In-phase tACS also boosted endogenous gamma MSC, demonstrating a causal role for 
it in integration. In support of this, we demonstrate here that integration in an object tracking task 
also benefits from real interhemispheric gamma coherence, presumably with the same 0° offset 
(though see Bland et al., 2018). 
 
2.7.4. Coherence and multiple object tracking 
In the classical multiple object tracking (MOT) paradigm, a subset of visually identical 
objects must be tracked over an extended period of time (typically 8–10 seconds), ignoring all 
irrelevant nontargets. As each object moves independently and continuously across the visual field, 
successfully identifying the targets at the end of this period requires the sustained, multifocal 
distribution of attention (Cavanagh and Alvarez, 2005). While dozens of behavioural experiments 
have assessed the limits of MOT and the various parameters that influence performance (e.g., object 
speed, number of targets; for a review, see Scimeca and Franconeri, 2015), few studies have 
provided a mechanism underlying MOT in terms of the neural correlates of tracking performance. 
To the best of our knowledge, the work presented here is the first to use neural coherence as a 
metric to account for individual differences in MOT performance. 
Evidence from neuroimaging studies suggests MOT engages a distributed, bilateral cortical 
network (Howe et al., 2009; Jahn et al., 2012; Alnæs et al., 2015), and that effective connectivity 
across this network is presumed to foster successful tracking. Adding to this literature, here we find 
that coherence effects are maximal over parieto-occipital EEG sensors and in the gamma band when 
participants track visual objects across the left and right visual fields. While previous research has 
had some success in establishing neural correlates of different tracking strategies (e.g., Merkel et 
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al., 2014, 2015), attentional load (e.g., Sternshein et al., 2011), and sustained attention (Drew and 
Vogel, 2008), explicit attempts to predict tracking performance have been largely unsuccessful 
(e.g., Störmer et al., 2013). Here we show that gamma coherence can predict tracking performance 
both across participants and across trials, and propose real coherence as a plausible neurobiological 
marker for effective interhemispheric integration and associated between-hemifield tracking. 
 
2.7.5. Conclusions 
We have shown that interhemispheric gamma coherence mediates integration during 
multiple object tracking. By using tracking performance as an objective measure of the efficacy of 
integration, we have demonstrated that real (but not imaginary) interhemispheric coherence is not 
only related to the need for integration, but actually accounts for observed differences in the cost of 
integration. These findings support the communication through coherence hypothesis, and 
corroborate a growing literature that suggests that coherent gamma oscillations can foster 
communication over cortically distributed networks. 
 
2.8. Experiment 2 – Abstract 
Phase synchronization drives connectivity between neural oscillators, providing a flexible 
mechanism through which information can be effectively and selectively routed between task-
relevant cortical areas. The ability to keep track of objects moving between the left and right visual 
hemifields, for example, requires the integration of information between the two cerebral 
hemispheres. Both animal and human studies have suggested that coherent (or phase-locked) 
gamma oscillations (30–80 Hz) might underlie this ability. While most human evidence has been 
strictly correlational, high-density transcranial alternating current stimulation (HD–tACS) has been 
used to manipulate ongoing interhemispheric gamma phase relationships. Previous research showed 
that 40 Hz tACS delivered bilaterally over human motion complex could bias the perception of a 
bistable ambiguous motion stimulus (Helfrich et al., 2014a). Specifically, this work showed that in-
phase (0° offset) stimulation boosted endogenous interhemispheric gamma coherence and biased 
perception toward the horizontal (whereby visual tokens moved between visual hemifields—
requiring interhemispheric integration). By contrast, anti-phase (180° offset) stimulation decreased 
interhemispheric gamma coherence and biased perception toward the vertical (whereby tokens 
moved within separate visual hemifields). Here we devised a multiple object tracking arena 
comprised of four quadrants whereby discrete objects moved either entirely within the left and right 
visual hemifields, or could cross freely between visual hemifields, thus requiring interhemispheric 
integration. Using the same HD–tACS montages as Helfrich et al. (2014a), we found no phase-
specific effect of 40 Hz stimulation on overall tracking performance. While tracking performance 
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was generally lower during between-hemifield trials (presumably reflecting a cost of integration), 
this difference was unchanged by in- vs. anti-phase stimulation. Our null results could be due to a 
failure to reliably modulate coherence in our study, or that our task does not rely as heavily on this 
network of coherent gamma oscillations as other visual integration paradigms.  
 
2.9. Introduction 
Connectivity across neural networks is characterized by large-scale oscillatory phase 
synchronization. Distributed patterns of neural synchronization (coherent neural oscillations) 
dynamically emerge in a task-specific manner, reflecting the need for effective and selective 
information transfer (e.g., for audio–visual integration: Hipp et al., 2011; Keil et al., 2013). Perhaps 
surprisingly, long-range synchronization often occurs in the high (gamma) frequency range (e.g., 
Gregoriou et al., 2009; Bosman et al., 2012; Siegel et al., 2012; Bastos et al., 2015a). Converging 
evidence from animal neurophysiological studies demonstrates an important role for coherent 
gamma (30–80 Hz) oscillations within the visual system of the cat (Eckhorn et al., 1988; Engel et 
al., 1991b; Nelson et al., 1992) and macaque (Kreiter and Singer, 1996; for reviews, see Singer and 
Gray, 1995; Gray, 1999; Uhlhaas et al., 2009). For stimuli spanning the two visual hemifields, 
cortico–cortical phase synchronization emerges between cerebral hemispheres (Eckhorn et al., 
1992), with callosal sectioning abolishing this relationship (Engel et al., 1991a). A need for 
coherent gamma oscillations for interhemispheric integration is also corroborated by human 
neuroimaging studies (Knyazeva et al., 1999, 2006a,b; Rose and Büchel, 2005), though this 
evidence is strictly correlational. For a review of the communication through coherence hypothesis, 
see Fries (2015).  
The exogenous entrainment of neural oscillations is one method by which to establish causal 
evidence in humans (Herrmann et al., 2016b). High-density transcranial alternating current 
stimulation (HD–tACS)—a method of injecting current at multiple scalp locations—provides a tool 
for entraining neural oscillations in both a frequency- and phase-specific manner. For example, the 
application of bilateral 4 × 1 ring electrodes (e.g., Helfrich et al., 2014a) allows for the targeted 
delivery of phase-locked tACS between cerebral hemispheres. By changing the relationship 
between centroid electrodes (see Figure 2.11), the ongoing phase relationship is either perfectly in-
phase (0° offset) or anti-phase (180° offset). This is hypothesized to up- and down-regulate 
interhemispheric coherence, respectively. Helfrich et al. (2014a) applied these montages at 40 Hz 
over the human motion complex, and successfully influenced the perception of a stroboscopic 
ambiguous motion stimulus: in-phase stimulation biased perception toward the horizontal (visual 
tokens were perceived to move horizontally—between visual hemifields), whereas anti-phase 
stimulation biased perception toward the vertical (visual tokens were perceived to move 
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vertically—remaining within separate visual hemifields). As predicted, tACS also had a phase-
specific effect on endogenous interhemispheric coherence—with changes observed in the 
electroencephalogram (EEG) from ~35–100 Hz. Moreover, the extent to which endogenous gamma 
coherence was entrained also predicted the extent to which perception was biased.  
 
 
Figure 2.11. Manipulating ongoing phase relationships with multifocal stimulation. The tACS 
output is split into multiple sites of stimulation, changing the phase relationship between cerebral 
hemispheres. (A) Bilateral 4 × 1 ring electrodes allowed for the application of perfectly in-phase (0° 
offset) tACS over the target area (human motion complex, V5; centroid electrodes positioned at 
P7/PO7 and P8/PO8), where the centroid electrodes continuously share current of the same polarity. 
(B) Anti-phase tACS applied at the same scalp locations, where centroid electrodes continuously 
share current of the opposite polarity (180° offset). (C) Realistic simulations of current flow for the 
two montages (Soterix HD-Explore software).  
 
We aimed to capitalize on this tACS protocol (i.e., using the same HD–tACS montages—
bilaterally targeting human motion complex at 40 Hz), but using a paradigm in which ongoing 
gamma phase relationships would unambiguously benefit or hinder performance on a per-trial basis. 
To this end, we devised a multiple object tracking arena comprised of four quadrants (Figure 2.12). 
Moving objects were either bound to the two leftmost and two rightmost quadrants (i.e., remaining 
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within the left and right visual hemifields), or to the two uppermost and two lowermost quadrants 
(i.e., able to move freely between the left and right visual hemifields—requiring interhemispheric 
integration). We expected tracking performance to be generally worse during between-hemifield 
trials (reflecting a cost of interhemispheric integration) relative to within-hemifield trials. We 
therefore hypothesized that any observed difference in tracking performance would be modified by 
stimulation of human motion complex. Functional magnetic resonance imaging studies have shown 
a bilateral engagement of human motion complex during multiple object tracking (Howe et al., 
2009; Jahn et al., 2012; Alnæs et al., 2015). Therefore, anti-phase tACS (which should hinder 
between-hemifield tracking) should increase this cost of integration, whereas in-phase tACS (which 
should benefit between-hemifield tracking) should decrease this cost—and perhaps entirely 
eliminate or reverse it.  
 
 
Figure 2.12. Manipulating object boundaries to change interhemispheric transfer demands. (A) 
With objects deflecting off the horizontal bar but passing over the vertical bar (darkened for 
illustration only), objects freely move between visual hemifields—bound only to the two uppermost 
or lowermost quadrants. (B) With objects deflecting off the vertical bar but passing over the 
horizontal bar, objects are bound within separate visual hemifields (illustrated by red and blue 
shaded areas over the left and right quadrants).  
 
2.10. Methods 
2.10.1. Participants and design 
Data were collected from 40 healthy participants (ages ranged 18–26 years; M = 21.18 
years; 20 female, 20 male). All gave written informed consent to partake, with the protocol 
approved by The University of Queensland’s Medical Research Ethics Committee (Appendix E). 
All participants took part in two experimental sessions (Figure 2.13B), and received in-phase and 
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anti-phase stimulation one week apart. To avoid carryover effects (Neuling et al., 2013), a block of 
sham stimulation preceded both active stimulation conditions (and acted as the baseline for each of 
the two experimental sessions). The session order was counterbalanced across participants.  
 
2.10.2. Task 
Participants were tasked with covertly tracking four targets among a total of eight identical 
objects (i.e., four non-targets). The trial sequence is illustrated in Figure 2.13A. Critically, by 
changing how the objects interacted with the boundaries (also see Figure 2.12), objects were either 
restricted to separate visual hemifields (i.e., passing over the horizontal bar only) or moved between 
the visual hemifields (i.e., passing over the midline vertical bar only). Participants completed as 
many trials as possible within each of the four × 15-min blocks (M = 51.16), with repeated-
measures t-tests revealing no differences in trial numbers between sessions, [t(39) = 0.14, p = .888], 
shams [t(39) = 0.20, p = .844], or blocks of active stimulation [t(39) = 0.65, p = .517]. However, 
participants did complete a greater number of trials during active stimulation (M = 51.80) than 
during sham (M = 50.51), t(39) = 3.78, p < .001. This likely reflects task familiarization, as each of 
the two sessions first started with sham.  
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Figure 2.13. Trial sequence and experimental design. (A) Participants were asked to fixate 
centrally while four targets were cued (one in each quadrant). The cue disappeared during the 
pretrial period before all identical objects (comprised of four targets and four non-targets) began to 
move, deflecting linearly off the horizontal bar (between-hemifield trials) or the vertical bar 
(within-hemifield trials). Participants then chose the four objects they believed were the cued targets 
before receiving feedback (green, correct; red, incorrect). (B) Counterbalanced across participants, 
the two experimental sessions were each comprised of a sham block (always first; gray) and active 
stimulation block (either in-phase, green; or anti-phase, yellow). The preceding sham block set the 
baseline for each session, and captured any training effect across sessions. The two sessions were 
conducted 1 week apart. All blocks were 15 min in length, with 5-min breaks between blocks. 
There was an opportunity for participants to have a small break (1 min or less) within each block, 
but stimulation continued throughout this break.  
 
 2.10.3. Specifications 
Participants were seated 57 cm from the monitor. The multiple object tracking arena had a 
width and height of 24 degrees of visual angle (DVA), with horizontal and vertical bars 2.5 DVA 
wide (present for both trial types). The fixation cross was formed from four red squares adjacent to 
a central gray square (0.2 DVA square width). The circular objects had a diameter of 1 DVA, with 
line width 0.2 DVA. The speed (10 DVA per second) was chosen during a piloting experiment as 
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appropriate for achieving ~75% accuracy. All objects moved linearly, deflecting only off the 
relevant boundaries (and not deflecting off each other). Linear motion was chosen to maximize 
distance traveled, with the initial headings set to ensure objects would always move between 
adjacent quadrants (e.g., eliminating purely vertical motion during between-hemifield trials). In 
within-hemifield trials, the horizontal bar allowed objects to pass; in between- hemifield trials, the 
vertical bar allowed objects to pass. So that participants could not anticipate the type of trial, one 
target was always cued in each quadrant. The initial positions of all objects were kept constant 
across all trials, with objects beginning equidistant from fixation; their trajectories were chosen so 
no objects overlapped at the end of the tracking period. 
 
2.10.4. Stimulation 
The montages used for in-phase and anti-phase tACS were similar to those used by Helfrich 
et al. (2014a). Stimulation was applied by a battery-operated device (neuroConn DC-Stimulator 
Plus) via 10 carbon rubber electrodes (1 cm radius), resulting in a combined electrode area of ~31.4 
cm2. As shown in Figure 2.11, by using two high-density 4 × 1 rings, the phase relationship 
between cerebral hemispheres was either a 0° offset (in-phase) or a 180° offset (anti-phase). The 
centroid electrodes were positioned bilaterally over human motion complex (corresponding to EEG 
electrode positions P7/PO7 and P8/PO8; International 10–10 Modified Combinatorial 
Nomenclature). Active stimulation was delivered at 40 Hz with an intensity of 1 mA peak-to-peak 
for 15 min, bookended by 2.5 s ramps. The sham stimulation lasted only 25 s at maximum intensity, 
bookended by the same ramps. This sham technique has been previously shown to blind naïve 
participants to the type of stimulation (e.g., Gandiga et al., 2006; Nitsche et al., 2008b; Ambrus et 
al., 2012; Tang et al., 2016; Neubauer et al., 2017), but this was not directly assessed here. 
 
2.10.5. Eyetracking 
To help validate the hemifield manipulation, participants had their left eye monitored using 
an EyeLink 1000 (SR Research; sampled at 500 Hz). At the start of each trial, participants were 
required to fixate centrally (within a 1 cm radius of the fixation cross) before the targets were cued. 
Analyses were performed both with and without the removal of trials in which the left eye deviated 
more than 1 cm from fixation during the period of object movement. There were no changes to the 
pattern of results (and so we report here the results including all trials and participants).  
 
2.11. Results 
To assess whether there was a cost of interhemispheric integration, we first averaged 
performance (percent of targets identified) over the two sham blocks and compared between- 
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hemifield trials (M = 72.25%) to within-hemifield trials (M = 73.04%). This revealed no difference 
in performance by trial type, t(39) = −0.96, p = .345. Expecting a performance cost (i.e., worse 
performance during between-hemifield trials vs. within-hemifield trials), we investigated this null 
result further. Overall performance was higher in the second sham block (M = 75.98%) than the 
first sham block (M = 69.31%), t(39) = 5.99, p < 10−6, reflecting a training effect that may have 
reduced the cost of integration in the second session. Indeed, performance during between-
hemifield trials was lower than that for within-hemifield trials during the first sham block [t(39) = 
−2.39, p = .022], but not the second [t(39) = 0.81, p = .420]. However, we also found that this 
performance cost differed across the two sham conditions irrespective of session order: we observed 
a performance cost in the sham preceding anti-phase tACS [t(39) = −2.08, p = .044], but not in the 
sham preceding in-phase tACS [t(39) = 0.57, p = .575]. While we know this difference is not due to 
sham stimulation, any test of the performance cost between in-phase and anti-phase tACS needs to 
account for these unequal baselines.  
To make active blocks comparable, performance during both in-phase and anti-phase tACS 
were sham-corrected (i.e., the between-hemifield and within-hemifield performance observed 
during the preceding sham was removed from the performance observed during tACS). 
Performance was significantly better for within-hemifield trials than for between-hemifield trials 
during both in-phase tACS, [t(39) = −3.79, p < .001], and anti-phase tACS, [t(39) = −2.84, p = .007]. 
However, these adjusted performance costs did not differ across in-phase tACS (M = 5.68%) and 
anti-phase tACS (M = 3.46%), t(39) = 1.19, p = .240. Similarly, no difference was observed between 
the unadjusted performance costs for in-phase tACS (M = 5.10%) and anti-phase tACS (M = 
5.61%), t(39) = −0.42, p = .674. While this suggests no phase-specific effect, there may have been a 
general effect of tACS on interhemispheric integration (see Figure 2.14): the average (unadjusted) 
performance cost observed during tACS (irrespective of the ongoing phase relationship; M = 
5.35%) was significantly greater than that observed during sham (M = 0.79%), t(39) = 4.59, p < 10−4. 
Interestingly, this result was driven solely by a performance improvement during stimulation vs. 
sham for within-hemifield trials (M = 3.90%), t(39) = 4.94, p < 10−4, with no improvement observed 
for between-hemifield trials (M = −0.07%), t(39) = −0.91, p = .369. This difference was itself 
significant, t(39) = 4.57, p < 10−4.  
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Figure 2.14. No phase-specific effect of stimulation on overall tracking performance. The cost of 
integration (within-hemifield performance minus between-hemifield performance) was not 
significant for the pooled sham conditions. However, this became highly significant during both in-
phase and anti-phase tACS (*** ps < .001). This may reflect a general effect of time (since sham 
always preceded an active block), but only within-hemifield trials improved during stimulation (p < 
.001), with between-hemifield performance generally decreasing (p = .369). This larger cost of 
integration may therefore reflect a detrimental effect of tACS (both in-phase and anti-phase) on 
between-hemifield tracking. Error bars represent within-participant 95% confidence intervals.  
 
The statistical tests have so far focused only on overall tracking performance across blocks. 
However, it is plausible that any effect of stimulation—presumably via neural entrainment— may 
have had an emergent effect (e.g., disproportionately influencing trials later in each block). To 
probe this, we calculated Spearman’s rank correlations between the trial number and trial-by-trial 
performance for both between-hemifield and within-hemifield trials. If tACS has an emergent effect 
on interhemispheric coherence, we would expect between-hemifield trials to improve more over 
time during in-phase tACS (i.e., up-regulating coherence) than during anti-phase tACS (i.e., down-
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regulating coherence). Spearman’s rank correlations were computed because trial number was only 
ordinal over time. At the request of a reviewer, Fisher’s z-transformation was performed on these 
correlation coefficients (though the outcomes remain the same without transformation). As shown 
in Figure 2.15, the average transformed rank correlation for between-hemifield trials was 
significantly higher during in-phase tACS (M = 0.10) than anti-phase tACS (M = −0.00), t(39) = 
2.76, p = .009. For within-hemifield trials, there was no difference in transformed rank correlations 
observed during in-phase (M = 0.05) vs. anti-phase tACS (M = 0.05), t(39) = 0.01, p = .996. Despite 
this apparent difference between in- and anti-phase tACS, it was not statistically significant, t(39) = 
1.73, p = .092. This suggests either a weak (or null) effect of stimulation, or that the rank (i.e., non-
parametric) correlations are an insensitive measure of a performance–time relationship.   
At the suggestion of a reviewer, we also split performance within each 15-min block into 
“early” and “late” trials. This is an alternative measure that probes a time-delayed effect of tACS on 
performance. If tACS has an emergent effect on performance, late vs. early performance costs may 
change based on the ongoing phase of tACS (i.e., in-phase stimulation should decrease the 
performance cost over time—disproportionately improving between-hemifield performance; anti-
phase stimulation should increase the performance cost over time—disproportionately hindering 
between-hemifield performance). During in-phase tACS, the early performance cost (M = 6.64%) 
did not differ significantly from the late performance cost (M = 3.50%), t(39) = 1.52, p = .137. 
Similarly, during anti-phase stimulation, the early performance cost (M = 4.97%) did not differ 
significantly from the late performance cost (M = 5.88%), t(39) = −0.58, p = .562. While both effects 
were in the predicted direction, neither was significant—nor was the difference between them, t(39) 
= 1.82, p = .077. This pattern of results closely matches the performance–time rank correlations.  
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Figure 2.15. Mixed evidence for an emergent phase-specific effect of stimulation. To capture an 
emergent effect of stimulation, rank correlations were computed between trial number and 
performance (where positive correlations suggest a general increase in performance over time). For 
between hemifield trials, performance generally improved more over time during in-phase vs. anti-
phase tACS (** p < .01), with no phase-specific effect of tACS on the rank correlations observed 
during within-hemifield trials. However, the interaction was not significant. Error bars represent 
within-participant 95% confidence intervals. Fisher’s z-transformation (ρ to ρ’) was performed on 
the rank correlations, though the outcomes were unchanged by this transformation. 
 
2.12. Discussion 
The communication through coherence hypothesis (Fries, 2015) predicts a need for phase-
locked neural oscillations for effective and selective inter-regional brain communication— 
particularly in the gamma band. This framework is supported by a large body of animal 
neurophysiological work, and is corroborated by human functional neuroimaging studies. By 
exogenously manipulating ongoing gamma phase relationships between cerebral hemispheres, it is 
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possible to test a causal role of gamma coherence in interhemispheric integration. Using bilateral 
HD–tACS, Helfrich et al. (2014a) demonstrated a phase-specific effect of 40 Hz stimulation on 
interhemispheric coherence: in-phase (0° offset) and anti-phase (180° offset) stimulation up- and 
down-regulated gamma coherence between cerebral hemispheres, with resultant effects on apparent 
motion perception of a bistable stimulus. We aimed to capitalize on this tACS protocol to up- and 
down-regulate functional interhemispheric coupling during a multiple object tracking task, where 
the demand for interhemispheric transfer could be manipulated objectively on a per-trial basis. 
Using in-phase and anti-phase tACS across two experimental sessions, we had opposing 
predictions for the effect of stimulation on between-hemifield trials (relative to within-hemifield 
trials). If in-phase tACS up-regulates interhemispheric coherence, this should disproportionately 
benefit between-hemifield tracking; if anti-phase tACS down-regulates interhemispheric coherence, 
this should disproportionately hinder between-hemifield tracking. However, we found no evidence 
for a phase-specific effect of tACS on overall tracking performance. This suggests that stimulation 
either failed to reliably change endogenous gamma coherence (thereby leaving performance 
unchanged), or that our multiple object tracking task does not engage the same coherent gamma 
network as the stroboscopic ambiguous motion stimulus used by Helfrich et al. (2014a). 
Alternatively, our task— which is a more demanding task than one in which participants passively 
observe a bistable stimulus—might rely more heavily on attentional networks, though these too 
should be susceptible to effects of tACS. Without concurrent electroencephalography, it is 
impossible to say which of these conclusions is more valid. Importantly, this null result is not easily 
attributable to a lack of statistical power, since our study (N = 40) tested more than twice the 
number of participants as Helfrich et al. (2014a; N = 14). Nevertheless, there is some mixed 
evidence for a more gradual effect of stimulation on our multiple object tracking task.  
To test for an emergent effect of stimulation over time, we computed the rank correlations 
between trial number and performance for each block, where positive correlations suggest a general 
performance increase over time (i.e., tracking performance might be disproportionately changed in 
later trials as endogenous oscillations become increasingly entrained to the stimulation). While this 
analysis revealed a phase-specific effect of tACS for between-hemifield trials (but not for within- 
hemifield trials), the interaction was non-significant. This pattern of results was closely matched by 
an alternative measure that looked at “early” vs. “late” performance within each block. Again, 
interpreting these results is difficult: is this a weak but real effect of stimulation, or are these time-
dependent measures just not sensitive enough to detect this interaction? Another possibility is that 
these results were statistically overshadowed by a much larger interaction: compared with sham, 
within-hemifield performance improved during stimulation (irrespective of the phase relationship) 
whereas between-hemifield performance did not. This might just reflect an effect of time (since 
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sham always preceded the active stimulation blocks), but it is unclear why only within-hemifield 
trials would benefit from a training effect. An interesting alternative is that this interaction reflects 
an (unanticipated) effect of stimulation.  
Irrespective of the phase relationship, active tACS was associated with higher performance 
for within-hemifield trials vs. between-hemifield trials (compared to the performance observed in 
the sham blocks). A plausible explanation for this result is that both types of trials were susceptible 
to a general improvement over time (a simple training effect), but that between-hemifield 
performance was actually hindered by both in-phase and anti-phase stimulation, resulting in a 
general performance cost during tACS. A zero-lag (0°) offset during in-phase tACS might not 
benefit between-hemifield trials in the predicted way because interhemispheric transfer is always 
discretely unidirectional (i.e., objects either independently transfer from the left hemifield to the 
right hemifield, or vice versa). However, for the stroboscopic ambiguous motion stimulus (where 
motion was successfully biased toward the horizontal by a zero-lag offset; Helfrich et al., 2014a), 
the visual tokens were always transferring bidirectionally between visual hemifields (e.g., as one 
token jumps leftward, the diagonally opposite token must jump rightward). 
In a study very similar to that of Helfrich et al. (2014a), Strüber et al. (2014) applied 40 Hz 
tACS either in-phase (0° offset) or anti-phase (180° offset) bilaterally over human motion complex 
while participants viewed the same stroboscopic ambiguous motion stimulus. While anti-phase 
stimulation biased perception toward the vertical (directly supporting Helfrich et al., 2014a), 
Strüber et al. (2014) did not find any effect of in-phase stimulation on motion perception, though 
this might be due to the different electrode montages used. Interestingly, the anti-phase montage 
used by Strüber et al. (2014) actually boosted endogenous gamma coherence between cerebral 
hemispheres, yet still biased perception toward the vertical. Together, these studies suggest a need 
to further examine how endogenous coherence is influenced by the ongoing phase relationships of 
tACS (since coherence tells us nothing about the phase offset, just that any offset is consistent—
even if at 180°). Similarly, more evidence is needed to determine how a zero-lag offset might up-
regulate coherence (especially for unidirectional vs. bidirectional connectivity), since any neural 
communication will have non-zero conduction delays. 
 
2.13. Chapter debrief 
 Based on our EEG results in Experiment 1, real gamma coherence (whether at 0° or 180°) 
uniquely benefitted between-hemifield tracking. Based on the work by Helfrich et al. (2014a)—
where 0° coupling by HD–tACS benefitted integration but 180° decoupling hindered integration—
we expected zero-lag synchrony to uniquely benefit between-hemifield tracking. However, we 
found no evidence for a phase-specific effect of tACS on between-hemifield tracking in Experiment 
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2, despite using the same montages as Helfrich et al. (2014a). If anything, between-hemifield 
tracking appeared to be hindered by both 0° and 180° phase relationships relative to within-
hemifield tracking—exactly opposite to our EEG results. Perplexingly, another study by Helfrich et 
al. (2016b) showed that horizontal motion perception was associated with increased imaginary 
coherence (the previous study by the same authors only assessed magnitude squared coherence; 
Helfrich et al., 2014a). Together, this suggests in-phase tACS hindered integration when it should 
have helped (Bland et al., 2018), and helped integration (i.e., Helfrich et al., 2014a) when it should 
have hindered (Helfrich et al., 2016b). Clearly, there is still much unknown about the mechanisms 
through which in- and anti-phase tACS up- and down-regulate functional connectivity (if at all), 
and I have alluded to this previously (see sections 1.4.4 and 2.12). 
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Chapter 3 – Artefacts of Transcranial Alternating Current Stimulation 
 
This chapter contains one manuscript (sections 3.5 to 3.8). 
 
Bland, N. S., Mattingley, J. B., and Sale, M. V. (prepared). A need for time-varying models to 
remove artefacts of tACS from concurrent M/EEG. 
Design Data Analysis Writing Editing 
NSB – 100% 
NSB – 20% 
NN* – 40% 
MS* – 40% 
NSB – 100% NSB – 100% 
NSB – 30% 
JBM – 35% 
MVS – 35% 
* Nima Noury (NN) and Markus Siegel (MS) provided previously published data. 
 
3.1. Chapter overview 
Rhythmic neuromodulation by transcranial alternating current stimulation (tACS) may 
entrain neural oscillations in a frequency- and phase-specific manner. However, large stimulation 
artefacts contaminate concurrent recordings of neural activity by magneto- and electro-
encephalography (M/EEG)—restricting most analyses to periods free from stimulation (‘offline’) 
and which therefore rely on effects outlasting the period of tACS. A technically challenging, but 
more appropriate and informative approach, is to examine the effect of tACS during stimulation 
(‘online’). While many published methods exist for removing artefacts of tACS from the M/EEG, 
they universally assume such artefacts behave linearly, i.e., (a) they remain consistent over time (an 
artefact is a scaled version of itself from cycle to cycle) or (b) they are consistent over space 
(artefacts are scaled versions of one another from sensor to sensor). However, heartbeat and 
respiration modulate the amplitude and phase of these artefacts nonlinearly—across both time and 
space. The spectral symmetry this introduces to the M/EEG spectra may lead to false-positive 
evidence for entrainment close to the frequency of tACS. Good electrophysiological evidence for 
entrainment therefore requires that tACS artefacts be fully accounted for before comparing online 
spectra to a control (e.g., observed during sham). In this chapter, existing approaches for removing 
artefacts of tACS are discussed in the context of these nonlinearities, using simulated artefacts 
embedded in otherwise uncontaminated M/EEG. Additionally, a novel approach is proposed, 
whereby artefact templates are solved linearly before introducing event-locked perturbations to 
amplitude and phase based on simultaneous recordings of heartbeat and respiration—effectively 
forming time-varying templates across M/EEG sensors. This novel approach is demonstrated using 
both simulated and real data, and its feasibility is considered in the absence of simultaneous 
recordings of heartbeat and respiration, which are rarely measured by researchers. 
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3.2. Motivation 
 Pairing rhythmic brain stimulation with neuroimaging is scientifically valuable (e.g., to 
directly observe neural entrainment), but the resultant artefacts of stimulation often preclude online 
analyses. This is especially true for tACS since it is applied continuously and its artefacts are orders 
of magnitude larger than typical endogenous activity (see Figure 3.1). All effects of tACS—
whether behavioural or electrophysiological—are presumed to occur either through neural 
entrainment (section 1.4.3) or spike timing dependent plasticity (e.g., Zaehle et al., 2010; Strüber et 
al., 2015; Vossen et al., 2015). By definition, entrainment occurs online (i.e., during stimulation), 
and so good methods for removing artefacts of tACS are needed in order to capture its direct effects 
on neural activity. This is a complicated problem for two reasons: (a) the endogenous oscillations 
we wish to observe typically share their frequency with that of tACS, and (b) artefacts of tACS are 
neither consistent across time nor sensor-space (a “nonlinear” problem; see section 3.3.1). As 
outlined in section 1.4.5, much of our understanding of the electrophysiological effects of tACS 
therefore comes from M/EEG aftereffects (which necessitate that they survive beyond the period of 
stimulation). 
 
 
Figure 3.1. Artefacts of tACS contaminate electrophysiological recordings. (A) This EEG sensor 
contains an artefact of 11 Hz tACS several orders of magnitude larger than the endogenous 
oscillations (inset, red). A template of the artefact has been subtracted from the first half of the 
recording only. (B) Stimulation was applied at 1mA peak-to-peak (black electrodes), with the 
recording from PO10 (red electrode) plotted in A. 
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3.3. Existing approaches 
 There exist many published approaches to remove artefacts of tACS from concurrent 
M/EEG, with varying degrees of complexity and success. Universally, these methods assume that 
artefacts of tACS remain either (a) linearly consistent over time (i.e., an artefact is a scaled version 
of itself from cycle to cycle) or (b) linearly consistent over space (i.e., artefacts are scaled versions 
of one another from sensor to sensor). Unfortunately, recent discussions in the field (e.g., Noury et 
al., 2016; Mäkelä et al., 2017; Neuling et al., 2017; Noury and Siegel, 2017, 2018) demonstrate that 
neither of these assumptions is true—and thus why removing artefacts of tACS from the M/EEG 
remains an unsolved problem. The first violation renders temporal filtering approaches (e.g., notch, 
Voss et al., 2014; Hampel, Santos Monteiro et al., 2015) and time-based template subtraction 
approaches (e.g., with moving averages, Kohli and Casson, 2015; Noury et al., 2016; Dowsett and 
Taylor, 2017; comb filtering, Guggenberger and Gharabaghi, 2018) problematic; the second 
violation renders spatial filtering (e.g., beamforming, Neuling et al., 2015; Noury et al., 2016; 
Ruhnau et al., 2016; Witkowski et al., 2016; Kasten et al., 2018a) and other decompositional 
approaches (e.g., principal component analysis, Kohli and Casson, 2015; Santos Monteiro et al., 
2015) problematic. In this section, I demonstrate why existing approaches fail to fully capture 
artefacts of tACS by using simulated artefacts embedded in M/EEG data. I used simulated artefacts 
because both the endogenous activity (i.e., the original uncontaminated M/EEG) and the 
superimposed tACS artefacts have known spectra. Therefore, any residual artefact cannot be 
mistaken as genuine neural entrainment, or vice versa. This is perhaps impossible to achieve with 
real data: could we ever discern residual artefact from neural entrainment if both are frequency-
tuned and phase-aligned to tACS? It is only once simulated artefacts can be reliably removed 
(section 3.4) that I demonstrate the same using real data (sections 3.5 to 3.8). 
 
 3.3.1. The nonlinear problem 
 The highly influential article by Noury et al. (2016) showed for the first time that online 
electrophysiological recordings contain spurious spectral peaks around the frequency of tACS, 
determined by the participant’s heart rate and breath rate. These effects are themselves quite small, 
but the enormity of tACS artefacts relative to endogenous oscillations (see Figure 3.1) make even 
these small modulations appear on the scale of genuine neural activity—and may thus be easily 
mistaken for neural entrainment by tACS (i.e., frequency-specific, phase-aligned, and with 
biologically plausible amplitudes). The spectral symmetry observed around the frequency of tACS 
suggests heartbeat and respiration rhythmically modulate the amplitude of tACS artefacts (see 
Figure 3.2; Noury et al., 2016). This is confirmed by examining the power spectrum of the 
instantaneous amplitude of tACS artefacts (Figure 3.3), which symmetrically contaminates the 
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M/EEG power spectra. The mechanisms through which heartbeat and respiration can nonlinearly 
modulate artefacts of tACS may differ between the MEG and EEG, but is nevertheless observed 
during both. In the case of MEG, rhythmic movements of the head (remembering that the tACS 
pads are placed on the scalp) by heartbeats and respiratory effort may rhythmically change the 
proximity between the scalp and MEG sensors (Noury et al., 2016). In the case of EEG, rhythmic 
modulations in scalp impedance by heartbeat and respiration might change electrode impedances 
(both at the EEG sensors and at the tACS pads—the latter therefore also contaminating the MEG). 
 
 
Figure 3.2. Spectral symmetry is a consequence of amplitude modulation. A pure sinusoidal carrier 
signal (top) with some amplitude modulation (middle, envelope) results in a signal with a 
symmetrical power spectrum (bottom). The side-peaks occur around the carrier frequency (black), 
plus and minus the frequencies of the envelope modulation (red). If the idealised voltage during 
tACS has its amplitude modulated by rhythmic changes in impedance (remembering that the current 
is controlled), this should result in spectral peaks around the frequency of tACS equal to the 
rhythmicity observed in the tACS envelope (proved in Figure 3.3).  
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Figure 3.3. The instantaneous amplitude (envelope) of the artefactual M/EEG captures nonlinear 
modulations by heartbeat and respiration. The power spectrum of the tACS envelope (red, left) 
captures nonlinear amplitude modulations by both heartbeat (red diamonds) and respiration (green 
diamonds), contaminating the spectrum (black, right) symmetrically around the frequency of tACS 
(11 Hz, top; 62 Hz, bottom). The harmonics of heart rate and breath rate are also detectable 
(unfilled diamonds). These power spectra (EEG sensor PO10 displayed) were averaged across 12 
available periods of 11 Hz and 62 Hz tACS for one representative human participant. 
 
 3.3.2. Simulating tACS artefacts 
 To demonstrate why existing methods fail to fully remove artefacts of tACS from 
concurrent recordings, highly realistic artefacts were embedded in otherwise uncontaminated 
M/EEG data. To this end, the “true” signal to be recovered was known, and thus any residual 
artefacts could not be mistaken for genuine entrainment by tACS. To make artefacts as realistic as 
possible, the frequency of tACS was slightly off the claimed tACS frequency (Noury et al., 2016), 
but nevertheless remained constant. Similarly, heartbeats and breaths occurred at unknown times 
(though with biologically plausible rhythmicity and variability), and with unknown modulations to 
amplitude and phase (though the modulations themselves were time-locked to heartbeats and 
breaths as observed by Noury et al., 2016; Noury and Siegel, 2017). All quantities (e.g., heart rate, 
heart rate variability, shape of heartbeat modulation) were in the range of previously observed 
values, but nevertheless remained unknown. The amplitude of artefacts also scaled with sensor 
proximity to the virtual site of tACS, with small phase-lags also introduced across sensors (as 
observed by Noury and Siegel, 2017). Again, simulated amplitudes and phase-lags were based on 
those observed in real data. Simulations were based on the tACS model outlined by Noury and 
Siegel (2017; see section 3.4). 
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 3.3.3. Principal component analysis 
 Artefacts of tACS are highly correlated across sensors, and dominate electrophysiological 
recordings (Kohli and Casson, 2015). For these reasons, the most principal components (which by 
definition explain the most variance) consist predominantly of artefact-related information. To 
remove this information (“the artefact”), the recordings can be reconstructed after setting the most 
dominant components (e.g., the first 1–4 components; Helfrich et al., 2014b) to zero. Let the data 
matrix X be of size n × p, where n is the number of samples over time and p is the number of 
sensors. In MATLAB, [1] represents X in the principal component space. S is the principal 
component scores of size n × p, where each column represents one component—in descending 
order of explained variance. C is the principal component coefficients of size p × p, where each 
column contains the coefficients that load on to the p components. The new data matrix R is 
reconstructed [2] without the first k – 1 components (assumed to be the collinear artefact-related 
information), where 1:n denotes [1, 2, …, n], * denotes matrix multiplication, and .' denotes the 
transpose of a matrix. 
 
[C, S] = pca(X) ;         [1] 
R = S(1 : n, k : p) * C(1 : n, k : p).' ;       [2] 
 
If each sensor contained a scaled version of the same artefact (irrespective of its waveform), 
this method would work well—effectively removing (linear) artefacts of tACS as the principal 
component (i.e., a single component). However, the nonlinear amplitude and phase modulations 
(Noury et al., 2016) and the small phase-lags between sensors (Noury and Siegel, 2017) make the 
artefacts imperfectly collinear across sensors. The principal component (even components) 
therefore fails to fully capture tACS artefacts, with the vast majority of component spectra 
demonstrating spectral symmetry (see Noury et al., 2016; a typical failure is also illustrated in 
Figure 3.4). 
 
3.3.4. Spatial filtering (beamforming) 
One of the more sophisticated approaches is spatial filtering with a linearly constrained 
minimum variance beamformer (Van Veen et al., 1997). The beamformer projects sensor–space 
data down to source–space (i.e., providing an inverse solution), and effectively suppresses any 
collinear information (i.e., the “artefactual” information, Neuling et al., 2015; though not all 
collinear information is artefactual). Let the data matrix X be of size n × p, where n is the number 
of samples over time and p is the number of sensors. If X is centred (i.e., column means have been 
subtracted), the covariance matrix C of size p × p is equal to [3]. Given the gain matrix (leadfield) 
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Ls of size p × 3 at source point s, then the spatial filter Ws of size p × 3 is given by [4], where pinv 
computes the Moore–Penrose pseudoinverse (high collinearity often makes the covariance matrix 
difficult to invert). The estimated source activity As of size n × 3 is given by [5]. Like PCA (see 
section 3.3.3), the beamformer fails to fully suppress tACS artefacts—even in source-space—
because of imperfect collinearity originating at the sensor level (Noury and Siegel, 2018). Put 
simply, the beamformer fails because not all collinear information is artefactual, nor is all 
artefactual information collinear (Mäkelä et al., 2017). As shown in Figure 3.4, nonlinear amplitude 
and phase modulations, and small phase-lags across sensors, also prevent the removal of tACS 
artefacts with beamforming (though it does a better job than PCA). 
 
C = X.' * X / (n - 1) ;         [3] 
Ws = (pinv(Ls.' * pinv(C) * Ls) * Ls.' * pinv(C)).' ;     [4] 
As = (Ws.' * X.').' ;          [5] 
 
 
Figure 3.4. Decompositional approaches fail to fully suppress tACS artefacts. (Left) Power 
spectrum after removal of an embedded tACS artefact by principal component analysis. The EEG 
was reconstructed after removing the first three components, with the recovered (red) spectrum 
compared with the original uncontaminated sham spectrum (true, black; electrode PO10 displayed). 
(Right) Power spectrum at a single source point after applying a spatial filter (linearly constrained 
minimum variance beamformer; red) compared with the known spectrum at the same source point 
(black). The beamformer tends to do a better (albeit imperfect) job of suppressing artefacts of tACS. 
 
 3.3.5. Moving averages 
 Helfrich et al. (2014b) reported the first successful recovery of online EEG from artefacts of 
tACS using a moving average template subtraction (though in combination with PCA). The 
“moving averages” were formed symmetrically from adjacent tACS periods (the fifteen preceding 
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and fifteen proceeding tACS cycles, Helfrich et al., 2014b), but can also be formed from past 
periods only (i.e., a causal filter; e.g., the previous ten tACS cycles; Guggenberger and Gharabaghi, 
2018). This procedure is performed across the entire period of tACS, adapting the artefact template 
over time, and therefore roughly capturing slower amplitude changes that result from impedance 
effects (Paulus and Opitz, 2013; Helfrich et al., 2014b). This general idea has been rediscovered 
many times (e.g., “superposition of moving averages,” Kohli and Casson, 2015; “amplitude 
sweeping,” Dowsett and Taylor, 2017; and comb filtering, Guggenberger and Gharabaghi, 2018)—
the method originally used for subtracting periodic artefacts of magnetic resonance imaging from 
concurrent EEG (e.g., Niazy et al., 2005). 
 Noury et al. (2016) recently demonstrated why moving average approaches cannot fully 
account for artefacts of tACS. Even though these approaches are technically “time-varying,” they 
fail to capture amplitude and phase modulations by heartbeat and respiration, because these 
physiological rhythms are uncorrelated with the tACS cycle (i.e., they incorrectly assume that the 
tACS waveform is a scaled version of itself from cycle to cycle). As shown in Figure 3.5, spurious 
peaks remain in the recovered spectrum after applying the template subtraction method outlined by 
Helfrich et al. (2014b). Furthermore, since heartbeats and breaths are independent of the phase of 
tACS, averaging successive tACS cycles smears their effects and makes the modulations more 
difficult to track (though critically they remain present and thus may contribute false-positive 
evidence for entrainment by tACS). 
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Figure 3.5. Moving average approaches temporally smear nonlinear modulations. (Top) The raw 
envelope (red) contains a heartbeat-locked amplitude modulation. Since heartbeats are uncorrelated 
with the tACS cycle, the template envelope (black) smears these modulations, making them more 
difficult to track. (Bottom) The large artefact of tACS saturates the raw power spectrum (red). The 
moving average template subtraction suppresses the fundamental component (here 11 Hz), but fails 
to suppress the nonlinear amplitude modulations by heartbeat and respiration, visible as 
symmetrical peaks in the recovered spectrum (black). 
 
3.4. Novel approach 
 Based on the amplitude (Noury et al., 2016) and phase (Noury and Siegel, 2017) effects 
observed during tACS, Noury and Siegel (2017) outlined a model for the artefact amplitude [6] and 
phase [7] which could be used to form a time-varying tACS template [8] that could then be 
subtracted from electrophysiological recordings to reveal the endogenous activity [9].  
 
α(t) = αaverage  + αslow(t) + Heart(t)*hαh + Resp(t)*hαr ;    [6] 
ϕ(t) = ϕaverage  + ϕjitter(t) + Heart(t)*hϕh + Resp(t)*hϕr ;    [7] 
A(t) = Re{α(t) × eiϕ(t)} ;        [8] 
b(t) = s(t) – A(t) ;         [9] 
 
The amplitude α and phase ϕ are computed on a per-sensor basis, with constants reflecting 
the average artefact amplitude (e.g., proximity to the tACS pad; αaverage) and any phase-lag (i.e., 
relative to the injected current; ϕaverage). Critically, α and ϕ are time-continuous, with slow 
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amplitude modulations (e.g., impedance changes, head movements; αslow) and phase jitter (ϕjitter; 
Noury and Siegel, 2017), and with modulations time-locked to heartbeats and respiration (e.g., from 
the electrocardiogram, Heart; and from a belt transducer, Resp). The mean-removed time-locked 
modulations by heartbeat (amplitude: hαh and phase: hϕh) and respiration (amplitude: hαr and phase: 
hϕr) occur at the moments indicated by their impulse trains (i.e., Heart and Resp, respectively). The 
artefact A can then be reconstructed from its (time-continuous) instantaneous amplitude and phase, 
where Re{ } takes the real part of the analytic signal. If the recording s is a summation of artefact A 
and brain activity b, then subtracting the artefact from the recording reveals the endogenous 
activity. 
To implement this approach, known timings of heartbeats and breaths are used to form 
event-locked templates of both their amplitude and phase modulations. These modulations can be 
approximated from the artefactual M/EEG recordings, and added to linear templates of the tACS 
artefacts (i.e., adding Heart(t)*hαh + Resp(t)*hαr to an otherwise fixed amplitude and Heart(t)*hϕh + 
Resp(t)*hϕr to an otherwise fixed phase). Using the same procedure to simulate artefacts as before, 
subtracting a (truly) time-varying template successfully suppresses the nonlinearities introduced by 
heartbeat and respiration (Figure 3.6), demonstrating the efficacy of this approach at least for 
simulated artefacts of tACS. The sections that follow (3.5 to 3.8) form a manuscript that outlines 
this novel method in detail—following the characterisation of tACS artefacts by Noury and Siegel 
(2017; this section)—using real M/EEG data provided by these same authors. The feasibility of this 
approach is then discussed in the absence of simultaneous recordings of heartbeat and respiration, 
which are commonly not recorded by researchers.  
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Figure 3.6. Event-locked modulations can selectively suppress spectral side-peaks. (Top) The 
simulated artefact envelope (black) at PO10 contains a smooth heartbeat-locked amplitude 
modulation. Based on the known timing of simulated heartbeats, this was reconstructed (blue) from 
the heartbeat-locked instantaneous amplitude (envelope) of the artefactual signal recorded at PO10, 
hence why it is imperfect (see section 3.7.5). The same was done for the heartbeat phase 
modulation, and for respiration (not illustrated here; see Figure 3.9). (Bottom) The spurious 
spectral side-peaks are selectively suppressed compared with the fixed sinusoidal subtraction (red) 
after modulating a fixed sinusoidal template with the event-locked approximations (i.e., converting 
it into a time-varying template; blue).  
 
3.5. Abstract 
Rhythmic modulation of brain activity by transcranial alternating current stimulation (tACS) 
may entrain neural oscillations in a frequency-specific manner. However, large stimulation artefacts 
contaminate concurrent neuroimaging measures, including magneto- and electro-encephalography 
(M/EEG)—restricting most analyses to periods free from stimulation (‘offline’) and which therefore 
rely on effects outlasting the period of tACS. A more technically challenging, but more appropriate 
and informative approach, is to examine the effect of tACS during stimulation (‘online’). While 
many published methods exist for removing artefacts of tACS from M/EEG recordings, they 
universally assume linear artefacts: either time-invariance (i.e., an artefact is a scaled version of 
itself from cycle to cycle) or sensor-invariance (i.e., artefacts are scaled versions of one another 
from sensor to sensor). However, heartbeat and respiration both nonlinearly modulate the amplitude 
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and phase of these artefacts. The spectral symmetry this introduces to the M/EEG spectra may lead 
to false-positive evidence for entrainment around the frequency of tACS. Good evidence for 
entrainment therefore requires that tACS artefacts are fully accounted for before comparing online 
spectra to a control (e.g., as might be observed during sham stimulation). Here we outline an 
approach to linearly solve templates for tACS artefacts, and demonstrate how event-locked 
perturbations to amplitude and phase can be introduced from simultaneous recordings of heartbeat 
and respiration—effectively forming time-varying models of tACS artefacts. Since the basis 
templates are solved linearly, computation times are relatively low. Time-varying models are 
constructed for individual sensors, and can therefore be used in contexts with few EEG sensors and 
with no assumption of artefact collinearity. We also discuss the feasibility of this approach in the 
absence of simultaneous recordings of heartbeat and respiration traces. 
 
3.6. Introduction 
The ability to modulate neural processes with non-invasive brain stimulation has furthered 
our understanding of brain–behaviour relationships in both health and disease (Polanía et al., 2018). 
Pairing techniques of non-invasive brain stimulation with neuroimaging has great scientific value 
(Bergmann et al., 2016; Soekadar et al., 2016), but the recovery of this information during 
stimulation (“online”) can be very challenging. Techniques of rhythmic stimulation may entrain 
neural oscillations in a frequency-specific manner (Veniero et al., 2015), but they also contaminate 
the magneto- and electro-encephalogram (M/EEG) with large artefacts that can complicate spectral 
analyses. For example, artefacts of transcranial alternating current stimulation (tACS; Herrmann et 
al., 2013)—where a low-intensity AC is applied between two or more scalp electrodes—are several 
orders of magnitude larger than the signals generated by endogenous neural activity in the M/EEG 
(Figure 3.1). This makes it difficult to directly observe neural entrainment online, since the 
endogenous oscillations one typically wishes to recover occur at (or around) the frequency of tACS. 
Without fully accounting for these artefacts, spectral analyses are often restricted to recordings 
without active stimulation (“offline;” e.g., Zaehle et al., 2010), but this means that any neural 
entrainment must survive the period of stimulation in order to be detected. 
Many methods exist for recovering the M/EEG from artefacts of tACS (Herrmann and 
Strüber, 2017), with varying degrees of complexity and success. These methods include spatial 
filtering (beamforming, Neuling et al., 2015; Noury et al., 2016; Witkowski et al., 2016), temporal 
filtering (notch, Voss et al., 2014; Hampel, Santos Monteiro et al., 2015), variations of template 
subtraction (Voss et al., 2014; Kohli and Casson, 2015; Noury et al., 2016; Dowsett and Taylor, 
2017; Guggenberger and Gharabaghi, 2018), principal component analysis (PCA, Kohli and 
Casson, 2015; Santos Monteiro et al., 2015), and a combination of the latter two (Helfrich et al., 
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2014b; Noury et al., 2016). Universally, these approaches assume linear stimulation artefacts— 
either time-invariance (i.e., an artefact is a scaled version of itself from cycle to cycle) or sensor-
invariance (i.e., artefacts are scaled versions of one another from sensor to sensor). Recently, the 
journal NeuroImage has been host to much commentary on the characterisation of tACS artefacts 
(e.g., Noury et al., 2016; Neuling et al., 2017; Noury and Siegel, 2017, 2018). It has been 
demonstrated that physiological rhythms in body impedance and head position (e.g., from heartbeat 
and respiration) nonlinearly modulate the amplitude (Noury et al., 2016) and phase (Noury and 
Siegel, 2017) of tACS artefacts—contaminating the power spectrum symmetrically around the 
frequency of stimulation (Figure 3.2). Since residual tACS artefacts result in spectral symmetry 
close to where entrainment is presumed to occur, failure to fully account for this may result in false-
positive evidence for neural entrainment (Noury and Siegel, 2018). 
While it has been suggested that mechanical failure and regularisation during the 
beamforming pipeline may be the cause of this spectral symmetry (Neuling et al., 2017), the physics 
underlying tACS artefact modulations is well understood and suggests instead a physiological 
origin (Noury and Siegel, 2018). Since all transcranial current stimulation techniques are current-
controlled, Ohm’s law dictates that any change in body impedance will change the stimulation 
voltage. Since heartbeat and respiration both rhythmically modulate body impedance (Noury et al., 
2016), the stimulation voltage (and therefore its artefact) will vary with these rhythms. The 
impedances under the EEG electrodes are also time-varying, as they too make contact with the 
scalp. In the MEG, the movement of head position due to ballistocardiographic and respiratory 
effort leads to rhythmic modulations in the magnetic field, further contributing to the time-varying 
nature of tACS artefacts. Amplitude modulations by heartbeat have also been detected in the MEG 
during transcranial direct current stimulation (tDCS, Marshall et al., 2016), contaminating slow 
oscillations (i.e., ‘symmetrically’ around 0 Hz, Noury et al., 2016).  
Since the time-varying nature of tACS (and indeed tDCS) has a physiological origin, 
resultant artefacts are not perfectly correlated across sensors (as would be the case if each sensor 
contained a scaled version of the current). Therefore, any method that relies on the decomposition 
of the M/EEG covariance matrix (e.g., PCA) will fail to fully capture these artefacts. Indeed, the 
beamformer (which effectively suppresses correlated noise sources, Neuling et al., 2015; Mäkelä et 
al., 2017) fails because of imperfect collinearity between tACS artefacts at the sensor level (Noury 
and Siegel, 2018). Therefore, any approach designed to salvage an uncontaminated spectrum of 
endogenous activity during tACS first requires methods of artefact modelling to take into account 
the time-varying nature of tACS artefacts across M/EEG sensors. This is necessary to make a valid 
comparison with a control spectrum observed during sham (where no stimulation is applied and the 
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side-peaks are absent), or during tACS applied at a different frequency (where the spectral 
symmetry occurs elsewhere in the frequency domain).  
A good starting place for the development of time-varying models of tACS artefacts is the 
analytic signal (i.e., with its Hilbert transform), exploiting each sensor’s instantaneous amplitude 
and phase. As shown in Figure 3.3A, valuable information about amplitude modulations by 
heartbeat and respiration is resolvable from the envelope of the tACS artefact. However, variability 
in heart rate and breath rate, and the non-sinusoidal nature of these perturbations, introduces 
harmonics in the envelope which can contaminate the M/EEG spectrum by as much as ±10 Hz from 
the frequency of tACS (Figure 3.3B). Following a recent characterisation of the transfer function 
between the tACS current and its artefact (Noury and Siegel, 2017), here we show how a time-
varying approach to modelling artefacts of tACS in the M/EEG—with consideration of the 
nonlinear modulations by heartbeat and respiration—can dramatically suppress artefactual side-
peaks in the online M/EEG spectrum. We also discuss the feasibility of using this same approach in 
the absence of concurrent measurements of heartbeat and respiration, as occurs in most studies that 
combine non-invasive brain stimulation with neuroimaging. 
 
3.7. Methods and Results 
3.7.1. Data 
The data used here were reported on in three previous publications (Noury et al., 2016; 
Noury and Siegel, 2017, 2018), the first of which contains detailed descriptions of the hardware, 
experiment setup, and preprocessing steps. Data were collected from 4 healthy male participants 
across 6 experimental runs, with 72-channel EEG and 272-channel MEG simultaneously recorded 
throughout. Each experimental run comprised two applications of 11 Hz, 62 Hz, and sham tACS—
each lasting 66 seconds (a total of 12 applications per tACS condition). Stimulation current was 
applied at 1 mA peak-to-peak between right occipital (O10) and right parietal (CP4) electrodes 
(Figure 3.1B, black). The EEG system was used to record the injected current (voltage drop across 
a 200 Ω resistor in series to the head) and the electrocardiogram. Respiration was recorded with a 
piezoelectric belt transducer. 
 
3.7.2. Preprocessing 
M/EEG data were highpass filtered down to 0.25 Hz, lowpass filtered up to 90 Hz, and 
notch filtered from 48.8 Hz to 50.2 Hz (to remove 50 Hz mains power). All were 6th-order zero-
phase Butterworth filters. EEG data were downsampled to 1000 Hz from 10000 Hz, and MEG data 
were downsampled to 781.25 Hz from 2343.75 Hz. To account for filtering edge effects, the first 
and last 1.5 s were trimmed from the recordings. A version of the artefactual M/EEG was further 
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bandpass filtered between tACS ± 5 Hz with a 6th-order zero-phase Butterworth filter for computing 
the instantaneous amplitude and phase. 
 
3.7.3. A fixed model 
Artefacts of tACS can be crudely approximated using a fixed (time-invariant) sinusoid. This 
section describes a computationally efficient method to linearly fit a sinusoidal template to 
artefactual M/EEG data, performed separately for each sensor. While this alone does a poor job of 
capturing tACS artefacts (because the artefacts are time-varying), rhythmic changes in amplitude 
and phase can be added to this basis template, thus transforming it into a time-varying model as 
required. 
Given data 𝑑 of length 𝑛, column vectors were formed for the artefactual recording 𝑠 over 
time 𝑡 given the sampling frequency 𝐹𝑠 [1–2]. 
 
𝑠!×! =  𝑑!⋮𝑑! , 𝑡!×! =  1⋮𝑛 × !!"    [1–2] 
 
Given the fundamental frequency F (e.g., the claimed tACS frequency), a predictor matrix [3] was 
formed with columns for the bias (all ones), and with unit sine and cosine components (used 
together for amplitude and phase). 
 
𝑋!×! =  1 sin (2𝜋𝐹𝑡!) cos (2𝜋𝐹𝑡!)⋮ ⋮ ⋮1 sin (2𝜋𝐹𝑡!) cos (2𝜋𝐹𝑡!)         [3] 
 
Ordinary least squares were used to solve the normal equations [4] for the parameters 𝜃.1 A 
desirable property of this approach is that the Gramian matrix 𝑋!𝑋 remains 3 × 3 irrespective of 
the length of 𝑠, keeping computation time for the inverse low. Iterating this procedure over 𝐹 
converges quickly upon the optimal frequency, especially since the claimed tACS frequency makes 
a great seed (e.g., for the Nelder–Mead simplex algorithm; fminsearch). The fixed sinusoidal model 
is 𝑠 [5] (i.e., sharing the same dimensions as 𝑠!×!). 𝑇 denotes the matrix transpose. 
 𝜃!×! = (𝑋!𝑋)!!𝑋!𝑠, 𝑠!×! =  𝑋𝜃    [4–5] 
 
                                                1	This process can be adapted to include any harmonics of F (or indeed any frequencies one wishes) 
by concatenating the columns of 𝑋 with unit sine and cosine components for every frequency of 
interest (i.e., the Vaníček method of least squares spectral analysis; Vaníček, 1969; Appendix A).	
	 80	
Equivalently, the model 𝑠 has bias 𝑏, amplitude 𝛼, and phase offset 𝜙 [6–9]. These constants can be 
reconstructed from the parameters 𝜃 , where atan2(𝑦, 𝑥)  computes the four-quadrant inverse 
tangent—the angle between the positive x-axis and the vector representing (𝑥,𝑦) in the Cartesian 
plane. 
 𝑠!×! = 𝛼 sin 2𝜋𝑡𝐹 + 𝜙 + 𝑏     [6] 
 𝑏 = 𝜃!, 𝛼 =  (𝜃!)! + (𝜃!)!, 𝜙 =  atan2(𝜃!,𝜃!)       [7–9] 
 
With the fixed model estimated, this time-invariant sinusoid (𝑏, 𝛼, 𝜙 all constants) formed 
the carrier for any amplitude and phase modulations introduced, thus transforming it into a time-
varying template. 
 
3.7.4. Estimating frequency 
The frequency of tACS is ideally estimated from recordings of its current output, free from 
endogenous brain activity (Noury et al., 2016). In order to fit good sinusoidal templates to the 
artefacts, the frequency needs to be known with great precision (e.g., in the microhertz range). Here, 
this was achieved by seeding a Nelder–Mead simplex at the claimed tACS frequency and 
converging on a least squares minimum across the full recording of the current output, while 
allowing amplitude, phase, and any baseline (bias) to vary freely (stopping tolerance set at 10!!" 
Hz for frequency). In the EEG, this resulted in standard deviations of 0.09 and 0.52 µHz for 11 Hz 
and 62 Hz tACS, respectively. Similar precision was achieved previously by estimating frequency 
independently across halved segments of the current output (Noury et al., 2016).  
If no recording of the current output is available, high precision can still be achieved using 
the artefactual M/EEG (especially in sensors where the tACS amplitude is largest). Generally 
speaking, sensors with artefact amplitudes within the top 50%–10% shared similar variation in 
frequency estimates with the current output recordings discussed above. For the MEG, estimates of 
frequency were therefore taken as the average across the 20 sensors with the largest amplitudes 
(standard deviations of 0.37 and 2.03 µHz for 11 Hz and 62 Hz tACS). Similar performance can 
also be achieved using the per-sensor frequency, though any differences between sensors are 
necessarily errors (since the frequency of tACS is constant across sensors). We speculate that the 
inclusion of harmonics in the simplex may improve accuracy of frequency estimates (see Appendix 
A), though we have not done so here because the current output recordings were available.  
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3.7.5. A time-varying model 
The basis template derived from the fixed model approach will fail to capture any time-
varying changes in the amplitude and phase of tACS artefacts. However, these modulations can be 
estimated from the artefactual M/EEG. Consider the recording from a single M/EEG sensor 𝑠 as a 
summation of artefact 𝐴 and artefact-free activity—or brain activity, 𝑏—over time [1]. 
 𝑠! =  𝐴! + 𝑏!       [1] 
 
If the artefact 𝐴 were known, it would be trivial to subtract it from s. However, 𝐴 is typically 
unknown, and so estimates of its instantaneous amplitude and phase must instead be derived from 𝑠. 
This is potentially problematic because endogenous activity 𝑏 will therefore contribute to these 
estimates (Noury and Siegel, 2017). However, since the tACS artefact dominates the recording, this 
nevertheless provides a good starting place for estimating 𝐴 . The recording 𝑠  will contain 
modulations by heartbeat and respiration in its instantaneous amplitude and phase, which can be 
derived from its analytic signal, and these modulations should be uncorrelated with ongoing 
endogenous activity. 
The analytic signal has real part 𝑠 and imaginary part ℋ{𝑠}, its Hilbert transform. The 
instantaneous amplitude 𝛼 is the complex magnitude of the analytic signal [2]; the instantaneous 
phase 𝜙 is the argument [3]. The original recording 𝑠 can be reconstructed from these [4], where 𝑅𝑒 
takes only the real part. Note that 𝛼 and 𝜙 were previously constants, but are now time-varying. 
 𝛼 =  𝑠 + 𝑖ℋ{𝑠} =  𝑠! +  ℋ{𝑠}!           [2] 
 𝜙 = Arg 𝑠 + 𝑖ℋ{𝑠} = atan2(ℋ{𝑠}, 𝑠)    [3] 
 𝑠 = 𝑅𝑒{𝛼 × 𝑒!"} =  𝛼 cos𝜙       [4] 
 
To improve estimates of the instantaneous amplitude and phase, the artefact can be better 
isolated from ongoing brain activity by first bandpass filtering the contaminated M/EEG around the 
frequency of stimulation. Alternatively, the envelope of the recording can be lowpass filtered, 
suppressing high-frequency amplitude modulations (Figure 3.7). However, this fails to selectively 
suppress only the physiological amplitude modulations, and will tend to overfit, resulting in 
excessively dampened power around the fundamental frequency of tACS. Ideally, we wish only to 
suppress the nuisance modulations, and to do this for both amplitude and phase. 
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Figure 3.7. The lowpass filtered instantaneous amplitude can be used to suppress heart rate and 
breath rate side-peaks. Compared to a fixed-amplitude template subtraction approach (red), 
lowpass filtering the envelope (with stopband at 2.5 Hz, blue) and using this as the amplitude of the 
time-varying template dampens the spectral symmetry around the frequency of tACS (11 Hz, top; 
62 Hz, bottom). However, since all frequency content below 2.5 Hz is preserved, this method does 
not suppress the nuisance side-peaks selectively, and tends to over-dampen the spectra around the 
carrier frequency (that of tACS) compared with the spectra observed during sham tACS (black). 
These power spectra (EEG sensor PO10 displayed) were averaged across 12 available periods of 11 
Hz and 62 Hz tACS for one representative participant. 
 
 3.7.6. Event-locked perturbations 
 Rather than indiscriminately including all low-frequency amplitude modulations observed 
below some stopband (e.g., 2.5 Hz; Figure 3.7), a better approach would be to selectively suppress 
both amplitude and phase modulations by heartbeat and respiration. Since the electrocardiogram 
and the belt transducer provide traces for these physiological rhythms, event-locked models of their 
effects can be formed from the timing of events observed in these recordings. Here, the timing of 
heartbeats and points of inspiration can be estimated from the peaks observed in the 
electrocardiogram and by the belt transducer. Following the same principle for forming event-
related potentials, these known event times are used to index into the instantaneous amplitude 
(envelope) to form the mean-removed event-locked amplitude modulations by heartbeat and 
respiration (e.g., windowed over three cycles; Figure 3.8A). A similar procedure can be performed 
for the phase modulations (Figure 3.8B), though the instantaneous phase must first be unwrapped 
(linearised) and detrended. If brain activity is uncorrelated with heartbeat and respiration, the event-
locked models will tend to only capture heartbeat- and respiration-related perturbations to amplitude 
and phase. The event-locked perturbations to the amplitude and phase by heartbeat and respiration 
can now be added to the otherwise fixed sinusoidal template based on the same event timing used to 
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form the event-locked models. The resultant time-varying template selectively suppresses these 
physiologically derived side-peaks and their harmonics (Figure 3.9). 
 
 
Figure 3.8. Event-related perturbations to amplitude and phase by heartbeat and respiration. 
Event-locked models of the mean-removed heartbeat- and respiration-related modulations to 
amplitude and phase can be formed based on the known event times in the simultaneously recorded 
electrocardiogram and respiration trace. The amplitude modulation is taken from the envelope 
(instantaneous amplitude); the phase modulation is taken from the unwrapped and detrended 
instantaneous phase. These event-related perturbations (EEG sensor O9 displayed) were averaged 
across 12 available periods of 62 Hz tACS for one representative participant. Note that the 
modulations themselves are subtle—the average amplitude of the tACS artefact at O9 was 16.37 
mV (amplitude modulations represent approximately .0005% of the tACS artefact amplitude). 
However, these effects remain within the range of biologically plausible endogenous activity 
because tACS artefacts are so large.  
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Figure 3.9. A time-varying model selectively suppresses the spectral symmetry. Compared to a 
fixed-amplitude template subtraction approach (red), the model with variable amplitude and phase 
(blue) dampens the spectral symmetry around the frequency of tACS (11 Hz, left; 62 Hz, right). 
Note that a large peak around the fundamental frequency (that of tACS) remains even with a time-
varying model, likely reflecting infraslow amplitude modulations (< 0.2 Hz; e.g., that of electrode 
impedance over time). These power spectra (EEG sensor O9 displayed) were averaged across 12 
available periods of 11 Hz and 62 Hz tACS for one representative participant. 
 
3.7.7. Naïve heartbeat- and respiration-locked timing 
 Since heartbeat and respiration tend to be rhythmic—and this rhythmicity is identifiable in 
the spectrum of the artefactual M/EEG envelope—event-locked heartbeat and respiration models 
may be estimable without concurrent recordings of heartbeat and respiration (i.e., in cases where the 
true event timing is unknown). While the effects of heartbeat and respiration on amplitude and 
phase appear largely consistent over successive events (Figure 3.8), recent work suggests variable 
timing at least between events in the electrocardiogram and resultant ballistocardiographic artefacts 
(Marino et al., 2018a). A better approach may therefore be to use points of maximal cross-
correlation (Marino et al., 2018b) to self-generate (estimate) the timing of heartbeat- and 
respiration-related amplitude modulations, rather than from the events observed in the physiological 
traces. The timings yielded from such an approach could then be used to index into the 
instantaneous phase, since the phase effects are themselves much subtler (Noury and Siegel, 2017). 
Based on the approximate heart rate and breath rate (which can be yielded reliably from the 
envelope spectra; Figure 3.3A), adjacent windows can be seeded across the envelope to self-
generate initial heartbeat- and respiration-related amplitude modulation (i.e., the window average). 
A nice property of this approach is that it makes no assumption about the form of the amplitude 
modulations at each sensor. Variability in heart rate and breath rate over time makes these initial 
models generally dampened approximations (Figure 3.10A), but they can still be used to find the 
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points of maximal cross-correlation between the window average and each individual window, and 
these times can be used to iteratively update the window average and quickly shift the windows 
toward the points of maximal cross-correlation. After just a few iterations, this method self-
generates the model formed by the true event-timings (Figure 3.10B; i.e., from the 
electrocardiogram). Alternatively, since the event-locked models appear quite similar in shape 
across sensors and participants, cross-correlations may be performed between a previously 
generated model and each window (though this will of course self-select for event-timings that 
approximate this assumed model, which may not be valid for some sensors or participants).  
 
 
Figure 3.10. Naively generated model of the event-related perturbation to amplitude by heartbeat. 
The initial window average (red)—seeded based on the estimated heart rate from the envelope—
forms a dampened approximation of the true heartbeat modulation. By iteratively updating the 
windows based on the points of maximum cross-correlation with the window average, a naïve 
model is quickly self-generated in the absence of the known event timing (i.e., where the model is 
naïve to the electrocardiogram). This naive model (shown after just two iterations, black; first 
iteration largely hidden underneath, grey) very closely approximates the true heartbeat-related 
amplitude modulation (blue), which is formed based on the known heartbeat times in the 
electrocardiogram. These self-generated event-times can also be used to index into the 
instantaneous phase to form phase modulations (not shown). 
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3.8. Discussion 
Online analysis of concurrent tACS–M/EEG requires robust and effective approaches for 
removing artefacts of stimulation. Without fully accounting for the spectral symmetry introduced by 
heartbeat- and respiration-related modulations to the tACS amplitude and phase, side-peaks may 
contribute spuriously to any evidence for neural entrainment, particularly when comparing to a 
spectrum observed during sham stimulation (where these side-peaks are absent) or to a spectrum 
observed with another frequency of tACS (where spectral symmetry occurs elsewhere in the 
frequency domain). The wide range of published approaches for removing artefacts of tACS from 
M/EEG illustrates how difficult a problem this is. However, existing approaches have universally 
assumed tACS artefacts are either time-invariant or space-invariant (i.e., perfectly collinear over 
sensors).  
To our knowledge, we are the first to demonstrate the feasibility of linearly solving base 
templates for tACS artefacts and subsequently forming time-varying models by introducing event-
locked heartbeat- and respiration-related perturbations to the amplitude and phase of tACS. We 
demonstrate that the known timing of heartbeats and breaths can be used to index into the envelope 
(amplitude modulations) and instantaneous phase (phase modulations) of the M/EEG on a per-
sensor basis, assuming neither time- nor sensor-invariance. Introducing these event-locked 
perturbations to an otherwise fixed sinusoidal model dramatically suppresses the spectral symmetry 
observed in the recovered spectrum, and provides a proof of principle for removing nonlinear 
modulations to tACS from the M/EEG. Further, the amplitude modulations by heartbeat and 
respiration are so large that the timing of these events could be estimated from the artefactual 
M/EEG. We therefore conclude that time-varying approaches are feasible even in the absence of 
simultaneously recorded heartbeat and respiration. This would provide researchers a means to 
analyse their online M/EEG even when these physiological measures have not been recorded. 
 
3.8.1. Limitations and future directions 
 While we show that heartbeat- and respiration-related artefacts can be modelled and 
removed from the M/EEG, this assumes the modulations themselves remain stable over time. 
However, infraslow (< 0.2 Hz) amplitude modulations can be introduced by impedance changes 
under the tACS pads (and under the EEG electrodes), which means the extent to which heartbeat 
and respiration modulate tACS artefacts is itself time-varying (i.e., the modulations will be largest 
when the tACS artefact is largest). For example, if impedance under the tACS pads decreases over 
time, the tACS voltage and artefact will become smaller and so too will the amplitude modulations 
by heartbeat and respiration. These infraslow amplitude modulations are a likely cause of the 
discernible peaks that remain around the tACS frequency, even after suppressing the side-peaks 
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(Figure 3.9). This could be addressed in future by modelling amplitude modulations as a percentage 
of the tACS amplitude, so that slower changes to the amplitude (say by impedance) also scale the 
amplitude modulations by heartbeat and respiration. These infraslow amplitude modulations can be 
estimated by smoothing the instantaneous amplitude, lowpass filtering it up to 0.2 Hz, or by fitting 
an ideal sinusoid within a sliding window across the recording and evaluating the point-wise 
amplitude. Low-frequency tACS (e.g., 0.1–5 Hz) may also complicate modelling slow amplitude 
and phase modulations. 
 For most complex tACS waveforms (i.e., not mono-sinusoidal), time-varying approaches 
based on event-locked perturbations are not as feasible since the instantaneous amplitude and phase 
are not constant in the absence of nonlinear modulations. For example, piecewise linear (sawtooth) 
tACS (Dowsett and Herrmann, 2016) will still be susceptible to nonlinear modulations, but these 
modulations will depend heavily on the phase-cycle of the waveform (e.g., amplitude modulations 
would be largest toward the peak of the sawtooth). Instead, beamforming—which will suppress a 
collinear artefact irrespective of its waveform—may be a better approach, though will of course 
also fail to remove nonlinear modulations to amplitude and phase. Indeed, even “mono-sinuoidal” 
tACS has harmonics at multiples of the fundamental frequency. While these harmonic components 
are very small, spectral symmetry may plausibly occur around multiples of the tACS frequency, 
though to a much lesser extent than around the fundamental. 
 Self-generating a model of the amplitude modulation by respiration can be complicated 
when it has a harmonic near the heart rate. In these cases, the respiration-related model may 
spuriously capture the nested heartbeat-related perturbations. If this occurs, removing both event-
locked models from the envelope may plausibly “double dip” on the heartbeat-related modulation, 
effectively re-introducing it to the envelope. This may be why some small residual heartbeat-related 
symmetry remains in the recovered spectrum (Figure 3.9). To minimise this problem in future, the 
heartbeat-related amplitude modulations may first be removed from the tACS envelope before 
computing the respiration-related amplitude modulation based on the belt transducer (and especially 
if computing naive respiration-related amplitude modulation using the cross-correlations). We 
speculate that singular spectrum analysis of the envelope may provide an alternative method for 
approximating the event-timings of heartbeat- and respiration-related modulations while remaining 
naïve to their form. 
 We anticipate the field will benefit greatly from amplitude-modulated tACS (Witkowski et 
al., 2016), where the amplitude of the carrier (usually a very high frequency; e.g., 220 Hz) is 
purposely modulated at the frequency of interest (e.g., 10 Hz). If the modulation frequency 
(envelope) can itself reliably entrain neural oscillations, then the problem of nonlinear modulations 
will be shifted into the higher frequency domain, and will instead occur symmetrically around the 
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carrier, and symmetrically around the carrier plus-and-minus the modulation frequency. In 
principle, this would effectively avoid any spectral overlap between the brain signals of interest 
(here near 10 Hz) and the artefact of tACS (here 220 Hz ± 10 Hz). However, preliminary work 
suggests the M/EEG spectrum remains corrupted near the modulation frequency (Minami and 
Amano, 2017; Kasten et al., 2018b), though to a much lesser extent than observed during mono-
sinusoidal tACS. 
 
3.8.2. Conclusion 
 Time-varying approaches for modelling artefacts of tACS are necessary for capturing the 
nonlinear modulations that contaminate concurrent M/EEG. Improvements in our ability to capture 
artefacts of tACS (e.g., recording the voltage output of tACS) and the timing of physiologically-
derived modulations (i.e., that of heartbeat and respiration) will pave the way to sound online 
spectral analysis. The future validation of these time-varying approaches on both real and fabricated 
M/EEG data is a critical step before claiming online evidence for entrainment by tACS. 
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Chapter 4 – Concurrent EEG–tACS: Revisiting Integration 
 
4.1. Chapter overview 
In this series of experiments, participants were asked to estimate the average motion 
direction from simultaneously presented random dot motion patches (one in each visual 
hemifield)—thus requiring interhemispheric integration of the two patches. During the task, 
participants received transcranial alternating current stimulation (tACS) applied bilaterally over 
visual motion area V5 (always anti-phase; 180° offset) to disrupt integration. In the first two 
experiments, tACS was delivered by a standard battery-driven device (neuroConn) at 10 Hz (alpha), 
45 Hz (gamma), or shammed. Concurrent electroencephalography (EEG) was recorded using 16-bit 
Brain Products hardware with a resolution of 0.5 µV (first experiment; ±16 mV recording range) or 
10 µV (second experiment; ±328 mV recording range). In both experiments, the 16-bit system 
precluded recording high quality online EEG at the 1 mA peak-to-peak intensity of tACS (with 
either insufficient range or resolution, respectively). However, recordings of the tACS voltage 
output suggest amplitude modulations by heartbeat and respiration occur at least at the stimulator-
level, with online EEG contaminated by the same spectral symmetry. In the third experiment, EEG 
was recorded using 24-bit Biosemi hardware with a resolution of 31.25 nV (±262 mV recording 
range), and tACS was delivered by a multi-channel battery-driven system (Soterix Medical) at the 
individual alpha frequency (8–13 Hz), individual gamma frequency (35–70 Hz), or shammed. The 
increased resolution and range rendered concurrent EEG–tACS feasible, but the resultant artefacts 
were not frequency-stable—again precluding online analysis. There was mixed evidence for a 
behavioural effect of tACS, with a weak disruptive effect observed only when tACS was applied at 
each individual participant’s own alpha frequency. Offline EEG showed some tACS-related spectral 
changes outlasting stimulation, though only for interhemispheric coherence (and not power). Highly 
realistic current flow simulations suggest low field intensities induced in cortex by tACS. These 
weak voltage gradients are the likely explanation for the observed weak (and null) effects.  
 
4.2. Motivation 
 As in Chapter 2, a task requiring interhemispheric integration of stimuli across the two 
visual hemifields was chosen, though this time with concurrent EEG–tACS. The motivation for 
targeting a visual interhemispheric network was the same: information from each visual hemifield 
initially projects to the contralateral hemisphere, and so integrating information sourced from the 
two visual hemifields requires communication between the two cerebral hemispheres. Here, 
however, a different task was chosen considering the previous failure to reliably change multiple 
object tracking performance with tACS (Chapter 2). Instead, we chose to use simultaneously 
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presented random dot motion patches (see section 4.3) as errors in motion integration would be 
continuous, and the task may plausibly be more sensitive to an effect of tACS. Similarly, we 
decided to apply tACS only in an anti-phase montage (instead manipulating frequency across 
conditions), as simulations of current flow demonstrated greater cortical field intensities (see 
section 4.4). The primary motivation for pairing EEG with tACS was to assess online task-related 
effects after removing artefacts of stimulation (see Chapter 3). Hardware limitations of the EEG 
amplifiers, however, made concurrent EEG–tACS more difficult than anticipated. A secondary aim 
was therefore to examine under what circumstances the recorded EEG was of a quality high enough 
for online analysis, using various quantization settings, EEG systems, and tACS devices (outlined in 
section 4.5). 
 
4.3. Task 
 In each trial, participants needed to average the motion directions of two simultaneously 
presented random dot motion patches (random dot kinematograms). Critically, averaging the two 
motion directions required interhemispheric integration as each visual hemifield contained a 
random dot motion patch. The trial-by-trial error in motion integration was taken as the difference 
between the estimated and true average motion directions. The trial sequence is illustrated in Figure 
4.1. 
 4.3.1. Participants 
 Across Experiments 1 and 2 (section 4.5), data were collected from 23 healthy participants 
(ages ranged 19–33 years; M = 21.91 years; 12 female, 11 male). In Experiment 3 (section 4.6), data 
were collected from 42 healthy participants (ages ranged 18–41 years; M = 23.00 years; 22 female, 
20 male). All gave written informed consent to partake, with the protocol approved by The 
University of Queensland’s Medical Research Ethics Committee (Appendix E). 
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Figure 4.1. Trial sequence for random dot motion integration task. Participants fixated centrally 
(2–3 s) before being presented with two random dot motion patches (random dot kinematograms), 
positioned equidistant from the midline (i.e., one in each visual hemifield). After a brief period of 
random motion (0.5–1 s), 80% coherent motion (0.8 s; bottom left) would onset simultaneously in 
both patches. The orientation of motion was set purely randomly, but with a constraint on the 
angular difference between the two motion directions (e.g., preventing directions close to parallel). 
After coherent motion, both dot patches would offset simultaneously. Critically, participants needed 
to estimate the average of the two motion directions (i.e., requiring interhemispheric integration). 
There was a brief pause (0.2 s) before participants could indicate their answer (blue line) inside a 
guide circle. The next trial began if participants did not respond in time (3 s from onset of guide 
circle). During feedback trials (e.g., training blocks; top right), the true motion average (white) was 
shown 0.8 s after participants had made their response, and was displayed for 1 s. After each trial, 
the error (anglular difference between the true and estimated average directions) was recorded. 
 
 4.3.2. Specifications 
The two random dot motion patches were shifted 16 DVA left and right from the centre, 
each with a radius of 8 DVA (i.e., the innermost edge was 8 DVA from the midline). A fixation 
cross was positioned at the midline, made from four small red squares (each 1/4 DVA width) with a 
central illusory (empty) square. Individual dots (150 per patch) had a radius of 1/12 DVA 
(resolution was 36 pixels per DVA). Each dot had a lifetime of 100 ms (6 frames at 60 Hz), and 
moved at a speed of 8 DVA with 80% coherence (i.e., 80% had identical motion directions). So as 
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not to distort the global motion direction, the remaining 20% of directions were sampled randomly 
but symmetrically around the true motion direction. Dots were initially seeded and respawned 
randomly over the patch area with uniform likelihood. To avoid motion directions close to parallel, 
orientations of motion were sampled randomly, but with angular differences no smaller than 45 
degrees or greater than 135 degrees. During response collection, the fixation cross was replaced 
with the cursor (drawn as a central blue square; 1/4 DVA width) inside a grey guide circle (radius of 
8 DVA). Participants moved the cursor around this guide circle to indicate their estimate of the 
average, left-clicking to finalise their response. To help participants choose, a blue line continuously 
connected the centre to the guide border at the current angle (i.e., through the cursor position). 
During feedback trials (e.g., training blocks), a white line was drawn from the centre to the guide 
border at the orientation of the true motion average.  
 
4.4. Maximising field intensity 
In Chapter 2, high-density tACS montages were used to manipulate interhemispheric phase 
relationships (i.e., in-phase versus anti-phase), with frequency remaining fixed at 40 Hz. However, 
highly realistic current flow simulations show dramatically greater electrical fields during in-phase 
tACS (Figure 4.2). By definition, splitting the tACS output between two stimulating electrodes so 
as to induce an in-phase (i.e., 0° offset) relationship halves the current in each. A weaker current 
would also be expected based on shunting of the current across the skin, which occurs with greater 
likelihood when two electrodes of opposing polarities are in close proximity. See Appendix B for 
some brief commentary on the increased risk of scalp shunting (and thus lower cortical field 
intensities) with high-density montages. Therefore, only anti-phase montages were used in this 
series of experiments so as to maximise field intensity, with conditions instead differing by 
frequency (i.e., anti-phase gamma versus anti-phase alpha). The increased current spread (Figure 
4.2) was not considered an issue, since a greater effect was expected if the two cerebral hemispheres 
were more dramatically decoupled. 
As shown in Figure 4.3, active tACS was compared to sham stimulation for all three 
experiments in this chapter. As in Chapter 2, sham stimulation involved first ramping up to 
maximum intensity (1 mA peak-to-peak), but remained at this intensity only for 30 seconds before 
ramping down to zero. This sham technique has been previously shown to blind naïve participants 
to the type of stimulation (e.g., Gandiga et al., 2006; Nitsche et al., 2008b; Ambrus et al., 2012; 
Tang et al., 2016; Neubauer et al., 2017), but this was not directly assessed here. 
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Figure 4.2. Anti-phase montages tend to induce greater electrical fields. Whether delivered via a 
multi-electrode montage (left column) or a simple two-electrode montage (centre column), applying 
anti-phase tACS between cerebral hemispheres induces stronger—albeit less focal—cortical 
currents than a high-density in-phase montage (right column) delivered bilaterally over extrastriate 
visual cortex. The left and right montages were used in Chapter 2 to induce anti- and in-phase 
relationships at 40 Hz, respectively. Here, only anti-phase montages were used to maximise field 
intensity and current distribution: the first two experiments with the two-electrode version (section 
4.5), and the third experiment with the multi-electrode version (section 4.6). The middle and bottom 
rows illustrate each montage’s current distribution from the top (axial plane) and back (coronal 
plane) view, respectively. Strictly speaking, the absolute maximum voltage gradient induced in 
cortex is half that illustrated (i.e., closer to 0.05 V/m) since the tACS induces a waveform bounded 
between ±0.5 mA (i.e., 1 mA peak-to-peak), with the plotted field intensity representing the 
differential between these two extremes. Current flow simulations were performed using Soterix 
HD–Explore software. 
 
4.5. 16-bit EEG 
 This section contains two experiments using 16-bit EEG (Brain Products; BrainAmp MR 
Plus amplifiers). These experiments were equivalent in all respects other than the fact that the EEG 
was recorded with either 0.5 µV per bit resolution (±16.384 mV sampling range) or 10 µV per bit 
resolution (±327.680 mV sampling range). The sampling range was determined by the resolution 
multiplied by 216 (i.e., the 16 bits). In both experiments, participants completed the integration task 
with dot motion patches (Figure 4.1) under three tACS conditions: sham, alpha (10 Hz), and 
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gamma (45 Hz). Since the montage was always anti-phase (centre montage in Figure 4.2), tACS 
was expected to decouple activity between the two cerebral hemispheres and disrupt integration 
(i.e., leading to larger errors in motion averaging). A battery-driven device (neuroConn DC-
Stimulator Plus) was used to deliver tACS in Experiments 1 and 2. The experiment timelines are 
illustrated in Figure 4.3. 
 
 
Figure 4.3. Experimental timelines for the three random dot motion experiments. In Experiments 1 
and 2, three tACS conditions were delivered within a single session. Each of the trains of 
stimulation contained four successive blocks of tACS (4 minutes per block), interleaved by rests (1 
minute each). Since training effects were expected, the two active conditions (alpha, 10 Hz; gamma, 
45 Hz) were counterbalanced across participants (N = 23), with sham always occurring in the 
middle condition. In Experiments 1 and 2, EEG was recorded continuously throughout the entire 
session. In Experiment 3, the three tACS conditions took place in separate sessions (one week 
apart). All participants (N = 42) were exposed to the three conditions (i.e., fully within participants), 
counterbalanced across six possible condition sequences (sham now occurred equally often in the 
first, second, and third sessions). In Experiment 3, each session started with two training blocks (T1 
and T2; the latter with EEG recorded). Resting state data were collected at three time points (RS1, 
RS2, and RS3). Stimulation was delivered over three sequential blocks (8 minutes per block) 
interleaved by rests (1 minute each). Unlike Experiments 1 and 2, alpha and gamma tACS were 
instead delivered at the individual’s endogenous peak frequency established during T2. The 
numbers along the bottom indicate the time in minutes for each section. 
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4.5.1. Experiment 1 – EEG 
EEG amplifier saturation precluded online analysis with resolution set to 0.5 µV per bit (n = 
12), since the recordings would often exceed the sampling range (“clipping” at ±16 mV)—either at 
one extreme or both (see Figure 4.4 for examples). Some recordings did not exceed the sampling 
range per se, but still behaved in a strange manner—also deemed “clipped” for simplicity (Figure 
4.5). Indeed, very few sensors behaved in a way that made artefact removal feasible (Figure 4.5), 
with most of these sensors located on the midline (i.e., between the two tACS pads, and thus with 
smaller artefact amplitudes). Since the two tACS pads induced opposing artefacts, any EEG 
electrode positioned exactly between them would contain no artefact (under ideal conditions). 
 
 
Figure 4.4. Diverse EEG sensor behaviour during tACS. With 0.5 µV resolution EEG (±16 mV 
sampling range) during 1 mA peak-to-peak tACS, ~20% of sensors contained tACS artefacts that 
were sinusoidal. These were deemed “ideal” (black), since the artefacts could be feasibly removed. 
The same was true for “satisfactory” sensors (green), but they contained artefacts that violated 
sinusoidality beyond what would be expected from heartbeat and respiration modulations alone (see 
Chapter 3). Nevertheless, these “satisfactory” sensors (approximately 20%) at least contained 
periodic artefacts that closely resembled sinusoids. Approximately 20% of sensors behaved 
“strangely” (blue). The recordings did not exceed the sampling range (i.e., there was no “clipping” 
per se), but were clearly artefactual. Though these artefacts were also periodic, their waveforms 
were not close to sinusoidality at the frequency of tACS (10 Hz). The remaining sensors (~40%) 
contained artefacts that exceeded the sampling range, and demonstrated periodic flatness at ±16 mV 
(peak/trough; sometimes exceeding both extremes—resembling a square wave). All waveforms 
were normalised for plotting. 
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Figure 4.5. EEG amplifier saturation with sensor proximity to site of stimulation. In Experiment 1, 
the resolution was 0.5 µV per bit (±16 mV sampling range with 16-bit EEG). Approximately 60% 
of sensors exceeded the sampling range (“clipped;” including sensors behaving strangely; see 
Figure 4.4), mostly near the two tACS pads (i.e., near P7/P8). In Experiment 2, the resolution was 
10 µV per bit (±328 mV sampling range with 16-bit EEG), and so comparatively fewer EEG 
sensors were clipped. The amplitudes of artefacts observed during 1 mA peak-to-peak tACS in 
Experiment 2 (right) explain the severe clipping observed in Experiment 1: an amplitude of 16 mV 
corresponds to 4.2 in log base 10 (328 mV corresponds to 5.5). Note that any DC offset (positive or 
negative) would decrease the maximum (unclipped) artefact amplitude for any given sensor. 
 
4.5.2. Experiment 2 – EEG 
In decreasing the resolution to 10 µV per bit, most tACS artefacts no longer clipped the now 
extended sampling range (±328 mV; Figure 4.5). At first sight, the decreased resolution did not 
appear to be an issue, with the sham spectrum largely preserved irrespective of the 10 µV per bit 
quantization (Figure 4.6). However, previously identified amplitude modulations by heartbeat and 
respiration (typically less than 10 µV—the size of an event-related potential) might plausibly fall 
within a single quantized step. While these heartbeat- and respiration-locked effects may be 
recoverable from averaging large numbers of observations, the exact timing of these events (i.e., 
from simultaneously recorded heartbeat and respiration) remained unknown. Unlike the 24-bit EEG 
data used in Chapter 3— with resolution high enough to naively estimate these timings (see section 
3.7.7)—the comparatively lower resolution made naive identification impossible for these 
participants (n = 11). Amplitude modulations by heartbeat and respiration were nevertheless still 
detectable in the online EEG (Figure 4.7), supporting the Chapter 3 findings based on an 
independent dataset. 
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Figure 4.6. Quantization: The cost of range is resolution. (Top) An EEG signal (electrode POz) 
recorded with 0.5 µV resolution (black) was quantized to 10 µV (red; offset added for visibility). 
(Bottom) Despite the quantization, the EEG power spectrum remained largely unchanged (though 
this would no longer hold once the quantization noise floor encroaches upon the EEG power).  
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Figure 4.7. Spectral symmetry detectable even with 10 µV quantization. Heartbeat- and respiration-
related spectral symmetry is observable in the EEG even when the quantization is large. Spectra 
from five example participants (from 11) with some symmetry were chosen for plotting. For each 
participant (separate plot), the spectra from four EEG electrodes have been plotted (P3, P4, F3, and 
F4). Heartbeat-related peaks were detected at 0.9 Hz [a], 1.1 Hz [d], 1.3 Hz [b], and 1.5 Hz [c]. 
Critically, these peaks were not consistent across individuals, suggesting a physiological origin. 
Respiration-related peaks were subtler, but detectable at 0.3 Hz [b] and 0.4 Hz [e]. Not all 
participants or electrodes showed the same spectral peaks, which suggests the amplitude 
modulations occured at the individual sensor-level (though see Figure 4.9).  
 
4.5.3. Recording voltage output of tACS (Experiments 1 and 2) 
 A small side project was to record the output of the tACS device to verify whether changes 
in impedance (e.g., by heartbeat and respiration) introduce fluctuations in the voltage. Given the 
current-controlled nature of tACS, Ohm’s law dictates that any changes in impedance would 
necessitate proportional changes in voltage. This was something first proposed by Noury et al. 
(2016) as a possible way to form nonlinear templates of the tACS artefacts (though they only 
recorded the tACS current output, which by definition remains unchanged). A special device 
(Figure 4.8) was constructed for this purpose, but could only be used during Experiments 1 and 2 (a 
different tACS device was used in Experiment 3). Unfortunately, the online EEG data from 
Experiments 1 and 2 were either severely clipped (section 4.5.1) or severely quantized (section 
4.5.2), making it difficult to verify the utility of these recordings for artefact templating as proposed 
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by Noury et al. (2016). Nevertheless, spectral symmetry in the typical ranges of heart rate and 
breath rate was detectable at unique frequencies for most participants (Figure 4.9). This suggests 
that amplitude modulations originate at least at the stimulator-level via physiologically-derived 
impedance fluctuations (though almost assuredly also occur at the EEG sensor-level, since these too 
are in contact with the scalp; see Figure 4.7). See Appendix C for further discussion on the origin 
of these nonlinearities and other key advantages of recording the tACS output. 
 
 
Figure 4.8. Recording the voltage output of tACS. The potential difference (voltage drop) over a 
200 Ω resistor in series with the head (VAB) can be used to reconstruct the tACS current (as 
described by Noury et al., 2016). Voltage VAB will be sinusoidal within hardware precision, since 
the current is controlled and the impedance is fixed. However, the potential difference in series with 
the head (VAC) will scale with any changes in impedance between the two tACS pads—capturing 
any physiological rhythms in scalp impedance. The two voltage outputs were sampled continuously 
(1000 Hz) using a National Instruments Data Acquisition card (PC1–6221). 
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Figure 4.9. Spectral symmetry observed in the tACS voltage output. The average power spectra of 
the tACS voltage (VAC in Figure 4.8) across four blocks of tACS (10 Hz). An optimal sinusoid was 
first subtracted from the data to suppress power at the tACS frequency (as in Noury et al., 2016). 
For example, respiration-related peaks (and often the second harmonic) are visible at 0.2 Hz (18 and 
21), 0.3 Hz (8, 14, 15, and 20), and 0.6 Hz (5). Heartbeat-related peaks are visible at 0.9 Hz (10 and 
13), 1.1 Hz (8, 12, and 15), 1.2 Hz (5), 1.3 Hz (1, 7, 14, and 20), and 1.4 Hz (2, 4, and 11). 
Critically, the modulation frequencies were not consistent across participants (though some overlap 
is due to the 0.10 Hz resolution), suggesting a physiological origin. However, the true heart rate and 
breath rate were not known for these participants (unlike in Chapter 3), and so some symmetry 
may have been coincidental or have an alternate origin (e.g., hardware; Neuling et al., 2017). 
Additional spectra can be found in Appendix C. 
 
4.5.4. Null behavioural effect of tACS (Experiments 1 and 2) 
While the 16-bit Brain Products hardware precluded most EEG analyses, the two samples 
could be pooled (N = 23) to examine any behavioural effect of tACS (remembering that 
Experiments 1 and 2 differed only by the EEG recording range). A two-way repeated measures 
ANOVA was performed on participants’ circular standard deviation of errors (i.e., smaller 
dispersion indicating better motion integration), with condition order (first, second, and third) and 
block (first, second, third, and fourth) as factors. There were strong training effects observed both 
across the conditions [irrespective of tACS; F(2, 44) = 10.83, p < .001] and across blocks [F(3, 66) = 
8.49, p < .001]. These effects also interacted [F(6, 132) = 3.92, p = .001], whereby greater 
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improvement was observed across blocks in the first condition (p < .001), but not in the second (p = 
.747) or third (p = .457) condition. 
The same analysis was performed with tACS condition (alpha, sham, and gamma) and block 
(first, second, third, and fourth) as factors. While the effect of block was unchanged, as expected, 
there was now no significant difference between conditions [F(2, 44) = 0.89, p = .416] and no 
significant interaction [F(6, 132) = 1.61, p = .150]. Nevertheless, further analysis of the simple effects 
revealed the greatest improvement across the blocks during gamma tACS (p < .001), with no simple 
effect of block observed during alpha tACS (p = .432) or sham tACS (p = .773). Put another way, 
an effect of tACS was observed only in the first block (p = .001), with no differences among the 
remaining blocks (p = .386, p = .270, and p = .614, respectively). A comparison between these 
results and those of Experiment 3 (where the training effect was controlled) is provided in section 
4.6.3. 
 
4.6. 24-bit EEG 
 In hindsight, it is obvious why 24-bit EEG is needed for quality recordings during tACS: 
since artefact amplitudes are so large (even at 1 mA peak-to-peak intensity), the dynamic range 
needed to contain them (i.e., to avoid clipping) comes at the cost of resolution (i.e., a 16-bit EEG 
system must distribute quantized steps more sparsely in order to cover the larger sampling domain). 
Indeed, Noury et al. (2016) observed no clipping or warping of artefacts in their data (used in 
sections 3.5 to 3.8) using a 24-bit EEG system (NeurOne system; Mega Electronics), with tACS 
applied at the same intensity as in this study. For this reason, we chose to use 24-bit EEG for 
Experiment 3. The Biosemi EEG system (128-channel Biosemi ActiveTwo) has superior resolution 
(31.25 nV per bit) and a sampling range (±262.144 mV) that could tolerate most artefact amplitudes 
observed in Experiment 2 (see Figure 4.5). 
 
 4.6.1. Experiment 3 – Changes and consequences 
 As outlined above, the 24-bit EEG system (128-channel Biosemi ActiveTwo) was 
introduced in Experiment 3 to offer greater resolution and a wider recording range. The EEG 
system served its purpose well, with clipping comparable to that observed in Experiment 2 (see 
Figure 4.5). One of the major aims of this experiment, however, was to implement the artefact 
removal approach developed in Chapter 3 to assess online task-related spectral changes. However, 
the artefacts of tACS were not well behaved in this experiment, with seemingly variable frequency 
(see Figure 4.10). This unfortunately precluded online analysis with the templating approach 
established in Chapter 3 (which relies on a fixed frequency for the base template). This strange 
artefact behaviour could plausibly be due to small changes in the sampling rate of the EEG system, 
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or to erroneous output by the tACS device (Soterix Medical 1 × 1 tES stimulator connected to two 4 
× 1 multichannel HD adaptors; Figure 4.2), which was also introduced only for Experiment 3. 
Spatial filtering approaches for artefact removal might be viable in these circumstances, since the 
beamformer can suppress any collinear waveform (even one with variable frequency). However, 
spectral analyses on the source activity may contain residual tACS artefacts (see section 3.3.4), and 
these nonlinearities may be smeared by the variability in the fundamental frequency of tACS (i.e., 
there is no stable fundamental frequency about which the distinctive spectral symmetry can occur). 
 
 
Figure 4.10. Variable frequency of tACS artefacts precludes template fitting. (Top) Frequency 
estimates of tACS from two EEG electrodes (A12 and B9) are highly correlated (average absolute 
difference of 4.62 µHz). However, the frequency of the tACS artefact (claimed to be 43 Hz for this 
example participant) is neither accurate nor precise across epochs. It is unknown whether the source 
of this variability is due to the tACS output or to a variable EEG sampling rate (amplifier slew rate). 
Nevertheless, an optimal sinusoid cannot be fitted to these data well, since the template has a fixed 
frequency. (Bottom) The consequence of these (albeit small) frequency fluctuations across time is 
unacceptably large error after model subtraction, even within a single 5 s epoch (one representative 
epoch plotted).  
 
Since Experiments 1 and 2 (this chapter; section 4.5.3) and another previous tACS 
experiment (Chapter 2; sections 2.8 to 2.12) failed to modulate behavioural outcomes with 
participants each receiving the same frequencies of tACS, we chose to instead deliver tACS at the 
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individual alpha and gamma frequencies to try to maximise the chance of neural entrainment. 
(Under conditions of equal driving force, the endogenous oscillation will more readily couple to an 
external oscillator at or close to its intrinsic frequency—the Arnold tongue; Ali et al., 2013; 
Herrmann et al., 2016a; Thut et al., 2017.) Individual frequencies were determined by maximum 
imaginary coherence from 8–13 Hz (alpha peak) and 35–70 Hz (gamma peak) observed during the 
training period (T2 in Figure 4.3). This training period also provided a baseline measure for each 
session, allowing the anticipated training effect to be removed (see section 4.5.3) 
 
 4.6.2. Experiment 3 – Offline EEG 
 While the variable-frequency tACS artefacts precluded online analyses, the offline resting 
state periods either side of tACS could still be analysed (RS1 and RS2 in Figure 4.3). The resting 
state periods were epoched (10 s windows) and screened for outliers. The same criterion for 
inclusion was applied equally to epochs pre- and post-tACS: all epochs above the 75th percentile 
observed across pre-tACS epochs were removed for that EEG sensor. For power analyses, this was 
based on a frequency-free criterion: variance over time after detrending each epoch. This procedure 
was then performed separately for each sensor so as to adapt the inclusion criterion to the inherent 
sensor variance. Power was then averaged over all remaining epochs using Welch’s method 
(pwelch.m), and submitted to sensor-wise repeated-measures t-tests across participants (N = 42). A 
similar exclusion procedure was implemented for the coherence analyses, but was instead 
performed separately for each homologous sensor pair. Again, all epochs above the 75th percentile 
observed across pre-tACS epochs (this time using the real and imaginary parts of coherence) were 
removed for that EEG sensor pair. Power (Figure 4.11) and coherence (Figure 4.12) estimates 
were averaged across predefined frequency bands (alpha, 8–13 Hz; gamma, 35–70 Hz). 
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Figure 4.11. No power modulations by anti-phase tACS. An increase in EEG alpha power was 
uniquely observed after sham tACS, with no changes observed after either alpha or gamma tACS. 
This alpha increase during sham may be due to decreased arousal (i.e., drowsiness) with no 
continuous scalp sensations by tACS (i.e., thus unique to sham). A similar pattern of decreased 
gamma power was observed across all tACS conditions. Warmer colours represent increases in the 
post-tACS period (RS2) relative to the pre-tACS period (RS1). White dots represent significant t-
values at α = .05. 
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Figure 4.12. Interhemispheric coherence modulations by anti-phase tACS. Real frontal alpha 
coherence (8–13 Hz) increased after sham and alpha tACS, but not after gamma tACS. Instead, 
gamma tACS increased real parietal alpha coherence. This decoupling by anti-phase gamma tACS 
up-regulated real alpha coherence, but not alpha power (see Figure 4.11). This decoupling appeared 
to be largely frequency-specific, since central imaginary gamma coherence was boosted 
predominantly by anti-phase gamma tACS (with central decreases in real gamma coherence). 
Warmer colours represent increases in the post-tACS period (RS2) relative to the pre-tACS period 
(RS1). White dots represent significant t-values at α = .05. 
 
4.6.3. Experiment 3 – Possible behavioural effect of tACS 
During each experimental session, participants performed the same motion integration task 
(see Figure 4.1) while receiving one of sham, alpha, or gamma tACS, with participants assigned 
equally to one of the six condition sequences to counterbalance order effects. Each experimental 
session contained a practice block (with task feedback, T1 in Figure 4.3), a baseline block (without 
task feedback, T2 in Figure 4.3), three resting state periods (no task), and three blocks of 
stimulation (without task feedback). The practice block (T1) was conducted during experimental 
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setup. The baseline block (T2) was strategically included to capture the strong practice effects 
across experimental sessions (observed in previous iterations of this experiment; see section 4.5.3). 
To assess whether performance generally improved over time, a two-way repeated measures 
ANOVA was performed on participants’ circular standard deviation of errors (i.e., smaller 
dispersion indicating better motion integration), with session order (first, second, and third) and 
block (first, second, and third) as factors. The most pronounced effect was an improvement across 
the three blocks [F(2, 82) = 17.98, p < .001]. There was also a marginally significant main effect of 
session [i.e., irrespective of tACS; F(2, 82) = 2.67, p = .076], whereby error distributions were 
generally broader (i.e., worse performance) in earlier sessions. However, these factors also 
interacted [F(4, 164) = 2.50, p = .044], such that the within-session improvement was generally 
stronger in earlier sessions (first, p < .001; second, p = .003; and third, p = .500). These results are 
plotted in Figure 4.13B. 
The same analysis was performed with tACS condition (alpha, sham, and gamma) and block 
(first, second, and third) as factors. While the effect of block was unchanged, as expected, there was 
now no significant difference between conditions [F(2, 82) = 0.34, p = .709]. There was also no 
evidence for the hypothesised interaction [F(4, 164) = 0.53, p = .713]. Nevertheless, further analysis of 
the simple effects of block suggested a disruptive effect of alpha tACS (sham, p < .001; alpha, p = 
.039; and gamma, p < .001). Fortunately, the training period before tACS provided a means to 
baseline the distribution of errors per condition. To adjust for these strong practice effects, the 
circular standard deviation of errors observed during the training period was subtracted from that 
observed in the subsequent three blocks. The two-way repeated measures ANOVA was performed 
on the (adjusted) circular standard deviation of errors, with stimulation (alpha, sham, and gamma) 
and block (first, second, and third) as factors. While the effect of block was unchanged, there was 
now a marginal difference between conditions [F(2, 82) = 2.60, p = .080], with the worst performance 
observed during alpha tACS. This marginal main effect was driven by a difference between sham 
and alpha tACS [t(41) = 2.28, p = .023], with neither differing from gamma tACS (p = .203 and p = 
.316, respectively). Still, the hypothesised interaction remained non-significant [F(4, 164) = 0.53, p = 
.711] after adjusting for the training effect. Nevertheless, the simple effects of tACS appeared to 
strengthen over time (first block, p = .087; second block, p = .006; third block, p = .002). These 
results are plotted in Figure 4.13D. 
In Experiment 3, there was a significant rightward bias in weighting the two motion 
directions when estimating the average [t(41) = 2.70, p = .010], quantified by the absolute error 
between the reported average and the true left and right motion directions. This was significant for 
all tACS conditions: sham [t(41) = 2.19, p = .035], alpha [t(41) = 2.21, p = .033], and gamma [t(41) = 
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3.23, p = .002]. However, this effect did not interact with condition [F(2, 82) = 0.53, p = .589], 
suggesting this rightward bias was unrelated to stimulation. 
 
 
Figure 4.13. Behavioural results for Experiments 1 and 2 (pooled) versus Experiment 3. (Left) The 
order and condition effects observed during Experiments 1 and 2 (pooled). The strong practice 
effects (A) may have obfuscated some subtle effect of tACS, with a simple effect of tACS observed 
only in the first block (C) and a simple effect of block observed only during gamma tACS (red). 
(Right) The order and condition effects observed during Experiment 3. There were also strong 
practice effects (B), but these could be largely removed by baselining performance to the pre-tACS 
training block (T2 in Figure 4.2). The adjusted scores (dispersion of errors) revealed a weak effect 
of tACS, with worse performance (greater error dispersion) during alpha tACS. For all panels, black 
asterisks along the x-axis indicate simple effects of condition (* p < .05; ** p < .01; *** p < .001); 
coloured asterisks along the y-axis indicate simple effects of block (colour corresponding to the 
condition: sham, black; alpha, blue; gamma, red). For panels A–C, dispersion is the circular 
standard deviation of the error distribution (adjusted values instead plotted in panel D). 
 
4.7. Weak effects and weak currents 
 There was no compelling behavioural effect of tACS in either version of this experiment, 
even when controlling for training effects (Experiment 3, section 4.6.3). While the simple effects of 
tACS suggest some plausible differences, they themselves do not differ significantly (i.e., all 
interactions remained non-significant). This mirrors exactly what was reported in Chapter 2 (Bland 
et al., 2018). The reason for these weak (or null) effects of tACS might simply be due to the weak 
electrical fields that tACS induces in cortex. As shown in Figure 4.2, realistic current flow 
simulations suggest the maximum field differential achieved by tACS at the 1 mA peak-to-peak 
intensity used throughout this thesis is close to 0.1 V/m, which is in line with other simulations 
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(e.g., Miranda et al., 2006, 2013; Datta et al., 2009, 2013; Sadlier et al., 2010; Alekseichuk et al., 
2018b; see also Modolo et al., 2018) and invasive measurements during stimulation at similar 
intensities (≤ 0.5 V/m; Opitz et al., 2016, 2017; Huang et al., 2017; Lafon et al., 2017; Chhatbar et 
al., 2018; Ruhnau et al., 2018; Vöröslakos et al., 2018). The values plotted in Figure 4.2 are liberal 
estimates based only on tACS between its two extrema (1 mA tDCS equivalent). Because of its 
sinusoidal waveform, 1 mA zero-to-peak tACS has an average directionless current of 2/π mA 
compared with 1 mA tDCS (i.e., as low as 1/π mA for 1 mA peak-to-peak tACS). The average 
directionless voltage gradient may therefore be closer to 0.05/π V/m across the experiments in this 
thesis, comparable to other studies reporting null effects (e.g., 0.02 V/m; Lafon et al., 2017). 
Much work suggests greater field intensities than reported above are required to influence 
neural activity (Radman et al., 2009; Ozen et al., 2010; Anastassiou et al., 2011; Reato et al., 2013; 
Vöröslakos et al., 2018), even under ideal conditions of frequency-matched and phase-aligned 
currents (~0.25 V/m; Francis et al., 2003; Reato et al., 2010). Even greater field intensities may be 
required to influence network rhythms (0.5–5 V/m; Priori, 2003; Anastassiou et al., 2010; Fröhlich 
and McCormick, 2010; Ozen et al., 2010; Berényi et al., 2012; Ruohonen and Karhu, 2012; 
Vöröslakos et al., 2018). Thus, the voltage gradients induced here may be at least an order of 
magnitude smaller than are required to reliably affect the targeted oscillating neural networks (for a 
comprehensive review, see Liu et al., 2018), providing a likely explanation for the null results of 
tACS observed throughout this thesis (see also section 5.4). 
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Chapter 5 – General Discussion 
 
5.1. Chapter overview 
The number of publications utilising transcranial alternating current stimulation (tACS) has 
been rapidly increasing over the past five years, likely due to its affordability and adaptability. 
Meta-analysis demonstrates that behavioural effects of tACS are not easily attributable to a 
publication bias (Schutter and Wischnewski, 2016). Nevertheless, it remains a challenge for the 
field to reconcile observed effects of tACS with the very weak currents that reach cortex. To 
minimise the contribution of false positives to this growing literature, there is a real need for 
replication and large-sample studies, especially with concurrent electrophysiological recordings. 
While electrophysiological effects of tACS are commonly observed in studies using magneto- or 
electro-encephalography (M/EEG), these too often are under-sampled. While online effects of tACS 
are largely frequency-specific, offline effects are highly varied and frequency-unspecific—
challenging an entrainment account (frequency-tuning). At the very worst, the latter is consistent 
with a large contribution of false positives (since “effects” would be uniformly distributed in the 
frequency domain); at best, our understanding of how (and to what extent) tACS affects 
endogenous neural activity beyond stimulation is poor. Secondary to this issue, online spectral 
analyses are themselves complicated by large artefacts in the M/EEG. The nonlinear characteristics 
of these artefacts can induce spectral symmetry around the frequency of tACS, which may 
contribute to false-positive evidence for neural entrainment. This is a plausible explanation for why 
online effects of tACS have greater frequency-specificity (i.e., they may contain residual artefact 
which occurs fundamentally at or near the frequency of tACS). Time-varying approaches to artefact 
modelling will pave the way toward good online evidence for entrainment, as will innovations in 
the way tACS is applied. Amplitude-modulated tACS may provide the critical advancement for 
breaking the nexus between endogenous brain oscillations and artefacts of tACS. 
 
5.2. Reliability of tACS effects 
 Over the past ten years, the cumulative body of publications referencing transcranial 
alternating current stimulation (tACS) has increased by about 50% each year (Figure 5.1). While 
only a minority of these publications have actually used tACS experimentally, its use and utility as 
a neuromodulator is clearly of great interest to researchers. Its affordability and adaptability make it 
an appealing tool for studying the functions of neural oscillations causally, but understanding its 
effects and mechanisms of action is far from straightforward (Fertonani and Miniussi, 2017). While 
tACS boasts a series of successes across a range of topics (section 1.4.3), these findings are usually 
based on small samples, with very few independent replications (Bestmann and Walsh, 2017). For 
	 110	
this reason, it remains largely unknown to what extent tACS can reliably influence behavioural 
outcomes and produce electrophysiological effects (whether online or aftereffects) at conventional 
current intensities (0.5–2 mA; Liu et al., 2018). One recent attempt to quantify through meta-
analysis the effect of tACS on a range of cognitive phenomena showed a reliable (albeit small) 
effect size (Schutter and Wischnewski, 2016). The authors analysed 51 sham-controlled 
experiments (average sample size: N = 17) and estimated a “fail-safe” number of 1031.5, indicating 
that 1032 unpublished non-significant (“file-drawer”) experiments would be needed to render the 
observed effect non-significant. For this reason, it is not easy to attribute the observed behavioural 
effects of tACS entirely to a publication bias. 
 
 
Figure 5.1. The number of publications referencing transcranial alternating current stimulation. 
The number of Google Scholar hits for articles containing exact matches for “transcranial 
alternating current stimulation” and the abbreviation “tACS” between 2008 and that year. These 
terms first came in to use around 2008 (e.g., Antal et al., 2008).  
 
 The likelihood of observing an effect of tACS appears to increase with stimulation intensity 
and by tuning the frequency of tACS to the targeted endogenous oscillation (Schutter and 
Wischnewski, 2016)—findings that are expected given an entrainment-mediated effect of tACS on 
behaviour. However, there is no clear pattern of frequency-specificity across the few studies that 
have assessed tACS-dependent spectral aftereffects in electrophysiological recordings (i.e., 
outlasting stimulation; Figure 5.2). Veniero et al. (2015) identified 33 experiments that assessed 
tACS aftereffects in the M/EEG, with only mixed evidence for frequency-tuning (predominantly in 
the delta and alpha bands, which are the most popular frequency bands for stimulation). While some 
of these findings may reflect true cross-frequency interactions (e.g., alpha tACS may genuinely 
suppress gamma activity; section 1.3.4), frequency-unspecific tACS aftereffects may also reflect 
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effects through alternative mechanisms (e.g., plasticity) or false positives (which are uniformly 
distributed across frequency bands). Similarly, evidence for frequency-tuning may arise from the 
analysed bands themselves (e.g., only assessing alpha activity after alpha tACS). Since entrainment 
“echoes” are detectable for at most a few cycles after stimulation offset (e.g., Marshall et al., 2006; 
Hanslmayr et al., 2014), longer-term aftereffects are almost assuredly the result of more complex 
processes beyond entrainment (e.g., Zaehle et al., 2010; Vossen et al., 2015; Wischnewski and 
Schutter, 2017) not yet fully understood (see section 1.4.5). 
 
 
Figure 5.2. Aftereffects of tACS show only limited frequency-tuning. A scatterplot of effect 
frequency (e.g., power/coherence modulation) observed in the M/EEG by stimulation frequency 
(i.e., that of transcranial alternating current stimulation, tACS, or oscillating transcranial direct 
current stimulation, otDCS—a sinusoidal waveform with a DC offset). Circles above the horizontal 
line indicate observed increases. Null effects are not included; nor has consideration been given to 
restricted analyses (e.g., failing to assess frequency bands that do not contain the stimulation 
frequency). For example, a study employing alpha tACS may only assess changes in the alpha band, 
thus forcing either a null or frequency-specific effect. Consequently, this figure over-represents 
positive findings and may also over-represent frequency-dependencies. Figure reproduced from 
Veniero et al. (2015) under the terms of the Creative Commons Attribution License, with minor 
changes. 
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 There is evidence that online entrainment and tACS aftereffects are not entirely unrelated 
(e.g., Helfrich et al., 2014a,b; section 1.4.5). However, unlike aftereffects, online tACS effects 
predominate in narrow frequency bands, and are thus more in line with an entrainment account. For 
example, Helfrich et al. (2014b) showed that alpha power during 10 Hz tACS predicted alpha 
power outlasting tACS (i.e., the aftereffect), but that alpha power was more peaked during 
stimulation (i.e., the “endogenous” peaks coincided with the tACS frequency). This suggests that 
the two effects, while related, do not simply reflect the same effect of tACS on endogenous activity: 
the online effect may reflect entrainment (and thus high frequency-specificity), and the aftereffect 
may reflect other mechanisms (with a more broadly affected spectrum). For example, tACS-
entrained spike timing may lead to spike timing dependent plasticity in the targeted network (see 
Vossen et al., 2015). Though considering the work by Noury et al. (2016), the moving-average 
template procedure used by Helfrich et al. (2014b) may have left residual artefacts of tACS in the 
EEG (see section 3.3). A less interesting explanation for the authors observing a frequency-tuning 
effect online is that the artefact was not completely removed (i.e., the individual spectral peaks did 
not reflect endogenous activity). Understanding the extent to which tACS modulates endogenous 
activity online—and thus the extent to which online effects mediate aftereffects—depends on the 
validity of these artefact-cleaning procedures. This is clearly not yet a solved problem. 
 
5.3. Dealing with tACS artefacts 
As outlined in Chapter 3, there currently exists no approach that can fully remove artefacts 
of tACS from concurrent M/EEG. It is therefore plausible that residual artefacts contribute false 
positive evidence for online entrainment by tACS (Noury et al., 2016; Noury and Siegel, 2017, 
2018). The contributions of heartbeat- and respiration-related nonlinearities are largely accountable 
during mono-sinusoidal tACS if their timing is known or estimable (sections 3.5 to 3.8), but even 
this novel approach is imperfect. Instead, there have been some creative attempts to make tACS 
artefacts easier to deal with by applying non-sinusoidal currents. For example, sawtooth tACS is 
piecewise linear (Dowsett and Herrmann, 2016), which in principle makes it easy to template and 
subtract using a similar approach to Helfrich et al. (2014b). However, it too (and indeed any 
current-controlled tACS waveform) will be nonlinearly modulated by respiration and heartbeat. 
Unfortunately, complex tACS waveforms almost always make these nonlinear modulations less 
traceable than mono-sinusoidal tACS—though critically will be present during any current-
controlled tACS because of Ohm’s law. For this reason, voltage-controlled tACS may provide a 
useful tool in the future to continuously compensate for ongoing (and cyclical) impedance changes. 
Another alternative is to purposely modulate the amplitude of tACS at the frequency of 
interest (amplitude-modulated, AM–tACS; Witkowski et al., 2016). By introducing the critical 
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frequency (e.g., 10 Hz) as the envelope of a higher-frequency carrier wave (e.g., 220 Hz; itself not 
of physiological importance), the M/EEG spectrum in principle becomes contaminated over a range 
of frequencies that are not of interest to the researcher—breaking the nexus between the 
endogenous spectrum of interest and the artefactual tACS spectrum (Figure 5.3). There is growing 
evidence that AM–tACS can entrain oscillations at the frequency of the envelope (Chander et al., 
2016; Witkowski et al., 2016; Minami and Amano, 2017), though may require greater stimulation 
intensities (Negahbani et al., 2018) than mono-sinusoidal tACS. Unfortunately, some artefact still 
remains at the modulation frequency, likely arising from additional nonlinearities at the level of the 
stimulator or recording hardware (Kasten et al., 2018b) or from the analog/digital conversion 
(Minami and Amano, 2017). Without these hardware nonlinearities, AM–tACS would well tolerate 
heartbeat- and respiration-related modulations (Figure 5.3), with the physiologically derived 
symmetry also occurring around the 220 Hz carrier—clever use of the type of AM–tACS can 
minimise this symmetry, even delivered with the same envelope frequency (see Appendix D). 
 
 
Figure 5.3. Mono-sinusoidal versus amplitude-modulated tACS. (Left) 10 Hz mono-sinusoidal 
tACS with heartbeat- and respiration-related amplitude modulations introduces spectral symmetry 
around the frequencies of interest (i.e., alpha; artefactual spectral peaks in red). The true EEG 
spectrum is in black. (Right) Amplitude-modulated tACS (here a 10 Hz envelope, red, on a 220 Hz 
carrier, black) with heartbeat- and respiration-related amplitude modulations introduces spectral 
symmetry around the carrier frequency (i.e., 220 Hz, inset), but does not contaminate the true EEG 
spectrum in the alpha band (power spectra are overlapping from 1 to 20 Hz). Artefacts of tACS 
were simulated only with heartbeat- and respiration-related amplitude modulations, and so no 
further nonlinearities are apparent during AM–tACS as reported elsewhere (e.g., Minami and 
Amano, 2017; Kasten et al., 2018b). 
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5.4. The tACS paradox 
The “tACS paradox” (Asamoah et al., 2018) is the apparent conflict between the many 
reported effects of tACS (both behavioural and electrophysiological) at conventional current 
intensities (0.5–2 mA) despite the very low electric fields induced in cortex (typically less than 0.5 
V/m)—perhaps too low to reasonably affect neural oscillations (see section 4.7). These low voltage 
gradients have been used to explain null results (e.g., Lafon et al., 2017), and may be the reason for 
well-powered failures to replicate (e.g., Fekete et al., 2018). The community has been cognizant of 
the relatively weak electric fields reaching cortex during transcranial electric stimulation (tES) since 
György Buzsáki showed little more than 10% of the current applied at the scalp was detected by 
implanted electrodes in a cadaver (Underwood, 2016), with the vast majority of the current instead 
shunting across the scalp and skull (as simulated by Miranda et al., 2006; see also Appendix B). 
This was a particularly rousing claim for the tES community since it was around the time that 
transcranial direct current stimulation (tDCS) was also shown through meta-analysis to have little to 
no effect (Horvath et al., 2015a,b; but see Antal et al., 2015). 
More recently, Vöröslakos et al. (2018) showed that ~25% of scalp-applied (transcutaneous) 
currents reach the brain, and that stimulation intensities of 4–6 mA are needed to reliably modulate 
ongoing neural activity in the EEG. The authors applied stimulation via repetitive short 10 µs pulses 
with a 1 Hz amplitude modulation (conceptually similar to AM–tACS), allowing the online 
assessment of ongoing EEG activity by the phase of the slower envelope. The greatest modulation 
was observed in the alpha band, phase-locked to the envelope extrema (i.e., the points of maximal 
stimulation intensity), with effects observed only when induced voltage gradients were greater than 
1 V/m. At these intensities, however, tACS causes problematic secondary effects including: a 
burning sensation under the electrodes, dizziness, induced oscillating light and noise sources 
(reported at 1 Hz; the envelope frequency), and a metallic taste (Vöröslakos et al., 2018). For these 
reasons, most tES researchers use a maximum intensity of 2 mA. While tES researchers have never 
claimed that the low voltage gradients induced in cortex are strong enough to evoke action 
potentials (see section 1.4.1; Jackson et al., 2016; Ruhnau et al., 2018), these weak electric fields 
may be insufficient to even bias neural activity (Lafon et al., 2017; Vöröslakos et al., 2018)—hence 
the apparent paradox. At 2 mA (the upper boundary of conventional stimulation intensities), 
Vöröslakos et al. (2018) observed voltage gradients in cortex near at most 0.3 V/m, with no 
modulation of neural activity by tACS. 
Recent attempts to reconcile this paradox posit that some observed effects may be mediated 
instead through the transcutaneous stimulation of peripheral nerves. For example, physiological 
tremor in healthy volunteers has been shown to synchronise to tACS applied over motor cortex at 
the tremor frequency (Khatoun et al., 2018b). However, unpublished work (Asamoah et al., 2018; 
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Khatoun et al., 2018a; McLaughlin et al., 2018) demonstrates that this synchronisation still 
manifests when tACS is instead applied to the contralateral arm (transcranial mechanism blocked), 
yet is mitigated when the scalp is numbed under the tACS pads (transcutaneous mechanism 
blocked). This suggests that tACS–tremor entrainment is driven by a transcutaneous and not a 
transcranial mechanism. The authors speculate that other tACS findings may also be mediated via 
transcutaneous stimulation of peripheral nerves or other indirect mechanisms, essentially resolving 
this apparent paradox. For example, tACS-induced phosphenes via inadvertent retinal stimulation 
(e.g., Schutter and Hortensius, 2010) may in turn entrain occipital oscillations at the frequency of 
tACS (Khatoun et al., 2018b). 
 
5.5. The tACS challenge 
 In January 2018, a workshop titled “Perturbing and Enhancing Perception and Action using 
Oscillating Neural Stimulation” took place at the Medical Research Council Cognition and Brain 
Sciences Unit in Cambridge, UK. From this workshop originated a multi-centre initiative—with 
Andrea Antal, Til Ole Bergmann, Nir Grossman, Simon Hanslmayr, Carlo Miniussi, Gregor Thut, 
and Benedikt Zoefel as its founders—to design and test a paradigm that could establish an effect of 
tACS attributable to the entrainment of neural oscillations: the “tACS challenge.” In December 
2018, a workshop titled “Transcranial Brain Stimulation in Cognitive Neuroscience” took place at 
the Centre for Mind/Brain Sciences in Rovereto, Italy. At this workshop, the initiative’s goal was 
updated: to design and test a paradigm that could establish an effect of tACS ascribable to cyclical 
changes in current polarity (i.e., not entrainment per se), and many candidate paradigms were 
discussed by the workshop attendees. 
 While most of the experiment specifications still remain under discussion, the paradigm 
with the popular vote aims to test visual detection thresholds by the phase of externally applied 
occipital alpha oscillations (e.g., Helfrich et al., 2014b; see also section 1.4.3). Two of the versions 
of this experiment would use either a central Cz–Oz tACS montage or an Oz HD–tACS equivalent 
with visual stimuli presented centrally (Figure 5.4), precluding any hemifield-specific effects (a 
core principle of Bergmann’s original winning proposal). Instead, I propose a PO7–PO8 tACS 
montage that stimulates the cerebral hemispheres in anti-phase, with visual stimuli occurring 
randomly in either visual hemifield. In this case, the general principle of alpha phase and detection 
thresholds is still testable, but detection should depend on the alpha phase in the contralateral 
hemisphere (i.e., testing an alpha laterality effect; e.g., Brignani et al., 2013, but with no need to 
apply tACS laterally). A major benefit of this version is that it also contains an internal replication, 
since the anti-phase currents between cerebral hemispheres should render the alpha phase 
modulations on accuracy anti-correlated between visual hemifields (Figure 5.4). Current flow 
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simulations suggest the strongest parieto-occipital voltage gradients with the PO7–PO8 montage, 
and with less frontal stimulation than the Cz–Oz montage (Figure 5.5). 
 
 
Figure 5.4. The tACS challenge: A proposed paradigm. The proposal to assess visual detection 
thresholds by the phase of externally applied occipital alpha oscillations (left) is extended to both 
visual hemifields by stimulating the two cerebral hemispheres in anti-phase (right). Since the two 
cerebral hemispheres always have opposite phases, the alpha phase modulations to performance 
should be anti-correlated for stimuli presented in the two visual hemifields, providing an internal 
replication of the phase modulation. The simpler two-electrode montages have the added benefit of 
more labs having the necessary equipment; the Cz–Oz montage may be more susceptible to 
phosphenes than the HD– and PO7–PO8 tACS montages (see Figure 5.5). Accuracy is plotted with 
respect to the instantaneous phase of the current at the black electrode (per montage). The colour 
indicates the location of stimuli used to compute accuracy (i.e., left hemisphere, red; right 
hemisphere, blue; central, purple).  
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Figure 5.5. The tACS challenge: Current distributions. The Cz–Oz montage (left) may be more 
susceptible to phosphenes than the HD– (middle) and PO7–PO8 (right) montages. The top view 
(middle row) shows the greatest frontal voltage gradients for the Cz–Oz montage; the back view 
(bottom row) shows the greatest parieto-occipital voltage gradients for the PO7–PO8 montage. 
Current flow simulations were performed using Soterix HD–Explore software, assuming a 1 mA 
zero-to-peak intensity. 
 
For many reasons, this initiative is an invaluable endeavour for the community of tACS 
researchers and could not come at a better time. Many tACS users have reported failures to replicate 
published results or find significant but novel effects of tACS (and this has certainly been a theme 
of my own research). Perhaps for this reason, the tACS community appears highly motivated to 
contribute to this initiative, reflected by the large number of pledges to partake in data collection 
(currently > 40 independent labs). The statistical power achievable by this multi-centre initiative 
will render its findings that much more impactful, especially since the paradigm and tACS 
protocol(s) employed will be approved by the leaders of the field. The community of tACS 
researchers (and tES more generally) is cognizant of what could be considered crises in our field: 
the immediate need for replication and large-sample studies (though this is certainly not a problem 
unique to non-invasive brain stimulation research; e.g., Button et al., 2013; see also Open Science 
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Collaboration, 2015), and the feasibility of observing such effects given the weak currents that 
reach cortex using conventional tES parameters (e.g., Vöröslakos et al., 2018). This multi-centre 
initiative has an opportunity to quash such qualms. 
Below I outline what I consider to be important considerations for this multi-centre initiative 
so as to maximise its utility. The first is preregistration of preprocessing and analysis pipelines. This 
is thankfully already gaining traction in the psychological sciences (along with other open science 
ideals): the best way to ensure the results of this project are trustworthy is to eliminate analysis-
related questionable research practices. Anticipating the outcome of this project, the second 
consideration is that of insurance against dismissal. It is tempting to maximise the current intensity 
so as to maximise the chance of detecting an effect, but assuming an effect of tACS is identified 
(remembering this would be an experiment with incredible statistical power), using an 
unconventional intensity (say greater than 2 mA) might leave the majority of tACS findings to date 
still vulnerable to dismissal. Instead, a positive finding would be more meaningful if it were a result 
of a conventional intensity (e.g., 1 mA peak-to-peak). In the case of a null result, tACS protocols 
with greater current intensities may still have promise. The third consideration is something that 
was discussed in great detail in Italy, but was a surprisingly polarising issue: piloting. Put simply, 
should the paradigm be first piloted for a ‘promising’ effect? Personally, the answer is obvious: 
absolutely, unequivocally no. In my opinion, the motivation behind the multi-centre initiative is to 
establish a paradigm that should work a priori. It seems highly problematic to base this judgement 
on a trend observed in a small pilot sample (is this not the very reason this initiative exists?), and 
wholly unscientific if these ‘promising’ pilot data were included in the final analysis. For this 
reason, I believe the initiative needs to focus on developing a paradigm that should work and pilot it 
only for technical issues. Surprisingly, it was also suggested that since there would be such a large 
sample, it could be split up to test multiple paradigms. In my view, this would defeat the purpose of 
the initiative. Lastly, concurrent EEG should be recorded throughout (and ideally for all 
participants), with pre- and post-tACS periods for the assessment of spectral aftereffects: something 
as simple as an alpha power increase after alpha tACS (e.g., Neuling et al., 2013) has a high-
powered failed replication (Fekete et al., 2018). The assessment of interhemispheric EEG alpha 
coherence would also be interesting if the PO7–PO8 tACS montage was used: it is not yet clear 
whether anti-phase currents increase (e.g., Strüber et al., 2014) or decrease (Helfrich et al., 2014a) 
coherence. 
While perhaps not appropriate for a multi-centre initiative, there do exist experiments that 
can probe the presence of tACS-entrained brain oscillations without the need to deal with the 
inevitable artefacts of tACS in concurrent electrophysiological recordings. For example, TMS-
evoked phosphenes from primary visual cortex or motor evoked potentials (MEPs) from stimulating 
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primary motor cortex can reliably probe the phase of endogenous cortical oscillations (i.e., the 
visual alpha rhythm: Dugué et al., 2011; Samaha et al., 2016; the motor mu rhythm: Zrenner et al., 
2018; Schaworonkow et al., 2019). Therefore, these phase-dependencies should be detectable both 
online to the exogenous phase of tACS (e.g., MEP amplitude; Raco et al., 2016) and immediately 
after its offset (offline; i.e., the hypothesised entrainment echo). Two example experiments are 
illustrated in Figure 5.6, and both would demonstrate very good evidence for tACS-entrained 
neural oscillations (the original goal of the multi-centre initiative; the tACS challenge). 
 
 
Figure 5.6. Probing a tACS entrainment echo with transcranial magnetic stimulation. The phase of 
the endogenous mu rhythm in primary motor cortex or the alpha rhythm in primary visual cortex 
predict the response to transcranial magnetic stimulation (TMS). Therefore, tACS-entrained 
oscillations should demonstrate the same phase-dependencies (i.e., dependent on the exogenous 
phase of tACS). These effects may be demonstrated during tACS (online; i.e., entrainment or 
modulations in cortical excitability by tACS) and immediately after its offset (offline; i.e., genuine 
echo of entrainment). Phase-dependencies beyond the tACS period provide very good evidence for 
the entrainment of an oscillation. 
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5.6. Overview and future directions 
 Most studies employing tACS have focused predominantly on amplitude, frequency, and 
phase effects at a single target area (see section 1.4.3). The use of multi-site (or HD–) tACS as a 
way to target inter-regional communication is a relatively new idea (achieved first by Polanía et al., 
2012; for reviews, see Saturnino et al., 2017; Tan et al., 2018). In Chapter 2, in- and anti-phase 
HD–tACS montages were used to couple (0°-lag) or decouple (180°-lag) the two cerebral 
hemispheres near gamma frequencies (40 Hz) identified as behaviourally relevant in a multiple 
object tracking (MOT) study with EEG. This was a failed conceptual replication of Helfrich et al. 
(2014a), since these authors showed perceptual and interhemispheric coherence changes using the 
same tACS montages (also applied at 40 Hz). Considering that our null tACS result is not easily 
attributable to a lack of statistical power (N = 40 in Bland et al., 2018; N = 14 in Helfrich et al., 
2014a), a well-powered direct replication of Helfrich et al. (2014a) would provide good evidence 
that the reported perceptual effects are feasible despite the weak voltage gradients in cortex (~0.1 
V/m based on current flow modelling; see Figures 2.11 and 4.2).  
A similar failure to disrupt interhemispheric integration was reported in Chapter 4, with 
anti-phase montages used to maximise cortical current flow. Under an entrainment view, matching 
the frequency of tACS to the targeted oscillation should be more effective in modulating neural 
oscillations and behavioural outcomes (e.g., Schutter and Wischnewski, 2016). In Chapter 4, using 
the same frequencies for alpha (10 Hz) and gamma (45 Hz) across participants (N = 23) revealed no 
main effect of tACS on interhemispheric motion integration errors (p = .416), but the main effect of 
tACS was marginally significant (p = .080) when these frequencies were tailored to the individual 
alpha and gamma frequencies (N = 42). While it is difficult to determine whether this reflects a real 
difference in tACS efficacy, tailoring the tACS frequency to the individual may indeed be worth the 
effort. An assessment of electrophysiological and behavioural outcomes with and without this 
individualisation would be of great value to the field. 
With growing interest in the use of tACS to target oscillating neural networks (Saturnino et 
al., 2017; Tan et al., 2018), greater control over ongoing phase relationships may be desirable. 
Using a single tACS device, any stimulating electrodes (even within a high-density montage) must 
either have an in-phase or anti-phase relationship—and any electrode with an in-phase relationship 
must have some other anti-phase relationship with an electrode elsewhere. This restricts the 
coupling of network nodes to a zero-lag relationship—though often a small delay is hypothesised 
because of conduction delays (see Bastos et al., 2015b). At a sufficiently high frequency (or across 
a sufficiently large distance), this phase-lag may actually correspond to an anti-phase relationship 
(and thus a facilitation of communication via anti-phase tACS; e.g., Tseng et al., 2016). Using two 
independent tACS devices that share a common return, Polanía et al. (2015) successfully induced 
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phase relationships in 30°-lag increments between frontal and parietal areas (55 Hz tACS with a 6 
Hz envelope; AM–tACS), demonstrating the greatest benefit to decision making with a 60°-lag (at 
55 Hz, parietal areas ~3 ms behind frontal areas). Implanted electrodes during dual-device tACS 
detect interesting properties of current flow with different phase-lags (Alekseichuk et al., 2018a). At 
lags other than 0° and 180° (as used throughout this thesis), the location of maximal voltage 
gradient is not consistent throughout the entire tACS cycle—the interacting current sources instead 
generate a “travelling wave.” In future, dual-device tACS may enable the design of novel 
stimulation protocols not achievable with a single device (e.g., purposely inducing a 10 Hz 
oscillation that propagates directionally from parietal to frontal areas). If the two devices can apply 
AM–tACS (as in Polanía et al., 2015, though no EEG was recorded), then online 
electrophysiological recordings may be salvageable. 
In Chapter 3, heartbeat- and respiration-locked models of amplitude and phase modulations 
of tACS artefacts were used to successfully suppress the spectral symmetry otherwise observed in 
contaminated M/EEG data. While no existing method is perfect (Noury et al., 2016), these time-
varying template approaches may pave the way toward salvaging electrophysiological recordings 
during mono-sinusoidal tACS. In Chapter 4, the heartbeat- and respiration-related amplitude 
modulations were identified in an independent EEG dataset, and recordings of the tACS voltage 
output (which scales with scalp impedance fluctuations) confirm these amplitude modulations occur 
at least at the stimulator/device level. Unfortunately, Chapter 4 illustrates that establishing an 
environment suitable for concurrent EEG–tACS is itself a difficult problem. EEG amplifiers need to 
have sufficient resolution (i.e., to capture the nonlinear modulations to the tACS artefacts) and 
range (i.e., to fully capture the artefacts without them clipping) to make concurrent EEG–tACS 
feasible. Even small changes in the tACS artefact frequency (either from errors in the stimulator 
output or a time-varying EEG sampling rate) make it impossible to fit good templates to the 
artefact. In these circumstances, imperfect approaches (like beamforming) are the only option. 
However, even if residual artefacts of tACS remain, assessing difference scores may still be 
viable—provided the artefact can reasonably be considered equal across the two conditions (e.g., 
Kasten et al., 2018a; Noury and Siegel, 2018). 
 
5.7. Conclusions 
 Transcranial alternating current stimulation (tACS) is a promising tool to engage and disrupt 
oscillating neural networks, with the potential to provide a causal perspective on the roles of 
oscillations in neural processing and inter-regional brain communication. Nevertheless, there 
remain important unanswered questions for the field: Are effects of tACS the result of neural 
entrainment, plasticity-related mechanisms, or both? Can artefacts of tACS and its nonlinear 
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modulations be successfully removed from concurrent electrophysiological recordings? If not, are 
there alternative ways to deliver cyclical currents that offer this possibility? Can the weak cortical 
currents detected during tACS feasibly entrain neural oscillations in humans? If not, can alternative 
(indirect) mechanisms explain some of the electrophysiological or behavioural effects (e.g., cranial 
nerve stimulation, phosphenes)? Based upon the work presented in this thesis, answers to these 
questions will require a concerted effort by the community of tACS researchers. There is an urgent 
need for well-powered replications of existing findings, for the design and implementation of well-
controlled experiments that probe neural entrainment, for the preregistration of preprocessing 
procedures and analyses, and for open access to data. 
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Appendix A 
 
A.1. Fitting sinusoidal models 
Assuming an artefact of transcranial alternating current stimulation (tACS) is approximately 
mono-sinusoidal, there exists an optimal sinusoidal template that well approximates it. Given data 𝑑 
of length 𝑛, form column vectors for the artefactual recording 𝑠 over time 𝑡 given the sampling 
frequency 𝐹𝑠. 
 
 𝑠!×! =  𝑑!⋮𝑑! , 𝑡!×! =  1⋮𝑛 × 1𝐹𝑠 
 
A sinusoidal model for the artefact 𝑠 (i.e., sharing the same dimensions as 𝑠!×!) over time t is: 
 𝑠!×! = 𝛼 sin 2𝜋𝑡𝐹 + 𝜙 + 𝑏 
 
where 𝛼, 𝜙, and 𝑏 represent the unknowns: amplitude, phase, and baseline (all to be solved). 
Provided a good estimate for the frequency F, the squared cost for fitting this optimal sinusoid to an 
artefact of tACS is convex over 𝛼, 𝜙, and 𝑏 (i.e., a global minimum will always be found; see 
Figure A1). Thankfully, a good estimate for F is always available (i.e., the frequency of tACS, 
which is usually close to the true frequency; though see A.2 and C.4). 
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Figure A1. Fitting an optimal sinusoid is a (mostly) convex problem. Squared cost 𝐽 𝜃  of a fitted 
sinusoid with small changes in the parameters 𝜃 : 𝛼  (amplitude), 𝜙  (phase), 𝑏  (bias), and F 
(frequency) when all other parameters are known constants. The costs for amplitude (green) and 
bias (blue) are convex for all values, the cost of phase (red) is convex around its true value ± π, and 
the cost for frequency (black) is locally convex close to its true value (though is not strictly convex 
as it has other minima that are not the global minimum). Cost for all parameters has been 
standardised for plotting. 
 
This convexity is desirable for finding a stable (reliable) solution. However, with the 
parameter 𝜙 inside a sine function, gradient descent (or nonlinear regression) would be needed to 
converge on this solution. Instead, consider the alternate model 𝑠 over time t: 
 𝑠!×! = 𝛼! sin 2𝜋𝑡𝐹 + 𝛼! cos 2𝜋𝑡𝐹 + 𝑏 
 
This is equivalent to the previous model, since the linear combination of sine and cosine waves is 
equivalent to a single sine wave with a phase shift and scaled amplitude (harmonic addition 
theorem; Oo and Gan, 2012). Now, 𝜙 has been replaced with an additional amplitude estimate, and 
all unknowns have been removed from the trigonometric functions (remembering that 𝐹  is 
presumed known). The original 𝛼 and 𝜙 can be reconstructed as such: 
	 148	𝛼 =  𝛼!! + 𝛼!!, 𝜙 = atan2(𝛼!,𝛼!) 
 
Since there are now no unknowns inside the trigonometric functions, use ordinary least squares to 
solve the normal equations for the parameters 𝜃—entirely removing the need for gradient descent. 𝑇 denotes the matrix transpose. 
 𝜃!×! = (𝑋!𝑋)!!𝑋!𝑠, min𝜃  𝐽 𝜃 =  (𝑠! 𝑛 − 𝑠(𝑛))! !  
 
Above, the predictor matrix 𝑋 of size 𝑛 × 3 is used to find the parameters 𝜃 over time t that 
minimise the squared error cost function 𝐽. Let the first column of 𝑋 be one for all samples 
(representing the bias). Now, let the second and third columns of 𝑋 equal the sine and cosine 
components over 𝑡: sin 2𝜋𝑡𝐹  and cos 2𝜋𝑡𝐹 , respectively.  
 
𝑋!×! =  1 sin (2𝜋𝐹𝑡!) cos (2𝜋𝐹𝑡!)⋮ ⋮ ⋮1 sin (2𝜋𝐹𝑡!) cos (2𝜋𝐹𝑡!) , 𝑠!×! =  𝑋𝜃 
 
The tACS model 𝑠 can be reconstructed as the matrix multiplication of 𝑋 and 𝜃. Equivalently, its 
original form can be reconstructed with: 
 𝑏 = 𝜃!, 𝛼 =  (𝜃!)! + (𝜃!)!, 𝜙 =  atan2(𝜃!,𝜃!) 
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A.2. Estimating frequency 
The process outlined in A.1 works very well for fitting optimal sinusoids to mono-sinusoidal 
tACS artefacts. In MATLAB, a cost function for the model might be: 
 
function [cost] = sinecost(data,Fs,guessF) 
%SINECOST computes the cost of the model given the data, sampling 
frequency (Fs), and frequency estimate for the sinusoidal 
component (guessF). 
% 
 
data = data(:); 
t = [1:length(data)]/Fs; 
X = ones(size(t,2),3); 
X(:,2) = sin(guessF*2*pi*t); 
X(:,3) = cos(guessF*2*pi*t); 
theta = pinv(X.'*X)*X.'*data; % Equivalently, X\data 
cost = var(X*theta - data); 
end 
 
Using the Nelder–Mead simplex algorithm (native to MATLAB: fminsearch), the optimal tACS 
frequency can also be estimated, given the claimed tACS frequency (guessF) as a starting point: 
 
OPTIONS = optimset(' TolX',1e-12); % exit based on frequency 
[estF,~] = fminsearch(@(F)sinecost(data,Fs,F),guessF,OPTIONS); 
 
 This quickly converges on the frequency that provides the optimal four-parameter sinusoidal 
model. With the aim of improving these estimates, I speculated that adding harmonics of the tACS 
frequency might help (since these were present in the contaminated M/EEG spectra). To achieve 
this, I augmented the tACS harmonics as columns to 𝑋, making the cost function:  
 
function [cost] = sinecostMulti(data,Fs,harmonics,guessF) 
%SINECOST computes the cost of the model given the data, sampling 
frequency (Fs), the number of harmonics, and frequency estimate 
for the fundamental component (guessF). 
% 
  
data = data(:); 
t = [1:length(data)]/Fs; % These sample times need not be uniform 
X = ones(size(t,2),3 + harmonics*2); 
X(:,2) = sin(guessF*2*pi*t); 
X(:,3) = cos(guessF*2*pi*t); 
for h = 1:harmonics 
    X(:,2*h + 2) = sin(guessF*(1+h)*2*pi*t); 
    X(:,2*h + 3) = cos(guessF*(1+h)*2*pi*t); 
end 
theta = pinv(X.'*X)*X.'*data; 
cost = var(X*theta - data); 
end 
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The Nelder–Mead simplex algorithm can now converge on the optimal parameters with respect to 
both the tACS fundamental frequency and its chosen harmonics. 
 
A.3. Stumbling across least-squares spectral analysis 
At this point, I realised that any frequencies could be added as columns to 𝑋: there was 
nothing special about the use of harmonics. Unaware of this at the time, this was the basis of least 
squares spectral analysis (Vaníček, 1969). Put another way, computing the least squares power 
spectrum from 0.1–100 Hz is much like modeling a tACS artefact with a fundamental frequency of 
0.1 Hz with 999 harmonics! Of course, there is also no need for the recording to actually contain an 
artefact. Adapting the same code from before: 
 
function [Pxx,F,theta,X] = LSSA(data,F,Fs) 
%LSSA computes the least squares spectrum of the data, across 
frequencies F, with sampling frequency Fs. This version assumes 
uniform sampling. 
    %[Pxx,F,theta,X] = LSSA(data,F,Fs) 
% 
  
data = data(:); 
F = F(:); 
t = [1:length(data)]/Fs; % These sample times need not be uniform 
X = ones(size(t,2),3+2*length(F)); 
for h = 1:length(F) 
    X(:,2*h) = sin(2*pi*t*F(h)); 
    X(:,2*h + 1) = cos(2*pi*t*F(h)); 
end 
theta = pinv(X.'*X)*X.'*data; 
for h = 1:length(F) 
    Pxx(h) = sqrt(theta(2*h).^2 + theta(2*h + 1).^2); 
end 
 
Unlike Fourier approaches, least squares spectral analysis has some really useful tolerances: 
[1] sampling can be non-uniform (or some samples can be completely missing), [2] the sampling 
frequency can change over time, [3] the spectrum can be regularised to avoid overfitting to noise, 
and [4] there is no need for recordings to have lengths of powers of 2. For example, [1] is very 
useful if there are large, brief artefacts in the recordings (e.g., blinks, TMS pulses). The samples 
over which these events occur can just be removed from the time vector, and the spectrum can be 
computed as though still continuous (see Figure A2 for an example). This is not possible with 
Fourier-based spectral analysis. In the context of modelling artefacts of tACS, weights can be 
loaded onto the diagonal of the covariance matrix (i.e., regularisation) to suppress overfitting to 
non-tACS frequencies (i.e., the true brain activity). These weights could plausibly be determined by 
that observed during artefact-free recordings. Computationally, this is simple given the weights 
(lambda, with zeros at tACS frequencies): 
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theta = pinv(X.'*X + diag(lambda,0))*X.'*data; 
 
 
Figure A2. Least squares spectral analysis deals well with ‘missing’ samples. Since least squares 
spectral analysis depends on the linearly optimised squared cost of many sinusoids, it can be 
computed irrespective of uniform sample time (as long as these sample times are known). Here, the 
recording from 0.3–0.4 s can just be removed (trimmed; yellow) and the least squares power is 
computed as though this artefactual period was never recorded, which well approximates the true 
spectrum (blue) computed over the whole recording but with no artefact present. Computing the 
least squares power without removing this artefactual period (orange; visible only from 0.3–0.4 s) 
contaminates the power spectrum from 0.1–25 Hz. The true, artefactual, and trimmed recordings are 
overlapping everywhere except from 0.3–0.4 s. 
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Appendix B 
 
B.1. Field intensity and the cost of focality 
Multichannel stimulators have made transcranial electric stimulation (tES) easily modifiable 
for patient use and anatomical targeting (e.g., Richardson et al., 2015; Dmochowski et al., 2017). 
Integrated caps (e.g., Soterix Medical, used in Chapter 4) have EEG sensors that can be replaced 
with stimulating electrodes, offering arbitrary tES montage configurations. High-density (HD) 
montages can also be made without using multichannel stimulators: the stimulator output can be 
split among many individual anodes and cathodes using multiple Y-connectors (e.g., used in 
Chapter 2; Bland et al., 2018). The seemingly endless complexity offered by HD–tES montages is 
appealing, especially for targeting oscillating neural networks with multiple nodes. However, care 
must be taken not to overcrowd the scalp: most transcutaneously delivered current will shunt across 
the scalp (Vöröslakos et al., 2018), especially when inter-electrode distance is reduced (e.g., Faria et 
al., 2011). The generally smaller inter-electrode distances may thus worsen this shunting during 
HD– or focal tES (e.g., concentric ring montage, Bortoletto et al., 2016; 4 × 1 focused montage, 
Khatoun et al., 2018b). To demonstrate this, six HD focal montages centred at Cz with different 
inter-electrode distances (Figure B1) were modelled using highly realistic current flow simulations 
(Soterix HD-Explore software) at 1 mA peak-to-zero intensity. 
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Figure B1. Focal montages with varying inter-electrode distances. The six different 4 × 1 focused 
montages, each with four peripheral electrodes (blue) increasing in distance from the central target 
(red, Cz). Since any difference in head circumference would change the true inter-electrode 
distance, the montages instead differ by “adjacency.” Adjacency corresponds to the anode–cathode 
(or centre–peripheral) electrode distance in terms of the number of EEG electrodes, using the 
Modified Combinatorial Nomenclature for the 10–10 system (Klem et al., 1999; ~3 cm per 
electrode). To double the number of simulated montages, 45° rotations were also used (i.e., non-
integer adjacencies approximated by square grid diagonals). 
 
Current flow simulations were performed separately for three individual adult males (all 
neurologically healthy) as well as for the MNI–152 composite (based on structural scans of 152 
neurologically healthy participants from the Montreal Neurological Institute at McGill University). 
For all simulations, increasing the inter-electrode distance (or “adjacency”): increased the field 
intensity induced in the targeted cortex (Figure B2), increased the maximum field intensity induced 
anywhere in the brain (Figure B3), and increased the depth of this observed maximum (i.e., deeper 
structures were stimulated; Figure B4). For these montages, adjacency corresponds to the anode–
cathode distance in terms of the number of EEG electrodes using the Modified Combinatorial 
Nomenclature for the 10–10 system (Klem et al., 1999; ~3 cm per electrode). Together, these 
results show a strong contribution of inter-electrode distance on the proportion of current shunting 
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through the scalp. While HD–tES montages provide increased focality, the electrode proximity 
(e.g., 2.5 cm; Bortoletto et al., 2016) may result in comparatively lower voltage gradients in cortex. 
 
 
Figure B2. Field intensity at target location by inter-electrode distance. For each of the six 
montages, the cortical field intensity (voltage gradient; V/m) detected at two symmetrical target 
locations was averaged (one recording from each cerebral hemisphere; under Cz). The two MNI 
coordinates were: {±4, 0, 70; Adult Male 1}, {±4, –40, 50; Adult Male 2}, {±8, –35, 65; Adult 
Male 3}, and {±4, 0, 70; Standard MNI–152}; left–right symmetrical in the two cerebral 
hemispheres (i.e., x-coordinate symmetry). Because of anatomical differences between individuals, 
the field intensity could not be detected from the exact same MNI coordinates (though was kept 
constant for each individual across the six montages). To make all individuals comparable for 
plotting, adjacency was used rather than the measured inter-electrode distance (which would depend 
on head circumference). 
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Figure B3. Maximum field intensity by inter-electrode distance. The maximum field intensity 
(voltage gradient; V/m) detected anywhere in the brain was recorded for each of the six montages. 
This maximum was typically detected in cortical tissue superficially under/near the central 
electrode, though was generally deeper with increased adjacency (see Figure B4). 
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Figure B4. Depth of maximum field intensity by inter-electrode distance. As in Figure B3, the 
maximum field intensity (voltage gradient; V/m) detected anywhere in the brain was recorded for 
each of the six montages. The axial MNI coordinate probes the depth of stimulation: a horizontal 
plane (z-coordinate; MNI system) with the origin defined by the anterior commissure (i.e., near the 
centre of the brain). Higher z-coordinates therefore represent the maximum field intensity occurring 
more superficially (i.e., closer to the surface, Cz). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	 157	
Appendix C 
 
C.1. The many benefits of measuring tACS output 
Most researchers would implicitly trust that a transcranial alternating current stimulator 
(tACS) outputs exactly what is advertised (e.g., a 10 Hz sinusoidal waveform). Without concurrent 
electrophysiological recordings, it is difficult to verify this unless the tACS output is recorded 
directly (e.g., with an oscilloscope). Below, I outline three valuable uses of recording the tACS 
output I encountered during my PhD: identifying nonlinear modulations to tACS voltage by 
heartbeat- and respiration-related scalp impedance fluctuations (C.2), diagnosing faulty stimulators 
(C.3), and estimating the true frequency of tACS for improved templating (C.4).  
As described in Chapter 4, the stimulator output (e.g., neuroConn DC-Stimulator Plus) can 
be sampled by a data acquisition system (Figure 4.8; National Instruments Data Acquisition card; 
PC1–6221). This device (Figure C1) was purpose-built by David Lloyd for me to capture scalp 
impedance fluctuations by heartbeat and respiration. The potential difference (voltage drop) over a 
resistor in series with the head (VAB) can be used to reconstruct the tACS current. The voltage VAB 
will be sinusoidal within hardware precision, since tACS is current-controlled and the impedance is 
fixed. However, the potential difference in series with the head (VAC) will scale with any changes in 
impedance between the two tACS pads—capturing any physiological rhythms in scalp impedance. 
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Figure C1. Purpose-built device to measure the stimulator output. The tACS output is sampled by 
this device by feeding the native “anodal” (red arrows) and “cathodal” (blue arrows) wires through 
the white Y-connectors. As described in Figure 4.8 (inset), the voltage potential over a resistor 
(visible when the device is opened; right) in series with the head (VAB) can be used to reconstruct 
the tACS current, since the impedance is fixed (200 Ω). However, the current-controlled voltage 
potential in parallel with the head (VAC) will scale with any changes in scalp impedance (i.e., due to 
Ohm’s law).  
 
C.2. Impedance fluctuations 
As shown in Figure 4.9, the voltage VAC (parallel to the head) shows spectral symmetry 
around 10 Hz (the frequency of tACS during the alpha condition; N = 23) that likely reflects 
heartbeat- and respiration-related impedance modulations. Though there is also symmetry around 
45 Hz (the frequency of tACS during the gamma condition; N = 23), it is less obvious (Figure C2), 
perhaps because of high-frequency noise from the stimulator (see Appendix C.3). Reassuringly, no 
symmetry is apparent in the recording of the tACS output in series with the head (i.e., with constant 
resistance; Figures C3 and C4), and the power spectra are consistently more peaked at the tACS 
frequency, suggesting no infraslow (< 0.2 Hz) amplitude modulations. However, the true heart rate 
and breath rate were not known for these participants (unlike in Chapter 3), and so some symmetry 
may have been coincidental or have an alternate origin (e.g., hardware; Neuling et al., 2017). For 
example, when tACS is delivered to a dummy head (i.e., with constant resistance), small peaks are 
still detectable around the tACS frequency (Figure C5), and can show symmetry that resembles 
heartbeat- and respiration-related modulations. Unlike the physiologically-derived symmetry, 
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however, the hardware-derived symmetry appears to occur at the same frequencies (even across 
independent devices), and so cannot explain the variations observed in Chapter 4. 
 
 
Figure C2. Heartbeat- and respiration-related impedance modulations during 45 Hz tACS. The 
same as in Figure 4.9 (10 Hz tACS), but with tACS instead applied at 45 Hz. Spectral symmetry is 
present for most participants, though is less obvious than in Figure 4.9—perhaps because of high-
frequency noise in the tACS output (see Appendix C.3). Figure position represents the same 
participants as in Figure 4.9. However, the true heart rate and breath rate were not known for these 
participants (unlike in Chapter 3), and so some symmetry may have been coincidental or have an 
alternate origin (e.g., hardware; Neuling et al., 2017). 
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Figure C3. No spectral symmetry when voltage is in series to the head (10 Hz tACS). The same as 
in Figure 4.9, but of the voltage in series to the head (VAB). The tACS frequency (10 Hz) is 
markedly more peaked for all participants, suggesting the absence of any low-frequency amplitude 
and phase modulations (i.e., via heartbeat- and respiration-related scalp impedance fluctuations). As 
expected, there is no apparent symmetry above the noise floor for any participant. 
 
 
 
 
	 161	
 
Figure C4. No spectral symmetry when voltage is in series to the head (45 Hz tACS). The same as 
in Figure C3, but with tACS applied at 45 Hz. The tACS frequency (45 Hz) is markedly more 
peaked for all participants (compared to Figure C2), suggesting the absence of any low-frequency 
amplitude and phase modulations (i.e., via heartbeat- and respiration-related scalp impedance 
fluctuations). As expected, there is no apparent symmetry above the noise floor for any participant, 
though some subtle symmetry at ±1 Hz may have a hardware origin (see Figure C5). 
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Figure C5. Spectral peaks around tACS frequency when applied to dummy head. The voltage 
output was recorded during 10 Hz tACS applied to dummy heads with different fixed resistances 
(i.e., no possibility for impedance fluctuations): 3.0 kΩ, 5.8 kΩ, and 10.2 kΩ. An optimal sinusoid 
was subtracted from these recordings to suppress the main peak at 10 Hz, and revealed very subtle 
but consistent symmetry around the frequency of tACS. This symmetry is reminiscent of a heartbeat 
modulation at 1 Hz, and is likely the result of hardware nonlinearities or imperfections in the tACS 
output. At first, this may appear to challenge a physiological origin of the spectral symmetry 
previously observed (e.g., Figures 4.9 and C2), but these spectral side-peaks did not consistently 
occur at ±1 Hz and ±2 Hz (instead differing across participants). 
 
C.3. Faulty devices 
 Four neuroConn DC-Stimulator Plus devices were available for testing with the data 
acquisition system (Figures 4.8 and C1). The Soterix stimulator used in Chapter 4 could not be 
tested as its output could not be sampled before reaching the scalp. All neuroConn devices were 
tested during 1 mA tDCS and 1 mA peak-to-peak 10 Hz tACS for one minute, with 5 s ramp 
up/down periods. These protocols were each delivered across three resistance loads: 3.0 kΩ, 5.8 kΩ, 
and 10.2 kΩ (i.e., six measurements per stimulator). The two newest devices (~2 months and ~6 
months use) behaved largely as expected during both tDCS and tACS, though with some high-
frequency noise and spectral peaks that may contaminate concurrent M/EEG at unexpected 
frequencies (Figures C5 and C6). The two older devices (~5 years use) behaved very strangely, 
with one device outputting a constant voltage (2–6V, depending on resistance) even before 
stimulation was triggered to begin (Figure C7) and the other device outputting a phase-locked high-
frequency burst during 10 Hz tACS (Figure C8).  
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Figure C6. Even newer stimulators output imperfect waveforms. (Top) Power spectra of tACS 
output delivered by two neuroConn devices to a dummy head (5.8 kΩ resistance; 10 Hz at 1 mA 
peak-to-peak intensity). Identical spectra are observed for the first (blue; ~2 months use) and second 
(black; ~6 months use) device, even at frequencies that are not harmonics of the tACS frequency. 
(Bottom) Power spectra of tDCS output delivered by the same two devices (5.8 kΩ resistance; 0 Hz 
at 1 mA intensity). The two tDCS spectra have very similar patterns, though the frequencies do not 
exactly match (ideally, the tDCS waveform has no discernible spectral peaks). 
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Figure C7. Older neuroConn device #1. When turned on (idle) but before stimulation was 
triggered, this stimulator outputted a constant voltage (~2–6V, scaling with the resistance; output 
across 5.8 kΩ resistor plotted). The output was also very noisy (akin to transcranial random noise 
stimulation). 
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Figure C8. Older neuroConn device #2. This stimulator could output tDCS with much less noise 
than the other older deice (output across 5.8 kΩ resistor plotted; compare to Figure C7), though 
with an obvious 38 Hz component. However, the tACS waveform had bursts of high-frequency 
noise phase-locked to the troughs. This high-frequency noise appeared to occur beyond a negative 
voltage boundary (approximately –2V), and therefore worsened with increasing resistance (output 
across 5.8 kΩ resistor plotted). 
 
C.4. Frequency estimation 
 During tACS, the frequency of the induced AC is never exactly equal to the claimed 
frequency. Even if the true frequency is close, any small error will result in poor artefact templates, 
especially over longer time periods or at higher frequencies of tACS (Figure C9). Thankfully, 
frequency can be estimated with high accuracy from concurrent electrophysiological recordings 
(Appendix A), though the presence of brain signals in the M/EEG will always contribute some 
amount of error. Instead, the tACS output (free from brain signals) can be used to estimate the 
frequency (as in Noury et al., 2016). 
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Figure C9. Sinusoidal template subtractions without optimising frequency. The true frequency of 
tACS was ~200 µHz above 10 Hz (the claimed frequency), and any failure to account for this 
discrepancy will result in an increasingly poor fit toward the extremes of the recording. Subtracting 
an optimal 10 Hz template (left, blue) results in larger variance near the extremes compared to 
subtracting an optimal template at the optimal frequency (right, black). This affects the remaining 
power near the frequency of tACS. 
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Appendix D 
 
D.1. Amplitude-modulated tACS 
 In principle, amplitude-modulated tACS (AM–tACS) provides a method of entraining brain 
oscillations at some critical frequency without contaminating concurrent electrophysiological 
recordings near that frequency. This is achieved by introducing a variable envelope to a high-
frequency carrier signal, with spectral symmetry instead occurring around the carrier frequency 
(Figures 5.3 and C10). Alternative approaches to how this amplitude modulation is implemented 
will determine where this symmetry occurs, and where any inevitable nonlinearities from heartbeat- 
and respiration-related modulations (which will still occur during AM–tACS) are to be expected. To 
illustrate this, two types of envelope were added to a carrier signal, with and without scalp 
impedance fluctuations by heartbeat and respiration. The artefacts were computed with the 
following formulae: 
 𝐴𝑟𝑡 = 𝛼 12+ sin 2𝜋𝑡𝐹!"2 × sin 2𝜋𝑡𝐹! ,      𝐴𝑟𝑡 = 𝛼 sin 𝜋𝑡𝐹!" +  𝜋4 × sin 2𝜋𝑡𝐹!  
 
The artefact amplitude is 𝛼, with the frequency of the amplitude modulation (FAM) and fundamental 
carrier (FF) equal to 10 Hz and 220 Hz, respectively.  
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Figure C10. Alternate amplitude modulations for tACS. The same fundamental frequency (FF = 
220 Hz) and amplitude modulation (FAM = 10 Hz) were used to generate both versions of AM–
tACS, each with the same amplitude 𝛼 (envelope in red). (Left) The traditional way to implement 
AM–tACS. Artefactual peaks occur at FF and FF ± FAM, with heartbeat- and respiration-related 
symmetry occurring around each of these three peaks (blue). (Right) An alternate way to implement 
AM–tACS. Artefactual peaks occur only at FF ± 0.5FAM, with heartbeat- and respiration-related 
symmetry occurring around each of these two peaks (black). Because no peak occurs at FF, 
endogenous activity may be recoverable near this frequency (and lower-frequency carriers may thus 
become viable). Note that a phase-shift of 0.25π was added in the alternate approach to align the 
envelope with that of the first approach. 
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Appendix E 
 
E.1. Ethical clearance 
 The works contributing to this thesis comply with the provisions contained in the National 
Statement on Ethical Conduct in Human Research and with the regulations governing 
experimentation on humans. The University of Queensland’s Medical Research Ethics Committee 
granted approval: #2015001407 – “Using rhythmic non-invasive brain stimulation to modulate 
neural oscillations.” 
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