For a contraction C 0 -semigroup on a separable Hilbert space, the decay rate is estimated by using the weak Poincaré inequalities for the symmetric and anti-symmetric part of the generator. As applications, non-exponential convergence rate is characterized for a class of degenerate diffusion processes, so that the study of hypocoercivity is extended. Concrete examples are presented.
Introduction
Let (E, F , µ) be a probability space and let (E , D(E )) be the quadratic form associated with a Markov semigroup P t on L 2 (µ). The weak Poincaré inequality with rate function α : (0, ∞) → (0, ∞) was introduced in [20] to describe the following convergence rate of P t to µ: ξ(t) := sup
Var µ (P t f ), t > 0.
Explicit correspondence between α and ξ has been presented in [20] . In particular, the weak Poincaré inequality (1.1) is always available for elliptic diffusion processes. However, it does not hold when the Dirichlet form is reducible. A typical example is the stochastic Hamiltonian system on R d × R d :
where B t is the Brownian motion on R d , ∇ (1) is the gradient operator in the first component x ∈ R d , and V ∈ C 2 (R d ) satisfies
for some constant M > 0 and Z(V ) := R d e −V (x) dx < ∞. In this case the invariant probability measure of the diffusion process is µ = µ 1 × µ 2 , where µ 1 (dx) = Z(V )
−1 e −V (x) dx and µ 2 is the standard Gaussian measure on R d . Let ∇ (2) be the gradient operator in the second component y ∈ R d . Then the associated energy form satisfies E (f, f ) = µ(|∇ (2) f | 2 ), and is thus reducible.
On the other hand, according to C. Villani [24] , if the Poincaré inequality
holds for some constant c 1 > 0, then the Markov semigroup P t associated with (1.2) converges exponentially to µ in the sense that
holds for some constants c 2 , λ > 0, where and in the following, µ(f ) := f dµ for f ∈ L 1 (µ). If the gradient estimate |∇P t f | 2 ≤ K(t)P t f 2 holds for some function K : (0, ∞) → (0, ∞), see [15, 26] for concrete estimates, we obtain the L 2 -exponential convergence
for some constants c, λ > 0, which has been derived in [12] using the idea of [8] . See e.g. [1, 8, 10, 11, 12, 15, 25, 26] and references within for further results on exponential convergence and regularity estimates of P t . Recently, Hu and Wang [16] prove the sub-exponential convergence by using the weak Poincaré inequality (1.6) Var
for some decreasing function α : (0, ∞) → (0, ∞), where f osc := ess µ sup f − ess µ inf f. According to [16, Theorem 3.6] , (1.6) implies
for some constant c 2 > 0 and ξ(t) := inf s > 0 : t ≥ −α(s) log s , t ≥ 0.
Again, if the gradient estimate |∇P t f | 2 ≤ K(t)P t f 2 holds then this implies
for some constant c 1 > 0. In particular, if α is bounded so that (1.6) reduces to (1.4) with c 1 = α ∞ , we obtain the exponential convergence as in the previous case.
In this paper we aim to introduce weak Poincaré inequalities to estimate the convergence rate for more general degenerate diffusion semigroups where µ 2 is not necessarily a Gaussian measure. Consider the following degenerate SDE for (
where
are the gradient operators in components x ∈ R d 1 and y ∈ R d 2 respectively. It is easy to see that the generator of solutions to (1.9) is dissipative in L 2 (µ), where µ := µ 1 × µ 2 for probability measures
; see the beginning of Section 3 for details.
Since the coefficients of the SDE (1.9) are locally Lipschitz continuous, for any initial point z = (x, y) ∈ R d 1 +d 2 , the SDE has a unique solution (X z t , Y z t ) up to life time ζ z . Let P t be the associated (sub-) Markov semigroup, i.e.
To ensure the non-explosion of the solution and the convergence of the L 2 -Markov semigroup P t to µ, we make the following assumption.
(H) QQ * is invertible, there exists a constant M > 0 such that
According to [20, Theorem 3.1] , there exist two decreasing functions α 1 , α 2 : (0, ∞) → [1, ∞) such that the weak Poincaré inequality (1.12) Var
holds for i = 1, 2. We have the following result on the convergence rate of P t to µ. Theorem 1.1. Let V 1 and V 2 satisfy (H). Then the solution to (1.9) is non-explosive and µ is an invariant probability measure of the associated Markov semigroup P t . Moreover, there exist constants c 1 , c 2 > 0 such that (1.8) holds for
which goes to 0 as t → ∞.
|y| 2 the measure µ 2 reduces to the standard Gaussian measure as in [16] . In this case, we may repeat the argument in the proof of [16, Theorem 3.6 ] to prove (1.7) for (1.14)
ξ(t) = inf r > 0 : c 2 t ≥ α 1 (r) log 1 r , t > 0, and thus extend the main result in [16] to the case that
Since in this case we have α 2 ≡ 1, the convergence rate in Theorem 1.1 becomes
which is in general worse than that in (1.14). However, the argument in [16] heavily depends on the specific V 2 (y) = , and is hard to extend to a general setting as in (H). Nevertheless, we would hope to improve the convergence rate in Theorem 1.1 such that (1.14) is covered for bounded α 2 .
(2) Theorem 1.1 also applies to the following SDE for (X t ,Ȳ t ) on R d 1 +d 2 for some invertible
2 )(Ȳ t ), and
* , we see that the SDE (1.9) is equivalent to (1.15).
To illustrate Theorem 1.1, we consider the following example with some concrete convergence rates of P t . Example 1.1. We write f ∼ g for real functions f and g on
ε 2 for some constants κ, ε > 0, (1.8) holds with
for some constants c 1 , c 2 > 0. If, in particular, δ, ε ≥ 1 then P t converges to µ exponentially fast.
log(1 + |y| 2 ) for some constant p > 0, (1.8) holds with
log(e + t)
for some constant c > 0 and
2 ) + p log log(e + |y| 2 ) for some constants p > 1, (1.8) holds with ξ(t) = c 1 log(e + t) 1−p · log log(e 2 + t)
for some constants c > 0.
ε 2 for some constants k, ε > 0, (1.8) holds with
for some constant c > 0.
2 ) + p log log(e + |y| 2 ) for some constant p > 1, (1.8) holds with ξ(t) = c log(e + t)
2 ) + q log log(e + |x| 2 ) for some q > 0.
log(1 + |y| 2 ) for some constant p > 0, (1.8) holds with ξ(t) = c log(e + t)
log(1 + |y| 2 ) + p log log(e + |y| 2 ) for some constant p > 1, (1.8) holds with ξ(t) = c log log(e 2 + t)
In the next section we present a general result on the weak hypocoercivity for C 0 -semigroups on Hilbert spaces, which is then used in Section 3 to prove Theorem 1.1 and Example 1.1.
A general framework
Let (H, ·, · , · ) be a separable Hilbert space, let (L, D(L)) be a densely defined linear operator generating a C 0 -contraction semigroup P t = e tL . We aim to investigate the decay rate of P t of type
where ξ is a decreasing function with ξ(∞) := lim t→∞ ξ(t) = 0, and Ψ : H → [0, ∞] is a functional such that the set {f ∈ H : Ψ(f ) < ∞} is dense in H.
Main result
Following the line of e.g. [8, 12] , we assume that L decomposes into symmetric and antisymmetric part:
where D is a core of (L, D(L)), S is symmetric and A is antisymmetric. Then both (S, D) and (A, D) are closable in H. Let (S, D(S)) and (A, D(A)) be their closures. These two operators are linked to the orthogonal decomposition H = H 1 ⊕H 2 in the following assumptions, where
are the orthogonal projections. 
are are self-adjoint. Furthermore, the latter one is injective and surjective (with range equal to H) and admits a bounded linear inverse. We define the operator B with domain
is also bounded and has a unique extension to a bounded linear operator (B, H). By e.g. [18, Theorem 5.1.9], we have
Consequently, B ≤ 1 and
We shall need the following two more assumptions.
(H3) We assume D ⊂ D(G). Furthermore, there exists a constant N ≥ 1 such that
Theorem 2.1. Assume (H1)-(H4) and let Ψ satisfy
If the weak Poincaré inequalities
Preparations
Lemma 2.2. Under (H1)-(H3), we have
Combining this with
we obtain (2.7) for f ∈ D, and hence for all f ∈ H since D is dense in H and the operators B, π 2 are bounded. Next, combining (2.11) with π 1 B = B and
we obtain
which is equivalent to (2.8).
Moreover, by the symmetry of S, antisymmetry of A, Sπ 1 = 0, and B = π 1 B, we obtain from (2.8) that for any f ∈ D,
Since D is dense in D(L) and B is bounded, this implies (2.9).
Finally, by π 1 B = B, Sπ 1 = 0, the definition of B and (H3), for f ∈ D we have
By the boundedness of (1 + G)
, this implies (2.10).
Next, we need the following result on weak Poincaré inequality for subordinated operators. Let ν be a Lévy measure on [0, ∞) such that
is a Bernstein function. Let (S 0 , D(S 0 )) be a non-negative definite self-adjoint operator. We intend to establish the weak Poincaré inequality for the form φ ν (S 0 )f, f in terms of that for S 0 f, f . The Nash type and super Poincaré inequalities have already been investigated in [2, 21] . Recently, sub-exponential decay for subordinated semigroups was studied in [6] , where φ ν is assumed to satisfy
However, this condition excludes φ ν (s) := s 1+s
which is indeed what we need in the proof of Theorem 2.1. 
holds for some decreasing α : (0, ∞) → (0, ∞), where
In particular, for ν(ds) = e −s ds such that φ ν (s) = s 1+s
, we have
. By (2.12) and (2.13), for any f ∈ D(A 0 ),
Therefore,
This implies the desired inequality.
In the proof of Theorem 1.1 (see Section 3 below), to verify (H3) we check the following two inequalities:
The first inequality is easy to check there, see Section 3, the first part in the proof of (H3). 
Proof of Theorem 2.1
Proof. For any ε ∈ [0, 1), let
By (2.7), we have
Now, let f ∈ D and f t = P t f for t ≥ 0. We have
By (2.5) and −Lg, g = −Sg, g for g ∈ D, we obtain
Since f t ∈ D(L), combining this with (H4) and (2.3), we arrive at
, t, r 2 > 0. 
Since the operator (I + (Aπ 1 ) * (Aπ 1 )) −1 (Aπ 1 ) * Aπ 1 is bounded, D(Aπ 1 ) ⊃ D due to (H2), and by (H4) for any g ∈ D(L) we may find a sequence g n ∈ D such that g n → g in H and lim sup n→∞ Ψ(g n ) ≤ Ψ(g), this inequality holds for all g ∈ D(L). Combining this with (2.10) and (2.3), we obtain
Substituting (2.9), (2.19) and (2.20) into (2.18), we arrive at
, by (2.17) we have f t 2 ≥ 4 3
By Gronwall's lemma and (2.22), we arrive at
Taking r 1 = r, r 2 = r α 1 (r) 2 , using (2.17) for ε ∈ (0, 1 2 ) and that α 1 (r) ≥ 1, obtain
Consequently, for any r > 0 such that
Therefore, (2.1) with ξ(t) in (2.6) holds for f ∈ D. By (H4), it holds for all f ∈ D(L). Then the proof is finished.
3 Proof of Theorem 1.1
We first embed P t in the framework of Section 2. By shifting the second variable y, in (H) we may and do take b = 0, i.e. V 2 (y) = Φ(|σy| 2 ), for some invertible d 2 × d 2 -matrix σ. Since we may move σ from the potential V 2 to the symmetric part of the generator L corresponding to the solution of (1.9) and the matrix Q as described in Remark 1.1(2), we only have to consider the case V 2 (y) = Φ(|y| 2 ). Thus
By Itô's formula, the generator L for the solution to (1.9) has the decomposition
Since above we moved σ from the potential V 2 to the symmetric part of L and to the matrix Q, instead of S and Q we should consider
respectively. But, because σσ * is a constant, symmetric, invertible matrix, without loss of generality we may take σ equal to the identity matrix. The considerations below easily generalize to general σ, but are easier to follow for σ being the identity matrix.
Let ∇ = (∇ (1) , ∇ (2) ) be the gradient operator on R d 1 +d 2 , and denote
∇f has compact support .
The integration by parts formula implies that (S, C
) denote the closure. Then the first assertion of Theorem 1.1 is implied by the following proposition.
, and the C 0 -contraction semigroup T t generated by the closure coincides with P t in L 2 (µ). Consequently, the solution to (1.9) is non-explosive and µ is an invariant probability measure of P t .
Proof. In [17, Theorem 3.10] under even weaker assumptions as in (H
In the proof condition (1.10) for i = 2 is used.
so that µ is an invariant probability measure of T t . On the other hand, according to [3, Theorem 1.1 and Proposition 1.4] (see also [5, Theorem 3.17 and Remark 3.18]), for µ-a.e. starting point z = (x, y) ∈ R d 1 +d 2 there is a law P z on the space of R d 1 +d 2 -valued continuous functions such that (X t , Y t ) t≥0 is a weak solution to (1.9) and for any distribution ν(dz) = ρ(z)µ(dz) with a probability density ρ,
By the uniqueness of the SDE (1.9), we have for µ-a.e. z ∈ R d 1 +d 2 :
Therefore, µ(ρP t f ) = µ(ρT t f ) holds for any ρ ∈ L 1 (µ), t ≥ 0 and f ∈ B b (R d 1 +d 2 ), and hence, P t is a µ-version of T t . Consequently, µ is an invariant probability measure of P t . Since P t 1 ≤ 1, this implies that P t 1 = 1, µ-a.e. Since the coefficients of the SDE is at least C 1 -smooth, the semigroup P t is Feller so that P t 1 is continuous. Therefore, P t 1(z) = 1 holds for all z ∈ R d 1 +d 2 , i.e. the solution to (1.9) is non-explosive. Now, to prove the second assertion in Theorem 1.1 using Theorem 2.1, we take We verify assumptions (H1)-(H4) as follows.
Thus, {g n } n≥1 is a Cauchy sequence in D(S) with Sg n = 0, and converges to π 1 f in L 2 (µ). Therefore, π 1 f ∈ D(S) and Sπ 1 f = 0 since the operator is closed.
Proof of (H2): For any f ∈ D, we have π 1 f ∈ D depending only on the first component.
only depends on x, by the definitions of A and π 1 , we have
where the last step is due to V 2 (y) = Φ(|y| 2 ) and |∇V 2 | ∈ L 1 (µ 2 ) according to (H). Then (H2) holds.
Proof of (H3): It suffices to prove (2.15). For the first inequality, we only need to find out a bounded measurable function K such that
since this implies
so that by B ≤ 1 we have
is bounded according to (H). Then (3.4) holds for some bounded function K.
To prove the second inequality in (2.15), we consider the operator
By the definitions of A and π 1 , we have
Then (3.1) implies
Similarly,
which is a positive constant according to (H), we obtain (3.6) (Gf )(x, y) = (Gf )(x) = −N(V 2 )
This enables us to provide the following assertion.
Proof. First recall that for densely defined, symmetric and dissipative linear operators on a Hilbert space, the property of being essential m-dissipative is equivalent to essential selfadjointness. Consider the operator (T,
Using integration by parts formula we have
By [4, Theorem 7] or [27, Theorem 3.1] our assumptions in (H) imply that (T,
. By (1.12) the null space N (T ) consists of the constant functions only. Hence
is also essentially self-adjoint. Thus, (I + G)(D) is dense in H, because H = H 1 ⊕ H 2 and G acts trivial on H 2 . Now we continue to prove the second inequality in (2.15). Let f ∈ D and g = (I + G)f . As in (3.5) , by the definitions of A and π 1 we have
So,
Due to (3.6) and (3.7) we see that π 1 f solves the elliptic equation
By applying the elliptic a priori estimates from [9, (2.2) and Lemma 8] (or see [12, Section 5.1] for corresponding proofs including domain issues) to the right hand side of (3.8) we conclude
for some constant c ∈ (0, ∞) only depending on V 1 and V 2 . According to Proposition 2.4 and Lemma 3.2, this implies the second inequality in (2.15). In conclusion, assumption (H3) holds.
Proof of (H4): Let f ∈ D(L). Since µ(f ) = 0, we have
Since D is a core of (L, D(L)), we may take {g n } n≥1 ⊂ D such that g n → f and Lg n → Lf in L 2 (µ). To control g n osc , for any n ≥ 1 we take h n ∈ C ∞ (R) such that 0 ≤ h ′ n ≤ 1 and
Therefore, we have verified assumption (H4). 
for some constant c ∈ (0, ∞).
Recall that for any f ∈ D we have
By V 2 (y) = Φ(|y| 2 ) we obtain
Since QQ * is invertible, 0 < Z(V 2 ) < ∞, and
by (H), this implies
for some constant 1 < c < ∞. So, f ∈ D(Aπ 1 ) implies that π 1 f ∈ H 1,2 (µ 1 ), the completion of C ∞ c (R d 1 ) under the Sobolev norm g 1,2 := µ 1 (g 2 + |∇ (1) g| 2 ). Combining this with inequality (1.12) for i = 1 which naturally extends to f ∈ H 1,2 (µ 1 ), we prove (3.10). Next, for the above f and x ∈ R d , we havef x := f (x, ·) − π 1 f (x) ∈ C ∞ c (R d ), µ 2 (f x ) = 0 and f x osc ≤ f osc . Then (1.12) for i = 2 implies µ 2 (|f x | 2 ) ≤ α 2 (r)µ 2 (|∇ (2) f (x, ·)| 2 ) + r f 2 osc , r > 0. Combining this with
we prove (3.11) for c = 1.
To prove Example 1.1, we need the following lemma which is implied by the proof of [20, Example 1.4].
Lemma 3.3. Let µ V (dx) = e −V (x) dx be a probability measure on R d . Then the weak Poincaré inequality Proof of Example 1.1. We only consider case (A) and the assertions in the other two cases can be verified in the same way. By Lemma 3.3, (2.4) holds for (3.14) α 1 (r) = c log(e + r −(p−1) · log log(e 2 + t)
so that the desired assertion follows from (1.13).
