Abstract-In this paper, the performance of maximum likelihood (ML) estimators for an important frequency estimation problem is considered when the signal model assumptions are not valid. The motivation for this problem is to understand the robustness of the hidden Markov model-maximum likelihood (HMM-ML) tandem frequency estimator [I], where the signal is divided into time blocks, and the frequency in each time block is estimated using the ML approach under the assumption that the signal has a constant frequency in each time block. In order to analyze the sensitivity of ML estimators to the model assumptions, the mean frequency of a discrete complex tone that has a time-varying (ramp) frequency is estimated under the incorrect assumption that it has a constant frequency. In particular, the behavior of the threshold region with respect to different chirp rates is analyzed, and a simple rule is given. The mean squared error above the threshold region is shown to be constant even at very high SNR levels. These results are supported by simulations.
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E
STIMATING the parameters of a sinusoidal signal from a given discrete set of observation data is an important problem arising in different branches of science and engineering. In the time-series analysis literature, recent results for this problem are due to Walker [2] , Hannan [3] , and Hasan [4] . In those papers, the signal is assumed to be in the form where t[n] is i.i.d. noise. It has been shown that the leastsquares estimate of Ro, which is asymptotically equivalent to a maximum-likelihood estimate when ~ [ n ] is a Gaussian noise, is the maximizer of the periodogram It has also been shown that the asymptotic variance of the frequency estimation is of order N P 3 . However, in [5] , it is concluded that the product of the amplitude of the signal and data size must be quite large for the reliability of the asymptotic analysis results.
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In [6] , the signal is assumed to be in the form of a singlefrequency complex tone, and its parameters are estimated from a finite number of noisy discrete-time observations. In [6] , Rife and Boorstyn showed that the maximum-likelihood estimate attains the Cramer-Rao bounds at high signal to noise ratio (SNR). In addition, at low SNR, the existence of a range of SNR's is observed where the mean-squared error (MSE) increases very rapidly with reduction in SNR. This threshold effect can be understood in terms of the "outliers" occurring in the maximization of (2) (see [6] for details). In [7] , it has been shown that the approximate phase error variance is a good indicator for the threshold. The threshold effects are also discussed in [8] from an information theoretic point of view.
In the previous estimation approaches, the signal is assumed to have a constant frequency during the measurement interval. When the signal has a time-varying frequency over the measurement interval, the frequency can, in principle, be tracked by using either extended Kalman filters (EKF's) [9] (or phaselocked loops (PLL) if the amplitude is known) or a hidden Markov model-maximum likelihood (HMM-ML) tandem estimator [I] . In the EKF approach, the parameters of the signal are estimated by using a Kalman filter where the output matrix of the associated signal model is obtained by linearizing the measurement around the one-step prediction of the parameters. Here, there is an assumption on the random variation of the frequency but no assumption on the deterministic variation of the frequency. In contrast, Streit and Barrett [I] assumed that the frequency variation is piecewise constant. Accordingly, they divided the signal time function into fixed finite-sized blocks. Then, the frequency in each block was estimated using a ML approach, and frequency transitions between successive blocks were modeled using hidden Markov models (HMM's). Their algorithm works well even at very low SNR's.
Since fixed block sizes are used in [I] , the assumption that the signal has constant frequency over these blocks may not always be valid. In order to assess the practical utility of the tandem estimator, it is important to understand the degradation in the performance of the HMM-ML tandem estimator when the signal has a time-varying frequency. The crucial question is as follows: What happens if the frequency is estimated using a ML estimator that is based on the assumption that the signal has a constant, unknown single frequency when, in fact, the signal has a slowly time-varying single frequency? In this paper, we will analyze this problem. The aim is to be able to give rules for the choice of the block length, i.e. design parameters. The techniques in Rife and Boorstyn [6] will be the basis for our analysis and identify some of the fundamental mechanisms causing departure from predicted performance. observations by using the maximum-likelihood (ML) estimaThe model that is selected for our purposes is a complex signal tion technique. In that paper, the parameters of s ( t ) Like most nonlinear estimators, the ML frequency estimator exhibits threshold effects. At high SNR's, the frequency estimate occurs near the true frequency. As the SNR decreases, the probability that the global maximum of I Z ( R ) I / N lies far from the true frequency increases. The occurrence of these outliers (i.e., the frequency estimates that are far from the true frequency) causes a sudden decrease in the performance of the ML estimator as the SNR is reduced. The mean-squared error can be written as
and both wR [.] and wI [.] are Gaussian noise sequences with mean zero and variance a2. They are statistically independent of each other. The SNR is defined as the the ratio between the average signal power and the average noise power, which is b;/2a2 for the noisy complex linear FM signals.
The signal model is selected as a complex sinusoid in order to compare our results with the results of Rife and Boorstyn [6] , and in practice, this kind of signal model is used to avoid leakage problems (see [lo] ). In addition, note that one can create a complex signal from its real part by using the Hilbert transform. Care must be taken since, in this case, wR [.] and w~ [ , ] will no longer be independent noises; however, the cross correlation between wR[.] and wI [.] can be removed by down sampling the complex measurement signal.
In the next section, we will summarize the outlier analysis of Rife and Boorstyn for the constant frequency case. In the third section, we will derive the statistics of the periodogram of the complex measurement signal z [n] . The fourth section is devoted to generalization of the outlier analysis for the estimation of the linear FM signal under the incorrect assumption that its frequency is constant. In the last section, mean squared error of the frequency estimates analyzed at different SNR levels and a simple rule for the threshold SNR is given in terms of the chirp rate. Simulation results and theoretical results are compared.
OUTLIER ANALYSIS OF RIFE AND BOORSTYN FOR CONSTANT FREQUENCY
In [6] , the parameters of a complex, single-frequency tone are estimated from a finite number of noisy discrete-time where q denotes the outlier probability, when fo = is approximately equal to the Cramer-Rao bound, which is derived in [6] . In addition, when the Dm size is equal to the data size, the DFT of the noise is i.i.d; therefore, when an outlier occurs, the probability density function of the DFT of the noise is approximately uniform; thus, E { ( ; -wo) ' I outlier} can be calculated easily. Finally, when wa = w,/2, i.e., when there is no bias, the outlier probability q is calculated as where Zk:
is the Rayleigh probability density function defined by and f*,,, ( x ) is the Rician probability density function defined by Here, I o ( x ) is the modified Bessel function of the first kind.
STATISTICS OF THE PERIODOGRAM OF THE LINEAR FM SIGNAL
In order to analyze the threshold effects for the ML estimator analytically under the assumptions of the first section, we need to derive the outlier probability q, which depends on the statistics of absolute value of the DFT of the measurement signal. Since arg m a x I Z ( R ) I is equal to arg r n a~{ Z~( R )~ +
Z I ( O )~) ,
where Zn(.) and ,TI(.) are the real and imaginary parts of the DFT of the measurement signal z [ n ] , the outlier probability can be derived from the statistics of Z R ( . ) and Z I ( . ) . However, the real and imaginary parts of the DFT of a complex signal are the DFT's of the complex conjugate (even) and anticonjugate (odd) parts of the signal. Let z, [ Additionally, the magnitude of the Fourier transform of the signal is symmetric around the mean frequency wo + A w of the signal, and it has its global maxima when w = wo and w FS wo + 2Aw. This last property can be verified by examining the detailed shape of the Fresnel integral function involved in (17). As A w varies, the SNR remains constant. However, the probability of an outlier is clearly greater for bigger A w since the Fourier transform of the signal has a smaller amplitude for larger A w .
In addition, we can consider the effect of varying SNR while holding A w fixed. At very high SNR's the mean squared error of the frequency estimate around the mean frequency will be approximately equal to ( A W )~. This is because IS(w)l is maximized for w z wo and w z wo + 2Aw. However, as SNR decreases slightly, some of the peaks inside the rectangular window will be detected falsely as the maxima, promoting decrease in the mean squared error. Afterwards, as the SNR decreases further, outliers (i.e., the frequencies far from the rectangular window) will be observed as the maximum of the Fourier transform of the measurement signal. (All these effects can be seen in the simulation examples presented later in this paper.)
If the sampling frequency is sufficiently high, then the discrete-time Fourier transform S ( R ) of 
Therefore, by denoting the outlier probability as q and using the technique of Rife and Boorstyn [6] , we have Furthermore, the probability distribution and density functions of E N -L can be written as
and 
f~~-~( z )
It is more relevant to consider the mean square error computed around the mean signal frequency wo + Aw that includes the mean square error due to the bias. In other words In order to test the performance of the maximum likelihood constant frequency estimator, linear FM signals that had different chirp rates were estimated under the assumption that they had constant frequencies. The sampling frequency f, was selected as 4000 Hz. In order to concentrate on the variance part of the mean squared error of the frequency estimates, the bias effects were eliminated by selecting the mean frequencies of the signals as fs/2, i.e., fo + A f = 2000 Hz. Note that since the signals are complex, the aliasing effect due to the sampling rate is negligible. The data sizes for the discretetime measurement signals were selected as N = 256 and N = 1024 for the simulations and N = 256 for the theoretical calculations.
In the simulations, the fine search was implemented by using a combination of modified NewtonIRaphson and bisection methods [13] . The frequencies of the linear FM signals were estimated at 30 different SNR levels and for each signal, 1000 different realizations of the measurement signal were used at every SNR level. The mean squared errors of the frequency estimates of the linear FM signals obtained from the simulations versus SNR are plotted in Fig. 3 , where N = 1024. As can be seen from this figure, for the constant frequency case the threshold for the frequency estimates occurs when SNR is approximately equal to -16 dB. Below the threshold region, the root mean squared errors (RMSE's) of the frequency estimates are approximately 1000 Hz for all frequency variation A f . Above the threshold, the RMSE's of the frequency estimates of the linear FM signals that have small frequency variations are slightly greater than the RMSE of the frequency estimates when the signal has a constant frequency. On the other hand, when the frequency variation is large, the RMSE is almost constant above the threshold. From  Fig. 3 , it can be also observed that the threshold SNR and the RMSE above the threshold increase when the frequency variation increases.
As is pointed out in [6] for constant frequency signals, an increase in the data length causes a decrease in the threshold SNR. This is also valid for linear FM signals as can be understood by comparing Fig. 3 and the simulation results of Fig. 4 , where the simulation and the theoretical results are plotted. In Fig. 4 , the data size N is equal to the DFT size M, which is 256. Another interesting point that can be observed by the comparison of the simulation results in Figs. 3 and 4 is that the signal length is important for the RMSE value when the frequency variation A f is quite small. For example, when A f is equal to 20 Hz, the RMSE of the frequency estimates is almost constant above threshold when A comparison of the simulation and theoretical results can be made using Fig. 4 . From the theoretical curves of this figure, it can be observed that below the threshold, the RMSE is again approximately equal to 1000 Hz. Above the threshold, the RMSE increases as the frequency variation increases at a fixed SNR. The main difference between the theoretical curves and the simulation curves is the value of the RMSE of the frequency estimates above the threshold. As explained previously for the theoretical calculations, the RMSE above the threshold is approximately equal to A f /a, where this approximation is good when A f is sufficiently large. Note that when the chirp rate is quite small, the discrete-time Fourier transform of the linear FM signal is very similar to the discretetime Fourier transform of the signal when A f = 0 Hz. In other words, the absolute value of the discrete-time Fourier transform of the linear FM signal cannot be approximated by a rectangle if the chirp rate is quite small. Thus, when the chirp rate is small, A f /a is not a good approximation for the RMSE of the frequency estimates. A similar argument is valid for the bound given for the MSE of the frequency estimates in (42). In addition, this bound gets better for the signals that have larger data sizes since the peaks of the absolute value Another difference between the theoretical and simulation curves is the threshold SNR's. In order to understand this, consider the outlier probability of the frequency estimates at different SNR's and different chirp rates (Fig. 6 ). Around the threshold SNR, the outlier probability is very small, for example, when A f = 0 Hz, the outlier probability is approximately (see Fig. 6 ). Thus, around 1 million realizations of the measurement signal have to be implemented just to observe one outlier. Since due to the computational limitations only 1000 realizations were implemented, the threshold SNR's of the simulation curves are expected to be smaller than the threshold SNR's of the theoretical curves. This also shows that simulations are impractical for finding the threshold SNR's accurately.
The increase of the RMSE (above the threshold) with an increase in the frequency variation is actually to be expected. Neglecting outliers, as we have agreed already, when we want to estimate fo + A f , the algorithm is likely to pick a frequency that is close to fo or fo + 2A f as the maximum (this being the approximate location of the maxima of J S ( f ) J ) .
Thus, this error is likely to be A f , even at very high SNR. Doubling of A f doubles the root mean squared error of the frequency estimates if the frequency variation is sufficiently large. This can be observed in the simulations for the signals that have sufficiently large frequency variations.
The probability of occurrence of outliers is primarily influenced by the height of maxf IS( f)l above a notional noise floor, i.e., The constant in (44) clearly depends on the value of the data length N. However, this dependence is highly nonlinear and it is also related to the problem of finding the "optimal" data length for the ML constant frequency estimators. As shown in [3] , the performance of a ML constant frequency estimator gets better as the data length increases if the signal has a constant frequency. However, if the signal is a linear FM signal with a constant chirp rate, then the frequency variation increases as the data length increases. Hence, there is a tradeoff between the asymptotic properties and the robustness of the ML constant frequency estimator. However, finding the "optimal" data length is not a trivial process. One should be able to obtain the RMSE versus SNR curves for different data sizes as is done in Fig. 4 , where the data size N is equal to DFT size M, which is 256. Afterwards, by obtaining the threshold SNR versus A f curves from the RMSE versus SNR curves, the dependence of the constant term in (44) on the data length can be found. Then, depending on the a priori selection of the desired threshold SNR and allowable frequency variation (i.e., the degree of robustness of the estimator), it is possible to find an optimal data length from these curves.
VI. CONCLUSION
In this paper, the robustness of the ML constant frequency estimator under wrong model assumptions was investigated. The motivation for the problem was to understand the performance of the HMM-ML tandem frequency tracker where the signal is divided into time blocks, and the frequency of the signal in each time block is estimated using the ML frequency estimation algorithm by assuming that the frequency of the signal is constant in those time blocks. For this purpose, a linear FM signal was estimated by assuming that it had a constant frequency over the measurement time.
In order to understand the performance of the ML constant frequency estimator, the outlier analysis of Rife and Boorstyn [6] for the constant frequency case was generalized for the linear FM signals. It has been shown that when the frequency variation is sufficiently large, even at very high SNR's, the RMSE of the frequency estimates of the linear FM signals is almost proportional to the frequency variation. Additionally, it is much greater than the RMSE of the frequency estimates for the constant frequency case. Using this fact, a bound and an approximate expression for the RMSE of the frequency estimates of the linear FM signals were given for above the threshold region.
Below the threshold, the RMSE for the linear FM signals was shown to be the same as the RMSE for the constant frequency case. A simple relation between the threshold SNR and the frequency variation was conjectured and supported by the theoretical curves. It was shown that the threshold SNR is a logarithmic function of the chirp rate of the linear FM signals. A discrepancy between the threshold SNR's of the simulation and the theoretical curves was observed and explained in terms of the very large number of realizations of the measurement signals required to determine the threshold region.
The work carried out in this paper has two aspects. The first one is robustness of the maximum-likelihood constant frequency estimators with respect to model errors in general. It has been shown that there is a tradeoff between the robustness and the asymptotic behavior of these estimators. The other aspect of this work is the performance of these estimators in the framework of the HMM-ML tandem frequency trackers, where the frequency of a signal is tracked by dividing the signal into segments, and the frequency of each signal segment is estimated using a ML constant frequency estimator. This analysis shows that the performances of ML constant frequency estimators depend on the deviation from the model assumptions. In [I] , the transitions between the frequency estimates of the signal segments are modeled using a HMM. However, even though the ML constant frequency estimators may give bad frequency estimates, the HMM part of the tandem tracker may compensate these estimates depending on the performance of the ML estimators in the other signal windows. In particular, finding the overall threshold behavior of the HMM-ML tandem frequency tracker is an important open problem. The extension of this performance test to the HMM-ML tandem frequency trackers is an interesting research Finally, in this paper, we have concentrated on the performance of the ML constant frequency estimators when they are used to estimate the frequencies of signals whose frequencies change linearly during the measurement intervals. It would be of interest to extend this work to other signals, the instantaneous frequencies of which change polynomially or randomly.
